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The concept of gauge field is a cornerstone of modern physics and the synthetic gauge field has
emerged as a new way to manipulate particles in many disciplines. In optics, several schemes
of Abelian synthetic gauge fields have been proposed. Here, we introduce a new platform for
realizing synthetic SU(2) non-Abelian gauge fields acting on two-dimensional optical waves in a wide
class of anisotropic materials and discover novel phenomena. We show that a virtual non-Abelian
Lorentz force arising from material anisotropy can induce light beams to travel along Zitterbewegung
trajectories even in homogeneous media. We further design an optical non-Abelian Aharonov—Bohm
system which results in the exotic spin density interference effect. We can extract the Wilson loop of
an arbitrary closed optical path from a series of gauge fixed points in the interference fringes. Our
scheme offers a new route to study SU(2) gauge field related physics using optics.
Gauge fields originated from classical electromagnetism,
and have become the kernel of fundamental physics af-
ter being extended to non-Abelian by Yang and Mills1.
Apart from real gauge bosons, emergent gauge fields in
either real2 or parameter spaces3,4 have recently been
widely used to elucidate the complicated dynamics in a
variety of physical systems5, including electronic6,7, ultra-
cold atom8–10, and photonic11–31 systems. The geometric
nature32 of gauge theory makes it a powerful tool for
studying the topological phases of matter33–36.
The concept of emergent gauge fields has offered us new
insights in optics and photonics, such as the manifestation
of the gauge structure (Berry connection and curvature)
in momentum space11–16. Artificial gauge fields realized
by breaking time reversal symmetry with magnetic ef-
fects17–19 or dynamic modulation21–23 have given rise to
new paradigms for controlling light trajectories in real
space. Even for time-reversal-invariant systems, a pair of
virtual magnetic fields – each being the time-reversed part-
ner of the other – can be generated using methods such
as coupled optical resonators20, engineering lattices with
strain24,25, or reciprocal metamaterials26–30. However,
except for a few works revealing the non-Abelian gauge
structure in momentum space13,14,16, all of these schemes
of synthetic gauge fields in real space are restricted to the
Abelian type.
Recently, anisotropic metamaterials were used to manip-
ulate light through artificial Abelian gauge fields27–30. It
was demonstrated that the off-diagonal components of
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permittivity and permeability appear as a pair of “spin-
dependent” vector potentials in the 2-dimensional (2D)
wave equation for certain anisotropic media. Though the
material parameters are subjected to strong restriction
in this scheme, the internal pseudo-spin degree of free-
dom implies the possible generalization to a synthetic
non-Abelian gauge field theory for light by coupling the
spin-up and spin-down states.
In this work, we discover that the transport of optical
waves in a wide class of anisotropic media can be asso-
ciated with an emergent 2D non-Abelian SU(2) gauge
interaction in real space, enabling us to obtain the first
scheme for realizing synthetic non-Abelian gauge field for
classical waves. Contrary to intuition, we show that a
more exotic general SU(2) gauge framework can mani-
fest in 2D optical dynamics, provided the restriction on
the material parameters employed in refs.27–30 is relaxed.
Our platform presents broader applicability and allows
the study of novel optical phenomena not found in Abelian
synthetic gauge field systems. We illustrate our idea with
two examples. The first example is the Zitterbewegung
(ZB) of light in homogeneous non-Abelian media, which
refers to the trembling motion of wave packets37. ZB has
been realized in systems possessing Dirac dispersion38–43,
but we will see that ZB of light can arise from a distinctly
different mechanism: emergent non-Abelian Lorentz force.
In the second example, we propose for the first time a
concrete design of a genuine non-Abelian Aharonov-Bohm
(AB) system44 using two synthetic non-Abelian vortices,
and reveal that the noncommutativity of winding around
the two vortices gives rise to nontrivial interference results.
In particular, we show that there exists a series of fixed
points in the interference fringes invariant under gauge
transformation, from which we can obtain the Wilson
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2loops of the closed path concatenated by the two inter-
fering optical paths. As evidenced by the examples, our
scheme offers a fresh angle to understand the dynamic
effects of light in anisotropic media, and also suggests an
optical approach to probe new physics accompanied by
SU(2) gauge fields.
Results
Non-Abelian gauge fields acting on light. Our
scheme focuses on 2D propagating optical waves in nondis-
sipative anisotropic media characterized by the permit-
tivity and permeability tensors:
↔
ε /ε0 =
 ↔ε T g1
g†1 εz
 , ↔µ/µ0 =
 ↔µT g2
g†2 µz
 . (1)
Here, all of the parameters depend on x, y; the diag-
onal blocks ↔ε T ,
↔
µT , εz, µz are real numbers, while
the off-block-diagonal components gi = (gi x, gi y)ᵀ =
gi xex + gi yey (i = 1, 2) are in-plane complex vectors
whose imaginary parts could be induced by the gyrotropic
effect with in-plane gyration vectors. The only constraint
on the media is the “in-plane duality”, ↔ε T = α
↔
µT , where
α is a positive constant. For simplicity, we set α = 1 in
the following, and α 6= 1 results can be obtained directly
by redefining ε0 → α ε0. Under this constraint, the in-
plane monochromatic wave equation of frequency ω can
be written as
Hˆ|ψ〉 =
[
1
2
(
pˆ− Aˆ) · ↔m−1 · (pˆ− Aˆ)− Aˆ0 + V0] |ψ〉 = 0.
(2)
Here |ψ〉 = (Ez, η0Hz)ᵀ (η0 =
√
µ0/ε0 ) serves as
a two-component wave function, and Hˆ resembles the
Hamiltonian of a non-relativistic spin-1/2 particle trav-
eling in SU(2) non-Abelian gauge potentials45, where
pˆ = −iσˆ0∂iei (i = 1, 2) is the canonical momentum
operator with σˆ0 being the 2D identity matrix,
↔
m =
↔
ε
−1
T det (
↔
ε T )/2 represents an effective anisotropic mass,
in particular, Aˆ = A1σˆ1 + A2σˆ2 and Aˆ0 = Aa0σˆa (σˆa
(a = 1, 2, 3) are Pauli matrices) can be interpreted as
emergent non-Abelian vector and scalar potentials respec-
tively, and V0 is an additional Abelian scalar potential.
As shown in Table I, the emergent gauge potentials are
determined by the material parameters, especially, the
vector potential directly corresponds to the off-diagonal
terms of ↔ε and ↔µ . This correspondence can be intu-
itively understood from the SU(2) gauge covariance of
2D Maxwell’s equations (see Methods), and the detailed
derivation of Eq. (2) is given in the Supplementary Note
1. Thereby, in this broad class of anisotropic media, the
materials’ influence on the 2D optical waves imitates a
SU(2) gauge interaction. Furthermore, if the background
media are extended to be bi-anisotropic materials, a com-
plete construction of U(2) = SU(2) o U(1) gauge fields
for light can be achieved (see Supplementary Note 1).
The emergent SU(2) gauge potential {Aˆµ} = {Aˆ0, Aˆ}
TABLE I. The expressions of the synthetic SU(2) and U(1)
gauge potentials in terms of the anisotropic parameters of the
media.
SU(2)
vector
potential
Aˆ = Aaσˆa
A1 = k0Re (g−)× ez a
A2 = k0Im (g−)× ez
A3 = 0
scalar
potential
Aˆ0 = Aa0 σˆa
A10 = k0ez ·
[
∇×
(
ε↔−1T · Im (g+)
)]
A20 = −k0 ez ·
[
∇×
(
ε↔−1T · Re (g+)
)]
A30 = k20
[
εz − µz
2
− 2 Re
(
g†− · ε↔−1T · g+
)]
U(1) scalarpotential V0 = k
2
0
[(
g†+ · ε↔−1T · g+
)
− εz + µz
2
]
a Here k0 = ω/c is vacuum wave number and g± = (g1 ± g∗2)/2.
induces a synthetic SU(2) gauge field acting on light:
Fˆµν = i[Dˆµ, Dˆν ] = ∂µAˆν − ∂νAˆµ − i[Aˆµ, Aˆν ], (3)
where Dˆµ = σˆ0∂µ − i Aˆµ (µ = 0, 1, 2) is the covariant
derivative. Analogous to real electromagnetic (EM) fields,
the synthetic SU(2) gauge field can be separated into a
non-Abelian magnetic field Bˆ = 12ijFˆijez along the z
axis and a non-Abelian in-plane electric field Eˆ = −Fˆ0iei,
which are associated with the gauge potential as
Bˆ = ∇× Aˆ − iAˆ × Aˆ, Eˆ = ∇Aˆ0 + i[Aˆ0, Aˆ]. (4)
The second terms of Bˆ, Eˆ cannot be found in the Abelian
case since they are induced entirely by the noncommu-
tativity of the non-Abelian gauge potential. Indeed, a
matrix-valued gauge potential would not be regarded as
(apparently) non-Abelian, unless some of its components
do not commute with each other [Aˆµ, Aˆν ] 6= 010. For in-
stance, the scheme in ref.27 is actually a specific reduction
of ours with the strict constraints on the media that (i)
g1 = −g2 being real and (ii) εz = µz. In this case, the
vector potential only has σˆ1 component Aˆ = A1σˆ1 and
the scalar potential Aˆ0 vanishes. As such, [Aˆi, Aˆj ] ≡ 0,
and the gauge group is reduced to the Abelian subgroup
U(1) of SU(2). In general, if Eq. (2) has any U(1)
spin rotation symmetry, which means UˆHˆUˆ† = Hˆ for
Uˆ = exp
(
iφ~n · ~ˆσ
)
with a parameter φ, the gauge poten-
tial would be reducible. Hence, only for those materials
that can imitate irreducible SU(2) gauge potentials, we
call them non-Abelian media.
The two-component wave function of light |ψ〉 behaves
like a spin-1/2 spinor with the pseudo-spin at a local point
~s = 〈ψ|~ˆσ|ψ〉/|ψ|2, (5)
where the overhead arrow indicates a vector in the pseudo-
spin space, and 〈ψ|~ˆσ|ψ〉 gives the local spin density. The
3frame {~ea} in the pseudo-spin space can be chosen ar-
bitrarily. The rotation of the frame corresponds to a
gauge transformation of spinor |ψ′〉 = Uˆ(r)|ψ〉, where in
general Uˆ(r) is a space-varying SU(2) matrix. By sub-
stituting |ψ′〉 into Eq. (2), one can easily check that the
wave equation is gauge covariant as long as the material
is transformed accordingly (see Supplementary Note 2),
while the synthetic gauge potentials and fields obey the
gauge transformations
Aˆ′µ = UˆAˆµUˆ† + i Uˆ∂µUˆ†, (6)
Bˆ′ = Uˆ BˆUˆ†, Eˆ ′ = Uˆ EˆUˆ†. (7)
In addition, it is worth comparing the present idea of
non-Abelian gauge field optics (NAGFO) with the trans-
formation optics (TO)46–50. When TO is applied to de-
sign invisibility cloaks, it results in anisotropic media
whose permittivity and permeability are real and equal
↔
ε =
↔
µ46,47. Due to the equivalence of the constitutive
tensor and the metric of a curved spacetime for light,
such kind of duality symmetric materials can also be used
to mimic gravitational effects49–53. In contrast to TO,
NAGFO involves a more general class of complex-valued
media respecting in-plane duality symmetry. The in-plane
block ↔ε T of permittivity, which determines the effective
mass in Eq. (2), can alternatively be equated to the met-
ric of a virtual 2D curved space as with TO, whereas,
apart from ↔ε T , all the remaining components of
↔
ε and ↔µ
contribute to the synthetic SU(2) gauge potentials. There-
fore, NAGFO proposes an optical way to simulate the 2D
spinor systems under both a SU(2) gauge interaction and
the influence of a curved space. To highlight the effects
stemming purely from the non-Abelian gauge interaction,
we will hereinafter concentrate on the simplified scenario
that ↔ε T = εT
↔
I 2×2 is isotropic and homogeneous. As
such, the virtual 2D background space is trivialized to be
flat, and the effective mass is reduced to m = εT /2.
Zitterbewegung of optical beams. The wave packet
dynamics in homogeneous media can give the most
straightforward effect distinguishing the non-Abelian me-
dia from the Abelian type. The effective Abelian elec-
tric and magnetic fields vanish in homogeneous media27,
whereas the non-Abelian fields persist due to the non-
commutativity of Aˆµ. In our case, Bˆ = Bσˆ3 with
B = ik 20 (g− × g∗−), and Eˆ = 2A30
(A2σˆ1 −A1σˆ2). We
consider the propagation of 2D optical beams in homo-
geneous non-Abelian media. In general, there are two
non-degenerate branches of plane wave eigenstates. Be-
cause the two eigenstates of a certain direction of wave
vector k are always orthogonal, their pseudo-spins corre-
spond to a pair of antipodal points on the Bloch sphere.
Generally speaking, the non-degenerate eigenmodes would
evolves independently along different semiclassical trajec-
tories. However, if the two eigenstates for a particular
direction of k are quasi-degenerate, in the overlapped
region, their superposed wave can be viewed as an intact
“semiclassical particle” with an internal spin degree of
freedom, whose centroid trajectory follows the Hamilton’s
canonical equations (see Methods)
d
dτ
〈pˆ〉 = i 〈[Hˆ, pˆ]〉 ≡ 0 ⇒ 〈pˆ〉 ≡ k, (8)
d
dτ
〈rˆ〉 = 〈vˆ〉 = 1
m
(
k−Aa〈σˆa〉
)
. (9)
Here vˆ = ddτ rˆ = i[Hˆ, rˆ] = (pˆ − Aˆ)/m is the velocity
operator, τ represents path parameter along the beam,
and 〈aˆ〉(r0) =
∫
dr⊥ ψ†(r0 + r⊥)aˆ(r0 + r⊥)ψ(r0 + r⊥)
means the expectation value of an operator aˆ averaged
over the transverse cross section of a point r0 along an
optical beam, differing from the local expectation value
〈ψ|aˆ|ψ〉(r) = ψ†(r)aˆ(r)ψ(r). According to Eq. (8), the
canonical momentum along the beam is conserved, and
is equal to the quasi-degenerate eigen wave vector k (see
Eq. (39)). Moreover, it turns out that the in-plane pro-
jection of the total energy flux over the transverse cross
section of the beam is always parallel to the velocity
given by Eq. (9) (see proof in Methods), therefore the
canonical equations do describe the path of energy propa-
gation. Along the optical beam, the pseudo-spin ~s = 〈~ˆσ〉
undergoes precession as follows:
d
dτ
~s = i〈[Hˆ, ~ˆσ]〉 = ~Ω× ~s, (10)
where ~Ω = −2
(
Aa0 + 1mk ·Aa
)
~ea is the precession angular
velocity. During precession, the pseudo-spin component
parallel to ~Ω is conserved.
In terms of Eqs. (8)–(10), we arrive at the Newton-type
equation of motion where a virtual non-Abelian Lorentz
force10,45 associated with the non-Abelian fields emerges
m
d2
dτ2
〈rˆ〉 = 1
2
〈vˆ × Bˆ + Bˆ × vˆ〉+ 〈Eˆ〉
= 〈ˆjσˆ3〉 × B + Ea〈σˆa〉,
(11)
Here, jˆσˆ3 =
1
2 (vˆ σˆ3 + σˆ3vˆ) =
1
m pˆ σˆ3 represents the σˆ3-
component of the linear spin current operator54, thus
the non-Abelian Lorentz force can also be regarded as
a spin-induced force with a magnetic part acting on the
spin current and an electric part acting on the average
spin over the transverse cross sections of the beam. In
particular, the magnetic part of the force, fσˆ3 =
〈ˆ
jσˆ3
〉×B,
duplicates the “spin transverse force” in electronics which
acts on an electronic spin current exerted by a vertical
electric field54.
The integration of either the canonical equations or
Eq. (11) yields the intensity centroid trajectory of the
beam
〈rˆ〉 = 1
m
[
k−Aas0a +
1
Ω2
FaabcΩ
bs c0
]
τ
− F
a
mΩ2
[(
cos(τ Ω)− 1)δac + sin(τ Ω)
Ω
abcΩ
b
]
s c0 ,
(12)
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FIG. 1. Zitterbewegung effect in homogeneous non-Abelian media. a–e ZB induced by a synthetic non-Abelian magnetic field
in a gyrotropic medium with the parameters ↔ε T = ↔µT = 1.5
↔
I 2×2, εz = µz = 1.5, g1 = −g∗2 = (0.3 i,−0.07)ᵀ. This medium
produces a synthetic SU(2) magnetic field along z direction, Bˆ = −k20 0.042 ezσˆ3, with a null SU(2) electric field Eˆ = 0. f–j ZB
induced by a synthetic non-Abelian electric field in a biaxial non-magnetic medium with the parameters ε1 = 1.65, ε2 = 2.45,
ε3 = 3, and µ/µ0 = 1. The synthetic SU(2) electric field, Eˆ = −k30 0.08919 eyσˆ2, is along the y-aixs, while the SU(2) magnetic
field vanishes Bˆ = 0. a,f The isofrequency surfaces and their xy cross sections (red and blue curves) of both cases. The green
arrows in f are the three principal axes 1, 2, 3 of permittivity tensor. b,g Fourier spectra in k-space of the beams in the two
media. In each case, the two peaks in the spectrum correspond to the two eigenmodes with wave vectors in the x direction. And
the average wave vectors k are marked by the black arrows. c,h The spin precession along each beam on the Bloch sphere. The
colored dots are the numerical data within one ZB period. d,i Full-wave simulated intensity distributions, where the beam
waists equal 4.4λ0 and 6.2λ0 respectively (λ0 = 2pi/k0 is the wavelength in vacuum). e,j Numerical (black circles) and analytical
(red curves) trajectories of the intensity centroid.
where Fa = (~Ω × Aˆ)a = Ea + k × Ba/m, Ω = |~Ω|, ~s0
represents the initial spin, abc is the Levi-Civita symbol,
and the initial position of the beam is assumed at 〈rˆ〉0 =
0. The first line of the equation refers to a straight
path, while the second line shows that the beam oscillates
around the equilibrium path periodically. As a result, the
emergent non-Abelian Lorentz force may lead to wavy
trajectories for optical beams propagating in the non-
Abelian media. This phenomenon resembles the ZB effect
of Dirac particles37. According to Eq. (12), the trembling
motion of light depends not only on the non-Abelian
gauge fields but also on the initial spin ~s0 of the beam.
If the initial state is purely one of the eigenmodes with
the wave vector in k direction, i.e., ~s0 is along ~Ω(k),
the trembling term in Eq. (12) will vanish. This implies
the present ZB effect stems from the interference of the
two quasi-degenerate eigenmodes just as electronic ZB
is caused by the superposition of positive and negative
energy components (see Supplementary Note 3).
In recent years, ZB has been investigated for spin-orbit
coupled atoms38,39 and photons40–43. However, unlike
most schemes of ZB for light realized in periodic sys-
tems40–42, our result shows that light can travel along
curved paths even if the background medium is homo-
geneous. At first glance, this counterintuitive curved
trajectory seems to violate the momentum conservation
in translation invariant systems. However, it is well known
that the kinetic momentum associated with centroid move-
ment can be different from the canonical momentum for a
particle traveling in a background vector potential. This
conclusion is also valid for our situation. As shown in
Eqs. (8) and (9), the semiclassical canonical momentum
〈pˆ〉 is always conserved in homogeneous media, while the
kinetic momentumm〈vˆ〉 deviates from 〈pˆ〉 and can change
along the path by virtue of the synthetic non-Abelian
potential Aˆ. A more rigorous analysis shows that the
conserved quantity protected by space translational sym-
metry in generic non-Abelian media is the time-averaged
Minkowski-type momentum
∫
d3xRe (D∗ ×B), while the
centroid motion corresponds to the Abraham-type mo-
mentum
∫
d3xRe (E∗ ×H) /c2.
5Example I: ZB induced by non-Abelian magnetic
field. According to the theory, the ZB effect for
monochromatic beams can be generated by either non-
Abelian magnetic fields or non-Abelian electric fields. In
Fig. 1a–e, we first show an example of ZB induced solely
by a non-Abelian magnetic field. To realize nonzero Bˆ
but vanishing Eˆ , we let the medium satisfy εz = µz,
g1 = −g∗2 = (−iA2y/k0, A1x/k0)ᵀ, then the synthetic
SU(2) magnetic field in this medium is given by Bˆ =
2A1xA2y ezσˆ3. The isofrequency surfaces of eigenmodes are
illustrated in Fig. 1a. Along the kx direction, the two
eigenstates are |→〉 = (1, 1)ᵀ/√2 and |←〉 = (1,−1)ᵀ/√2
with the wave vectors k± =
[√
k0
2εT εz − (A2y)2±A1x
]
ex,
and their pseudo-spins are polarized along the σˆ1-axis, as
labeled on the Bloch sphere in Fig. 1(c). As long as |A1x| 
k =
√
k0
2εT εz − (A2y)2, the quasi-degenerate approxima-
tion is valid for beams incident from x direction. In this
case, the precession angular velocity is ~Ω = −4kA1x/εT ~e1,
so the pseudo-spin will precess about the σˆ1-axis. For
the initial spin ~s0 = (cos θ0, sin θ0 cosφ0, sin θ0 sinφ0)ᵀ
at an angle θ0 from σˆ1-axis, we can obtain the centroid
trajectory of the beam by eliminating the ray parameter
τ in Eq. (12),
y(x) = YZB
[
sin
(
kZB(x− x0)− φ0
)
+ sinφ0
]
, (13)
where x, y are the coordinates of centroid. The ZB ampli-
tude
YZB =
−A2y sin θ0
2 kA1x
=
−A2y sin θ0
2A1x
√
k 20 εT εz − (A2y)2
(14)
is proportional to sin θ0, so ZB reaches the maximum when
the initial spin ~s0 is perpendicular to ~Ω, corresponding to
the equal-weighted superposition of the two eigenmodes.
Meanwhile, the ZB wave number
kZB =
2kA1x
k −A1x cos θ0
≈ 2A1x = k+ − k− (15)
is equal to the difference of the two eigen wave vectors,
showing that ZB originates from the beating between
the two eigenstates. Yet we should emphasize the phase
beating is not a sufficient condition to realize ZB, and the
ZB amplitude cannot be obtained without the knowledge
of the non-Abelian dynamics. For instance, if A2y = 0 in
the present medium, the beat of the two states persists,
however, as the medium is relegated to the Abelian-type
with Bˆ = 0, ZB just disappears.
We have performed the full-wave simulation of a Gaus-
sian beam propagating in this medium using COMSOL
Multiphysics. The beam is emitted along x-direction and
the angle between its initial spin and σˆ1-axis is set as
θ0 = 0.43pi. Fig. 1b shows the k-space Fourier amplitude
of the simulated wave function ψ, the two peaks in the
spectrum manifest that the beam is mainly comprised of
the two eigenstates |→〉 and |←〉. The numerical time-
averaged energy densities plotted in Fig. 1d show clearly
a transverse tremor along the beam. As shown in Fig. 1e,
the centroid trajectory extracted from the full-wave result
agrees perfectly with the analytical expression in Eq. (13).
And according to the numerical data of the pseudo-spins
in one ZB period shown in Fig. 1c, the spin precession
about the σˆ1-axis is also demonstrated.
Example II: ZB induced by non-Abelian electric
field. In the previous example, the non-Abelian medium
contains both gyroelectric and gyromagnetic components.
In fact, the synthetic non-Abelian gauge fields as well as
ZB can be simply realized with reciprocal media with-
out gyrotropy. Here, we elaborate on synthesizing non-
Abelian electric field with a biaxial non-magnetic material
and the ZB effect in it.
We consider a non-magnetic material with the biaxial
permittivity ↔˜ε /ε0 = diag(ε1, ε2, ε3) (ε1 < ε2 < ε3) along
the principal axis and the permeability µ/µ0 = 1. If
the second principal axis of ↔ε is fixed along the y-axis,
while the first principal axis is rotated by an angle ϕ with
respect to the x-axis such that cos2 ϕε1 + sin2 ϕε3 = ε2
(|ϕ| < pi/2) as shown in Fig. 1f, the permittivity tensor
in the xyz coordinate system is given by
↔
ε /ε0 =
 ε2 0 g0 ε2 0
g 0 εz
 , (16)
with εz = ε1 +ε3−ε2 and g = sgn(ϕ)
√
(ε2 − ε1)(ε3 − ε2).
Since the in-plane duality condition is satisfied as εT =
ε2µT (µT = 1), by rescaling the vacuum permittivity
ε′0 = ε2ε0, we obtain the synthetic gauge potentials
Aˆ = − k0 g
2
√
ε2
ey σˆ1, Aˆ0 = k 20
ε1ε3 − ε 22
2ε2
σˆ3, (17)
and a uniform non-Abelian electric field polarized along
the second principal axis
Eˆ = k 30
g (ε1ε3 − ε 22 )
2 ε
3/2
2
ey σˆ2. (18)
The two eigenstates in the x-direction are |↑〉 = (1, 0)ᵀ
and |↓〉 = (0, 1)ᵀ corresponding to the two poles along the
σˆ3-axis on the Bloch sphere (see Fig. 1h), the eigen wave
vectors are k↑ =
√
ε1ε3/ε2 k0 ex and k↓ =
√
ε2 k0 ex re-
spectively. Providing that |√ε1ε3/ε2− 1| is small enough,
the centroid trajectory of a beam mainly consisting of
these two states satisfies
y(x) = YZB
[
sin
(
kZB(x− x0) + φ0
)− sinφ0] , (19)
where θ0, φ0 are the Euler angles of the initial spin ~s0 =
(sin θ0 cosφ0, sin θ0 sinφ0, cos θ0)
ᵀ, the ZB amplitude is
YZB =
A1y sin θ0
A30
=
√
ε2 g sin θ0
k0(ε 22 − ε1ε3)
, (20)
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FIG. 2. Design of a biaxial metamaterial. a Unit cell of
the simple cubic structure with lattice constants d = 5 mm,
where a FR4 PCB slab (light blue) with thickness 0.2 mm
and relative permittivity εpcb = 3.3 fills the coronal plane,
and a copper structure of thickness 0.035 mm is printed on
the PCB slab with the geometric parameters l1 = 2 mm,
l2 = 2.8 mm, w1 = 0.3 mm, and w2 = 0.2 mm. b Dispersions
of the retrieved relative permittivities along the three principal
axes. c Isofrequency contours of the metamaterial in the xy-
plane at 12 GHz, where the circular markers and solid curves
correspond, respectively, to the real structure in a and the
retrieved homogeneous medium. d Full-wave simulated (blue
circles) and analytical (green curves) ZB amplitude YZB and
ZB wave number kZB in the homogenized media varying with
frequency.
and the ZB wave number
kZB =
k 20 (ε2 − ε1ε3/ε2)
2k
=
k↓2 − k↑2
2k
≈ k↓ − k↑ (21)
is still determined by the beating of the two eigenstates. In
the full-wave simulation of Fig. 1i, we obtained a trembling
beam (also see Fig. 1g for its Fourier spectrum) where
the decay of intensity along the beam is due to the beam
divergence, the extracted centroid trajectory faithfully
reproduces the analytic prediction of Eq. (19), shown by
Fig. 1j. In Fig. 1h, the numerical spin trajectory on the
Bloch sphere also verifies that the pseudo-spin precesses
about the σˆ3-axis.
In principle, the ZB effect induced by non-Abelian electric
field can be observed in any natural and artificial biax-
ial non-magnetic materials. Here, we designed a simple
metamaterial structure with the unit cell shown in Fig. 2a
for realizing ZB in microwave regime. The copper strips
on printed circuit board (PCB) layers support strong and
anisotropic electric dipole resonances along principal axes
labelled as 1, 2. Consequently, all the three principal
values εi (i = 1, 2, 3) of the effective permittivity are
different, and their dispersions obtained by S-parameter
retrieval approach55 are plotted in Fig. 2b. According
to our theory, the ZB beams should travel in the xy
plane whose orientation is determined by εi and thus
is frequency-dependent. As an example, we compared
in Fig. 2c the isofrequency contours in xy-plane of the
real structure and that of the homogenized medium at
12 GHz. Their perfect consistency confirms the retrieval
result. To test the ZB effect in the metamaterial, we nu-
merically simulated the ZB beams with a constant waist
of 0.2 m propagating along x-direction in the retrieved
media at some discrete frequencies and extracted the ZB
amplitudes YZB and ZB wave numbers kZB. We find
good agreement with the theoretical predictions given by
Eqs. (20) and (21) as shown in Fig. 2d. Notably, both of
the ZB amplitude and period tend to infinity at a singular
frequency f = 16.68 GHz, due to the fact that ε1ε3 = ε 22
is accidentally satisfied at the frequency such that the
material is reduced to Abelian type with Eˆ = 0, and the
beam splits into two branches30. We have also analyzed
the finite width effect of the beam in the z-direction, and
the analysis demonstrates that the 2D theory works well
in the region where the two eigenmodes do not split away
along the z-axis (see Supplementary Note 4).
Non-Abelian Aharonov-Bohm system for light.
ZB discussed in the previous section can be viewed as
the interference between two eigenmodes, each of which
evolves with Abelian dynamics. In this sense, ZB is an
apparent non-Abelian effect. Next, we will introduce the
genuine non-Abelian AB effect, which cannot be reduced
to Abelian subsystems.
The AB effect covers a group of phenomena associated
with the path-dependent phase factors for particles trav-
eling in a field-free region, but with irremovable gauge
potential Aˆµ, the discovery of which confirmed the physi-
cal reality of gauge potentials and the nonlocality of gauge
interactions56,57. The AB effect was first generalized to
non-Abelian by Wu and Yang32, who showed that the scat-
tering of nucleons (isospinors) around a non-Abelian flux
tube (vortex) can generate peculiar phenomena. However,
their governing Hamiltonian can be globally diagonalized
into two decoupled Abelian subsystems under a proper
gauge58, and all relevant phenomena can be interpreted
from the superposition of the two subsystems. Hence,
Wu-Yang’s proposal is now viewed as an apparent non-
Abelian effect10,44. According to a rigorous definition44,
a genuine non-Abelian AB system requires its holonomy
group Hol(Aˆ) to be non-Abelian (see Methods and Supple-
mentary Note 5). As such, there should exist such loops
based at a fixed point that their non-Abelian AB phase
factors (holonomies) are noncommutable, i.e. if a particle
travels along two such loops in opposite sequences, the ob-
tained AB phase factors would be different. This implies
that at least two vortices exist in a genuine non-Abelian
system44.
Indeed, we can use anisotropic and gyrotropic materials
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FIG. 3. Genuine non-Abelian AB effect for light. a Sketch of the non-Abelian AB system with two optical paths γI, γII
interfering on the screen, where the background light blue (red) arrows denote the σˆ1 (σˆ2) component A1 (A2) of the non-Abelian
vector potential. b γI (γII) can be divided into a closed loop cI (cII) and a common path γ0. c,d cI and cII can, respectively,
deform continuously into a closed path that winds around the two vortices successively but in opposite sequences. e Snapshot of
the simulated field intensity for the proposed non-Abelian optical interferometer with incident spinor (1, i1/5)ᵀ for both beams
and the vortex fluxes Φ1 = −2pi/3, Φ2 = −pi/3. f Spin evolution on the Bloch sphere along two beams γI, γII, which share
the same initial spin ~s0 but achieve different final spins ~sI and ~sII. g Spin density interference corresponding to e, where each
arrow denotes the local pseudo-spin density |ψ|2~s at a point on the screen. All of the local spins ~s(y) are perpendicular to
∆~s = ~sI − ~sII, and thus fall on the green circle in f. The corresponding intensity interference |ψ|2(y) and the two Euler angles α,
β of the local spins ~s(y) on the screen are shown in h–j, where blue circles and red curves indicate simulated and theoretical
results respectively, and δθ, b are the phase shift and relative amplitude relative to the case of Aˆ = 0 (L0 is the period of ∆θ(y)
mod 2pi). The green lines correspond to the “control experiment”.
(see Table I) to synthesize two vortices of SU(2) vector
potential Aˆ = A1σˆ1 +A2σˆ2 (Aˆ0 = 0) with vanishing field
Bˆ = 0 in the whole space except for two small domains,
taken as point singularities for simplicity. Here, we pro-
vide the synopsis of our scheme, and more details are
given in Supplementary Note 6 (also see Supplementary
Note 8 for an alternative design). As illustrated in Fig.3a,
we demand Aˆ = A1σˆ1 (A2 = 0) in the upper half-space,
while Aˆ = A2σˆ2 (A1 = 0) in the lower half-space. We also
require that A1, A2 smoothly tend to zero in the middle
region without overlap. In the vicinity of the upper (lower)
singularity, A1 (A2) forms an irrotational vortex carrying
the flux Φ1 (Φ2) (see Supplementary Equation 44 for the
concrete expression of Aˆ fulfilling these requirements).
For a closed loop with a fixed base-point, its non-Abelian
holonomy is invariant against continuous deformation of
the path within the Bˆ = 0 region. As a consequence, for
the two homotopy classes of loops [c1] and [c2] (where [ci]
denote the path homotopy classes; see Methods), based at
x0 and encircling the upper (for [c1]) or lower (for [c2]) vor-
tex once, their holonomies are Uˆi = Uˆ[ci][x0] = exp [iΦiσˆi]
(i = 1, 2) respectively. As Uˆ1 and Uˆ2 do not commute
with each other, this double-vortex system is a genuine
non-Abelian AB system.
In order to realize the vector potential shown in Fig. 3a,
the background media are set up as g1 = −g∗2 (i.e. g+ =
0) and εT = εz = µT = µz = const. to guarantee Aˆ0 ≡
0 and V0 = const. Also, we use reciprocal anisotropic
8materials with purely real off-block-diagonal components
g1 = −g2 to build the vector potential Aˆ = A1σˆ1 in the
upper half plane but gyrotropic materials with purely
imaginary g1 = g2 to build Aˆ = A2σˆ2 in the lower half
plane (see Supplementary Note 6 for details). As a result,
we have designed a genuine non-Abelian AB system for
light. Then, we will show how the genuine non-Abelian
nature of the system can be detected from interference
effects.
Non-Abelian AB interference. Consider two coherent
light beams with the same initial spin ~s0 propagating
separately along the two folded paths γI and γII, and
finally superposing on the screen (Fig. 3a). For the trivial
situation of Aˆ = 0, the two beams are uniformly polarized
along the whole paths, thus their final states are given
by |ψi(y)〉 = a(y)eiθi(y)|s0〉 (i = I, II), where a(y) is
the envelope of both beams on the screen, |s0〉 is the
normalized initial spinor at x0, and θi(y) denote the
dynamic phases which have included the initial phases.
The dynamic phase difference, ∆θ(y) = θI(y) − θII(y),
determines the interference pattern: |ψI + ψII|2(y) =
2a(y)
[
1 + cos(∆θ(y))
]
.
In the presence of the two non-Abelian vortices of Aˆ, the
two optical paths are unchanged thanks to the null gauge
field. However, the gauge potential drives the pseudo-
spins to rotate along the paths, and the two final states
convert to
|ψi(y)〉 = a(y) Uˆγieiθi(y)|s0〉, (i = I, II) (22)
where an additional non-Abelian AB phase factor Uˆγi =
P exp [i ∫
γi
Aˆ ·dr] appears in each state. The optical path
of each beam can be regarded as a concatenation of a
closed loop ci and a common path γ0, i.e.,γi = γ0 ◦ ci
(i = I, II), as illustrated in Fig.3b. The closed loop cI can
be further deformed continuously into two successive loops
c2 ◦ c−11 , which winds around the upper vortex (clockwise)
first and subsequently the lower vortex (anticlockwise)
(Fig. 3c). Likewise, cII is homotopic to c−11 ◦ c2, namely
cII winds around the lower vortex first before it does the
upper vortex (Fig. 3d). Because of the noncommutativity
of the sequences of winding around the two vortices, the
AB phase factors of the two beams are different:
UˆγI = Uˆγ0Uˆ2Uˆ
−1
1 6= UˆγII = Uˆγ0Uˆ−11 Uˆ2. (23)
Consequently, the two beams will end up with distinct
spins ~sI and ~sII on the screen (Fig. 3f), and they will
interfere with each other in a nontrivial way. The term
spin density interference was coined for this phenomenon
and it can be calculated as follows:〈
ψI(y) + ψII(y)
∣∣ ~ˆσ ∣∣ψI(y) + ψII(y)〉 = |ψ|2(y)~s(y). (24)
Here, the angle bracket denotes the spinor inner product
at a local position y on the screen, the obtained result
describes the spin density distribution on the screen. The
spin density can be further decomposed into two parts:
the intensity interference |ψ|2(y) and the spin orientation
interference ~s(y). The intensity interference part can be
derived as
|ψ|2 (y) = 2
[
a(y)2 + Re〈ψII
∣∣ψI〉(y)]
= 2 a(y)2
[
1 + Re
(
ei∆θ(y)
〈
s0
∣∣ Uˆ[c0] ∣∣s0〉)]
= 2 a(y)2
[
1 + b cos
(
∆θ(y) + δθ
)]
,
(25)
where Uˆ[c0] = Uˆ−1γII UˆγI = Uˆ−12 Uˆ1Uˆ2Uˆ−11 is the non-Abelian
holonomy of the closed path c0 = γ−1II ◦γI. The nontrivial
expectation value of the holonomy of c0,
〈
s0
∣∣ Uˆ[c0] ∣∣s0〉 =
b eiδθ 6= 1, leads to a phase shift δθ and a change of
the relative amplitude b (≤ 1) in comparison with the
interference result of Aˆ = 0. In the mean time, the
interfering spin orientation ~s(y) turns out to be always
perpendicular to ∆~s = ~sI−~sII, namely lying on the green
great circle of ~s(y) · ∆~s ≡ 0 in Fig. 3f, and fluctuates
around it (see Supplementary Note 7).
We have performed a full-wave simulation of this non-
Abelian AB interference as shown in Fig. 3e. In the
simulation, the envelope a(y) of each beam is set to be
Gaussian type with a central amplitude a(0) = 1/2. The
spin density interference is shown in Fig. 3g, with the
intensity interference |ψ|2(y) in Fig. 3h, and the spin
orientation given by Euler angles in Fig. 3i,j. In Fig. 3h-
j, the blue circles are the simulated results, which are
fairly consistent with the theoretical results (red curves)
obtained from Eq. (24).
To demonstrate that the non-Abelian feature of the above
design is indeed genuine, we consider a control experiment
with an almost identical system except that the vector
potential is Aˆ ∝ σˆ1 in the whole space. In this case,
Uˆi = exp[iΦiσˆ1] (i = 1, 2) commute with each other,
and their winding around the two vortices in opposite
sequences gives the same AB phase factor UˆγI = UˆγII =
exp
[
i(Φ2 − Φ1)σˆ1
]
. Thus, the interfering spin density is
uniformly orientated, and there is no phase shift (δθ ≡ 0)
and amplitude contraction (b ≡ 1) compared with the
case of Aˆ = 0 (see green lines in Fig. 3h-j).
Measurement of Wilson loops. In Abelian AB sys-
tems, the AB phase factor (holonomy) of a closed loop
only depends on the flux inside the loop but independent
of the choice of gauge. However, in non-Abelian systems,
the holonomy Uˆ[c][x0] of a closed path c based at x0 varies
as Uˆ ′[c][x0] = Uˆ(x0)Uˆ[c][x0]Uˆ†(x0), under a gauge transfor-
mation Aˆ′ = UˆAˆUˆ† + iUˆ∇T Uˆ†. Nevertheless, the trace
of holonomy is an important gauge invariant observable,
called the Wilson loop of the closed path c:
W (c) = Tr
(
P exp
[
i
∮
c
Aˆ · dr
])
= Tr Uˆ[c] = Tr Uˆ ′[c].
(26)
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In what follows, we show how to extract the Wilson loop
of an arbitrary closed path via interferometry.
In order to obtain the Wilson loop of a homotopy class [c]
in a non-Abelian AB system, we consider the interference
of two beams along any two paths γ1 and γ2 as long as
γ−12 ◦γ1 = c forms a closed loop in the class [c] as sketched
in Fig. 4a. As we deduced in Eq. (25), the holonomy of
c, together with the initial spinor |s0〉, determines the
phase shift and the relative amplitude through the term〈
s0
∣∣ Uˆ[c] ∣∣s0〉 = b eiδθ. In fact, its real part depends solely
on the Wilson loop of c (see proof in Methods):
W (c) = 2 Re 〈s0| Uˆ[c] |s0〉 = 2 b cos δθ. (27)
Thus, at certain positions yn satisfying ∆θ(yn) = npi
(n belongs to integers), the intensities only depend on
the Wilson loop of c and hence are fixed under gauge
transformation:
|ψ|2 (yn) ≡ a(yn)2
[
2 + (−1)nW (c) ] , (28)
where the two beams are supposed to share the same enve-
lope a(y) on the screen, and the locations yn correspond
to the crests and troughs in the interference fringes of
Aˆ = 0. These particular points in the intensity fringes
are termed the gauge fixed points for the closed path c.
Since the change of incident spin at x0 is equivalent to a
global gauge transformation, the interference fringes for
different incident spins should intersect at the gauge fixed
points.
Using the above method, we examine the two optical
paths γI, γII in Fig. 3a to extract the Wilson loop of
c0 = γ
−1
II ◦ γI ' c−12 ◦ c1 ◦ c2 ◦ c−11 . Figure 4b shows
the intensity interference curves corresponding to four
different incident spins. Indeed, they intersect exactly
at the gauge fixed points (red targets in Fig. 4b) whose
locations yn coincide with the crests and troughs of the
interference fringe pattern for Aˆ = 0. By fitting the even
and odd subsequences of the gauge fixed points, we obtain
two curves a(y)2
[
2±W (c0)
]
corresponding to the two
red dashed lines in Fig. 4b. Thus, the Wilson loop W (c0)
can be identified from the difference of the two dashed
curves.
Discussion
We have shown that the dynamics of 2D optical waves
in a broad class of anisotropic media can be understood
through an emergent SU(2) gauge interaction in real space.
We predicted that the Zitterbewegung effect of light can
be realized even in homogeneous anisotropic media, and
we proposed a biaxial metamaterial to achieve synthetic
non-Abelian electric field and ZB in microwave regime.
We have also designed a genuine non-Abelian AB system
with two synthetic non-Abelian vortices, and suggested
a spin density interferometry to demonstrate the non-
commutative feature of non-Abelian holonomies. Our
scheme opens the door to the colorful non-Abelian world
for light. In addition to inspiring new ideas to manipu-
late the flow and polarization of light, the scheme offers
an optical platform to study physical effects relevant to
SU(2) gauge fields, such as synthetic spin-orbit coupling59
and topological band structures in periodic non-Abelian
gauge fields60–63. Furthermore, since the SU(2) gauge
field description is valid for photons down to quantum
scale, this approach might be applicable to the design
of geometric gates for realizing non-Abelian holonomic
quantum computation64,65 with photons.
Methods
Notations. In this paper, vectors in real space and in
pseudo-spin space are indicated, respectively, by bold
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letters and letters with an overhead arrow “→”. Letters
with an overhead bidirectional arrow “↔” denote 2-order
tensors in real space. Symbols with an overhead hat “∧”
denote operators acting on the spinor wave functions. We
use Greek letters, e.g. µ, ν, to denote indices of (2+1)-
dimensional spacetime. Latin letters i, j denote 2D spatial
coordinate indices, and Latin letters a, b, c denote indices
in pseudo-spin space. We follow the Einstein summa-
tion convention for repeated indices. The orthonormal
coordinate bases in real space and pseudo-spin space are
expressed as ei and ~ea respectively.
SU(2) gauge covariance of 2D Maxwell equations.
In block-diagonalized duality symmetric media, ↔ε /ε0 =↔
µ/µ0 = diag(
↔
ε T , εz), the Maxwell’s equations for 2D
waves can be rearranged as(
0 iσˆ2(i∇T×)ez
iσˆ2 ez · (i∇T×) 0
)
︸ ︷︷ ︸
M
Ψ = k0
(
σˆ0
↔
ε T 0
0 σˆ0εz
)
︸ ︷︷ ︸
N
Ψ,
(29)
with Ψ = (ET , η0HT , Ez, η0Hz)ᵀ. For an arbitrary
(global) transformation Uˆ ∈ SU(2) acting on |ψ〉 =
(Ez, η0Hz)
ᵀ, the corresponding transformation for Ψ is
defined as
U˜ = UˆT ⊕ Uˆ = (σˆ2Uˆ σˆ2)⊕ Uˆ , (30)
which belongs to a 4D representation of SU(2). It turns
out thatM andN defined in Eq. (29) transform according
to
U˜MU˜† =
(
0 iUˆT σˆ2U
†(i∇T×)ez
iUˆ σˆ2Uˆ
†
T ez · (i∇T×) 0
)
=M,
(31)
U˜N U˜† = N . (32)
Hence, the 2D Maxwell’s equations are invariant under
this SU(2) transformation. As the EM duality transfor-
mation Rˆ ∈ SO(2) is a special case of Uˆ , the emergent
SU(2) symmetry for the 2D Maxwell’s equations in block-
diagonalized duality symmetric materials is indeed the
generalization of the original EM duality symmetry.
If Uˆ(x, y) is dependent on the x, y coordinates, the trans-
formation ofM changes to
U˜(x, y)MU˜†(x, y) =M+ ∆M (33)
with an additional term
∆M =
(
0 iσˆ2(iUˆ∇T Uˆ†)× ez
−i(iUˆ∇T Uˆ†)× ezσˆ2 0
)
=
(
0 (σˆ3A1 + iσˆ0A2)× ez
(σˆ3A1 − iσˆ0A2)× ez 0
)
,
(34)
where Aaσˆa = iUˆ∇T Uˆ† is precisely the vector potential
induced purely by the gauge transformation, and only
the components A1,A2 are supposed to exist. If we
move the term ∆M to the right side of the Maxwell
equations (29), it can be alternatively interpreted as a
part of the constitutive tensor. By rotating Ψ to the
ordinary basis of EM field,
(
E
η0H
)
= U0Ψ =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


ET
η0HT
Ez
η0Hz
 , (35)
we obtain explicitly the contribution of ∆M to the mate-
rial tensors( ↔
ε 0
0
↔
µ
)
= U0
(
N −∆M/k0
)
U†0 , (36)
which shows that the effective SU(2) vector potential Aˆ
emerging in ∆M just corresponds to the off-diagonal
terms of ↔ε , ↔µ :
g1 = −g∗2 = ez × (A1 + iA2)/k0. (37)
Indeed, this relation is valid for arbitrary Aˆ = A1σˆ1 +
A2σˆ2 but not limited to the pure gauge case Aˆ = iUˆ∇T Uˆ†.
Furthermore, this correspondence can be generalized to
any media satisfying in-plane duality condition ↔ε T =
α
↔
µT where SU(2) scalar potential may also appear (Sup-
plementary Note 1).
Quasi-degenerate approximation for ZB. Eq. (2) is
essentially the stationary wave equation describing spin-
1/2 particles coupling to the background SU(2) gauge
fields without any approximation. However, the semi-
classical trajectories of non-degenerate eigenmodes often
split away from each other. To manifest the coupling
effects of different eigenmodes in the geometric optics,
the media of concern are usually assumed to be weakly
anisotropic14. Nevertheless, if the eigenmodes are approx-
imately degenerate in a particular direction of wave vector
but not necessarily in all directions, it turns out that an
intact wave composed of modes in the vicinity of the
quasi-degenerate direction can be described adequately
by the semiclassical approach including the interaction
between eigenmodes in their interfering region66.
In homogeneous non-Abelian media, we separate the ef-
fective Hamiltonian into two parts:
Hˆ(k) =
[
1
2m
(
k2 + (Aˆ)2
)
+ V0
]
σˆ0︸ ︷︷ ︸
Hˆ0(k)
+
(−1
m
k · Aˆ − Aˆ0
)
︸ ︷︷ ︸
δHˆ(k) = ~Ω · ~ˆσ/2
.
(38)
If only Hˆ0 is present, the isofrequency surface is a doubly
degenerate sphere with the radius k =
√
−2mV0 − (Aˆ)2.
When δHˆ(k) is taken into account, as long as it is suffi-
ciently small for a given direction ek, the two eigenstates
can be regarded as quasi-degenerate at the wave vector
k = kek =
√
−2mV0 − (Aˆ)2 ek, (39)
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and we can implement the eikonal approximation to
the wave function mainly superposed by the two quasi-
degenerate modes66: ψ = ψ˜(r) exp(ik · r) with a slowly
varying envelope ψ˜(r) (i.e. |∇ψ˜/ψ˜|  k). Subsituting ψ
into the wave equation (2), we obtain the equation of ψ˜
with accuracy up to the first order of k:
i vˆ · ∇ψ˜ = Hˆ(k)ψ˜. (40)
By adopting the ansatz that the velocity operator vˆ =
∂Hˆ(k)/∂k = (k− Aˆ)/m can be replaced by its averaged
value 〈vˆ〉 over the transverse cross section of an optical
beam, we find that the operator vˆ · ∇ → 〈vˆ〉 · ∇ = d/dτ
corresponds to the total derivative with respect to the
ray parameter τ along the beam. Therefore, Eq. (40) is
reformulated into a time-dependent Schrödinger equation
i
d
dτ
ψ˜ = Hˆ(k)ψ˜. (41)
Consequently, Eqs. (8)–(10) can be directly obtained in
terms of Ehrenfest theorem.
Relation between Poynting vector and velocity
operator. The in-plane projection of the time-averaged
Poynting vector S¯T for monochromatic waves can be writ-
ten as
S¯T =
1
2
Re [E∗z ×HT +E∗T ×Hz]
=
1
2
Re
(E∗z, H∗z)
 0 ↔I ×↔I
−↔I ×↔I 0
(ET
HT
)
=
1
2η0
Re
[
(E∗z , η0H
∗
z )
(
i σˆ2
izjei
)( ET
η0HT
)
j
]
.
(42)
Substituting Maxwell’s equations into Eq. (42) yields
S¯T =
1
2η0
Re
〈
ψ
∣∣∣(iσˆ2izjei)−i σˆ2jkz
k0εT
(
pˆ− Aˆ(c)
)k∣∣∣ψ〉
=
1
2η0k0
Re
〈
ψ
∣∣∣ 1
2m
(
pˆ− Aˆ(c)
)∣∣∣ψ〉
=
1
4µ0ω0
〈
ψ
∣∣∣ 1
m
(
k− Aˆ)∣∣∣ψ〉 = 1
4µ0ω0
〈
ψ
∣∣vˆ∣∣ψ〉,
(43)
where Aˆ(c) = k02
{[
(g1 − g2)× ez
]
σˆ1 − i
[
(g1 + g2)× ez
]
σˆ2
}
.
In the third step, we replaced pˆ with k according to the
eikonal approximation. As a result, the total in-plane
energy flux over a transverse cross section of the optical
beam is propotional to the expectation value of the
velocity operator:
〈S¯T 〉 = 1
4µ0ω0
∫
dr⊥
〈
ψ
∣∣vˆ∣∣ψ〉 = 1
4µ0ω0
〈vˆ〉. (44)
And it shows that the time-averaged Poynting vector S¯T
is invariant under the gauge transformation Eq. (30) for
EM fields (Supplementary Note 2).
Holonomy and genuine non-Abelian AB system.
From a geometric viewpoint, gauge potential and field in
the physical space M can be described as the connection
and curvature in a G-principle fiber bundle32, where the
physical space serves as the base manifold, and G denotes
the gauge group, in our case G = SU(2). Consider a
particle (wave packet) travels in the physical space. Along
its trajectory γ, the gauge potential engenders a matrix-
valued geometric phase factor P exp
[
i
∫
γ
Aˆµdxµ
]
∈ G (P
denotes path-ordering) on the state vector, corresponding
to the parallel transport of the state in the bundle space.
In particular, for a closed path c starting and ending at
the same point c(0) = c(1) = x0, the phase factor of c,
Uˆc(Aˆ) = P exp
[
i
∮
c
Aˆµdxµ
]
, (45)
is called the holonomy of the closed path c with respect
to the gauge Aˆ. The collection of the holonomies cor-
responding to all those closed paths based at the same
point x0 forms a subgroup of the gauge group G:
Hol(Aˆ) =
{
Uˆc(Aˆ)
∣∣ c(0) = c(1) = x0} ⊆ G, (46)
which is the holonomy group for the gauge Aˆ. In the
literature, a gauge system is regarded as genuinely non-
Abelian if and only if the holonomy group is a non-Abelian
group, namely the holonomies of some loops are non-
commutable with each other10,44. If the base manifold
is simply a Euclidean space, the noncommutativity of
holonomies can be traced back to noncommutable gauge
fields [Fˆµν , Fˆµ′ν′ ] 6= 0. However, if the base manifold pos-
sesses nontrivial topology, noncommutative holonomies
can be achieved even though the gauge field vanishes
everywhere (i.e. AB systems).
For an AB system, the corresponding fiber bundle is a flat
bundle, since the curvature (field) Fˆµν = 0 in the whole
base manifold M (flux regions are excluded from M).
Here, the topology of the base manifold is characterized
by its first fundamental group,
pi1(M) = {[c] | c(0) = c(1) = x0}, (47)
which is the set of path homotopy equivalent classes [c] of
closed paths based at x0. Path homotopy is a topologically
equivalent relation “'” for paths. If two paths c1, c2 with
the same fixed base-point x0 can deform into each other
continuously, they are said to be path homotopic c1 ' c2
and to belong to the same homotopy class [c1]. In flat
bundles, the holonomies (AB phase factors) of all loops in
the same homotopy class [c] are identical: Uˆ[c] (see proof
in Supplementary Note 5). Based on this property, two
necessary conditions for genuine non-Abelian AB systems
can be obtained44:
1. The gauge group G is non-Abelian;
2. The first fundamental group pi1(M) is non-Abelian.
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According to the second criterion, the Wu-Yang AB sys-
tem is not genuinely non-Abelian, because the fundamen-
tal group of its base manifold (a punctured plane R2 − 0)
is an Abelian group pi1(R2−0) = Z. However, for a twice-
punctured plane as shown in Fig. 3(a), its fundamental
group is the free group on two generators, Z ∗ Z (where ∗
denotes a free product), which is non-Abelian67. There-
fore, a twice-punctured plane is a qualified prototype of a
genuine non-Abelian AB system.
Gauge fixed points. The derivation of the intensity
interference given by Eq. (25) is in fact valid for two
arbitrary interfering beams γ1, γ2 with the same ini-
tial spin ~s0 and final envelop a(y): |ψ|2 = 2a(y)
[
1 +
Re
(
ei∆θ(y)〈s0| Uˆ[c] |s0〉
)]
, where Uˆ[c] is the holonomy of
the closed path c = γ−12 ◦ γ1. Since Uˆ[c] ∈ SU(2), it can
be generically expressed as
Uˆ[c] =
(
u1 u2
−u∗2 u∗1
)
, with |u1|2 + |u2|2 = 1. (48)
The Wilson loop reads W (c) = Tr Uˆ[c] = 2 Re(u1). For an
arbitrary spinor state |s0〉 = (cos α2 e−iβ/2, sin α2 eiβ/2)ᵀ,
we have
〈s0| Uˆ[c] |s0〉 = b eiδθ
= Re(u1) + i
[
cosα Im(u1) + sinα Im
(
u2e
iβ
)]
.
(49)
Therefore, the identity in Eq. (27) is established for any
|s0〉.
In fact, different incident spinors can interconvert through
a global gauge transformation: |s′0〉 = Uˆ |s0〉. Hence, the
relation in Eq. (27) is straightforward
2 Re 〈s′0| Uˆ[c] |s′0〉 =2 Re
〈
s0
∣∣ Uˆ−1Uˆ[c]Uˆ ∣∣s0〉
=Tr
(
Uˆ−1Uˆ[c]Uˆ
)
≡W (c). (50)
As a result, at the positions such that ∆θ(yn) = npi, i.e. at
the crests and troughs of the original interference fringes
when Aˆ = 0, the intensities given in Eq. (28) are fixed for
arbitrary incident spins, yet they are only determined by
the Wilson loop W (c), provided that the dynamic phases
of γ1, γ2 are unchanged.
For the two optical path γI, γII in Fig. 3, the Wilson loop
of c0 = γ−1II ◦ γI is determined by the fluxes of the two
vortices as W (c0) = 2 − 4 sin2 Φ1 sin2 Φ2. Therefore, if
sin2 Φ1 sin
2 Φ2 = 1/2, W (c0) will be reduced to zero, and
the two dashed curves in Fig. 4 will completely overlap
(see Supplementary Note 7 for details).
Simulation of non-Abelian AB interference. The
full-wave results of the non-Abelian AB interference shown
in Figs. 3, 4 are simulated using the commercial software
COMSOL Multiphysics. In order to avoid spin flip after
reflection, the mirrors shown in Fig. 3a,e are made of an
impedance-matched material, namely εm/µm = 1, with
a lower refractive index than the surrounding media to
achieve total reflection at their surfaces. Meanwhile, the
two mirrors on the right-hand side in Fig. 3e are slightly
concave, so that the reflected beams with reduced widths
can bypass the two singularities.
Data availability
The authors declare that all data supporting the findings
of this study are available from the corresponding authors
upon reasonable request.
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Supplementary information for “Non-Abelian gauge field optics”
Supplementary Note 1. Synthetic U(2) gauge fields in real space for light
In the main text, the materials considered are restricted to anisotropic media without magnetoelectric (ME) cou-
pling. In that case, an incomplete set of synthetic U(2) = SU(2) ⋊U(1) gauge potentials is obtained, while the A3σˆ3
component of SU(2) vector potential and U(1) vector potential are absent. Here, we consider the more general case
of bi-anisotropic media through adding a specific ME coupling term, in order to obtain a complete set of U(2) gauge
potentials. In frequency domain, the constitutive relations of nondissipative and nondispersive bi-anisotropic media
read
Dω = ε↔ ⋅Eω + χ↔em ⋅Hω, Bω = µ↔ ⋅Hω + χ↔me ⋅Eω, (ω > 0) (1)
with the constitutive coefficient tensors
ε↔/ε0 = ( ε↔T g1
g†1 εz
) , µ↔/µ0 = (µ↔T g2
g†2 µz
) , χ↔em = χ↔†me = χ↔ = 1c ⎛⎝ 0 t1t⊺2 χz ⎞⎠ . (2)
Here, all parameters are functions of x and y. The only constraint on ε↔, µ↔ is the “in-plane duality” ε↔T = αµ↔T ∈ R (α
is an arbitrary positive constant). In the following derivations, we let α = 1 for convenience, and the results of α ≠ 1
is straightforward via replacing ε0 → ε′0 = αε0 and c → c′ = 1/√ε′0µ0 in Eq. (2). The ME coupling tensors χ↔em, χ↔me
are assumed to be purely real and do not have in-plane block for convenience.
Derivation of in-plane wave equation
In this section, we derive the 2D wave equations for monochromatic waves in the bi-anisotropic media given by
Eq. (2), where a complete set of synthetic U(2) gauge potentials emerge. For 2D propagating waves, the fields E, H
are only functions of x, y, so all terms associated with ∂/∂z are dropped, and the source-free Maxwell’s equations for
the complex-valued EM fields (analytic signals) can be expressed as
[( ∇T× 0
0 ∇T× ) + ∂∂t 1c ( t˜2× g˜2×−g˜1× −t˜1× )]( Ezη0Hz ) = − ∂∂t 1c ( 0 µ↔T−ε↔T 0 )( ETη0HT ) , (3a)
[( ∇T× 0
0 ∇T× ) − ∂∂t 1c ( t˜1× g˜†2×−g˜†1× −t˜2× )]( ETη0HT ) = − ∂∂t 1c ( χz µz−εz −χz )( Ezη0Hz ) , (3b)
where ∇T = (∂x, ∂y)⊺, η0 = √µ0/ε0, g˜i = ez × gi = (−giy, gix)⊺, t˜i = ez × ti = (−tiy, tix)⊺ (i = 1,2). For monochromatic
waves E, H ∝ exp(−iωt), after substituting ∂/∂t→ −iω, Eq. (3) can be rewritten using Pauli matrices as
[σˆ0 (∇T × +ik0t˜−×) + σˆ1(ik0g˜−×) − iσˆ2(ik0g˜+×) − σˆ3(ik0t˜+×)]( Ezη0Hz ) = σˆ2( − k0 ε↔T )( ETη0HT ) , (4)
[σˆ0 (∇T × +ik0t˜−×) − σˆ1(ik0g˜†−×) + iσˆ2(ik0g˜†+×) + σˆ3(ik0t˜+×)]( ETη0HT ) = −k0[i σˆ1 n− + σˆ2 n+ − i σˆ3 χz] ( Ezη0Hz ) ,
(5)
with g˜± = 12 (g˜1 ± g˜2), t˜± = 12 (t˜1 ± t˜2), and n± = 12 (εz ± µz), where we have already imposed the in-plane duality
condition ε↔T = µ↔T . Substitution of σˆ2(−ε↔−1T )⋅Eq. (4) into k0σˆ2⋅Eq. (5) yields
[σˆ0(∂i + ik0t˜− i) + ik0 (σˆ1g˜∗− i + iσˆ2g˜∗+ i − σˆ3t˜+ i) ]zij(ε−1T )jkklz[σˆ0(∂l + ik0t˜− l) + ik0 (σˆ1g˜− l − iσˆ2g˜+ l − σˆ3t˜+ l) ]( Ezη0Hz)
=k 20 (σˆ0n+ + σˆ1χz + σˆ3n−)( Ezη0Hz) , ( i, j, k, l ∈ {x, y} ).
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2On account of zij(ε−1T )jkklz = ij(ε−1T )ijkl = −εikT /det(ε↔T ) (ijk, ij are 3D and 2D Levi-Civita symbols), we obtain⎧⎪⎪⎨⎪⎪⎩12 [pˆ − σˆ0A − (Aˆ − iAˆI)] ⋅ ↔m−1 ⋅ [pˆ − σˆ0A − (Aˆ + iAˆI)] − k 20 (σˆ0n+ + σˆ1χz + σˆ3n−)
⎫⎪⎪⎬⎪⎪⎭( Ezη0Hz ) = 0, (6)
where ↔m−1 = 2
det(ε↔T ) ε↔T is the inverse of an effective anisotropic mass, A = −k0 t˜− = k0 t− × ez denotes an emergent
Abelian vector potential, and
Aˆ(c) = Aˆ + iAˆI = k0 [σˆ1Re(g−) × ez + σˆ2Im(g−) × ez − σˆ3t+ × ez]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶Aˆ = k0 ( −t+ × ez g†− × ez
g− × ez t+ × ez )
+i k0 (σˆ1Im(g+) × ez − σˆ2Re(g+) × ez)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶AˆI = k0 ( 0 ig†+ × ez−ig+ × ez 0 )
(7)
can be regarded as a complex-valued non-Abelian vector potential with g± = 12(g1 ± g∗2) and t± = 12(t1 ± t2).
The imaginary part, AˆI , of non-Abelian potential can be further taken out from the “kinetic energy part”:⎧⎪⎪⎨⎪⎪⎩12 (pˆ − Aˆ ) ⋅ ↔m−1 ⋅ (pˆ − Aˆ ) − k 20 (σˆ0n+ + σˆ1χz + σˆ3n−)+ 1
2
[AˆI ⋅ ↔m−1 ⋅ (σˆ0∇T − iAˆ ) − (σˆ0∇T − iAˆ ) ⋅ ↔m−1 ⋅ AˆI + AˆI ⋅ ↔m−1 ⋅ AˆI]⎫⎪⎪⎬⎪⎪⎭( Ezη0Hz ) = 0,
(8)
where Aˆ = σˆ0A + Aˆ is the complete U(2) real vector potential, and the second line associated with AˆI can be
decomposed as
AˆI ⋅ ↔m−1 ⋅ (σˆ0∇T − iAˆ ) − (σˆ0∇T − iAˆ ) ⋅ ↔m−1 ⋅ AˆI + AˆI ⋅ ↔m−1 ⋅ AˆI= −∇T ⋅ (↔m−1 ⋅ AˆI) + i( − AˆI ⋅ ↔m−1 ⋅ Aˆ + Aˆ ⋅ ↔m−1 ⋅ AˆI) + AˆI ⋅ ↔m−1 ⋅ AˆI= −∇T ⋅ (↔m−1 ⋅ AˆI) + iTr(↔m−1 ⋅ [Aˆ, AˆI]) + AˆI ⋅ ↔m−1 ⋅ AˆI , (9)
each term of which can be further expressed with the material parameters:
−∇T ⋅ (↔m−1 ⋅ AˆI)= − k0∇ ⋅ {↔m−1 ⋅ [(Im(g+)σˆ1 −Re(g+)σˆ2) × ez]}
= − k0∂i{(↔m−1)ijjk(Im(g+)σˆ1 −Re(g+)σˆ2)k}
= − k0∂i{( − 2il(ε↔−1T )lmmjjk)(Im(g+)σˆ1 −Re(g+)σˆ2)k}= − 2k0il∂i{(ε↔−1T )lk(Im(g+)σˆ1 −Re(g+)σˆ2)k}= − 2k0 ez ⋅ {∇× [ε↔−1T ⋅ (Im(g+)σˆ1 −Re(g+)σˆ2)]},
(10a)
iTr(↔m−1 ⋅ [Aˆ, AˆI])= i (↔m−1)ijAaiAbI j[σˆa, σˆb] = i (↔m−1)ijAaiAbI j(2iabcσˆc)=4[(Aai il)(ε↔−1I )lm(mjAbI j)abc]σˆc=4k 20 [(t+ ⋅ ε↔−1T ⋅Re(g+))σˆ1 + (t+ ⋅ ε↔−1T ⋅ Im(g+))σˆ2 +Re(g− ⋅ ε↔−1T ⋅ g†+)σˆ3] (10b)
AˆI ⋅ ↔m−1 ⋅ AˆI =k 20 [(Im(g+)σˆ1 −Re(g+)σˆ2) × ez] ⋅ ↔m−1 ⋅ [(Im(g+)σˆ1 −Re(g+)σˆ2) × ez]=2k 20 (Im(g+)σˆ1 −Re(g+)σˆ2) ⋅ ε↔−1T ⋅ (Im(g+)σˆ1 −Re(g+)σˆ2)=2k 20 (Im(g+) ⋅ ε↔−1T ⋅ Im(g+) +Re(g+) ⋅ ε↔−1T ⋅Re(g+))=2k 20 (g+ ε↔−1T ⋅ g†+)σˆ0
(10c)
3Supplementary Table 1. The complete set of the components of the synthetic U(2) = SU(2) ⋊ U(1) gauge potential
corresponding to the spinor state ∣ψ⟩ = (Ez, η0Hz)⊺, where the “inner product” ⟪⋅, ⋅⟫ for two 2D vectors a, b is defined as⟪a,b⟫ = a ⋅ ε↔−1T ⋅ b†.
expression physical origin
SU(2)
vector
potentialAˆ = Aaσˆa
A1 = k0Re (g−) × ez reciprocal anisotropy of ε↔, µ↔ [1, 2]
(deviation of principal axis from z-direction)
A2 = k0Im (g−) × ez gyroelectric or gyromagnetic effects
induced by in-plane magnetic field [3]
A3 = −k0t+ × ez real & symmetric part of ME tensors [4]
(anisotropic Tellegen media)
scalar
potentialAˆ0 = Aa0 σˆa
A10 = k0ez ⋅ [∇× (ε↔−1T ⋅ Im (g+))] + k 20 [χz − 2⟪t+,Re(g+)⟫] ● inhomogeneity of g+ and ε↔T● coupling between g+ and t+● χz component of ME tensorA20 = −k0ez ⋅ [∇× (ε↔−1T ⋅Re (g+))] + 2k 20 ⟪t+, Im(g+)⟫
A30 = k 20 [εz − µz
2
− 2Re⟪g−,g+⟫] ● difference between εz and µz● coupling between g+ and g−
U(1)
vector
potential A = k0 t− × ez real & antisymmetric part of ME tensors(moving media or static toroidal moment [5–7])
scalar
potential V0 =k 20 (⟪g+,g+⟫ − εz + µz2 ) g+, εz, µz
After substituting Eqs. (9,10) into Eq. (8), we arrive at the final form of the in-plane wave equation 1
Hˆ ∣ψ⟩ = [1
2
(pˆ − Aˆ ) ⋅ ↔m−1 ⋅ (pˆ − Aˆ ) − Aˆ0] ∣ψ⟩ = [1
2
(pˆ −Aσˆ0 − Aˆ) ⋅ ↔m−1 ⋅ (pˆ −Aσˆ0 − Aˆ) − Aˆ0 +V0σˆ0] ∣ψ⟩ = 0. (11)
Here, the effective Hamiltonian Hˆ is precisely like that of a non-relativistic spin-1/2 particle traveling in a U(2) =
SU(2) ⋊ U(1) background gauge potential {Aˆµ}, where “⋊” denotes the semidirect product of two groups. The
effective U(2) group potential always can be decomposed into two parts {Aˆµ} = {Aµσˆ0 + Aˆµ}, where {Aµ} = {−V0,A}
(µ = 0,1,2) denotes an effective Abelian U(1) Maxwell-type gauge potential, while {Aˆµ} = {Aˆ0, Aˆ} denotes an
effective non-Abelian SU(2) Yang-Mills gauge potential (Aˆµ = Aaµσˆa are su(2)-Lie-Algebra-valued, namely they are
2 × 2 traceless Hermitian matrices). Their expressions are listed in Supplementary Table 1. And the results in the
main text correspond to the reduced case with t± = 0 and χz = 0.
As shown in Supplementary Table 1, different σˆ-components of both vector and scalar potentials have dis-
tinct physical origins. For the SU(2) vector potential, A1 is caused by the the deviation of the principal axis
of Re(ε↔), Re(µ↔) from z-direction, which can be realized in reciprocal anisotropic materials [1, 2]. A2 compo-
nent stems from the the imaginary part of the off-block-diagonal term Im(g−) in ε↔, µ↔, which can be excited by
in-plane magnetic field in magneto-optic media [3]. And A3 originates from the symmetric off-diagonal part of
ME coupling t+, which, together with χz, actually denotes an anisotropic Tellegen media with the ME tensor
χ˜em = χ˜⊺me = diag ( 12(χz +√4∣t+∣2 + χ2z), 12(χz −√4∣t+∣2 + χ2z),0) in the principal frame [4].
The U(2) gauge potential can induce an emergent non-Abelian U(2) gauge field acting on the spinor wave function,
in terms of the covariant derivative operator Dˆi = ∂µσˆ0 − iAˆµ = ∂µσˆ0 − iAˆµ −Aµσˆ0:
Fˆµν = i[Dˆµ, Dˆν] = ∂µAˆν − ∂νAˆµ − i[Aˆµ, Aˆν] = (∂µAν − ∂νAµ)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
U(1) field: Fµν
σˆ0 + ∂µAˆν − ∂νAˆµ − i[Aˆµ, Aˆν]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
SU(2) field: Fˆµν = i[Dˆµ, Dˆν]
, (12)
1 For a fixed frequency, Eq. (11) is analogous to the stationary Schrodinger equation: (Hˆ −E)∣ψ⟩ = 0. As the zero point of the U(1) scalar
potential V0 is arbitrary, it can always be selected such that E = 0. The free choice of E will not affect the stationary dynamics, but it
is meaningless to compare the “eigen-energy” for the effective Hamiltonian at different frequencies.
4where Dˆµ = ∂µσˆ0 − iAˆµ. As shown, the U(2) gauge field also can be decomposed into a U(1) part and a SU(2)
part. Since the effective SU(2) gauge field is su(2)-Lie-algebra-valued, and also can be expanded by Pauli matrices,Fˆµν = Faµν σˆa, the SU(2) part of Eq. (12) can be rewritten in a component form:
Faµν = ∂µAaν − ∂νAaµ + 2abcAbµAcν , (13)
where 2abc is the structure constant of su(2) Lie algebra, [σˆa, σˆb] = 2iabcσˆc.
Analogous to the real EM field, the effective U(1) gauge field Fµν can be alternatively treated as a pair of effective
Abelian magnetic and electric fields B, E (not to be confused with the real EM fields B, E):
B = ∇×A = −ez (∇ ⋅ t−), E = −∇V0, (14)
Similarly, if we express the tensor of the SU(2) non-Abelian field as
(Fˆµν) = ⎛⎜⎜⎝
0 −Eˆx −EˆyEˆx 0 BˆzEˆy −Bˆz 0
⎞⎟⎟⎠ , (15)
different components of the SU(2) gauge field also can be classified into an effective non-Abelian magnetic field Bˆ and
an effective non-Abelian electric field Eˆ separately:
Bˆ = 1
2
ijFˆijez = ∇× Aˆ − iAˆ × Aˆ, Eˆ = −Fˆ0iei = ∇Aˆ0 + i[Aˆ0, Aˆ]. (16)
As the system is z-invariant, the effective magnetic fields B, Bˆ are along z direction, while the effective electric fields
E, Eˆ always lie in xy-plane. We will show that these effective non-Abelian SU(2) magnetic and electric fields can affect
the centroid motion of the spinor wave function ∣ψ⟩ in a similar way as real EM fields acting on charged particles.
According to Supplementary Table 1, the SU(2) vector potential Aˆ only depends on g− and t+. Hence, the SU(2)
magnetic field has a relatively simple expression depending on g− and t+:
Bˆ = k20[2(t+ × Im(g−))σˆ1 − 2(t+ ×Re(g−))σˆ2 + i (g− × g∗−) σˆ3] − k0∇ ⋅ [Re (g−) σˆ1 + Im (g−) σˆ2 − t+σˆ3]ez. (17)
By contrast, the SU(2) electric field Eˆ , is determined by all the following components: g±, t+, εz, µz, and ε↔T .
5Supplementary Note 2. Gauge transformation between synthetic gauge field systems
Since the choice of the gauge of the wave function can be arbitrary, we can consider a gauge transformation of the
wave function ∣ψ′⟩ = Uˆ(r)∣ψ⟩, where Uˆ(r) = Uˆ(x, y) is now generalized to be a xy-dependent U(2) matrix. The wave
equation is covariant under the gauge transformation: UˆHˆ ∣ψ⟩ = (UˆHˆUˆ †)∣ψ′⟩ = 0 with the transformed Hamiltonian
Hˆ ′ = UˆHˆUˆ † = −1
2
(UˆDˆiUˆ †) (m−1)ij (UˆDˆjUˆ †) − (UˆAˆ0Uˆ †) = 1
2
Dˆ ′i(m−1)ijDˆ ′j − Aˆ ′0 , (18)
and the transformed covariant derivative satisfies
Dˆ ′i = UˆDˆiUˆ † = ∂iσˆ0 − i (UˆAˆiUˆ † + iUˆ∂iUˆ †) = ∂iσˆ0 − iAˆ ′i . (19)
As a result, we obtain the rule of gauge transformation for the gauge potential:
Aˆ ′i =UˆAˆiUˆ † + iUˆ∂iUˆ †
Aˆ ′0 =UˆAˆ0Uˆ † = UˆAˆ0Uˆ † + iUˆ∂0Uˆ †´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=0
⎫⎪⎪⎬⎪⎪⎭ Aˆ ′µ = UˆAˆµUˆ † + iUˆ∂µUˆ †. (20)
In addition, since the 2×2 unitary matrix can be expressed generically as Uˆ = eiϕUˆ with a U(1) part eiϕ and a SU(2)
part Uˆ satisfying det(Uˆ) = 1, we have iUˆ∂µUˆ † = −∂µϕσˆ0 + iUˆ∂µUˆ†. And Tr (iUˆ∂µUˆ†) = idet(Uˆ)∂µ det(Uˆ†) ≡ 0, hence
iUˆ∂µUˆ† ∈ su(2), the gauge transformation of U(1) and SU(2) parts of the gauge potential obeys
A′µ = Aµ − ∂µϕ, Aˆ′µ = UˆAˆµUˆ† + iUˆ∂µUˆ†. (21)
Meanwhile, the gauge transformation of gauge fields reads
Fˆ ′µν = i[Dˆ ′µ, Dˆ ′ν] = UˆFˆµνUˆ † ⎧⎪⎪⎨⎪⎪⎩
U(1) ∶ Fˆ′µν = Fˆµν ⇔ Bˆ′ = Bˆ, Eˆ′ = Eˆ
SU(2) ∶ Fˆ ′µν = UˆFˆµν Uˆ† ⇔ Bˆ′ = Uˆ BˆUˆ†, Eˆ ′ = Uˆ EˆUˆ† (22)
Unlike the U(1) field which is independent of the gauge choice, the SU(2) part of the gauge field is gauge-dependent.
It should be noted that the meaning of gauge covariance in the synthetic gauge system is subtly different from
that in real gauge systems. For real gauge fields, the choice of gauge refers to the process of regulating the excess
unphysical degrees of freedom, hence the gauge transformation leaves all observables unaffected, while all of the
gauge-dependent quantities cannot be directly observed. However, in the synthetic gauge system, different gauges
correspond to different materials, and the gauge dependence of the effective wave function ∣ψ⟩ = (Ez, η0Hz)⊺ can be
directly detected, since the EM fields, including their phases, are measurable. According to the discussions in the
Methods of the main text, the gauge transformation acting on the wave function ∣ψ′⟩ = Uˆ(r)∣ψ⟩ gives rise to the
transformation of the total EM fields as
Ψ′ = U˜(r)Ψ = (σˆ2Uˆ(r)σˆ2 0
0 Uˆ(r))Ψ, (23)
with Ψ = (ET , η0HT ,Ez, η0Hz)⊺. Considering the 2D Maxwell’s equations expressed in terms of Ψ:
( 0 iσˆ2(i∇T×)ez
iσˆ2 ez ⋅ (i∇T×) 0 )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶M
Ψ = k0 ⎛⎜⎜⎜⎜⎝
ε↔T 0 g1 t1/c
0 ε↔T t2/c g2
g†1 t
⊺
2/c εz χz
t⊺1/c g†2 χz µz
⎞⎟⎟⎟⎟⎠´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶N
Ψ, (24)
the gauge transformation of Maxwell’s equations shows that
(U˜MU˜ †)Ψ′ = (M +∆M)Ψ′ = k0(U˜N U˜ †)Ψ′, (25)
6where
∆M = ( 0 iσˆ2(iUˆ∇T Uˆ †) × ez−i(iUˆ∇T Uˆ †) × ezσˆ2 0 ) . (26)
Then we find that Ψ′ satisfies the Maxwell’s equations MΨ′ = k0N ′Ψ′ in the transformed material:
N ′ = U˜N U˜ † −∆M/k0
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ε↔′T = ε↔T
(ε′z χ′z
χ′z µ′z) = Uˆ (εz χzχz µz) Uˆ †
(t′2/c g′2−g′1 −t′1/c) = Uˆ (t2/c g2−g1 −t1/c) Uˆ † + 1k0 (iUˆ∇T Uˆ †) × ez,
(27)
moreover, the synthetic U(2) gauge potential in this transformed material is consistent with the result given by the
gauge transformation Eqs. (20,21).
To be precise, the gauge covariance of the synthetic gauge system means that if the material parameters in two
systems can be related according to the gauge transformation Eq. (27), the solutions of EM fields in the two systems
have a one-to-one correspondence in terms of the mapping Eq. (23), and the forms of synthetic gauge potentials and
fields in the two systems are transformed in exactly the same way as the real non-Abelian gauge potentials and fields
expressed in different gauges. Moreover, all of the gauge-independent quantities in real gauge systems, such as the
effective probability density ∣ψ(r)∣2, the quadratic forms of gauge fields Tr (FˆαβFˆµν), and the Wilson loop, are also
identical in the two synthetic gauge systems which are related by the material and field transformations. Especially,
the time-averaged in-plane Poynting vectors for the field Ψ′ in the transformed medium is also identical with that in
the original medium:
S¯′T = 12Re [(E′∗z , H′∗z )(iσˆ2 ⊗ (I↔× I↔))(E′TH′T)]
= 1
2
Re [(E∗z , H∗z)(Uˆ † ⊗ I↔)(iσˆ2 ⊗ (I↔× I↔))((σˆ2Uˆ σˆ2)⊗ I↔)(ETHT)]
= 1
2
Re [(E∗z , H∗z)(iσˆ2 ⊗ (I↔× I↔))(ETHT)] = S¯T .
(28)
This result indicates that we can design material parameters using non-Abelian gauge transformation to manipulate
the spin (polarization) of light without changing its flow.
7Supplementary Note 3. Analogy with Zitterbewegung effect arising from Dirac cone
The original ZB effect for Dirac electrons stems from the superposition of positive and negative energy states [8].
And a majority of previous photonic realizations of ZB are based on a Dirac cone dispersion. By contrast, the
appearance of ZB effect in our system does not rely on a Dirac cone dispersion. In this section, we show that, in some
limiting situations, the ZB effect in our system can also be understood from a Dirac cone structure.
Consider the transition from a reduced Abelian medium (Aˆ = A2y eyσˆ2,= k0A˜2y eyσˆ2, Aˆ0 = 0 ) to a non-Abelian
medium ( Aˆ = k0A˜2y eyσˆ2 + k0A˜1x exσˆ1, Aˆ0 = 0, i.e. example I in the main text):
Abelian medium non-Abelian medium
ε↔/ε0 = µ↔/µ0 = ⎛⎜⎜⎝
εT 0 −iA˜2y
0 εT 0
iA˜2y 0 εz
⎞⎟⎟⎠ , ⇒
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ε↔/ε0 =⎛⎜⎜⎝
εT 0 −iA˜2y
0 εT A˜1x
iA˜2y A˜1x εz
⎞⎟⎟⎠ ,
µ↔/µ0 =⎛⎜⎜⎝
εT 0 −iA˜2y
0 εT −A˜1x
iA˜2y −A˜1x εz
⎞⎟⎟⎠ .
(29)
In the Abelian medium, the sole nonzero component of the SU(2) gauge potential is A2 = k0A˜2yey, the effective
Hamiltonian has U(1) spin rotation symmetry about the σˆ2-axis, thus the two eigenmodes are ψ± = (1,±i)⊺ (i.e.
Ez ± iηoHz) whose pseudo-spins are uniformly polarized along the σˆ2-axis for an arbitrary direction of the wave
vector. The two branches of isofrequency contours are degenerate at k = k ex = √εT εz − (A˜2y)2 k0. In the vicinity of
Supplementary Figure 1. Transition from a Abelian medium to a non-Abelian medium corresponding to Eq. (29). (a)
Reduced Abelian gauge field medium withA2y = 0.15k0; (b) Non-Abelian perturbed medium withA2y = 0.15k0 and a perturbationA1x = 0.006k0; (c) Non-Abelian medium with A2y = 0.15k0 and A1x = 0.04k0. Other parameters of the three media are identical:
εT = εz = 1.
8Supplementary Figure 2. Spatial ZB of monochromatic beam arising from eigenmode superposition. (a,b) Beams with
eigen-polarizations travel in straight lines. (c) A beam superposed by the two eigenfields shown in (a,b) experiences a wavy
centroid trajectory (white curve). The parameters of the background non-Abelian medium are given by εT = 1, εz = 1.2,
µz = 0.8, g1 = −g2 = 0.3ex.
the degenerate point, the two isofrequency contours intersect linearly, and thus can be regarded as a 1D Dirac cone
as shown in Supplementary Figure 1(a), provided that the x axis is treated as the pseudo-time dimension.
When the component A1 = A1xex emerges, the medium turns into non-Abelian characterized by the nonzero non-
Abelian magnetic field Bˆ = 2A1 × A2σˆ3 = A1xA2yezσˆ3. Meanwhile, the previous intersected isofrequency contours
become fully gapped. As long as A1x ≪ A2y, the isofrequency contours nearby k = k ex can be regarded as a 1D gapped
Dirac cone as shown in Supplementary Figure 1(b). And the width of the gap, i.e. the beat wave number corresponds
to twice the effective mass of the 1D Dirac electron Me:
∆k = ∣k+ − k−∣ = 2∣A1x∣ = 2Me. (30)
According to the standard ZB effect of realistic electrons [8], the superposition of two eigenmodes at k (positive and
negative energy states) will give rise to a trembling motion whose frequency is exactly determined by effective Dirac
mass 2Me = ∆k. This intuitive explanation is consistent with our analytical result in Eq. (15) of the main text.
For broader scenarios, the non-Abelian media cannot be treated as the perturbation of an Abelian system, and the
dispersion does not correspond to a gapped Dirac cone either, as illustrated in Supplementary Figure 1(c). However,
the ZB effect, arising from the beating of two eigenmodes, still can be observed and is quantitatively in agreement with
our analytical result, as we have been demonstrated with examples in the main text. In Supplementary Figure 2, we
visualize the ZB effect as the consequence of beating between the two eigenmodes. In Supplementary Figure 2(a,b),
two beams incident from x-direction are polarized along the two eigen-polarizations on the ky = 0 cross section
respectively, and they propagate in straight lines. However, when we superpose the fields of the two eigen-polarized
beams, the obtained beam undergoes an obvious trembling motion as shown in Supplementary Figure 2(c).
Comparison with k-space Lorentz force induced by Berry curvature
It is worthwhile to mention that an optical wave packet propagating in inhomogeneous and weakly anisotropic
media will also experience a virtual non-Abelian Lorentz force (Ωˆk × ddτ kˆ) in the momentum k-space induced by the
non-Abelian Berry curvature Ωˆ(k) [9–11]. However, the existence of k-space Lorentz force relies on the inhomogeneity
of the media, while our non-Abelian Lorentz force in the real space can be generated purely from the anisotropy of
the media, they are accordingly distinct from each other. In homogeneous media, the wave vector of a wave packet is
conserved, i.e. d
dτ
kˆ = 0, hence the k-space Lorentz force vanishes (Ωˆk× ddτ kˆ) ≡ 0; whereas the SU(2) non-Abelian gauge
fields in real space can still exist Fˆµν = −i[Aˆµ, Aˆν] ≠ 0 and so does the real-space Lorentz force, 12 (vˆ × Bˆ − Bˆ × vˆ)+ Eˆ .
Another difference between the real-space and the k-space schemes is that the real-space scheme is applicable
for any monochromatic full-wave phenomena, as the wave equation (2) shown in the main text duplicates exactly
the stationary Schro¨dinger equation for spin-1/2 particles interacting with background SU(2) gauge fields, while the
k-space scheme is limited to geometric optics approximation [9–11].
9Supplementary Note 4. ZB effect of 3D beams with finite width in z direction
In our theory, the EM fields are supposed to be translationally invariant along the z-axis. In realistic systems,
optical beams should have a finite width in the z-direction. In this section, we test whether our theory can be applied
to describing real 3D beams.
If the field of a 3D beam has a Gaussian-like distribution in the z-direction: E ∼ exp (− (z −z0)2/w 2z ), its derivative
∂zE ∼ − 2w 2z (z − z0) exp ( − (z − z0)2/w 2z ) tends to zero in the middle section z = z0. Thus we expect that the middle
section z = z0 would be a feasible 2D domain where the 2D theory of non-Abelian gauge field optics proves a good
description. To substantiate our analysis, we examined the two types of non-Abelian media studied in the main text.
As for the gyrotropic material with ε↔T = µ↔T , εz = µz, g1 = −g∗2 , it can exert a synthetic non-Abelian magnetic field
on the light beams propagating in x-direction. As shown in Supplementary Figure 3, we numerically simulated the
propagation a 3D Gaussian type beam in this medium. According to Supplementary Figure 3(c), the beam propagates
strictly along the horizontal plane since the isofrequency contours are symmetric with respect to the kz = 0 plane (see
Supplementary Figure 3(d)). Therefore, the vertical center of the beam is fixed at z = 0 and the ansatz ∂zE(z = 0) ≈ 0
is always satisfied. Consequently, the 2D centroid trajectory extracted from the fields falling on the middle plane z = 0
perfectly matches the analytical result predicted by the 2D theory as shown in Supplementary Figure 3(e).
For the biaxial dielectric material with misaligned principal axes, it performs as a background non-Abelian electric
field acting on beams propagating in the xy-plane. We simulated three 3D beams with different waists in the z-
direction, namely wz = 3λ0, 6λ0, 8λ0, traveling in the biaxial medium. The simulation results reveal that the beams
will split into two branches in the z-direction after propagating a distance as shown in Supplementary Figure 4(c,f,i).
The splitting effect originates from the unparallelism of the group velocities of the two eigenmodes. According to the
isofrequency contours of the medium in the ky = 0 plane in Supplementary Figure 4(j), the group velocity of eigenmode∣↑⟩ is always along the x-axis, while the group velocity of eigenmode ∣↓⟩ has a nonzero z-component. Accordingly, the
vertical center of ∣↓⟩ branch moves along the z-axis. Nevertheless, the numerical centroid trajectories extracted from
the z = z0 section shown in Supplementary Figure 4(k) are still fairly consistent with the 2D theory in the superposed
region of the two eigenmodes, they deviate from the analytical curve only when the two eigenmodes split away in the
z-direction. In particular, it shows that the superposed region increases with wider beam waist wz. Therefore, the 2D
theory is even applicable for beams whose centers are not confined on the z = z0 plane in a considerable large region,
if the beam width wz is wide enough.
Supplementary Figure 3. ZB effect of a 3D beam with finite widths in both y and z directions in a gyrotropic medium
with the parameters ε↔T = µ↔T = I↔2×2, εz = µz = 1, g1 = −g∗2 = (i0.1, 0.04)⊺. The beam waists in y and z directions are
identical wy = wz = 5λ0. (a) Slice view and (b,c) section views of full-wave simulated intensity distribution of the 3D beam.
(d) Isofrequency contours of the medium in the xz-plane. (e) Centroid trajectories of the 2D theory (red curve) and of the
numerical fields on z = 0 section (black circles) shown in (b).
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Supplementary Figure 4. ZB effect of 3D beams in a biaxial dielectric medium with the parameters ε↔T = I↔2×2, εz = 1.6,
g1 = (0.3,0)⊺, and µ/µ0 = 1. The beam waists in the z directions are respectively (a-c) wz = 3λ0, (d-f) wz = 6λ0, (g-i) wz = 8λ0.
(a,d,g) Slice view, (b,e,h) z = z0 section view, and (c,f,i) y = y0 section view of full-wave simulated intensity distributions of the
3D beams, where (y0, z0) denotes the center of beam on the initial plane x = x0. (j) Isofrequency contours of the medium in the
xz-plane, where the red and blue arrows denote the group velocity directions of the two eigenmodes with k along the positive
kx-axis. (k) Centroid trajectories of the 2D theory (red curve) and of the numerical fields on z = z0 section (black circles) for
the three simulated 3D beams shown in (b,e,h).
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Supplementary Note 5. Theory for genuine non-Abelian Aharonov-Bohm system
In this section, we supply a self-content introduction of genuine non-Abelian AB system in a more rigorous manner.
We will give its precise definition, prove the core property of AB effect, namely the AB phase factors for two homotopic
closed paths are identical, and finally deduce the necessary conditions for constructing a genuine non-Abelian AB
system.
1. Definition of Genuine non-Abelian AB system
Consider a simply connected space M endowed with a gauge structure. Mathematically, this system is described
by a G-principal fiber bundle, E →M , where E denotes the total bundle space, M denotes the base manifold, and G
denotes the gauge group (the fiber fx is homeomorphic to G at each x ∈M). If the gauge field (G-curvature) is zeroFˆµν = 0 (i.e. G- connection is flat) in the whole space, the gauge potential can be globally written as a pure gaugeAˆµ = i Uˆ∂µUˆ−1, ( Uˆ ∈ G ) (31)
and can be gauged away via global gauge transformation Uˆ−1:Aˆ′µ = Uˆ−1AˆµUˆ + i Uˆ−1∂µUˆ = 0. (32)
Therefore, the pure gauge should have no measurable effect in a simply connected space. However, if the region of
zero curvature Fˆµν = 0 is only a multiply connected subspace of the whole spacetime, the situation turns to be very
interesting. In this case, although the gauge potential still can be written as Aˆµ = i Uˆ∂µUˆ−1 locally, it cannot be
gauged away globally via gauge transformation in the whole multiply connected space, and therefore implies nontrivial
physical effect. Such a field-free system with irremovable gauge potential is referred to as an Aharonov-Bohm
system [12].
Consider a particle (wave packet) characterized by a spinor state ∣ψ⟩ propagating in the zero-field region. From a
semi-classical picture, the particle will trace the same trajectory as the case of Aˆ = 0 due to the vanishing non-Abelian
Lorentz force. Nevertheless, the evolution of the state vector ∣ψ⟩ along a curve γ ∶ [0,1]→M is affected by the gauge
potential as follows:
∣ψ⟩ = P exp [i∫
γ
Aˆµdxµ] ∣ψ⟩0 = Uˆγ ∣ψ⟩0 . (33)
Here, ∣ψ⟩0 denotes the state vector along the same path when Aˆ = 0, where the dynamic phase is included in it.
As shown in Eq. (33), the nonzero gauge potential Aˆ generates an addition geometric phase factor, namely the
non-Abelian AB phase factor, expressed by a path-ordering integration along the curve γ stating at point γ(0) = x0:
Uˆγ = P exp [i∫
γ
Aˆµdxµ] ∈ G. (34)
From a geometric point of view, this AB phase factor corresponds to the parallel transport Tγ(p0) = p0 ⋅ Uˆγ = γ˜(1)
along the horizontally lifted path γ˜ ∶ [0,1] → E in the bundle space E, where p0 = γ˜(0) ∈ fx0 denotes the starting
point of the lifted curve, and fx0 denotes the fiber at x0. For a certain reference point p0, the horizontal lift γ˜ of
γ is unique. Physically, the choice of p0 determines the local gauge Aˆ(x0) at x0. And according to the property of
parallel transport, the non-Abelian AB phase factor of a concatenate path γ1 ○ γ2 such that γ1(0) = γ2(1) satisfies
Uˆγ1○γ2 = Uˆγ1 ○ Uˆγ2 .
For a closed path (loop) c starting and ending at the same basepoint x0, a local gauge fixes the starting point
p0 = c˜(0) ∈ fx0 of the lifted path c˜. However, c˜ need not to be closed, i.e. the end point of c˜ can be different from p0,
as shown in Supplementary Figure 5(c). The non-Abelian phase factor for the closed loop c,
Uˆc(Aˆ) = P exp [i∮
c
Aˆµdxµ] , (35)
is called the holonomy of the horizontally lifted loop c˜ with respect to the gauge Aˆ. The holonomies corresponding
to all those closed loops based at x0 constitute a subgroup of the gauge group G:
Holp0(Aˆ) = {Uˆc(Aˆ) ∣ c(0) = c(1) = x0, c˜(0) = p0} ⊆ G, (36)
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which is the holonomy group of Aˆ with the reference point p0. Uˆc(Aˆ) = I if and only if c˜ is also closed, corresponding
to the unit element of Holp0(Aˆ) [13]. In flat bundles with zero curvature Fˆµν = 0, the holonomy group of the flat
connection Aˆ is primarily determined by the topology of the base manifold M . The illustration of the holonomies in
a flat bundle in shown in Supplementary Figure 5(c).
The Aharonov-Bohm system with non-Abelian gauge potential was first introduced by Wu and Yang in their paper
connecting gauge theory with fiber bundle [14], where they predicted intriguing phenomena for the scattering of
nucleon carrying weak isospin by a SU(2) flux tube, such as the spatial fluctuation of proton-neutron mixing ratio.
Later on, Aharonov and Casher proposed an electric counterpart of the original AB effect, namely the scattering of
neutral magnetic dipoles by a charged line [15]. Indeed, both the Wu-Yang scheme and the Aharonov-Casher effect
are mathematically equivalent to an AB system with a SU(2) non-Abelian vortex [16, 17]. And the optical realization
with anisotropic media has been proposed in Ref. 1. However, it can be shown that this kind of systems with a single
SU(2) vortex always can be decomposed into two decoupled Abelian subsystems under a proper gauge [18], and the
holonomy for a closed path cn winding around the vortex n times takes the form [13]
Uˆcn = P exp [∮
cn
Aˆµdxµ] = exp (i nΦ σˆ3) = (exp(i nΦ) 00 exp(−i nΦ)) , (37)
where Φσˆ3 is the non-Abelian flux of the vortex. Accordingly, the holonomices of arbitrary two loops commute with
each other, thus the holonomy group is still Abelian. In this sense, such systems can be still treated as Abelian or
apparently non-Abelian, as specified in the main text [19, 20]. In a more rigorous manner, a genuine non-Abelian AB
system can be defined as follows [19]:
Definition 1. An Aharonov-Bohm system is called genuinely non-Abelian if and only if the corresponding
Holonomy group Hol(Aˆ) of the flat connection (gauge potential) Aˆ is a non-Abelian group.
It is noteworthy that a different route of generalizing AB effect is the non-Abelian vortex-vortex scattering [21–
24]. In contrast to the non-Abelian vortices in this route being dynamic quasi-particles and respecting non-Abelian
statistics, the non-Abelian vortices in our AB systems are merely non-dynamic background.
2. Necessary conditions of genuine non-Abelian AB system
In order to characterize the holonomy group of a flat bundle, we first introduce the concept of path homotopy.
Path homotopy refers to a topological equivalence relation “≃” for paths sharing the fixed endpoints. Intuitively,
if a path γ1 can deform continuously into another path γ2 while keeping the endpoints fixed, γ1 and γ2 are said to
be homotopic to each other, γ1 ≃ γ2 (see Supplementary Figure 5(a)). Strictly speaking, path homotopy denotes
precisely the mapping of the continuous deformation from γ1 to γ2 [25]. All the paths that are homotopic to each
other form the homotopy equivalence class [γ] = {γ′ ∣γ′(0) = x0, γ′(1) = x1, γ′ ≃ γ}, where any element γ of the
class can be chosen as the class representative.
For closed paths through the same basepoint x0 in the base manifold, their homotopy classes constitute the quotient
set with respect to the homotopy equivalence relation “≃”:
pi1(M,x0) = {[c] ∣ c(0) = c(1) = x0} = {c ∣ c(0) = c(1) = x0}/ ≃ . (38)
By introducing the multiplication between classes, [c1] ○ [c2] = [c1 ○ c2] (c1 ○ c2 denotes the concatenation of the
two loops c1, c2), pi1(M,x0) also forms a group, known as the first fundamental group of the base manifold M .
Though the definition of fundamental group relies on the basepoint x0, it can be proved that pi1(M,x0) and pi1(M,x′0)
are isomorphic for arbitrary x0,x
′
0 ∈ M as long as M is path-connected. The fundamental group is an important
topological invariant for characterizing the properties of a manifold. Moreover, we will prove that the first fundamental
group of the base manifold is homomorphic to the holonomy group of the corresponding flat bundle in the following
part of this section.
In AB systems with Abelian gauge potentials, it is well-known that the AB phase factors along two homotopic
loops c1, c2 are identical due to the null magnetic flux passing through the enclosed area of the combined loop c1 − c2.
Indeed, this result can be generalized to a theorem for generic AB systems with non-Abelian gauge potentials as
follows.
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Supplementary Figure 5. (a) Illustration of homotopic paths with fixed endpoints x0, x1 in a punctured plane. The curves
in a same color can deform continuously into each other and thus are path-homotopic, namely γ1 ≃ γ2, γ4 ≃ γ5, whereas the
curves in different colors are not homotopic. (b) Two homotopic loops based at x0 form the boundary of a 2D orientable region
Ω (mathematically, a 2-chain). The purple (green) color indicates the orientation of the region is outward (inward) the paper
plane. (c) Holonomies in a flat bundle with a twice-punctured base manifold M . For the three closed paths based at x0 in
different homotopy classes, their horizontally lifted paths in the bundle space start from p0 to different terminals on the fiber
fx0 . All of the terminals of such lifted paths compose the holonomy group Holp0(Aˆ). The light blue surface illustrates a leaf
of horizontal foliations through the point p0 embedding in the bundle space, which covers the base manifold M . Note: the
surface is merely a cartoon schematic but not an actual universal covering space of M . Thus the lifted paths on this surface
cannot differentiate all of different homotopy classes.
Theorem 1. In a flat bundle, the holonomies of two path-homotopic loops c1 and c2, i.e. they belong to the same
homotopy class c1, c2 ∈ [c], are identical
Uˆc1(Aˆ) = Uˆc2(Aˆ) ≡ Uˆ[c](Aˆ). (39)
Proof. The proof of this theorem can be found in the textbooks of differential geometry [26] and in the literature [19,
27]. For completeness, we give a concise but accessible proof imitating the derivation of the Abelian case. Let us
examine the following product
Uˆc1(Aˆ) Uˆc2(Aˆ)−1 = Uˆc1(Aˆ) Uˆc−12 (Aˆ) = Uˆc1○c−12 (Aˆ) = P exp [i∮c1○c−12 Aˆµdxµ] .
The Hurewicz’s theorem implies that the two homotopic loops c1, c2 are necessarily homologous when treated as
1-cycles [25]. According to the definition of homology, c1 ○ c−12 ∼ c1 − c2 = ∂Ω must be the boundary of a 2-chainΩ
(the 2D orientable region enclosed by c1 − c2 as shown in Supplementary Figure 5(b)). In terms of the non-Abelian
Stokes theorem [28–30] and Fˆµν = 0, the path-ordered exponential along the loop c1○c−12 equals the identity element
of G:
Uˆc1(Aˆ) Uˆc2(Aˆ)−1 = P exp [i∮
∂Ω
Aˆµdxµ] =Ps exp⎡⎢⎢⎢⎢⎣ i2 ∫Ω Uˆ(x,x0)−1 Fˆµν(x)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=0
Uˆ(x0,x)dxµ ∧ dxν⎤⎥⎥⎥⎥⎦ = I, (40)
where Ps denotes the “surface ordering”, and Uˆ(x0,x) = P exp [i ∫ x0x Aˆµdxµ] is the non-Abelian phase factor along a
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path connecting the field point x and the basepoint x0. As such, the homotopic invariance of the holonomies in flat
bundle has been proved.
Physically, the theorem manifests the quantization of the AB phase factors along paths with fixed endpoints, namely
they can only take discrete values (in general, they are matrices) for different homotopic paths, while the AB phase
factor is invariant against the continuous deformation of the path in the field-free region. This is the key signature
of AB systems associated with either Abelian or non-Abelian gauge potentials. In a simply connected space, the
fundamental group is trivial, namely all loops belong to [x0]. Hence, any state will return to itself as it travels along a
closed loop. Therefore, an AB system requires the fundamental group of the base manifold is nontrivial.
According to Theorem 1, the holonomy group of a flat bundle and the fundamental group of the corresponding base
manifold are naturally connected.
Corollary 1. For a flat bundle E →M , there is a surjective group homomorphism from the first fundamental
group pi1(M,x0) of the base manifold M to the holonomy group Holp0(Aˆ) of the bundle:
pi1(M,x0) ∋ [c] Ð→ Uˆ[c](Aˆ) ∈ Holp0(Aˆ) = {Uˆ[c] ∣ [c] ∈ pi1(M,x0), c˜(0) = p0}. (41)
In other words, the holomony group Holp0(Aˆ) of the flat bundle is just a representation of the fundamental group
pi1(M,x0) of the base manifold.
As the holonomy group Hol(Aˆ) is a subgroup of the gauge group G, an Abelian gauge group indicates all of the
holonomies commute with each other. Meanwhile, in terms of Corollary 1, for an AB system with a non-Abelian
holonomy group, there should exit two loops c1, c2 such that Uˆ[c1]Uˆ[c2] ≠ Uˆ[c2]Uˆ[c1]. Thus [c1 ○ c2] ≠ [c2 ○ c1], in other
words, pi1(M) must also be non-Abelian. To summarize, we obtain
Necessary conditions for genuine non-Abelian AB systems:
1. The gauge group G is non-Abelian;
2. The first fundamental group pi1(M) of the base manifold is non-Abelian.
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Supplementary Note 6. Material construction of non-Abelian AB system
Inspired by the scheme of two noncommutative SU(3) vortices proposed in Ref. 19, we will proceed to construct a
SU(2) genuine non-Abelian AB system. We assume the synthetic SU(2) gauge potential only carrying two nonzero
components: Aˆ = A1σˆ1 + A2σˆ2. Besides, a nontrivial gauge potential with vanishing field Fˆij = 0 can be locally
expressed in the pure gauge form Aˆ = iUˆ∇Uˆ−1. If we demand A2 = 0 when y > 0, and A1 = 0 when y < 0, the unitary
transformation matrix can be simply expressed as follows in upper and lower semi-space respectively:
Uˆ = exp (i ζ1(r) σˆ1) (y > 0), Uˆ = exp (i ζ2(r) σˆ2) (y < 0). (42)
Here, ζ1(r), ζ2(r), referred to as pre-potentials, are some multivalued functions of x, y that smoothly tend to zero at
y = 0, and the corresponding components of the vector potential take the form Ai = ∇ζi(r) (i = 1,2).
The pre-potentials with nontrivial topology can be constructed in the following way:
ζ1(r) = Φ1
2pi
S(r)φ(r − r0), ζ2(r) = Φ2
2pi
S(−r)φ(r + r0), (43)
with the corresponding synthetic gauge potential
Aˆ =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
A1σˆ1 = Φ1
2pi
∇(S(r)φ(r − r0))σˆ1 = Φ1
2pi
(S(r) ∇φ(r − r0) + φ(r − r0)∇S(r))σˆ1, (y > 0)
A2σˆ2 = Φ2
2pi
∇(S(−r)φ(r + r0))σˆ2 = Φ2
2pi
(S(−r)∇φ(r + r0)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
vortex
+ φ(r + r0)∇S(−r))σˆ2, (y < 0) (44)
where φ(r ∓ r0) is the polar angle (see Supplementary Figure 6(a)) with respect to ±r0 = ±r0 ey whose gradient
represents an irrotational free vortex located at ±r0:
∇φ(r ∓ r0) = eφ∣r ∓ r0∣ = −(y ∓ r0)ex + xey∣r ∓ r0∣2 , (45)
and S(±r) is a smooth cutoff function such that (i) the two components A1,A2 are gradually compressed in the upper
and lower half-space without overlap, and (ii) A1,2 tends to a free vortex nearby ±r0 respectively, i.e.
(i) Ai → 0 ⇔ S(±r)→ 0, as y → 0;
(ii) Ai = Φi
2pi
∇φ(r ∓ r0) ⇔ S(±r) = 1, as ∣r ∓ r0∣ < δr.
Supplementary Figure 6. (a) Spatial distributions of the pre-potentials ζ1 (in the upper half-plane y > 0) and ζ2 (in the lower
half-plane y < 0), whose gradients give the corresponding components of the synthetic SU(2) gauge potential Ai = ∇ζi (i = 1,2).
(b) The profile of the sigmoid function s(x, d0, κ) for constructing the cutoff function S(r) in Eq. (47).
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Supplementary Figure 7. (a) Spatial distribution of g1 = −g∗2 (the off-diagonal term of ε↔, µ↔). (b) Distribution of ∣g1∣, which
determines the principal components of ε↔, µ↔ (see Eq. (51)), for the reciprocal anisotropic medium in the upper half-plane. (c)
The orientation of the principal frames of ε↔, µ↔ for the medium in the upper half-plane.
Meanwhile, since φ(r∓r0) is multivalued, the branch cut of φ(r∓r0) is selected along r = ±(r0+yey) (y > 0) as shown
in Supplementary Figure 6(a). To ensure the monodromy of Ai, we should also require S(±r) = 1 in a neighborhood
of the branch cut of φ(r ∓ r0). The form of S(r) is not unique, here we adopt an approximate but rather simple
expression:
S(r) = s(y cos θ0 + x sin θ0, κ, d0) ⋅ s(y cos θ0 − x sin θ0, κ, d0) (46)
with the sigmoid function
s(x, k, d0) = 1
exp[κ(d0 − x)] + 1 , (47)
and the values of the parameters θ0, κ, d0 do not affect the AB phase factors as long as the asymptotic conditions of
S(±r) are met. The obtained pre-potentials ζ1, ζ2 and the gauge potential Aˆ are plotted in Supplementary Figure 7(a)
and in Fig. 2a of the main text respectively.
Notably, the non-Abelian holonomy of a loop encircling a vortex depends on the choice of basepoint. Nevertheless,
in our system, the gauge potential is commutative in either upper or lower half-space. For an arbitary loop c1 (c2)
lying entirely in the upper (lower) half-space and encircling the upper (lower) vortex anticlockwise once, its holonomy,Uˆ[ci] (i = 1,2), is uniquely determined as
Uˆci = P exp [i∮
ci
Aˆi ⋅ dr σˆi] = exp [i∮
ci
dζi σˆi] = exp [iΦi
2pi
∮∣r∓r0∣<δr dφ σˆi] = exp [iΦiσˆi] , (i = 1,2) (48)
where the integral in the second-to-last step is along a sufficiently small circle enclosing the vortex, and Φ1, Φ2 can be
regarded as the flux of the two vortices respectively. For loops through a basepoint on the x-axis (y = 0), Eq. (48) is
still valid. Therefore, Uˆc1 , Uˆc2 can be used as the two generators to obtain the holonomy group (being homomorphic to
the free group Z∗Z) of this AB system. As shown in Supplementary Figure 6(a) as well as Fig. 2a of the main text, the
cutoff function S(r) in Eq. (46) renders the gauge potential Aˆ vanishing in the whole conic region of ∣arctan(y/x)∣ < θ0.
As such, each point on the cross section of an optical beam with a finite width can undergo a unique non-Abelian AB
phase factor when arriving at the screen.
From the synthetic gauge potential in Eq. (44) and Table. 1 in the main text, we can inversely construct the desired
material parameters. To guarantee Aˆ0 ≡ 0 and V0 = const., we demand that the diagonal components of ε↔, µ↔ obey
εT = µT , εz = µz and are homogeneous in the whole space, meanwhile, their off-diagonal parts satisfy g1 = −g∗2 . As
such, the synthetic σˆ1-vortex in the upper half-space (y > 0) can be made using reciprocal anisotropic metamaterials [1]
with g1 = −g2 = ez ×A1/k0. The constitutive tensors take the following forms:
ε↔/ε0 = ⎛⎜⎝
εT 0 −A1y/k0
0 εT A1x/k0−A1y/k0 A1x/k0 εz
⎞⎟⎠ , µ↔/µ0 =
⎛⎜⎝
εT 0 A1y/k0
0 εT −A1x/k0A1y/k0 −A1x/k0 εz
⎞⎟⎠ . (49)
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Whereas the synthetic σˆ2-vortex in the lower half-space (y < 0) need to be constructed out of gyrotropic materials
with g1 = g2 = iez ×A2/k0, so the relative permittivity and permeability are of entirely equal form
ε↔/ε0 = µ↔/µ0 =
⎛⎜⎜⎜⎜⎜⎝
εT 0 −iA2y/k0
0 εT iA2x/k0
iA2y/k0 −iA2x/k0 εz
⎞⎟⎟⎟⎟⎟⎠
. (50)
The orientation of the off-diagonal vector g1 = −g∗2 is plotted in Supplementary Figure 7(a).
We further analyze the property of the reciprocal anisotropic medium used in the upper half-plane. By diagonalizing
ε↔ and µ↔ given by Eq. (49) into ε˜/ε0 = diag(ε1, ε2, ε3) and µ˜/µ0 = diag(µ1, µ2, µ3), we obtain their principal components:
ε1 = µ1 = 1
2
(εT + εz −√(εT − εz)2 + 4∣g1∣2) ,
ε2 = µ2 = εT ,
ε3 = µ3 = 1
2
(εT + εz +√(εT − εz)2 + 4∣g1∣2) .
(51)
The distribution of ∣g1∣ is plotted in Supplementary Figure 7(b). Despite the identical principal components of ε↔ and
µ↔ , their principal frames do not coincide as shown in Supplementary Figure 7(c). For a certain g1 = −g2, we have
eε1 = cos θ eg1 − sin θ ez, eε2 = ez × eg1 , eε3 = sin θ eg1 + cos θ ez,
eµ1 = cos θ eg1 + sin θ ez, eµ2 = ez × eg1 , eµ3 = − sin θ eg1 + cos θ ez, (52)
where θ = arctan [√(εT−εz)2+4∣g1∣2+(εT−εz)
2∣g1∣ ] is the angle between ε1-axis and xy-plane. In particular, if εz = εT , the
parameters are reduced to ε1 = µ1 = εT − ∣g1∣, ε2 = µ2 = εT , ε3 = µ3 = εT + ∣g1∣, and θ = pi/4.
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Supplementary Note 7. Non-Abelian AB interference
1. Spin density interference
In the main text, we have shown that the genuine non-Abelian nature of the AB system is characterized by the
nontrivial interference of the two beams γI, γII. In what follows, we will prove that the interfering spin density is
always perpendicular to ∆s⃗ = s⃗I − s⃗II on the screen. The final normalized spinor states of the two beams are given by∣si⟩ = Uˆγi ∣s0⟩ (i = I, II), thus the orientation of the spin density satisfies
s⃗(y)∝ (⟨sI∣e−iθI(y) + ⟨sII∣e−iθII(y)) ⃗ˆσ (eiθI(y)∣sI⟩ + eiθII(y)∣sII⟩)∝ s⃗I + s⃗II + 2Re (ei∆θ(y)⟨sI∣⃗ˆσ∣sII⟩) . (53)
It is obvious that (s⃗I + s⃗II) ⋅∆s⃗ = 0, so we only need to prove ⟨sI∣⃗ˆσ∣sII⟩ ⋅∆s⃗ = 0. Assuming ∣sI⟩ = (a, b)⊺, ∣sII⟩ = (c, d)⊺,
we can obtain
⟨sI∣⃗ˆσ∣sII⟩ = (a∗d + b∗c)e⃗1 + i(−a∗d + b∗c)e⃗2 + (a∗c − b∗d)e⃗3,
s⃗I =2 Re(ab∗)e⃗1 + 2i Im(ab∗)e⃗2 + (∣a∣2 − ∣b∣2)e⃗3,
s⃗II =2 Re(cd∗)e⃗1 + 2i Im(cd∗)e⃗2 + (∣c∣2 − ∣d∣2)e⃗3.
Then, we have
⟨sI∣⃗ˆσ∣sII⟩ ⋅ (s⃗I − s⃗II) = (a∗b + b∗d) (∣a∣2 + ∣b∣2 − ∣c∣2 − ∣d∣2) = 0.
Consequently, the interfering pseudo-spins s⃗(y) lie on the great circle perpendicular to the axis ∆s⃗ = s⃗I − s⃗II on the
Bloch sphere. In addition, the SU(2) phase factor exp [iΦiσi] of winding around a vortex corresponds to a SO(3)
rotation of the pseudo-spin about the e⃗i-axis clockwise through an angle 2Φi, i.e. Ri = exp [−2Φie⃗i × I]. As a result,
the final spins of the two beams can be expressed as
s⃗I =RγI s⃗0 = Rγ0R2R−11 s⃗0, (54a)
s⃗II =RγII s⃗0 = Rγ0R−11 R2 s⃗0. (54b)
Therefore, the axis ∆s⃗ perpendicular to the spin density on screen is determined by the commutator of the two
rotation matrices:
∆s⃗ =Rγ0 [R2,R−11 ] s⃗0 = 4 sin Φ1 sin Φ2 ⋅ (u⃗(Φ1,Φ2) × s⃗0 − 2u⃗(Φ1,Φ2) ⋅ (s⃗0 × e⃗3)e⃗3), (55)
where Rγ0 = I in our case, and u⃗(Φ1,Φ2) is a vector defined in the spin space:
u⃗ = cos Φ1 sin Φ2 e⃗1 + sin Φ1 cos Φ2 e⃗2 + cos Φ1 cos Φ2 e⃗3, (56)
whose norm ∣u⃗∣2 = 1 − sin2 Φ1 sin2 Φ2 ≤ 1. If the initial spin satisfies u⃗(Φ1,Φ2) × s⃗0 − 2u⃗(Φ1,Φ2) ⋅ (s⃗0 × e⃗3)e⃗3 = 0, the
spins of the two beams will finally evolve into the same direction s⃗I = s⃗II, and hence the orientation of the spin density
will not fluctuate on the screen. Nevertheless, the nontrivial AB effect can still be detected from the phase shift δθ
and the contracted amplitude b < 1 in intensity interference pattern in this situation.
As for the intensity interference part ∣ψ∣2, the phase shift δθ and the relative amplitude b of the interference pattern
can be explicitly written as functions of the vortex fluxes Φ1, Φ2 and the initial spin s⃗0:
δθ(Φ1,Φ2, s⃗0) = arctan [ 2 sin Φ1 sin Φ2
1 − 2 sin2 Φ1 sin2 Φ2 s⃗0 ⋅ u⃗(Φ1,Φ2)] , (57)
b(Φ1,Φ2, s⃗0) =[(1 − 2 sin2 Φ1 sin2 Φ2)2 + 4 sin2 Φ1 sin2 Φ2(s⃗0 ⋅ u⃗(Φ1,Φ2))2]1/2. (58)
They are, obviously, periodic with respect to Φ1 and Φ2. In general, the relative amplitude b ≤ 1 with equality if and
only if s⃗0 is parallel to u⃗. Therefore, a contracted amplitude (b < 1) is a signature of the genuine non-Abelian AB
interference. At the same time, the Wilson loop of c0 is given by
W (c0) = Tr Uˆc0 = 2b cos δθ = 2 − 4 sin2 Φ1 sin2 Φ2. (59)
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Supplementary Figure 8. Phase shift δθ and relative amplitude b of the intensity interference fringes varying with the
vortex fluxes Φ1, Φ2 for two incident spinors: (a,b) ∣s0⟩ = (1,1)⊺, and (c,d) ∣s0⟩ = (1, i/5)⊺. On the white dashed circle, the
Wilson loop of the closed path c0 = γI ○ γ−1II equals zero, W (c0) = 0. For a fixed ∣s0⟩, there exist singularities of the phase shift
δθ lying on the white circle, and the relative amplitude is reduced to zero, i.e. b = 0, at such singularities.
In particular, when sin2 Φ1 sin
2 Φ2 = 1/2, the phase shift converges to two discrete numbers: δθ = ±pi/2, and the relative
amplitude is reduced to b(Φ1,Φ2) = √2 ∣s⃗0 ⋅ u⃗(Φ1,Φ2)∣, and the Wilson loop is reduced to zero: W (c0) = b cos δθ = 0.
Furthermore, if sin2 Φ1 sin
2 Φ2 = 1/2 and s⃗0 ⋅ u⃗ = 0 are achieved simultaneously, the relative amplitude is reduced to
zero b = 0, as a result, the spatial fluctuation of the quasi-intensity ∣ψ∣2 vanishes. According to Eq. (25) in the main
text, b = 0 implies that the finial spinors of the two beams are orthogonal: ⟨ψI(y)∣ψII(y)⟩ = a(y)2⟨sI∣sII⟩ = 0, and hence
their superposition leads to no intensity fluctuation but a pure spin rotation around the axis ∆s⃗ = 2s⃗I on the screen.
Supplementary Figure 8 shows the non-Abelian-honolomy induced phase shift δθ and relative amplitude b as func-
tions of Φ1 and Φ2 for two fixed incident spinors. With the initial spinor ∣s0⟩ = (1,1)⊺, we observe, in Supplementary
Figure 8(a), two singularities at {Φ1,Φ2} = {pi/2, pi/4} and {Φ1,Φ2} = {pi/2,3pi/4}, where the phase shift δθ(Φ1,Φ2)
is ill-defined. Meanwhile, the interference amplitude b drops to zero at the singularities, as shown in Supplementary
Figure 8(b). This result is supported by examining the spinors of the two beams, which evolve eventually into the pair
of orthogonal states ∣↑⟩ = (1,0)⊺, ∣↓⟩ = (0,1)⊺ for both singularities. Similarly, with the incident spinor ∣s0⟩ = (1, i/5)⊺,
there are four singularities of δθ(Φ1,Φ2) corresponding to the zero points of b(Φ1,Φ2) as shown in Supplementary
Figure 8 (c,d). All of such singularities of δθ(Φ1,Φ2) lie on the curve of sin2 Φ1 sin2 Φ2 = 1/2 for any initial spin s⃗0.
2. Spin projected interference
Apart from directly observing the total intensity ∣ψ∣2(y) on the screen discussed in the main text, the nontrivial
interference effect can alternatively be detected via measuring the projected intensity onto a certain spin direction
with a spin filter. For a certain spin direction n⃗, the corresponding projection operator reads ∣n⟩⟨n∣ = 1
2
(I+ n⃗ ⋅ ⃗ˆσ). The
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Supplementary Figure 9. Spin projected interference patterns for the non-Abelian AB system shown in Fig.2 of the main
text with the vortex fluxes (a) {Φ1,Φ2} = {pi/4,0}, (b) {Φ1,Φ2} = {0, pi/2}, and (c) {Φ1,Φ2} = {pi/4, pi/2}. In the three cases,
the incident spinor is given by ∣s0⟩ = (1,1)⊺, the spin-filter states ∣n⟩ for the projection are selected as (1,0)⊺, (1, i)⊺, (1,1)⊺
and (1,−1)⊺. The red dotes and the blue lines correspond to the full-wave simulation and the theoretical results using Eq. (60)
respectively. The grey reference planes located at y=0 marks the original position of the central peak without phase shift. In
(a,b), the central peak is coincident with the grey plane, thus there is no phase shift δθ = 0, while in (c) the phase shift is
δθ = pi/2.
projected intensity on this spin direction is given by
∣⟨n ∣ψ(y)⟩∣2 = ⟨ψ(y) ∣n⟩⟨n∣ψ(y)⟩ = ⟨ψ(y) ∣1
2
(I + n⃗ ⋅ ⃗ˆσ)∣ψ(y)⟩
= 1
2
∣ψ∣2(y)(1 + n⃗ ⋅ s⃗(y)), (60)
where ∣ψ⟩ = ∣ψI⟩ + ∣ψII⟩, and s⃗ = ⟨ψ∣⃗ˆσ∣ψ⟩/∣ψ∣2. In general, a projected interference pattern can exhibit the nontrivial
information of the intensity fringes ∣ψ∣2(y) and the spin fluctuation s⃗(y) simultaneously. If n⃗ is parallel to ∆s⃗ (see
Eq. (55), we have n⃗ ⋅ s⃗(y) ≡ 0, and hence the projected interference pattern would be in the same shape as the total
intensity ∣ψ∣2(y).
We carry out the numerical simulation of the interference in our designed non-Abelian AB system where the finial
states of the two beams γI, γII are projected onto certain spin directions on the detection plane. First, we study the
situation of a single vortex by setting either Φ1 = 0 or Φ2 = 0. In this case, the system is reduced to being essentially
Abelian. Because of the same AB phase factor for the two beams, the superposed spin density ∣ψ∣2(y)s⃗ are uniformly
oriented on the screen, and there is no phase shift (δθ = 0) and amplitude contraction (b = 1). Thus, the projected
interference onto any direction n⃗ is consistent with the total intensity up to a scaling parameter (1 + n⃗ ⋅ s⃗)/2. In
Supplementary Figure 9(a), the projected interference patterns onto 4 different directions are plotted, where only
the σˆ1 vortex exists with the flux Φ1 = pi/4 and the incident spinor reads ∣s0⟩ = (1,1)⊺. As ∣s0⟩ is an eigenstate
of σˆ1, the spin is conserved during propagation. Accordingly, the projection onto (1,1)⊺ are identical to the total
intensity ∣ψ∣2(y), while the projection onto (1,−1)⊺ vanishes as shown in Supplementary Figure 9(a), and the projected
intensities onto (1,0)⊺ and (1, i)⊺ are exactly halved. Supplementary Figure 9(b) shows the projected interference
patterns for a single σˆ2 vortex carrying the flux Φ2 = pi/2. As the incident spinor ∣s0⟩ = (1,1)⊺ is not an eigenstate of
σˆ2, the spins of the two beams rotate along the trajectories and finally convert to ∣sI⟩ = ∣sII⟩ = (1,−1)⊺, evidenced by
the vanishing projection onto (1,1)⊺.
In Supplementary Figure 9(c), we illustrate the projected interference patterns in a genuine non-Abelian AB
system with two noncommutative vortices. And the specific fluxes {Φ1,Φ2} = {pi/4, pi/2} indicate a zero Wilson loop
W (c0) = 0. And since u⃗ = √2/2e⃗1, s⃗0 = e⃗1 satisfy u⃗× s⃗0−2u⃗ ⋅(s⃗0× e⃗3)e⃗3 = 0, the finial spins of the two beams fall into a
uniform direction s⃗I = s⃗II = −e⃗1, leading to the vanishing projection onto (1,1)⊺. Therefore, the projected intensity on
any direction n⃗ is always proportional to the total intensity: ∣⟨n∣ψ(y)⟩∣2 = 1
2
∣ψ(y)∣2(1 − n⃗ ⋅ e⃗1). Meanwhile, the phase
shift and relative amplitude for all the projected interference patterns are fixed as δθ = pi/2, b = √2 ∣s⃗0 ⋅ u⃗∣ = 1, which
are confirmed by the numerical results in Supplementary Figure 9(c).
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Supplementary Note 8. Designing non-Abelian AB system with gyroelectric materials
Although the genuine non-Abelian AB system designed in the main text has a rather simple geometry, the back-
ground materials is required to support both gyroelectric and gyromagnetic responses, meanwhile, their electric and
magnetic gyrotation vectors should obey a rigorous relation. In this section, we offer an alternative design of the non-
Abelian AB system using gyroelectric materials without gyromagnetic response which would be more easily realized
in practice.
γI
γII
beam
splitter
σ 1-vortex
σ 2-vortex
Supplementary Figure 10. Alternative design of the non-Abelian AB system with two interfering optical paths γI, γII, where
the background light blue (red) arrows denote the σˆ1 (σˆ2) component A1 (A2) of the synthetic non-Abelian vector potential.
The media used to imitate σˆ1-vortex and σˆ1-vortex in the upper and lower half-spaces are, respectively, an inhomogeneous
reciprocal anisotropic material and an inhomogeneous gyroelectric material.
As shown in Supplementary Figure 10, the lower half-plane contains a synthetic non-Abelian vortices made up of
gyroelectric materials:
ε↔/ε0 = ( εT I↔2×2 ig1−ig1 εz ) , µ↔/µ0 = ( µT I
↔
2×2 0
0 µz
) , (61)
where εT = αµT (α > 0) is supposed to be homogeneous, while g1, εz, and µz are real-valued functions of coordinates
x, y. By rescaling the vacuum permittivity ε′0 = αε0, we obtain the synthetic vector and scalar gauge potentials:
Aˆ = k0 g1 × ez
2
√
α
σˆ2, Aˆ0 = k0
2
√
α
ez ⋅ (∇× g1) σˆ1 + k02
2
(εz − αµz − ∣g1∣2
α
) σˆ3, V0 = k 20
2
[ ∣g1∣2
2α
− εz − αµz] . (62)
Since g = g1 × ez is precisely the gyration vector of the gyroelectric materials, A2 is parallel to the gyration vector
everywhere. In order to eliminate the synthetic non-Abelian magnetic fields Bˆ = ∇ × Aˆ2σˆ2 = 0 in the whole medium
(except for a small domain which is simplified as a singularity), we let A2 be an irrotational vortex with the center
at −r0 = −r0ey:
A2 = Φ2
2pi
∇arctan( x
y + r0 ) = Φ22pi∣r + r0∣2 [−(y + r0)ex + xey] . (63)
As such, the off-diagonal term of ε↔ is given by
g1 = 2√α
k0
ez × Aˆ2 = − Φ2√α
pik0∣r + r0∣2 [xex + (y + r0)ey] . (64)
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In order to extinguish non-Abelian and Abelian electric fields Eˆ = ∇Aˆ0 + i[Aˆ0, Aˆ] and E = −∇V0, the scalar potentials
should satisfy Aˆ0 = 0 and V0 = const.. The benefit of adopting the irrotational vortex to form A2 is that A10 ∝
ez ⋅ (∇× g1) = 0 can be simultaneously satisfied. Therefore, the requirements to the scalar potentials can be met
providing that the z-components of permittivity and permeability satisfy
εz = 1
2
( ∣g1∣2
α
+ const.) = 1
2
( Φ22
pi2k 20
∣r + r0∣−2 + const.) , (65a)
µz = 1
2α
(− ∣g1∣2
α
+ const.) = 1
2α
(− Φ22
pi2k 20
∣r + r0∣−2 + const.) . (65b)
To realize this kind of gyroelectric materials, a promising approach is to design suitable gyroelectric metamaterials with
either passive magneto-optic composites [31] or active structures [32] which have the advantages of strong gyrotropic
response and turnable anisotropy. In particular, if the gyroelectricity is induced by magneto-optic effect, the gyration
vector g should be parallel and proportional to the external magnetic field. For the present case, if a line current
alone z-axis is placed at the −r0, the generated magnetic field forms an irrotational vortex, and the induced gyration
vector gives exactly the σˆ2-vortex.
In the upper half-plane, the synthetic σˆ1-vortex with the center at r0 = r0ey can be constructed by reciprocal
anisotropic materials
ε↔/ε0 = ( εT I↔2×2 g′1
g′1 εz ) , µ↔/µ0 = ( µT I
↔
2×2 0
0 µz
) , (66)
with εT = αµT (α > 0) being homogeneous and g′1, εz, µz being real-valued functions of x, y. Similarly to the lower
half-space, we let Aˆ = A1σˆ1 form an irrotational vortex in the anisotropic material:
A1 = Φ1
2pi
∇arctan( x
y − r0 ) = Φ12pi∣r − r0∣2 [−(y − r0)ex + xey] , (67)
and let Aˆ0 = 0 and V0 = const.. Then the material parameters are obtained as follows
g′1 = − Φ1√αpik0∣r − r0∣2 [xex + (y − r0)ey] , (68a)
εz = 1
2
( Φ21
pi2k 20
∣r − r0∣−2 + const.) , (68b)
µz = 1
2α
(− Φ21
pi2k 20
∣r − r0∣−2 + const.) . (68c)
In comparison with the design in the main text, a disadvantage of the reduced non-Abelian AB system is that the
sudden change of the synthetic gauge potentials will induce nonzero non-Abelian gauge flux at the boundaries of the
materials. In order to prevent the boundary flux from affecting the total flux enclosed by the optical paths, the optical
paths encircling the non-Abelian vortices should form closed loops before traversing the boundaries of the upper or
lower pieces of materials. Thus we designed a new optical path diagram shown in Supplementary Figure 10. The new
AB system can give rise to the identical interfering results as the original non-Abelian system in the main text, namely
the optical beams passing through the two paths γI and γII can gain the non-Abelian phase factors UˆγI = Uˆ−12 Uˆ1 and
UˆγII = Uˆ1Uˆ−12 respectively, where Uˆi = exp [iΦiσˆi] (i = 1,2). Since Uˆ1 and Uˆ2 do not commute with each other, the
opposite sequences of winding around the two vortices lead to different non-Abelian phase factors UˆγI ≠ UˆγII .
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