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Abstract
Concatenation State Machine (CSM) is a labeled directed And–Or graph representing a deterministic push-down transducer.
In the high-performance version of CSM, labels associated to edges are words (rather than letters) over the input alphabet. The
throughput of a path p is defined as the sum of the lengths of the labels of the path, divided by the number of edges of p.
The throughput of a CSM M is defined as the infimum of the throughput of all accepting paths of M . In this paper we give an
O(nm log(max−minε )) algorithm, computing an ε-approximation of the throughput of a CSM M , where n is the number of nodes,
m is the number of edges, and max (min) is the maximum (respectively, minimum) of the lengths of the edge labels of M . While
we have been interested in a particular case of an And–Or graph representing a transducer, we have actually solved the following
problem: if a real weight function is defined on the edges of an And–Or graph G, we compute an ε-approximation of the infimum
of the complete hyper-path mean weights of G. This problem, if restricted to digraphs, is strongly connected to the problem of
finding the minimum cycle mean.
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1. Introduction
A sequential transducer may be seen as a finite state machine producing an output. We consider an extension
of sequential transducers called concatenation state machines (CSMs). Besides usual states of finite state machines
(called switch nodes here) a CSM may possess concatenation nodes. When a CSM arrives at a concatenation node c,
all the outgoing edges from c must be taken in sequence while the input word is being read. The process of acceptance
of an input word by a CSM may be viewed as a traversal of a complete hyper-path of the corresponding And–Or graph
where concatenation and switch nodes are seen as And- and Or-nodes, respectively (see Appendix A).
Concatenation state machines are applicable in real-time network packet classification. The problem of packet clas-
sification consists of mapping data packets to different classes, based on their contents. Integrated Device Technology
Inc. has developed a family of programmable processing units for real-time network packet classification and filtering,
called PAX.port engines. These engines are highly optimized interpreters of CSMs. PAX.port hardware is configured
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machine. Such a layout, also called “high-performance concatenation state machine”, allows variable symbol size,
which means that there is a varying number of input bits consumed during a single transition of the CSM. Intuitively,
a layout consuming on average a bigger number of bits per transition, inspects more bits per memory cycle yielding
better throughput for the device. The quality of a pattern memory load is measured by its size and its guaranteed
throughput, i.e., the smallest ratio of the number of processed bits of the incoming packet to the number of memory
cycles needed for inspection of the packet. Hence, when choosing between two pattern memory loads, we are con-
fronted with a typical trade-off: to guarantee faster inspection (by means of better throughput) we usually have to
choose a larger pattern memory load.
In this paper we give an O(nm log(max−min
ε
)) algorithm, computing an ε-approximation of the throughput of a
CSM M , where n is the number of nodes, m is the number of edges, and max (min) is the maximum (respectively,
minimum) of the lengths of the edge labels of M . Edges are labeled by input words, hence length of such label is the
number of input symbols read over its edge traversal. This algorithm actually solves the following problem which can
be considered a generalization of finding the minimum cycle mean (solved in [1] in the context of directed graphs) for
And–Or graphs. Let G be an And–Or graph with a real weight function defined on its edges. The problem consists of
finding the infimum of the mean weights of all complete hyper-paths of G.
In case G does not contain And nodes, i.e., G is a digraph, then our problem consists of finding the minimum cycle
mean of G. Karp [1] presented an elegant characterization of the minimum cycle mean problem, leading to an efficient
O(nm) algorithm. Several papers followed ([2–7], and many others) proposing solutions to different variations of the
problem, many of them based on the original Karp’s algorithm.
In comparison to digraphs, the presence of And nodes in And–Or graphs makes the problem more difficult. Graphs
admitting vertices with the functionality of Or nodes and And nodes were most often studied in the literature in the
context of applications in artificial intelligence [8–11]. Path algorithms for And–Or graphs were often investigated
in the more general settings of hyper-graphs [12,13]. To the knowledge of the authors of this paper, the problem of
minimum cycle mean has not been addressed in the context of hyper-graphs or And–Or graphs.
The paper is organized as follows. Section 2 presents formal definition of a high-performance CSM and explains
its operation. In Section 3 we define the throughput of a CSM and introduce our algorithm for throughput calculation.
The correctness of the algorithm and its complexity is presented in Section 4. Section 5 explains how this algorithm
is used for improving the throughput of a packet classification hardware. The paper is concluded by Section 6.
2. Concatenation State Machine
In this section we recall the formal definition of Concatenation State Machine as an abstract device for defining
simple functions, see [14]. We slightly differ from the original definition of CSM, introduced in [14]. Namely, in this
paper, we consider the high-performance version of a CSM, in which an outgoing edge of a switch node is labeled by
an input string instead of a single input symbol.
Definition 1. A CSM is a rooted directed graph with possibility of multiple edges, which can be characterized by
M = (Σ,Ω,S,C,A,ηS, ηC,λ, vin), where:
• Σ , Ω , S, C, A are finite sets of input symbols, output symbols, switch nodes, concatenation nodes, and accepting
nodes, respectively;
• ηS : (S,Σ∗) → (S ∪C ∪A), and ηC : (C, {left, right}) → (S ∪C ∪A) are partial mappings determining the
destination nodes corresponding to the labeled outgoing edges of the switch nodes and the outgoing edges of the
concatenation nodes, respectively;
• λ :A → Ω∗ is a partial mapping which specifies the label of every accepting node;
• vin ∈ (S ∪ C ∪ A) is the initial node.
We require that ηS be prefix deterministic, i.e., for every switch node s ∈ S and input words u,w ∈ Σ∗, if ηS(s,w)
and ηS(s, u) are both defined, then neither u nor w is a proper prefix of the other.
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Fig. 1 shows an example of a CSM. It is built over input alphabet Σ = {a, b, c} and output alphabet Ω = {X,Y,Z}.
The initial node of the CSM, vin, is distinguished by a short incoming arrow. The only switch node of this CSM,
s1, is represented by a plain circle while the concatenation nodes vin, c1 and c2, are represented by rectangles with
left edge outgoing from the left and right edge outgoing from the right part of the node. The outgoing edges of
concatenation nodes are shown using dash lines. Accepting nodes are represented by double circles.
A CSM M = (Σ,Ω,S,C,A,ηS, ηC,λ, vin) implements a partial mapping from words over the input alphabet
Σ into words of the output alphabet Ω . This partial mapping can be computed by associating an execution stack
to M , which keeps a list of nodes denoted by stack ∈ (S ∪ C ∪ A)∗. At the beginning of the execution process the
execution stack contains one element, the initial node, i.e., stack= vin. Running the following execution loop, the
CSM processes the nodes of the execution stack until the stack becomes empty.
execution loop:
• The top node of the stack, t , is popped. Then,
– If t is a switch node, t ∈ S, the machine reads an initial segment of the input stream corresponding to a string
u ∈ Σ∗ for which ηS(t, u) is defined, and it pushes the node ηS(t, u) on the top of the execution stack. Here
we say that the CSM “goes through” the outgoing edge of the node t which is labeled by u, i.e., the edge that
connects t to ηS(t, u). Note that, because of the prefix deterministic property of ηS , the initial segment of the
input stream corresponding to u is unique.
– If t is a concatenation node, t ∈ C, the machine pushes two nodes on the stack, first ηC(t,right) and then
ηC(t,left) (so node ηC(t,left) is on the top of the execution stack). In this case we say that the CSM goes
through the left edge right away and goes through the right edge later when the node ηC(t,right) is
popped from the stack.
– If t is an accepting node, t ∈ A, then the machine outputs λ(t).
• If the execution stack is not empty the execution loop is continued.
Intuitively, a switch node can be seen as a state in a deterministic automaton. A concatenation node, on the other
hand, represents a “subroutine call” for the destination of the left edge; once the subroutine terminates, we continue
with the destination of the right edge. Accepting nodes are “return” instructions producing values defined by their
labels.
We say that M accepts w if starting with stack= vin and reading the input word w, the execution stack becomes
empty. The result is the concatenation of all outputs produced by the accepting nodes.
In a CSM, a path p starting from a node u is defined as a finite sequence of edges, possibly with repetitions, which
the CSM can go through successively, starting with stack = u, to the end of the execution loop (i.e., ending with
an empty execution stack). A path which corresponds to an accepted word (i.e., a path starting with stack= vin) is
called an accepting path. Thus, an accepting path begins from an edge outgoing from the initial node and ends with
an edge incoming to an accepting node. We use |p| to denote the number of edges in p.
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and the accepting path, p, is given by the following sequence of edges: (vin,left, s1) (s1, a, c1), (c1,left, a2)
(c1,right, s1) (s1, bc, c2) (c2,left, s1) (s1, bc, c2) (c2,left, s1) (s1, cab, a3) (c2, right, a4) (c2,right, a4)
(vin,right, a1). A triple (u, l, v) stands for an edge connecting node u to node v and its label l. If u is a switch node
then l is an input string and if u is a concatenation node, l ∈ {left,right}. For the above example of p, we have
|p| = 12.
We suppose that every node of a CSM is “useful”, i.e., there is at least one accepting path of the CSM that goes
through that node.
3. An algorithm for throughput calculation
We define weight function w on the set of edges of a CSM M into integer numbers as follows:
• for every edge e outgoing from a concatenation node, w(e) = 0, and,
• for every edge e outgoing from a switch node (called also “switch edge”), w(e) is equal to the length of the label
of that edge.
The weight function w on edges extends naturally to paths: w(e1e2 . . . ek)
def= w(e1)+w(e2)+· · ·+w(ek). Notice
that the weight of an empty path is 0.
Definition 2. The throughput t (p) of a nonempty path p is defined as the length of the string obtained by concatenating
all the labels on its edges divided by the number of edges. The throughput of a CSM is defined as the infimum of the
throughput of all nonempty accepting paths of the CSM. Therefore, the throughput of a CSM, M , can be expressed as:
throughput(M) def= inf
p∈P
w(p)
|p| ,
where P is the set of all accepting paths of M .
The above definition implies that only the lengths of the labels on the edges of a CSM affect the throughput of
the CSM and the throughput is independent of the labels of accepting nodes. As an example consider the path made
by the following sequence of edges on the CSM of Fig. 1: (s1, cb, c1) (c1,left, a2) (c1,right, s1) (s1, a, c1)
(c1,left, a2) (c1, right, s1) (s1, bc, c2) (c2,left, s1) (s1, cab, a3) (c2,right, a4). The number of edges on
this path is 10 and the length of the string obtained from concatenating its labels equals 8. Hence, the throughput of
this path is 45 . As another example consider again the accepting path corresponding to string abcbccab which was
given in previous section. This path contains 12 edges, and accepts a word of length 8, hence its throughput equals 23 .
The throughput of the CSM of Fig. 1 is 13 . There is no accepting path on the CSM which can achieve this throughput.
However, for every δ > 0, there is an n 1 and an accepting path of the CSM corresponding to the input string ancab,
which has a throughput of n+33n+3 <
1
3 + δ.
The first step in presenting our algorithm for calculating an ε-approximation of the throughput of a CSM is the
following observation.
Lemma 3. The throughput of a CSM lies between the minimum and the maximum of the weights of its edges.
Now suppose that we have an oracle, called Lower_Bound, which takes as input a CSM, M , together with a
real value μ, and returns true if μ is a lower bound for the throughput of M , i.e., μ throughput(M); or false,
otherwise. Having the Lower_Bound oracle and using Lemma 3, we can design an algorithm for finding an ε-ap-
proximation of the throughput of a CSM, M , where ε is a positive real number; Let min and max be the minimum
and maximum weights of the edges of M . The algorithm performs a binary search on the range [min,max]. In each
step of the binary search, the algorithm considers a value μ from this range as a possible candidate for the throughput
of M . It then applies the Lower_Bound oracle to verify if μ is a lower bound for the throughput, and halves the
range accordingly. The algorithm continues as long as the approximation distance ε remains smaller than the length
of the range. This algorithm, that we call Throughput_Approximation(M,ε), is presented in Fig. 2.
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upper_bound := max
lower_bound := min
μ := (upper_bound + lower_bound)/2
while (upper_bound − lower_bound  ε) do
if Lower_Bound(M,μ) then
lower_bound := μ else upper_bound := μ
μ := (upper_bound + lower_bound)/2
return μ
Fig. 2. Throughput_Approximation(M,ε): finds an ε-approximation of the throughput of M .
Lower_Bound(M,μ)
1 for each v ∈ S ∪ C do d(v) := ∞
2 for each v ∈ A do d(v) := 0
3 j := |S ∪ C| + 1; change :=true
4 while (change and j  1) do
5 change :=false
6 for each s ∈ S do
7 tmp := min{wμ(e) + d(x) | e = (s, l, x) is an edge in M}
8 if tmp < d(s) then d(s) := tmp; change :=true
9 for each c ∈ C do
10 tmp :=∑{wμ(e) + d(x) | e = (c, l, x) is an edge in M}
11 if tmp < d(c) then d(c) := tmp; change := true
12 j := j − 1
13 if (change or d(vin) < 0) then return false else return true
Fig. 3. Lower_Bound(M,μ): checks if μ is a throughput lower bound of M .
Definition 4. For a CSM M and an arbitrary real value μ we define μ-updated weight function wμ on the set of edges
of M into real numbers:
wμ(e)
def= w(e) − μ
for every edge e of the CSM.
The μ-updated weight of a path p = e1 . . . ek is wμ(p) def= wμ(e1)+· · ·+wμ(ek), and thus wμ(p) = w(p)−|p|μ.
Our implementation of the Lower_Bound oracle is based on the following lemma.
Lemma 5. For a CSM M and a real value μ we have:
μ throughput(M) ⇔ wμ(p) 0, for every accepting path p of M.
Proof. Let μ∗ = throughput(M):
μ μ∗ ⇔ ∀p ∈ P, w(p)|p|  μ
∗  μ ⇔ ∀p ∈ P, wμ(p)|p| =
w(p) − |p|μ
|p|  μ
∗ − μ 0. 
Lemma 5 states that, in order to verify if μ is a lower bound of the throughput of M , it is sufficient to check if every
accepting path p satisfies wμ(p) 0. Intuitively, our implementation of the Lower_Bound oracle is an extension of
the Bellman–Ford single-source shortest path algorithm to the CSMs with μ-updated weight function. If the shortest
path (with respect to wμ) exists, we simply check if its μ-updated weight is non-negative. If no shortest path can be
found, then it means that there is an infinite number of paths with negative μ-updated weights. The Lower_Bound
algorithm is presented in Fig. 3.
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4. Correctness and complexity
We have to prove that the Throughput_Approximation(M,ε) algorithm returns a value which is an ε-
approximation of the throughput of the CSM M . Based on the arguments of the previous section, we only need to
show the correctness of our implementation of the Lower_Bound(M,μ) oracle. For this purpose, we introduce the
concept of c-path.
Definition 6. A c-path of a CSM M is a pair (π,φ), where π is an ordered rooted tree and φ :π → M is a graph
morphism such that, for every vertex x in π :
• if φ(x) is a switch node in M then x has exactly one outgoing edge,
• if φ(x) is a concatenation node of M then x has a pair (e1, e2) of outgoing edges such that φ(e1) = (φ(x),
left, v) and φ(e2) = (φ(x),right, v′), for some nodes v, v′ in M .
The node u = φ(r), where r is the root of π , is called the starting node of the c-path. In order to underline that u
is the starting node of the c-path, we will denote the c-path by (πu,φ).
Note that the definition of c-path implies that for every leaf vertex x of the c-path (πu,φ), we have φ(x) ∈ A. Note
also that every c-path corresponds to a path of the CSM, and if u is the initial node, then the c-path corresponds to
an accepting path of the CSM. In fact, there is a one-to-one correspondence between the paths of a CSM starting in a
node v and the c-paths (πv,φ): the (ordered) DFS traversal of each such c-path defines, through φ, a unique path of
the CSM starting with stack= v.
An example of a c-path corresponding to the accepting path (vin,left, s1), (s1, bc, c2), (c2,left, s1),
(s1, cab, a3), (c2,right, a4), (vin,right, a1) of the CSM of Fig. 1, is illustrated in Fig. 4.
Definition 7. Let M = (Σ,Ω,S,C,A,ηS, ηC,λ, vin) be a CSM, (πu,φ) a c-path of M , and E the set of edges in πu.
We define:
• the length of the c-path: |(πu,φ)| def= |E|, i.e., number of edges in πu;
• the weight of the c-path: w(πu,φ) def= ∑e∈E w(φ(e));
• the throughput of the c-path: throughput(πu,φ) def= w(πu,φ)/|(πu,φ)|;
• the μ-updated weight of the c-path: wμ(πu,φ) def= ∑e∈E wμ(φ(e)); and• the height of the c-path, denoted by h(πu,φ), as the height of the tree πu.
It is easy to see that the length, weight, throughput, and μ-updated weight of a c-path are equal to those of its
corresponding path in the CSM.
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loop of Lower_Bound(M,μ). We have:
(1)∀(πu,φ), if h(πu,φ) k then dk(u)wμ(πu,φ)
and
(2)dk(u) = ∞ or ∃(π ′u,φ′), such that wμ(π ′u,φ′) = dk(u).
Proof. The proof is by induction on k. Consider k = 0, i.e., before entering the loop for the first time. The only nodes
of the CSM which can be the starting nodes of a c-path with height zero are the accepting nodes. For every accepting
node, a ∈ A, we have d0(a) = 0, which is equal to the μ-updated weight of a c-path with no edges.
Assuming the inductive hypothesis, we prove that the invariants hold at the end of the (k + 1)th iteration of the
while loop of Lower_Bound(M,μ). Suppose that (2) holds for every node during the kth iteration of the while
loop. If u is a switch node and during the (k + 1)th iteration of the while loop d(u) changes in line 8, we find a
node x and an edge (u, l, x), which may be added to the c-path starting at x to make a new c-path (π ′u,φ′) such that
wμ(π
′
u,φ
′) = dk+1(u). Similarly if u is a concatenation node, and during the (k+1)th iteration of the while loop d(u)
changes in line 11, we find two edges (u,left, x) and (u,right, y), which may be added to the c-paths starting in
x and y, respectively, to make a new c-path (π ′′u ,φ′′) such that wμ(π ′′u ,φ′′) = dk+1(u), which proves (2).
In order to prove (1) by induction, we first observe that dk+1(u) satisfies the following properties:
• if u is a switch node, then:
(3)dk+1(u)min
{
wμ(e) + dk(x) | e = (u, l, x) is an edge in M
};
• if u is a concatenation node, then:
(4)dk+1(u)
∑{
wμ(e) + dk(x) | e = (u, l, x) is an edge in M
}
.
Indeed, both statements hold because the value of dk+1(u), computed by Lower_Bound(M,μ), is either exactly
the value at the right-hand side of the inequalities (3) and (4) (when all d(x) values were computed in the previous
iterations of the while loop), or is a smaller value (when some d(x) values were decreased during the current, i.e.,
(k + 1)th, iteration).
Now, for a switch node u we use (3):
min
{
wμ(πu,φ) | h(πu,φ) k + 1
}
= min{wμ(e) + wμ(πx,φ′) | h(πx,φ′) k and e = (u, l, x) is an edge in M
}
 dk+1(u).
Using (4) and a similar reasoning, (1) can be proved for concatenation nodes. 
Lemma 9. If after an iteration of the while loop in Lower_Bound(M,μ) change = false, then d(vin) carries the
minimum μ-updated weight of all accepting paths of M .
Proof. The boolean variable change remains false after an iteration of the while loop only if there is no change
in d(x), for any node x, during that iteration. So no additional iteration of the while loop would modify d(x). By
Lemma 8,
∀k  0, d(vin)min
{
wμ(πvin , φ) | h(πvin , φ) k
}
and
∃(π ′vin , φ′) such that wμ(π ′vin , φ′) = d(vin).
Thus, d(vin) = min{wμ(πvin , φ)} = minp∈P {wμ(p)}, where P is the set of all accepting paths of M . 
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infinite number of ) accepting paths with negative μ-updated weights.
Proof. Having change = true at the end of the last iteration of the while loop means that there is a node v ∈
S ∪ C such that d|S∪C|+1(v) < d|S∪C|(v). By Lemma 8, there is a c-path Π = (πv,φ), whose μ-updated weight is
d|S∪C|+1(v). Since d|S∪C|+1(v) < d|S∪C|(v), the height of Π is at least |S ∪ C| + 1. This means that there must exist
two different vertices x and y with φ(x) = φ(y) = u, for some u ∈ S ∪ C, such that x is an ancestor of y in πu and
if we consider the subtrees of πu which stem from x and y as two c-paths (π ′u,φ′) and (π ′′u ,φ′′), respectively, then
wμ(π
′
u,φ
′) < wμ(π ′′u ,φ′′). We can replace π ′′u with π ′u in the tree πu constructing a new c-path Π ′ with wμ(Π ′) =
wμ(Π) − wμ(π ′′u ,φ′′) + wμ(π ′u,φ′) < wμ(Π). Repeating the same procedure, we can construct c-paths starting at v
with negative μ-updated weights. As v is reachable from vin, we conclude that the CSM has (an infinite number of)
accepting paths with negative μ-updated weights. 
As a direct consequence of Lemmas 9 and 10, we can formulate the following theorem.
Theorem 11. The procedure Lower_Bound(M,μ) returns true if and only if μ is a lower bound for the throughput
of M , i.e., μ throughput(M).
In order to calculate the complexity of the Throughput_Approximation algorithm, we notice that the algo-
rithm executes the while loop log(max−min
ε
) times. Since the while loop of the Lower_Bound procedure is executed
|S ∪ C| + 1 times in the worst case, and each such execution examines every edge of the CSM exactly once, the total
complexity amounts to O(nm log(max−min
ε
)), where n and m are the number of nodes and edges in M , respectively.
5. Improving packet classification throughput
We have used the throughput calculation algorithm of Section 3 to improve the throughput of the PAX.port classifi-
cation hardware. For this purpose we first apply the algorithm to the CSM model of the hardware to calculate (a close
approximation of) its throughput. Then, if this throughput is lower than the incoming line speed to the hardware, a
slightly different variant of the algorithm is used to identify the critical paths of the CSM. A critical path is either an
acyclic accepting path with throughput equal to the throughput of the CSM or it contains a cycle which has a through-
put equal to the throughput of the CSM. In the latter case, we have a CSM whose throughput cannot be achieved by
any finite path of the CSM but for every δ > 0, there is a path on the CSM that has a throughput in a δ-neighborhood
of the throughput of the CSM. After identifying the part of the CSM responsible for the critical path, we replace
the corresponding fragment of the pattern memory load by another one, equivalent from the classification standpoint,
whose guaranteed throughput is improved. Most often, the cost for this improved throughput is an increase in the size
of the pattern memory. The procedure is used iteratively until an acceptable trade-off between the throughput and the
size of its pattern memory is achieved.
6. Final remarks
Concatenation State Machines (CSM) are a subclass of labeled directed And–Or graphs which are used as a model
for packet classification hardware developed by IDT Canada Inc. In this paper we introduced and investigated the
problem of finding the throughput of a CSM. We presented an algorithm, computing an ε-approximation of the
throughput of a CSM M . The time complexity of the algorithm is O(nm log(max−min
ε
)), where n is the number of
nodes, m is the number of edges, and max (min) is the maximum (respectively, minimum) of the lengths of the edge
labels of M .
Our algorithm as presented here actually solves a more abstract problem of finding an ε-approximation of the
infimum of the mean weights of all complete hyper-paths of an And–Or graph with real weight values. The definitions
of And–Or graph, complete hyper-path, and mean weight of a complete hyper-path are presented in Appendix A.
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The throughput calculation algorithm that is presented in this paper solves the problem of finding an ε-approx-
imation of the infimum of the mean weights of all complete hyper-paths of an And–Or graph with real weight values.
The definitions of And–Or graph, complete hyper-path, and mean weight of a complete hyper-path are presented
below.
Definition 12. An And–Or graph is a quadruple G = (C,S,E,λ), where C,S, and E are pairwise disjoint and
finite sets of And-nodes, Or-nodes, and edges, respectively, and λ is a mapping λ :E → (C ∪ S) × (C ∪ S) defining
connections of edges, i.e., if λ(e) = (x, y) then edge e starts in x and leads to y. The set of “accepting nodes”, i.e.,
those And-nodes which do not have outgoing edges, is denoted by A.
Definition 13. Let G = (C,S,E,λ) be an And–Or graph. A complete hyper-path of G is a pair (π,φ), where π is an
ordered rooted tree and φ :π → G is a graph morphism such that, for every vertex x in π :
• if φ(x) ∈ S then x has exactly one outgoing edge,
• if φ(x) ∈ C and φ(x) has exactly n outgoing edges e1, . . . , en, then x has exactly n outgoing edges f1, . . . , fn,
such that φ(fi) = ei , for i = 1, . . . , n.
The above definition implies that every leaf x of a complete hyper-path (π,φ) corresponds to an accepting node,
i.e., φ(x) ∈ A.
Definition 14. For an And–Or graph G = (C,S,E,λ), a weight function w is defined as any mapping w :E →R,
i.e., any mapping from the edges of G into real numbers.
Definition 15. Let (π,φ) be a complete hyper-path of an And–Or graph G = (C,S,E,λ) with a weight function w.
We define:
• the length of the hyper-path: |(π,φ)| def= |E|, i.e., number of edges in π ;
• the weight of the hyper-path: w(π,φ) def= ∑e∈E w(φ(e));
• the mean weight of the hyper-path: mean(π,φ) def= w(π,φ)/|(π,φ)|.
The algorithms Throughput_Approximation (Fig. 2) and Lower_Bound (Fig. 3) can be directly used
to find an ε-approximation of the infimum of the mean weights of all complete hyper-paths of an And–Or graph
M = (C,S,E,λ), with the set of accepting nodes denoted by A, and with real weight values of edges given by a
weight function w.
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