We introduce the thermodynamic variational objective (TVO) for learning in both continuous and discrete deep generative models. The TVO arises from a key connection between variational inference and thermodynamic integration that results in a tighter lower bound to the log marginal likelihood than the standard variational evidence lower bound (ELBO), while remaining as broadly applicable. We provide a computationally efficient gradient estimator for the TVO that applies to continuous, discrete, and non-reparameterizable distributions and show that the objective functions used in variational inference, variational autoencoders, wake sleep, and inference compilation are all special cases of the TVO. We evaluate the TVO for learning of discrete and continuous variational auto encoders, and find it achieves state of the art for learning in discrete variable models, and outperform VAEs on continuous variable models without using the reparameterization trick.
Introduction
Unsupervised learning in richly structured deep latent variable models (Kingma and Welling, 2014; Rezende et al., 2014) remains challenging. Fundamental research directions include low-variance gradient estimation for discrete and continuous latent variable models (Mnih and Gregor, 2014; Mnih and Rezende, 2016; Tucker et al., 2017; Naesseth et al., 2017; Figurnov et al., 2018) , tightening variational bounds in order to obtain better model learning (Burda et al., 2016; Maddison et al., 2017a; Le et al., 2018a; Naesseth et al., 2018) , and alleviation of the associated detrimental effects on the learning of the inference network (Rainforth et al., 2018) .
We present the thermodynamic variational objective (TVO) based on a key connection we make between thermodynamic integration (TI) and variational inference (VI), namely that the "instantaneous elbo" (Blei) that appears in VI is equivalent to the first derivative of the potential function that appears in TI. We demonstrate that optimizing the TVO leads to improved learning of both discrete and continuous latent-variable deep generative models. The gradient estimator we derive for optimizing the TVO does not require the high-variance REINFORCE estimator for discrete latent variables (Williams, 1992) , nor the reparameterization trick which is only applicable to a limited family of continuous latent variables.
The TVO is a lower bound to the log evidence which can be made arbitrarily tight. We empirically show that optimizing the TVO results in better inference networks than optimizing the importance weighted autoencoder (IWAE) objective (Burda et al., 2016) for which tightening of the bound is known to make inference network learning worse (Rainforth et al., 2018) . While this problem can be ameliorated by reducing the variance of the gradient estimator in the case of reparameterizable latent variables (Tucker et al., 2018) , resolving it in the case of non-reparameterizable latent variables currently involves alternating optimization of model and inference networks (Hinton et al., 1995; Bornschein and Bengio, 2015; Le et al., 2018b) .
The Thermodynamic Variational Objective
The evidence lower bound (ELBO), which is used in learning variational autoencoders (VAEs), lower bounds the log evidence of a generative model p θ (x, z) parameterized by θ of a latent variable z and data x, as it can be written as the log evidence minus a Kullback-Leibler (KL) divergence ELBO(θ, φ, x) := log p θ (x) − KL (q φ (z|x)||p θ (z|x)) ,
where q φ (z|x) is an inference network parameterized by φ. As illustrated in Figure 1 , the TVO 1 K ELBO(θ, φ, x) +
TVO(θ,φ,x)
lower bounds the log evidence by using a Riemann sum approximation to the thermodynamic variational identity (TVI), a one-dimensional integral over a scalar β in a unit interval which evaluates to the log model evidence log p θ (x). The integrand, which is a function of β, is an expectation of the so-called "instantaneous ELBO" (Blei) under a geometric combination of p θ (x, z) and q φ (z|x) which we call π β (z) and define in Section 3. Remarkably, at β = 0, the integrand equals the ELBO. This therefore allows us to view the ELBO as a single-term left Riemann sum of the TVI. At β = 1, the integrand equals to the evidence upper bound (EUBO). This sheds a new unifying perspective on the VAE and wake-sleep objectives, which we explore in detail in Section 5.
Connecting Thermodynamic Integration and Variational Inference
Suppose there are two unnormalized densitiesπ i (z) (i = 0, 1) and corresponding normalizing constants Z i := π i (z)d z, which together define the normalized densities π i (z) :=π i (z)/Z i . We can typically evaluate the unnormalized densities but cannot evaluate the normalizing constants. TI allows us to compute the log of the ratio of the normalizing constants, log Z 1 /Z 0 . To do this, we first form a family of unnormalized densities (or a "path") parameterized by β ∈ [0, 1] between the two distributions of interestπ
with the corresponding normalizing constants and normalized densities
Following (Neal, 1993), we will find it useful to define a potential energy function U β (z) := logπ β (z) along with its first derivative U β (z) = dU β (z) dβ . We can then estimate the log of the ratio of the normalizing constants via the identity central to TI, derived in Appendix B,
Our key insight connecting TI and VI is the following. If we set
this results in a geometric path between the variational distribution q φ (z|x) and the model p θ (x, z)
where the first derivative of the potential is equal to the "instantaneous ELBO" (Blei)
Substituting this identity and Z 0 = 1 and Z 1 = p θ (x) into (5) results in the thermodynamic variational identity:
This means that the log evidence log p θ (x) can be expressed as a one-dimensional integral of an expectation of the instantaneous ELBO under π β from β = 0 to β = 1 (see Figure 1 (right)).
To obtain the thermodynamic variational objective (TVO) defined in (2), we approximate the integral in (9) using a left Riemann sum. In order for the left Riemann sum to be a lower bound to the integral, we require the integrand to be increasing. The derivative of the integrand is equal to the variance of U β (z) under π β (z) (see Appendix C) which means that it is non-negative, and so the integrand itself must be increasing. This is due to the fact that U β (z), the instantaneous ELBO, is independent of β for our choice of the path in (7). For equal spacing of the partitions, where β k = k/K, we arrive at the TVO in (2), illustrated in Figure 1 (middle). We present a generalized variant with non-equal spacing in Appendix A.
Maximization of the ELBO(θ, φ, x) can be seen as a special case of the TVO, since for β = 0, π β (z) = q φ (z|x) so the integrand in (9) becomes E q φ (z|x) log
which is equivalent to the definition of ELBO in (1). Because the integrand is increasing, we have
which means that the TVO is an alternative to IWAE for tighten the variational bounds. In Appendix D we show maximizing the TVO is equivalent to minimizing a divergence between the variational distribution and the true posterior p θ (z | x).
The integrand in (9) is typically estimated by long running Markov chain Monte Carlo chains computed at different values of π β (z) (Friel and Pettitt, 2008; Lartillot and Philippe, 2006) . Instead, we propose a simple importance sampling mechanism that allows us reuse samples across an arbitrary number of discretizations and which is compatible with gradient-based learning.
Optimizing the TVO
We now provide a novel gradient estimator for the TVO which doesn't involve the REINFORCE estimator nor the reparameterization trick.
Gradient of TVO. The gradient of TVO consists of terms of the form
and f λ (z) which are parameterized by λ (say λ := (θ, φ)). We can compute such terms as
as shown in Appendix E. The covariance in (11) has the same dimensionality as λ ∈ R D because it is between ∇ λ logπ λ,β (z) ∈ R D and f λ (z) ∈ R and is defined as
Thus, estimating the gradient in (11) requires estimating expectations under π β .
Estimating Expectations. We can estimate an expectation of a general function f (z) under π β (z) using S-sample importance sampling using q φ (z|x) as the proposal distribution
where z s ∼ q φ (z|x), w q φ (zs|x) , since each unnormalized importance weight can be expressed as
We can reuse the S samples z s ∼ q φ (z|x), since evaluating the normalized weight w β k s only requires raising each weight to different powers of β k before normalizing. Reusing S samples instead of sampling SK times reduces the variance of the estimator (Owen, 2013).
The gradient estimator in (11) doesn't require z to be reparameterizable, nor does it use the potentially high-variance REINFORCE estimator. This means that it can be used in the case of nonreparameterizable continuous latent variables as well as in the case of discrete latent variables without modifying the model using continuous relaxations (Jang et al., 2017; Maddison et al., 2017b) .
Generalizing Variational Objectives
The wake-sleep (WS) (Hinton et al., 1995) and reweighted wake-sleep (RWS) (Bornschein and Bengio, 2015; Le et al., 2018b) algorithms have traditionally been viewed as optimizing two separate objectives. We can now view WS as alternating between maximizing a lower bound and minimizing an upper bound of a Riemann approximation to the TVI.
Using the right Riemann sum to approximate the TVI, we can upper-bound log p θ (x). With K equally spaced partitions where β k = k/K, we define the upper-bound variant of the TVO as
where the EUBO is defined
and is analogous to the ELBO under the true posterior at β k = 1.
Methods that optimize the ELBO-variational inference (Blei et al., 2017), variational autoencoders (Kingma and Welling, 2014; Rezende et al., 2014) , and the wake-phase update of WS (Hinton et al., 1995) -can be viewed as optimizing a one-term left Riemann sum approximation of the TVI. Algebraically, this is equivalent to setting K = 1 and dropping the additional terms in the summation of (2). We now show how the sleep-phase update of WS and the wake-phase φ update of RWS can be seen as minimizing the TVO
Sleep-phase φ update. In the sleep phase φ update, we consider θ fixed and minimize TVO
This objective is the same as the inference compilation objective (Le et al., 2018b) .
Wake-phase φ update. In the wake phase φ update, we instead use real data
The gradient estimator for performing this update given in (Le et al., 2018b ) is equivalent to the gradient estimator obtained via equations (11) and (13).
Related Work
Thermodynamic integration was originally developed in physics to calculate the difference in free energy of two molecular systems (Evans, 1986) . Neal (1993) and Gelman and Meng (1998) then introduced TI into the statistics community to calculate the ratios of normalizing constants of general probability models. TI is now commonly used in phylogenetics to calculate the Bayes factor B = p(x|M 1 )/p(x|M 0 ), where M 0 , M 1 are two models specifying (for instance) tree topologies and branch lengths (Lartillot and Philippe, 2006; Xie et al., 2010; Rodrigue and Aris-Brosou, 2011) . We took inspiration from (Fan et al., 2010) who replaced the "power
is a tractable reference distribution chosen to facilitate sampling.
To the best of our knowledge, our work is the first to explicitly connect TI and VI. Grosse et al. (2013) studied annealed importance sampling (AIS), a related technique that estimates partition functions using a sequence of intermediate distributions using a product of ratios of importance weights. They observe the geometric path taken in AIS is equivalent to minimizing a weighted sum of KL divergences and use this insight to motivate their alternative moment-averaged path. In contrast, we observe the instantaneous ELBO common to all the above method is equivalent to the first derivative of the potential (cf. Section 9) and use this to propose a new optimization procedure.
Experiments 7.1 Discrete Deep Generative Models
We optimize the TVO to learn the parameters of a deep generative model with discrete latent variables, also known as sigmoid belief networks (Neal, 1992) . This family of models is used to evaluate objectives, continuous relaxations and control variate methods for learning discrete latent variable models (Mnih and Gregor, 2014; Maddison et al., 2017b; Jang et al., 2017; Mnih and Rezende, 2016; Bornschein and Bengio, 2015; Tucker et al., 2017; Grathwohl et al., 2018) .
We use the binarized MNIST dataset with the standard train/validation/test split of 50000/10000/10000 (Salakhutdinov and Murray, 2008) . The generative model is of the form p(z 1:
where each conditional on z is an independent Bernoulli whose parameters are a linear function of z +1 . The likelihood p(x|z 1 ) is also an independent Bernoulli whose parameters are a linear function of z 1 . We also parameterize the prior p(z L ). The inference network is factorized in an opposite way where Figure 2: Investigation of how number of particles S, number of partitions K, and β 1 affect learning of the generative model. In the first three plots, we vary S and K for three various β 1 and see that while S should be as high as possible, there is a sweet spot for K. Often K = 2 results in good performance, assuming β 1 is well-chosen, as seen in the last plot.
conditional is an independent Bernoulli whose parameters are linear functions of the condition. We set L = 2 and the dimensionality of each z to 200. We optimize the TVO using the Adam optimizer with default parameters.
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The effect of S, K, and β locations In the first set of experiments, we sought to understand the behavior of choosing the discretization β 0:K , number of partitions K and number of particles S.
We expect that increasing the number of partitions K makes the Riemann sum approximate the integral over β more tightly. However, with each addition term we increase bias due to the use of importance sampling to estimate the expectations. Further, importance sampling estimates of points on the curve further to the right are likely to be more biased, since q has to approximate an increasingly less annealed p. We found that combination of these two effects means that there is a "sweet spot", or an optimal number of partitions beyond which additional of partitions will be detrimental to performance.
We also found that the location of the discretization points affects performance, as we have empirically observed the curve in Figure 1 often has a region of high curvature near β = 0. To investigate this, instead of searching over all configurations of β 0:K , we focus only on β 1 , with the rest β 2:K being equally spaced on the logarithmic scale. We hypothesized that if β 1 is located beyond the region of high curvature, adding additional partitions would incur a high cost of bias without capturing much additional area.
To investigate these effects, we performed a sweep over the grid of K ∈ {2, 5, 10, 15, . . . , 50} and S ∈ {2, 5, 10, 50} for a small (10 −10 ), medium (0.1) and large (0.9) β 1 . In figure Figure 2 we show the test log evidence log p(x) at the last iteration, approximated by evaluating the IWAE loss with 5000 samples.
The first effect we see is that increasing number of samples S-which decreases importance sampling bias per partition-improves performance. We also that two partitions are often enough to obtain good performance. In the top left and bottom right plots, we also see that if β 1 is chosen too large, the Riemann sum cannot recover the "lost" area even if number of partitions is increased.
In our second experiment, we fixed K = 2 and investigate the quality of the learned generative model for different β 1 , shown in the bottom right plot of Figure 2 . For each S ∈ {2, 5, 10, 50}, there is an optimal β 1 that is neither the smallest, nor the largest from the ones we searched over. We have empirically observed that the curve in Figure 1 is often rising sharply from β = 0 until a point β * after which it is almost flat until β = 1. Thus, we hope for β 1 to match β * . Given these results, we recommend using as many particles S as possible and performing a hyperparameter search over β 1 (with K = 2 being fixed) when using the TVO objective. Figure 3 (left), we compare the TVO with RWS, where we use only the wake objective to learn φ (which is the better one out of the two) and VIMCO which are state-of-the-art IWAE-based methods for learning discrete latent variable models (Le et al., 2018b) . TVO outperforms both methods in terms of speed of convergence and the final test log evidence log p θ (x) estimated using 5000 IWAE particles as before.
Baseline Comparison In
Since we use K = 2 partitions for the same number of particles S, the time and memory complexity of TVO is double that of other methods. While this is true, in both time and memory cases, the constant factor for increasing S is much higher than for increasing K. As shown in Figure 3 (right), it is virtually free to increase number of partitions. This is because for each new particle, we must additionally sample from the inference network and score the sample under both p and q to obtain the weight. On the other hand, we can reuse the S samples and corresponding weights in estimating values for the K + 1 terms in the Riemann sum. Thus, the part of the computation graph (which gets evaluated in both the forward and backward passes) that is dependent on K is after the expensive sampling and scoring. The part dependent on K only involves creating a few matrices of size S × K and performing basic operations on them.
Finally, we investigate the quality of the learned inference network by plotting the KL divergence (averaged over the test set) between the current q and current p as training progresses (Figure 4 (left) ). This indicates how well q "tracks" p. This is estimated as log evidence minus ELBO where the former is estimated as before and the latter is estimated using 5000 Monte Carlo samples. The KL is lowest for TVO. For all methods, increasing number of particles makes the KL worse. We hypothesize that because it is harder for q to track a p that is learning better. In Figure 4 (right), we plot the gradient variance of the φ gradient estimator for all methods. The gradient estimator of TVO is lower variance than VIMCO but higher variance than RWS. This indicates that TVO is a new, potentially advantageous point on the bias-variance trade-off curve along with REINFORCE (high variance, zero bias), VIMCO (lower variance, zero bias), RWS (even lower variance, biased) but which allows us to learn better and faster.
Continuous Deep Generative Models
We have performed the same set of experiments on the same dataset but with a deep generative model with continuous latent variables. The generative model is of the form p(z)p θ (x|z) = Normal(z|0, I)Bernoulli(x|decoder θ (z)), where z is 200-dimensional and decoder θ is a threelayer multilayer perceptron with tanh activations and sigmoid output which parameterizes the probabilities of the independent Bernoulli distribution. The inference network is of the form q φ (z|x) = Normal(z|encoder φ (x)), where the encoder is a two-layer multilayer perceptron with tanh activations and whose output is passed through two separate linear layers which output the means and the log standard deviations of the independent Normal distribution. We optimize the objectives using the Adam optimizer with default parameters.
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The influence of β 1 , number of partitions K and number of particles S on performance are similar to the discrete case. In Figure 5 , we compare TVO with IWAE and VAE with equivalent computational budget. In the case of VAE, we use S Monte Carlo terms to approximate the ELBO gradient while in IWAE, the sum over S instantaneous ELBO terms is inside the log. TVO outperforms VAE and performs competitively with IWAE despite the latter two using the reparameterization trick.
Conclusions
The thermodynamic variational objective represents a new way to tighten evidence bounds and is based on a novel choice of thermodynamic integration path that tightly connects variational inference and thermodynamic integration. We demonstrated that optimizing the TVO can have a positive impact on the learning of discrete deep generative models and can perform as well as using the reparameterization trick to learn continuous deep generative models. This is a subtle point worth emphasizing. Tightening evidences bound seems to nearly universally help model learning, but gradients estimated using evidence bounds from the importance sampling family seem to negatively impact the inference network. In the end the importance sampling family gradients are not only higher variance but also must be, according to our experimental results, subtly biased so as to lead to less optimal final models. Put another way, the joint optimization path provided by the TVO-derived gradients seems to implicitly regularize towards better models. This and the near equivalence of learning using TVO gradients without reparameterization to IWAE with reparameterization in deep continuous latent variable models encourages much closer examination and experimentation.
The approximate path integration perspective provided by our development of the TVO also sheds light on the connection between otherwise disparate deep generative model learning techniques. In particular, the TVO integration perspective points to ways to improve wake-sleep via tightening the EUBO using similar integral upper-bounding techniques. Further experimentation is warranted to explore how TVO insights can be applied to all special cases of the TVO including non-amortized variational inference and to the use of the TVO as a compliment to annealing importance sampling for final model evidence evaluation. Our unreported initial experiments along these lines show small but positive effects.
The TVO, specifically in the K = 2 case that we use in our experiments, does come with a pesky requirement: choosing β 1 . The choice of β 1 is more important than we would ideally wish for it to be, and grid-searching for an optimal value that maximally fills the area is not ideal. This does, however, point out opportunities for future work wherein we adaptively select optimal positions of the β 1:K points, perhaps borrowing techniques from the Bayesian numerical quadrature literature (O'Hagan, 1991; Rasmussen and Ghahramani, 2003; Osborne et al., 2012 
A The generalized TVO
The TVO presented in Section 3 is a lower bound to log p θ (x) using a left Riemann sum approximation to the thermodynamic variational identity. Using the right Riemann sum results in an upper bound which can be minimized (rather than maximized) during optimization. This loss is used in the inference compilation and during the sleep-phase φ update in the Wake-Sleep algorithm. Below we present both the upper-bound and lower-bound variants of the TVO, with non-equally spaced
where
B Thermodynamic Integration
TI is a technique used in physics and phylogenetics to approximate intractable normalized constants of high dimensional distributions (Neal, 1993; Gelman and Meng, 1998) . It is based on the observation that it is easier to calculate the ratio of two unknown normalizing constants than it is to calculate the constants themselves. More formally, consider two densities over space Z
To apply TI, we form a continuous family (or "path") between π 0 (z) and π 1 (z) via a scalar parameter
The central identity that allows us to compute the ratio log(Z 1 /Z 0 ) is derived as follows. Assuming the legitimacy of exchanging integration with differentiation,
which directly implies
where the quantity U β (z) = logπ β (z) is referred to as the "potential" in statistical physics and U β (z) := ∂ ∂β U β (z). β can be interpreted as the inverse temperature parameter. Because one can typically compute logπ β (z), (26) allows us to exchange the first derivative of something we cannot compute with an expectation over something we can compute. Then, to calculate the ratio log(Z 1 /Z 0 ) we integrate out β on both sides of (26)
C The Increasing Integrand
Given our choice of geometric path
it loses its dependency on β after differentiating. This allows us to show
which entails ∂ ∂β g(β) ≥ 0, ∀β ∈ (0, 1) and therefore that g(β) is monotonically non-decreasing. Changes between lines are tracked in blue.
Proof of Equation (32).
Now we use the "inverse log-derivative" trick
∂ ∂x log f (x) on the first term, and the log-derivative trick on the second
Then we use (26) on the first term, and the definition of U (z) in the second
Finally we rearrange, noting that the expectation is a scalar and can therefore come out of the integrand
Therefore,
D Maximizing the TVO minimizes a divergence between the variational distribution and true posterior
We now show:
Where
) is a divergence between the variational distribution q φ (z | x) and true posterior p θ (z | x). We refer to the notation defined in Appendix C.1 and the definition of divergence defined by Eguchi et al. (1985) .
Proof. The TVO is a left Riemann sum approximation of log p θ (x) = 1 0
is a differentiable monotonically non-decreasing function in β (cf. Equation (32)). The TVO is therefore a lower bound of log p θ (x) and can be written
We will show c(θ, φ, x) = D(q φ (z | x)||p θ (z | x)), which is equivalent to showing
1 is implied in the definition of c in 42. We now show 2 .
If c = 0, the left Riemann sum must be an exact approximation to
is differentiable (and assuming it is finite), the Riemann approximation can only be exact when g(β) is flat (i.e.
Which is only possible when p θ (z | x) = q φ (z | x).
F Special Cases of the TVO
In Table 1 , we summarize different ways the TVO generalizes existing variational objectives. In the main text, we have mentioned that the lower bound variant of the TVO with K = 1 partition can be seen as the ELBO. For K > 1, we have a novel objective which we can optimize with respect to θ, φ or both θ, φ. In the main text, we investigate in detail the latter.
As also mentioned in the main text, the upper bound variant of the TVO with K = 1 partition can be seen as EUBO and hence connects TVO to WS, RWS and inference compilation. For K > 1, we have a novel objective which we can optimize with respect to φ. 
G Additional Illustrations of the Thermodynamic Variational Identity
In Figure 6 , we provide illustrations of how the E π β [U (z)] curve relates to log p θ (x), KL (q||p), KL (p||q), ELBO and EUBO for the cases of ELBO < 0 < EUBO and ELBO < EUBO < 0. In the following, we provide derivations to justify the illustrations.
Figure 6: Different scenarios of the E π β [U (z)] curve where ELBO < 0. On the left, 0 < ELBO < EUBO. In the middle, ELBO < 0 < EUBO. On the right ELBO < EUBO < 0.
Case ELBO < 0 < EUBO. The top-most point of the curve is the EUBO by definition which means that the area A + B is equal to the EUBO because of the unit length of the rectangle. In a similar manner, the ELBO is the negative of the area of C + D. Now, due to the thermodynamic identity, log p θ (x) = 1 β=0 E π β [U (z)] dβ, it is equal to B − C which is the area denoted by the definite integral. To obtain the expressions for the KL, we use the identities log p θ (x) = ELBO(x, θ, φ) + KL (q φ (z|x)||p θ (z|x)) = EUBO(x, θ, φ) = log p θ (x) − KL (p θ (z|x)||q φ (z|x)).
Case ELBO < EUBO < 0. The top-most point of the curve is the EUBO by definition which means that −A is equal to the EUBO because of the unit length of the rectangle. In a similar manner, the ELBO is −A − B − C. Due to the thermodynamic identity, log p θ (x) = 1 β=0 E π β [U (z)] dβ, it is equal to −A − B which is the area denoted by the definite integral. We obtain expressions for the KL similarly as before.
Similar line of reasoning gives rise to the relationships in Figure 6 (left).
H Details for Deep Generative Models
Discrete latent variables. The discrete generative model and inference network is as follows:
= L − 1, . . . , 1, p θ (x|z 1 ) = Bernoulli(x|decoder x (2 z 1 −1) +x), q φ (z 1 |x) = Bernoulli z 1 encoder 1
x −x + 1 2 , q φ (z |z −1 ) = Bernoulli(z |encoder (2 z −1 −1)) = 2, . . . , L, where x ∈ {0, 1} Dx and z ∈ {0, 1} Dz for D x = 784 and D z = 200. We used Pytorch's default parameter initialization. The Bernoulli distributions are independent Bernoulli distributions whose parameters are logits, i.e. they get passed through a sigmoid function to obtain the probability.x is the mean over training data set andx = log (x − 1). In the linear case, the encoders and decoders are linear functions of their inputs. In the non-linear case, they are a three-layer multilayer perceptrons with tanh nonlinearities of the form input_dim By construction, π λ,β=1 (z | x) = p θ (z | x) and π λ,β=0 (z | x) = q φ (z | x) Z λ,β (x) = π λ,β (z)d z 1:N := The normalizing constant for the path distributions. By construction Z λ,β=1 (x) = p θ (x) and Z λ,β=0 (x) = 1 (because q φ (z | x) is assumed to be correctly normalized). U λ,β (z) = logπ λ,β (z) := The potential energy. U λ,β (z) = ∂ ∂β U λ,β (z) := The first derivative of the potential w.r.t β, the inverse temperature.
I Notation

