In the general case it was pointed out that the half-speed sequences b and c were generated by the same wiring polynomial specifying sequence a. Of course, in the special case of m-sequences, b and c will be shifts of a since, by definition, only one sequence, the maximal length sequencesis generated by a primitive wiring pqlynomial. If, as is often the case, the initial condition of sequence a is not important, then it is merely necessary to add bit by bit two half-speed sequences b and c , generated by the same wiring polynomial which specifies a, but with c shifted by 2N-' with respect to b (in the opposite direction to the shift by 7/2) as described by (13) The author is with AT&T Bell Laboratories, Holmdel, NJ 07733. IEEE Log Number 861 1693. symbols) intersymbol interference power ratio of 17 dB, these methods can reduce the variation in symbol error rates by more than two orders of magnitude and decrease the required signal-to-thermal noise ratio for a symbol error rate by more than 2 dB.
I. INTRODUCTION Differential detection of differential phase-shift-keyed (DPSK) signals with noise
correlation and/or intersymbol interference (or power imbalance') has been extensively studied (e.g., 111-[ll] ). However, most of these papers consider only the average symbol error rate for conventional DPSK (with 2na/M, n = 0, * . * , M -1 phase shifts with respect to the previous symbol).
For all M-ary DPSK techniques (except symmetrical binary DPSK with f a / 2 phase shifts), because of the lack of symmetry of the phase shifts for the symbols, the symbol error rate is not the same for all symbols with intersymbol interference [12]-[14] or noise correlatibn [ 7 ] . The variation in the symbol error rates is undesirable and complicates the design of error-correcting codes. The decision regions in the detector can be adjusted, however, to reduce this variation and, at the same time, reduce the average symbol error rate 11 11.
The effect of intersymbol interference and noise correlation on the individual and average symbol error rates depends on M , the decision regions in the detector, the phase shift offset angle (a fixed phase shift added to each symbol interval), and the type of intersymbol interference and noise correlation. Although considering all possible cases for these parameters is impossible, studies of the effect of these parameters on the symbol error rates showed several interesting features as described below, which will be illustrated by studying binary and quaternary DPSK with adjacent intersymbol interference (as in [8] and [lo] ) and noise correlation.
11. DIFFERENTIAL DETECTION At the transmitter, an M-ary DPSK signal can be written as
where A is an amplitude constant, wo is the carrier radian frequency, and a ( t ) is the message-carrying waveform. For the rnth symbol interval of T, seconds (i.e., ( r n -1) T, < t 5 mT,), the message carrying waveform is given by
where +o is the phase shift offset angle and dm is the rnth data symbol, where dm = 0, . . . , M -1. Fig. 1 shows the differential detector analyzed in this paper.2 The received signal z ( t ) , consisting of a distorted DPSK signal and noise, is split into quadrature baseband components. The components are then integrated to generate the symbol signal vector components. The rnth symbol signal vector is therefore given by
where a x and a y are unit vectors defining a rectangular coordinate frame, and e., and eYm are the coefficients of these I With intersymbol interference, the power imbalance (between two adjacent symbol signal vectors used to determine the phase shift) is dependent on the symbol sequence.
The differential detector studied in many papers is often of another form, that shown in Fig. 2 . Our results also apply to this detector, where signal samples and complex phasor notation are employed (see, e.g., [9] , [ll] ). Note that for the detector of Fig. 1 , the decision regions can be easily adjusted, unlike the detector of Fig. 2 vectors, as shown in Fig. 1 . Thus, the phase of Zm is the arctangent of the ratio of the symbol signal vector components. The detection statistic $ is the phase difference3
where L denotes the angle of the vector. The decision rule is ther? given by
where is the decision boundary angle 
x ( t ) dt with the minus and plus signs for AJ~, and AL,, respectively, where x ( t ) is the overall pulse (of duration T,) response of a given system and to is the sampling time. Thus, with adjacent intersymbol intercerence, the two signal vectors that determine the rnth symbol, S, -, and S,, depend on three symbols, dm -1, dm, and dm, I , and can easily be shown to be given by
for i = m -1 and m , respectively, where E, is the energy per symbol without intersymbol interference. Furthermore, we consider only noise correlation between adjacent symbol intervals, i.e., the noise correlation r is given by
r = E [ N m * N,-I]/NO (9)
where E [ -1 denotes expected value, and NO is the single-sided noise power spectral density. From [ l , eq. and L s, by +( t ) . With adjacent intersymbol interference, the probability of error for a given symbol d is the average probability of error for the 2"" symbol sequences (of length 3) with d as the second symbol.
EFFECT OF INTERSYMBOL INTERFERENCE AND NOISE
CORRELATION ON M-ARY DPSK We now study the variation in the individual symbol error rates and the average error rate with intersymbol interference and noise correlation, and consider the effect of the phase shift offset angle do, the number of phases M, and the decision boundary angles These effects are illustrated in Figs. 3-8 for A L P = A L n = 0.1 (17 dB signal-to-interference power ratio) and r = 0.1 and where Eb = E,/log2 M is the energy per bit. ' Consider first the variation in the individual symbol error rates. With conventional (& = 0) DPSK and positive noise correlation with intersymbol interference, the difference in error rates for "0's" and " 1's" is greater than with either impairment alone. As M increases, the variation in the individual symbol error rates increases (for the same intersymbo1 interference and noise correlation). For fixed M , as 40 increases, the variation decreases, with a minimum variation for +o = ?r/M. (With symmetrical (+o = ~/ 2 ) binary DPSK, the error rates for "0's" and "1's" are equal.) For example, from Figs. 3-5 at Eb/No = 14 dB, the symbol error rates vary by a factor of 900 and 1400 for conventional (40 = 0) binary and quaternary DPSK, respectively, and by a factor of 40 for quaternary DPSK with do = %/4.
As discussed previously, since the symbol error rates vary (except for symmetrical binary DPSK), the decision boundary angles can be adjusted to reduce this variation and also reduce the average error rate. Here, we consider adjusting the angles to minimize the average symbol error rate (for given M , 40, A L P , AL,,, and r). With the optimum decision boundary angles, the variation in the individual symbol error rates is also significantly reduced, although the individual symbol error rates are not necessarily equal. For example, from Figs. 6 and 7, with the optimum decision boundary angles the individual symbol error rates vary by a factor of only 5 and 10 with conventional binary and quaternary DPSK, respectively. With the optimum angles the variation is again less with +O = ?r/M, a factor of only 4 for quaternary DPSK. Fig. 6 . The symbol error rate versus the energy-per-bit-to-noise-density ratio for conventional binary DPSK with optimum I ), , and for symmetrical binary DPSK with 'AL,, A L n , and r equal to 4.1. The difference in error rates for "0's" and "1's" is 'much less than that shown in Fig. 3 , and the average symbol error rate for conventional DPSK is also lower.
14.9 dB). Note that although the optimum decision boundary angles vary widely with +o, with these angles the average symbol error rate does not vary significantly with c#I~.
Iv. SUMMARY AND CONCLUSIONS
In this paper we have studied the variation in the individual symbol, error rates and the average error rate for M-ary DPSK with intersymbol interference and noise correlation. Although the individual, symbol error rates can vary by orders of magnitude, this variation can be significantly reduced by using a phase shift offset angle of T I M and also b,y adjusting the decision boundary angles in the detector. Although the phase offset angle has little effect on the average symbol error rate, adjustment of the decision boundary angles can significantly reduce the degradation in error rate performance due to intersymbol interference and noise correlation, particularly for M > 2. Fig. 7 . The symbol error rate versus the energy-per-bit-to-noise-density ratio for conventional quaternary DPSK with optimum decision boundary angles with A L P , AL,,, and r equal to 0.1, The difference in the individual symbol error rates is much less than that shown in Fig. 4 , and the average symbol error rate is also lower. Fig. 8 . The symbol error rate versus the energy-per-bit-to-noise-density ratio for quaternary DPSK with & = 7r/4 for optimum decision boundary angles with A L P , A& and r equal to 0.1. The difference in the individual symbol erFor rates is much less than that shown in Fig. 5 , and the average symbol error rate is also lower. A Nonslotted Random-Access Channel with Higher Utilization ALEKSANDER T. KOZLOWSKI Abstract-The paper considers. a tionslotted random-access radio channel with users divided into a few classes. Assuming that capture exists between these classes of users,and that users allotted to different classes use packets of different lengths, packet and data throughput are obtained. A set of packet lengths is found for which these throughputs exceed throughputs in the case when all, users use equal-length packets. Finally, the sets of packet lengths dnd class traffics are obtained to give the global maximum channel utilization.
INTRODUCTION
Let us consider a random;access radio channel (RAC) like the one used in nonslotted ALOHA [1]-[3] . All channel users are divided into K disjoint 'classes denoted 1 , 2, . * . , K at different power levels in such a way that if k < n, k , n = 1 , packets. Such a model of the system was first analyzed by Metzner [3] under the assumption that all system packets are of equal length. In contrast to that analysis we will assume that, although all the users allotted to one class use packets of equal length, different classes may nevertheless use packets of different lengths. 
