Abstract: Web tools for statistical investigation with an interactive and friendly interface enable users without programming knowledge to conduct their analyses. We develop an Interactive Correlation Environment (ICE) in an open access platform to perform spectral collinearity analysis for biogeochemical activity retrieval. We evaluate its performance on different browsers and applied it to retrieve chlorophyll-a (chl-a) concentration in a tropical reservoir. The use of ICE to retrieve water chl-a concentration got a Root Mean Square Error (RMSE) lower than 7% for seasonal datasets, enhancing ICE's ability to adapt it within season. An RMSE of 17% was found for the mixed dataset with a large range of chl-a concentrations. We conclude that the use of ICE is recommended, due to its quick response, easily manipulation, high accuracy, and empirical adaptation to seasonal variability. Its use is enhanced by the development of hyperspectral sensors, which allow the identification of several biogeochemical components, such as chl-a, phycocyanin (PC), soil salinity, soil types, leaf nitrogen, and leaf chl-a concentration.
Introduction
Statistical techniques, such as correlation, have been used for different analyses, such as sequence comparison [1] , time series [2] , and data collinearity [3] . Spectral collinearity analyses have been used by remote sensing scientists to retrieve biogeochemical activity from spectral measures using in situ, airborne or orbital hyperspectral sensors. Remote sensing scientists have been investigating the use of spectral collinearity analyses to identify and map several biogeochemical components, such as aquatic chlorophyll-a (chl-a) [4] , phycocyanin (PC) [5] , soil salinity [6] , soil types [7] , leaf nitrogen, and leaf chl-a concentration [8] .
The application of two dimensional (2D) correlation plots for remote sensing studies of water quality generally makes use of a band ratio as it suppresses the specular reflection from water under wavy conditions [9] . Oki [10] analyzed the reason of good performance of band ratios on the estimation of chl-a concentration and concluded that band selection is a crucial step in the process. Ha et al. [11] , using the Moderate Resolution Imaging Spectroradiometer (MODIS)/Terra, proposed a model based on the ratio of green and blue band reflectance to also estimate chl-a in a the Tien Yen Bay in Northern Vietnam. On the other hand, Gitelson et al. [12] recommended for chl-a bio-optical models in inland waters the use of red and near infrared (NIR) relationship because of the high interference of other constituents on the blue channel. Ogashawara et al. [13] analyzed the performance of several reflectance-based bio-optical models for the estimation of PC. Among the analyzed algorithms, three published band ratios were analyzed: Schalles and Yacobi [14] (R rs (650)/R rs (624)), Simis et al. [15] (R rs (709)/R rs (620)) and Mishra et al. [16] (R rs (700)/R rs (600)). Results from Ogashawara et al. [13] showed that for high concentrations of PC Simis et al. [15] and Mishra et al. [16] band ratios showed better performance, however for low PC concentrations, locally tuned band ratios have the best performance. This finding enhances Oki's [10] idea of the importance of spectral bands selection for the bio-optical modeling of biogeochemical constituents.
Therefore, 2D correlation plots are an important tool for band selection because of its capability to cover all possible band ratios. Its importance is enhanced by the new hyperspectral sensors that have been developed in recent years, as well as future sensors. Despite these advantages of using this statistical technique as tool, the use of 2D color correlation plots for several remote sensing applications is still restricted due to the lack of a statistical tools to easily calculate them.
The development of web tools has been extensively reported in the last decade due to the increasing exposure of the World Wide Web as a ubiquitous communication medium [17] . These web tools have been developed for different applications to support their clients with a friendly interface. They also have reduced technological barriers and made it easier and less costly to produce information to support policy makers with management decisions, wherever and whenever they may need it [18] . The use of web tools is also enhanced because of the use of the World Wide Web, which can reduce some of the technical problems associated with the hardware and software issues (e.g., the need for special hardware configuration on the client machines) [19] . Therefore, these tools have been widely used by planners, managers, analysts, decision-makers within local government, society, and other interested parties. However, few web applications have scientists as their clients.
In this study, we present a web tool to support scientists to perform spectral analysis of biogeochemical components. This web tool could be applied to different remote sensing targets, such as water components, soil, forest, and native vegetation management. Our primary aim was to develop an interactive web tool to create, visualize and download a 2D color correlation plot. It was also part of our goal to provide this web tool in an open access platform to support users' decisions and analysis. We also provided a case study using the web tool to quantify chl-a in a tropical hydroelectric reservoir in Brazil.
Tool Development
Interactive Correlation Environment (ICE) was developed using Hyper Text Markup Language 5 (HTML5) and Javascript and it was also designed to run using only the personal browser's resources. Moreover, it was also designed to not transfer and process users' data in a server. Thus, all data entered in the web tool will not be accessed by any other person. The procedures to use ICE (Interactive Correlation Environment) start by inserting a dependent variable. This procedure will allow the user to enter the matrix of independent variables. After entering the data, the code will automatically calculate the following matrices: correlation coefficient (r); absolute correlation coefficient (Abs(r)); and determination coefficient (R 2 ). The last procedure is entering the title and labels of the X and Y axis.
The Web Tool
ICE is an open access web tool, which can be accessed on the following web address: http://www.dsr.inpe.br/hidrosfera/ice. Figure 1 shows the layout of ICE, which is primarily in English, but it also has a Portuguese version by clicking on the Brazilian flag. The web tool was created in just one web page and it is based on three steps, which are only available if you finish the previous step correctly. Therefore, the users were not expected to upload datasets in text format. Datasets can be uploaded via copy and paste into provided boxes from any text or spreadsheet format. Usable separator characters are explained in the online instructions. 
ICE's Functions
The interactivity of the web tool is based on several functions developed to improve the interpretation of the 2D correlation plot. The first function allows the user to choose the statistical estimator; options are: Abs(r), r and R 2 ( Figure 2A) . It is also possible to choose the color palette of the 2D correlation plot ( Figure 2B ). The palette function improves the visualization and interpretation of the 2D correlation plot. A filtering function ( Figure 2C ) was implemented to set the minimum and maximum values of correlation estimators, enabling visualization of the chosen range. An export function ( Figure 2D ) was implemented to allow the download of the 2D correlation plot in three different sizes (25%, 50%, and 100%) in a Portable Network Graphics (PNG) format. The last function is the pixel location information of the mouse cursor ( Figure 2E ). It retrieves the information from the 2D correlation plot's pixel where the cursor is located. 
Performance of the Web Tool
A performance analysis of processing time using different datasets was conducted using four different browsers: Google Chrome (v. 33.0.1750.154 m), Internet Explorer (v. 11.0.9600.16521), Mozilla Firefox (v. 15.0.1), and Safari (v. 5.1.7). The datasets used in this analysis were composed of collected in situ data and two synthetic datasets with a large range of data (490,000 and 1,000,000 values) to explore each browser's capacity. It was performed using a personal computer with Windows 7 (Microsoft Corporation, Redmond, Washington) in an Intel i7 processor with 16 GB of RAM memory.
Case Study

Study Site
The study area ( Funil Reservoir was constructed during the late 1960s with the purpose of being an important hydroelectric power generation source. However, Branco et al. [21] computed that the Funil reservoir also serves as the primary source of water for domestic supply (drinking), irrigation, industrial self-supply systems, and aquaculture. Despite this, the reservoir receives waste from one of the main Brazilian industrial areas with a large range of industries: 19 chemical, 26 siderurgical and metallurgical, five electric and electronic, one petrochemical, three paper and cellulose, and few others, such as food and textile industries [22] .
As consequence of the draining of all these industrial waste the income of nutrients has been increasing. Because of this, the enhancement of the eutrophication process has been observed in recent decades [21] . Thus, the Funil Reservoir showed to be a favorable environment for the development of Harmful Algal Blooms. Ferrão-Filho et al. [23] analyzed Funil Reservoir from June 2002, to March 2006, and concluded that Funil is a cyanobacterial dominated reservoir. The authors found three main species of cyanobacterias, which are potentially producers of microcystins (a hepatotoxin) and saxitoxins (a neurotoxin): Anabaena circinalis, Cylindrospermopsis raciborskii and Microcystis spp. According to Ferrão-Filho et al. [23] the concentration of these cyanotoxins were also found on zooplankton cells (Daphnia pulex) showing that they had been contaminated. Thus, the monitoring of water quality in the Funil Reservoir is important because of its multiple uses for human needs.
Data Collection
Remote Sensing Reflectance
Field radiometric measurements in the Funil Reservoir, Brazil, were acquired during three field campaigns: 20-22 May 2012; 02-04 September 2012; and 2-5 April 2013. Radiance and irradiance measurements were carried out using the RAMSES hyperspectral radiometers (TriOS GmbH, Oldenburg, Germany). These sensors take measurements in the visible and NIR ranges of the spectrum (360-900 nm) with 3.3 nm spectral resolution (0.3 nm accuracy). Remote sensing reflectance from subsurface (r rs ) was estimated according to Equation (1) and linearly interpolated for a spectral resolution of 1 nm.
Two sensors were used, irradiance and radiance sensors, acquiring data simultaneously. The irradiance sensor was centered at nominal (excluding effects of wave motion) viewing zenith angle (θ v ) of 90° pointed upward (for downwelling irradiance, E d ) direction. A radiance sensor was pointed downward to measure the upwelling radiance (L u ). These two measures were collected above and below the air-water interface, (1 m, 2 m, and 3 m) the water surface.
Chl-a
For chl-a analysis, water samples were collected from the subsurface, approximately 10 cm below the water surface, and were kept at cool temperatures until delivery to the laboratory for analysis. The method of chl-a analysis consisted of filtering the collected samples using GF/F filters (Whatman, 0.7 μm pore size) and then extracting the samples from the filters using 90% acetone and measuring the absorbance in a Varian Cary 50 Conc UV-VIS spectrophotometer (Agilent Technologies, Santa Clara, CA, USA) [24] . Concentrations of chl-a were calculated from the spectrophotometric absorbance data using the equations from Lorenzen [25] .
Spectral Band Selection
For preliminary analysis ICE was used to generate 2D color correlation plots of R 2 . The 2D correlation plots were obtained by sequential regression of all possible r rs band ratios (302, 500) in the range 350-900 nm vs. chl-a concentration (Figure 4) . The straight diagonal lines indicate 1:1 ratio. To easily visualize the 2D correlation plot, it was set a minimum R 2 of 0.9 using the filtering function implemented in the web tool ( Figure 5 ). Through this process it was possible to determine the most sensitive band ratio for the chl-a estimation for each dataset using the filter and pixel information functions. Thus, the filtering process makes it easier to pick out important band ratios since it highlights the better-correlated band ratios. The best band ratio varied among the datasets due to the difference on the sampling period since data collection was performed during low and high flow seasons. Although the use of Red and NIR relation is recommended for chl-a bio-optical models in inland waters [12] , ICE showed that the best correlations were found using different relations for each dataset. For the dataset of the campaign conducted at May 2012 (FM12), the 661/673 was the best band ratio. On the other hand, for September 2012 (FS12) and April 2013 (FA13) the best band ratios were 534/515 and 695/688, respectively. From Figure 5 it is possible to observe that on a 2D color correlation plot B (for September) it is not possible to observe the influence of blue spectral bands as observed on plots A (May) and C (April). The explanation for the influence of blue spectral bands on these datasets occurs because of the low concentration of chl-a, which allows the influence of other aquatic constituents, such as Total Suspended Solids (TSS) and Colored Dissolved Organic Matter (CDOM). Both of these constituents have strong influence on blue spectral region. Therefore in waters with low concentration of chl-a (mixed or complex waters) the influence in the blue region is higher. 
Calibration and Validation
We calibrated all three band ratios to each dataset; we also calibrated two bio-optical models (that we will later refer to as Red-NIR band ratios) proposed in the literature, 748/667 (GI08) [12] and 709/665 (MO09) [26] , to compare to the results of ICE's band ratios calibrations. We performed a cross-calibration among the datasets, applying their calibrations for each model to its correspondent band ratio. The result of this cross-calibration is the estimated chl-a concentration for each model.
Validations of the application of each calibration on the other two datasets were conducted using scatter plots and two error estimators: the Root Mean Square Error (RMSE) and Normalized Root Mean Square Error (NRMSE), which were calculated according to the equations on Table 1 . Table 2 shows the result of the performance analysis of ICE using its processing time as an parameter of evaluation; shaded areas highlight the best performances (in seconds). As described on Section 2.3, two synthetic datasets with random values were created to test the browsers' performance using ICE with great amount of data. A dependent variable with 100 random values was tested with an independent variable with 700 (R700) and 1000 (RA1K) random values. NS values on the table means that the browser could not support running of the web tool. Two browsers (Firefox and Safari) were able to perform the 2D color correlation plot for all datasets and all four web browsers, when they supported the processes, were all able to run in under a minute and a half. Therefore although Google Chrome got the best performance among the four smallest datasets, it was not able to run the 2D color correlation plot on the largest dataset. This fact shows that the important information of Table 2 is that some web browsers do not support certain processes. Thus, Internet Explorer showed the worst performance among all browsers tested as it could not perform ICE for the two synthetic datasets.
Results and Discussion
Browsers' Performance
It was observed that ICE provides a quick response for processing the 2D correlation plot. The simple and interactive interface allows users with no knowledge on computer programming to process their data. However, ICE's performance is limited by the browsers' processing capability. As shown in Table 2 , each browser has its own capability, which justifies the difference in time and performance among the datasets. Nevertheless, these problems may be overcome up new and/or updated web browsing software. Table 3 Calibration results for FM12 dataset showed high R 2 for almost all the band ratios; the lowest R ICE's band ratios showed better performance on calibration than the Red-NIR band ratios [12, 25] . Although ICE's band selection used in each dataset is different, the selected band ratio for each dataset is related to the chl-a concentration, which changed through the seasons. This change affects mainly the reflectance peaks of chl-a on Green and NIR channels. Figure 6 shows the r rs spectra for the three datasets where the difference on the green (around 550 nm) and NIR (around 700 nm) spectral channels can be observed.
Cross-Calibration
The average chl-a concentration for FM12 was 7.67 μg/L while for FS12 and FA13 the average chl-a concentrations were 90.89 and 19.49 μg/L respectively. From Figure 5 , a high correlation was observed for Blue-Green algorithms. However, as described by Gitelson et al. [12] the absorption by non-algal particles, CDOM, and water, as well as backscattering by all particulate matter have strong overlapping absorption features in the blue spectral region, which help make the blue reflectance an unreliable indicator of the concentration of chl-a in inland and coastal aquatic systems. Table 4 shows the NRMSE (%) for estimation of chl-a from the cross calibration among the datasets; shaded areas indicate the lowest NRMSE. The lowest NRMSE was found by applying FA13 calibration on FS12 with an NRMSE of 9.60 and 8.36% for the 534/515 and 695/688 band ratios, respectively. Figure 7 shows the validation plots for the application of FA13 calibration on the FS12 dataset. Scatter plots agree with NRMSE values and also show a distribution near to the one to one line for the 534/515 and 695/688 band ratios. Table 4 , showing points far from the one to one line. The use of ICE to select the best-correlated band ratios to chl-a concentration showed low NRMSE and high R 2 for most of the cases. Table 3 showed that, for all datasets, using ICE's selected band ratios produced the highest R 2 . However, Table 4 showed that 748/667 and 709/665 produced the lowest NRMSE (42.51% for the FS12 calibration and 46.54% for the FA13 calibration) for the low chl-a concentrations dataset (FM12). On the other hand, for medium and high chl-a concentrations datasets (FA13 and FS12) ICE's band ratios produced the lowest NRMSE (<20% for both datasets for all the calibrations). Among ICE's band ratios, the 695/688 showed good performance on NRMSE because this band ratio was produced from an intermediary dataset, which could estimate better responses than the other two. We also observed that the Funil Reservoir water constituents vary during the year, because of the changes in the land use and cover around the reservoir, which affect its water quality. 
Validation
Conclusions
In this article, we presented an open access statistical web tool for data collinearity analysis, which will support mainly remote sensing research. The ICE presented a good performance on time processing of different datasets and it used only the resources of the personal browser and not the resources from the client machine or a server. From the four web browsers analyzed in this research, Mozilla Firefox produced the best performance based on the processing time and ability to process all test datasets. The ICE also presented several functions, which improve the visualization of the 2D correlation plot that was easily generated from a friendly interface platform.
The use of ICE for bio-optical modeling is recommended because it considers the environment's optical characteristics, which vary due to the concentration of optically active constituents. As shown in this study, the ICE's band ratio selections were useful for bio-optical modeling of different biogeochemical variables. As shown in Table 3 , calibration of ICE's band ratios produced the highest R 2 for each dataset, all of them with an R 2 over 0.95. Therefore, the R 2 values for FM12, FS12, and FA13 were 0.992, 0.976, and 0.957, respectively. Compared to the two Red-NIR band ratios described in the literature, calibrations using ICE showed better results.
The validation of the cross-calibration processes among the three datasets were shown in Table 4 , which also demonstrated that the use of ICE improved the chl-a concentration estimation. Scatter plots from the best (Figure 7 ) and the worst (Figure 8 ) validations, based on the NRMSE values, also confirm that the use of ICE improved the estimation of chl-a concentration. Thus, the web tool may assist the determination of rock and soil constituents, as well as identify the biogeochemical components of a leaf and water.
As new hyperspectral sensors such as Environmental Mapping and Analysis Program (EnMAP), Hyperspectral Infrared Imager (HyspIRI) and PRecursore IperSpettrale della Missione Applicativa (PRISMA) are being developed to improve hyperspectral measures from space, a tool, such as ICE, will be crucial to support statistical analysis of several future studies including biogeochemical research. Therefore, the development of web tools will enhance spectral research due to its practicability to conduct the analysis. This article also invites the scientific community to test and give us your feedback about ICE in order to improve it for future versions.
