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“Voceˆ na˜o pode ver o que eu vejo porque veˆ o que
voceˆ veˆ. Na˜o pode saber o que sei porque sabe o que
voceˆ sabe. O que eu vejo e o que sei na˜o podem
ser acrescentados ao que voceˆ veˆ e ao que voceˆ sabe
porque sa˜o coisas diferentes. Tambe´m na˜o podem
substituir o que voceˆ veˆ e o que sabe porque isso
seria substituir voceˆ mesmo.”
(Douglas Adams)
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RESUMO
Na Robo´tica Mo´vel, a´rea na qual o rastreamento visual e´ um subproblema de ex-
trema importaˆncia, uma das soluc¸o˜es encontradas para reduzir os problemas provenientes
da oclusa˜o parcial e total e´ a utilizac¸a˜o de mu´ltiplos roboˆs. Foi implementado um sistema
com o intuito de investigar os impactos da fusa˜o de dados no rastreamento visual no
espac¸o tridimensional por multi-roboˆs na ocorreˆncia de oclusa˜o parcial e total. O sistema
conta com duas abordagens de rastreamento visual de um objeto esfe´rico. A primeira
consiste no rastreamento visual na˜o cooperativo onde e´ utilizado apenas os dados oriun-
dos de um u´nico roboˆ. A segunda consiste no rastreamento visual cooperativo onde e´
utilizado a fusa˜o dos dados oriundos de uma equipe de roboˆs pelo emprego do filtro de
part´ıculas. Para avaliar ambas abordagens, foi simulado um ambiente de rastreamento
visual com ocluso˜es parciais e totais onde o rastreamento foi realizado por uma equipe
de roboˆs. O resultado do experimento mostra que a abordagem na˜o cooperativa apresen-
tou um custo computacional inferior ao da abordagem cooperativa contudo a trajeto´ria
inferida foi prejudicada pelas ocluso˜es, fato que na˜o ocorreu na abordagem cooperativa
devido a fusa˜o dos dados.
Palavras-chave: Rastreamento visual, Robo´tica mo´vel, Sistema multi-roboˆs, Fusa˜o
de dados, Filtro de part´ıculas.
ABSTRACT
In Mobile Robotics, where visual tracking is an extremely important subproblem,
one of the solutions found to reduce the problems arising from partial and total occlusion
is the use of multiple robots. A system was implemented to investigate the impacts of
data fusion on multi-robot visual tracking in three-dimensional space on the occurrence
of partial and total occlusion. The system has two approaches to visual tracking of a
spherical object. The first is non-cooperative visual tracking where only the data from
a single robot is used. The second is a cooperative visual tracking where the data from
a team of robots is fused using a particle filter. To evaluate both approaches, a visual
tracking environment with partial and total occlusions was simulated where the tracking
was performed by a team of robots. The result of the experiment shows that the non-
cooperative approach presented a lower computational cost than the cooperative approach
but the inferred trajectory was impaired by the occlusions, a fact that did not occur in
the cooperative approach due to the data fusion.
Key-words: Visual tracking, Mobile robotics, Multi-robot systems, Data fusion,
Particle filter
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1 INTRODUC¸A˜O
O rastreamento de objetos tem sido um dos to´picos fundamentais de pesquisa
dentro da Visa˜o Computacional e possui diversas aplicac¸o˜es dentro da Robo´tica Mo´vel.
Dado o estado inicial (por exemplo, posic¸a˜o e dimenso˜es) de um objeto alvo em
uma primeira imagem, o objetivo do rastreamento e´ estimar os estados do alvo nos quadros
subsequentes [49]. Dominar a capacidade de perseguir de forma confia´vel e eficiente um
determinado alvo e ser robusto para va´rios fenoˆmenos incoˆmodos e´ a chave para muitas
aplicac¸o˜es offline ou online que exploram dados de v´ıdeo [24].
Para aproveitar-se dos recursos dispon´ıveis e, por consequeˆncia, aumentar a chance
de eˆxito no rastreamento de um objeto alvo, ou em qualquer outra tarefa que possa ser
realizada de forma cooperativa, uma abordagem comumente empregada no rastreamento
e´ a utilizac¸a˜o de mais de um roboˆ durante a execuc¸a˜o. Conforme [11], muitos esforc¸os teˆm
sido direcionados para a implantac¸a˜o de grupos de roboˆs mo´veis autoˆnomos em rede que
interagem autonomamente entre si e com o ambiente para melhorar significativamente a
eficieˆncia.
Quando existe a interac¸a˜o entre roboˆs, a comunicac¸a˜o entre eles permite a pos-
sibilidade da fusa˜o dos dados coletados do ambiente. A fusa˜o de dados e´ uma te´cnica
avanc¸ada para combinar informac¸o˜es provenientes de va´rias fontes, a fim de obter resul-
tados mais precisos [2]. Isso permite agrupar as informac¸o˜es de va´rias fontes para formar
uma imagem unificada. Os sistemas de fusa˜o de dados sa˜o agora amplamente utilizados
em va´rias a´reas, como redes de sensores, Robo´tica, processamento de v´ıdeo e imagem e
design de sistema inteligente [23].
1.1 Definic¸a˜o do Problema
Embora muito esforc¸o ja´ tenha sido colocado na comunidade de rastreamento, o
rastreamento robusto de longo prazo ainda e´ um problema desafiador e um to´pico de pes-
quisa ativo devido a` alterac¸o˜es de iluminac¸a˜o e postura, objetos que possuem movimentos
complexos, oclusa˜o total ou parcial e cena´rios do mundo real [18]. Quando se utiliza um
u´nico sensor, unidade responsa´vel pela aquisic¸a˜o de informac¸o˜es do ambiente [44], ajustar
como o me´todo de rastreamento lida com esses problemas tem grande impacto no seu
custo computacional.
Rastrear objetos ou pessoas que se movem em grandes espac¸os, onde o campo de
visa˜o dos sensores comuns e´ relativamente pequeno quando comparado a` a´rea monitorada,
e´ melhor alcanc¸ado recorrendo a equipes de sensores cooperativos, esta´ticos ou dinaˆmicos,
por exemplo, montados em roboˆs mo´veis [1]. Em virtude desses fatos, trabalhos recentes
sobre rastreamento buscam elaborar me´todos que possibilite o uso de mu´ltiplos sensores.
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A combinac¸a˜o dos dados traz diversas vantagens envolvendo principalmente o apri-
moramento na autenticidade ou disponibilidade de dados. Contudo ha´ va´rios problemas
que tornam a fusa˜o de dados uma tarefa desafiadora [23].
1.2 Premissas e Hipo´teses
Como hipo´tese principal, se tem que a fusa˜o dos dados capturados do ambiente
oriundo de sensores distintos torna o rastreamento visual de um objeto no espac¸o tridi-
mensional (3D) mais robusto a ocluso˜es parciais e totais.
1.3 Objetivo geral
O objetivo geral consiste em investigar o impacto da fusa˜o de dados no rastrea-
mento visual no espac¸o 3D por multi-roboˆs quando ocorre ocluso˜es parciais e totais. Para
tal fim deve ser implementado um sistema que inclua duas abordagens de rastreamento.
A primeira abordagem consiste no rastreamento na˜o cooperativo onde cada roboˆ de uma
equipe busca rastrear o objeto de interesse utilizando apenas os dados obtidos por seus
sensores. A segunda abordagem consiste no rastreamento visual cooperativo onde cada
membro de uma equipe utiliza os dados obtidos por seus sensores juntamente com os
dados dos demais membros para realizar a fusa˜o desses dados.
1.4 Objetivos espec´ıficos
Para a implementac¸a˜o do sistema, os objetivos espec´ıficos comuns a ambas abor-
dagens sa˜o:
• Definir qual sera´ o objeto de interesse e selecionar os atributos que podem ser
utilizados para detectar o objeto nas imagens;
• Determinar como sera´ feita a aquisic¸a˜o das imagens e quais as operac¸o˜es que sera˜o
realizadas sobre a mesma com o intuito de detectar o objeto de interesse;
• Como o rastreamento deve ser realizado no espac¸o 3D, definir o ca´lculo para trans-
formar a posic¸a˜o do objeto de interesse detectado em imagem para o espac¸o 3D;
• Elaborar um experimento que inclua oclusa˜o parcial e total para avaliar as aborda-
gens de rastreamento desenvolvidas.
Alguns objetivos espec´ıficos sa˜o exclusivos da abordagem cooperativa devido a
fusa˜o dos dados, sendo eles:
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• Definir qual o mecanismo de comunicac¸a˜o que sera´ utilizado para realizac¸a˜o da troca
de dados;
• Determinar como sera´ realizado a fusa˜o dos dados provenientes dos roboˆs envolvidos
no rastreamento.
1.5 Estrutura da monografia
Na sec¸a˜o de Conceitos Gerais, como parte inicial e´ mencionado a importaˆncia da
Visa˜o Computacional no campo da Robo´tica na sec¸a˜o 2.1. Em relac¸a˜o a Visa˜o Computa-
cional, os to´picos de geometria projetiva, sec¸a˜o 2.2, e sistema de coordenadas, sec¸a˜o 2.3,
sa˜o pontuados.
Ainda nos Conceitos Gerais, como o Processamento e Ana´lise Digital de Imagens
esta´ comumente presente na Visa˜o Computacional, uma introduc¸a˜o ao Processamento e
Ana´lise Digital de Imagens e´ realizado na sec¸a˜o 2.4. Como to´picos do Processamento e
Ana´lise Digital de Imagens, foram mencionados o espac¸o de cores, sec¸a˜o 2.5, e operac¸o˜es
morfolo´gicas, sec¸a˜o 2.6.
Os conceitos ba´sicos sobre Rastreamento de Objetos sa˜o mencionados dentro da
sec¸a˜o 2.7 juntamente com a importaˆncia do rastreamento de objetos em Robo´tica, sec¸a˜o
2.8, e o rastreamento por Filtro de Part´ıculas, sec¸a˜o 2.9, o qual e´ o me´todo de rastreamento
por fusa˜o de dados utilizado dentro deste trabalho.
Dentro da metodologia, na sec¸a˜o 3.1 se encontra os me´todos e equipamentos uti-
lizados para a realizac¸a˜o do trabalho. Na sec¸a˜o 3.2 e´ descrito a configurac¸a˜o do sistema
implementado. Na sec¸a˜o 3.3 e´ descrito o objeto de interesse que sera´ rastreado. Na sec¸a˜o
3.4 e´ detalhado quais as operac¸o˜es de Processamento e Ana´lise Digital de Imagens sa˜o
utilizadas para detectar o objeto nas imagens. Na sec¸a˜o 3.5 e´ especificado como e´ reali-
zado a estimac¸a˜o da posic¸a˜o do objeto no espac¸o 3D a partir de sua posic¸a˜o na imagem.
Na sec¸a˜o 3.6 e´ descrito como e´ realizado a fusa˜o dos dados oriundos dos sensores de uma
equipe de roboˆs. Por fim, na sec¸a˜o 3.7 e´ apresentado como foi realizado o experimento
para gerar os resultados.
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2 CONCEITOS GERAIS E REVISA˜O DA LITERATURA
2.1 Visa˜o Computacional em Robo´tica
A Visa˜o Computacional e´ um grande campo relacionado ao processamento de ima-
gens a fim de melhora´-las para benef´ıcio humano, interpretar o conteu´do de um ambiente
ou criar um modelo 3D correspondente a` cena [30].
Um roboˆ consiste em uma ma´quina que atua dentro de um ambiente, planejando
suas ac¸o˜es por meio dos dados coletados por seus sensores para atingir um objetivo. Esses
dados sa˜o cruciais para que o roboˆ alcance suas metas. Conforme [30], os olhos sa˜o um
sensor muito eficaz para reconhecimento, navegac¸a˜o, desvio de obsta´culos e manipulac¸a˜o,
de modo que a visa˜o ha´ tempos tem interessado os pesquisadores de Robo´tica.
2.2 Geometria Projetiva
A Geometria Projetiva possui uma importaˆncia significativa para a aquisic¸a˜o de
imagens 3D. Por meio da Geometria Projetiva chegamos ao modelo de caˆmera pinhole
que define a relac¸a˜o geome´trica entre um ponto 3D e sua projec¸a˜o bidimensional (2D)
correspondente no plano da imagem. Ao usar um modelo de caˆmera pinhole, esse mape-
amento geome´trico de 3D para 2D e´ chamado de projec¸a˜o perspectiva [30].
A projec¸a˜o perspectiva, tambe´m chamada de transformac¸a˜o perspectiva, e´ forma-
lizada na equac¸a˜o 1. Onde (X, Y, Z)T representa a posic¸a˜o de um ponto no espac¸o 3D, a
varia´vel (u, v) representa a projec¸a˜o do ponto (X, Y, Z) no plano de imagem, a varia´vel
f representa a distaˆncia focal, as varia´veis (cx, cy) representam as coordenadas do ponto
principal do plano da imagem e λ = Z representa o fator de escala homogeˆneo. Os
ca´lculos realizados na projec¸a˜o perspectiva que levam pontos do espac¸o 3D para o 2D sa˜o
necessa´rios para realizar o processo inverso.
λ
uv
1
 =
f 0 cx 00 f cy 0
0 0 1 0


X
Y
Z
1
 (1)
As varia´veis f, cx e cy sa˜o tidas como os paraˆmetros intr´ınsecos da caˆmera que
variam de acordo com sua configurac¸a˜o e sa˜o comumente obtidos por meio da calibrac¸a˜o
da caˆmera.
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Figura 1: Modelo ideal de caˆmera pinhole que descreve a relac¸a˜o entre um
ponto 3D (X, Y, Z)T e sua correspondente projec¸a˜o 2D (u, v) no plano da imagem
(adaptado de [30])
2.3 Sistema de coordenadas cartesianas
Sistema de coordenadas cartesianas e´ um conjunto de eixos ortogonais que se cru-
zam em um ponto conhecido como origem. Sistemas de coordenadas sa˜o utilizados para
descrever a posic¸a˜o de um objeto por meio de um ponto. Entretanto objeto reais sa˜o
compostos por uma infinidade de pontos e tambe´m possuem uma orientac¸a˜o. Para con-
tornar esse problema, um sistema de coordenadas e´ anexado ao objeto de interesse onde
todos os pontos do objeto sa˜o descritos como um vetor constante em relac¸a˜o ao sistema
de coordenadas [6].
A posic¸a˜o e orientac¸a˜o de um roboˆ e´ geralmente definida em dois sistemas de
coordenadas: local e global. O sistema de coordenadas local e´ o sistema de coordenadas
anexado ao roboˆ e e´ utilizado para operac¸o˜es relacionadas a posic¸a˜o e orientac¸a˜o do
mesmo, como exemplo a mensurac¸a˜o de deslocamento. Ja´ o sistema de coordenadas
global e´ referente ao ambiente no qual o roboˆ se encontra e serve para relacionar a posic¸a˜o
e orientac¸a˜o do roboˆ em relac¸a˜o aos objetos que se encontram em sua volta.
Tendo um roboˆ como um corpo r´ıgido sobre rodas operando em um plano hori-
zontal, os sistema de coordenadas local e global sa˜o descritos na figura 2 onde os eixos
XI e YI representam o sistema de coordenadas global com a origem sendo selecionada de
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Figura 2: Sistema de coordenadas global e o sistema de coordenadas local do
roboˆ [36]
forma arbitra´ria, os eixos XR e YR representam o sistema de coordenadas local do roboˆ, o
ponto P consiste em um ponto do roboˆ que e´ tido como ponto de refereˆncia de distaˆncia
e a varia´vel θ representa a diferenc¸a angular entre os sistemas de coordenadas globais e
local do roboˆ [36].
A posic¸a˜o e orientac¸a˜o do roboˆ no sistema de coordenadas global e´ tido como a
pose do roboˆ e e´ representada pela equac¸a˜o 2 onde as coordenadas (x, y) representam a
posic¸a˜o do roboˆ no sistema de coordenadas global e θ representa a diferenc¸a angular entre
os sistemas de coordenadas global e local do roboˆ.
P =
xy
θ
 (2)
2.4 Processamento e Ana´lise Digital de Imagens
O Processamento e Ana´lise Digital de Imagens (PADI) consiste na junc¸a˜o de duas
a´reas: o Processamento Digital de Imagens (PDI) e a Ana´lise Digital de Imagens (ADI).
Conforme [32], o PDI e´ um conjunto de te´cnicas que utiliza operac¸o˜es matema´ticas que
visa melhorar a imagem, corrigindo defeitos de aquisic¸a˜o e/ou realc¸ando detalhes de inte-
resse enquanto a ADI consiste na extrac¸a˜o e tratamento de dados quantitativos a partir
de imagens digitais. Comumente o termo PDI e´ encontrado na literatura referindo-se a
ambas as a´reas.
De modo geral, PADI abrange os processos cujas entradas e sa´ıdas sa˜o imagens e,
ale´m disso, processos que extraem atributos das imagens, incluindo o reconhecimento de
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Figura 3: Sequeˆncia padra˜o de etapas do PADI (adaptado de [20])
objetos individuais [12]. A sequeˆncia padra˜o de etapas do PADI e´ descrita na figura 3. A
partir dessa sequeˆncia, procedimentos e rotinas de PADI sa˜o idealizadas e implementadas.
Os conceitos de cada etapa sa˜o descritos como:
• Formac¸a˜o e aquisic¸a˜o da imagem: etapa relacionada a` capacidade e qualidade do
equipamento que realiza a captura da imagem [20];
• Digitalizac¸a˜o da imagem: etapa que transforma efetivamente a imagem em sua
representac¸a˜o nume´rica inicial (e original). A partir desta etapa e´ poss´ıvel realizar
operac¸o˜es em cada pixel da imagem [20];
• Pre´-processamento: essa etapa tem como objetivo melhorar a imagem, corrigindo
defeitos oriundos da aquisic¸a˜o e realc¸ando detalhes de interesse, de modo a facilitar
sua visualizac¸a˜o ou segmentac¸a˜o [32]. Alguns exemplos de operac¸o˜es sa˜o a reduc¸a˜o
de ru´ıdo, ajuste de brilho e/ou contraste, conversa˜o de espac¸o de cores, entre outros;
• Segmentac¸a˜o: a segmentac¸a˜o subdivide uma imagem em suas regio˜es ou objetos
constituintes. O n´ıvel de detalhe para o qual a subdivisa˜o e´ transportada depende
do problema que esta´ sendo resolvido [12]. Essa etapa e´ considerada a mais cr´ıtica
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do PADI pois qualquer erros ou distorc¸o˜es presentes nessa etapa podera˜o invalidar
os resultados [20]. Algumas operac¸o˜es que sa˜o realizadas nessa etapa sa˜o detecc¸a˜o
de pontos, linhas ou contornos, limiarizac¸a˜o, entre outros;
• Po´s-processamento: essa etapa busca aprimorar o resultado da segmentac¸a˜o onde
as caracter´ısticas definidas na etapa anterior podem ser aumentadas, realc¸adas,
suavizadas e corrigidas de distorc¸o˜es [32, 20]. Um exemplo de operac¸a˜o realizada
na etapa de po´s-processamento sa˜o as operac¸o˜es morfolo´gicas;
• Extrac¸a˜o de atributos: a extrac¸a˜o de atributos consiste na etapa de ana´lise onde se
transforma as caracter´ısticas da imagem em dados quantitativos [20]. Os segmentos
dentro da imagem sa˜o separados e suas caracter´ısticas, como posic¸a˜o ou tamanho,
sa˜o mensuradas;
• Classificac¸a˜o e reconhecimento: essa etapa consiste na identificac¸a˜o dos segmentos
presentes na imagem ou da imagem em si. Conforme [32], nessa etapa se busca
transforma as informac¸o˜es obtidas pelas etapas anteriores em conhecimento.
2.5 Espac¸o de cores
O uso da cor no processamento de imagens e´ motivado por dois fatores princi-
pais. Primeiro, a cor e´ um descritor poderoso que geralmente simplifica a identificac¸a˜o
e a extrac¸a˜o de objetos de uma cena. Os seres humanos podem discernir milhares de
tonalidades e intensidades de cores, em comparac¸a˜o com apenas duas du´zias de tons de
cinza [12].
Um espac¸o de cores e´ um me´todo pelo qual podemos especificar, criar e visualizar
cores. Como seres humanos, podemos definir uma cor por seus atributos de brilho, matiz
e cor. Um computador pode descrever uma cor usando as quantidades de emissa˜o de
fo´sforo vermelho, verde e azul necessa´rias para corresponder a uma cor. [10].
Entre os principais espac¸os de cores esta˜o o espac¸o RGB e o conjunto de espac¸o
de cores HSV.
No modelo RGB, cada cor aparece em seus principais componentes espectrais:
vermelho, verde e azul. Este modelo e´ baseado em um sistema de coordenadas cartesianas.
O subespac¸o de cores de interesse e´ o cubo mostrado na figura 4, em que os valores RGB
esta˜o nos treˆs cantos; ciano, magenta e amarelo esta˜o em outros treˆs cantos; o preto esta´
na origem e o branco esta´ no canto mais distante da origem. Neste modelo, a escala de
cinza (pontos de valores RGB iguais) se estende de preto para branco ao longo da linha
que une esses dois pontos. As cores diferentes neste modelo sa˜o pontos no ou dentro do
cubo [12]. Este modelo de cores e´ fa´cil de implementar [10] e nenhuma transformac¸a˜o
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e´ necessa´ria para exibir as informac¸o˜es na tela, por esses motivos e´ considerado como o
espac¸o de cor base para va´rias aplicac¸o˜es [19].
Em contra partida, o espac¸o de cor RGB possui dependeˆncia de dispositivo, onde a
cor resultante e´ afetada pelas ferramentas usadas para sua exibic¸a˜o [19], e na˜o e´ adequado
para descrever cores em termos pra´ticos para a interpretac¸a˜o humana [12].
Figura 4: Esquema do cubo de cores RGB. Pontos ao longo da diagonal prin-
cipal teˆm valores de cinza, do preto na origem ao branco no ponto (1, 1, 1)
[12]
O termo HSV (Hue, Saturation and Value - Matiz, Saturac¸a˜o e Valor), tambe´m
conhecido como HSB (Hue, Saturation and Brightness - Matiz, Saturac¸a˜o e Brilho), per-
tence a uma famı´lia de espac¸os de cores alternativos ao espac¸o de cor RGB. Conforme
[10], essa famı´lia de espac¸os de cores sa˜o transformac¸o˜es lineares do espac¸o RGB e sa˜o,
portanto, dependentes de dispositivos e na˜o lineares. Sua vantagem esta´ na maneira ex-
tremamente intuitiva de especificar cores. E´ muito fa´cil selecionar um matiz desejado e
depois modifica´-lo levemente ajustando sua saturac¸a˜o e intensidade.
2.6 Operac¸o˜es morfolo´gicas
A palavra morfologia geralmente denota um ramo da biologia que lida com a
forma e a estrutura de animais e plantas. Usamos a mesma palavra aqui no contexto da
morfologia matema´tica como uma ferramenta para extrair componentes de imagem [12].
A morfologia matema´tica refere-se a um ramo do processamento e ana´lise de imagens na˜o
lineares desenvolvido inicialmente por Georges Matheron e Jean Serra que se concentra
na estrutura geome´trica dentro de uma imagem [8].
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A morfologia oferece uma abordagem unificada e poderosa para va´rios problemas
de processamento de imagem. Os conjuntos na morfologia matema´tica representam obje-
tos em uma imagem [12]. Operac¸o˜es morfolo´gicas sondam uma imagem com uma pequena
forma ou template chamado elemento estruturante. Conforme [8], a ideia ba´sica do pro-
cessamento morfolo´gico e´ investigar uma imagem a partir de um elemento estruturante e
quantificar a maneira pela qual o elemento estruturante se encaixa (ou na˜o) na imagem.
Um elemento estruturante consiste em uma matriz de dimenso˜es fixas, geralmente
com linhas e colunas de tamanhos iguais e de valor ı´mpar, composta exclusivamente por
zeros e uns cuja a organizac¸a˜o desses valores dentro da matriz define a forma do elemento
estruturante. Alguns exemplos de elementos estruturantes simples sa˜o apresentados na
figura 5.
Figura 5: Exemplos de elementos estruturantes simples
Um modo intuitivo de compreender o funcionamento das operac¸o˜es morfolo´gicas
ba´sicas sa˜o o conceito de encaixe e choque. E´ dito que o elemento estruturante encaixa
com uma certa parte da imagem quando para cada pixel do elemento estruturante definido
como um, o pixel correspondente na imagem tambe´m e´ um. Por outro lado, dizemos que
o elemento estruturante choco com uma certa parte da imagem quando para todo pixel do
elemento estruturante igual a` um, existe pelo menos um pixel correspondente da imagem
tambe´m igual a` um.
Uma ilustrac¸a˜o das definic¸o˜es de encaixe e choque sa˜o demostradas na figura 6.
Tendo a cor cinza como a atribuic¸a˜o do valor um e a cor branco como a atribuic¸a˜o do
valor zero. O elemento estruturante resulta em encaixe apenas na posic¸a˜o A enquanto
resulta em choque nas posic¸o˜es A e B. Na posic¸a˜o C na˜o ocorre choque ou encaixe.
As operac¸o˜es morfolo´gicas apresentam duas operac¸o˜es fundamentais: a erosa˜o e
dilatac¸a˜o. As demais operac¸o˜es morfolo´gicas, tendo como exemplo a operac¸a˜o morfolo´gica
de abertura, sa˜o representadas como uma combinac¸a˜o dessas operac¸o˜es.
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Figura 6: Ilustrac¸a˜o das definic¸o˜es de choque e encaixe de um elemento es-
truturante sobre uma imagem bina´ria. O quadrado de cor cinza representa
a atribuic¸a˜o do valor um enquanto o quadrado de cor branco representa a
atribuic¸a˜o do valor zero
2.6.1 Operac¸a˜o morfolo´gica de erosa˜o
A operac¸a˜o de erosa˜o e´ representada pela equac¸a˜o 3 onde f e´ a imagem bina´ria
de entrada, s e´ o elemento estruturante e g e´ a imagem bina´ria resultante. A operac¸a˜o
de erosa˜o faz com que para cada pixel p = (x, y) da imagem de sa´ıda g seja atribu´ıdo
o valor um se o posicionamento do elemento estruturante s sobre o ponto p da imagem
f resulta em encaixe e o valor zero, caso contra´rio. Conforme [12], a erosa˜o diminui ou
afina os objetos em uma imagem bina´ria tendo a erosa˜o como uma operac¸a˜o de filtragem
morfolo´gica na qual os detalhes da imagem menores que o elemento estruturador sa˜o
filtrados (removidos) da imagem.
g = f 	 s (3)
2.6.2 Operac¸a˜o morfolo´gica de dilatac¸a˜o
A operac¸a˜o de dilatac¸a˜o e´ representada pela equac¸a˜o 4 onde f e´ a imagem bina´ria
de entrada, s e´ o elemento estruturante e g e´ a imagem bina´ria resultante. A operac¸a˜o
de dilatac¸a˜o faz com que para cada pixel p = (x, y) da imagem de sa´ıda g seja atribu´ıdo
o valor um se o posicionamento do elemento estruturante s sobre o ponto p da imagem
f resulta em choque e o valor zero, caso contra´rio. Ainda segundo [12], ao contra´rio
da erosa˜o, que e´ uma operac¸a˜o de diminui ou afina, a dilatac¸a˜o “cresce” ou “engrossa”
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objetos em uma imagem bina´ria. A maneira e extensa˜o espec´ıfica desse espessamento sa˜o
controladas pelo formato do elemento estruturador utilizado.
g = f ⊕ s (4)
2.6.3 Operac¸a˜o morfolo´gica de abertura
A operac¸a˜o de abertura e´ representada pela equac¸a˜o 5 onde f e´ a imagem bina´ria
de entrada, s e´ o elemento estruturante e g e´ a imagem bina´ria resultante. A operac¸a˜o
morfolo´gica de abertura consiste na aplicac¸a˜o da operac¸a˜o morfolo´gica de erosa˜o usando
um elemento estruturante s seguida pela aplicac¸a˜o da operac¸a˜o de abertura utilizando o
mesmo elemento estruturante. De acordo com [12], a operac¸a˜o morfolo´gica de abertura
geralmente suaviza o contorno de um objeto, quebra os istmos estreitos e elimina salieˆncias
finas.
g = f ◦ s = (f 	 s)⊕ s (5)
2.7 Conceitos ba´sicos sobre Rastreamento de Objetos
O rastreamento de objetos e´ a determinac¸a˜o do estado de um alvo, como posic¸a˜o,
tamanho ou velocidade, em sucessivos quadros de v´ıdeo [26]. O rastreamento de obje-
tos tem sido uma das a´reas de pesquisa mais importantes e ativas no campo da Visa˜o
Computacional [49]. O crescente interesse no rastreamento de objetos e´ motivado por um
grande nu´mero de aplicac¸o˜es promissoras que agora podem ser abordadas por aplicativos
em tempo real [40].
De um modo geral, o uso de rastreamento visual e´ pertinente nas tarefas de reconhe-
cimento baseado em movimento, vigilaˆncia automatizada, indexac¸a˜o de v´ıdeo, interac¸a˜o
humano-computador e navegac¸a˜o veicular, etc [45].
Embora muito esforc¸o tenha sido feito nas u´ltimas de´cadas, continua sendo uma
tarefa muito desafiadora construir um sistema de rastreamento robusto para lidar com pro-
blemas como oclusa˜o, desfoque, movimento ra´pido, deformac¸a˜o, variac¸a˜o de iluminac¸a˜o,
e rotac¸a˜o, etc [17]. Ale´m disto na˜o existe uma u´nica abordagem que lide com sucesso
todos os cena´rios [49].
As abordagens para rastreamento diferem principalmente umas das outras com
base na maneira como abordam as seguintes questo˜es: Qual representac¸a˜o do objeto e´
mais adequada para o rastreamento? Quais os recursos de imagem devem ser usados?
Como o movimento, a apareˆncia e a forma do objeto devem ser modelados? [47]. As
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respostas a essas perguntas dependem muito do contexto/ambiente espec´ıfico da tarefa
de rastreamento e das informac¸o˜es de rastreamento dispon´ıveis para os usua´rios [27]. Foi
proposto um grande nu´mero de me´todos de rastreamento que tentam responder a essas
perguntas em diferentes cena´rios [47].
Em raza˜o dos inu´meros cena´rios e tarefas nos quais se faz necessa´rio o uso de
um rastreador, diferentes autores buscaram categorizar as mu´ltiplas abordagens de ras-
treamento [4, 27, 45, 47], entretanto na˜o existe um consenso em relac¸a˜o a classificac¸a˜o
dos rastreadores e a nomenclatura dos componentes. Por este motivo, na descric¸a˜o dos
componentes essenciais para que ocorra o rastreamento, diferentes trabalhos podem usar
nomenclaturas distintas para componentes semelhantes ou incluir componentes que po-
dem ou na˜o ser empregados dependendo do contexto da aplicac¸a˜o.
Para uma melhor compreensa˜o do funcionamento de um rastreador, neste trabalho
e´ tido como componentes de um sistema de rastreamento os descrito por [7] que define, de
um modo geral, dois componentes fundamentais: um modelo de movimento (ou chamado
de modelo dinaˆmico) e um modelo de apareˆncia (ou chamado de modelo de observac¸a˜o).
Um fluxograma gene´rico e´ descrito na figura 7 onde os componentes presentes no
rastreamento sa˜o representados pelos quatro retaˆngulos sendo eles o modelo de movi-
mento, a representac¸a˜o do objeto, a estrate´gia de busca e o mecanismo de decisa˜o. As
informac¸o˜es necessa´rias para que os componentes mencionados realizem seu trabalho e as
informac¸o˜es geradas por cada componente sa˜o representadas pelos paralelogramos.
2.7.1 Modelo de movimento
Modelos de movimento sa˜o empregados para prever a localizac¸a˜o do objeto em
um novo quadro dentro de uma sequeˆncia de v´ıdeo com base nas caracter´ısticas do seu
histo´rico de movimento. Isso pode melhorar a estabilizac¸a˜o de rastreamento e fazer com
que o rastreamento sobreviva a algumas ocluso˜es se as trajeto´rias dos objetos forem cor-
retamente previstas [14]. Sa˜o exemplos de modelos de movimentos o filtro de part´ıculas
[21] e o filtro de Kalman [22].
2.7.2 Modelo de apareˆncia
Um modelo de apareˆncia ou observac¸a˜o e´ uma representac¸a˜o interna de como o
objeto de interesse se parece ou como ele se diferencia do ambiente [5], este modelo gera
como sa´ıda a confianc¸a que se tem de que um determinado candidato e´ o alvo [48]. Os
modelos de apareˆncia (e, portanto, os rastreadores visuais que usam esses modelos) podem
ser categorizados com base nos recursos visuais que eles usam para descrever o objeto [5].
Selecionar as caracter´ısticas certas desempenha um papel cr´ıtico no rastreamento. Em
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Figura 7: Fluxograma gene´rico de um rastreador de objeto
geral, a propriedade mais deseja´vel de uma caracter´ıstica visual e´ sua exclusividade, para
que os objetos possam ser facilmente distinguidos no espac¸o de caracter´ısticas [47]. A
principal dificuldade e´ que na˜o e´ fa´cil projetar um bom me´todo de modelagem de apareˆncia
que tambe´m seja robusto as mudanc¸as de apareˆncia como baixo contraste, alterac¸o˜es de
iluminac¸a˜o e alterac¸o˜es de escala [28].
Os modelos de apareˆncia sa˜o divididos em duas partes: a representac¸a˜o do objeto
e a estrate´gia de busca.
As diferentes representac¸o˜es do objeto sa˜o classificadas entre representac¸o˜es glo-
bais ou representac¸o˜es locais sendo diferenciadas no n´ıveis de detalhes que sa˜o utilizado
para modelar a apareˆncia do objeto [5]. Uma representac¸a˜o visual global reflete as carac-
ter´ısticas estat´ısticas globais da apareˆncia do objeto [27]. Em uma representac¸a˜o visual
local ou em partes, o modelo de apareˆncia e´ decomposto em elementos separados, cada
elemento descrevendo uma parte do objeto com seu pro´prio modelo de apareˆncia (local)
[5].
Em geral, as representac¸o˜es visuais globais sa˜o simples e computacionalmente efi-
cientes para o rastreamento ra´pido de objetos. Devido a`s restric¸o˜es geome´tricas globais
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impostas, as representac¸o˜es visuais globais sa˜o suscet´ıveis a mudanc¸as de apareˆncia globais
[27]. A principal vantagem dos modelos de apareˆncia baseados em partes e´ que eles po-
dem se adaptar a deformac¸o˜es geome´tricas, o que e´ especialmente u´til ao rastrear objetos
na˜o r´ıgidos e articulados [5]. Entretanto e´ utilizado um grande nu´mero de caracter´ısticas
locais, resultando em um custo computacional muito alto [27].
Em relac¸a˜o as estrate´gias de busca, um rastreador pode utilizar me´todos generati-
vos, discriminativos ou h´ıbridos, junc¸a˜o de uma abordagem generativa com discriminativa,
como forma de estrate´gia de busca. Segundo [38], em relac¸a˜o aos me´todos generativos,
o problema de rastreamento e´ formulado como uma busca pelas regio˜es de imagem mais
semelhantes ao modelo do alvo. Apenas as informac¸o˜es do alvo sa˜o usadas.
Ao contra´rio dos me´todos generativos, os me´todos discriminativos consideram o
rastreamento de objetos como um problema de classificac¸a˜o bina´ria para distinguir o alvo
do plano de fundo [7]. Geralmente e´ treinado um classificador para separar o alvo do
fundo [48].
Estudos recentes de benchmarking mostram que os rastreadores de alto desempe-
nho sa˜o geralmente rastreadores discriminativos ou h´ıbridos, principalmente porque os
rastreadores puramente generativos na˜o conseguem lidar bem com plano de fundo com-
plicados [48].
2.7.3 Mecanismo de decisa˜o
Em alguns casos, o modelo de apareˆncia pode na˜o retorna a posic¸a˜o exata do
objeto em um determinado instante. Isso pode ocorrer quando na˜o e´ poss´ıvel determinar
de forma objetiva a posic¸a˜o do objeto de interesse. Os mecanismos de decisa˜o servem para
estimar a posic¸a˜o do objeto baseando nas posic¸o˜es mais plaus´ıveis geradas pelo modelo
de apareˆncia.
2.8 Rastreamento de objetos em Robo´tica
Estimar a posic¸a˜o de objetos de interesse e´ um subproblema importante em muitas
aplicac¸o˜es robo´ticas do mundo real. O desafio, entretanto, e´ lidar com as limitac¸o˜es dos
sensores usados para a detecc¸a˜o dos alvos [31].
Na maioria dos casos, na pra´tica, va´rios sensores wireless esta´ticos sa˜o empregados
para melhorar a precisa˜o do rastreamento e aumentar o tamanho da a´rea de vigilaˆncia.
Ao contra´rio dos sensores esta´ticos, cuja densidade e alcance de detecc¸a˜o sa˜o fixos, os
sensores mo´veis (roboˆs) podem cobrir a´reas maiores ao longo do tempo sem a necessidade
de aumentar seu nu´mero [50]. Nesse caso, a tarefa se torna a de mover o sensor para que
o alvo caia dentro de seu campo de visa˜o. O uso de va´rios roboˆs pode aumentar o campo
32
de visa˜o efetivo do sensor e, portanto, deve, em teoria, permitir um desempenho superior
[31].
Com relac¸a˜o a um u´nico roboˆ, equipes de roboˆs sa˜o obviamente menos propensas
a falhas, capazes de operar simultaneamente em a´reas maiores. A troca de informac¸o˜es
entre roboˆs permite que haja a fusa˜o de dados. Em aplicac¸o˜es de roboˆs mo´veis, a fusa˜o
refere-se a qualquer esta´gio do processo de integrac¸a˜o em que uma combinac¸a˜o real de
diferentes fontes de informac¸o˜es ocorre [16]. A principal vantagem da fusa˜o de dados
consiste na melhoria da autenticidade ou disponibilidade de dados [23].
Contudo aplicac¸o˜es que utilizam a fusa˜o de dados devem tomar algumas precauc¸o˜es
em relac¸a˜o a problemas que podem surgir a partir da combinac¸a˜o dos dados. Entre esses
problemas, temos os dados imperfeitos. Segundo [23], os dados imperfeitos surgem pois
os dados fornecidos pelos sensores sa˜o sempre afetados por algum n´ıvel de imprecisa˜o,
bem como incerteza nas medic¸o˜es. Os algoritmos de fusa˜o de dados devem ser capazes
de expressar essas imperfeic¸o˜es de maneira eficaz e explorar a redundaˆncia de dados para
reduzir seus efeitos.
A incerteza surge se o roboˆ na˜o possui informac¸o˜es cr´ıticas para realizar sua tarefa.
A capacidade de lidar com a incerteza e´ fundamental para construir roboˆs de sucesso
[42]. Modelos probabil´ısticos tornaram-se populares devido a` sua robustez na presenc¸a de
incerteza, o que os torna capazes de lidar com grandes quantidades de ru´ıdo dos sensores e
oclusa˜o [31]. Um dos modelos probabil´ısticos que e´ amplamente utilizado para a realizac¸a˜o
de rastreamento visual dentro da Robo´tica e´ o Filtro de Part´ıculas.
2.9 Rastreamento por Filtro de Part´ıculas
Um filtro de part´ıculas e´ uma implementac¸a˜o na˜o parame´trica do filtro de Bayes
e e´ frequentemente usado para estimar o estado de um sistema dinaˆmico [39]. Os fil-
tros de part´ıculas funcionam muito bem com problemas de estimac¸a˜o na˜o-lineares e na˜o-
gaussianos, provando sua eficieˆncia em lidar com va´rias dificuldades relacionadas ao ras-
treamento de objetos [43].
Os filtros de part´ıculas tornaram-se ferramentas populares para resolver o problema
de rastreamento. Sua popularidade deriva de sua simplicidade, flexibilidade, facilidade de
implementac¸a˜o e sucesso de modelagem em uma ampla gama de aplicac¸o˜es desafiadoras
[34] e tem sido extensivamente utilizados nos u´ltimos anos [1, 25, 46, 43].
Para utilizar o filtro de part´ıculas como o rastreador visual no espac¸o 3D algumas
suposic¸o˜es devem ser estabelecidas:
• A posic¸a˜o do objeto de interesse P = (x, y, z) no instante de tempo t e´ tido como o
estado xt. Um estado e´ visto como uma colec¸a˜o de informac¸o˜es que podem impactar
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o futuro e evolui com o tempo;
• Uma observac¸a˜o zt representa uma mensurac¸a˜o de um estado no instante t. Ob-
servac¸o˜es sa˜o obtidas por meio de sensores e fornece informac¸a˜o momentaˆnea do
estado;
• Uma ac¸a˜o de controle ut e´ descreve uma ac¸a˜o realizada no instante de tempo t sobre
o estado xt−1 para leva-lo ao pro´ximo estado xt;
• A evoluc¸a˜o de um estado e´ dado por um processo de Markov oculto que leva as
seguintes suposic¸o˜es: em qualquer instante de tempo t na˜o e´ poss´ıvel determinar
o estado atual xt entretanto pode ser estimado, o pro´ximo estado e´ determinado
apenas pelo estado atual, qualquer estado x na˜o e´ observa´vel tendo sua observac¸a˜o z
descreve uma func¸a˜o de probabilidade do estado x e que os estados x, as observac¸o˜es
z e as ac¸o˜es de controle u sejam discretas.
A evoluc¸a˜o de um estado dentro de um sistema dinaˆmico e´ descrito pela figura 8
tendo que a transic¸a˜o de um estado atual xt para o estado posterior xt+1 e´ obtido a partir
da ac¸a˜o de controle ut realizada sobre o estado xt e a observac¸a˜o yt e´ gerada a partir da
estimac¸a˜o do estado xt.
Figura 8: Representac¸a˜o da evoluc¸a˜o de um estado x dentro de um sistema
dinaˆmico
O filtro de part´ıculas e´, portanto, uma te´cnica de aproximac¸a˜o para o ca´lculo de
posteriores assumindo que um estado x evolui ao longo de um tempo discreto em um
sistema dinaˆmico estoca´stico. A ideia e´ representar o estado posterior por meio de um
conjunto de hipo´teses Xt onde cada hipo´tese e´ representada por uma part´ıcula. Uma
part´ıcula xt consiste em uma instanciac¸a˜o concreta do estado x no instante de tempo t
juntamente com o peso wi que determina o qual pro´ximo do estado verdade e´ a instaˆncia.
Esse filtro e´ apresentado conforme o algoritmo apresentado na tabela 1.
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Algoritmo filtro de part´ıculas (Xt−1, ut, zt)
1: X t = Xt = ∅
2: para m = 1 ate´ M fac¸a
3: Amostre x
[m]
t ∼ p(xt|ut, x[m]t−1)
4: w
[m]
t = p(zt|x[m]t )
5: X t = X t + 〈x[m]t , w[m]t 〉
6: fim para
7: para m = 1 ate´ M fac¸a
8: Extraia i com probabilidade ∝ w[i]t
9: Adicione x
[i]
t a` Xt
10: fim para
11:
12: retorne Xt
Tabela 1: Algoritmo do filtro de part´ıculas [42]
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3 METODOLOGIA
3.1 Me´todos e equipamentos
O roboˆ utilizado durante todo o trabalho foi o Turtlebot 2, mostrado na figura
9, que consiste em um roboˆ terrestre de co´digo aberto que pode ser adquirido como um
conjunto completo ou em partes. Segundo [9], alguns dos principais itens que compo˜em o
modelo Turtlebot 2 sa˜o a base mo´vel que tambe´m serve como apoio para as partes superi-
ores do roboˆ, um notebook e o sensor de visa˜o com caˆmera RGB e sensor de profundidade
que consiste em um Microsoft Kinect versa˜o 1.0.
Figura 9: Turtlebot 2 [9]
O Microsoft Kinect e´ um dispositivo lanc¸ado pela Microsoft em outubro de 2010.
Ele conte´m um par de caˆmeras de profundidade e cores que pode obter a profundidade e
a imagem RGB simultaneamente [13]. O baixo custo, a confiabilidade e a velocidade da
medic¸a˜o prometem tornar o Kinect os principais dispositivos de medic¸a˜o 3D em robo´tica
interna, reconstruc¸a˜o de cena 3D e reconhecimento de objetos [37]. Mais informac¸o˜es
acerca das configurac¸o˜es e limitac¸o˜es do Kinect podem ser encontradas em [37, 33, 15].
Para a realizac¸a˜o das operac¸o˜es referentes ao PADI foi utilizada a biblioteca OpenCV1.
Segundo [3], a OpenCV e´ uma biblioteca de visa˜o computacional de co´digo aberto e foi
projetado para eficieˆncia computacional e com um forte foco em aplicativos em tempo
real.
Para a obtenc¸a˜o das informac¸o˜es vindas do Turtlebot foi utilizado o framework
Robot Operating System (ROS)2. O ROS na˜o e´ um sistema operacional no sentido tradi-
cional de gerenciamento e agendamento de processos; em vez disso, fornece uma camada
de comunicac¸a˜o estruturada acima dos sistemas operacionais hospedeiros de um cluster de
1opencv.org
2ros.org
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computac¸a˜o heterogeˆnea [35]. O ROS e´ um framework amplamente utilizado em robo´tica.
A filosofia e´ criar um software que funcione em outros roboˆs, fazendo pequenas alterac¸o˜es
no co´digo [29].
3.2 Configurac¸a˜o do sistema
A configurac¸a˜o do sistema que implementa as duas abordagens e´ descrita por meio
do fluxograma da figura 10 onde cada quadrado representa um procedimento realizado
dentro do pro´prio sistema. Cada procedimento ou operac¸a˜o sera˜o discutidos nas pro´ximas
sec¸o˜es. O sistema foi implementado utilizando a linguagem de programac¸a˜o Python3.
3.3 Definic¸a˜o do objeto de interesse
Como objeto de interesse foi utilizado um objeto esfe´rico com sua superf´ıcie com-
posta quase toda por uma u´nica cor. Este objeto foi selecionado pois o processamento da
imagem com o intuito de detectar o objeto tende a ter um custo computacional menor
devido a suas caracter´ısticas simplo´rias. Contudo a implementac¸a˜o na˜o fica presa ao ob-
jeto de interesse que foi selecionado, tanto e´ que o objeto de interesse pode ser substitu´ıdo
apenas alterando a etapa de detecc¸a˜o de acordo com as caracter´ısticas do novo objeto e
realizando pouca ou nenhuma alterac¸a˜o sobre o resto da implementac¸a˜o.
A representac¸a˜o do objeto de interesse consiste em um ponto no espac¸o 3D que e´ o
centro de massa do objeto esfe´rico. Em relac¸a˜o ao modelo de apareˆncia foram utilizadas
as representac¸o˜es visuais globais de cor e contorno do objeto esfe´rico. Como estrate´gia
de busca foram utilizados me´todos generativos, ou seja, buscou-se detectar o objeto de
interesse apenas determinando o grau de semelhanc¸a entre ele e os candidatos encontrados
no ambiente.
As configurac¸o˜es do rastreador visual foram as mais simples poss´ıveis para que
apresentasse um baixo custo computacional devido ao fato de que a fusa˜o dos dados
traria a implementac¸a˜o um aumento de custo computacional e esse aumento na˜o poderia
exceder as limitac¸o˜es impostas pelos equipamentos utilizados.
3.4 Detecc¸a˜o do objeto de interesse
Na etapa de detecc¸a˜o do objeto de interesse e´ tido como entrada a imagem vinda
do Kinect sobre a qual deve ser retirada a posic¸a˜o do objeto no sistema de coordenadas
de tela caso o mesmo se encontre dentro da imagem. Para tal fim sa˜o utilizadas diferentes
operac¸o˜es, a figura 11 conte´m a sequeˆncia das operac¸o˜es realizadas sobre imagem com
3python.org
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Figura 10: Fluxograma do sistema de rastreamento visual no espac¸o 3D
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o objetivo de detectar o objeto de interesse juntamente com qual etapa da sequeˆncia de
PADI cada uma das operac¸o˜es pertence.
Figura 11: Sequeˆncia das operac¸o˜es realizadas sobre a imagem e suas respec-
tivas classificac¸o˜es referente a sequeˆncia de etapas do PADI
Como passo inicial, as etapas de formac¸a˜o e aquisic¸a˜o da imagem juntamente
com a digitalizac¸a˜o e´ realizado por meio do ROS. Toda imagem gerada pelo sensor e´
encaminhada para o ROS que por sua vez repassa ao sistema responsa´vel por rastrear
objeto de interesse.
Antes de qualquer operac¸a˜o ser executada sobre a imagem, e´ realizada uma operac¸a˜o
de suavizac¸a˜o por filtro de gaussiana com o intuito de reduzir o ru´ıdo presente na imagem
sendo utilizado uma ma´scara de dimenso˜es 5 x 5 e σ = 1.1. Em seguida, a imagem e´
convertida do espac¸o de cor RGB para o HSV com o objetivo de facilitar a passagem da
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cor percebida do objeto de interesse pelo usua´rio para o sistema.
Como o objeto de interesse possui uma cor distinta foi utilizado essa informac¸a˜o
para diferencia-lo dos demais objetos presentes na cena. Para isso e´ realizado uma
operac¸a˜o de limiarizac¸a˜o que e´ descrita pela equac¸a˜o 6 onde a varia´vel I representa a
imagem de entrada, as varia´veis I(x, y)H e I(x, y)S representam, respectivamente, o valor
dos componentes de matiz e saturac¸a˜o do pixel de coordenadas (x, y) da imagem de en-
trada I e a varia´vel Iseg representa a imagem de sa´ıda do processo de limiarizac¸a˜o. Esta
operac¸a˜o recebe a imagem no espac¸o de cor HSV e retorna uma imagem bina´ria onde cada
pixel da imagem de entrada que estiver dentro do limiar gera a atribuic¸a˜o do valor ma´ximo
para o pixel da imagem de sa´ıda de mesma posic¸a˜o ou a atribuic¸a˜o do valor mı´nimo caso
contra´rio. Os valores utilizados na limiarizac¸a˜o foram obtidos empiricamente.
Iseg(x, y) =
1, se 65 ≤ I(x, y)H ≥ 30 e I(x, y)S ≥ 500, caso contra´rio. (6)
Como operac¸a˜o da etapa de po´s-processamento, e´ realizada a operac¸a˜o morfolo´gica
de abertura como propo´sito de remover conjuntos de pixels de dimenso˜es inferiores ao ele-
mento estruturante ja´ que se espera que o objeto de interesse sempre possua um tamanho
mı´nimo fixo. Foi utilizado o elemento estruturante descrito na equac¸a˜o 7 que possui o
formato de disco.
B =

0 0 1 1 1 0 0
0 1 1 1 1 1 0
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
0 1 1 1 1 1 0
0 0 1 1 1 0 0

(7)
Em seguida, e´ realizada uma operac¸a˜o para encontrar os contornos dentro da ima-
gem bina´ria. O algoritmo utilizado para tal fim foi o descrito por [41]. Esta operac¸a˜o tem
como sa´ıda os contornos encontrados na imagem de entrada separados em conjuntos de
pixels conectados.
A operac¸a˜o seguinte consiste na classificac¸a˜o dos contornos onde cada contorno
gerado pela operac¸a˜o anterior e´ tratado como um u´nico objeto. Para cada contorno, e´
encontrado o menor c´ırculo poss´ıvel que enclausura todos os seus pixels. A partir do raio
e a a´rea deste c´ırculo, juntamente com a a´rea delimitada pelo contorno, e´ obtido um valor
que determina o qua˜o pro´ximo o contorno se assemelha ao objeto de interesse, este valor
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foi denominado como confianc¸a de observac¸a˜o α e e´ calculado pela equac¸a˜o 8 onde Aobs
representa a a´rea observada, que consiste na a´rea formada pela regia˜o que e´ englobada
pelo contorno, e Aesp representa a a´rea esperada, que e´ a a´rea do c´ırculo que enclausura
todos os pontos do contorno.
α =
Aobs
Aesp
(8)
O valor da a´rea observada Aobs e´ obtido pela fo´rmula da a´rea do teorema de Green.
Ja´ o valor da a´rea esperada Aesp e´ obtido pela equac¸a˜o 9 onde a varia´vel renc representa
o raio do c´ırculo que enclausura todos os pontos do contorno.
Aesp = pi · r2enc (9)
A lo´gica por tra´s dessa etapa surge do fato de que, como o objeto de interesse possui
atributos que podem ser facilmente observados em imagem e mesmo apo´s as operac¸o˜es
anteriores esses atributos se mante´m apesar de sofrerem deformac¸o˜es, podemos comparar
atributos extra´ıdos da imagem com os do objeto esfe´rico com o intuito de determinar
o qua˜o pro´ximo sa˜o uns das outros. No ca´lculo descrito anteriormente, foi selecionada
a a´rea do objeto e como ela se encontra distribu´ıda na imagem como um atributo de
classificac¸a˜o.
Apo´s o ca´lculo da confianc¸a de observac¸a˜o α de todos os contornos encontrados
na imagem, os contornos que tiverem o valor de confianc¸a de observac¸a˜o α inferior a` 0.5
sa˜o descartados e, dos contornos remanescestes, o contorno com maior valor de confianc¸a
de observac¸a˜o α e´ selecionado como o contorno do objeto de interesse. Como parte final
do processo de detecc¸a˜o, a posic¸a˜o do objeto de interesse no sistema de coordenadas da
tela Pt = (xt, yt) e´ tida como o centroide do menor c´ırculo poss´ıvel que engloba todos os
pontos do contorno selecionado.
3.5 Estimac¸a˜o da posic¸a˜o do objeto
Nesta etapa, se tem a posic¸a˜o do objeto de interesse no espac¸o 2D no sistema de
coordenadas da tela em pixels e e´ necessa´ria sua conversa˜o para a posic¸a˜o do objeto no
espac¸o 3D no sistema de coordenadas global em metros. Esta conversa˜o na˜o e´ realizada
de forma direta sendo obrigato´rio algumas etapas ate´ chegar ao resultado desejado.
A etapa inicial consiste na conversa˜o do sistema de coordenadas da tela para o
sistema de coordenadas da caˆmera. Esta operac¸a˜o leva a posic¸a˜o do objeto do espac¸o 2D
para o espac¸o 3D utilizando as equac¸o˜es 10, 11 e 12, que foram derivadas da equac¸a˜o 1,
onde xc, yc e zc representam a posic¸a˜o do objeto no sistema de coordenadas da caˆmera no
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espac¸o 3D, xt e yt representam a posic¸a˜o do objeto no sistema de coordenadas da tela, z
representa a distaˆncia do objeto em relac¸a˜o a caˆmera.
xc =
xt − cx
f
· z (10)
yc =
yt − cy
f
· z (11)
zc = z (12)
As varia´veis da coordenada do ponto principal do plano da imagem (cx, cy) e a
distaˆncia focal f sa˜o os mesmos paraˆmetros intr´ınsecos descritos na sec¸a˜o 2.2. As caˆmeras
fixadas nos roboˆs foram calibradas utilizando o procedimento para calibrac¸a˜o de caˆmeras
monoculares do ROS. Apo´s esta transformac¸a˜o, os valores passam a ser representados em
metros.
A distaˆncia do objeto em relac¸a˜o a caˆmera z e´ necessa´ria para a transformac¸a˜o do
espac¸o 2D para o 3D e e´ comumente obtida por meio de um sensor de profundidade. O
valor desta varia´vel pode ser obtido utilizando o sensor de profundidade do pro´prio Kinect.
Contudo, durante a realizac¸a˜o dos experimentos, notou-se que o sensor de profundidade
do Kinect teve dificuldades em determinar distaˆncia do objeto de interesse da caˆmera
tornando invia´vel a sua utilizac¸a˜o.
A abordagem selecionada para contornar este problema foi utilizar informac¸o˜es do
objeto obtidas no sistema de coordenadas da tela e o conhecimento pre´vio que temos sobre
o mesmo para determinar sua distaˆncia no sistema de coordenadas global. Um exemplo
de informac¸a˜o e´ o raio observado no sistema de coordenadas da tela cujo o tamanho esta´
diretamente relacionado com a distaˆncia do objeto em relac¸a˜o a caˆmera. O ca´lculo da
distaˆncia do objeto de interesse em relac¸a˜o a caˆmera e´ exposto na figura 12 onde dx e dz
representam, respectivamente, a distaˆncia do objeto em relac¸a˜o a caˆmera sobre o eixo X
e Z. Na˜o e´ levando em considerac¸a˜o a distaˆncia sobre o eixo Y pois o objeto de interesse
e a caˆmera se encontra em uma mesma altura logo distaˆncia no eixo e´ zero.
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Figura 12: Relac¸a˜o entre as distaˆncias entre o eixo X e Z com a distaˆncia do
objeto em relac¸a˜o a caˆmera z
Para calcular a distaˆncia do objeto em relac¸a˜o a caˆmera foi selecionado informac¸o˜es
do objeto que proporciona a distaˆncia em relac¸a˜o ao eixo X e Z. Para determinar a
distaˆncia em relac¸a˜o ao eixo Z foi utilizado o raio formado pelo objeto no sistema de
coordenadas da tela enquanto que para a distaˆncia em relac¸a˜o ao eixo X foi utilizado
a distaˆncia do centroide do objeto em relac¸a˜o a` coordenada principal da caˆmera cx. A
partir da escolha das informac¸o˜es foram obtidas func¸o˜es de interpolac¸a˜o que relacionam
as informac¸o˜es obtidas no sistema de coordenadas da tela com a distaˆncia do objeto em
relac¸a˜o a caˆmera. Em aplicac¸o˜es matema´ticas, as func¸o˜es de interpolac¸a˜o sa˜o utilizadas
para fazer previso˜es de valores de func¸o˜es dentro de certo intervalo.
Para obter a func¸a˜o de interpolac¸a˜o que relaciona o raio observado com a distaˆncia
sobre o eixo Z, o objeto de interesse foi posicionado em diferentes distaˆncias em relac¸a˜o
a caˆmera sobre o eixo Z. Para cada posic¸a˜o foi computado o valor me´dio do raio em 300
detecc¸o˜es. Com as mensurac¸o˜es foi gerado a func¸a˜o de interpolac¸a˜o descrita pela equac¸a˜o
13.
f(x) = 2.8983e−6x4 − 0.00045117x3 + 0.026504x2 − 0.73325x+ 9.568 (13)
Ja´ para obter a func¸a˜o de interpolac¸a˜o que relaciona a distaˆncia do centroide do
objeto em relac¸a˜o a` coordenada principal da caˆmera cx em pixels com a distaˆncia do
objeto em relac¸a˜o ao eixo X em metros, o objeto de interesse foi posicionado a 2.0 metros
de distaˆncia em relac¸a˜o ao eixo Z da caˆmera e foi variando apenas a sua distaˆncia sobre
o eixo X. Para cada posic¸a˜o foi computado o valor me´dio da distaˆncia entre o valor da
coordenada x do centroide do objeto de interesse e a coordenada principal da caˆmera cx
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em 300 detecc¸o˜es. Com as mensurac¸o˜es foi gerado a func¸a˜o de interpolac¸a˜o descrita pela
equac¸a˜o 14.
g(x) = 0.0039834x+ 0.028457 (14)
E´ va´lido salientar que este tipo de abordagem faz com que o ca´lculo da distaˆncia
se torna totalmente dependente das informac¸o˜es que sa˜o obtidas pela detecc¸a˜o e que seja
apenas utiliza´vel sobre o mesmo objeto de interesse. Por fim, a distaˆncia do objeto em
relac¸a˜o a caˆmera z pode ser calculado como a raiz quadrada da soma do quadrado da
distaˆncia do objeto em relac¸a˜o a caˆmera sobre o eixo Z com quadrado da distaˆncia do
objeto em relac¸a˜o a caˆmera sobre o eixo X.
Para comparar as distaˆncias obtidas pelo sensor do Kinect com as distaˆncias ob-
tidas por meio das func¸o˜es de interpolac¸a˜o, o objeto de interesse foi fixado encima em
um roboˆ e o mesmo realizou a trajeto´ria de um quadrado enquanto um outro roboˆ foi
utilizado para realizar o rastreamento visual do objeto. Durante o experimento, apo´s
a detecc¸a˜o do objeto de interesse, foi utilizado as func¸o˜es de interpolac¸a˜o e o sensor de
profundidade do Kinect para obter a distaˆncia do objeto em relac¸a˜o a caˆmera. Para ve-
rificar ambas abordagens foi utilizado a odometria do roboˆ responsa´vel por movimentar
o objeto para determinar a distaˆncia do objeto em relac¸a˜o a caˆmera, a odometria nada
mais e´ que a mudanc¸a relativa de posic¸a˜o de acordo com os codificadores das rodas do
roboˆ. A figura 13 representa as distaˆncias mensuradas do objeto de interesse durante o
experimento utilizando a odometria, o sensor de profundidade do Kinect e das func¸o˜es de
interpolac¸a˜o.
Pode-se notar que quando utilizado as informac¸o˜es do sensor de profundidade do
Kinect na˜o foi poss´ıvel determinar a distaˆncia do objeto mesmo ocorrendo a detecc¸a˜o,
fato que na˜o ocorre quando utilizado as func¸o˜es de interpolac¸a˜o. Outro ponto positivo do
uso das func¸o˜es de interpolac¸a˜o foi a reduc¸a˜o da instabilidade das mensurac¸o˜es geradas
pelo sensor de profundidade do Kinect que ocorre quando as distaˆncias mensuradas na˜o
sa˜o pro´ximas dos valores reais.
Apo´s sair do sistema de coordenadas da tela para o sistema de coordenadas da
caˆmera e´ necessa´rio aplicar uma rotac¸a˜o para conciliar o sistema de coordenadas da tela
com o sistema de coordenadas da caˆmera. Como demonstrado na figura 14, os sentidos
dos eixos x e y sa˜o diferentes. Por este motivo, e´ aplicado uma rotac¸a˜o de 180◦ no sentido
hora´rio em torno do eixo z, como mostra a equac¸a˜o 15, para sanar este problema.
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Figura 13: Distaˆncia mensuradas por meio da odometria, sensor de profundi-
dade do Kinect e func¸o˜es de interpolac¸a˜o durante o experimento
Figura 14: Rotac¸o˜es realizadas para ir do sistema de coordenadas da tela para
a da caˆmera
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
x′c
y′c
z′c
1
 =

cos 180◦ -sen 180◦ 0 0
sen 180◦ cos 180◦ 0 0
0 0 1 0
0 0 0 1


xc
yc
zc
1
 (15)
O pro´ximo passo consiste na passagem da posic¸a˜o do objeto do sistema de coorde-
nadas da caˆmera para o sistema de coordenadas do roboˆ. Essa operac¸a˜o e´ necessa´ria pois,
quando falamos de caˆmeras fixadas em roboˆs, o posicionamento da caˆmera em relac¸a˜o
ao roboˆ pode variar. Um exemplo e´ o pro´prio Turtlebot cujo a caˆmera pode mudar
de posic¸a˜o de acordo com a necessidade do usua´rio. O posicionamento das caˆmeras em
relac¸a˜o a` base do Turtlebot e´ ideˆntico para todos os roboˆs utilizados, logo o mesmo ca´lculo
para a mudanc¸a do sistema de coordenadas e´ aplicado para todos os roboˆs.
Figura 15: Rotac¸o˜es realizadas para ir do sistema de coordenadas da caˆmera
para a do roboˆ
A figura 15 apresenta os sentidos de cada um dos eixos do sistema de coordenadas
da caˆmera e do roboˆ. Esta operac¸a˜o e´ um pouco mais complexa pois exige a aplicac¸a˜o de
duas rotac¸o˜es. A primeira rotac¸a˜o e´ uma rotac¸a˜o de 90◦ no sentido hora´rio em torno do
eixo y e a segunda rotac¸a˜o e´ uma rotac¸a˜o de 90◦ no sentido hora´rio em torno do eixo x.
Esta operac¸a˜o e´ descrita pela equac¸a˜o 16.

xr
yr
zr
1
 =

1 0 0 0
0 cos 90◦ -sen 90◦ 0
0 sen 90◦ cos 90◦ 0
0 0 0 1


cos 90◦ 0 sen 90◦ 0
0 1 0 0
-sen 90◦ 0 cos 90◦ 0
0 0 0 1


x′c
y′c
z′c
1
 (16)
Como a origem dos sistemas de coordenadas da caˆmera e do roboˆ sa˜o diferen-
tes, apo´s as rotac¸o˜es, e´ aplicado uma translac¸a˜o para levar de uma origem a` outra, a
translac¸a˜o e´ descrita pela equac¸a˜o 17. Os valores das varia´veis tcx, tcy e tcz foram obtidos
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manualmente e sa˜o, respectivamente, iguais a −0.125, 0.0 e 0.25 metros.

x′r
y′r
z′r
1
 =

1 0 0 tcx
0 1 0 tcy
0 0 1 tcz
0 0 0 1


xr
yr
zr
1
 (17)
Por u´ltimo, a posic¸a˜o do objeto no sistema de coordenadas do roboˆ (local) e´ con-
vertida para o sistema de coordenadas global. Essa operac¸a˜o tem como objetivo que
todos os roboˆs envolvidos no rastreamento do objeto de interesse compartilhem o mesmo
sistema de coordenadas. Para tal fim, e´ utilizado a pose do roboˆ. Esta operac¸a˜o e´ descrita
pela equac¸a˜o 18 onde trx e try representam, respectivamente, a posic¸a˜o x e y do roboˆ no
sistema de coordenadas do global e θ representa o aˆngulo de orientac¸a˜o do roboˆ.

xw
yw
zw
1
 =

cos θ -sen θ 0 trx
sen θ cos θ 0 try
0 0 1 0
0 0 0 1


x′r
y′r
z′r
1
 (18)
A implementac¸a˜o referente a abordagem na˜o cooperativa termina nesta sec¸a˜o. A
pro´xima sec¸a˜o consiste na fusa˜o de dados que se encontra apenas na abordagem coopera-
tiva.
3.6 Fusa˜o dos dados
Nessa etapa ocorre a fusa˜o dos dados coletados por todos os roboˆs de uma mesma
equipe de rastreamento. Para tal finalidade, foi utilizado a implementac¸a˜o de um filtro
de part´ıculas. A sequeˆncia de passos que sa˜o realizados e´ descrita na figura 16, sendo
elas a inicializac¸a˜o das part´ıculas, a correc¸a˜o dos pesos, a reamostragem das part´ıculas, a
estimac¸a˜o do estado atual e a predic¸a˜o do pro´ximo estado.
Antes de qualquer coisa, para que ocorra a fusa˜o dos dados e´ necessa´rio que exista
um mecanismo de comunicac¸a˜o que possibilite a troca de informac¸o˜es entre os roboˆs
envolvidos no rastreamento. Essa comunicac¸a˜o foi implementada utilizando o mecanismo
de comunicac¸a˜o s´ıncrona do ROS conhecido como servic¸o. Apo´s o te´rmino da detecc¸a˜o
e estimac¸a˜o da posic¸a˜o do objeto, o roboˆ faz uma requisic¸a˜o contendo as informac¸o˜es
de posic¸a˜o xw, yw e zw do objeto de interesse, a confianc¸a sobre a observac¸a˜o α e o
identificador k. O trecho de co´digo responsa´vel por executar o servic¸o armazena os dados
gerados pelo roboˆ e retorna as mesmas informac¸o˜es sendo que dos demais roboˆs envolvidos
no rastreamento como resposta.
47
Figura 16: Fluxograma do filtro de part´ıculas empregado para o rastreamento
visual
Mesmo quando o roboˆ na˜o consegue obter informac¸o˜es sobre o objeto de interesse
a partir dos dados coletados pelos seus sensores, o roboˆ ainda realiza a requisic¸a˜o mas
repassa o valor de confianc¸a sobre a observac¸a˜o α igual a` zero, fazendo com que os seus
dados na˜o afetem a estimac¸a˜o da posic¸a˜o do objeto de interesse durante a fusa˜o dos dados.
Ele efetua tal ac¸a˜o com o objetivo de descobrir se algum outro membro de sua equipe tem
alguma informac¸a˜o referente ao objeto naquele instante de tempo.
Uma das vantagens da utilizac¸a˜o de servic¸os e´ a simplicidade de utilizac¸a˜o e a
velocidade em que ocorre a troca das informac¸o˜es. Em contrapartida, as informac¸o˜es
que ficam registradas dentro do servic¸o precisam ser atualizados com frequeˆncia para que
estejam o mais pro´ximo do estado atual do ambiente.
Antes entrar em detalhes em relac¸a˜o aos passos da fusa˜o dos dados realizadas por
meio do uso de filtro de part´ıculas, algumas definic¸o˜es devem ser esclarecidas. Sendo elas:
• Uma part´ıcula xt descreve a posic¸a˜o Pw = (xw, yw, zw) do centro de massa do objeto
de interesse no espac¸o 3D no instante de tempo t
• A observac¸a˜o βr representa a posic¸a˜o do objeto de interesse inferida pelo roboˆ r por
meio da detecc¸a˜o
• O identificador k consiste em uma varia´vel utilizada para distinguir cada um dos
membros da equipe de rastreamento
• As varia´veis M e N representam, respectivamente, a quantidade de part´ıculas uti-
lizadas dentro de filtro de part´ıculas e a quantidade de roboˆs pertencentes a equipe
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O primeiro passo do filtro de part´ıculas consiste na inicializac¸a˜o das part´ıculas e
dos pesos associados a cada uma delas, o conjunto de part´ıculas iniciais X0 e´ gerado dentro
do campo de visa˜o da caˆmera levando em considerac¸a˜o a posic¸a˜o do roboˆ no sistema de
coordenadas global. Como demostrado na figura 17, o campo de visa˜o de um caˆmera e´
determinado pelos aˆngulos de abertura horizontal ah e vertical av e as distaˆncias ma´xima
dmax e mı´nima dmin de captura. As distaˆncias ma´xima e mı´nima de captura constituem
o intervalo de distaˆncia no qual e´ aconselha´vel utilizar os dados capturados pelo sensor e
sa˜o geralmente estabelecidos levando em considerac¸a˜o as limitac¸o˜es do mesmo.
Figura 17: Configurac¸a˜o do campo de visa˜o
Na figura 18, algumas informac¸o˜es sobre o campo de visa˜o foram destacadas. A
principal deles e´ de que, dado um ponto P = (x, y, z) no espac¸o 3D, o valor que a varia´vel
z assume delimita os poss´ıveis valores que as varia´veis x e y podem assumir que fac¸am
com que o ponto P ainda se encontre dentro do campo de visa˜o. Com base nas relac¸o˜es
trigonome´tricas, foram obtidas as equac¸o˜es 19 e 20 que foram usadas para gerar part´ıculas
no espac¸o da caˆmera.
49
Figura 18: Informac¸o˜es destacadas sobre o campo de visa˜o
mı´n. xi = −tan(ah
2
) · zi (19)
ma´x. xi = tan(
ah
2
) · zi (20)
A partir dos aˆngulos de abertura da caˆmera e as distaˆncias ma´xima e mı´nima de
captura e´ poss´ıvel determinar se um ponto no espac¸o 3D se encontra dentro do campo de
visa˜o. Tendo V como o conjunto de todos os pontos que se encontram dentro do campo
de visa˜o de uma caˆmera e P = (x, y, z) como um ponto qualquer pertencente ao espac¸o
3D, o ponto P pertence ao conjunto V se as seguintes afirmac¸o˜es forem verdadeiras:
dmin ≤ z ≤ dmax
−tan(ah
2
) · z ≤ x ≤ tan(ah
2
) · z
−tan(av
2
) · z ≤ y ≤ tan(av
2
) · z
Utilizando as afirmac¸o˜es anteriores foi poss´ıvel gerar part´ıculas dentro do campo
de visa˜o da caˆmera. A tabela 2 descreve o algoritmo de inicializac¸a˜o das part´ıculas. Apo´s
gerar as part´ıculas dentro do sistema de coordenadas da caˆmera e´ necessa´rio passar essas
part´ıculas para o sistema de coordenadas global. Isso pode ser realizado seguindo as
equac¸o˜es descritas na sec¸a˜o 3.5. Os aˆngulos de abertura horizontal ah e vertical av da
caˆmera RGB do Kinect foram retirados de [37] e sa˜o, respectivamente, 63◦ e 50◦. Como
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distaˆncia mı´nima dmin e ma´xima dmax foram utilizados os valores de 1.0 e 4.0 metros, os
valores das varia´veis de translac¸a˜o da caˆmera tcx, tcy e tcz e os valores das varia´veis de
translac¸a˜o do roboˆ trx, try e θ sa˜o os mesmos valores que foram descritos na sec¸a˜o 3.5.
Algoritmo fpc gerar part´ıculas (dmin, dmax, ah, av, tcx, tcy, tcz, trx, try, θ,M)
1: X0 = ∅
2: para m = 1 ate´ M fac¸a
3: {Gerar as part´ıculas no sistema de coordenadas da caˆmera}
4: camz = rand(dmin; dmax)
5: camx = rand(−1; 1) · tan ah2 · z
6: camy = rand(−1; 1) · tan av2 · z
7: {Passa as part´ıculas para o sistema de coordenadas do roboˆ (equac¸a˜o 16)}
8: robotx = camz
9: roboty = camx
10: robotz = camy
11: {Passa as part´ıculas para o sistema de coordenadas global (equac¸a˜o 18)}
12: worldx = cos θ · robotx − senθ · roboty
13: worldy = cosθ · robotx + senθ · roboty
14: worldz = robotz
15: {Aplicar as translac¸o˜es}
16: worldx = worldx + tcx + trx
17: worldy = worldy + tcy + try
18: worldz = worldz + tcz
19: x
[m]
0 = (worldx, worldy, worldz)
20: X0 = X0 + 〈x[m]0 , 1M 〉
21: fim para
22:
23: retorne X0
Tabela 2: Algoritmo relacionado a etapa de inicializac¸a˜o das part´ıculas do
filtro de part´ıculas
Apo´s a inicializac¸a˜o, o peso de cada part´ıcula e´ corrigido com base nas observac¸o˜es
de cada um dos roboˆs. Diferentemente da concepc¸a˜o original do filtro de part´ıculas, mais
de uma observac¸a˜o e´ utilizada durante a processo de correc¸a˜o dos pesos onde cada uma
das observac¸o˜es e´ responsa´vel por uma parte desta correc¸a˜o. Essa parte e´ determinada
pelo grau de confianc¸a sobre a observac¸a˜o.
Como primeiro passo para a correc¸a˜o dos pesos, e´ realizado a normalizac¸a˜o dos
graus de confianc¸a sobre a observac¸a˜o α para que cada um deles passe a representar
a parte da correc¸a˜o que a observac¸a˜o β e´ responsa´vel. O algoritmo de correc¸a˜o esta´
detalhado na tabela 3.
Para cada observac¸a˜o βk e´ gerada uma func¸a˜o de densidade de probabilidade Mk
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Algoritmo fpc correc¸a˜o(αk, βk, xw, ww, zw, Xt,M,N, k)
1: {Requisic¸a˜o ao servic¸o}
2: Envie seu αk, βk, xw, ww, zw e k
3: {Resposta do servic¸o}
4: Receba os α, β, xw, yw, zw dos demais roboˆs
5: {Passo de normalizac¸a˜o das confianc¸as}
6: para r = 1 ate´ N fac¸a
7: αr =
αr∑N
n=1 αn
8: fim para
9: {Correc¸a˜o dos pesos das part´ıculas a partir das observac¸o˜es}
10: para m = 1 ate´ M fac¸a
11: para r = 1 ate´ N fac¸a
12: Obter a probabilidade pr de x
[m]
t a partir da FDP Mr gerada pela observac¸a˜o βr
13: fim para
14: w
[m]
t = w
[m]
t ·
∑N
n=1 pnαn
15: fim para
16: {Normalizac¸a˜o dos pesos associados as part´ıculas}
17: para m = 1 ate´ M fac¸a
18: w
[m]
t =
w
[m]
t∑M
n=1 w
[n]
t
19: fim para
20:
21: retorne Xt
Tabela 3: Algoritmo relacionado a etapa de correc¸a˜o dos pesos
com distribuic¸a˜o normal de me´dia µ igual a posic¸a˜o estimada pela observac¸a˜o βk e co-
variaˆncia de distribuic¸a˜o σ como descrita na equac¸a˜o 21. A correc¸a˜o do peso de uma
part´ıcula x
[m]
t de acordo com as observac¸o˜es e´ obtida pelo somato´rio das correc¸o˜es gera-
das por cada observac¸a˜o β onde a correc¸a˜o gerada pela observac¸a˜o βk e´ calculada como a
probabilidade de x
[m]
t obtida pela func¸a˜o de densidade de probabilidade Mk multiplicada
pelo o grau de confianc¸a sobre a observac¸a˜o αk.
σ =
1e
−3 0 0
0 1e−3 0
0 0 1e−3
 (21)
A correc¸a˜o dos pesos e´ aplicada sobre a predic¸a˜o por meio da multiplicac¸a˜o da
probabilidade obtida por meio das observac¸o˜es pelo peso de cada part´ıcula. Por fim, e´
realizado a normalizac¸a˜o dos pesos. Apo´s a normalizac¸a˜o e´ executado a reamostragem
por baixa variac¸a˜o, ou low variance resampling, onde foi empregado o algoritmo descrito
por [42]. Logo apo´s a reamostragem, a posic¸a˜o mais prova´vel do objeto do interesse e´
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estimada pela me´dia ponderada das part´ıculas pelo pesos como demostrado na equac¸a˜o
22.
µt =
1
N
N∑
i=1
x
[i]
t w
[i]
t (22)
Como etapa final do filtro de part´ıculas, e´ realizada a predic¸a˜o sobre a posic¸a˜o do
objeto de interesse no pro´ximo instante de tempo. Neste trabalho, na˜o foi implementado
nenhum modelo de movimento que pudesse ser utilizado para estimar a pro´xima posic¸a˜o
do objeto de interesse por meio das instanciac¸o˜es representadas pelas part´ıculas. Por
este motivo, dentro da etapa de predic¸a˜o, se busca prever a pro´xima posic¸a˜o do objeto
movendo de forma aleato´ria a posic¸a˜o atual armazenada em cada part´ıcula.
Todas as etapas anteriores, com excec¸a˜o da inicializac¸a˜o dos pesos, sa˜o repetidas
ate´ que a tarefa do rastreamento visual seja encerrada.
3.7 Experimento
Para testar as duas abordagens de rastreamento visual foi realizado um experi-
mento no qual um ambiente foi elaborado para a execuc¸a˜o de uma tarefa de rastreamento
de um objeto esfe´rico por um grupo de roboˆs. A organizac¸a˜o do ambiente pode ser obser-
vada na figura 19 onde a linha tracejada representa a trajeto´ria que foi planejada para ser
feita pelo objeto esfe´rico, a varia´vel CObj i representa a posic¸a˜o do centroide do objeto i no
sistema de coordenadas global em metros, a varia´vel DObj i representa, respectivamente, a
largura e o comprimento do objeto i em metros e Pk = (xk, yk, θk) representa a posic¸a˜o xk
e yk no sistema de coordenadas global em metros e o aˆngulo de orientac¸a˜o θk em radianos
do roboˆ k.
A posic¸a˜o dos objetos presentes no ambiente e as poses dos roboˆs envolvidos no
rastreamento visual foram determinados com base nos seguintes crite´rios:
• Os objetos foram posicionados dentro do ambiente com o intuito de gerar oclusa˜o
parcial e total sobre as observac¸o˜es dos roboˆs em certos pontos da trajeto´ria do
objeto esfe´rico visto que a fusa˜o de dados buscar contornar esse tipo de problema
• A relac¸a˜o entre as posic¸o˜es dos objetos com as poses dos roboˆs foi idealizada de modo
que nenhum dos roboˆs conseguisse obter a trajeto´ria completa do objeto esfe´rico,
mas a fusa˜o dos dados conseguiria gerar esta trajeto´ria
• A distaˆncia mı´nima e ma´xima, que possa ser inferida pelo rastreamento visual du-
rante a trajeto´ria do objeto esfe´rico, entre a posic¸a˜o do objeto e qualquer um dos
roboˆs e´, respectivamente, de 1.0 e 4.0 metros.
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Figura 19: Organizac¸a˜o do ambiente elaborado para a realizac¸a˜o do experi-
mento. A linha tracejada representa a trajeto´ria que foi planejada para ser
feita pelo objeto de interesse. A varia´vel CObj i representa a posic¸a˜o do cen-
troide do objeto i no sistema de coordenadas global em metros, a varia´vel
DObj i representa, respectivamente, a largura e o comprimento do objeto i em
metros e Pi = (xi, yi, θi) representa a posic¸a˜o xi e yi no sistema de coordenadas
global em metros e o aˆngulo de orientac¸a˜o θi em radianos do roboˆ i
Para evitar erros oriundos da estimac¸a˜o da pose do roboˆ, tendo em vista que a
pose do roboˆ e´ utilizada para a estimac¸a˜o da posic¸a˜o do objeto no espac¸o 3D, cada roboˆ
foi posicionado no ambiente manualmente e sua pose foi passada para o algoritmo de
rastreamento de forma direta, sem a utilizac¸a˜o de um algoritmo de infereˆncia. Nenhum
dos roboˆs da equipe de rastreamento se movimenta durante o experimento.
O objeto esfe´rico foi fixado encima de um roboˆ que na˜o pertencia a equipe de
rastreamento para que fosse poss´ıvel realizar a trajeto´ria previamente planejada. Ao
roboˆ, foi dado o comando de realizar a trajeto´ria que formasse um quadrado com 2
metros de lado saindo da origem do sistema de coordenadas global em direc¸a˜o ao eixo X+
rotacionando no sentido anti-hora´rio.
Para comparar com a trajeto´ria do objeto esfe´rico inferida pelo rastreamento visual
com trajeto´ria realmente realizada pelo objeto foram obtidos os dados da odometria do
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roboˆ que foi responsa´vel por deslocar o objeto. Sobre os dados da odometria e´ realizada um
pequena translac¸a˜o para que a trajeto´ria passasse a representar a trajeto´ria do objeto. A
trajeto´ria obtida por meio da odometria foi considerada como ground truth do experimento
e sa˜o utilizados para validar as trajeto´rias inferidas por cada roboˆ.
Figura 20: Imagem contendo a objeto de interesse fixado em cima de um
Turtlebot
Figura 21: Imagem contendo o ambiente elaborado para a realizac¸a˜o do ex-
perimento
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4 APRESENTAC¸A˜O E ANA´LISE DOS RESULTADOS
Para gerar os resultados, a cada 30 milissegundos, contando a partir do in´ıcio
do experimento, o erro de estimac¸a˜o da posic¸a˜o do objeto esfe´rico no espac¸o do mundo
foi calculado como a distaˆncia euclidiana, em metros, entre a posic¸a˜o do objeto esfe´rico
inferida por meio do rastreamento e a posic¸a˜o do objeto esfe´rico obtida pela odometria.
O erro de estimac¸a˜o da posic¸a˜o no espac¸o do mundo de cada roboˆ durante o experimento
e´ mostrado na figura 22. Quando um roboˆ na˜o consegue inferir a posic¸a˜o do objeto,
a u´ltima posic¸a˜o do objeto de interesse e´ dada como indefinida, o valor do erro na˜o e´
computado e nem exibido no gra´fico.
Na abordagem na˜o cooperativa, os roboˆs envolvidos no rastreamento possuem picos
de erro quando a sua visa˜o do objeto e´ prejudicada por causa da oclusa˜o parcial. Isso
ocorre devido ao fato de que a oclusa˜o parcial afeta o tamanho do raio do objeto esfe´rico
que e´ observado que por fim afeta a distaˆncia que e´ calculada visto que a distaˆncia do
objeto em relac¸a˜o a caˆmera e´ obtida por meio do raio do objeto esfe´rico no sistema de
coordenadas de tela.
Esses picos deixam de acontecer na abordagem cooperativa pois, quando uma
observac¸a˜o sofre de oclusa˜o parcial, o valor da varia´vel de confianc¸a sobre a observac¸a˜o α
diminui fazendo com que a influeˆncia dessa observac¸a˜o sobre a estimac¸a˜o da posic¸a˜o do
objeto de interesse durante a fusa˜o dos dados seja menor do que a influeˆncia dos demais
roboˆs com uma melhor observac¸a˜o do objeto levando a atenuac¸a˜o do erro.
A principal diferenc¸a entre a abordagem na˜o cooperativa e a cooperativa e´ o fato
de que, apesar das ocluso˜es parciais e totais que cada um dos roboˆs sofre, na abordagem
cooperativa todos os roboˆs conseguem manter o rastreamento do objeto esfe´rico durante
todo o experimento enquanto na abordagem na˜o cooperativa ha´ intervalos de tempo nos
quais um ou mais roboˆs na˜o sa˜o capazes de estimar a posic¸a˜o do objeto esfe´rico.
Um dos pontos negativos da abordagem cooperativa foi o aumento no custo compu-
tacional para a realizac¸a˜o do rastreamento. Considerando uma execuc¸a˜o como o conjunto
de operac¸o˜es que sa˜o realizadas sobre as entradas para inferir a posic¸a˜o do objeto de
interesse, o algoritmo responsa´vel pela abordagem na˜o cooperativa teve, em me´dia, 29.79
execuc¸o˜es por segundo sendo o ma´ximo de execuc¸o˜es poss´ıveis uma vez que a taxa de
aquisic¸a˜o de imagens em RGB do Kinect e´ de ate´ 30 quadros por segundo. Enquanto
o algoritmo responsa´vel pela abordagem cooperativa teve, em me´dia, 4.43 execuc¸o˜es por
segundo, como mostra a tabela 4. Essa diminuic¸a˜o e´ justificada pelo aumento do custo
computacional causado pelas operac¸o˜es relacionadas a fusa˜o dos dados que empregou o
uso de um filtro de part´ıculas contando com 500 part´ıculas.
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Figura 22: A cada 30 milissegundos, contando a partir do in´ıcio do experi-
mento, o erro de estimac¸a˜o da posic¸a˜o do objeto esfe´rico no espac¸o do mundo
foi calculado como a distaˆncia euclidiana, em metros, entre a posic¸a˜o do ob-
jeto esfe´rico inferida por meio do rastreamento e a posic¸a˜o do objeto esfe´rico
obtida pela odometria. Os gra´ficos da coluna a` esquerda representam o erro
no espac¸o do mundo do rastreamento do objeto esfe´rico na abordagem na˜o
cooperativa enquanto os gra´ficos da coluna a direita representam o erro do ras-
treamento do objeto esfe´rico na abordagem cooperativa no espac¸o do mundo.
Quando um roboˆ na˜o consegue inferir a posic¸a˜o do objeto, a u´ltima posic¸a˜o do
objeto de interesse e´ dada como indefinida, o valor do erro na˜o e´ computado
e nem exibido no gra´fico
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Abordagem na˜o cooperativa Abordagem cooperativa
Turtlebot 1 29.75 4.23
Turtlebot 2 29.77 4.59
Turtlebot 3 29.84 4.49
Me´dia 29.79 4.43
Tabela 4: Considerando uma execuc¸a˜o como o conjunto de operac¸o˜es que
sa˜o realizadas sobre as entradas para inferir a posic¸a˜o do objeto de interesse,
quantidade me´dia de execuc¸o˜es por segundo do algoritmo de rastreamento de
cada abordagem por cada roboˆ
Apesar de apresentar um valor me´dio de execuc¸o˜es por segundos superior ao da
abordagem cooperativa, a abordagem na˜o cooperativa obteve uma porcentagem consi-
dera´vel de execuc¸o˜es nas quais a posic¸a˜o do objeto esfe´rico na˜o pode ser inferida, como
mostra a tabela 5.
Abordagem na˜o cooperativa Abordagem cooperativa
Turtlebot 1 11.37% 0%
Turtlebot 2 22.53% 0%
Turtlebot 3 43.11% 0%
Me´dia 25.67% 0%
Tabela 5: Porcentagem de execuc¸o˜es nas quais a posic¸a˜o do objeto esfe´rico
na˜o pode ser inferida
Na abordagem cooperativa, a posic¸a˜o do objeto na˜o foi perdida pois, durante todo
o experimento, pelo menos um dos roboˆs tinha uma observac¸a˜o do objeto esfe´rico sem
qualquer tipo de oclusa˜o e esta informac¸a˜o era repassada aos demais. Outro aspecto
positivo da abordagem cooperativa foi a diminuic¸a˜o na frequeˆncia de erros maiores que
0.6 metros em comparac¸a˜o com a abordagem na˜o cooperativa mostrando que a fusa˜o dos
dados gera uma correc¸a˜o na estimac¸a˜o da posic¸a˜o do objeto de interesse. Isso pode ser
melhor observado na figura 23 onde os gra´ficos na parte superior representam o histograma
do erro de estimac¸a˜o no espac¸o do mundo dos roboˆs durante a abordagem na˜o cooperativa
e os gra´ficos na parte inferior representam o histograma do erro de estimac¸a˜o no espac¸o
do mundo dos roboˆs durante a abordagem cooperativa.
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Figura 23: Os gra´ficos na parte superior representam o histograma do erro de
estimac¸a˜o da posic¸a˜o do objeto esfe´rico no espac¸o do mundo dos roboˆs durante
a abordagem na˜o cooperativa. Os gra´ficos na parte inferior representam o
histograma do erro de estimac¸a˜o da posic¸a˜o do objeto esfe´rico no espac¸o do
mundo dos roboˆs durante a abordagem cooperativa
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5 CONCLUSO˜ES E TRABALHOS FUTUROS
Foram propostas duas abordagens para a realizac¸a˜o do rastreamento visual de um
objeto esfe´rico mo´vel no espac¸o 3D por multi-roboˆs. A primeira abordagem consistiu
no rastreamento visual de forma na˜o cooperativa onde um u´nico roboˆ e´ responsa´vel por
rastrear um objeto esfe´rico sem receber aux´ılio externo. A segunda abordagem consistiu
no rastreamento visual por cooperac¸a˜o multi-roboˆs onde uma equipe de roboˆs trocam
entre si os dados que sa˜o capturados do ambiente. Para melhorar a estimac¸a˜o da posic¸a˜o
do objeto esfe´rico, cada roboˆ envolvido no rastreamento de forma cooperativa utilizou a
implementac¸a˜o de um filtro de part´ıculas com o intuito de realizar a fusa˜o de seus dados
com os dados dos outros membros de sua equipe.
Os resultados do experimento mostraram que o rastreamento visual de forma na˜o
cooperativa, apesar de apresentar um baixo custo computacional quando comparado com
a forma cooperativa, apresentou dificuldades em estimar a posic¸a˜o do objeto quando se
deparava com oclusa˜o parcial ou total. Dificuldades essas que na˜o foram observadas no
rastreamento de forma cooperativa dado que a fusa˜o dos dados tornou o rastreamento
visual mais robusto para todos os membros da equipe.
Apoiando-se nos resultados, a fusa˜o de dados por meio de filtro de part´ıculas se
mostrou ser uma soluc¸a˜o via´vel para o rastreamento de objetos mo´veis em ambientes que
podem ser utilizados dois ou mais sensores para a realizac¸a˜o de tal tarefa tendo como
algumas de suas vantagens a integrac¸a˜o dos dados oriundos de diferentes sensores, a pos-
sibilidade de lidar com a incerteza que e´ gerada pelas mensurac¸o˜es e a fa´cil escalabilidade
embora apresente um aumento significativo do custo computacional.
Em relac¸a˜o aos trabalhos futuros, alguns pontos podem ser destacados:
• A auseˆncia de um mecanismo de predic¸a˜o de movimento do objeto de interesse
torna a implementac¸a˜o menos robusta a oclusa˜o parcial ou total e a movimentac¸o˜es
abrupta do objeto. A implementac¸a˜o de um modelo de movimento eficaz tanto
tornaria a estimac¸a˜o da posic¸a˜o do objeto mais precisa quanto facilitaria a sua
detecc¸a˜o
• Sobre o ca´lculo da confianc¸a sobre a observac¸a˜o, outros atributos ale´m da a´rea
observada podem ser utilizados para atribuir a confianc¸a, tendo como exemplo o
qua˜o distante se encontra o objeto de interesse e a grau de confianc¸a que o roboˆ tem
sobre sua localizac¸a˜o. A distaˆncia a qual o objeto de encontra pode ser levada em
considerac¸a˜o pois quanto mais distante estiver o objeto maior e´ o erro associado a
mensurac¸a˜o dessa varia´vel. Ja´ a confianc¸a do roboˆ sobre sua localizac¸a˜o pode ser
utilizada visto que a posic¸a˜o e orientac¸a˜o do pro´prio roboˆ e´ utilizada para determinar
60
a posic¸a˜o do objeto de interesse no espac¸o 3D, logo um erro na determinac¸a˜o da
posic¸a˜o do roboˆ gera um erro sobre a estimac¸a˜o da posic¸a˜o do objeto de interesse
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