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Sentiment Urgency Emotion Conversion Over Time 
for Business Intelligence
Abstract. Social media has become a vital part of any institute’s 
marketing plan. Social networks benefit businesses by allowing them to 
interact with their clients, grow brand exposure through offers and 
promotions, and find new leads. It also offers vital information 
concerning the general emotions and sentiments directly connected to 
the welfare and security of the online community involved with the 
brand. Big organizations can make use of their social media data in 
order to generate planned and operational decisions. In this work, a 
model called Sentiment Urgency Emotion Detection (SUED) from 
previous work will be applied on tweets from two different periods of 
time, one before the start of the COVID-19 pandemic and the other after 
it started in order to monitor the conversion of sentiments and emotions 
over time. The model has been trained to improve its accuracy and F1 
score so that the precision and percentage of correctly predicted texts is 
high. This model will be tuned to improve results [15] [16] and will be 
applied on a general business Twitter account of one of the largest 
chains of supermarkets in the United Kingdom to be able to see what 
sentiments and emotions can be detected, and how urgent they are. 
This will show the effect of COVID-19 pandemic on the conversions of 
the sentiments, emotions, and urgencies of tweets.
1   Introduction
Social media is categorized as a group of online platforms, websites, or 
applications that permit users to interact, interconnect, cooperate, and discuss point of 
views and information [3][4][19]. It can also be regarded as a two-way platform 

































































where users can share and discuss information [7]. Social networking websites have 
developed into a source of information since people can post real time posts 
concerning their opinions on topics and present issues or display negative comments 
or complaints [1]. It has unraveled innovative capacities for businesses to connect 
with their customers and employees by providing them with the option of sending 
messages quickly and obtaining real-time responses [9]. This has enabled users to 
connect and to expand their marketing opportunities through a growth of 
communication. The democratization of information has permitted companies to 
communicate with customers and for customers to communicate with each other 
making this model a “two-way” communication model [10].

































































Some studies have focused on the use of Twitter in businesses. A study has 
shown that the Twitter account for an organization was used for a mixture of client 
testaments, dissatisfaction, replies to any enquiries or complaints, and questions and 
answers [5].  It was also seen that firms were unlikely to post any type of “me now” 
tweets on their Twitter accounts but were more likely to post informative posts that 
encourage followers to be involved with online conversation. Therefore, this study 
showed that Twitter can be considered a good means for client relationship 
administration even if the firms were not using Twitter for this reason [5].  
Another research was also done on five hundred Fortune companies but only took 93 
active companies as a sample for comprehending the interaction characteristics of 
Twitter and the public groups targeted [14]. The research result from examining their 
tweets showed that the percentage of replies to posts from users was 60.2%, the 
percentage of sharing important data about the company was 58.1%, and the 
percentage of maki g enquiries was 30.1%. The results also showed that the tweets 
targeted for all followers in general was 74.5% and was greater than the tweets for 
specific users which was 0.9% [14].
 Some work focused on the word-of-mouth discussion on Twitter and the results 
showed that about one fifth of all tweets hold the name of a brand, good, or facility 
[5]. In addition, one fifth of these word-of-mouth tweets showed few sentiments. 
Also, the study showed that the positive tweets are more than half of the branded 
tweets while the negative tweets are only one third of them [5]. This study concluded 
that the linguistic assembly of tweets is related to the linguistic patterns of natural 
language expressions and it showed that Twitter is a rich word-of-mouth site for 
institutes to explore as part of their global branding policy [5].
Another research was performed to recognize how firms communicate with their 
employees over Twitter. 5245 business accounts from these firms were taken into 
consideration for the study during which 1000 Tweets were examined and classified 
according to five classes. The classes were happiness with some reference, specific 
engagement, alerts about products, broadcasts, and engagement. The broadcasts class 
was divided into two classes itself, which are deals and events. The deal class showed 
that it was of 95% positive predictive value and 93% sensitivity, while the events 
class showed that it was of 96% positive predictive value and 97% sensitivity [13].
Twitter is a good platform to extract data for text categorization. Automatic text 
classification is hard for a computer due to the huge number of words. The 
categorization of tweets is even more difficult due to the restriction on the number of 
words in a tweet [6]. Classifying emotions in text is very hard for two reasons. First, 
feelings can be implied and activated by precise actions or circumstances. Second, 
gathering different emotions based on keywords can be very difficult to detect [6] 
[18]. Classifying urgency in text might not be easy. Previous work shows a social 
network-based solution that can observe multiple social networks to detect keywords, 
urgency ratings, the request owner’s identity, date, and time [2]. It also governs which 
posts or chats are crucial and prioritize or rank pending urgent concerns [2].
In this work, SUED model will be applied on tweets of one of the largest chains of 
supermarkets in the United Kingdom. The tweets will be extracted from two different 
periods such that the first period is before the start of the COVID-19 pandemic [15], 
and the other one is after the pandemic started. This work will discover if the tweets 
have a sentiment, will realize if there are emotions in them, and will detect if they are 
urgent. Therefore, this will assist in determining the gratification or the dissatisfaction 
of online communities around the brand being examined. Moreover, sentiments will 
be compared between the two periods in order to evaluate how sentiments and 
emotions vary over time taking into consideration the COVID-19 as an affective 
factor. In addition, SUED will be tuned to enhance results and the knowledge that is 

































































mined when turning data into decisions is crucial since it will aid stakeholders 
handling the institute to evaluate the topics and issues that were mostly emphasized
2   Methods
In this work, the SUED model from previous work [15] will be applied based on 
several classifiers using monkey learn platform [11]. The classifiers combined are 
sentiment analysis, urgency detection, and emotion classification. The model is built 
using Support Vector Machines Algorithm (SVM) which is regarded as a controlled 
learning method [12] [17]. It shows input-output mapping functions from a set of 
labeled training data [17] and is based on the statistical learning method [12]. If it’s a 
classification function, data introduced is converted using nonlinear kernel functions 
to a high-dimensional feature space to be made more separable in contrast to the first 
input space [17]. If the function is regression, it disregards any training data that is 
adequately adjacent to the model prediction [17].
The N-gram range provides the characteristics category to be executed to 
characterize texts [11]. Applying the SUED model from previous work [15][16], the 
N-gram applied for this model is Unigrams or words (n-gram size = 1) and Bigrams 
or terms compounded by two words (n-gram size = 2) [11]. The Max features for this 
model is 10,000 which adjusts the maximum number of features to be used to 
characterize texts in the training/classification process and impacts the computation 
resources required to train the model [11]. In order to enhance the model, SUED will 
be tuned to create another model SUED2 such that the N-gram applied for this model 
is Unigrams, Bigrams, and Trigrams or terms compounded by up to three words (n-
gram size = 3) [11]. In addition, the Max features will be doubled to 20,000 to 
improve results.
The categories implemented for this work and previous work [15] [16] are 
associated with the three classifiers and are revealed in Table 1. This model was 
trained through a learning mechanism on a training data set containing tweets from 
multiple sources in order to improve its accuracy and F1 score [11] [15] [16]. It learns 
to cluster the tweets into specific categories by matching input or keywords to 
respective matching output or categories.
SUED model will be applied on tweets from two different periods T1 and T2 
related to the same supermarket chain store as a business entity, T1 before the start of 
the COVID-19 pandemic [15], and T2 other after it. This will help identify the 
categories of the feedback from the customers of this chain which can be customer 
service, reviews, product reviews, or suggestions to improve their service. At the 
same time, the model can categorize the chain’s reply feedbacks that either the 
customer service provided, or other individuals provided. Moreover, it will try to 
categorize the texts if they are urgent and require attention and it will provide 
confidence numbers for these categories. SUED2 will also be applied on period T2 to 
monitor enhancement of the results.
The same experimental environment will be used for this work as previous work 
[15] [16] which is a Windows 10 Enterprise laptop with a processor of Intel® Core ™ 

































































i5-8250U CPU @ 1.60GHz 1.80GHz. The installed memory (RAM) is 8.00 GB. The 
System type is 64-bit Operating System, x64-based processor. 
Two data sets were used for this work. The first data set is of data size 2795 recent 
tweets where the store chain brand has been mentioned before the start of the COVID-
19 pandemic up until 17th of February 2020. The second data set is of data size 2795 
recent tweets where the store chain brand has been mentioned after the start of the 
COVID-19 pandemic up until 12th of June 2020.
Like previous work [15] [16], the model was fed with training data to enhance its 
performance. The machine learning algorithm learns through tagging and retagging of 
the sample tweets of the training data that there is a specific category or categories 
expected as a result of an input have specific keywords [11]. Enhancing the model 
requires improving two substantial metrics which accuracy and F1 Score (precision 
and recall). The accuracy is the percentage of test tweets that were matched with the 
correct category. It is calculated as the quotient of the correctly classified tweets by 
the total number of tweets in test data set. F1 score on the other hand merges both 
precision and recall [8] [11]. Recall is the proportion of positive sentiments which are 
correctly acknowledged while precision is the ratio between the correct sentiments 
predicted to the total number of matches predicted [8]. Fig. 1. shows the accuracy and 
F1 score following the training of the model. Fig. 2. shows an overview of the most 
related keywords as the result of the training [11][15].
3   Results
Following the training of the SUED model, the model was run on the same 
data set from previous work [15] over the time period T1 before the COVID-19 
pandemic, and it was run on another data set over the time period T2 after the 
COVID-19 pandemic. Two batches for T1 and T2 were imported to SUED 
each having 2795 tweets. Processing the datasets will provide the category or 
categories for each tweet and its/their respective confidence value(s). 151 and 
155 single or combined categories have been produced for T1 and T2 
respectively for SUED. 162 single or combined categories have been 
produced from T2 for SUED2. Fig. 3. and Fig. 4. show the top 20 categories 
containing the largest group of tweets for T1 and T2 for SUED. Fig. 7. shows 
the top 20 categories containing the largest group of tweets for T2 for SUED2. 
Fig.5. and Fig.6. display the top 10 categories percentages out of the overall 
for T1 and T2 respectively. Similarly, Fig.8. displays the top 10 categories 
percentages out of the overall for T2 for SUED2.  
For each tweet in T1 and T2, the model calculates the confidence value for 
every single category that matches it. Afterwards, the average confidence 

































































values of all the categories for each tweet is then calculated. Based on this, 
the average confidence value of each of the top 10 categories from Fig.3., 
Fig.4, and Fig.7. can be calculated. It will be the average of the average 
confidences for all the tweets belonging to the same category. The average 
confidence of the top 10 categories for T1 and T2 for SUED is observed in 
Table 2 and Table 3 respectively. The average confidence of the top 10 
categories for T2 for SUED2 is observed in Table 4.
4   Discussion
Upon analyzing the results, most of the tweets have been classified 
as “Feedback” category. For SUED, the number of tweets which were 
categorized as “Feedback and Positive” have decreased by 15.57% while the 
number of tweets which were categorized as “Feedback and Complaint” have 
increased by 37.13%. Thus, the sentiments of users around this brand have 
converted over time more towards negativity. One of the main factors for this 
can be the COVID-19 pandemic. Comparing Table 3 and Table 4 shows that 
upon the increase of the Max features, we were able to get higher confidence 
numbers by 6 out of 10 of the top 10 categories for T2. Since many retail 
stores have temporarily closed during the pandemic, most customers have 
shifted towards online shopping and making their orders through e-commerce. 
As a result, more orders have been made online, which might have been 
more than the institute can accommodate. With the quarantine and huge 
number of orders, these orders might not have been received on their 
expected delivery dates, thus customers were not satisfied, and more 
complaints would have been tweeted, with less compliments.
Customer Service for this business can benefit from this model since it 
provides them the knowledge about the classifications of the tweets, the 
urgent complaints that might need assistance, the requests coming from 
customers, and the feedback.   
Some difficulties were noted. In Fig. 3. and Fig. 4., 93 tweets in T1 and 69 tweets 
in T2 which constitute 3.33% and 2.47% of their respective entire datasets could not 
be categorized to any of the categories of SUED which might be due to the model not 
being able to match the keywords in the tweets to any of the groups. Other challenges 
faced were tweets that may have not been properly grouped due to false positive or 

































































false negative in the tweets. Another problem faced as well was that 29 tweets in T1 
and 34 tweets in T2 which constitute around 1% of their datasets showed irrelevant 
confidence numbers.
5   Conclusion
In this work, a learning model for sentiment, urgency, and emotion detection 
(SUED) has been applied for social media mining and opinion mining. The 
model was trained on text samples from many twitter sources to improve its 
accuracy and F1 Score. The model was run on a general business Twitter 
account for a supermarket chain on two different periods to measure the 
confidence of its categorization and to monitor the conversion of sentiments 
over time taking COVID-19 pandemic as a factor. In addition, SUED was 
tuned to create SUED2 to improve results. Tweets were able to be classified 
into one or multiple categories. Results showed that the sentiments of users 
around this brand has converted over time more towards negativity. Future 
work can involve training the model on a larger dataset so that it has a larger 
accuracy and F1 Score. This can help result in more correct classification for 
tweets and less unclassified tweets. This can also help get more relevant 
keywords to better associate categories to tweets. Future work can also 
involve focusing on tweet replies from institutes to monitor how customer 
service deals with feedback.
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Fig. 1. Accuracy and F1 Score metrics for training the SUED Model 
160x36mm (96 x 96 DPI) 


































































Fig. 2. Overall Keyword List from training the SUED Model 
150x48mm (96 x 96 DPI) 


































































Fig. 3. Top 20 Categories having the highest number of tweets for T1 for SUED 
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Fig. 4. Top 20 Categories having the highest number of tweets for T2 for SUED 
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Fig. 5. Top 10 Categories percentages for T1 for SUED 
136x89mm (96 x 96 DPI) 


































































Fig. 6. Top 10 Categories percentages for T2 for SUED 
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Fig. 7. Top 20 Categories having the highest number of tweets for T2 for SUED2 
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Fig. 8. Top 10 Categories percentages for T2 for SUED2 
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TABLE 1 CATEGORIES FOR THE SUED MODEL 
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TABLE 2 AVERAGE CONFIDENCE OF THE TOP 10 CATEGORIES FOR T1 FOR SUED 
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TABLE 3 AVERAGE CONFIDENCE OF THE TOP 10 CATEGORIES FOR T2 FOR SUED 
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TABLE 4 AVERAGE CONFIDENCE OF THE TOP 10 CATEGORIES FOR T2 FOR SUED2 
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