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Introduction
L’optimisation est sans conteste la méthode de choix pour améliorer les performances des
procédés chimiques. L’autre atout majeur tient en la capacité des méthodes d’optimisation sous
contrainte de garantir que les contraintes de production, de qualité, de sécurité et environne-
mentales sont respectées, sachant que la présence de contraintes est quasi-systématique en pra-
tique. La force principale des méthodes d’optimisation et de commande réside dans leur rigueur
mathématique. Paradoxalement, cette force a pendant longtemps freiné l’utilisation de ces mé-
thodes dans l’industrie qui a longtemps considéré que, bien qu’intéressantes, l’optimisation et
la commande avancée n’étaient applicables qu’aux problèmes de laboratoire ou simulés, i.e. à
des problèmes académiques. S’il convient de reconnaître que ce fut longtemps le cas, force est de
constater que depuis une vingtaine d’années, l’image de ces méthodes a considérablement évolué,
jusqu’à être considérées depuis une dizaine d’années commes des technologies [115, 18].
L’optimisation des procédés vise à la détermination des entrées qui garantissent le respect
des contraintes de production tout en minimisant (resp. maximisant) la valeur d’un fonction dite
fonction objectif, ou fonction coût. Ici les entrées sont définies au sens de la théorie des systèmes,
et ce ne sont pas nécessairement les entrées “physiques” d’un procédé – comme les débits d’ali-
mentation – mais toute grandeur manipulable indépendante qui influence l’état du procédé. Par
exemple pour contrôler le niveau d’eau dans un réservoir muni d’un robinet d’alimentation et
d’un robinet de fuite, on peut manipuler aussi le bien le débit d’alimentation, auquel cas l’entrée
est aussi une “entrée physique” du système. On peut aussi manipuler le débit de fuite et dans ce
cas l’entrée est une sortie physique. Pour optimiser un procédé statique (sans dynamique) ou en
régime permanent, comme par exemple un réacteur parfaitement agité à marche continue, à l’état
stationnaire, l’utilisation des outils de l’optimisation statique s’impose et permet de déterminer
les conditions opératoires optimales du réacteur (par ex. la consigne de température, les débits
d’alimentation en 1 ou plusieurs des réactifs, etc.). Si l’on désire optimiser les performances d’un
procédé dynamique (par ex. minimiser le temps de transition entre deux états stationnaires pour
un réacteur parfaitement agité, ou encore optimiser les performances d’un procédé discontinu
comme un réacteur semi-batch ou batch), il convient d’utiliser les outils de l’optimisation dy-
namique. C’est bien évidemment une tâche plus compliquée, puisque l’on cherche à présent à
déterminer des trajectoires optimales (i.e des signaux de dimension infinie) pour les variables
d’entrée (par ex. des profils de température ou d’alimentation).
Le développement au cours des 20 dernières années de codes d’optimisation commerciaux
– de plus en plus accessibles pour les non spécialistes – est l’une des raisons principales de la
croissance de popularité des méthodes d’optimisation dans l’industrie. Ils sont souvent intégrés
ou connectables à des environnements de simulation de procédés qui intègrent des simulateurs de
systèmes dynamiques et des solveurs de systèmes d’équations nonlinéaires puissants et, souvent,
des bases de données thermodynamiques et des modules d’opérations unitaires. Ces logiciels sont
de plus en plus performants et sont exécutés sur des ordinateurs de plus en plus rapides, et les
calculs qui prenaient plusieurs heures lorsque j’effectuais mon DEA en 1998 peuvent être exé-
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cutés en quelques minutes. Si les outils ont passablement évolué, si les interfaces sont bien plus
accueillantes, cela ne doit pas occulter que la démarche à suivre est restée sensiblement la même
et reste une démarche d’ingénieur en génie des procédés. Ainsi, on commence par développer un
modèle du procédé, à savoir un ensemble d’équations algébriques et/ou différentielles, permettant
pour un choix de conditions opératoires (ou pour un choix de trajectoires de commande) de
simuler l’état du procédé. Les paramètres de ce modèle sont déterminés soit par la connaissance
a priori de l’installation ou du procédé (volumes, aires, ...), soit par la connaissance de la litté-
rature (grandeurs thermodynamiques, grandeurs physico-chimiques, ...), soit par identification
paramétrique sur la base de mesures expérimentales. Une fois le modèle connu, il convient de for-
muler le problème d’optimisation et énoncer mathématiquement l’écriture des contraintes et de
la fonction à optimiser. Il est aussi possible, à défaut de modèle phénomńologique, de construire
un modèle purement paramétrique sur la bses de données expérimentales. Ce n’est qu’à ce stade
qu’il est possible d’intégrer le modèle et la formulation du problème à un outil d’optimisation
(généralement numérique) afin de procéder à la résolution du problème.
Cependant, même si l’on suppose l’existence de méthodes et d’algorithmes d’optimisation
idéaux, performants, fiables et capables de résoudre tout problème donné, les entrées optimales
obtenues sont les entrées optimales pour le modèle. Si le modèle dont on dispose est paramé-
triquement imprécis (si par exemple certains de ses paramètres n’ont pu être identifiés qu’à un
intervalle de confiance près) ou structurellement erroné (dans le cas par exemple de dynamiques
négligées ou de réactions inconnues), ces entrées n’ont aucune chance d’être optimales pour le
procédé réel. C’est malheureusement souvent le cas pour les procédés industriels, et en consé-
quence, appliquer directement les entrées déterminées par une approche classique d’optimisation
basée sur le modèle au procédé réel est quasi-systématiquement sous-optimal. De plus, comme
optimiser un procédé implique souvent de le pousser à évoluer au voisinage des contraintes, les
erreurs de modélisation, mais aussi les perturbations, peuvent conduire à la violation d’une ou
plusieurs des contraintes de production. Si on ajoute que plus un modèle est précis et détaillé,
plus il est coûteux et plus la résolution (analytique ou numérique) du problème d’optimisation
est difficile, l’intérêt des méthodes d’optimisation qui permettent de déterminer les entrées opti-
males d’un procédé réel en garantissant le respect des contraintes sur le procédé réel en présence
d’incertitude (erreurs de modélisation, perturbations, ...), apparaît clairement.
Ainsi, les trente dernières années ont vu l’émergence du champ thématique de l’optimisation
basée sur le mesures ou optimisation en temps réel (ci-après RTO). Pour simplifier, toutes les
méthodes qui appartiennent à ce champ thématique proposent d’utiliser les mesures disponibles
sur le procédé pour corriger, directement ou indirectement, les entrées optimales déterminées sur
la base d’un modèle. Elles diffèrent néanmoins sensiblement selon la façon dont elles utilisent les
mesures et selon les corrections qu’elles proposent. Historiquement, la première de ces méthodes
à avoir reçu un accueil académique et industriel favorable est sans doute l’approche “two-step”
pour laquelle les différences entre les mesures du procédé et les prédictions correspondantes par
le modèle sont utilisées pour réidentifier le modèle entre deux optimisations successives. Pour
autant que l’on puisse identifier les paramètres du modèle avec efficacité, il est possible a priori
d’améliorer itérativement les performances du procédé et la qualité de son modèle. Cependant,
il est démontré depuis une quinzaine d’années que cette méthode n’est généralement pas ca-
pable de conduire le procédé aux performances optimales en présence d’erreurs de modélisation
structurelles.
En conséquence, des efforts significatifs ont été réalisés pour proposer des alternatives cré-
dibles aux approches two-step. Deux voies principales ont été explorées : la voie des schémas
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explicites, pour lesquels le problème d’optimisation est itérativement modifié et résolu 1, et les
schémas implicites avec lesquels les entrées sont directement corrigées sur la base des mesures dis-
ponibles pour compenser l’effet de l’incertitude, des perturbations et des erreurs de modélisation
et guider le procédé réel vers les performances optimales.
Ce rapport , rédigé dans l’idée de rester relativement tutoriel, présente et résume la plupart
de mes travaux de recherche, principalement dans le domaine de l’optimisation basée sur les
mesures. J’ai eu l’opportunité au cours des 15 dernières années de travailler à la fondation et au
développement de trois méthodes :
1. Une méthode implicite, adaptée aux problèmes d’optimisation dynamique. Cette méthode
(“NCO-tracking”) a été au cœur de mon travail de doctorat.
2. Une famille de méthodes explicites (“Real-Time Optimization via Modifier Adaptation”),
particulièrement adaptée aux problèmes d’optimisation en régime permanent. Mes contri-
butions dans ce domaine sont toutes postérieures à l’obtention de ma thèse de doctorat.
3. La troisième approche (SCFO, “the Sufficient Conditions for Feasibility and Optimality”),
et le solveur qui lui est associé, est un peu particulière puisqu’elle peut être interprétée
comme un gabarit, à adjoindre à potentiellement n’importe qu’elle méthode d’optimisation
en temps réel fut-elle implicite ou explicite, qui poste-traite à chaque pas les entrées à
appliquer au procédé de telle sorte que l’on puisse garantir la décroissance monotone (resp.
croissance pour les problèmes de maximisation) du bon côté des contraintes du procédé
réel - pas uniquement de son modèle.
Dans un premier chapitre, les bénéfices de l’utilisation des méthodes d’optimisation dans l’indus-
trie chimique sont soulignés par la présentation de 4 problèmes industriels typiques, l’approche
classique d’optimisation (statique et dynamique) basée sur le modèle est brièvement décrite et la
problématique de l’incertitude est discutée. Le deuxième chapitre présente un bref état de l’art
dans le domaine de l’optimisation en temps réel. Le chapitre III résume mes résultats de recherche
méthodologique et donc mes principales contributions dans le domaine de RTO. Le quatrième
chapitre présente mes axes principaux de recherche appliquée, et résume notamment un certain
nombre de résultats dans les domaines de la modélisation, de la commande, et de l’optimisa-
tion des systèmes chimiques, énergétiques et de bio-ingénierie. Ce dernier axe, correspondant à
l’encadrement d’une thèse de doctorat dans le domaine du traitement automatisé du diabète,
peut sembler un peu disjoint de mon axe principal de recherche, plus focalisée sur l’optimisation
et la commande des procédés. Il présente néanmoins de nombreux points communs, notamment
l’omniprésence de l’incertitude et des erreurs de modélisation. Le dernier chapitre, qui conclut
ce rapport et présente plusieurs perspectives et pistes de recherche pour le futur, est suivi par
des annexes résumant notamment mes activités de recherche, d’enseignement, d’encadrement,
mes activités administratives et de valorisation. La liste de mes publications, les références et les
résumés en français et en anglais concluent ce mémoire.
1. Notons que les approches two-step appartiennent aux schémas explicites, puisque le problème d’optimisation





Optimisation des procédés chimiques
1.1 Introduction
L’industrie chimique est un secteur fortement concurrentiel. Tout outil, toute méthode, toute
approche qui permette de réduire les coûts de production et par conséquent augmenter les bé-
néfices est donc particulièrement appréciable. La structure même de l’industrie chimique s’est
adaptée à la globalisation et a progressivement évolué, notamment en Europe, au cours des trente
dernières années. A l’origine dominé par la fabrication de composés chimiques de base, le marché
est à présent bien plus segmenté incluant toujours les produits de base, mais aussi certains pro-
duits de consommation, des produits de spécialité voire même des produits inspirés ou fabriqués
tout ou partie au moyen des sciences du vivant. Si ces changements ont impacté l’organisation
structurelle de nombreuses entreprises, ils ont aussi conduit à de profonds changements de nature
et de capacité des sites de production. En conséquence, les critères d’évaluation des performances
ne sont plus mêmes que par le passé [15].
Malgré l’évolution et la segmentation du marché, deux tendances principales se distinguent
toujours. Les produits de base sont typiquement produits en continu dans des réacteurs de grand
volume – généralement optimisé – et le profit est généré par la propogation d’une faible marge sur
des volumes importants. A contrario, les produits de spécialité et les produits de performances
sont souvent produits de manière discontinue, dans des réacteurs batchs de volume modéré.
Dans un cas comme dans l’autre, l’application de méthodes d’optimisation des procédés permet
d’améliorer des critères clefs, comme la qualité et l’efficacité de production, dans un marché
pesant plus de 1600 milliards US$ par an.
1.2 Optimisation statique basée sur un modèle
1.2.1 Formulation du problème
Optimiser un procédé, c’est avoir comme objectif l’amélioration de ses performances opéra-
toires. En plus de la minimisation d’une fonction coût, il est généralement nécessaire de satisfaire
un certain nombre de contraintes de production. Pour un procédé en régime permanent, tout
ceci peut être formulé mathématiquement comme un programme nonlinéaire (NLP) :
u∗p := arg minu φp (u)
s.t. Gp (u) ≤ 0 , (1.1)
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où u est le vecteur des entrées de dimension nu, Gp est le vecteur des nG contraintes du procédé
et φp (u) est la fonction coût à valeurs réelles. Dans ce manuscrit l’indice (·)p indique toute
quantité reliée au procédé.
Cette formulation incorpore plusieurs problèmes typiques :
1. les problèmes statiques,
2. les problèmes d’optimisation en régime établi (pour lesquels la fonction coût et les contraintes
sont définies au régime permanent d’un procédé dynamique),
3. les problèmes d’optimisation dynamique, reformulés comme des NLP, en utilisant, par
exemple, l’approche simultanée [8], à savoir en paramétrant les variables d’entrée et d’état
du système,
4. l’optimisation dynamique “run-to-run” pour laquelle seuls les profils d’entrée sont paramé-
trés (avec un nombre fini de paramètres) et pour laquelle la fonction coût et les contraintes
sont définies au temps final de l’opération discontinue. Dans ce cas, comme : (i) les para-
mètres d’entrée sont choisis au début du batch et (ii) le coût et les contraintes sont définies
au temps final, la dynamique est implicitement représentée dans un mapping nonlinéaire
[71], de façon similaire à l’approche directe séquentielle en optimisation dynamique [123].
Dans la pratique, les expressions mathématiques des fonctions φp and Gp ne sont pas expli-
citement connues, et on utilise un modèle du procédé, ce qui conduit au NLP suivant :
u∗ := arg min
u
ϕ (u, y,θ)
s.t. x˙ = F (u, x,θ) = 0
y = h (u, x,θ) (1.2)
g (u, y,θ) ≤ 0 ,
où ϕ représente le modèle de la fonction coût, F le vecteur colonne de dimension n représentant
le modèle dynamique, g le vecteur colonne de dimension nG des contraintes, x le vecteur colonne
de dimension n des états du système en régime stationnaire, y le vecteur colonne de dimension p
des sorties en régime stationnaire, θ le vecteur colonne de dimension q de paramètres du modèle.
Sans perte de généralité et pour éviter d’alourdir les notations, l’existence de la fonction explicite
y = H (u, θ) est supposée, ce qui permet de reformuler le problème (1.3) comme suit :
u∗ := arg min
u
φ (u, θ)
s.t. G (u, θ) ≤ 0 , (1.3)
où φ et G représentent les modèles du coût et des contraintes, respectivement. 2
1.2.2 Conditions d’optimalité
Les conditions nécessaires d’optimalité (NCO), ou conditions de Karush-Kuhn-Tucker (KKT),
pour le problème 1.3 basé sur le modèle, s’écrivent [5] :
G (u∗, θ) ≤ 0, ν∗ ≥ 0, ν∗TG (u∗, θ) = 0
∇uφ (u∗, θ) + ν∗T∇uG (u∗, θ) = 0 . (1.4)
2. Ces fonctions seront souvent supposées deux fois différentiables.
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, avec u∗ qui dénote la solution du problème 1.3 basé sur le modèle et ν le vecteur de dimension
nG de multiplicateurs de Lagrange associés aux contraintes G.
Ce sont des conditions nécessaires, qui peuvent permettre de caractériser analytiquement u∗,
dans le cas où u∗ est non seulement un minimum (local), mais aussi un point régulier pour les
contraintes.
L’hypothèse de régularité est une hypothèse classique en optimisation numérique et non
restrictive. Elle peut être vérifiée si les contraintes actives 3 sont linéairement indépendantes au
voisinage de u∗. La deuxième ligne de l’équation 1.4 est intéressante en ce qu’elle indique qu’au
voisinage de la solution les gradients de la fonction coût et des contraintes sont nécessairement
colinéaires et d’orientation opposée. Géométriquement, cela signifie qu’il est impossible de trouver
une direction au voisinage de la solution u∗ qui permette de diminuer la fonction coût et les
contraintes simultanément. En effet l’existence d’une telle direction disqualifierait u∗ comme
solution locale, puisqu’en se déplaçant le long de cette direction il serait possible de trouver un
autre u dans le voisinage de u∗ pour lequel la fonction coût est plus petite et les contraintes
satisfaites.















= 0 . (1.5)
, avec u∗p qui dénote la solution du problème 1.1 pour le procédé.
Si le modèle est une représentation idéale de la réalité, alors les problèmes d’optimisation
(1.3) et (1.1) et les NCOs (1.4) et (1.5) sont équivalentes et l’on obtient u∗ = u∗p.
1.3 Optimisation dynamique basée sur un modèle
1.3.1 Formulation
Dans le cas de procédés discontinus, comme les réacteurs batchs, la formulation générale d’un
problème d’optimisation dynamique au temps final s’écrit :
min
u(t),ρ
J := φp (xp (tf )) , ρ)
s.t. x˙p = Fp (u (t)) , xp (t)) , ρ) xp(0) = xp0
Sp (u (t)) , xp (t)) , ρ) ≤ 0 (1.6)
Tp (xp (tf )) , ρ) ≤ 0 ,
où φp est la fonctionnelle à valeurs réelles au temps final tf , u le vecteur de dimension nu des
profils temporels des variables de commande, xp le vecteur de dimension n des profils temporels
des variables d’état de valeurs initiales xp0 connues, ρ le vecteur de dimension nρ incorporant
tous les paramètres scalaires de décision (degrés de libertés réels), Sp le vecteur de dimension
nS des contraintes de chemin (à satisfaire en tout temps t), Tp le vecteur de dimension nT des
3. La condition de faisabilité G (u∗, θ) ≤ 0 indique que toutes les contraintes sont bien satisfaites en u∗.
On peut cependant distinguer deux types de contraintes : les contraintes actives à l’optimum notées Ga telles
que Ga (u∗, θ) = 0. et les contraintes inactives telles que Gi (u∗, θ) < 0. Pour que ν∗
T
G (u∗, θ) = 0, il est
bien sur nécessaire que les multiplicateurs de Lagranges associés aux contraintes inactives soient nuls. Par contre,
les multiplicateurs associés aux contraintes actives peuvent être positfs ou nuls, ce qui permet de distinguer
de nouveau les contraintes dites fortement actives notées Gs,a dont les multiplicateurs de Lagrange νs,a sont
strictement positifs et les contraintes faiblement actives notées Gw,a, aux multiplicateurs nuls.
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contraintes dites “terminales” (à satisfaire en t = tf ) et tf le temps final. Notons que le temps
final peut être fixé a priori, ou libre (auquel cas il appartient au vecteur ρ).
Le problème (1.6) est volontairement présenté dans la forme de Mayer, à savoir avec un coût
terminal. Il est aussi possible de définir φp comme un coût intégral (forme de Lagrange), ou encore
comme la somme d’un coût terminal et d’un coût intégral. Ces trois formes sont équivalentes, et
il est aisé de passer de l’une à l’autre en introduisant des états supplémentaires. Notons que tf
peut aussi être un degré de liberté et/ou la fonction coût (problèmes à temps minimal).
Comme pour les problèmes statiques, la résolution du problème (1.6) s’appuie sur la construc-
tion et la connaissance (et donc la construction préalable) d’un modèle, cette fois dynamique, du
procédé. Si le modèle dynamique x˙ = F (u (t)) , x (t)) , ρ, θ) est connu, pour lequel x représente
les états modélisés et pour un jeu de paramètres du modèle θ, on formule donc classiquement le
problème dynamique basé sur le modèle :
min
u(t),ρ
J := φ (x (tf )) , ρ)
s.t. x˙ = F (u (t)) , x (t)) , ρ,θ) x(0) = x0
S (u (t)) , x (t)) , ρ) ≤ 0 (1.7)
T (x (tf )) , ρ) ≤ 0 ,
1.3.2 Principe du Maximum
Similairement au cas statique, les profils de commande optimaux sont caractérisés analytique-
ment par un ensemble de conditions nécessaires d’optimalité. Une expression de ces conditions
s’obtient par application du principe du Maximum de Pontryaguin, qui nécessite l’introduction
du Hamiltonien H(t), du coût terminal augmenté Φ(tf ) et du coût terminal total Ψ(tf ) :
H(t) = λT (t)F (u (t)) , x (t)) , ρ,θ) + µT (t)S (u (t)) , x (t)) , ρ) (1.8)
Φ(tf ) = φ (x (tf )) , ρ) + νTT (x (tf )) , ρ) (1.9)














et µ(t) ≥ 0 et ν ≥ 0 les multiplicateurs de Lagrange associées aux contraintes de chemin S
et terminales T, respectivement. Ce système d’équations différentielles à intégrer à rebours est
adjoint au système déquations différentielles d’état x˙ = F (u (t)) , x (t)) , ρ,θ) x(0) = x0, qui
lui est intégré de 0 à tf .
Le tableau 1.1 synthétise les conditions d’optimalité pour le modèle que l’on obtient avec ces
notations [121].
Comme pour le cas des procédés statiques ou en régime permanent, les NCOs du problème
d’optimisation du procédé s’obtiennent en ajoutant l’indice “p” aux contraintes, aux multipli-
cateurs de Lagrange, au Hamiltonien et au coût terminal total dans le tableau 1.1. Idéalement
le modèle dynamique du procédé, les paramètres et les écritures fonctionnelles du coût et des
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Chemin Terminales
Contraintes νTS = 0, ν ≥ 0 µTT = 0, µ ≥ 0
Sensibilités ∂H∂u = 0
∂Ψ
∂ρ
Table 1.1 – Conditions nécessaires d’optimalité pour un problème d’optimisation dynamique
contraintes du modèle sont des représentations parfaites du procédé et l’on obtient en résol-
vant le problème basé sur le modèle (1.7), la solution du problème d’optimisation dynamique du
procédé (1.6), i.e. u∗(t) = u∗p(t) et ρ∗ = ρ∗p. Bien sûr, ce n’est qu’exceptionnellement le cas.
1.4 4 Problèmes classiques d’optimisation en génie des procédes
chimiques
Dans cette section, sont discutées quatre problématiques industrielles appliquées pour les-
quelles l’utilisation des outils de l’optimisation, statique ou dynamique, est appropriée. La présen-
tation de ces problématiques a pour vocation d’éclairer le lecteur sur l’utilisation des techniques
d’optimisation, au-delà de la formulation mathématique parfois obscure pour un non-spécialiste,
dans le contexte de l’industrie chimique [63].
1.4.1 Optimisation en régime permanent des réacteurs continus
Pour une unité de production chimique continue (ou un ensemble d’unités continues), la per-
formance optimale est atteinte lorsque la ou les unités opèrent au voisinage de valeurs de consigne
optimales - généralement implantées en pratique au moyen de contrôleurs de bas niveau. Ce sont
généralement des valeurs de consigne pour des débits d’alimentation, pour des températures de
consigne, pour des quantités d’énergir à fournir au bouilleur d’une colonne à distiller, ou encore
pour des taux de recyclage, ...
Ces valeurs de consigne peuvent être déterminées par l’optimisation statique sous contraintes.
La formulation du problème incorpore donc typiquement le critère de performance et les objectifs
de production qui dépendent de l’état du marché et des commandes, et sont fixés au niveau de
la planification de la production. Il est donc nécessaire de disposer d’un modèle de l’unité ou de
l’usine entière et procéder à une réoptimisation périodique, pour tenir compte des fluctuations
du marché et ajuster régulièrement ces valeurs de consigne.
1.4.2 “Scaling-Up” de l’échelle du laboratoire à l’échelle industrielle
Le “scaling-up” set un problème récurrent dans l’industrie. Il consiste à mettre à l’échelle
industrielle une recette qui a été déterminée dans un réacteur de laboratoire. Typiquement,
cette recette, déterminée pour un réacteur d’essai, consiste en un jeu de conditions opératoires
constantes pour les récteurs continus parfaitement agités en régime permanent, ou en un jeu de
profils temporels dans le cas des procédés discontinus (batch) ou semi-continus (semi- ou fed-
batch). Notons à ce propos que pour déterminer la recette de départ, l’optimisation statique (resp.
dynamique) peut être utilisée si l’on dispose d’un modèle de l’unité continue (resp. discontinue).
Cependant, si la recette a bien été optimisée pour le réacteur de laboratoire, cette propriété
d’optimalité ne va pas être vérifiée pour le réacteur industriel et la recette se doit donc d’être
corrigée. Ainsi, un profil de température optimal pour un réacteur de laboratoire d’un litre,
déterminé avec les outils de l’optimisation dynamique, en tenant compte d’une contrainte de
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dissipation d’énergie produite, n’a que peu de chances d’être optimal pour un réacteur d’une
tonne aux propriétés de mélange et d’échange de chaleur bien différentes. Une solution peut être
de réaliser une étape supplémentaire et de mettre en œuvre un réacteur pilote de taille inter-
médiaire pour y effectuer la plupart des ajustements de la recette. Ces dernières années ont vu
l’émergence d’une tendance, notamment pour les entreprises de taille petite à moyenne, poussant
au contournement de l’étape du pilote, pour directement passer à la production industrielle – et
ce pour d’évidentes raisons économiques.
L’optimisation basée sur le modèle peut être envisagée pour réaliser ce scale-up, pour autant
que l’on puisse, par exemple, adpater le modèle du réacteur de laboratoire à la réalité industrielle.
Généralement les méthodes d’optimisation statiques seront plus adaptées à la mise à l’échelle des
recettes pour les réacteurs continus en régime permanent, tandis que les méthodes dynamiques
seront privilégiées pour l’adaptation des recettes pour les réacteurs discontinus. Cependant, il
est aussi possible d’utiliser le formalisme de l’optimisation statique pour l’adaptation de recettes
dynamique en “run-to-run” (voir Section 1.4.4).
1.4.3 Changement de grade de réacteurs continus en régime permanent
Un réacteur continu en régime permanent peut être vu comme un système statique, i.e. un
mapping entre les conditions opératoires et les grandeurs mesurées du procédé. Cependant, un
réacteur continu reste un système dynamique, et chaque changement de consigne opératoire ou
chaque perturbation donne lieu à une phase transitoire, généralement entre deux états d’équilibre.
À titre d’exemple considérons le scénario suivant : un usine fabrique un produit A en continu
et est stabilisée au voisinage des conditions opératoires optimales de production de A. Pour des
raisons économiques il est décidé de procéder à une campagne de production d’un produit voisin,
noté B. Il faut donc quitter la fenêtre opératoire de production de A et guider et stabiliser l’usine
autour des conditions opératoires (idéalement optimales) de production de B.
En pratique on désire en plus réaliser cette transition de façon optimale (par exemple en
temps minimal) puisque, pendant cette phase, de la matière première, de l’énergie et du temps
de travail sont consommés alors que ni A, ni B ne sont produits. C’est d’autant plus important
pour les usines procédant à des changements de grade fréquents sur une ou plusieurs lignes pour
produire un grand nombre de grades différents - c’est à dire pour des entreprises produisant des
produits de spécialité, présentant une forte réactivité au marché.
Si l’objectif est de stabiliser la chaîne de production autour des conditions opératoires op-
timales de production de B - déterminées typiquement par l’optimisation statique basée sur le
modèle, le problème d’optimisation de la transition s’écrit naturellement comme un problème
d’optimisation dynamique, puisque pendant une phase de transition, un réacteur continu fonc-
tionne en mode dynamique.
1.4.4 Optimisation dynamique run-to-run
Beaucoup de procédés batchs et semi-batchs sont répétés dans le temps, au cours, par
exemple, de campagnes de production. Lorsque c’est le cas, il est possible d’utiliser les obser-
vations des batchs précédents pour améliorer les performances du ou des batchs à venir. Cette
approche est connue dans la littérature comme l’optimisation “run-to-run” ou “batch-to-batch”,
et est en fait une approche qui systématise ce que font de nombreux opérateurs et ingénieurs
procédés de façon heuristique.
Il est intéressant de noter que le formalisme de l’optimisation statique peut être utilisé même
si le réacteur est discontinu. Pour cela, il est nécessaire de représenter le profil de commande op-
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timal par un nombre fini de paramètres scalaires. Dans ce cas, le procédé peut être vu comme un
mapping statique, nonlinéaire entre ces paramètres (fixés au début du batch) et les performances
et contraintes mesurées en fin de batch. L’adaptation itérative des profils de commande opti-
maux, i.e. l’optimisation run-to-run sera dans ce cas réalisée au travers de l’adaptation itérative
des paramètres représentatifs des profils optimaux. Ainsi l’optimisation dynamique run-to-run
se résoud typiquement comme une séquence de problèmes d’optimisation statique ou par une
adaptation directe des paramètres d’entrée, par exemple au moyen d’une loi de commande opti-
malisante. C’est dans cette thématique que j’ai réalisé mon travail de doctorat [74, 71, 63].
1.5 La problématique de l’incertitude
Dans les sections précédentes, les problèmes d’optimisation relatifs aux procédés et aux mo-
dèles correspondants ont volontairement été distingués par la présence (resp. l’absence) de l’indice
p. L’idée est de montrer clairement que contrairement aux problèmes d’optimisation numérique
pure, l’optimisation des procédés a la particularité de traiter le cas complexe pour lequel le mo-
dèle n’est pas toujours, loin s’en faut, une image fidèle de la réalité expérimentale ou industrielle.
C’est, entre autres, cette incertitude sur la précision du modèle et la présence de perturbations
qui affectent le procédé qui rendent l’optimisation des procédés chimiques industriels si difficile.
En effet, contrairement au cas des systèmes mécaniques ou électriques où les modèles sont sou-
vent de bonne qualité, disposer de bons modèles précis et détaillés de systèmes chimiques et
biochimiques industriels est coûteux et donc rare.
“L’incertitude” est une notion vague qui, comme les systèmes nonlinéaires sont définis par
l’absence de la propriété de linérité, est définie par tautologie. En effet l’incertitude incorpore
tout ce qui est inconnu et/ou qui n’est pas connu avec certitude : défauts structurels dans le
modèle (“plant-model mismatch”), erreurs paramétriques et perturbations (à l’image des systèmes
nonlinéaires caractérisés par l’absence d’applicabilité du principe de superposition).
Mathématiquement, les erreurs structurelles se traduisent par des différences fonctionnelles
entre les expressions de φp et φ et entre les expressions de Gp et G pour les problèmes 1.1 et 1.3.
Similairement pour les problèmes d’optimisation dynamique, les erreurs structurelles seront vrai-
semblablement présentes dans l’expression du modèle dynamique (entre F et Fp), mais peuvent
aussi être présentes dans les expressions mathématiques de la fonction coût et des contraintes,
qu’elles soient de chemin ou terminales.
Les erreurs paramétriques peuvent être présentes dans tout modèle, qu’il soit strucurelle-
ment correct ou non. Elles sont typiquement causées par les difficultés inhérentes aux problèmes
d’identification (nombre de mesures indépendantes disponibles, richesse du signal d’excitation
qui a été utilisé, ...). Dans le cas d’un modèle structurellement correct paramétriquement incer-
tain, les expressions fonctionnelles de φp et de φ, par exemple, sont identiques mais dépendent
de paramètres différents. En d’autres termes φp(u,θ) = φ(u,θ) et la différence vient de ce que
φp dépend en réalité de θp alors que le modèle considère θ et que θp 6= θ.
En résumé, on considère dans ce document que l’incertitude pour les procédés chimiques
correspond aux cas où :
1. aucun modèle du procédé n’est disponible. Il est néanmoins possible d’optimiser le fonction-
nement du procédé par des méthodes purement expérimentales, c’est à dire en “parcourant”
l’espace des commandes admissibles,
2. un modèle structurellement correct mais paramétriquement incorrect est disponible,
3. un modèle structurellement et paramétriquement incorrect est disponible,
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Figure 1.1 – Perturbations affectant les différents niveaux de l’architecture de contrôle des
procédés [63].
4. durant l’opération, des perturbations affectent le procédé, perturbations pouvant modifier
par exemple la valeur de paramètres opératoires et donc éventuellement transformer un
modèle paramétriquement (voire structurellement) correct en un modèle incorrect.
Comme l’incertitude incopore toutes les erreurs structurelles entre le procédé et son modèle,
toutes les imprécisions potentielles dans l’estimation des paramètres du modèle et les perturba-
tions, elle affecte tous les niveaux de l’architecture classique de commande et d’optimisation des
procédés chimiques, comme illustré par la Figure 1.1.
Comme observé dans la figure 1.1, les perturbations les plus lentes sont typiquement les
variations du marché et sont contre-balancées par les décisions prises au niveau stratégique de la
planification. Similairement, les perturbations rapides affectent le procédé directement, et c’est
le rôle des contrôleurs en ligne de les rejeter.
L’optimisation est généralement la couche de décision intermédiaire, où sont calculées les va-
leurs de consigne des contrôleurs de bas niveau pour stabiliser le procédé au point de fonctionne-
ment optimal qui correspond aux choix de production - définis par la planification. L’optimisation
peut donc être réalisée périodiquement, à une plus haute fréquence que la planification, mais,
bien évidemment à une plus basse fréquence que le contrôle. L’utilisation de mesures à ce niveau
permet donc de rejeter les perturbations de moyenne fréquence, tout en propageant les décisions
prises au niveau de la planification, en tenant compte des mesures disponibles sur le procédé.
C’est l’idée principale derrière les méthodes d’optimisation en temps réel (ou optimisation basée
sur les mesures, optimisation expérimentale, ...), qui – au cœur de mes activités de recherche –
sont présentées dans le chapitre suivant.
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Optimisation en temps réel (RTO)
2.1 Etat de l’art
2.1.1 Classification des méthdes de RTO
La philosophie des méthodes d’optimisation basée sur les mesures (MBO), ou d’optimisation
en temps réel (RTO) est d’utiliser les mesures disponibles sur le procédé pour compenser l’effet
de l’incertitude. L’objectif est de corriger directement ou indirectement, les entrées optimales
pour le modèle et d’obtenir les entrées optimales du procédé. Si toutes les méthodes de RTO
partagent cette philosphie, elles se distinguent selon la façon dont les mesures sont incorporées
au niveau du problème d’optimisation.
Il est donc possible de classifier les méthodes de RTO en fonction de la façon dont les mesures
sont utilisées :
– Les méthodes directes (aussi labélisées “implicites”), pour lesquelles le problème d’optimisa-
tion est éventuellement reformulé comme un problème de contrôle et qui propose ainsi une
correction directe des entrées (tout en résolvant implicitement le problème d’optimisation
pour le procédé),
– Les méthodes indirectes, pour lesquelles l’adaptation des entrées passe par une étape de ré-
optimisation. Ces méthodes sont aussi labélisées “méthodes explicites”, puisque l’on résoud
explicitement le problème d’optimisation, généralement de manière itérative. Ces méthodes
peuvent de plus être distinguées suivant la façon dont la rétroaction est utilisée pour :
1. adapter (corriger) le modèle du procédé sur la base de la déviation entre les grandeurs
mesurées et les prédictions correspondantes. L’adaptation des entrées est donc obtenue
en résolvant itérativement le même problème d’optimisation, mais avec un modèle
adapté à chaque itération, jusqu’à la convergence.
2. adapter la formulation mathématique du problème d’optimisation. L’adaptation des
entrées est donc obtenue en résolvant itérativement un problème d’optimisation mo-
difié à chaque itération, pour le même modèle du procédé, jusqu’à la convergence.
Cette première classification est représentée schématiquement dans la Figure 2.1.
Ainsi un certain nombre de méthodes et techniques de RTO sont disponibles dans la littéra-
ture qui s’inscrivent dans cette classification :
– Les approches “two-step”, avec à chque itération identification paramétrique et ré-optimisa-
tion [89, 32, 54, 104],
– Les approches pour lesquelles le modèle est gardé fixe, tandis que le problème d’optimisation
est modifié par le moyen de biais sur les fonctions coût et contraintes [114, 19, 76, 128, 98,
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Figure 2.1 – Classification des schémas RTO - ISOPE signifie : “Integrated System Optimization
and Parameter Estimation”
64],
– Les méthodes directes, qui souvent essaient d’estimer les gradients des fonctions coût et/ou
des contraintes [17, 77, 71, 92, 27], proches dans l’esprit des méthodes de contrôle de
gradient.
Les méthodes purement expérimentales, i.e. qui n’utilisent que les mesures disponibles pour
localiser l’optimum du procédé, à l’exclusion donc de tout modèle phénoménologique, font aussi
partie des la familles des méthodes de RTO et peuvent être distinguées comme suit :
– les méthodes à modèles de surfaces de réponses, inspirées des plans d’expériences [78,
103], où un modèle – généralement quadratique – est construit sur la base des données
expérimentales et optimisé. Les entrées optimales sont ensuite implantées qui permettent
d’améliorer le modèle quadratique. Ce sont donc, dans l’esprit, des méthodes de type “two-
step” à ceci près qu’on ne résoud pas un problème d’identification paramétrique dans le but
d’améliorer un modèle phénoménologique “global” mais un modèle purement paramétrique
“local”.
– les méthodes “derivative-free” qui contournent le problème d’estimation des gradients [16,
1, 83, 34]. Selon la méthode choisie, ces approches peuvent souvent être rapprochées des
méthodes directes.
2.1.2 Les approches “Two-Step”
Il s’agit ici d’affiner le modèle entre chaque réoptimisation en utilisant typiquement la distance
euclidienne, éventuellement pondérée, entre les sorties prédites et les sorties mesurées comme
critère d’optimisation d’un problème d’identification (dont les paramètres du modèle réputés
incertains sont les degrés de liberté).
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Formulation
Par souci de simplicité, l’approche two-step est présentée ici dans sa version itérative pour
des problèmes d’optimisation statique ou en régime permanent. Il est aussi possible, quoique
plus difficile en pratique, de formuler cette approche pour qu’elle soit applicable aux systèmes
dynamiques incertains. Dans sa version orginale [101, 132], l’approche “two-step” suit la séquence
suivante :
1. Appliquer les entrées nominales u∗k,
2. Attendre l’atteinte du régime permanent et calculer la distance entre sortie prédites et
sorties mesurées en régime permanent,
3. Si la distance est supérieure à la tolérance, aller en 4, sinon stop,
4. Résoudre le problème d’indentification paramétrique pour déterminer θ∗k,
5. Résoudre le problème d’optimisation avec le modèle adapté pour obtenir u∗k+1,
6. k := k + 1, et aller en 1
















Figure 2.2 – Principe des méthodes two-step.
Mathématiquement on peut formuler ce double problème comme suit :
Identification : θ∗k := arg min
θ
(||yp (u∗k)− y (u∗k, θ∗k−1) ||)
s.t. θ ∈ Θ, (2.1)
Optimisation : u∗k+1 := arg minu φ (u, θ
∗
k)
s.t. G (u, θ∗k) ≤ 0 , (2.2)
avec Θ qui représente l’enemble des valeurs admissibles des paramètres incertains θ.
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“Model adequacy”
L’approche “two-step” décrite dans la section précédente connait le succès depuis plus de
trente ans, notamment dans l’industrie. C’est en effet une méthode intuitive, compréhensible et
qui a le grand avantage de proposer (quand elle fonctionne) une amélioration simultanée des
performances du procédé et de son modèle.
Cependant il a été prouvé que cette approche n’a virtuellement aucune chance de converger
aux entrées optimales du procédé lorsque l’incertitude est structurelle [61], auquel cas la fonction
objectif du problème d’identification peut être complètement disjointe du problème d’optimisa-
tion. Dans ce cas, minimiser la distance entre sorties prédites et sorties mesurées n’aide pas à
déterminer les conditions opératoires optimales du procédé réel.
Pour que l’approche two-step conduise aux entrées optimales (inconnues) du procédé u∗p, il
est indispensable que les conditions suffisantes de deuxième ordre pour le “double” problème
d’identification et d’optimisation des équations (2.1-2.2) soient satisfaites pour les paramètres θ¯







































avec J idk = ||yp(u∗k) − y(u∗p, θ¯)|| la fonction coût du problème d’identification à l’itération k,
A (u∗p) l’ensemble des indices des contraintes actives en u∗p, et ∇2rφ (u∗p, θ¯) le Hessien réduit
défini comme suit : si Z est le noyau du Jacobian des contraintes actives et L = φ + νTG le






Les deux premières équations sont les conditions d’optimalité du problème d’identification,
tandis que les trois dernières correspondent au problème d’optimisation. u∗p étant la solution
du problème d’optimisation du procédé sa valeur est fixe, et les seuls degrés de liberté sont les
paramètres du modèle θ. On dispose donc de nθ degrés de liberté pour satisafire les égalités
et inégalités 2.3 à 2.7. Le problème, notamment en présence d’erreurs structurelles, est que les
égalités 2.3 occupent à elles seules les nθ degrés de liberté. En conséquence, converger en θ¯ ne
garantit pas que l’on obtiendra u∗p.
Ces observations permettent de définir le concept de modèle adéquat : un modèle sera dit
adéquat pour le RTO two-step, s’il est capable de prédire un point KKT pour le procédé réel aux
paramètres obtenus à convergence. En d’autres termes, un modèle est adéquat pour être utilisé
dans le cadre de l’application de RTO par les approches two-step si satisfaire en θ¯ les deux
premières équations de 2.3-2.7 implique la satisfaction des trois dernières, aux entrées optimales
obtenues pour θ¯.
Si l’incertitude est paramétrique et que l’identité des paramètres incertains est connue, alors
la résolution du problème d’identification va typiquemement forcer la résolution du problème
d’optimisation. En d’autres termes un modèle paramétriquement incertain, mais structurellement
correct a de bonnes chances d’être adéquat pour RTO par les approches two-step, puisque le
procédé réel fait partie de l’ensemble de modèles généré lorsque l’on fait varier les paramètres
du modèle initial. Par contre, un modèle structurellement faux n’a que de faibles chances d’être
adéquat. Plutôt que de réconcilier les sorties du procédé et du modèle (ce qui est l’objectif du
16
2.2. “RTO via Modifier Adaptation” (RTO-MA)
problème d’identification), il convient de réconcilier les conditions de KKT du modèle et du
procédé [9, 60].
2.2 “RTO via Modifier Adaptation” (RTO-MA)
Une famille de méthodes sur laquelle une partie de mon activité de recherche s’est concentrée
au cours des 5 dernières années est connue dans la littérature sous le nom de “RTO via Modifier
Adaptation” (RTO-MA). Ces méthodes s’appuient sur l’observation que pour être utilisé avec
efficacité pour optimiser un procédé, un modèle doit être capable de prédire les conditions d’op-
timalité (conditions de KKT) du procédé. L’adaptation des modificateurs a pour but de corriger
la façon dont le modèle prédit les conditions de KKT du procédé en construisant, sur la base
de mesures, des corrections affines en la commande de la fonction coût et des contraintes du
problème 1.3, partant de l’observation évidente que les conditions de KKT étant des conditions
de premier ordre, des corrections de premier ordre sont suffisantes pour réconcilier les conditions
de KKT du modèle et procédé. En ce sens, RTO-MA s’incrit en ligne directe dans les méthodes
ayant pour objectif la réconciliation des conditions de KKT du modèle et du procédé [9, 60].
2.2.1 Principe
L’idée de base est d’utiliser les mesures pour modifier et résoudre itérativement le problème
basé sur le modèle (1.3) de telle sorte que ses conditions de KKT à convergence correspondent
à celles du problème d’optimisation du procédé (1.1). Les modificateurs correspondent à chaque
itération aux différences entre les valeurs prédites et mesurées de contraintes et du coût et entre
les valeurs prédites et mesurées (ou estimées) des gradients du coût et des contraintes.
A l’itération k, les entrées u∗k sont appliquées au procédé, les valeurs prédites et mesurées
susmentionnées sont comparées, et le problème suivant est résolu pour déterminer u∗k+1 :




k (u− u∗k) (2.8)
s.t. Gm (u) := G (u) + Gk + λ
G
k (u− u∗k) ≤ 0 (2.9)
with φk := φp (u
∗
k)− φ (u∗k) (2.10)
Gk := Gp (u
∗
k)−G (u∗k) (2.11)
λφk := ∇φp(u∗k)−∇φ(u∗k) (2.12)
λGk := ∇Gp(u∗k)−∇G(u∗k) , (2.13)
avec le scalaire φk et le vecteur 
G
k , de dimension nG, qui représentent les modificateurs d’ordre 0,
et le vecteur ligne λφk , de dimension nu, et la matrice λ
G
k de dimensions (nG×nu), qui représentent
les modificateurs de 1er ordre. La Figure 2.3 illustre graphiquement l’approche.
La grande force de l’approche décrite par les eqns (2.8)-(2.13) est son aptitude à converger en
un point KKT du procédé réel [98]. Les eqns (2.9) et (2.11) montrent qu’en cas de convergence,
en notant u∗∞ les entrées optimales convergées :




∞ = Gp (u
∗
∞) ≤ 0. (2.14)
Ainsi, les modificateurs d’ordre 0, Gk permettent de forcer la satisfaction des conditions de
faisabilité Gp (u∗∞) ≤ 0. Notons que le terme φk qui translate verticalement la valeur prédite de
la fonction coût ne change pas la position de son minimum. Il est donc souvent ignoré, sauf dans
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Figure 2.3 – Schéma de principe de “RTO via Modfier Adaptation”.
les cas où l’on désire améliorer la prédiction de la valeur de la fonction coût, tout du moins dans
le voisinage de l’optimum.
De façon similaire, si l’on dérive (2.8) et (2.9) par rapport à u et que l’on utilise (2.12) et
(2.13), à convergence :
∇φm(u∗∞) = ∇φ(u∗∞) + λφ∞ = ∇φp(u∗∞) (2.15)
∇Gm(u∗∞) = ∇G(u∗∞) + λG∞ = ∇Gp(u∗∞). (2.16)
Ainsi les corrections de premier ordre (dont les pentes sont λφk et λ
G
k ) modifient les gradients
du modèle de telle sorte que leurs valeurs convergées correspondent aux gradients du procédé.
Combinées, les corrections d’ordre 0 et 1 conduisent à ce que les multiplicateurs de Lagrange
convergés, associés au modèle, correspondent aux multiplicateurs associés au procédé, ce qui
garantit que l’ensemble des contraintes actives est correctement déterminé.
Remarques :
1. Notons φerr = φp (u) − φ (u) et Gerr = Gp (u) − G (u) les erreurs de modélisation du
coût et des contraintes. Il est alors aisé de démontrer que les modificateurs correspondent
aux paramètres du développement en série de Taylor au premier ordre de φerr et Gerr au
voisinage des entrés de la keme itération, u∗k :
φerr (u) ' φerr (u∗k) +∇φerr(u∗k) (u− u∗k)





' φk + λφk (u− u∗k) (2.17)
De façon similaire :
Gerr (u) ' Gk + λGk (u− u∗k) , (2.18)
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Ainsi “RTO via modifier adaptation” peut également être interprétée comme une méthode
où le modèle est corrigé. Cependant, contrairement aux méthodes de type two-step, la
correction est ici une correction fonctionnelle, affine en la commande et pas une correc-
tion paramétrique. Les corrections sont directement effectuées au niveau des conditions
nécessaires d’optimalité, au travers du coût et des contraines, c’est à dire avec un objectif
d’optimisation, dans les lignes de la “modélisation pour l’optimisation” [119, 14].










Figure 2.4 – Modification des contraintes lors de “RTO via Modifier Adaptation”.
ment que la différence de valeurs entre les contraintes simulées et mesurées est utilisée pour
translater verticalement le modèle de la contrainte, tandis que la différence des pentes des
contraintes mesurées et prédites est utilisée comme pente du terme correcteur linéaire.
2. En pratique RTO-MA est implanté en ajoutant un filtre exponentiel pour le calcul des
modificateurs, avec les modificateurs filtrés qui s’écrivent :
Λf,k+1 = K Λk + (I−K) Λf,k−1 (2.19)


















Ce filtrage exponentiel a le double avantage de limiter le risque que les modifications du
problème d’optimisation ne soient trop “abruptes” entre deux itérations, tout en réduisant
l’impact du bruit de mesure. Il préserve les propriétés de RTO-MA à convergence et ajoute
de nouveaux degrés de liberté, i.e. les éléments de la matrice de gain K, qui peuvent en
conséquence utilisés pour forcer la convergence [99].
2.2.2 “Model adequacy”
Pour fonctionner, l’approche two-step nécessite que le modèle soit adéquat, et qu’il soit ainsi
capable de prédire, pour le jeu de paramètres obenus à la convergence, que la solution du problème
associé au proédé u∗p est bien un poit KKT pour le modèle.
19
Chapitre 2. Optimisation en temps réel (RTO)
De la même façon, le modèle du procédé doit posséder des propriétés particulières, i.e. être
adéquat pour être utilisé avec RTO-MA. Cependant puisqu’il n’y a pas de problème d’identi-
fication à résoudre, les conditions d’adéquation n’ont pas à intégrer les 2 premières conditions
des équations 2.3 à 2.7. De plus la troisième et la quatrième conditions sont implicitement sa-
tisfaites à convergence par les modificateurs d’ordre 0 (satisfaction des contraintes et détection
de l’ensemble des contraintes actives) et la deuxième condition est garantie à convergence par







Notons qu’à convergence les paramètres du modèle sont bien toujours θ puisque le modèle reste
fixe avec RTO-MA.
Les conditions d’adéquation sont donc bien plus aisées à satisfaire que dans le cas du two-step.
Néanmoins, l’adéquation est une propriété du modèle qui ne peut être vérifiée a priori puisque
sa vérification nécessiterait la connaissance de l’ensemble des contraintes actives, et surtout de
l’optimum du procédé u∗p. Nous verrons ultérieurement que l’une de mes contributions récentes
a été de proposer une approche pour garantir a priori que le modèle utilisé est adéquat pour
RTO-MA.
2.3 Exemple illustratif
Dans cette section est présenté brièvement un exemple [63] qui illustre l’incapacité de la
méthode two-step et, a contrario l’aptitude de RTO-MA de converger à l’optimum du procédé
en présence d’incertitude structurelle.
Les deux approches sont donc appliquées au réacteur de Williams-Otto [124], un réacteur
parfaitement agité à marche continue, siège des trois réactions :
Rp,1 : A+B → C
Rp,2 : B + C → P + E
Rp,3 : P + C → G
On dispose d’un modèle, structurellement faux, qui considère les réactions suivantes :
R1 : A+ 2B → P + E
R2 : A+B + P → G
qui correspondent aux réactions apparentes, sommes de la première et de la deuxième et de la
première et troisième réaction, respectivement.
Les entrées manipulables du problème d’optimisation u = [FB, TR]T sont le débit d’alimenta-
tion en B (FB) et la température du réacteur (TR). L’objectif est de maximiser le profit opératoire
qui s’écrit :
φp = 1143.8 X¯P F + 25.92 X¯E F − 76.23FA − 114.34FB (2.22)
avec X¯P et X¯E qui représentent les fractions massiques de P et de E dans le courant de sortie à
l’état stationnaire, FA = 1.8275 kg/s et FB les débits d’alimentation en A et B, respectivement,
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et F = FA + FB le débit de sortie du réacteur. Pour l’approche two-step, les constantes pré-
exponentielles des réactions R1 et R2, i.e. k10 et k20 , respectivement, sont considérées comme
incertaines et adaptées suivant le schéma des équations (2.1-2.2). Les détails concernant le modèle
(valeurs des énergies d’activation, par exemple) sont disponibles dans la thèse [98].
Les deux approches sont appliquées successivement. La figure 2.5 récapitule la différence
fondamentale entre les deux approches, à savoir l’adaptation des paramètres du modèle pour le
























Figure 2.5 – Application de la méthode two-step (gauche) et de RTO-MA (droite) au réacteur
de Williams-Otto.
Le problème étant sans non contraint, les seuls modificateurs sont les modificateurs de premier
ordre de la fonction coût, à savoir λφk := ∇φp(u∗k) − ∇φ(u∗k), c’est à dire le vecteur dont les
éléments correspondent aux différences entre les gradients de la fonction coût du procédé et du
modèle, par rapport à FB et TR.
Dans les figures (2.6) et (2.7) sont tracés les contours de la fonction objectif pour le procédé
réel, dont l’optimum est situé en u∗p, cerclé de pointillés rouges. Comme on le voit, en initialisant
en trois points différents, dont l’optimum du procédé, la méthode two-step converge toujours au
même point - cerclé de pointillés noirs -, qui n’est pas l’optimum du procédé, cerclé de pointillés
rouges. Par contre, on peut observer dans la Figure 2.7, que RTO-MA converge à l’optimum du
procédé, malgré l’erreur structurelle du modèle.
La figure 2.8 montre l’amélioration de la fonction coût normalisée du problème d’identifica-
tion paramétrique (problème de moindres carrés entre les sorties prédites et modélisées) rendue
possible par l’adaptation des constantes pré-exponentielles des deux réactions du modèle, pour un
des trois points initiaux de la méthode two-step. Cela illustre clairement qu’il n’est pas suffisant
d’améliorer la prédiction des sorties pour améliorer les performances d’un procédé, en présence
d’erreurs structurelles de modélisation.
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Figure 2.6 – Application de la méthode two-step au réacteur de Williams-Otto.













Figure 2.7 – Application de RTO-MA au réacteur de Williams-Otto.
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Figure 2.8 – Amélioration de l’erreur des prédictions par application de la méthode two-step
au réacteur de Williams-Otto.
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Chapitre 3
Axes de Recherche Méthodologique et
Contributions dans le domaine de RTO
3.1 Introduction
Dans ce chapitre, sont décrites les principales contributions récentes dont j’ai été l’auteur
et/ou le co-auteur dans le domaine de RTO. L’essentiel de ce qui est présenté ci-après correspond
aux travaux de recherche effectués depuis 2004, i.e. après l’obtention de ma thèse. Ces résultats
méthodologiques sont le fruit de travaux personnels et/ou en collaboration. Ils correspondent
aussi aux résultats principaux de doctorants et de jeunes chercheurs que j’ai eu l’opportunité de
co-encadrer.
La motivation de ces travaux réside dans la nécessité de lever un certain nombre de verrous
scientifiques pour pouvoir appliquer les méthodes de RTO (dont RTO-MA) de façon plus sys-
tématique dans l’industrie. Il est ainsi nécessaire de répondre à un certain nombre de questions
liées à plusieurs des principales limitations intrinsèques des méthodes de RTO en général (et de
RTO-MA en particulier) :
1. comment garantir que le modèle est adéquat pour RTO-MA a priori ?,
2. peut-on appliquer RTO-MA durant la phase transitoire entre deux régimes stationnaires
et ainsi éviter de multiplier les itérations de régime permanent à régime permanent ?,
3. comment estimer les modificateurs d’ordre 1 (i.e. les gradients du procédé) sur la base de
mesures en régime permanent ?, sur la base de mesures transitoires ?, peut-on utiliser le
modèle ?,
4. comment garantir qu’une méthode de RTO va converger ?,
5. peut-on garantir que les itérations sont faisables (i.e. chaque itération conduit à une réali-
sation du procédé qui respecte les contraintes du procédé) ?,
6. dans quelle mesure peut-on appliquer RTO-MA aux problèmes d’optimisation dynamique ?
7. que se passe-t’il lorsque l’on applique une méthode RTO à un procédé dynamique en boucle
fermée ?
La première question est en fait très importante. On désire en effet lorsque l’on utilise une
méthode de RTO, quelle qu’elle soit, d’avoir la garantie que l’on de bonnes chances de pou-
voir converger à l’optimum du procédé, et ce, même si l’on doit faire face à de l’incertitude
structurelle. Pour cela la propriété-clef est l’adéquation du modèle, qui comme discuté dans le
chapitre précédent est beaucoup moins restrictive pour RTO-MA pour que l’approche classique
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“two-step”. Il reste que, de façon générale, l’adéquation est une propriété dont doit disposer le
modèle aux entrées optimales du procédé, inconnues a priori. Ainsi, même s’il est convaincu que
ces conditions sont moins restrictives que pour d’autres approches, il reste que, sans développe-
ment supplémentaire, l’utilisateur n’est jamais en mesure de garantir qu’il possède un modèle
adéquat pour RTO-MA.
La deuxième question est auto-justifiée, tandis que les que les questions 3, 4 et 5 condi-
tionnent l’applicabilité de RTO-MA. En effet, l’estimation des gradients est cruciale, car c’est
la connaissance des gradients du procédé qui permet d’affirmer que le point fixe de RTO-MA
est une solution du problème d’optimisation du procédé réel. Les questions 4 et 5 sont aussi
des questions naturelles : la capacité à voir comme point fixe la solution du problème que l’on
cherche à résoudre est nécessaire mais pas suffisante. En d’autres termes, cette propriété est
séduisante mais inutile s’il est impossible de garantir (au moins pour une classe de systèmes) la
convergence ou, mieux, la convergence par chemin faisable – c’est à dire telle que la séquence
d’entrées appliquées au procédé soient telles que les contraintes du procédé soient satisfaites à
chaque itération. Ici encore le fait que le point fixe ne puisse être qu’un point de KKT pour le
problème réel ne garantit que la faisabilité des entrées obtenues à convergence, si convergence il
y a. Des développements supplémentaires sont donc nécessaires.
Enfin apporter des éléments de réponse aux questions 6 et 7, c’est étudier la possibiité d’une
extension de RTO-MA aux problèmes dynamiques.
3.2 Utilisation d’approximations convexes pour garantir l’adé-
quation du modèle
3.2.1 Principe
La première des limitations de l’applicabilité de RTO-MA tient à la nécessité de disposer d’un
modèle adéquat. C’est une propriété du modèle qui doit être vérifiée à la solution du problème du
procédé qui est inconnue. Dans le cadre de mon travail de recherche personnel (i.e. hors supervision
de thèses et/ou de projets), j’ai récemment proposé d’utiliser en lieu et place du modèle une
approximation convexe de ce dernier. En effet puisque RTO-MA est susceptible de fonctionner
avec un modèle structurellement faux, pourquoi ne pas considérer cette propriété comme un
degré de liberté pour “choisir” une structure pour un modèle approché qui soit avantageuse pour
l’optimisation ?
L’avantage d’utiliser une approximation convexe est précisé dans le théorème et le corollaire
suivants :
Théorème 1
Soit le problème d’optimisation (1.1) dont la solution et les multiplicateurs de Lagrange optimaux
sont notés u∗p et ν∗p, respectivement. Si le modèle du coût et le modèle des contraintes (φ et G)
sont des fonctions strictement convexes, alors les propriétés suivantes sont vérifiées :
1. Le problème d’optimisation modifié (2.8)-(2.13) est un programme convexe pour tout k.
2. La condition de “model adequacy” est vérifiée en tout k.
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1. Le message de ce théorème est que l’utilisation d’approximations convexes permet de garan-
tir que la condition de “model adequacy” sera satisfaite aux entrées optimales du procédé
qui sont inconnues, car la convexité stricte garantit la satisfaction de cette propriété pour
toute valeur de u, et donc pour u = u∗p, ce qui apparaît clairement dans la démonstration
[64]. Ainsi, il n’est plus nécessaire de connaître u∗p pour garantir que le modèle est adéquat
pour RTO-MA.
2. En remplaçant le modèle par une approximation convexe, on peut utiliser les solveurs de
problèmes convexes, réputés beaucoup plus rapides et fiables.
3. L’approximation convexe est utile pour un problème de minimisation avec des contraintes
de type ≤. Pour un problème de maximisation, ou si les contraintes sont exprimées en ≥
il convient d’utiliser des approximations concaves.
4. La preuve de ce théroème ne s’appuie que sur la convexité stricte de la fonction coût ou de
l’une des contraintes. Le corollaire suivant exploite cette particularité.
Corollaire 1
Soit le problème d’optimisation (1.1) dont la solution et les multiplicateurs de Lagrange optimaux
sont notés u∗p et ν∗p, respectivement et l’algorithme RTO-MA (2.8)-(2.13). Soient Gs,a les ns,a
contraintes fortement actives et ν∗s,ap les multiplicateurs de Lagrange correspondants tels que
Gs,a(u∗p) = 0 et ν
∗s,a
p > 0, et Gw,a les τ − ns,a contraintes faiblement actives et ν∗w,ap es
multiplicateurs de Lagrange correspondants tels que Gw,a(u∗p) = 0 et ν
∗w,a
p = 0. Pour que le
Théoème 1 s’applique, il est suffisant que : (i) la fonction coût soit strictement convexe, les
contraintes actives Ga étant convexes, ou (ii) au moins une des contraintes fortement actives
Gs,a soit strictement convexe, les autres contraintes et la fonction coût étant convexes.
La preuve est disponible dans [64].
L’intérêt de ce corollaire est qu’en particulier, il suffit d’approcher la fonction coût par une
fonction strictement convexe et les contraintes par des fonctions convexes, voire linéaires pour
disposer d’un modèle adéquat. C’est particulièrement intéressant si une ou plusieurs contraintes
(du modèle) exhibent plutôt un comportement concave, puisqu’il sera alors préferable – pour ne
pas péjorer de trop la qualité de l’approximation – d’approcher ces contraintes par des fonctions
linéaires plutôt que convexes.
Remarques
Ainsi :
1. Les conditions d’adéquation peuvent être satisfaites : (i) a priori, (ii) à chaque itération et
(iii) sans connaissance de la solution u∗p,
2. La séquence de NLPs est remplacée par une séquence de programmes convexes,
3. L’utilisation d’approximations du modèle, en lieu et place du modèle ne péjore pas la
capacité de RTO-MA de converger à l’optimum du procédé [64],
4. Les solveurs de problèmes convexes peuvent être utilisés : même si de plus nombreuses
itérations peuvent être requises – puisque l’on remplace un modèle par un autre modèle
potentiellement moins précis – chacune de ces itérations peut être réalisée plus rapidement,
5. Le taux de succès de ces solveurs est bien supérieur à celuis des solveurs NLP classiques
(par ex. les solveurs “SQP” de programmation quadratique successive), certains atteignent
virtuellement 100%, [56], ce qui minimise les risques, pour une implantation expérimentale
ou industrielle [112].
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6. Il est intéressant de noter que le modèle du procédé n’étant pas a priori convexe, il convient
donc dans le cas général de remplacer φ et G par des approximations convexes (notées φc
et Gc, respectivement) pour appliquer RTO-MA. Il ne s’agit pas de construire une approxi-
mation convexe du procédé, mais bien du modèle du procédé. Cette approximation est donc
construite sur la base de simulations et ne nécessite pas d’expériences supplémentaires.
3.2.2 Méthode pour générer une approximation convexe
Plusieurs techniques [59, 131] existent dans la littérature pour construire des approximations
convexes notées ici φc (u) et Gc (u) – l’absence d’indice p indiquant, si besoin est, que ces
approximations ne concernent pas le procédé mais son modèle. La plupart des méthodes ont
pour objectif de construire une approximation locale, i.e. avec une grande précision autour du
point où l’approximation est construite, pour ensuite adapter ces approximations au fur et à
mesure des itérations. C’est d’ailleurs la philosphie des méthodes numériques de type SQP.
Comme RTO-MA fonctionne avec un modèle fixe, ce n’est pas le cas ici.
Nous avons proposé une approche très simple pour construire une telle approximation en
identifiant un modèle de surface à partir de résultats de simulation [64]. Dans la pratique, on
réalise ns simulations pour ns valeurs différentes de u telles que ui ∈ [umin umax]∀i ∈ [1, ns],
pour résoudre ensuite un problème aux moindres carrés entre les valeurs simulées par le “vrai”
modèle φ(u) et les valeurs de φc(u) en s’assurant que le Hessien de φc(u) a ses valeurs propres
strictement positives. On procède ensuite de la même façon avec les contraintes, ou, plus simple-
ment, on régresse pour ces dernières de simples approximations linéaires, puisque l’on sait qu’il
suffit pour que le modèle soit adéquat que φc soit strictement convexe et Gc soit linéaire.
Comme RTO-MA a de grandes chances d’être initialisé aux entrées nominales u∗ (i.e. la
solution du problème 1.3), il convient que φ et φc ainsi que G et Gc coincident aux entrées
nominales, ou, à défaut aux entrées initiales.
Par exemple, si l’on considère un problème d’optimisation avec nG = 2 contraintes, pour
obtenir les approximations strictement convexes φc et linéaires G1,c et G2,c de φ, G1 et G2,





||φ (ui)− φc (ui) ||2 (3.1)
s.t. φc (u) = φ (u∗) + [aφ, bφ] (u− u∗) + 12 (u− u
∗)T Qφ (u− u∗) (3.2)
qφ12 = qφ21 (3.3)





(||G1 (ui)−G1,c (ui) ||2) (3.5)





(||G2 (ui)−G2,c (ui) ||2) (3.7)
s.t. G2,c (u) = G2 (u∗) + [aG2 , bG2 ] (u− u∗) (3.8)






de libertés de ces trois problèmes et sont donc manipulés pour, par exemple, minimiser la somme
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des distances normalisées entre les valeurs de φ(u) et φ(uc), G1(u) et G1,c(u) et G2(u) et G2,c(u),
pour toutes les simulations en u ∈ [umin umax] dont on dispose. Pour forcer φc à être strictement
convexe il suffit alors d’ajouter au problème de moindres carrés deux contraintes : (i) Qφ est
symétrique, comme indiqué par l’équation 3.3, et (ii) les valeurs propres de Qφ sont plus grandes
qu’une valeur positive prédéfinie ou strictement positives, comme indiqué par l’équation 3.4. D’un
point de vue conceptuel, cette valeur n’est pas importante puisque seule la positivité stricte des
valeurs propres conditionne la convexité stricte de φc. Par contre d’un point de vue pratique, elle
influence directement la qualité du modèle φc qui sera par suite utilisé pour RTO-MA, et peut
donc conditionner la vitesse de convergence de l’algorithme.
3.2.3 Estimation des gradients du procédé
RTO-MA possède la propriété de potentiellement converger à un point KKT du procédé réel
pour autant que l’on soit capable de mesurer ou d’estimer les gradients du procédé nécessaires




. J’ai concentré une partie de mes activités
de recherche sur cette problématique, suivant deux axes : (i) comment estimer les gradients du
procédé sur la base des mesures obtenues en régime permanent et (ii) comment utiliser les mesures
transitoires. Notons que la première approche correspond clairement au cadre d’application de


















Figure 3.1 – Schéma de principe de l’utilisation de RTO-MA pour l’optimisation des procédés
en régime permanent.
1. Résoudre le problème d’optimisation,
2. Appliquer uniformément les conditions opératoires optimales obtenues,
3. Attendre que le procédé atteigne le régime permanent,
4. Mesurer et/ou estimer les contraintes, la fonction coût et les gradients,
5. Calculer les modificateurs et retourner en (1).
3.2.4 Utilisation des mesures en régime permanent
Estimer les gradients en régime permanent correspond à estimer les gradients d’une fonction
inconnue, i.e. dont on ne connait pas l’expression fonctionnelle. Il est néanmoins possible d’ac-
céder à la valeur de la fonction en tout point choisi, ce qui dans le cas des procédés implique de
réaliser une expérience pour un choix de conditions opératoires. C’est une problématique classique
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qui est présente dans des domaines d’ingénierie très variés [102, 38, 47]. Dans le contexte de l’op-
timisation en temps réel, ce problème a été considéré par de nombreux auteurs [97, 19, 76, 100].
C’est également un sujet de recherche actif en optimisation numérique, notamment dans le cas
où la fonction numérique à optimiser est de type boîte noire et pour lesquelles les évaluations de
la fonction sont coûteuses en temps de calcul [34].
En soi, l’estimation du gradient ou des dérivées d’une fonction à partir de mesures discrètes –
dans notre cas les valeurs de φp(u∗k), Gp(u
∗
k) et éventuellement de grandeurs de sorties en régime
établi – est un problème inverse, mal posé [53]. En effet, l’application directe de la définition de la
dérivée, i.e. la limite d’une différence finie quand le pas tend vers zéro, conduit systématiquement
à ±∞ en présence de bruit de mesure. Pour contourner cet écueil, une approche classique est
de régulariser les données dont on dispose, et donc d’énoncer une hypothèse sur la nature de
la fonction dont on essaie de déterminer le gradient. Il est possible de supposer, par exemple,
que cette fonction f est K-Lipschitzienne dans chacune des directions de u, ce qui conduit à la
définition de bornes globales sur tous les éléments du gradient de f(u). Il est aussi possible de
supposer que f possède une propriété particulière (par ex. que f est linéaire, quadratique, ou
lisse), ce qui a conduit à des méthodes génériques de régularisation comme celle de Tikhonov
[129].
Malgré tous ces efforts, aucune méthode d’estimation de gradients n’a, à ce jour, suffisamment
convaincu pour devenir un standard. Cela tient notamment au fait que l’application de ces
méthodes conduit uniquement à l’obtention d’une valeur estimée des gradients, sans qu’aucune
information sur sa validité (de type intervalle de confiance) ne soit disponible.
Dans le cadre de son travail de recherche, que j’ai co-encadré avec le Professeur Bonvin, Gene
Bunin a proposé une méthode de régularisation et d’estimation de gradients légèrement différente
dans sa philosophie [20]. Sans rentrer dans les détails techniques par souci de concision (le lecteur
intéressé est invité à consulter [20]), l’approche proposée consiste à : (i) supposer la validité d’une
structure locale, i.e. au voisinage du point où l’on cherche à obtenir le gradient, et d’une densité
de probabilité pour le bruit de mesure, (ii) effectuer la régularisation sous la contrainte de la
structure choisie en maximisant un critère de vraisemblance, (iii) calculer les bornes inférieures
et supérieures du gradient de f avec sa structure supposée sans perte de validité statistique, et
(iv) si la structure est paramétrique et donc explicite (linéaire, quadratique ,...) l’utiliser pour
estimer le gradient, sinon considérer, par exemple, la valeur moyenne des bornes comme l’estimé
du gradient.






s.t. wˆi = yi − yˆi, i = 1, ..., n (3.10)
yˆ, Fˆ, dˆ ∈ S (3.11)
, avec p : R → R qui dénote la densité de probabilité du bruit, yˆ ∈ Rn les sorties (sans bruit)
estimées selon la structure choisie, y les sorties mesurées (i.e. les n points expérimentaux consi-
dérés pour estimer le gradient), wˆ ∈ Rn les valeurs estimées du bruit, Fˆ ∈ Rnu×n la matrice des
gradients estimés [∇fˆ(u1)...∇fˆ(un)], et dˆ un vecteur de variables auxiliaires qui dépend de la
structure S supposée.
En fait, le choix d’une structure S impose une forme fonctionnelle à la fonction f dont on
cherche le gradient. Le problème (3.9) détermine la valeur optimale des variables strucurels de
f , pour le choix de la structure S de telle sorte à maximiser la probabilité de la réalisation du
bruit (wˆ) que l’on déduit de l’équation 3.10.
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Quatre structures pour S ont été proposées et étudiées : (i) les fonctions linéaires, (ii)
les fonctions quadratiques, (iii) les fonctions convexes/concaves, et (iv) les différences de fonc-
tions convexes bornées. Les deux premières sont des structures paramétriques qui ajoutent des
contraintes d’égalité au problème 3.9, tandis que les deux dernières sont des structures non
paramétriques qui ajoutent des contraintes d’inégalité.
Par exemple, si l’on suppose que la fonction est quadratique et que la matrice des coefficients






s.t. wˆi = yi − yˆi, i = 1, ..., n (3.13)
yˆi = uTi Qˆ ui + aˆ
Tui + bˆ, i = 1, ..., n (3.14)
∇fˆ(ui) = 2 Qˆ ui + aˆ, i = 1, ..., n (3.15)
dˆ correspond ici aux éléments Qˆ, aˆ, bˆ et découlent du fait que f est supposée quadratique. La
résolution de (3.12) conduit donc aux meilleures valeurs de Qˆ, aˆ, bˆ, pour lesquelles yˆ est prédit
de telle sorte que la probabilté de réalisation du bruit estimé (déduit de wˆ = y−yˆ) est maximale.
Les éléments du gradient estimé de f se déduisent alors directement de ∇fˆ(ui) = 2 Qˆ ui + aˆ.
L’avantage de cette approche, résumée dans le Théorème 1 de [20], est que si l’hypothèse
sur la structure S est vérifiée au sens d’une probabilité choisie par l’utilisateur, alors il est
garanti à la même probabilité que les bornes que l’on calcule avec l’algorithme proposé dans
[20] contiennent le “vrai” gradient de la fonction f , et donc pour RTO-MA de φp et/ou de Gp.
Comme il est impossible sauf à disposer d’une infinité d’échantillons, de garantir qu’une structure
est valide, une approche pour garantir, a contrario, qu’une structure S peut être rejetée avec
une probabilité de P a été proposée [20], avec une méthode et un algorithme pour calculer
les bornes sur le gradient. L’ensemble a été testé sur plusieurs fonctions numériques, bruitées
et supposées inconnues. Notons enfin que la contribution principale de [20] étant de nature
générique – il s’agit d’un travail essentiellement méthodologique –, l’approche est flexible et
peut s’accomoder de l’utilisation d’autres structures, pour autant que l’on puisse reformuler et
résoudre le problème (3.9) en conséquence.
Les quatre structures susmentionnées sont intéressantes en ce qu’elles suivent une progression
dans leur généralité. L’hypothèse de linéarité étant celle qui est clairement la plus restrictive et
donc celle qui a le moins de chances d’être valide. Par contre c’est celle qui de part sa nature
paramétrique triviale, conduit aux bornes les plus étroites. Inversement, postuler que les points
discrets dont on dispose sont les images d’une fonction s’écrivant comme la différence de fonctions
convexes bornées a beaucoup plus de chances d’être statisquement valide, au prix de bornes
inférieures et supérieures sur le gradient beaucoup plus éloignées. A ce titre, l’hypothèse que f
est localement quadratique représente un bon compromis entre obtenir une bonne probabilité de
validité (ou selon [20] une faible probabilité d’invalidité) et obtenir des bornes resserrées.
Enfin, de façon générale, il est que clair que si une structure S, valide, est de nature paramé-
trique, alors on obtient directement un estimé des gradients. Dans le cas contraire, la moyenne
des bornes fournit un estimé du gradient d’autant plus précis que ces bornes sont proches l’une
de l’autre.
3.2.5 Utilisation des mesures en régime permanent et du modèle
Dans le cas où l’on dispose d’un modèle du procédé il est bien évidemment possible et
souhaitable de l’utiliser par exemple pour choisir une structure S qui a de grandes chances
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d’être valide. Dans le cas où le modèle est paramétriquement incertain, et lorsque le nombre q et
l’identité des paramètres incertains θ est connue 4, il est possible d’utiliser cette connaissance pour
construire un estimateur du gradient, alimenté par les mesures disponibles en régime permanent
basé sur une analyse variationnelle du modèle. J’ai dans le cadre de ma recherche personnelle,
proposé une extension de l’estimation de la fonction proposé une extension évidente de l’approche
variationnelle de la méthode de “Neighboring Extremals” [79] (NE) qui dans sa version originale
considère uniquement les problèmes sans contraintes.
L’incertitude paramétrique conduit à ce que les entrées et les sorties optimales dévient de leurs
valeurs nominales, obtenues pour θ = θ0. Dans le cas sans contraintes, NE propose justement
d’estimer le gradient de la fonction coût uniquement, sur la base d’une analyse variationnelle
autour des entrées nominales u∗0 obtenues pour les valeurs nominales des paramètres incertains
θ0, pour lesquelles le gradient du modèle est nul ∇uφ (u∗0, θ0) = 0.
Considérons donc le problème 1.3, adjoint des p prédictions des sorties en régime permanent
y = H (u, θ) qui correspondent aux p sorties mesurées du procédé en régime permanent yp
De y = H (u, θ), la variation des sorties du modèle en régime permanent s’écrit :
δy = ∇uH δu +∇θH δθ, (3.16)
avec δy := y−y∗, δu := u−u∗0 et δθ := θ− θ0. Si p ≥ q, la variation des paramètres incertains
peut être déduite de δy et de δu :
δθ = (∇θH)+ [δy −∇uHδu] . (3.17)
De la même façon le gradient de la fonction coût s’obtient :
∇uφ = ∇2uuφ δu +∇2uθφ δθ, (3.18)
ce qui, en injectant Eq. (3.17), permet de déduire une expression du gradient en fonction de δy
et de δu [79] :





Nous avons proposé d’étendre simplement cette analyse à la sensibilité paramétrique des
contraintes G, en remarquant qu’en présence de contraintes les gradients de la fonction coût et
des contraintes, i.e. ∇uφ (u∗0, θ) et ∇uG (u∗0, θ), respectivement n’étaient pas toujours nuls dans
le cas nominal. Ainsi [65, 67] :












En résumé : on utilise (i) le modèle nominal pour évaluer les matrices ∇2uθφ, ∇θH, ∇2uuφ,
∇uH, ∇2uθG, et ∇2uuG pour θ = θ0 et u = u∗0, et (ii) les mesures du procédé obtenues à chaque
fois que l’on atteint le régime permanent. On obtient donc à chaque itération k de RTO-MA les
estimations des gradient suivantes [65, 67] :
4. par souci de concision nous ne considérons dans le vecteur θ que les paramètres incertains, pour éviter
d’avoir à distinguer les paramètres connus des paramètres incertains
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∇̂uφp (u∗k) = ∇uφ (u∗0, θ0) +∇2uθφ (∇θH)+
(






(u∗k − u∗0) (3.22)
∇̂uGp (u∗k) = ∇uG (u∗0, θ0) +∇2uθG (∇θH)+
(






(u∗k − u∗0) , (3.23)
avec le symbole (̂.) qui est utilisé pour indiquer une grandeur estimée.
3.3 Utilisation des mesures transitoires
RTO-MA est, dans sa formulation originale, une méthode d’optimisation statique particuliè-
rement adaptée aux probèmes d’optimisation itérative des procédés chimiques en régime perma-
nent. Ainsi, toutes les itérations k nécessitent que le procédé atteigne l’état stationnaire, ce qui,
selon les procédés peut s’avérer long et rédhibitoire, voire inacceptable au niveau industriel. La
Figure 3.1 illustre l’application typique de RTO-MA pour l’optimisation des procédés en régime
permanent.
Nous avons donc proposé un cadre qui permet d’utiliser RTO-MA en utilisant les mesures du
procédé pendant le transitoire, qui est dérit dans la sous-section suivante
3.3.1 RTO-MA avec des mesures transitoires
On propose ici de procéder aux itérations de RTO-MA à intervalles de temps réguliers durant
le transitoire. Si l’on indexe les instants de ré-optimisation par “j”, le schéma pour obtenir u∗j+1,
c’est à dire les entrées optimales qui seront uniformément appliquées au procédé entre tj et tj+1
s’écrit :














) ≤ 0 (3.25)
with ˆφj := φˆp
(
u∗j
















)−∇uG (u∗j , θ) , (3.29)
avec la notation (̂.) qui est utilisée pour chaque quantité qui, définie en régime permanent, doit
être estimée, puisque pour chaque tj , le régime permanent n’a pas encore été atteint.
La capacité de ce schéma à converger en un point KKT du procédé en un seul transitoire
vers le régime permanent est résumée dans le théorème suivant :
Théorème 2
Soit le problème de RTO-MA qui utilise les mesures et les entrées calculées itérativement comme
les solutions successives du prolème (3.24-(3.29)). Si le procédé atteint le régime permanent et
que les quantités estimées φˆp, Gˆp, ∇̂uφp et ∇̂uGp convergent à leurs valeurs réelles, alors le
procédé satisfait les NCOs (1.5).
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Le théorème et sa preuve ont été soumis et acceptés dans une version courte comme article
de conférence [65] et dans une version étendue dans un journal [67].
3.3.2 Estimation durant le transitoire des modificateurs d’ordre 0 à l’état
stationnaire
Nous avons proposé d’utiliser directement les mesures en ligne des contraintes et de la fonc-
tion coût comme valeurs estimées de contraintes du procédé et du coût du procédé en régime
stationnaire. Cette approche a l’avantage d’être consistante puisque si le système dynamique
se stabilise, cette approximation devient exacte, i.e. les valeurs mesurées durant le transitoire
tendent bien vers les valeurs stationnaires si le système se stabilise.
Ainsi, pour autant que l’on puisse mesurer la valeur instantanée des contraintes, le schéma
suivant peut être utilisé pour estimer Gj :





Ainsi, Gj est estimé à chaque instant tj comme la différence entre la valeur courante mesurée des
contraintes Gp (tj) et les valeurs modélisées des contraintes au régime stationnaire prédit pour
u∗j . Ce choix est motivé par le fait que quand tj → t∞ et u∗j → u∗∞, Gp (t∞) correspond bien
aux contraintes du procédé Gp (u∗∞) obtenues pour les entrées convergées u∗∞.
De la même façon, pour autant que l’on puisse mesurer la valeur instantanée de la fonction
coût, on peut estimer ˆφj :





3.3.3 Estimation durant le transitoire des modificateurs d’ordre 1 à l’état
stationnaire
Pour estimer les modificateurs d’ordre 1, il convient d’estimer durant une phase transitoire,
les gradients du procédé à l’état stationnaire. C’est une tâche difficile pour laquelle les méthodes
de contrôle de gradient, ou de RTO par contrôle du gradient sont une bonne source d’inspiration.
Nous avons effectué une comparaison de plusieurs de ces méthodes [120, 73].
Analogie avec les méthodes de contrôle de gradient
Les méthodes de RTO par contrôle de gradient sont des méthodes implicites (i.e. sans résolu-
tion directe du problème d’optimisation) d’optimisation, particulièrement adaptées aux cas non
contraints qui proposent de reformuler le problème (1.1) comme un problème de contrôle en ligne.





Ainsi, la loi de commande suivante peut-être implantée pour conduire le procédé en un jeu de
conditions opératoires pour lesquelles le gradient serait nul :
u˙ (t) = −κ P−1Γφ (t) , u (0) = u0 , (3.32)
avec κ qui représente le gain matriciel du contrôleur, P une estimation du Hessien de la fonction
coût, Γφ (t) un signal temporel qui estime le gradient de la fonction coût du procédé en régime
permanent. Plusieurs méthodes existent pour implanter (3.32), qui diffèrent principalement sur
la façon dont Γφ (t) est obtenu. Dans [120, 73], nous avons étudié et comparé plusieurs méthodes
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de contrôle du gradient, qui incorporent toutes une méthode différente d’estimation du gradient
en régime stationnaire sur la base de mesures transitoires.
Trois de ces méthodes sont basées sur le modèle :
1. Calcul du gradient par adaptation du modèle : il s’agit de l’approche classique two-step
(AM), pour laquelle les différences entre les mesures transitoires et les prédictions corres-
pondantes par le mod`ele sont utilsées pour adapter les paramètres du modèle. Le modèle









, θˆ(0) = θ0
Γφ (t) = (∇uφ)|u(t), θˆ(t) (3.33)
avec θˆ qui représente les paramètres identifiés et kθ le gain d’adaptation. Ici, le problème
d’identification récursive des paramètres est écrit en temps continu, comme une équation
différentielle [95], ce qui est justifié par la séparation d’échelle de temps entre le procédé et
l’estimation des paramètres. Cela pénalise le temps de convergence, mais il est clair que si
l’incertitude est connue et n’est que de nature paramétrique cette approche à le potentiel
nécessaire pour converger aux gradients idéaux [120, 73],.
2. Calcul de Γφ (t) par la méthode de “Self-Optimizing Control” (SOC, [2]) qui utilise la
matrice de sensibilité des entrées et des sorties optimales du modèle par rapport aux para-
mètres du modèle.
3. Calcul du gradient par la méthode de Neighboring Extremals (NEC) [79], déjà discutée.
Les deux autres méthodes sont basées uniquement sur les mesures. Pour les méthodes basées
sur les mesures, il est nécessaire de perturber le procédé pour extraire l’information sur le gradient.
Ce n’est pas nécessaire avec les méthodes basées sur le modèle, puisque c’est le modèle du procédé
qui fournit cette information.
1. “Extremum-Seeking Control” (ESC) : Avec ESC, un signal d’excitation sinusoïdale est
ajouté à u(t) et le gradient est estimé par corrélation [3, 93]. Trois séparations d’échelle
de temps sont requises pour que la méthode puisse converger. Il a été montré dans [120,
73] que cela pénalisait fortement le temps de convergence, d’autant plus que dans le cas
multivariable, chaque entrée doit être perturbée avec son propre signal sinusoïdal.
2. “Multiple Units” (MU) [118] : Pour cette méthode, on suppose l’existence d’un minimum de
nu+1 unités identiques du procédé. C’est la faiblesse principale de la méthode qui restreint
son applicabilité à des systèmes tels que les piles à combustible ou les microréacteurs, i.e. les
systèmes pour lesquels il est envisageable de disposer de plusieurs installations. Cependant
d’un point de vue méthodologique cette méthode est intéressante en ce qu’elle n’utilise rien
d’autre que les mesures en ligne des contraintes et de la fonction coût.
Nous avons aussi étudié l’approche par différences finies classique (FD), où il est nécessaire
de pertuber les entrées individuellement, l’une après l’autre et d’attendre à chaque fois l’atteinte
du régime stationnaire pour calculer le gradient par différences finies. Cette approche n’utilise
pas les mesures transitoires mais a servi de référence dans [120, 73] puisque c’est la méthode la
plus facile à mettre en œuvre et la plus intuitive.
Ainsi la littérature des méthodes de contrôle du gradient est riche de méthodes d’estimation
de gradient en régime stationnaire, même si ces méthodes sont parfois directement intégrées
à la loi de commande 3.32 et sont, de ce fait, plus difficiles à identifier. En appliqant RTO-
MA en ligne, durant le transitoire, on espère bénéficier de la capacité de RTO-MA à converger
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en un optimum du procédé sans connaissance supplémentaire sur la solution optimale (par ex.
ensemble de contraintes actives à l’optimum), en un seul transitoire. Ainsi implanté RTO-MA
se comporterait “comme un contrôleur de gradient”, avec la propriété supplémentaire de pouvoir
gérer les contraintes sans hypothèses sur la solution optimale. Néanmoins remarquons que :
– Dans le cas multivariable, i.e. nu > 1, ESC, déjà pénalisé par les diverses séparations
d’échelle de temps, sera pénalisé par les différences entre les fréquences d’excitation des
signaux de perturbations appliqués à chacune des entrées. Le temps de convergence est
aussi pénalisé lorsque ESC est appliqué en présence de contraintes [48, 80].
– SOC postule que le problème d’optimisation est sans contraintes, ou que dans le cas
contraire, l’ensemble des contraintes actives est connu et ne change pas avec l’incertitude.
Ainsi, un certain nombre d’entrées sont dédiées au contrôle des contraintes actives et le
probème de contrôle de gradient de 3.32 se résume donc à un problème de contrôle de
gradient réduit.
– L’extension des méthodes de contrôle de gradient aux cas contraints est une idée ancienne
[4], récemment revisitée [51]. Certains travaux proposent d’utiliser directement la condition
de faisabilité duale des conditions de KKT (i.e. la deuxième ligne de l’équation 1.5) pour
construire une loi de commande qui puisse converger à un extremum local sans connaissance
de l’ensemble des contraintes actives. Cependant, ces études concernent des problèmes
d’optimisation numériques classiques en l’absence d’incertitude.
– Pour l’ensemble des raisons susmentionnées, ni SOC (gestion des contraintes), ni ESC
(temps de convergence), ni FD ne semblent adaptées.
Nous avons donc proposé deux extensions : une extension de NEC pour utiliser les mesures
transitioires et une extension (immédiate) de MU aux cas contraints.
Estimation en ligne des modificateurs d’ordre 1 à l’état stationnaire avec NE
Nous avons proposé d’utiliser les mesures des sorties δyp(tj) = yp(tj) − y∗ et les valeurs
courantes des entrées δu∗(tj) = u∗j −u∗0 pour estimer les gradients du procédé, de façon similaire
à ce qui a été proposé précédemment (3.22-3.23). La différence est que l’on propose d’utiliser les
mesures transitoires en lieu et place des mesures en régime stationnaire, comme dans le cas de
l’estimation des modificateurs d’ordre 0. Il suffit ensuite de retrancher à ces gradients estimés
les gradients du modèle en régime stationnaire, évalués pour les mêmes valeurs des variables
d’entrées u∗j , i.e. les valeurs prédites des gradients par le modèle pour l’état stationnaire obtenu
pour u = u∗j , pour obtenir un estimateur des modificateurs d’ordre 1 consistant. En effet, quand
le procédé atteint le régime stationnaire les incréments δyp(tj) and δu∗(tj) correspondent aux
valeurs classiques δy et δu, et l’estimateur est donc en régime stationnaire de la même qualité
que celui des équations (3.22-3.23). Ainsi :
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Estimation en ligne des modificateurs d’ordre 1 à l’état stationnaire avec MU
Supposons l’existence de nu+1 unités identiques pour lesquelles le coût et les contraintes sont
mesurées pendant le transitoire. On utilise l’indice a pour indiquer l’unité principale – celle à
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laquelle les entrées calculées par RTO-MA sont appliquées. Les nu unités restantes sont indexées
par i ∈ [1; nu].
À chaque instant tj , u∗j est appliquée à l’unité “a”, alors que la i
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. En d’autres termes la ieme composante
du vecteur u∗j subit un offset de ∆.
Si φp,a (tj) et Gp,a (tj) représentent les valeurs mesurées à chaque instant tj du coût et des
contraintes de l’unité principale, et φp,i (tj) ainsi que Gp,i (tj) les quantités correspondantes pour
chaque unité i, i ∈ [1; nu], les éléments de chaque gradient du procédé peuvent être estimés par






φp,i (tj)− φp,a (tj)
∆
(3.36)


























Cette extension est en fait une généralisation de MU [118], pour laquelle les gradients des
contraintes et du coût sont estimés simultanément. L’estimation des gradients des contraintes
n’est pas dans la formulation originale de MU, dédiée aux problèmes sans contraintes.
3.4 Exemple illustratif
Dans cette section, l’utilisation d’approximations convexes et l’implantation de RTO-MA sur
la base de mesures transitoires est illustré au moyen d’un réacteur chimique simulé qui décrit la
chimie du diketène telle que mise en œuvre par la compagnie Lonza [120, 73].
3.4.1 Modèle dynamique du réacteur
Les réactions A+B → C et 2B → D sont mise en œuvre dans un réacteur continu parfaite-
ment agité, avec C le produit désiré. Les entrées manipulables sont les débits d’alimentation de
A et B. La conservation de la matière et de l’énergie permet d’établir le modèle :

























Q(t) = V k1 cA(t) cB(t) (−∆Hr,1) + V k2 c2B(t) (−∆Hr,2) , (3.42)
avec cX les concentrations des espèces X, V le volume, uA et uB les débits d’alimentation en A et
B, Q l’énergie totale génrée par les deux réactions exothermiques, ∆Hr,1 et ∆Hr,2 les enthalpies
réactionnelles, cAin et cBin les concentrations de A et B dans les flux d’alimentation, et k1 et k2
les constantes cinétiques des deux réactions. Les valeurs numériques des paramètres du modèle
nominal sont données dans le tableau 3.1.
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3.4.2 Problème d’optimisation
On désire maximiser les performances en régime stationnaire en manipulant l’alimentation




c2C (uA + uB)
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− w (u2A + u2B) (3.43)



































− 1 ≤ 0 (3.45)
0 ≤ uA ≤ umax (3.46)
0 ≤ uB ≤ umax , (3.47)
avec (.) qui indique une valeur en régime stationnaire et D := cDcA+cB+cC+cD la fraction molaire
en régime stationnaire de D. La fonction objectif J représente la productivité en C, le terme
w (u2A+u
2
B) (avec w reprénstant un terme de pondération) pénalisant une trop forte sollicitation
des alimentations en A et B. Les différentes bornes et valeurs numériques utilisées sont résumées
dans le tableau 3.2.
k1 0.75 lmol min












Table 3.2 – Paramètres du problème d’optimisation
Le problème (3.43)-(3.47) est approché par le problème convexe suivant – par application de
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la méthode décrite dans la section 3.2.2 :
min
u
φc (u) := φ∗ + [aφ bφ] (u− u∗) + 12 (u− u
∗)T Qφ (u− u∗) (3.48)
s.t. G1,c (u) := G1 (u∗) + [aG1 bG1 ] (u− u∗) ≤ 0 (3.49)
G2,c (u) := G2 (u∗) + [aG2 bG2 ] (u− u∗) ≤ 0 (3.50)
0 ≤ uA ≤ umax (3.51)
0 ≤ uB ≤ umax , (3.52)
Ici les valeurs propres minimales de Qφ ont été fixées arbitrairement à 0.08. Les résultats de la
régression convexe sont résumés dans le tableau 3.3.
aφ −0.8305 bφ −0.9121
aG1 0.0051 bG1 0.0126






Table 3.3 – Paramètres de l’approximation convexe
3.4.3 Optimisation nominale vs. optimisation du procédé
On considère ici, que comme le modèle, le “vrai procédé” suit les équations (3.38)-(3.42).
De l’incertitude est considérée pour trois paramètres : cAin,p = 2.5 moll , k1,p = 1.4
l
mol min et
k2,p = 0.4 lmol min . Les valeurs réelles de ces trois paramètres sont donc sensiblement différentes
des valeurs nominales.
Les solutions nominales et réelles du problème d’optimisation sont données dans le tableau 3.4.
Les entrées optimales, la valeur de la fonction coût et l’ensemble des contraintes actives sont
différents. Ainsi le modèle prévoit que G1 est inactive est G2 active, alors qu’à l’optimum réel,
c’est le contraire..
3.4.4 RTO-MA de régime permanent en régime permanent
RTO-MA est tout d’abord appliqué dans sa forme classique, i.e. celle des équations (2.8)-
(2.13). On illustre en premier l’impact de l’utilisation de l’approximation convexe, en appliquant
RTO-MA avec le modèle détaillé des équations (3.38)-(3.42) et les paramètres nominaux, puis



















= −φ∗p 15.42 molmin
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∗
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− 1 0 −
G2 (u∗) = D
∗
Dmax








− 1 −0.19 −
Table 3.4 – Solutions du problème nominal (gauche) et du problème d’optimisation pour le
procédé (droite)
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avec l’approximation convexe. On considère ici que les gradients expérimentaux sont mesurés
dans un cas idéal, sans bruit de mesure, ou que leur estimation est parfaite, i.e. ∇̂uGp (u, θ)k =
∇uGp (u∗k) et ∇̂uφp (u, θ)k = ∇uφp (uk) . La convergence à l’optimum du procédé est effective
(Figure 3.2) :
– après 4 itérations, de régime permanent à régime permanent, lorsque l’approximation
convexe du modèle détaillée est utilisée,
– après 6 itérations, de régime permanent à régime permanent, lorsque le modèle détaillé est
utilisé.


















Figure 3.2 – Evolution de la fonction coût du procédé avec RTO-MA.
Ainsi non seulement RTO-MA fonctionne avec l’approximation convexe – malgré l’erreur
structurelle ajoutée par l’approximation, puisque le modèle détaillé n’est pas convexe –, mais de
plus, le nombre d’itérations que l’on pourrait penser systématiquement augmenter (puisque le
modèle approché est supposé moins précis que le modèle détaillé), est même réduit.
3.4.5 RTO-MA sur la base de mesures transitoires
Dans cette section, RTO-MA est appliqué avec les mesures transitoires, i.e. avec l’approche
des équations (3.24-3.29).
Utilisation des gradients idéaux
En appliquant RTO-MA avec le modèle convexe, durant le transitoire (en résolvant le pro-
blème toutes les τRTO = 60 min, ce qui est une bonne approximation du temps de stabilisation du
procédé), on obtient sensiblement les mêmes résultats que dans la sous-section précédente : une
convergence en 240 minutes, qui correspond aux 4 itérations susmentionnées (Figure 3.3). Dans


































Figure 3.3 – Evolution de la fonction coût du procédé avec RTO-MA, sur la base des mesures
transitoires, avec un modèle approché convexe, τRTO = 60 min et les gradients idéaux.





















Figure 3.4 – Evolution des contraintes du procédé avec RTO-MA, sur la base des mesures
transitoires, avec un modèle approché convexe, τRTO = 60 min et les gradients idéaux.
Notons que la figure 3.4 illustre que l’ensemble des contraintes actives est correctement dé-
terminé
En réduisant τRTO, le temps de convergence diminue. Ainsi, avec τRTO = 30 min et τRTO = 5
min, on obtient 120 min et 70 min comme temps de convergence, respectivement. Finalement,
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Figure 3.5 – Evolution des entrées avec RTO-MA, sur la base des mesures transitoires, avec un
modèle approché convexe, τRTO = 60 min et les gradients idéaux.
avec τRTO = 1 min, la convergence à l’optimum réel du procédé est obtenue après 60 min, c’est à
dire l’équivalent d’une seule itération de régime stationnaire à régime stationnaire, soit 4 fois plus
rapidement que dans la configuration classique de RTO-MA, comme illustré par la figure 3.6.
Figure 3.6 – Evolution de la fonction coût du procédé avec RTO-MA, sur la base des mesures
transitoires, avec un modèle approché convexe, τRTO = 1 min et les gradients idéaux.
Les dicontinuités de la fonction coût et des contraintes sont évidemment dues aux change-
ments abrupts de uA et uB à chaque résolution du problème d’optimisation (Figure 3.5).
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Gradients calculés avec NE
Nous utilisons ici toujours l’approximation convexe du modèle et les équations (3.26-3.27)
pour estimer les modificateurs d’ordre 0, mais les gradients sont à présent calculés avec les
équations (3.22-3.23). Pour construire les matrices nominales, il convient d’utiliser le modèle
détaillé de l’équation (3.43). 2% de bruit blanc de mesure est ajouté aux mesures de sorties,
i.e. les concentrations des 4 espèces. La qualité de la convergence dépend bien sûr de celle de la
linéarisation, puisque NE est une méthode qui permet de construire un estimateur de gradients
sur la base de la linéarisation des conditions d’optimalité autour des entrées nominales. Avec
τRTO = 1 min, la convergence au voisinage du coût optimal du procédé est obtenues après 40
min, comme illustré par la figure 3.7.
Figure 3.7 – Evolution de la fonction coût du procédé avec RTO-MA, sur la base des mesures
transitoires, τRTO = 1 min et des gradients estimés par NE.
Notons finalement que le temps de convergence observé est du même ordre de grandeur que
celui obtenu dans le cas non-contraint, lorsque NE est utilisé pour construire un contrôleur de
gradient [73].
Gradients calculés avec MU
On utilise à présent MU pour estimer les gradients du coût et des contraintes. 3 unités sont
considérées puisque nu = 2. Les mesures sont supposées non bruitées par souci de simplicité. La
présence de bruit de mesure est un facteur limitant MU dans le cas général, car les unités doivent
être identiques, et subir ainsi la même réalisation de bruit de mesure, même si de récents progrès
nuancent cette observation [113, 125, 126]. Néanmoins, MU reste conceptuellement une approche
intéressante qui ne nécessite pas de mesures autres que celles contraintes et de la fonction coût.
La figure 3.8 illustre que la convergence à l’optimum du procédé est obtenue après une
centaine de minutes, ce qui encore une fois en comparable aux résultats obtenus en l’absence
de contraintes, pour le même réacteur, lorsque MU est utilisé pour construire un contrôleur de
gradient.
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Figure 3.8 – Evolution des entrées appliquées au procédé avec RTO-MA, sur la base des mesures
transitoires, τRTO = 1 min et des gradients estimés par MU.
3.5 RTO-MA quand les entrées du modèle diffèrent des entrées
du procédé réel
Le cas où le modèle et le procédé ne partagent pas les mêmes entrées manipulables peut
sembler marginal. C’est pourtant un cas plus fréquent qu’on ne l’imagine qui apparaît au moins
dans deux cas pratiques. Tout d’abord, dans le cas des procédés présentant une ou plusieurs
boucle(s) de recyclage il est parfois nécessaire de “couper” des flux, et de considérer les flux
coupés comme des degrés de liberté pour résoudre le modèle de façon séquentielle, plutôt que
simultanée. Ensuite on considère fréquemment lorsque l’on construit un modèle que l’on manipule
directement une grandeur d’entrée, par exemple un débit. En pratique cette manipulation est
effectuée de façon indirecte et le réel degré de liberté de l’opérateur est une valeur de consigne
d’un contrôleur, dont on ne connaît pas toujours les paramètres, par exemple les constantes
proportionnelles, intégrales et dérivées d’un rg´ulateur de type PID. C’est au travers d’une série
de projets avec Tridel, l’usine d’incinénration des déchets de Lausanne (qui sert à la production
d’électricité et de chauffage à distance) que nous avons été confronté à ces deux situations pour la
première fois. Ainsi leur installation intégre un certain nombre de boucles de commande “natives”,
fournies par le fabricant, auxquelles les opérateurs n’ont pas accès. Dans le cadre de la thèse de
Sean Costello (TD2), que je co-encadre avec le Professeur Bonvin, nous avons récemment proposé
une approche pour traiter ce cas.
Pour ce problème de simulation et d’optimisation de l’usine de Tridel, dont le principe est
présenté de façon succinte dans la figure 3.9 :
les degrés de liberté du procédé sont différents de ceux du modèle, comme on peut le voir
dans la figure 3.10. Pour le modèle, il a été choisi d’utiliser comme entrées u les températures et
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Efficacité électriquec = [pA; pB]
T
u = [TA; wA; TB; wB; wC]
T
c(u) = [pA; pB]
T
Figure 3.10 – Degrés de liberté du modèle vs. degrés de liberté l’usine de Tridel de 80MW.
les débits massiques et A et B, et en A, B, et C, respectivement, pour pouvoir simuler ce cycle
complexe de façon séquentielle. Par contre l’opérateur manipule uniquement les grandeurs notées
c, i.e. les pressions en A et B, qui du point de vue du modèle sont entièrement déterminées par
le choix de u.
Pour résoudre ce type de problématique sans avoir à redévelopper le modèle, RTO-MA a été
généralisée et est à présent implantable même si l’on conserve u comme degrés de liberté du
problème d’optimisation [42].
Pour cela on doit supposer que :
1. La fonction coût du procédé φp(c) dépend des nc entrées du procédé c.
2. Le modèle de la fonction coût φ(u) a nu entrées u, avec nu ≥ nc.
3. Un modèle c(u) exprimant le mapping de u à c est disponible.
Si ces trois conditions sont satisfaites on propose de résoudre à la keme itération, le problème
d’optimisation suivant :
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RTO-MA généralisé : cas sans contraintes
u∗k+1 := argmin φ(u) + λ
T
k (c(u)− c(u∗k)), (3.53)
ck+1 := c(u∗k+1), (3.54)
with λTk = ∇cφp(c(u∗k))−∇uφ(u∗k) (∇uc(u∗k))+ (3.55)
avec (.)+ qui indique le Moore-Penrose seudo inverse.
Comme on le voit, le problème permet de déterminer c∗k+1 connaissant u
∗
k et les gradients
du procédé ∇cφp(ck), par rapport aux degrés de liberté du procédé, la multiplication à droite
par le pseudo-inverse permettant de “passer” de l’espace des u à l’espace des c pour le calcul du
gradient du modèle.
A noter qu’il est démontré que les propriétés de convergence de RTO-MA à un optimum
du procédé réel sont préservées dans ce cas non-contraint. L’extension de la preuve aux cas
contraints a été acceptée pour publication lors du congrès mondial de l’IFAC [44], et l’ensemble
des résultats, étendus donnera lieu à une publication à soumettre à un journal dans les mois qui
viennent.
3.6 Conditions suffisantes de faisabilité et d’optimalité
Ainsi, les travaux réalisés durant les cinq dernières années ont permis de répondre à plusieurs
limitations de RTO-MA. Il est à présent possible de garantir que l’on utilise un modèle adéquat,
sans avoir à connaître la solution du problème à l’avance. RTO-MA peut aussi être appliqué
lorsque le modèle et le procédé ne disposent pas des mêmes entrées manipulables. Une méthode
a été développée pour utliiser RTO-MA durant le transitoire qui permet d’éviter de multiplier
les itérations de régime permanent à régime permanent. Une nouvelle méthode d’estimation des
gradients du procédé a été développée et des solutions ont été proposées pour estimer pendant
le transitoire les gradients en régime stationnaire.
Il reste que la qualité principale de RTO-MA, à savoir sa capacité à converger à la solution du
problème du vrai procédé, est une propriété à convergence. Dans [98], des conditions nécessaires
de convergence ont été établies. Elles ne sont malheureusement pas suffisantes, et restent d’un
intérêt pratique limité. La question est donc : “est-il possible de garantir la convergence ?” avec un
jeu de conditions et d’hypothèses réalistes et peu limitantes. De plus, les méthodes de RTO sont
des méthodes d’optimisation pour lesquelles la force motrice réside dans les mesures disponibles
sur le procédé : chaque itération k est donc une réalisation du procédé. Il est donc souhaitable, si
l’on opte pour une approche itérative que les performances s’améliorent d’itération en itération,
et surtout que chaque réalisation soit faisable. En effet si chaque itération est un réalisation
expérimentale et si les méthodes de RTO comme RTO-MA sont capables de converger vers le
bon ensemble de contraintes actives, dans la pratique on désire que cette convergence se déroule
du bon côté des contraintes, pour le procédé.
Garantir que chaque itération de RTO-MA, ou plus généralement d’une méthode de RTO
quelconque, sera (i) faisable, i.e. Gp(u∗k) ≤ 0, ∀k et que (ii) la fonction coût décroît entre deux
itérations successives φp(u∗k) < φp(u
∗
k−1),∀k > 1 se heurte à une difficulté conceptuelle majeure.
En effet, u∗k s’obtient par la résolution d’un problème d’optimisation : on ne dispose donc pas









k−1). A contrario, les méthodes de RTO
implicites disposent généralement d’un tel lien analytique, puisqu’elles implantent en pratique
une loi de commande “auto-optimisante” connue. Pour cette raison, j’avais pu, durant ma thèse,
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démontrer que la méthode d’optimisation dynamique implicite basée sur les mesures (de type run-
to-run) que j’avais développée, convergeait globalement pour une classe de systèmes nonlinéaires
[69, 70, 72]. Cependant, cette démonstration n’est possible qu’au prix d’hypothèses sur la nature
de la solution optimale. Plus particulièrement, la méthode n’était pas particulièrement adaptée
aux cas ou l’ensemble des contraintes actives à l’optimum change avec l’incertitude. C’est une
des raisons pour lesquelles nous avons essayé d’établir une approche plus générale, sous couvert
d’hypothèses moins restrictives sur la solution optimale, qui permette de pouvoir démontrer la
convergence par chemin faisable.
3.6.1 Principe
Dans [98], il avait été proposé de filtrer les modificateurs entre chaque itération pour éviter
de modifier de façon trop abrupte le problème d’optimisation entre les itérations successives. En
fait la matrice de gains du filtre (cf. équation 2.19), consiste en un certain nombre de degrés
de liberté supplémentaires permettant l’établissement de conditions nécessaires de convergence.
Cependant, non seulement ces conditions ne sont pas des conditions suffisantes, mais elles sont de
plus difficiles à vérifier dans la pratique, et elles ne permettent pas de garantir que la convergence
se fera de façon monotone ni que chaque itération sera faisable.
C’est pour combler ces lacunes que nous avons travaillé à l’établissement de conditions suffi-
santes de convergence monotone et faisable (SCFO). Pour cela, nous avons d’abord réalisé qu’il
était plus aisé de filtrer directement les entrées à appliquer au procédé plutôt que les modifica-
teurs des problèmes d’optimisation servant à les déterminer. De plus, il a fallu travailler à un
degré d’abstraction supérieur, en suivant l’adage (classique en mathématiques) qu’il est parfois
possible de démontrer un résultat dans le cas général que dans un cas particulier.
Ainsi, plutôt que de postuler le choix d’une méthode spécifique de RTO, on considère qu’un
algorithme quelconque de RTO est utilisé. Celui-ci est traité comme un mapping inconnu, noté
Γ(·), entre (i) les entrées appliquées au procédé aux itérations précédentes u0, ..., uk et les sorties
mesurées correspondantes y0, ..., yk et (ii) l’entrée optimale à l’itération k + 1, notée u∗k+1.
u∗k+1 = Γ(u0, ...,uk,y0, ...,yk)
uk+1 = uk +K(u∗k+1 − uk)
(3.56)
L’équation uk+1 = uk + K(u∗k+1 − uk) est le filtre appliqué aux entrées dont K est le gain. K
est donc la matrice de degrés de liberté à régler pour forcer la convergence du côté faisable des
contraintes.
Cette approche s’explique plus aisément dans le cas où seule la faisabilité à chaque itération est
considérée. Supposons que l’on connaisse les constantes de Lipschitz de chacune des contraintes du
procédé. C’est une hypothèse fréquente notamment pour l’analyse des propriétés de convergence
des algorithmes d’optimisation ou de stabilité des lois de commande. Considérons de plus, par
souci de simplicité et sans perte de généralité, que chaque contrainte est Lipschitzienne dans
chacune des directions de l’entrée. On dispose ainsi d’une information globale qui indique que
pour toute contrainte gp,j et selon chacune des coordonnées i de u :
|gp,j(ui,1)− gp,j(ui,2)| < κi,j |ui,1 − ui,2| , ∀u1,u2 ∈ I, i = 1, ..., nu, (3.57)
avec κi, j qui sont les constantes de Lipschitz associées à la contrainte gp,j , pour la ieme coordonnée
de u.
Puisque les constantes de Lipschitz sont globales, elles caractérisent les variations maximales
de chacune des contraintes entre deux points quelconques, et donc entre uk (les entrées appliquées
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au procédé à l’itération précédente) et u∗k+1, les entrées optimales proposées par l’algorithme RTO
pour la prochaine itération. Connaissant Gp(uk) on est en mesure de borner Gp(u∗k+1). S’il est
clair que Gp(u∗k+1) < 0, alors u
∗
k+1 peut être directement appliqué au procédé, car les constantes
de Lipschitz étant globales, la borne induite sur Gp(u∗k+1) est nécessairement conservatrice. Dans
le cas contraire il convient de déterminer une valeur de K pour calculer uk+1 d’après 3.56 de telle
sorte qu’en bornant l’accroissement de Gp entre uk et uk+1, on puisse garantir que Gp(uk+1) < 0.
Par exemple, dans le cas monodimensionnel on peut ainsi borner l’accroissement de gp entre
deux points consécutifs uk et uk+1 :
gp(uk+1) < gp(uk) + κ|uk+1 − uk| (3.58)
Il devient ainsi possible de garantir que gp(uk+1) < 0 si :
κ|uk+1 − uk| < −gp(uk) (3.59)





Il est donc possible d’établir une condition suffisante sur la valeur du gain du filtre K qui
assure que la contrainte gp sera satisfaite. Dans le cas multivariable (plusieurs entrées, plusieurs
contraintes) l’analyse est identique, à ceci près qu’il faut considérer toutes les contraintes et
toutes les directions ui, et donc, de choisir K égal au minimum des gains associés à chacune des
contraintes. La limite de cette approche, robuste et donc conservative, est que l’algorithme va
stopper dès qu’une contrainte mesurée est active, i.e. gp(uk) = 0→ K = 0 et uk+1 = uk. Il peut
donc y avoir une convergence prématurée en un point faisable mais potentiellement sous-optimal.
Dans [29] nous avons identifié et analysé ce problème de convergence prématurée qui est assez
bien connu dans la littérature de l’optimisation numérique, mais peu observé pour l’optimisation
expérimentale des procédés.
Par contre, dès que l’information sur les gradients du procédé est utilisée, il est possible de
construire connaissant u∗k+1, une valeur de uk+1 qui garantisse la décroissance stricte du coût et
la satisfaction des contraintes (i.e. φp(uk+1) < φp(uk) et Gp(uk+1) < 0), bien sûr au prix d’un
certain nombre d’hypothèses. La présentation détaillée de l’approche dépasse le contexte de ce
document. Ne sont présentées que les hypothèses nécessaires sur le procédé ainsi que le principe
général de la méthode et un algorithme basique permettant son implantation. Ces résultats sont
résumés dans deux documents distribués en archives ouvertes et font l’objet d’un article de
journal en cours d’évaluation [22, 23, 24].
Hypothèses
Puisque nous ne pouvons nous appuyer sur des propriétés particulières du modèle ou de
l’algorithme de RTO, il est clair que les hypothèses doivent être réalisées sur le comportement
du procédé. Nous formulons donc les hypothèses suivantes :
A1 : Les fonctions φp et Gp sont deux fois continues et dérivables sur l’espace des entrées
I := {u : uL  u  uU}.
A2 : Le point initial, u0, est strictement faisable (Gp(u0) ≺ 0).
A3 : Les contraintes du problème d’optimisation du procédé sont qualifiées (i.e les contraintes
actives sont linéairement indépendantes).
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A4 : Quel que soit l’algorithme de RTO choisi, celui-ci génère systématiquement une entrée
dans I, i.e. u∗k+1 ∈ I.
A1 est peu restrictive, et est nécessaire pour supposer l’existence des gradients et des matrices
Hessiennes des fonctions coût et contraintes pour le procédé. A2 est nécessaire car la preuve
de faisabilité à chaque itération est obtenue par un raisonnement par récurrence. Elle n’est
pas restrictive puisque l’on imagine mal, dans la pratique, que l’on tenterait d’appliquer un
algorithme d’optimisation à un procédé sans avoir au préalable réussi à le stabiliser à un point
faisable. L’hypothèse A3 est une hypothèse classique en optimisation numérique. Dans le cas
d’un problème basé sur le modèle nous serions aussi obligé de faire cette hypothèse pour que
les conditions de KKT soient des conditions nécessaires d’optimalité. L’hypothèse A4 n’est pas
nécessaire au sens strict, mais a été formulée pour simplifier les démonstrations.
Pour établir de façon théorique les conditions suffisantes de faisabilité et d’optimalité nous
avons de plus besoin de :
– La disponibilté des gradients de φp et de Gp à l’itération k.
– La connaissance des constantes de Lipschitz de Gp.
– La connaissance d’une borne quadratique supérieure sur φp.
– La mesure exacte de Gp à l’itération k (i.e. mesures non bruitées, ou estimátions parfaites
de Gp ).
Ces quatre points ne sont nécessaires que pour fournir la base théorique de l’analyse. Nous
avons aussi proposé des modifications de la méthode pour les cas ou tout ou partie de cet ensemble
d’informations était indisponible.
Algorithme de base
Pour éviter le problème de convergence prématurée et et en même temps garantir la dé-
croissance de φp entre deux itérations successives, l’idée a été de combiner l’information globale
(constantes de Lipschitz, borne quadratique sur la fonction coût) et l’information locale, c’est
à dire les gradients du procédé. Plutôt que de rester bloqué à la première contrainte activée,
utiliser les gradients, notamment des contraintes, doit permettre de longer la contrainte proche
de l’activité tout en forçant la fonction coût à décroître. Ainsi on se sert des gradients du coût et
des contraintes pour projeter u∗k+1 dans l’intersection du demi-espace de descente de la fonction
coût et du demi-espace de descente des contraintes proches de l’activité à l’itération précédente.
La direction de Newton étant toujours localement une direction de descente pour les fonctions
continues, cette projection est a priori réalisable en tout point qui ne serait pas déjà l’optimum.
L’analyse correspondant à cette approche en deux temps “projection, filtrage” nécessitant pas
moins de quatre lemmes et cinq théorèmes [22, 23, 24], ne sont présentés ci-après que l’algorithme
principal permettant une implémentation basique de la méthode.
Nous proposons tout d’abord de réaliser la projection suivante de u∗k+1 en u¯
∗
k+1 :
u¯∗k+1 = arg minimizeu
∥∥u− u∗k+1∥∥22
subject to ∇gp,j(uk)T (u− uk) ≤ −δg,j
∀j : gp,j(uk) ≥ −j
∇φp(uk)T (u− uk) ≤ −δφ
uL  u  uU
, (3.62)
suivie de l’application de (3.56) avec u¯∗k+1 en lieu et place de u
∗
k+1 , avec un gain de filtre tel
que :
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T (u¯∗k+1 − uk)
(u¯∗k+1 − uk)TQφ(u¯∗k+1 − uk)
}
Kk > 1→ Kk := 1
, (3.63)
Schématiquement, la projection garantit que u¯∗k+1 est le point le plus proche de u
∗
k+1 se
trouvant dans un demi-espace, défini au voisinage de uk, pour lequel il est garanti que la fonction
coût va décroître d’au moins δφ. Simultanément, u¯∗k+1 se trouve dans un demi-espace, défini au
voisinage de uk pour lequel toute les contraintes gp,j , telles que ∀j : gp,j(uk) ≥ −j , i.e. les plus
proches de 0, sont (localement) assurées de décroître d’au moins δg,j . Etant proches de 0, les
forcer à décroître est le meilleur moyen d’éviter tout risque qu’elles ne deviennent positives, et
donc que les contraintes soient violées. Enfin le filtre garantit que les entrées qui vont réellement
appliquées au procédé sont calculées de telle sorte que toutes les contraintes seront satisfaites et
qu’il est globalement garanti que la fonction coût du procédé va diminuer.
Le schéma de base est donc un schéma en 2 étapes : projeter et filtrer. L’avantage est que tous
les algorithmes de RTO disponibles, des plus basiques aux plus complexes peuvent être utilisés
pour générer u∗k+1. Les plus performants, notamment les algorithmes pour lesquels un modèle
est utilisé – comme RTO-MA – permettront éventuellement une convergence plus rapide.
3.6.2 Exemple illustratif d’application des SCFO
Considérons l’exemple numérique suivant, avec deux contraintes convexes et un contrainte
concave, toutes les trois incertaines, i.e. on ne connaît pas leur représentation analytique :
minimize
u1,u2
φp(u) = (u1 − 0.5)2 + (u2 − 0.4)2
subject to gp,1(u) = −6u21 − 3.5u1 + u2 − 0.6 ≤ 0
gp,2(u) = 2u21 + 0.5u1 + u2 − 0.75 ≤ 0
gp,3(u) = −u21 − (u2 − 0.15)2 + 0.01 ≤ 0
u1 ∈ [−0.5, 0.5], u2 ∈ [0, 0.8]
, (3.64)
Algorithme 1 – Two-Step
Le modèle suivant est disponible, qui dépend d’un vecteur de paramètres incertains θ :
φ(u,θ) = θ1(u1 − 0.3)2 + θ2(u2 − 0.3)2 (3.65)
g1(u,θ) = −θ3u21 − 3.5u1 + u22 − 0.6 ≤ 0 (3.66)
g2(u,θ) = θ4u1 + u2 + θ5 ≤ 0 (3.67)
g3(u,θ) = −u21 − (u2 − 0.15)2 + 0.01 ≤ 0 (3.68)
Notons que la troisième contrainte est supposée ici parfaitement modélisée.
Les paramètres du modèle sont réestimés à chaque itération et le modèle adapté est optimisé
pour déterminer u∗k+1. C’est un exemple représentatif de l’application de la méthode two-step
RTO qui devrait échouer, puisque le modèle est structurellement différent du procédé.
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Algorithme 2 – Random-Step
Pour montrer l’efficacité des SCFO, considérons le cas extrême pour lequel u∗k+1 est dé-
terminé par l’utilisation d’un générateur uniforme de nombres aléatoires, tel que u∗k+1,1 ∼
U [−0.5, 0.5], u∗k+1,2 ∼ U [0, 0.8]. C’est bien sûr un exemple complètement artificiel, mais qui
illustre bien la pertinence des SCFO puisque u∗k+1 est pratiquement tiré au hasard.
Les figures 3.11-3.12 illustrent les résultats pour les algorithmes 1 et 2, respectivement. On
remarque que :
– La faisabilité est assurée pour tous les cas.
– La convergence prématurée est observée si uniquement les conditions de faisabilité de [29]
sont implantées. Il est possible de longer la ou les contraintes ou l’algorihtme pourrait rester
bloquer si l’on applique les conditions de faisabilité des SCFO.
– Implanter les SCFO dans leur intégralité conduit à une convergence faisable dans tous les
cas. D’autres algorithmes ont été testés (descente de gradient, RTO-MA) avec les mêmes
observations qui ne sont pas présentés dans ce mémoire par souci de concision.
– Les SCFO évitent systématiquement le point KKT instable de u = [−0.09, 0.11].
– Le choix de l’algorithme affecte le nombre d’itérations. Ainsi, l’algorithme 2, erratique par
nature, nécessite entre 15 (a3) et 100% (b3) d’itérations supplémentaires pour converger.
– La convergence est bien monotone dans le cas où l’ensemble des SCFO est implanté.
Plusieurs variations de l’algorithme basique proposé ci-dessus ont été aussi proposées, no-
tamment pour les cas où :
– la mesure des contraintes est bruitée. Dans un tel cas, il est possible que la borne sur le
gain soit surestimée par rapport à la réalité, ce qui augmente le risque de perdre la garantie
de faisabilité. En conséquence une approche robuste, avec 4 différentes façon de réaliser un
“back-off” sur les contraintes, a été proposée qui permet de garantir la préservation de la
faisabilité.
– les gradients ne sont pas parfaitement mesurés ou estimés. Dans ce cas aussi, des bornes
robustes sur les valeurs du gradient doivent être utilisées, en utilisant par exemple la
méthode de régularisation de [27], qui permet d’obtenir des bornes sur le gradient.
– les constantes de Lipschitz et la borne quadratique supérieure sont méconnues. Plusieurs
méthodes ont été proposées, notamment lorsque l’on dispose d’un modèle du procédé pour
déterminer une estimation robuste de ces quantités.
– La vitesse de convergence est importante, i.e. il est nécessaire de converger en un nombre
le plus faible possible d’itérations, soit parce que chaque itération est coûteuse expérimenta-
lement ou en temps de calcul, soit qu’il n’est simplement pas possible de réaliser beaucoup
d’itérations (par exemple cas ou chaque itération expérimentale est une synthèse en batch
d’une campagne de production limitée). Pour ces cas, l’impact de l’utilisation du modèle et
de la relaxation de certaines contraintes a été étudié. Il a été illustré que toute information
certaine sur le procédé, strucurelle (ex. : on sait qu’une contrainte est concave même si on
ne connait pas son expression), fonctionnelle (on connait une ou plusieurs contraintes tota-
lement), partielle ou complète, diminue drastiquement le nombre d’itérations requises. De
la même façon, si rendre les SCFO plus robustes en ajoutant un back-off sur les contraintes
pour compenser l’erreur de mesure est très conservateur et peut conduire à une augmen-
tation significative du nombre d’itérations, relaxer même faiblement une contrainte pour
laquelle une satisfaction stricte n’est pas nécessaire peut avoir un impact considérable sur
le nombre d’itérations.
51

















































































































































Figure 3.11 – Performances de l’Algorithme 1 (two step) avec (1) les conditions de faisabilité de
[29] sont implantées – la convergence prématurée est donc possible, (2) la condition de faisabilité
des SCFO est implantée, (3) toutes les SCFO sont implantées, pour deux points initiaux (a) et
(b). Les contours de la fonction coût sont représentés par les cercles noirs pointillés, les contraintes
du procédé sont tracées en noir, le domaine de faisabilité se distingue par l’utilisation de la couleur
verte et le coût optimal pour le procédé est reprénté en ponitillés noirs sur les figures de droite.
Le point vert figure la solution optimale du procédé.
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Figure 3.12 – Performances de l’Algorithme 2 (random step).
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3.6.3 Le solveur “SCFO”
En parallèle de ses activités de recherche, Gene Bunin a développé un solveur SCFO qui
implante les résultats théoriques et méthodologiques susmentionnés. Adapté aux problèmes dont
le nombre de grandeurs manipulables n’est pas trop élevé (i.e. jusqu’à une centaine), ce solveur
permet d’appliquer le post-traitement (projection - filtrage) discuté ci-dessus à, virtuellement,
tous les algorithmes de RTO. Typiquement, les problèmes d’optimisation statique ou en régime
permanent, les problèmes d’optimisation dynamique de type run-to-run (avec des profils d’entrée
paramétrés) mais aussi les problèmes d’optimisation numérique pour lesquels l’évaluation de la
fonction coût et des contraintes est computationnellement intensif, peuvent être résolus avec des
garanties théoriques de faisabilité et d’optimalité. Le solveur permet aussi l’incoportation des di-
verses approches pour rendre l’application de la méthode robuste en présence de bruit de mesure
et/ou d’incertitude sur les gradients, ainsi que les techniques d’amélioration des performances en
fonction de la connaissance disponible du système. Le solveur a été proposé en téléchargement
libre (http ://infoscience.epfl.ch/record/186672/files/) dans une version Matlab et Octave. Il a
été aussi soumis à une sélection de chercheurs internationaux, pour qu’ils puissent le tester, l’éva-
luer, éventuellement l’appliquer, et surtout – nous l’espérons – nous communiquer leur feedback
sur son utilisation, ses limites et sur les possibilités d’amélioration. Au moment où j’écris ces
lignes, il semble avoir été téléchargé plus de 11’000 fois depuis le site de l’EPFL, et Gene vient
de distribuer une nouvelle version sur son site web personnel. Parallèlement, son utilisation a été
testée en simulation comme sur des systèmes réels, pour le réglage itératif de contrôleurs (PID,
MIMO, MPC, ...) et sur une pile à combustibles industrielle. Par exemple ont été ainsi réglés ité-
rativement, un régulateur MPC pour le contrôle en température de cristalliseurs expérimentaux
(dans le cadre d’une collaboration informelle avec l’Université de Tufts), et un régulateur d’ordre
fixe pour un système torsionnel expérimental pour le suivi d’une trajectoire de référence pério-
dique [28, 21]. Le solveur a aussi été utilisé dans le cadre d’un projet de Master dans l’industrie
chimique, pour l’amélioration itérative de la commande en température de réacteurs industriels
batch pour la compagnie Huntsman.
3.7 Optimisation des procédés discontinus, répétés et/ou pério-
diques
3.7.1 RTO-MA pour les procédés discontinus
Durant ma thèse [62], j’avais développé une méthodologie d’optimisation basée sur les mesures
adaptée aux procédés batchs. Plus précisément, il s’agissait d’une méthode qui, sur la base de la
construction du modèle de la solution, i.e. la nature, la séquence et la paramétrisation parsimo-
nieuse du profil d’entrée nominal d’un problème d’optimisation dynamique, proposait d’utiliser
les mesures des contraintes et des sensibilités mesurées à la fin de l’op´eration discontinue pour
corriger la valeur nominale des paramètres du profil d’entrée. C’est une méthode d’adaptation
directe des entrées, pour lesquelles l’objectif est de forcer itérativement la satisfaction de la par-
tie terminale des conditions nécessaires d’optimalité pour le procédé batch réel. Des résultats
méthodologiques proposant une méthode de détermination, de découplage et d’adaptation de
combinaisons linéaires de paramètres du profil d’entrée ont été proposés [71]. La convergence
globale de l’algorithme a été prouvée pour une classe de systèmes nonlinéaires [69, 70, 72] et la
méthode a été appliquée avec succès à un réacteur de copolymérisation en émulsion inverse indus-
triel d’une tonne [74]. L’approche était et reste intéressante. Cependant elle est intrinsèquement
limitée, à l’image de la plupart des méthodes d’optimisation basées sur une reformulation en un
54
3.7. Optimisation des procédés discontinus, répétés et/ou périodiques
problème de contrôle, par la nécessité d’une connaissance a priori de l’ensemble des contraintes
actives à l’optimum pour le procédé réel. Dans le cas du procédé industriel de [74], ce n’était pas
restrictif puisque l’analyse du procédé montre de façon indiscutable que pour le problème d’op-
timisation (minimisation du temps de batch sous contraintes de température, masse molaire et
conversion) et le modèle de la solution considérés (i.e. un profil de température semi-adiabatique),
la contrainte terminale la plus restrictive ne peut être qu’active. Dans le cas général il n’est bien
sûr pas toujours possible de tirer des conclusions aussi définitives.
Pour ne pas avoir à s’appuyer sur une connaissance a priori de la solution (même purement
descriptive), l’utilisation des méthodes d’adaptation directe des entrées s’avère dans beaucoup
de cas insuffisante. D’où l’idée exploitée dans le cadre la thèse de Sean Costello (TD2), d’étu-
dier la faisabilité et la pertinence de l’extension des concepts et des méthodes de RTO-MA à
l’optimisation dynamique des procédés discontinus. On espère ainsi bénéficier de la capacité de
RTO-MA à converger à un optimum du procédé réel sans connaissance a priori de la solution.
Comme première étape il a été proposé de se placer dans le formalisme discret et deux schémas
ont été propsés pour réaliser cette extension [40].
Considérons donc le système dynamique discret suivant :
xp[j + 1] = Fp(xp[j],u[j], j) (3.69)
xp[0] = x0, (3.70)
avec u[j] ile vecteur de paramètres qui détermine les entrées u(t) entre les instants d’échantillo-
nage tj et tj+1. Fp dénote les équations dynamiques discrètes du procédé.
Le problème d’optimisation basé sur le modèle s’écrit :
U∗ = arg min
U
φ (x[f ])
s.t. x[j + 1] = F(x[j],u[j], j), x[0] = x0, (3.71)
G(X,U) ≤ 0,
avec f l’instant d’échanitllonage terminal, et la matrice U et X qui représentent les matrices des
entrées et des états entre les instants d’échantillonage 0 et f − 1 inclus. Sean Costello a proposé
deux méthodes de modification du problème d’optimisation 3.71, entre les batchs successifs.
La première méthode (méthode A) consiste à modifier le coût et les contraintes, tandis que
la deuxième (méthode B) propose de modifier directement l’équation dynamique discrète du
problème basé sur le modèle.
Méthode A
Soient U∗k and X
∗
k les trajectoires optimales pour le k
eme problème d’optimisation basé sur le
modèle. U∗k est appliqué au procédé réel ce qui conduit aux trajectoires d’état Xp,k. Le problème
d’optimisation pour le (k + 1)eme batch s’écrit alors :
U∗k+1 = arg minU
φ (x[f ]) + λφk(U−U∗k)
s.t. x[j + 1] = F(x[j],u[j], j), x[0] = x0, (3.72)
G(X,U) + k + λGk (U−U∗k) ≤ 0,
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avec les modificateurs :



















L’opérateur de dérivation d(·)dU represente la dérivée par rapport à U qui tient compte du fait que
X,et seulement X, est déterminé par U. Une définition rigoureuse est donné dans l’appendice 1
de [40].
Méthode B
La méthode B propose d’ajouter des modificateurs sur l’équation dynamique, F. Dans ce cas,
à l’issue du keme batch, le problème d’optimisation pour le k + 1eme batch s’écrit :
U∗k+1 = arg minU
φ (x[f ])







avec les modificateurs :















, j = 0, . . . , f − 1, (3.80)
et Ak[j] and Bk[j] qui représentent les dérivées partielles du système d’équations discrètes pour
le modèle F évaluées en xp,k[j] and u∗k[j]. L’effet des modificateurs d’ordre 0, i.e. ck[j], est
intéressant à interpréter. Pour toute paire xp,k[j] et u∗k[j] pour le k
eme batch, ck[j] est la différence
entre ce que le modèle aurait prédit pour les états en tj+1 et les états réels xp,k[j+ 1]. Ainsi ck[j]
peut être interprété comme une correction de la prédiction à un pas et garantit que les équations
dynamiques pour le k + 1eme batch n’ont pas d’erreur de prédiction pour la trajectoire d’entrée
U∗k, c’est à dire :
F(xp,k,uk, j) + ck[j] = Fp(xp,k,uk, j) ∀j. (3.81)
Les figures 3.13 - 3.14 représentent schématiquement les méthodes A et B, pour le cas où
seules les modifications d’ordre 0 sont implantées.
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min φ(x[f ])
U
s.t. x[j + 1] = F(x[j],u[j], j),
x[0] = x0,



















Figure 3.13 – Méthode A d’ordre 0, modifications des contraintes.
min φ(x(f))
U





















Figure 3.14 – Méthode B d’ordre 0, modification de l’équation dynamique.
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Propriétés
Dans [40] il est démontré que si ces deux méthodes convergent, elles convergent à une tra-
jectoire d’entrée faisable pour le procédé si les modificateurs d’ordre 0 sont utilisés. De plus, si
les modificateurs d’ordre 1 sont implantés, la convergence, si elle a lieu, est nécessairement en
une trajectoire d’entrée qui satisfait les conditions d’optimalité de premier ordre pour le pro-
cédé. A noter que nous avons considéré que l’incertitude n’était présente que dans les équations
dynamiques, et qu’ainsi les expressions des contraintes et la fonction coût sont connues. C’est
une hypothèse simplificatrice peu limitante puisque, dans la plupart des cas, il est possible, par
un choix adéquat de variables d’état, de transférer vers F toute l’incertitude présente dans les
contraintes et la fonction coût.
Pour l’implantation des modificateurs d’ordre 1, la question de la disponibilité des gradients
se pose. Une approche par différences finies – pour laquelle on réaliserait plusieurs batchs consé-
cutifs avec des entrées légèrement différentes – est envisageable. Cependant, pour la méthode
A, au moins f + nu + 1 batchs seraient nécessaires, tandis que nx + nu + 1 serait le minimum
pour la méthode B. Ainsi, la méthode A voit le nombre minimal de réalisations expérimentales
augmenter linéairement avec le nombre de périodes d’échantillonage f , ce qui donne un avantage
à la méthode B, pour autant que le nombre d’états ne soit pas trop élevé.
Exemple illustratif
Les méthodes A et B sont testées pour l’optimisation d’un réacteur semi-batch isotherme
([116]). Deux réactions concurrentes ont lieu : A + B → C and 2B → D et l’objectif est de
maximiser la production de C au temps final, en manipulant pour cela le débit d’alimentation en
B. On adjoint au label de la méthode (A ou B) le nombre 0 ou 1 selon que la méthode considère
les modificateurs d’ordre 0 ou d’ordres 0 et 1, respectivement








 −cAcBin − cB
V
u. (3.82)








((cA + cBin − cB)V − (cA0 + cBin − cB0)) . (3.84)
Le tableau 3.5 résume les paramètres du modèle. On considère un profil d’entrée constant par
morceaux, avec Ts = 15.625 entre chaque instant de commutation. Ts étant égal à la période
d’échantillonage, le modèle discret se déduit du modèle (3.82) :
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Figure 3.15 – Profils d’entrée optimaux pour le modèle et pour le procédé réel en pointillés et
en trait plein, respectivement.
avec k¯1, k¯2 et E¯ les valeurs nominales des paramètres incertains. Le problème d’optimisation non
modifié s’écrit :
U∗k+1 = arg maxU
x3[f ]cC [f ]
s.t. x[j + 1] = F(x[j],u[j], j), x[0] = x0, (3.86)
équations (3.83)− (3.84)
umin ≤ u[j] ≤ umax
cB[f ] ≤ cBf,max
cD[f ] ≤ cDf,max
et l’incertitude est considérée comme intégralement contenue dans le modèle dynamique F.
Table 3.5 – Paramètres, fenêtres opératoires et conditions initiales.
k1 0.053 l/mol min k¯1 0.03 l/mol min
k2 0.128 l/mol min k¯2 0.15 l/mol min
E 2 E¯ 2.5
cBin 5 mol/l umin 0 l/min
umax 0.001 l/min cBf,max 0.025 mol/l
cDf,max 0.15 mol/l cA0 0.72 mol/l
cB0 0.05 mol/l V0 1 l
Ts 15.625 minutes f 16
La figure 3.15 représente les profils d’alimentation en B optimaux pour le modèle nominal
(connu) et pour le procédé réel (inconnu). La figure 3.16 illustre la convergence des méthodes
A-0, A-1 B-0 et B-1. Pour la méthode B-0 deux batchs présentent un coût supérieur au coût
optimal ce qui est causé par la violation d’une des contraintes (figure 3.17). Cependant les quatre
méthodes convergent à une valeur de coût optimale ou proche de l’optimum (B-1). De la même
59
Chapitre 3. Axes de Recherche Méthodologique et Contributions dans le domaine de RTO






















Figure 3.16 – Fonction coût vs. numéro de batch. La ligne horizontale en trait mixte indique la
valeur optimale pour le procédé réel.
façon, toutes les contraintes convergent dans le domaine de faisabilité (figure 3.17). Pour éviter ces
violations de contraintes, il conviendrait d’appliquer le post-traitement des SCFO entre chaque
adaptation, ou plus simplement d’ajouter un biais négatif à chacune des contraintes. Néanmoins
cet exemple illustre l’efficacité de la méthode et son applicabilité à l’optimisation dynamique run-
to-run des procédés discontinus batchs et/ou semi-batchs sans connaissance a priori de l’ensemble
des contraintes actives.
3.7.2 RTO pour les procédés discontinus en boucle fermée
L’application de RTO-MA aux problèmes d’optimisation dynamique run-to-run est rendue
plus complexe par la présence d’une loi de commande pendant le run. Ainsi, si la trajectoire
optimale prédite par le modèle consiste à suivre une rampe de température, le contrôleur va
effectivement, dans le cas idéal réaliser cette trajectoire. Ainsi, à la fin du “run” la mesure seule
d’une contrainte ou d’une grandeur de sortie peut ne pas être suffisante. En effet, si le modèle
prédit qu’une contrainte doit être active à l’optimum et le contrôleur fait en sorte qu’elle le soit,
il n’y apparemment pas de différences entre le comportement prédit et le comportement mesuré.
Or, c’est justement ce type d’informations qui représente la “force motrice” des algorithmes de
RTO. Par contre, il est clair que si le contrôleur réussit à réaliser le suivi de la trajectoire optimale
prédite par le modèle, il va typiquement pour cela devoir calculer des trajectoires de commande
qui seront différentes de celles prédites par le modèle.
Dans le cadre de sa thèse, Sean Costello (TD2) a proposé une méthode originale pour re-
formuler le problème de telle sorte qu’il puisse être résolu par une méthode de RTO [41]. Sans
rentrer dans le détail, la contribution s’appuie sur la constatation que la solution du problème
d’optimisation dynamique baseé sur le modèle est une trajectoire qui dépend des paramètres du
modèle : z∗(θ). Le principe est de corriger cette trajectoire de run en run (de cycle en cycle
dans [41], où l’exemple d’application est un voile de kite utilisée pour tracter un bateau). Le
suivi de cette trajectoire est assuré par un contrôleur (par ex. MPC), ce qui conduit en fin de
run (resp. de cycle) à une performance mesurée. Si cette trajectoire nominale est paramétrée
avec un nombre fini de paramètres scalaires α, manipuler ces paramètres permet de modifier
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Figure 3.17 – Concentration de B au temps final vs. numéro de batch. La zone grisée est
infaisable.
Générateur
de trajectoire Contrôleur Procédé
Optimiseur





Figure 3.18 – RTO run-to-run et génération de trajectoire optimale à suivre pour un procédé
discontinu répété.
la trajectoire suivie de run en run, et par conséquence de modifier la valeur de la performance
mesurée. L’originalité de l’approche de [41], c’est qu’avec cette formulation, représentée graphi-
quement par la figure 3.18, les contraintes de chemin et terminales disparaissent complètement
du problème d’optimisation périodique, puisque les contraintes sont intégrées à la trajectoire
et gérées par le contrôleur. La deuxième originalité tient à la méthode proposée pour corriger
la trajectoire à suivre. Considérons pour simplifier que la trajectoire optimale est à l’intérieur
strict de l’ensemble de trajectoires réalisables (i.e. aucune contrainte de chemin n’est active). Si
z∗(θ) est la trajectoire nominale qui dépend des paramètres du modèle, Sean Costello a prosposé
d’implanter comme trajectoire à suivre durant le run k :






En d’autre termes de corriger la trajectoire nominale z∗(θ0) dans les directions ∂z
∗
∂θ , i.e. les
plus sensibles à l’incertitude paramétrique calculées pour les paramètres nominaux θ0, avec un
pas αk déterminé par une méthode de RTO adéquate – dans le cas de [41], une simple descente
de gradient. Par souci de concision je n’ai présenté que le cas où la trajectoire est non contrainte,
mais la méthode tient en compte les contraintes de chemin potentiellement actives. Ces résultats
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préliminaires seront formalisés et développés d’ici la fin du doctorat de Sean (TD2).
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Le chapitre précédent a essentiellement résumé des contributions méthodologiques. La motiva-
tion principale était de lever un certain nombre de verrous scientifiques pour faciliter l’application
des méthodes de RTO dans l’industrie. Dans ce chapitre, on s’intéresse à des travaux appliqués
selon trois axes principaux : (i) la modélisation, la commande et l’optimisation des réacteurs
chimiques, (ii) la modélisation, la commande et l’optimisation des sytèmes énergétiques et (iii)
la modélisation, la commande et l’optimisation appliqués à la bioingénierie. Les deux premiers
champs d’application sont ceux qui présentent un potentiel évident pour l’application de RTO.
La chimie industrielle est historiquement le champ d’application principal, tandis que les besoins
de méthodes du Process Systems Engineering (PSE) – parmi lesquelles le RTO – pour le design
et l’opération des systèmes énergétiques connait un vif intérêt, justifié par la crise énergétique,
la sortie du nucléaire (en Suisse et en Allemagne) ou encore par le réchauffement climatique.
La bioingénierie, ici illustrée par l’exemple de travaux sur le traitement du diabète, financés par
Roche, est un domaine d’application pour l’instant plus marginal, mais à grand potentiel. Dans
le cas du traitement du diabète, des résultats ont été obtenu aux niveaux de la modélisation
et de la commande. À l’inverse les systèmes chimiques et énergétiques ont permis l’application
simulée, expérimentale ou industrielle des méthodes de RTO, notamment celles développées par
l’auteur et ses co-auteurs.
4.1 Optimisation dynamique de réacteurs industriels de copoly-
mérisation
Durant ma thèse, j’ai eu l’opportunité d’appliquer mes résultats méthodologiques à un ré-
acteur de copolymérisation industriel. La raison pour laquelle les résultats principaux en sont
résumés ci-après est pour souligner que même si cette application a été réussie, l’applicabilité de
la méthode développée à des problèmes industriels réels nécessitait la validité d’une hypothèse
sur la nature de la solution optimale que nos travaux plus récents sur l’optimisation en temps
réel a rendue inutile dans une large mesure.
4.1.1 Description du procédé
La copolymérisation en émulsion inverse d’acrylamide est considérée. La nucléation et la
polymérisation sont confinées dans les goutelettes de monomère, avec chaque particule qui est
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supposée se comporter comme un petit réacteur de polymérisation indépendant. La polyméri-
sation suit un mécanisme classique de type “free-radical” avec, en plus du transfert de matière
entre les phases, des réactions de terminaison monomol éculaire avec les espèces aux interfaces.
Plus de détails sont disponibles dans [88, 87].
A l’échelle industrielle, d’autres réactions doivent être considérees comme l’ajout d’agent de
transfert de chaîne ou de réticulant, afin d’obtenir la distribution et le type de ramification sou-
haités. De plus, la présence d’impuretés inhibe la polymèrisation de façon peu reproductible d’un
batch à l’autre. Ainsi les efficacités d’initiation varient de manière significative durant et entre les
batchs. Tout ceci complique fortement un travail de modélisation déjà difficile. C’est pourquoi un
modèle de tendance, basé sur la terminologie standard des moments de la distribution de masse
molaire, a été développé et les paramètres ajustés en fonction de la réalité industrielle.
4.1.2 Optimisation dynamique nominale
Un modèle de tendances a été développé [72], qui néglige la dynamique de décomposition
de l’initiateur, dont la concentration est supposée constante par morceaux (suite aux injections
successives d’initiateur durant la réaction). Sont décrites : (i) la consommation du monomère,
(ii) les masses molaires moyennes en masse et en nombre, (iii) l’effet inhibiteur de l’oxygène
résiduel (au moyen d’une dynamique de premier ordre pour l’efficacité de l’initiation), (iv) l’effet
de l’agent de transfert de chaînes (CTA) et (v) les dynamiques de la température du réacteur T
et du manteau .
Le procédé étant discontinu et répété, l’idée était de l’optimiser de run en run. Le modèle étant
très simplifié, l’application des méthodes d’optimisation basée sur les mesures s’impose d’elle-
même, pour rejeter l’effet de l’incertitude. Avant notre collaboaration, nos partenaires industriels
opéraient leurs réacteurs de façon isotherme avec à l’esprit que :
1. Le dégagement de chaleur acceptable est limité : La réaction est très exothermique. En mode
isotherme, la température du manteau approche fréquemment sa borne inférieure. De plus
hautes valeurs de T peuvent conduire à l’emballement du réacteur.
2. La masse molaire finale est contrainte : La température de consigne est choisie pour at-
teindre la spécification de masse molaire. De plus hautes températures favoriseraient la
conversion au détriment de la masse molaire.




s.t. x˙(t) = F(x(t), T (t)), x(0) = xo (4.2)
X(tf ) ≥ Xc (4.3)
M¯w(tf ) ≥ M¯w,c (4.4)
Tj,in(t) ≥ Tj,in,min (4.5)
T (t) ≤ Tmax, (4.6)
avec tf le temps final à minimiser, T (t) le profil de température, x(t) le vecteur d’état, F les
équations du modèle de tendances, et xo les conditions initiales, Xc la borne inférieure sur la
conversion finale X(tf ), M¯w,c la borne inférieure sur la masse molaire moyenne en masse finale
M¯w(tf ), Tj,in,min la bornme inférieure de la température d’alimentation du fluide de refroidis-
sement Tj,in(t) qui circule dans le manteau, et Tmax, la borne supérieure sur la température du
réacteur T (t).
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4.1.3 Résultats
Le profil de température nominal est calculé numériquement sur la base du modèle de ten-
dances et approché par le profil semi-adiabatique suivant [74] :
1. Arc isotherme : La première partie du profil est approchée par un arc isotherme fixé à
la valeur de la température de production isotherme classique. Cet arc assure que : (i) la
contrainte de limitation de chaleur est satisfaite et (ii) le copolymère produit durant la
première partie de la réaction a la bonne masse molaire,
2. Arc Adiabatique : La deuxième partie du profil traduit le compromis entre augmenter la
température et donc favoriser la conversion (et ainsi réduire le temps de batch) et défavoriser
la masse molaire. On coupe la circulation de fluide de refroidissement et la chaleur générée
par la réaction sert à augmenter T exponentiellement.
En conséquence, le profil de température peut être paramétré avec deux paramètres (i) le temps
de commutation entre les deux arcs, tsw, et (ii) le temps final tf . À noter que ce profil semi-
adiabatique a été confirmé analytiquement (résultats non publiés) et par optimisation globale
stochastique dans le cadre d’une collaboration avec l’Université de Porto [94].
Ayant observé que : (i) la contrainte sur la masse molaire est moins restrictive que celle
sur la température, (ii) le temps final est défini par l’atteinte de la conversion de consigne, et
(iii) la solution nominale indique que la contrainte terminale sur la température est active à
l’óptimum, nous avons reformulé le problème d’opimisation dynamique comme un problème de
contrôle run-to-run pour lequel tsw est manipulé itérativement pour satisfaire T (tf ) = Tmax.
En effet si l’on se place dans un contexte run-to-run, la température finale atteinte par le
réacteur, même si elle résulte de l’intégration d’un flux dynamique, ne dépend que de la quantité
de réactifs qui reste dans le réacteur tsw, et donc c’est une fonction de t = tsw. Le contôle run-







xk[0, tf]tsw, k Run
Delay
Tmax
Tk(t) = Tr,iso, si t < tsw, k
adiabatique  si t ≥ tsw, k 
tsw, k+1
Figure 4.1 – Contrôle run-to-run pour l’optimisation dynamique d’un réacteur batch de poly-
mérisation industrielle.
Si l’observation (ii) ne souffre pas d’ambiguité (toute conversion supérieure à la conversion
minimale est superflue et, de fait, est sous-optimale), (i) et (iii) sont des hypothèses sur la
structure de la solution optimale. (i) a été confirmée par des essais sur un réacteur semi-industriel
de 80 l mais, a contrario (iii), i.e. l’hypothèse d’activité de la contrainte sur la température n’a pu
être confirmée qu’en simulation. Malgré cela, l’approche run-to-run a été implantée avec succès
et le temps final de réaction a pu être réduit de 20% en trois batchs, tous “in-spec” [74]. La
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Figure 4.2 illustre les profils de températures adaptés et les viscosités terminales (corrélées à la
masse molaire) correspondantes.


























Figure 4.2 – Profils de températures semi-adiabatiques, adaptés en run-to-run, et viscosités
terminales correspondantes.
4.1.4 Limites de l’approche
Dans le cas du réacteur discuté ci-dessus, les années de production qui ont suivi l’étude ont
confirmé a posterio la validité de l’hypothèse sur la restrictivité supérieure de la contrainte sur
la température (ainsi, tous les batchs semi-adiabatiques tels que T (tf ) ≤ Tmax ont été “in-spec”).
Par contre, considérer que le profil semi-adiabatique est toujours la bonne structure de profil de
température pour être optimal est une hypothèse forte. Cependant, il est clair qu’optimiser ce
profil permet de déterminer le meilleur profil semi-adiabatique, et donc d’être optimal pour ce
choix de paramétrisation. Depuis cette étude, tous les batchs réalisés en mode semi-adiabatique
ont été : (i) moins longs que les batchs isothermes et (ii) in-spec. Reste que la dernière hypothèse,
c’est à dire que T (tf ) = Tmax à l’optimum est une hypothèse non vérifiable sur la nature de la
solution optimale du procédé. Elle est par contre intuitivement valide pour cette réaction et ce
problème d’optimisation : tout batch pour lequel T (tf ) ≤ Tmax est sous-optimal puisque cette
contrainte est supposée moins restrictive que celle sur la masse molaire et qu’atteindre une
température plus haute aurait réduit le temps de batch.
Il reste que cette contribution appliquée, même si c’est une réussite, illustre les limites de l’ap-
proche par reformulation, qui, comme elles nécessitent une consigne pour les grandeurs contrôlées
(ici Tmax pour T (tf )) rendent obligatoires des hypothèses sur la solution du problème d’opti-
misation dynamique. En pratique, ces hypothèses ne peuvent pas toujours être confirmées par
l’intuition ou par l’analyse du sytème. D’où l’intérêt des méthodes de RTO explicites, comme
RTO-MA, donc l’application permet de détecter l’ensemble des contraintes actives à l’optimum
sans connaissance a priori.
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4.2 Optimisation des Systèmes Énergétiques
4.2.1 Préambule
Les systèmes de production d’énergie sont d’excellents systèmes pour l’application des mé-
thodes de type RTO [117]. Ils subissent des aléas forts et non prédictibles (variation de disponi-
bilité d’une source renouvelable, variation de charge par l’utlisateur, variation des prix dans les
marchés dérégulés). Ils sont en outre souvent difficiles à modéliser, et très intéressants à optimi-
ser, dans un contexte de crise énergétique mondiale et d’incitation à l’utilisation de renouvelables
[66, 68].
Mes travaux de recherche sur l’optimisation des systèmes énergétiques concernent trois types
de systèmes, principalement : (i) les piles à combustible, (ii) énergie et bâtiments et (iii) les
cerfs-volants. J’ai classé mes travux sur l’optimisation des piles à combustible dans la section
systèmes énergétiques, car leur vocation est de produire de la puissance. Il aurait été possible
de classer ces travaux dans la section traitant des contributions aux systèmes chimiques, car une
pile à combustible n’est, in fine, rien d’autre qu’un réacteur électrochimique. L’approche choisie
pour les modéliser, commander et optimiser est du reste, très similaire à celle qui aurait été mise
en œuvre pour n’importe quel réacteur chimique.
J’ai aussi été amené à travailler sur la digestion anaérobie, qui est un procédé de traitement
des eaux par voie biologique, et, un système énergétique en ce qu’elle perment la synthèse de
biogaz sous la forme de méthane et/ou d’hydrogène. Par souci de concision, ces travaux sont
omis dans ce manuscrit.
4.2.2 Modélisation, commande et optimisation de systèmes énergétiques (tra-
vaux réalisés à l’UPVD)
Dans cette brève section est juste fait mention de l’encadrement des travaux de recherche
de Mr. Julien Eynard, tout d’abord pour son projet de Master à l’UPVD, puis durant les 13
premiers mois de sa thèse de doctorat, et de ceux de M. Benjamin Paris, doctorant à l’UPVD
dont je n’avais pas officiellement la co-tutelle. Ces travaux concernant l’optimisation des systèmes
énergétiques, ils s’inscrivent dans l’axe de recherche discuté dans cette section. Ils ne sont pas
détaillés par souci de concision :
1. Travail de Master de J. Eynard : durant son travail de Master que j’ai initié et encadré
en collaboration avec l’INRA de Narbonne – collaboration pour laquelle nous avons au
préalable établi une convention de recherche avec le Laboratoire de Biotechnnologie En-
vironnementale. Julien Eynard à travaillé sur la modélisation et le démarrage optimal de
digesteurs anaérobie. Une simple extension du modèle simplifié AM2 a été développée pour
étudier l’éventualité d’une inhibition par la biomasse. Les outils de la géométrie différen-
tielle (algèbre et crochets de Lie) ont été utilisés pour déterminer l’écriture analytique de
la solution de démarrage en temps minimal du modèle de digesteur.
2. Energie et bâtiment : dans le cadre de la thèse de Benjamin Paris, Julien Eynard, Benja-
min et moi-même avons collaboré ensemble, avec la société Pyrescom (Perpignan), pour
le développement d’un outil de monitoring et de commande optimale de la performance
énergétique des bâtiments à énergies renouvelables de taille intermédiaire. Ce projet n’est
pas détaillé en Annexe C, car je n’ai pas participé à son montage, mais uniquement à sa
réalisation scientifique. Les outils utilisés sont ceux de la commande MPC et de l’intelli-
gence artificielle, avec comme originalité méthodologique l’utilisation de MPC pour calculer
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le minimum d’apport fossile pour compléter un réglage de la température par énergies re-
nouvelables, assuré par un contrôleur en boucle fermée classique [107, 106]
3. Optin’ENR : durant sa thèse que j’ai initié et co-encadré pendant 13 mois, Julien Eynard
a travaillé à modéliser et optimiser la chaufferie collective de La Rochelle Cofely - GDF
Suez, comportant une chaudière à bois, une chaudière gaz, une centrale de cogénération
et des panneaux solaires, pour le chauffage de 2700 logements. L’objectif était de favoriser
l’utilisation des sources renouvelables dans ce mix énergétique. Plus de détails sont dispo-
nibles en Annexe C, mais les outils utilisés étant plus classiques (commande de type MPC),
ce projet n’est pas détaillé ici.
4.2.3 Optimisation opératoire de piles à combustible à oxyde solide (SOFC)
RTO-MA a été appliqué dans un premier temps à une pile à combustible expérimentale de
type SOFC. Comme la solution optimale est gouvernée par les contraintes, la formulation la plus
simple, i.e. celle qui ne considère que les modificateurs d’ordre 0 a été utilisée. L’objectif est
de maximiser le rendement électrique de la pile, en présence de variations de charge inconnues
a priori. Si l’étude expérimentale de la pile permet d’affirmer que l’ensemble des contraintes
actives change lorsque la charge varie de forte à faible (et vice-versa), l’utilisation de RTO-MA
doit permettre de converger au bon ensemble de contraintes actives sans avoir à effectuer des
hypothèses sur ce dernier.
Dispositif expérimetal
L’étude a été réalisée sur une pile expérimentale à oxyde solide (SOFC) développé au La-
boratoire d’Energétique Industrielle (LENI) de l’EPFL pour HTceramix-SOFCpower [127, 50].
La pile est composé d’un empilement de six cellules de 50 cm2. Les anodes sont fabriquées en
nickel/yttrium-zircon stabilisé, et l’électrolyte est du YSZ dense.
Les cathodes sont en (La, Sr)(Co,Fe)O3, ce qui permet d’envisager des fenêtres opératoires de
température entre 650◦C et 850◦C. Les détails sont disponibles dans [127]. La figure 4.3 présente
une photo de l’assemblage typique de ce type de piles à empilement (ci après “stacks”).
Le stack est placé dans un four à 775◦C et connecté à une station de test qui délivre les débits
d’alimentation en air et en combustible préchauffés (∼770◦C)
Une pile SOFC est un système alimenté en oxygène O2 (air) et en hydrogène H2 (fuel), qui
réagissent électrochimiquement pour produire de la puissance électrique et de l’eau. L’assemblage
en stacks s’explique par le bseoin d’atteindre une gamme de tension préspécifiée et une pile SOFC
à besoin d’une charge extérieure pour fonctionner.
Les débits d’hydrogène et d’oxygène ainsi que l’intenisté du courant traversant la pile sont





Formulation du problème d’optimisation
On désire maximiser l’efficacité électrique de la pile, tout en satisfaisant un certain nombre
de contraintes opératoires. Pour cela, on formule le problème d’optimisation suivant, basé sur le
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Figure 4.3 – Photographie d’un stack SOFC typique
modèle :
u∗ = arg max
u
. η(u, θ)
s.t. pel(u, θ) = pSel
Ucell(u, θ) ≥ 0.75 V
ν(u) ≤ 0.75
4 ≤ λair(u) ≤ 7
u1 ≥ 3.14 ml/(min · cm2)
u3 ≤ 30 A,
(4.8)
avec η qui représente l’efficacité électrique à maximiser, pSel la charge en puissance demandée par
l’utilisateur (qui varie et dont on ne connait pas a priori la valeur), Ucell la tension aux bornes
des cellules (borné par valeurs inférieures car de faibles potentiels accèlerent la dégradation des
cellules [127]), ν l’utilisation du combustible (i.e. le pourcentage d’hydrogène qui réagit, borné
par valeurs supérieures pour éviter, notamment, la réoxydation de l’anode et la privation locale
d’hydrogène [127]), λair = 2
n˙O2
n˙H2
le ratio d’excès d’oxygène par rapport à l’hydrogène (i.e. l’excès
d’oxygène par rapport au besoin stoechiométrique d’oxygène). u1 = n˙H2 et u3 = I sont également
bornés.
Finalement θ est le vecteur de paramètres du modèle. Notons que ce vecteur n’intervient
pas dans le calcul ni de ν ni de λair qui sont des fonctions connues des variables d’entrée et
sont donc modélisées avec certitude, i.e. pour un choix de u, leurs valeurs réelles et prédites sont
égales. Notons que ce modèle [26] est un modèle statique, qui incopore de nombreuses hypothèses
simplificatrices.
Nous avons montré qu’essentiellement, la solution du problème d’optimisation ci-dessus consis-
tait à [26] :
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a) Maximiser ν pour maximiser l’efficacité de la pile pour des basses charges en puissance, i.e.
ν = 0.75 est active quand pSel est bas.
b) Minimiser Ucell pour maximiser l’efficacité de la pile pour des hautes charges en puissance,
i.e. Ucell = 0.75 est active quand pSel est haut. Pour ces valeurs, forcer l’utilisation du fuel
peut endommager le stack.
Cependant, à cause des erreurs de modélisation, structurelles et paramétriques, la solution
nominale en fonction de pSel n’a quasiment aucune chance d’être optimale (et faisable) pour le
stack réel. Cela ne pose pas de problèmes particuliers pour l’utilisation du fuel ν et pour l’excès
d’oxygène λair, car les deux grandeurs sont connues avec certitude. Par contre, pour le potentiel
de cellule et par conséquent pour la puissance produite, l’incertitude de modélisation peut, si les
entrées optimales du problème basé sur le modèle sont directement appliquées au stack, conduire
à une production insuffisante de puissance ou à un potentiel de cellule trop bas si le modèle
surestime la production de puissance réelle du stack et le potentiel de cellule.
Le problème a été résolu en appliquant RTO-MA dans sa formulation la plus simple, i.e. celle
pour laquelle seuls les modificateurs d’ordre 0 sont utilisés. Dans [98] il est montré que cette
approche (“RTO via constraint adaptation”) est suffisante pour converger à un point faisable
pour le procédé réel. Cela conduit à la formulation du problème d’optimisation modifié suivant :
uk = arg max
u
. η(u, θ)





Ucell(u, θ) + ε
Ucell
k−1 ≥ 0.75 V
ν(u) ≤ 0.75
4 ≤ λair(u) ≤ 7
u1 ≥ 3.14 ml/(min · cm2)
u3 ≤ 30 A.
(4.9)
Comme discuté prédemment, on utilise un filtre passe-bas (exponentiel) pour filtrer la valeur
des modificateurs d’ordre 0. Notons qu’il aurait aussi été possible de filtrer directement les entrées
optimales calculées en résolvant le problème modifié. Ainsi, à l’itération k − 1, le problème




k−1 . Une fois uk
appliqué à la pile, les modificateurs sont adaptés comme suit :
εpelk = (1−Kpel)εpelk−1+
Kpel [pel,p,k(uk)− pel(uk, θ)]
εUcellk = (1−KUcell)εUcellk−1 +
KUcell [Ucell,p,k(uk)− Ucell(uk, θ)].
(4.10)
L’algorithme appliqué au stack expérimental est représenté schématiquement par la figure 4.4.
Résultats
La figure 4.5 présente les résultats de l’application de “RTO via constraint adaptation”, pour
un scénario pour lequel la charge change toutes les 90 minutes. A noter que cette information
n’est pas utilisée au niveau de l’implantation et agit comme une perturbation. Le problème
d’optimisation est résolu ici toutes les 30 minutes. Cette fréquence correspond à la dynamique
du four et est justifiée puisqu’elle correspond à l’atteinte du régime permanent. Conformément
aux observations susmentionnées – qui ne sont pas supposées connues pour l’implantation – la
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Figure 4.4 – Représentation schématique de l’algorithme RTO appliqué au stack SOFC expé-
rimental
contrainte sur l’utilisation du fuel est activée aux basses charges, tandis que celle sur le potentiel
de cellule devient active aux fortes charges. Les profils temporels de la puissance délivrée par la
pile et de de l’efficacité électrique, confirment que l’application de l’approche permet de maximiser
cette dernière, tout en fournissant à convergence la puissance requise. C’est très clair durant les
90 premières minutes durant lesquelles on voit clairement η augmenter. La diminution de η entre
la 90 et la 120eme minute est due à ce que la contrainte sur le potentiel de cellule est initialement
violée avant d’être activée à convergence – RTO-MA ne garantissant l’obtention d’un point KKT
et donc le respect des contraintes qu’à convergence.
La figure 4.6 présente les résultats de l’application de “RTO via constraint adaptation”, pour
un scénario pour lequel la charge change toutes les 5 minutes de façon aléatoire. A noter encore
que cette information n’est pas utilisée au niveau de l’implantation et agit comme une pertur-
bation. Le problème d’optimisation est résolu ici toutes les 10 secondes. Cette valeur est fixée
entre les échelles de temps électrochimiques et thermiques. Ainsi, l’hypothèse que le système est
en régime stationnaire est fausse, mais la fréquence de ré-optimisation est suffisamment élevée
pour que l’effet en soit rejeté au même titre comme pour les autres sources d’incertitude.
Augmenter la fréquence de ré-optimisation permet de converger en moins d’itérations et
donc, d’éviter les violations de contraintes observées précédemment et de réagir plus rapidement
à une variation de charge. Pour le reste, les conclusions sont similaires : l’efficacité électrique est
maximisée et les observations sur la nature des contraintes actives selon le niveau de charge sont
confirmées.
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Figure 4.5 – RTO via constraint adaptation appliqué toutes les 30 minutes au stack expérimen-
tal.
Discussion
Ces résultats, publiés en 2012 [26], dans leur version étendue mais résultant d’une étude
initiée en 2010 [30], sont intéressants en ce qu’ils prouvent par l’exemple l’applicabilité de la
méthode à des procédés réels. De plus, la correction des contraintes garantit que les contraintes
sur le vrai stack sont satisfaites une fois la convergence atteinte. Des violations de contrainte
peuvent apparaître au fur et à mesure des itérations, mais l’augmentation de la fréquence de
ré-optimisation, rendue possible par la forte séparation d’échelles de temps entre les dynamiques
électrochimiques et thermiques, apportent une réponse suffisante – du moins du point de vue
de HTCeramix-SOFC Power. Il subsiste cependant des limitations, et notre objectif est de les
combler d’ici la fin du projet industriel pour lequel nous avons obtenu un financement de la
Commission pour la Technologie et l’Innovation. En premier lieu, si l’application de “RTO via
Constraint Adaptation” garantit la satisfaction des contraintes du stack réel à convergence, il
est nécessaire d’utliser le schéma “RTO-MA” complet, i.e avec les modificateurs d’ordre 1, pour
garantir que le bon ensemble de contraintes actives est détecté. Il est donc nécessaire d’estimer les
gradients expérimentaux. Au moment de cette première étude, nous ne disposions pas encore de
tous les outils discutés dans le chapitre précédent, et une des étapes à venir est d’utiliser certains
de ces outils, notamment ceux de [20]. D’un point de vue pratique, ce n’était pas crucial, puisqu’on
observait déjà que l’application de “RTO via constraint adaptation” permettait bien d’activer sur
la pile réelle les “bonnes” contraintes, à savoir celles que l’analyse du fonctionnement de ce type de
piles nous indiquait devoir être activées à l’optimum [26]. De plus, “RTO-MA” garantit le respect
des contraintes à convergence. Augmenter la fréquence de réoptimisation permet de réduire le
risque de violer les contraintes notamment sur le potentiel de cellule, puisque c’est le point le
plus critique. Ce dernier point justifie à lui seul les essais d’utilisation su solveur SCFO.
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Figure 4.6 – RTO via constraint adaptation appliqué toutes les 10 secondes au stack expéri-
mental.
Application du solveur SCFO aux SOFC
Pour s’assurer (i) que l’application de la méthode de RTO choisie va converger et (ii) que
cette convergence s’effectue par le bon côté des contraintes, une possibilité est d’appliquer les
conditions suffisantes de faisabilité et d’optimalité discutées dans le chapitre précédent, notam-
ment l’approche “projeter et filtrer” comme post-traitement des entrées calculées par l’algorithme
de RTO choisi, c’est à dire utiliser le solveur SFCO. Un premier essai a été réalisé l’été dernier,
à charge constante, sur une pile non plus expérimentale, mais sur une pile industrielle. À charge
constante, les premiers résultats montrent une croissance de l’efficacité du stack de 8% en une
dizaine d’iérations de l’algorithme SCFO. La contrainte sur l’utilisation du fuel est activée en dix
itérations, et la convergence a lieu du bon côté de la contrainte. La contrainte sur le potentiel de
cellule est satisfaite pour toutes les itérations, et la charge demandée est atteinte en 3 itérations
[66, 68]. Ce sont des résultats très prometteurs, qui seront très rapidement complétés par une
étude en présence de variations de charge. Ces résultats sont illustrés par la figure 4.7.
4.2.4 Piles à combustible PEM
Récemment nous avons initié et obtenu un financement pour travailler à l’application des
méthodes RTO a des piles à combustible de type PEM. Ce projet, en partenariat avec Bélénos
(holding du groupe Swatch), vise au développement de piles pour des applications automobiles,
voire même au développement des véhicules équipés de cette pile à combustible, Swtachgroup
possèdant une certaine expérience via le développement de la Smart. Le véhicule disposera d’une
batterie, la pile servant a priori à charger la batterie, voire à la suppléer pour étendre l’autonomie
du véhicule. Ce travail n’est pas détaillé ici mais il implique aussi, notamment un post-doc et un
autre doctorant du laboratoire d’automatique. À moyen terme il s’agira d’optimiser, au moyen
des méthodes de RTO développées, le fonctionnement d’une pile de 10kW puis éventuellement
d’une pile de 40kW en cours de développement.
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Figure 4.7 – Première application du solveur SCFO au stack SOFC industriel.
4.2.5 Production d’énergie au moyen de cerf-volants (Kites)
Produire de l’énergie au moyen de cerf-volants (Kites) est une idée qui a reçu une attention
croissante durant les dix dernières années pour deux raisons principales : (i) l’énergie ainsi pro-
duite est renouvelable, puisque le vent en est la source et (ii) une voile attachée par exemple
a une génératrice peut accéder à de hautes altitudes pour un prix beaucoup plus raisonnable
qu’une turbine, puisqu’il est considérablement moins cher de rallonger le câble d’un kite que de
construire une éolienne de plusieurs hecto-/kilomètres de haut. L’intérêt d’atteindre de hautes
altitudes tient au fait qu’à cause des frottements entre l’air et le sol, il y a un gradient de vent sur
les premières centaines de mètres de l’atmosphère – plus on est proche du sol, moins le vent est
fort. De plus le vent est plus persistant, moins turbulent et plus fort à haute altitude. Un certain
nombre de start-ups se sont récemment intéressées à cette technologie, et certaines proposent dès
à présent des produits commerciaux. Ainsi “SkySails” (http ://www.skysails.info) commercialise
des systèmes d’aide à la propulsion des bateaux pour lesquels l’utilisation d’un voile permet de
réduire significativement la consommation de fuel. Les kites ont aussi de nombreux autres avan-
tages, parmi lesquels une plus faible occupation du sol, là ou un champ d’éoliennes nécessite une
distance minimale fonction de la taille des éoliennes pour garantir que les turbulences autour
d’une éolienne ne perturbent pas le fonctionnement des autres.
Un kite est une aile, comme les pales d’une éolienne, les ailes d’un avion ou les voiles d’un
bateau. Pour pouvoir être utilisé pour produire de l’énergie, un kite est typiquement connecté
à une génératrice par un systèmes de câbles. Lorsque le câble se déroule, la génératrice produit
de l’énergie, dont une partie seulement est consommée pour re-enrouler le câble. La trajectoire
que la voile parcourt le long d’un cycle est donc critique, puisqu’elle conditionne directement la
puissance nette produite. Comme toute technologie émergente, l’utilisation des kites doit prouver
sa viabilité économique. Plusieurs entreprises et groupes de recherche travaillent sur le design
de ces systèmes et ont proposé des solutions très diverses (différents types de génératrices, des
voiles embarquant de mini-turbines, des systèmes de plusieurs voiles interconnectées, ...). En
fait, nombre de ces designs ne ressemblent plus à une voile, même si le principe reste toujours le
même : une ou plusieurs ailes supportée(s) par des câbles.
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Dans le cadre de la thèse de Sean Costello (TD2), nous nous sommes intéressés à cette
thématique, notamment eu égard à l’intérêt personnel de Sean pour le kite-surf. Nous nous y
sommes intéressés car la détermination de la trajectoire cyclique que la voile doit suivre pour
maximiser la puissance nette produite est en soi un problème d’optimisation dynamique. Le fait
que cette trajectoire est cyclique, et que la voile doive la suivre de façon répétée ouvre la voie
vers une résolution de ce problème par une approche de type run-to-run, que l’on peut requalifier
de “cycle-to-cycle” dans ce cas particulier. Enfin, la modélisation d’un kite est une tâche difficile
et les sources d’incertitude sont nombreuses. Ainsi les modèles disponibles, utilisables à des fins
de contrôle et d’optimisation considèrent souvent que la voile est non-déformable, que sa masse
est négligeable, ou que le câble est parfaitement tendu. De la même façon, le vent, même s’il
est plus fort et plus régulier aux altitudes envisagées, varie sensiblement ce qui peut induire
des changements de trajectoire optimale pour le kite. Un kite est donc un exemple de système
dynamique répété pour lequel l’application des outils de l’optimisation dynamique classique,
basée sur le modèle, est insuffisante. C’est donc un cas d’étude pour les méthodes d’optimisation
en temps réel que nous développons.
Une borne pratique sur la puissance délivrable par un kite
Notre première contribution consiste en la détermination de bornes supérieures pour la puis-
sance théoriquement atteignable par un kite et par un système de voiles interconnectées. Pour
aboutir à ce résultat, nous avons appliqué le principe du maximum de Pontryagin à un modèle
de kite simplifié. Le problème d’optimisation considéré consiste à maximiser l’intégrale de la
puissance générée au cours d’un cycle, avec comme contrainte que la trajectoire est bouclée, c’est
à dire qu’à l’issue de la trajectoire, le kite retourne à sa position initiale.
Une telle borme est déjà disponible dans la littérature si l’on considère un kite de masse
négligeable et une attache de masse négligeable [96, 84]. Cette borne indique que la puissance
maximale est proportionnelle au cube du module de la vitesse du vent fois le cube du cosinus de
l’angle entre la force aérodynamique (i.e la résultante de la trainée et du lift), qui dans ce cas
est alignée avec le câble. Mais à l’image de la limite de Betz pour les turbines, cette borne est
de peu d’intérêt pratique, car aucun kite ne peut l’atteindre.
Nous avons établi que lorsque les masses susmentionnées ne sont pas négligeables, l’angle de
la force aérodynamique avec le vent varie et la puissance maximale est en fait proportionnelle
au cube du cosinus de l’angle entre la vitesse du vent et la force aérodynamique moyenne le long
du cycle, et étendu ce résultat au cas de n voiles interconnectées. Cette borne est inférieure à la
borne définie dans [96, 84], et est plus réaliste (puisqu’elle considère a priori que les masses ne
sont pas négligeables). Nous avons aussi montré comment elle pouvait être calculée et utilisée
sur la base de la connaissance de paramètres de design élémentaires. Ces résultats sous la forme
d’un théorème et de son corollaire, font l’objet d’un article de journal [39]
RTO pour les kites
Comme mentionné dans la section 3.7.2, nous avons utilisé un modèle dynamique simplifié
de kite utilisé pour tracter un bateau, pour illustrer l’applicabilité de la méthode proposée dans
[41].
Formulation du problème :
Le problème d’optimisation consistait à déterminer la trajectoire optimale cyclique que la voile
doit suivre, pour maximiser la force moyenne de traction dans le sens de déplacement du bateau,
i.e. l’intégrale de la force de traction sur le bateau sur une période. La force de traction dans la
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direction de déplacement du bateau s’écrit :
TF = T (cos θ cosβ + sin θ sinβ sinφ). (4.11)
, les angles θ et β sont définis par le choix d’un système de coordonnées sphériques et considèrent












Figure 4.8 – Choix de coordonnées sphériques (à gauche) et digramme vectoriel illustrant com-
ment est caclué le vent est perçu sur un bateau en déplacement. Vwb dénote le vent relatif au
bateau, Vwind la vitesse du vent et Vboat la vitesse du bateau. Clairement Vwb = Vwind − Vboat
Les trajectoires d’entrée et d’état u(t) et x(t) = [θ(t) φ(t) ψ(t)]T , doivent être périodiques (le
kite doit retourner à sa position initiale en fin de cycle). De plus, le kite doit voler à une hauteur
minimale pour ne pas tomber dans l’eau en cas de perturbations.













vaL (cosψ − tan θE )− vaL sin θ sinψ
va
L u˜+ φ˙ cos θ
 , (4.13)
va = v0E cos θ, (4.14)
E = E0 − c˜u˜2, (4.15)
TF =
(





(cos θ cosβ + sin θ sinβ sinφ) ,
(4.16)
x(0) = x0, (4.17)
x(tf ) = x0, (4.18)
L sin θ cosφ ≥ hmin, (4.19)
avec tf la durée du cycle, TF la force de traction moyenne, x0 l’état initial et hmin, la hauteur
minimale acceptable pour le kite. Pour simplifier les écritures les substitutions suivantes ont été
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réalisées :





Le vecteur de paramètres incertains de ce modèle est [c˜, v0, E0, β]T .
La trajectoire nominale obtenue est représentée schématiquement dans la figure 4.9.
Figure 4.9 – Trajectoire nominale sur le quart de sphère sur lequel le kite est contraint. Le
cercle horizontal bleu figure la contrainte de hauteur
Nous avons considéré de l’incertitude sur la vitesse et la direction du vent et montré que ni
l’une ni l’autre n’affectait la trajectoire optimale. En effet la vitesse du vent n’influence que le
temps de parcours de la trajectoire et pas sa forme (car la dynamique est proportionnelle à v0),
tandis que l’orientation du vent influence l’orientation du câble et pas la trajectoire que doit
suivre la voile autour de l’axe du câble.
Le paramètre du modèle qui influence le plus la trajectoire est sans aucun doute le coefficient
c˜, introduit pour pénaliser les changements de direction lors du pilotage, car il a été observé expé-
rimentalement que l’énergie produite par les systèmes de ce type était significativement diminuée
lorsque les trajectoires suivies par la voile présentent des inflexions trop raides. C’est donc par
rapport à ce seul paramètre, malgré la présence d’incertitude sur notamment la vitesse du vent
et sur le cap du bateau qu’a été réalisé le développement en série de Taylor de l’équation 3.87
pour déterminer la direction de correction de la trajectoire nominale. Pour le scénario considéré
dans [41] il a été possible de réduire la perte d’optimalité due à l’incertitude de 25% – lorsque le
contrôleur suit la trajectoire nominale – à moins de 1%, lorsque la trajectoire est corrigée suivant
l’équation 3.87. Pour cela il est nécessaire de réaliser un quinzaine de cycles. Il est intéressant de
noter que la trajectoire nominale et la trajectoire convergée ont des formes très différentes, mal-
gré le fait que l’adaptation ne se fait que suivant une seule direction de correction. La figure 4.10
montre l’évolution de la force de traction moyenne au fur et à mesure des cycles et l’évolution
de la trajectoire que le kite a dû suivre.
Développement d’un dispositif expérimental :
Pour l’instant ce ne sont que des résultats préliminaires, mais il est envisagé d’appliquer la même
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Figure 4.10 – Evolution de la traction moyenne le long des cycles (gauche) et de la trajectoire
suivie par le kite (droite)
approche à un système expérimental dont Sean a initié et supervisé (notamment au travers
de plusieurs projets étudiants) la construction. Deux photos de ce système expérimental, pour
l’instant pilotable au joystick mais pas encore contrôlable en boucle fermée, sont présentées ci-
après.
Nous avons décidé de proposer le modèle de ce dispositif expérimental comme benchmark
pour des problèmes de commande avancée et d’optimisation. En fait deux modèles ont été dév-
loppés dont les performances sont acceptables par rapport aux mesures obtenues sur le dispositif
expérimental tout comme par rapport aux performances des simulateurs disponibles les plus com-
pexes (qui ne peuvent en l’état servir pour tester des méthodes de commande avanée). L’intérêt
d’avoir deux modèles est encore une fois de pouvoir en utiliser un pour le design des méthodes de
commande ou d’optimisation et l’autre comme réalité simulée, ce qui permet d’estimer la qualité
des méthodes en présence d’incertitude. Pour l’instant un rapport et les fichiers de simulations
ont été déposés en archive ouverte [43]. Le développement de ce dispositif expérimental en pa-
rallèle d’un travail de recherche méthodologique et des activités d’assistanant d’enseignement –
Sean est particulièrement actif dans le domaine – explique la durée de la thèse de Sean.
4.3 Utilisation du solveur SCFO pour le réglage itératif de contrô-
leurs
Dans le chapitre précédent il a été fait référence à l’utilisation du solveur SCFO pour le
réglagle itératif de contrôleurs, et notamment du réglagle run-to-run des paramètres d’un régula-
teur de type MPC pour la commande en température d’un cristalliseur batch expérimental [21].
Ce cristalliseur est un excellent exemple de l’utilisation potentielle du solveur, et plus générale-
ment des méthodes de RTO pour le réglagle itératif de contrôleurs. Un procédé de cristallisation
batch est généralement contrôlé en température puisqu’un changement de température permet
typiquement de traverser la courbe de solubilité et donc de forcer la cristallisation. Dans le cas des
procédés de cristallisation batchs, une trajectoire de température est définie, qui doit être suivie
pour assurer l’efficacité de l’opération. Pour cela, il est nécessaire de dimensionner un contrôleur
qui va s’assurer que la température du cristalliseur suit bien sa trajectoire de référence. Ici on
considère le contrôleur MPC de [25]. Ses performances dépendent du choix d’un certain nombre
de paramètres de dimensionnement : le poids de l’erreur de suivi de la trajectoire, le gain de
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Figure 4.11 – 2 Photos du prototype de Kite expérimental en cours de construction
filtre du biais, l’horizon de commande et l’horizon de prédiction. Si l’on considère que ces para-
mètres sont fixés en début de batch et que les performances de suivi de trajectoire sont mesurées
à l’issue du batch, la relation entre les paramètres du régulateur et les performances peut être
vue comme un mapping statique. Si le batch est répété dans le temps, alors l’application des
méthodes de RTO peut permettre d’optimiser les performances en changeant, de batch en batch
les paramètres du contrôleur MPC. Si pour cela on utilise le solveur SCFO, la manipulation des
paramètres du contrôleur est réalisée avec la garantie de décroissance de la fonction coût (stricte,
dans le cas idéale) et du respect des contraintes.
Régler les paramètres d’un régulateur en utilisant les méthodes d’optimisation en temps réel
n’a jamais été proposé, en l’état de nos connaissances. C’est du reste la contribution principale
de [21], ou 4 exemples d’application sont présentés, deux simulés et deux expérimentaux – parmi
lesquels le régulateur MPC discuté ci-dessus.
À titre d’exemple, la figure 4.12 illustre l’amélioration en 20 batchs du suivi de la consigne
en température du cristalleur, dans le cas où le poids de l’erreur de suivi de la trajectoire et le
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Figure 4.12 – Application du solveur SCFO au réglage itératif d’un contrôleur MPC pour un
cristalliseur expérimental
gain de filtre du biais sont adaptés de batch en batch au moyen du solveur SCFO.
L’approche fonctionne aussi très bien lorsque les 4 paramètres du contrôleur sont réglés. A
noter que, dans la grande majorité des cas, l’essentiel de l’amélioration a lieu durant les toutes
premières itérations.
4.4 Modélisation commande et optimisation pour le traitement
du diabète
Dans ce chapitre sont présentés des résultats obtenus dans le cadre de la thèse d’Alain Bock
(TD1), que j’ai co-encadré avec le Dr. Denis Gillet, MER, de l’EPFL (soutenance le 18 décembre
2013, soutenance publique le 2 février 2014). Les contributions présentées ci-après ont été séparées
du reste du document car elles ne s’inscrivent pas dans le champ thématique de l’optimisation
des procédés. Cependant, et sans sous-entendre qu’un patient atteint du diabète puisse être
assimilé de quelque manière que ce soit à un procédé, les points communs avec ce qui constitue
le cœur de mes activités de recherche sont nombreux. Précisons tout d’abord que ce projet a été
intégralement financé par une société multinationale pharmaceutique (Roche), et qu’à ce titre, le
processus de publications des résultats est passablement ralenti, puisqu’à chaque communication
la question d’un dépôt de brevet préalable se pose. Il n’est pas toujours facile de publier dans ces
conditions, mais nos partenaires industriels ont été ici exemplaires, en dépit des complications
induites par une récente restructuration des activités de recherche de l’entreprise en Suisse et à
l’international. Il reste que certains des résultats ci-après sont restés longtemps bloqués dans le
processus d’évaluation de l’entreprise, et sont donc toujours dans le processus d’évaluation des
journaux auxquels ils ont été soumis, plusieurs mois après la soutenance d’Alain Bock.
L’objectif général de ce projet est de construire des outils, notamment des modèles, qui
permettent de proposer des recommendations d’injection d’insuline, pour des patients atteints de
diabète de type I Mellitus. Le ou les modèle(s) développé(s) a(ont) pour vocation d’être utilisé(s)
pour le contrôle en temps réel des shots d’insuline, notamment avant ou après les repas, qui
s’ajoutent à l’injection de base d’insuline, continue, rendue possible notamment par l’utilisation
de pompes à insuline automatiques. L’idéal serait, bien sûr, de réaliser ces injections de façon
optimale, c’est à dire, injecter la quantité minimale d’insuline qui permette de maintenir le taux
de sucre dans le sang entre ses bornes pendant une période de temps prédéterminée dans le futur.
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Ces travaux sont très amont et même si des essais de commande optimale ont déjà été réalisés
en simulation [111] au moyen de données réelles provenant d’une étude clinique, nous avons
vite réalisé que les modèles disponibles dans la littérature n’étaient souvent pas adéquats par
rapport à leur utilisation envisagée, à savoir la prédiction et le contrôle optimal de la glycémie.
L’incertitude est dominante en ce que d’un patient à l’autre, même si les repas et l’activité
physique sont absolument identiques (par ex. lors d’une étude clinique), la réponse physiologique à
la même politique d’injection d’insuline varie significativement. C’est la variabilité “inter-patient”.
De plus, un patient qui ingère les mêmes repas, pratique la même activité physique et s’injecte
les mêmes profils d’insuline pendant plusieurs jours consécutifs (par exemple en environnement
clinique), présente fréquemment des profils de glycémie différents d’un jour sur l’autre. C’est la
variabilité “intra-patient”, et c’est sans doute celle qui pose le plus de problèmes aux thérapeutes,
comme aux personnes qui envisagent de construire des modèles. En effet, à la quasi-impossibilité
d’extrapoler un modèle identifié sur un patient à un autre patient, s’ajoute le questionnement
sur la reproductibilité des données ayant servi à construire le modèle.
Malgré cela, beaucoup de modèles sont disponibles dans la littérature dont certains seront
mentionnés ci-après. Le véritable point commun entre ce travail de recherche et les reste de
mes activités, réside dans la notion de modèle adéquat, i.e. dans la tentative de construire un
modèle dynamique ayant des propriétés particulières : (i) être identifiable avec des mesures
de glycémie uniquement, (ii) être capable de prédire des phénomènes observés – actuellement
non prédictibles par les modèles de la littérature, (iii) avoir des capacités de prédiction de la
glycémie accrûes et (iv) s’appuyer sur des paramètres corrélés ou corrélables avec les injonctions
thérapeutiques. C’est, dans l’esprit, similaire à la construction d’approximations convexes pour
garantir l’adéquation du modèle pour son utilisation pour RTO-MA. Le contexte, et la présence
d’incertitude, est aussi très similaire, même si dans le cas du diabète la situation est sans doute
encore plus critique.
4.4.1 Le diabète de type I
Le diabète de Type 1 mellitus est une maladie autoimmune qui détruit les β cellules qui
produisent l’insuline en l’absence de pathologie. L’insuline est une hormone qui stimule le stockage
du sucre dans le foie et dans les cellules lorsque la glycémie est élevée. La deuxième hormone gluco-
régulatrice est le glucagone, une hormone hyperglycémiante, elle aussi secrétée par le pancréas,
qui stimule la libération de sucre depuis le foie vers le sang, lorsque la glycémie est basse. Pour
un diabétique, le manque d’insuline conduit invariablement à des concentrations de sucre dans le
sang, i.e. gylcémies (BG) élevées. On parle alors d’hyperglycémie, condition médicale à l’origine
de nombreuses autres conditions : maladies vasculaires, perte de la vue, dommages nerveux, ...
[35].
Le diabète de type I est traité au moyen d’injections d’insuline exogène qui est substituée ainsi
à la production endogène d’insuline, défaillante. Si l’insuline animale (porc et bœuf principale-
ment) a longtemps été majoritairement utilisée – ce qui impliquait le prélèvement du pancréas
de l’animal et une étape complexe de purification –, l’insuline est produite par voie bactérienne
depuis les années 1980. L’introduction du gène humain codant la synthèse de l’insuline dans des
bactéries (E. coli) a permis la production en masse d’insuline par l’industrie pharmaceutique
et représente un des tous premiers grands succès du génie génétique. La quantité d’insuline à
injecter au moyen d’une seringue, d’un stylo ou d’une pompe doit cependant être calculée avec
précaution car une overdose d’insuline conduit à de faibles valeurs de BG, ce qui peut causer
l’évanouissement, le coma ou la mort.
Prévenir les risques d’hyper- ou d’hypoglycémie est une tâche rendue complexe par la grande
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variabilité de la capacité et de la vitesse d’absorption, ainsi que de l’effet de l’insuline entre
plusieurs patients, mais aussi chez un seul patient [81]. Ainsi prédire le BG est un challenge
mais reste un problème intrinsèquement critique car la plupart de thérapies s’appuient de façon
directe ou indirecte sur la prédiction de BG. En conséquence, le développement de modèles
fiables qui puissent être utilisés pour des recommendations d’injections, pour le contrôle de
BG en boucle fermée voire simplement à des fin pédagogiques est un champ de recherche très
actif. Beaucoup de modèles sont à présent disponibles dans la littérature, parmi lesquels les plus
utilisés sont indubitablement les modèles compartimentaux. Ces modèles présentent des capacités
de prédiction acceptables pour autant qu’ils puissent être personnalisés [58] et leur complexité
varie du plus simple [6] au plus compliqué [86, 45]. Cependant, pour les personnaliser, il est
nécessaire de disposer de mesures autres que BG, comme par exemple la concentration d’insuline
ou de traceurs, ce qui est rarement le cas. D’où l’intérêt de modèles identifiables pour chaque
patient (et donc personnalisables) sur la base de la mesure de la glycémie. C’est une des raisons
qui expliquent l’émergence de modèles paramétriques auto-récursifs [57] ou encore l’utilisation
des réseaux de neurones [46]. Cependant, ces modèles présentent le défaut majeur que leurs
paramètres ne peuvent pas être reliés à des quantités physiques observables, et l’invraisemblance
de ces paramètres ne donc pas être facilement détectée. Il en résulte que l’utilisation de la plupart
des modèles de BG peut s’avérer risquée.
Dans le cadre de sa thèse (TD1), Alain Bock a proposé un nouveau modèle compartimental,
linéaire et identifiable sur la base de mesures de BG.
4.4.2 Le modèle basé sur les paramètres “TPM”
Construction du modèle
À l’origine de la plupart des modèles compartimentaux de complexité faible à modérée, on
retrouve très souvent le modèle minimal de Bergman (BMM). Ce modèle a été initialement
construit pour analyser l’effet de l’insulline [7, 6] mais reste toujours utilisé pour prédire le BG
et tester – en simulation – des méthodes de contrôle commande [36, 109, 105].
J’ai moi-même utilisé ce modèle durant ma thèse, comme exemple illustratif de l’analyse de




= −X(t)G(t)− SGG(t) + Uendo (4.22)
dX(t)
dt
= −p2(X(t)− SII(t)) (4.23)
avec G qui figure la concentration de BG (mg · dl−1), X l’action de l’insuline (min−1), SG
l’efficacité du glucose en absence d’insuline (min−1), SI ila sensibilité de l’insuline (U−1·min−1·l),
Uendo la production endogène de glucosemg ·dl−1 ·min−1, et p2 l’inverse de la constante de temps
de l’action de l’insuline min−1. Enfin, I représente la concentration d’insuline dans le plasma
U/l.
Simple et largement accepté, le BMM nécessite cependant des sous-modèles pour les repas, la
dynamique de l’insuline et éventuellement, l’activité physique. Pour ce dernier point, nous avons
proposé un sous-modèle [11]. Le BMM souffre de plus du fait qu’il n’est identifiable qu’avec de
la connaissance a priori [110] ou si I(t) est mesuré [90].
L’une des premières contributions de cette thèse – du moins pour ce qui concerne la modé-
lisation – a été de proposer une extension du BMM [111] , pour laquelle l’action de l’insuline et
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son absorption sont rempacés par une dynamique du 2eme ordre en incorporant le sous-modèle
d’ordre 2 de Hovorka [85], pour tenir compte de l’ingestion d’hydrates de carbone [111] .
Cependant, les capacités de prédiction de cette première extension [111] étaient toujours non
satisfaisantes. Deux faiblesses principales de cette extension ont été identifiées, qui sont en partie
responsables :
1. Pendant longtemps, les médecins considéraient que plus haut est le BG, plus forte est
l’action de l’insuline (et vice-versa). C’est ce qui justifie le terme bilinéaire −X(t)G(t) du
BMM. Depuis 1985 [122], l’effet opposé a été observé,
2. Le BMM, comme l’extension de [111] et d’ailleurs, comme pratiquement tous les modèles
les plus utilisés prédisent qu’un patient en situation d’hyperglycémie sévère qui ne prend
pas de mesures thérapeutiques pour remédier à son état, reviendra a une valeur de BG
normale. Or, le contraire a été observé.
Pour remédier au premier problème, le plus simple est de linéariser le terme bilinéaire
−X(t)G(t). C’est, par ailleurs, aussi intéressant dans l’objectif de dimensionner des contrôleurs
[82] et plusieurs versions linéarisées du BMM sont disponibles. Mais aucune n’est réllement sa-
tisfaisante lorsqu’on ajuste les modèles correspondants à des données cliniques [55], comme pour
la prédiction de la glycémie [109].
Nous présentons ci-après le “LMM”, version linéarisée du BMM de [13] :
dG(t)
dt






= −2agU˙G(t)− a2gUG(t) +Kga2gUCHO(t) (4.26)
dX(t)
dt
= −axX(t) + axX1(t) (4.27)
dX1(t)
dt
= −axX1(t) +KxaxUI(t) (4.28)
avec UG qui représente la concentration en glucose dans l’intestin (g ·min−1), U˙G sa 1ere dérivée
temporelle (g ·min−2), et X1 l’action intermédiaire de l’insuline (min−1). Le LMM intrroduit
de nouveaux paramètres : la sensibitié au repas Kg (mg · dl−1 · g−1), l’inverse de la constante de
temps du repas ag (min−1), la sensibilité à l’insuline Kx (mg · dl−1 · U−1) (différente deSI), et
l’inverse de la constante de temps d’absoprtion/action de l’insuline ax in min−1.
Les entrées manipulables sont l’infusion sous-cutanée d’insuline UI (U · min−1) et le taux
d’ingestion des CHO, i.e. d’hydrates de carbone, UCHO (g ·min−1).
83
Chapitre 4. Axes de Recherche et Contributions Appliquées
Le “Therapy parameter-based model” (TPM)
Le TPM est en fait une extension du LMM, pour laquelle Uendo et SG sont supprimés :
dG(t)
dt






= −2agU˙G(t)− a2gUG(t) +Kga2gUCHO(t) (4.31)
dX(t)
dt
= −axX(t) + axX1(t) (4.32)
dX1(t)
dt
= −axX1(t) +KxaxUI(t) (4.33)
Cette suppression conduit aux propriétés dynamiques suivantes :
– Après une injection d’insuline ou un repas, le BG évolue comme un système dynamique du
2d ordre.
– Le BG en régime permanent Gss ne dépend que de Kx, Kg, et du BG initial :
Gss = G(0)−KxUI,tot +KgUCHO,tot (4.34)
avec G(0) le BG initial, UI,tot =
∫ tf
0 UI(t)dt la quantité totale d’insuline infusée entre t = 0
et t = tf , et UCHO,tot =
∫ tf
0 UCHO(t)dt la quantité de CHO inérée entre t = 0 et tf .
– Les sensibilités sont découplées de leurs constantes de temps correspondantes.
– Le nombre de paramètres à identifier est réduit à quatre, contre six pour le LMM.
Le modèle obtenu est relativement similaire à celui de Percival et al. [108], qui considérait
des comportements de premier ordre avec retard pur. La différence est que le TPM présente des
profils de BG lisses, ce qui est plus réaliste, et qu’il n’y a pas de retard pur – difficile à identifier
[108]. Dans le même article, l’analyse de corrélation ne souligne pas non plus de corrélation avec
les paramètres thérapeutiques.
textbfParamètres thérapeutiques :
Les patients atteints de diabètes de type 1 suivent les recommendations suivantes :
– Mesurer le BG au doigt (“fingerstick) avant un repas (noté Gm) ou s’il suspectent que le
BG a augmenté,
– Comparer Gm au BG de consigne (Gt), et calculer la différence : ∆G = Gm −Gt,
– Calculer la correction Icorr = ∆G/CF , avec CF un facteur de correction exprimé en
mg · dl−1 · U−1.
– Calculer la correction Imeal = I2C · CHO, avec I2C le rapport insuline/CHO en U · g−1,
et CHO la masse de CHO g.
– Injecter I = Icorr + Imeal au moyen de la pompe, d’un stylo ou d’une seringue.
En fait, CF et I2C sont les paramètres thérapeutiques fixés par le médecin. CF quantifie la chute
de BG en régime permanent par unité d’insuline et I2C indique combien d’insuline devrait être
injectée par gramme de CHO consommée. MS = I2C · CF peut donc être définie comme la
sensibilté au repas, i.e. l’augmentation de BG/gramme de CHO.
Correspondance entre les paramètres du TPM et les paramètres thérapeutiques :
84
4.4. Modélisation commande et optimisation pour le traitement du diabète
Cette correspondance, qui constitue a contribution majeure de [13] est résumée par les deux
propositions suivantes :
Proposition 1
Le paramètre Kx du TPM est égal au paramètre thérapeutique CF .
Démonstration: Si 1U d’insuline est infusée à t = 0, UI(s) = 1 et en l’absence d’autres
injections et repas, CF s’écrit (d’après 4.4.2) :
CF = −(G(∞)−G(0)) (4.35)
avec G(∞), le BG en régime permanent et G(0) le BG initial.
G(s) = − Kx
s
(
1 + 1ax s
)2UI(s) + 1sG(0) (4.36)











Kx = −(G(∞)−G(0)) = CF (4.37)
ce qui conclut la preuve.
Proposition 2
Le paramètre Kg du TPM est égal au paramètre thérapeutique MS.
Démonstration: Si 1g de CHO est consommé à t = 0 et en l’absence d’autres injections et
repas, MS s’écrit (d’après 4.4.2) :
MS = G(∞)−G(0) (4.38)
Le reste de la peuve est similaire à celle de la Proposition 1.
Ainsi les paramètres du modèle TPM Kx et Kg correspondent par construction aux para-
mètres thérapeutiques. Ces derniers pouvant être interprétés comme les paramètres d’un modèle
linéaire statique (entre l’injection d’insuline/l’ingestion de CHO et le BG), le TPM peut être vu
comme une extension dynamique des prescriptions thérapeutiques. C’est un avantage indéniable,
et notre partenaire industriel espère qu’il sera plus facilement adopté par les médecins pour cette
raison. Un autre avantage est que les prescriptions thérapeutiques peuvent servir de valeurs de
références – voire de conditions intiales – pour l’identification du TPM.
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4.4.3 Validation du TPM
Dans [13], le TPM a été validé sur la base d’une étude clinique ouverte, similaire à celle
de [111]. Parallèllement, comme le nombre de patients est toujours limité et que la Foods and
Drugs Administration a récemment approuvé le simulateur UVa-Padova pour le remplacement
des tests sur les animaux dans le contexte du contrôle en boucle fermée du BG, nous avons utilisé
ce simulateur, basé largement sur le modèle de Dalla Man et al. [45], pour générer des “patients
virtuels”, sur lesquels tester la validité et la capacité de prédiction du TPM.
Critères d’analyse :
La littérature du diabète est très riche en indicateurs [49]. Trois ont été retenus, pour comparer
le BMM, le LMM et lr TPM.
“Mean Absolute Difference” (MAD) :








avec N qui représente le nombre d’échantillons.
Le coefficient de détermination :














avec G¯, le BG moyen G¯ = 1N
∑N
t=1G(t). 100% est le score idéal, du fit parfait, et R
2 peut prendre
des valeurs négatives.
La grille d’analyse d’erreurs (EGA) :
Ce critère est retenu car il est utilisé pour quantifier les performances des capteurs de glycémie
[33]. Ainsi, pour les prédictions, si l’on considère qu’une prédiction de BG est homogène à une
“mesure de BG dans le futur”, il est opportun d’utiliser le critère appliqué aux capteurs. L’EGA
propose différentes zones en fonction de la qualité du capteur :
– Pour qu’une mesure soit “cliniquement précise”, elle ne doit pas dévier de plus de 20% de
la valeur réelle, auquel cas elle est classée en zone A de l’EGA. Si 95% des mesures sont
en zone A, le capteur de BG atteint les standards de la norme ISO 15197. Cependant, la
plupart des capteurs de BG n’y parviennent pas [75].
– Une mesure est “cliniquement appropriée”, si elle classée en zone A et B.
– Toutes les autres zones sont potentiellement dangereuses.
Evidemment, l’objectif est d’avoir le plus de prédictions possibles en zones A et B.
TPM vs. simulateur UVa
Ajustement aux données :
La structure du TPM diffère du BMM et du LMM principalement par l’absence de production de
glucose endogène et d’efficacité du glucose à zéro insuline, ce qui se traduit par un comportement
différent, notamment en régime permanent. Le simulateur UVa a cependant le même comporte-
ment en régime permanent que les modèles BMM et LMM. On s’attend donc à ce que le TPM
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TPM LMM MM
MAD (mg/dl) 6.91 4.94 5.26
R2 (%) 89.6 94.8 94.0
Table 4.1 – Valeurs de MAD et R2 moyennées sur tous les patients virtuels (UVa).
Facteur de correction Insulin/CHO Sensibilité aux repas
MM 0.77(0.014) 0.62 (0.075)
LMM 0.86 (0.0028) 0.99 (9.76·10−7) 0.69 (0.038)
TPM 0.90 (0.00078) 0.99 (1.01·10−7) 0.74 (0.023)
Table 4.2 – Facteurs de corrélation et valeurs p (probabilité de commettre une erreur de première
espèce, i.e. rejeter à tort l’hypothèse nulle et donc d’obtenir un faux positif)
soit moins performant lorsqu’on l’ajuste à des données générées par le simulateur UVa, d’autant
plus que le TPM a moins de paramètres que les autres, ce qui est confirmé par le tableau 4.1.
Le BMM et le LMM présentent des performances similaires, et le TPM est légèrement moins
performant.
Bien sûr de bonnes capacités d’ajustement à des données expérimentales n’impliquent pas
nécessairement pour un modèle de bonnes capacités de prédiction.
Analyse de corrélation :
Les résultats sont résumés dans le tableau 4.2.
Dans tous les cas, le TPM présente de meilleurs facteurs de corrélation et valeurs p que le
BMM et le LMM.
Prédictions de BG :
La figure 4.13 compare les capacités de prédictions du BMM, du LMM et du TPM. Est aussi
inclus le modèle “Zero-Order Hold (ZOH)” qui sert ici de référence. MAD sert d’indicateur de
qualité du fit de la prédiction et pour quantifier les rsiques pour le patient, le crtière EGA (% en
zone A) est aussi présenté.
Pour des horizons de prédictions cours (< 60min), le TPM surpasse les autres modèles.
Lorsque h augmente, ce n’est plus le cas. C’est bien sûr causé par le fait que le modèle de
Dalla Man à la base du simulateur UVa a un comportement en régime permanent similaire à
celui des modèles BMM et LMM. Rappelons que le comportement en régime stationnaire prédit
par le BMM, notamment le retour à une glycémie normale après une hyperglycémie prolongée
sans actions compensatrices, est rejeté par la grande majorité des thérapeutes.
Validation par rapport aux données cliniques
Ajustement aux données :
Le tableau 4.3 compare les performances du TPM, du LMM, et du BMM (indicateurs MAD et
R2).
Comme prévu le TPM est légèrement inférieur face à des données cliniques, ce qui est, comme
TPM LMM MM
MAD in mg/dl 12.89 10.56 12.09
R2 in % 72.42 81.16 76.15
Table 4.3 – Indicateurs MAD et R2 (moyennés sur tous les patients) pour l’ajustement aux
données cliniques.
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Figure 4.13 – MAD (haut) et % en EGA zone A (bas) des valeurs moyennées des prédictions
par les différents modèles, pour différents horizons de prédictions par rapport au simulateur UVa.
dans le cas des données du simulateur UVa, causé par la diminution du nombre de paramètres.
Analyse de corrélation :
Le tableau 4.4 analyse la corrélation des paramètres des différents modèles par rapport aux
paramètres thérapeutiques des données cliniques.
Les résultats sont ici très clairs. La corrélation est très largement supérieure pour le TPM,
ce qui compense largement la diminution de la capacité à reproduire des données. Les résultats
du BMM, qui est sans doute le modèle le plus utilisé pour les études de contrôle de BG en
boucle fermée sont d’ailleurs inquiétants car elles indiquent que son utilisation peut conduire à
une grande surestimation des quantités d’insuline à injecter [13].
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Facteur de correction Insulin/CHO Sensibilité aux repas
MM 0.16 (0.67) 0.57 (0.09)
LMM 0.47 (0.17) 0.78 (0.0077) 0.52 (0.13)
TPM 0.89 (0.00055) 0.89 (0.00055) 0.85 (0.002)
Table 4.4 – Facteurs de corrélation et valeurs p.
Prédictions de BG :
Comme l’illustre la figure 4.14, la valeur moyenne de MAD pour le TPM et LMM sont
similaires. Le BMM présente des résultats pires que le ZOH pour des horizons courts. En moyenne,
97% des prédictions avec TPM et le LMM sont en zones A et B.
Synthèse
Au final, le TPM présente des résultats acceptables pour l’ajustement aux données, des
prédictions similaires ou meilleures, mais surtout un forte corrélation avec les paramètres théra-
peutiques, ce qui est résumé dans le tableau 4.5.
MM LMM TPM
Simplicité X X X
Fits acceptables X X X
Identifiabilité × X X
Linéarité × X X
Prdédictions acceptables × X X
Corrélation avec les paramètres de thérapie × × X
Paramètres à identifier 6 6 4
Table 4.5 – Tableau de comparaisons des propriétés des différents modèles.
Ainsi on dispose d’un modèle “taillé” pour l’estimation d’état, pour la commande prédictive
ou encore pour développer des méthodes de recommendation automatique.
Extension stochastique
Cette section ne présente pas de résultats, mais les grandes lignes des derniers développements
de la thèse d’Alain Bock (TD1). Les résultats sont restés confidentiels pendant longtemps car
notre partenaire industriel étudiait la possibilité de dépôt de brevet avant que nous ayons le
droit de les soumettre pour publication dans journal [12], et de les intégrer au manuscrit de thèse
d’Alain Bock [10].
Pour traiter de la variabilité inter-patient, on propose d’utiliser le TPM comme la partie
déterministe d’un modèle stochastique.
Pour cela, au lieu de considérer des paramètres déterministes, les paramètres sont supposés
normalement distribués autour de leur valeur déterministe :
Θ ∼ N (θ,Q) (4.41)
∼ θ + w(t) (4.42)
A chaque paramètre θi est ajouté un terme Gaussien et Θi = θi+wi, avec w =
[
w1 . . . wp
]T
de covariance Q. En propageant l’incertitude avec la théorie du filtre de Kalman étendue a été
appliquée, nous avons pu obtenir des intervalles de confiance autour des prédictions de BG.
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Figure 4.14 – MAD (haut) et % EGA en zone A (bas) des prédictions par les différents modèles
pour des données cliniques.
Comme pour le TPM, une validation a été réalisée sur la base de patients réels (étude clinique)
et virtuels (UVa). Malheureursement (contrairement à ce que l’on obtiendrait si toutes les hypo-
thèses été vérifiées), plus de 5% des prédictions de cas cliniques sont à l’extérieur de l’intervalle
de confiance à 95 %. La cause principale est que la distribution du bruit de mesure des données
cliniques n’est pas Gaussienne.
Cependant ces premiers résultats sont très encourageants, et dans une autre étude, aussi
confidentielle pour l’instant, nous avons montré qu’utiliser cette information sur les intervalles
de confiance dans le cadre du contrôle du BG en boucle fermée réduisait significativement les
risques d’hypo- et d’hyperglycémie.
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Un noouveau contrôleur de glycémie (TPC)
La synthèse d’un contrôleur de glycémie (TPC), non détaillé dans ce manuscrit, basé sur
le TPM et qui utilise l’extension stochastique pour construire un filtre (TPF) pour les mesures
de glycémie, et la comparaison de ses performances avec les contrôleurs de la littérature (sur
la base du simulateur UVa) fera l’objet d’une publication prochaine (actuellement en cours de
préparation).
Le TPC est un contrôleur simple et efficace, principalement construit sur la base des para-
mètres du TPM. Il s’appuie sur les concepts suivants :
1. Le rejet de l’effet des repas, au moyen d’un terme feed-forward, ce qui nécessite l’annonce au
contrôleur du repas à venir. Ce point est commun à beaucoup de méthodes de commande
envisagées pour le pilotage des pompes à insuline automatique. Bien évidemment, une
analyse a été réalisée en simulation, pour estimer la “robsutesse” du TPC en cas d’erreur
ou d’oubli d’annonce.
2. L’adptation de la consigne de glycémie : il a été montré que si la dynamique de l’effet de
l’insuline est plus lente que celle du repas, il était impossible de maintenir une glycémie
constante, notamment car la plupart des diabétiques injectent de l’insuline au moment du
repas et pas à l’avance. Ici encore, l’adaptation de la valeur de consigne s’appuie principa-
lement sur les paramètres du TPM et sur la connaissance et l’annonce des repas.
3. “L’insuline à bord” : Introduit par Ellingsen et al. [52], ce label est utilisé en référence à
l’insuline encore active dans le sang au moment où le patient envisage de procédér à une
injection supplémentaire. C’est un terme relativement difficile à estimer pour lequel plu-
sieurs corrélations ont été construites. Ici, le TPM est utilisé pour construire un estimateur
en boucle ouverte. La valeur ainsi estimée est prise en compte pour minorer la quantité
d’insuline à injecter calculée par le contrôleur.
4. Structurellement, le TPC s’assimile à un simple régulateur proportionnel auquel on déduit
l’effet dynamique de l’insuline à bord.
Les avantages du TPC par rapport aux régulateurs les plus simples (PID, ...) a été étudié au
moyen du simulateur Uva Padova. Ainsi, par rapport à un PID, il ne nécessite aucun tuning
manuel et que sa première injection est plus agressive, alors que les suivantes, du fait de l’es-
timation de l’insuline à bord sont plus modérées (“défensives”). Il semble donc plus à même de
rejeter l’effet des repas non ou mal annoncés, car un PID est généralement reglé pour éviter
les oscillations, et donc pour être moins réactif. Ses désavantages, notamment une plus grande
sensibilité au bruit de mesure ont été aussi discutés, et des solutions ont été proposées pour y
remédier.
Le TPC a aussi été comparé en simulation à d’autres contrôleurs de la littérature [130,
31, 37]. Les résultats de simulations montrent des résultats la plupart du temps comparbles,
parfois meilleurs, et plus rarement inférieurs à des contrôleurs pourtant souvent plus complexes
(e.g. le MPC de [130]). Ces résultats sont cependant à prendre avec précautions, car la plupart
de ces régulateurs exploitent leurs pleines potentialités dans des scénarios parfois difficiles à
reproduire. Il reste que ces travaux, qui ont donné lieu à plusieurs projets de Master et, donc,
à la thèse d’Alain Bock [10] montrent qu’un modèle, compatible avec les paramètres classiques
de la prescription médicale, pouvait mener à des résultats équivalents, sinon meilleurs, que des
modèles plus complexes, pour l’ajustement aux données expérimentales, la prédiction et, comme
dicsuté dans cette section, pour le contrôle de la glycémie.
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L’objectif de ce document est de résumer mes activités de recherche au cours des quinze der-
nières années. La recherche en génie des procédés chimiques incorpore quasi-systématiquement
les trois étapes suivantes : la modélisation mathématique des procédés, la simulation des mo-
dèles développés et l’expérimentation durant laquelle les mesures disponibles sur le procédé sont
typiquement utilisées pour améliorer le modèle. Mais l’établissement d’un modèle ne doit pas
être réduit à la construction d’un outil de simulation permettant de prédire le fonctionnement
de systèmes industriels. Un modèle permet de valider ou d’invalider la compréhension physico-
chimique du procédé. Enfin, c’est un outil qui peut être utilisé pour contrôler et/ou optimiser les
performances d’un procédé. C’est l’étape ultime de la recherche et du développement en génie des
procédés : celles où, au-delà d’utiliser les connaissances et la compréhension d’un système pour
dimensionner et simuler le fonctionnement d’installations, l’ingénieur ou le chercheur cherche à
s’assurer que le procédé est opéré comme il se doit et/ou de manière optimale.
La plupart des travaux de recherche que j’ai effectués s’inscrivent dans cette étape ultime, et
j’ai pu participer à la fondation et au développement de deux méthodes d’optimisation basées
sur les mesures. Un modèle n’étant jamais une représentation parfaite de la réalité, ces méthodes
proposent d’utiliser les mesures disponibles sur le procédé pour en assurer la faisabilité et l’op-
timalité, malgré la présence d’incertitude. Comme on l’a vu, ces recherches ont souligné qu’un
modèle, pour pouvoir être utilisé pour optimiser un procédé, devait être capable de prédire ses
conditions nécessaires d’optimalité, qu’il soit capable ou non de prédire ses sorties mesurées avec
précision. Ainsi, pour une des familles de méthodes sur lesquelles j’ai travaillé, il a été démontré
qu’il pouvait être préférable de remplacer un modèle détaillé par une approximation convexe,
puisque cela permet de bénéficier de propriétés utiles pour la quête d’optimalité.
En aucun cas ces résultats ne doivent être perçus comme une quelconque affirmation de
l’inutilité des modèles détaillés ou de leur amélioration sur la base des mesures disponibles.
Un modèle détaillé et précis reste idéal pour analyser un procédé. Cependant, mes activités
de recherche m’ont convaincu qu’un modèle doit être utlisé conformément à ce pourquoi il a
été développé. Un modèle entraîné à prédire des sorties peut être inefficace pour prédire des
conditions nécessaires d’optimalité et vice-versa. Cependant, rien n’interdit de disposer des deux
types de modèles, et dans de nombreux cas un bon modèle de prédiction peut s’acquitter des
deux objectifs.
Le fruit de mes activités de recherche a été le développement et la validation de méthodes
quand ce n’est malheureusement pas le cas. Comme on l’a vu, la plupart de ces contributions sont
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de nature méthodologique. C’est parfaitement justifié car si l’on considère que la connaissance
(i.e le modèle) que l’on a d’un procédé n’est pas suffisante pour garantir que l’on puisse l’opérer
de façon optimale, pour espérer pouvoir proposer une solution applicable, il est nécessaire de
démontrer que l’on est capable d’atteindre les performances optimales du vrai procédé. Il convient
donc de travailler au double niveau des conditions nécessaires d’optimalité (i) du modèle que l’on
utilise et (ii) du procédé, et de déterminer les conditions pour lesquelles les méthodes proposées
permettent de passer de la satisfaction de (i) à la satisfaction de (ii). Il en résulte deux familles
de méthodes : RTO via NCO-tracking adaptée aux procédés (semi-)batchs et aux problèmes
d’optimisation dynamique et RTO via Modifier Adaptation, adapée aux procédés continus et aux
problèmes d’optimisation statique ou en régime permanent ,et le solveur SCFO qui, appliqué
à tout algorithme de RTO peut permettre de garantir la convergence et la faisabilté à chaque
itération. NCO-tracking a été volontairement moins discutée dans ce rapport puisque, pour ce
qui concerne mes activités de recherche, elle a été principalement au cœur de mon travail de
doctorat. Par contre ces sont les limitations intrinsèques de NCO-tracking, principalement la
nécessité de faire des hypothèses sur l’impact de l’incertitude sur la solution optimale, qui ont
conduit à soulever un certain nombre de questions de recherche auxquelles RTO-MA ainsi que
les Conditions Suffisantes de Faisabilité et d’Optimalité (SCFO) apportent des réponses, pour
les systèmes statiques ou en régime permanent.
Les travaux que j’ai récemment supervisés dans le domaine du diabète, s’ils s’inscrivent
plutôt dans une démarche de modélisation pour la prédiction de sorties délivrent un message
relativement similaire. Si l’objectif du modèle est la compréhension du système glyco-régulateur,
alors le modèle développé dans le cadre de la thèse d’Alain Bock (TD1) est d’une utilité modérée
– à l’image de beaucoup de modèles de la littérature. Ici les objectifs de ce modèle sont la
prédiction de glycémie, le contrôle et l’optimisation. Comme dans le cas particulier du traitement
de diabétiques, le médecin aura toujours le dernier mot, la propriété prioritaire que le modèle se
doit d’avoir est d’être compatible avec des injonctions thérapeutiques – qui ont fait leurs preuves
depuis la découverte de l’insuline – pour ne serait-ce qu’imaginer l’utiliser.
La validation de ces méthodes, la seule qui ait un sens véritable, réside dans leur applica-
tion à des systèmes réels. J’ai pu travailler sur l’optimisation de réacteurs de copolymérisation
durant ma thèse et leur appliquer RTO via NCO-tracking. Plus récemment, j’ai pu travailler au
travers de différents projets (que j’ai initiés, conduits et (co-)supervisés) traitant de systèmes
énergétiques, biotechnologiques et mécaniques. C’est le grand intérêt de l’optimisation et de la
commande : de nature générique, elles s’appliquent de façon similaire à des systèmes très diffé-
rents. L’application la plus originale qu’il m’ait été donné de considérer est sans doute le travail
sur l’allocation dynamique de prix de vente de services dans le domaine du “cloud-computing”
[91]. Mais les applications sur les piles à combustible de type SOFC (cf. Chapitre 4) ou de type
PEM en partenariat avec Swatchgroup (non présenté dans le document mais introduit en an-
nexe en section C.1.6) sont, pour ce qui me concerne, les meilleurs exemples de ce que RTO via
Modifier Adaptation et les SCFO peuvent apporter pour l’optimisation des procédés chimiques
continus, car une pile à combustible n’est au final rien de plus qu’un réacteur électrochimique.
La problématique du réglagle itératif de contrôleurs ou de la détermination de trajectoires op-
timales pour un procédé dynamique (ici illustrée par le réglage d’un contrôleur MPC pour un
cristalliseur et par l’optimisation en temps réel de kites) sont aussi des applications concrètes
qui soulignent l’applicabilité des outils et des méthodes développés durant ces quinze dernières
années à des problèmes concrets, fréquemment rencontrés dans l’industrie chimique. Enfin le
projet sur les kites, et ses premiers résultats concernant l’adaptation de la trajectoire à suivre le
long d’un cycle, pour maximiser la puissance moyenne produite, illustre le développement d’une
méthode générique, applicable aux procédés chimiques discontinus. Dès à présent, des études en
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simulation sont en cours sur un réacteur de Williams-Otto et sur un procédé de fermentation et,
bien évidemment, les mois qui viennent doivent permettre de tenter d’appliquer cette approche
au kite expérimental.
5.2 Perspectives
En l’espace de quelques années, RTO-MA est passé du statut de méthode prometteuse à mé-
thode applicable. C’est très encourageant, et les différents résultats méthodologiques et appliqués
illustrent tout le potentiel de l’approche. S’affranchir de l’impossibilité de vérifier l’adéqution du
modèle par l’utilisation d’approximations convexes et proposer un cadre pour utiliser RTO-MA
pendant le transitoire vers le régime permanent sont deux contributions qui, je l’espère, permet-
tront d’installer RTO-MA comme une méthode de choix, à l’image des techniques de contrôle de
gradient. Cependant il reste de nombreux points à éclaircir qui feront l’objet de un ou plusieurs
projets de recherche méthodologique.
1. Remplacer le modèle par une approximation convexe (uniquement pour l’optimisation),
permet d’assurer que l’on utilise un modèle adéquat, sans hypothèses sur la solution opti-
male. L’approximation convexe discutée dans ce document est simplissime et son avantage
est d’être facile à construire sur le base de simulations. Cependant, une “mauvaise” approxi-
mation convexe peut conduire à une augmentation significative du nombre d’itérations. Il
convient donc de faire des efforts significatifs dans cette direction, le minimum étant sans
doute de comparer sur un nombre élevé d’exemples, l’influence du choix de la méthode
d’approximation convexe sur la vitesse de convergence.
2. Réaliser les itérations de RTO-MA durant le transitoire, notamment avec une approxima-
tion convexe permet d’envisager d’utliser RTO-MA comme un contrôleur. Cependant l’op-
timalité en régime permanent n’implique pas la stabilité durant le transitoire. Il convient
donc d’étudier la stabilité de la méthode. C’est un travail fondamental très complexe,
puisque le calcul des entrées n’est pas explicite, comme dans le cas d’une loi de commande,
mais résulte de la résolution d’un problème d’optimisation. Les observations montrent que
si le système a un comportement dynamique particulier, comme par exemple un système
exhibant des dynamiques internes instables, il est nécessaire de diminuer la fréquence de
ré-optimisation ou d’augmenter le filtrage, jusqu’au point ultime – pour les systèmes aux
comportements dynamiques les plus critiques – où le gain de temps est réduit à néant par
rapport aux itérations classiques de régime stationnaire en régime stationnaire. Une façon
optimiste d’interpréter ces observations serait de constater que cela implique que les per-
formances sont au pire les mêmes que dans la formulation classique de RTO-MA. Ce n’est
évidemment pas satisfaisant et étudier la stabilité pour des structures simples (par ex. dans
le cas d’une fonction coût quadratique, avec des contraintes linéaires ou quadratiques, pour
un système dynamique linéaire ou affine en le commande) doit être réalisable, et me semble
nécessaire pour identifier les cas pour lesquels il est exclus/inutile d’utiliser RTO-MA en
ligne.
3. La même remarque vaut pour le solveur SCFO. Il est présentement appliqué à des piles
SOFC en tenant compte du fait que la partie électrochimique est quasi-statique et que la
dynamique thermique est lente. Il convient d’étudier si cette séparation d’échelle de temps
est suffisante pour assurer la stabilité une pile à combustible. Les premières réalisations
expérimentales semblent monter que c’est le cas. Il faut bien évidemment étayer cette
observation et étudier le cas échéant sa généralisation à des classes de systèmes dynamiques,
par ex., stables en boucle ouverte.
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4. Appliquer RTO-MA en ligne, pour optimiser la performance en régime établi nécessite
d’être en mesure d’estimer en ligne les modificateurs, définis a priori en régime permanent.
Dans ce rapport, j’ai présenté l’estimateur que nous avons proposé, une estimateur en
boucle ouverte, simple et consistant. Ce dernier point est son intérêt principal : il n’est pas
besoin d’étudier a priori les propriétés à convergence de l’estimateur, puisque l’on peut im-
médiatement affirmer que les modificaturs d’ordre 0 estimés tendent vers les modificateurs
théoriques lorsque le système approche le régime permanent. Il en va presque de même
pour les estimateurs d’ordre 1, et l’on peut affirmer aisément que les valeurs estimées en
ligne tendent vers les valeurs qui auraient été obtenues si l’estimation avait été réalisée
de régime permanent en régime permanent. Ce sont des résultats intéressants, mais loins
d’être suffisants, et il faut bien évidemment améliorer l’estimation des modificateurs, en
étudiant par exemple l’applicabilité du filtre de Kalman. Ce dernier étant un filtre (pouvant
être utilisé comme estimateur) en boucle fermée, il présente une plus grande robustesse est
un moins grande sensibilité aux conditions initiales, même s’il est réputé difficile à régler.
Cependant, les résultats méthodologiques et appliqués obtenus durant ces quinze dernières
années et les promesses qu’elles offrent ouvrent la voie au développemnt d’activités de recherche
dans des domaines plus larges que RTO-MA et les SCFO. Ainsi, parmi les pistes de recherche
que j’imagine initier et développer au niveau méthodlogique :
1. Optimisation Multicritère en temps réel : Dans beaucoup de cas d’étude, notamment in-
dustriels, le problème d’optimisation envisagé ne comporte pas un seul objectif. Plusieurs
fonctions coûts sont envisageables, et l’approche classique consiste à construire une combi-
naison convexe des différentes fonctions objectif et, en variant le poids attribué à chacune
des fonctions objectif, de tracer le front de Pareto. Le front de Pareto permet de définir des
ensembles de conditions opératoires optimales sans relation de domination entre elles. Ty-
piquement, une procédure d’aide à la décision permet ensuite de décider lesquelles seront
retenues. Le problème, déjà difficile, est encore plus compliqué si l’on considère la pré-
sence d’incertitude. J’imagine une recherche en deux axes dans ce domaine. Tout d’abord,
étudier l’intérêt de l’analyse variationnelle, par exemple des conditions nécessaires d’opti-
malité, pour l’aide à la décision. Pourquoi ne pas considérer le point du front de Pareto
le moins sensible à l’incertitude comme candidat ? Le deuxième axe pourrait consister en
une extension de RTO au cas multiobjectif : pour une méthode d’aide à la décision don-
née, un point du front de Pareto peut-être sélectionné. En présence d’incertitude, d’erreurs
de modélisation ou de perturbations, le point déterminé initialement peut ne plus être “le
meilleur”. Peut-on utiliser les techniques de RTO pour apporter la correction nécessaire, en
temps réel, à l’image de ce qui peut être réalisé dans le cas monoobjectif ?
2. Optimisation en temps réel distribuée : Les procédés sont de plus en plus interconnectés et
de natures diverses. Ainsi, il est clair que la réponse, par exemple, à la crise énergétique ne
repose pas sur une seule technologie et sur une seule source, mais plutôt sur la combinaison
de différentes technologies. En conséquence, non seulement chacune des unités doit être
optimisée individuellement au niveau du design comme au niveau opératoire, mais l’opéra-
tion combinée doit également être optimale. C’est d’autant plus vrai que l’incertitude peut
affecter indépendamment chacune des unités. Où convient-il de rejeter ou de limiter l’effet
de l’incertitude et des perturbations ? Faut-il agir de manière centralisée, décentralisée ?
Ce sont des questions de recherche pour lesquelles un certain nombre de chercheurs sont
actifs dans le domaine des “smart grids” ou de la gestion des transports. Mais formuler et
résoudre de tels problèmes multicouches est un champ de recherche ouvert pour le process
systems engineering dans lequel, idéalement, des éléments d’optimisation en temps réel,
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et/ou multicritère et/ou globale pourront être intégrés.
3. L’optimisation en temps réel comme critère de design ? : Jusqu’à présent, le design des
procédés est considéré comme un prérequis au développement de méthodes de contrôle et
d’optimisation. J’aimerais étudier la possibilité d’intégrer le potentiel d’un système contrôlé
et optimisé en ligne, notamment sa capacité à rejeter l’effet de l’incertitude et des pertur-
bations, comme un paramètre de design supplémentaire. Par exemple, le remplacement
envisagé en Suisse de grandes stations de traitement des eaux centralisées par des unités
plus petites, décentralisées, risque de rendre les nouvelles stations plus sensibles aux va-
riations de charge que les anciennes. La capacité des outils de contrôle à compenser ces
variations doit pouvoir être prise en compte lors du dimensionnement de telles unités, pour
éviter de les sur-dimensionner.
Au niveau applicatif, si j’espère continuer à travailler sur les piles à combustible, 4 domaines
présentent beaucoup de potentiel de développement et d’application des outils du génie des pro-
cédés en générale et de l’optimisation en temps réel en particulier : (i) la chimie industrielle, (ii)
la chimie verte, (iii) la production d’énergie, et (iv) les procédés biotechnologiques environne-
mentaux, avec emphase sur le traitement des eaux et sur la production de biogaz, qui sont deux
enjeux majeurs. Ce sont des secteurs concurrentiels, émergents, et/ou (déjà ou bientôt) en crise.
Pour chacune de ces thématiques, les outils de modélisation, de dimensionnement, de commande
et d’optimisation sont autant de clés qui peuvent permettre aux méthodes les plus innovantes
de devenir des solutions économiquement viables pour la production et la gestion de l’énergie, la
production d’eau et la production éco-responsable de composés chimiques.
Enfin, l’intensification des procédés est aussi un champ relativement ouvert, en ce sens que
durant les quinze dernières années il a surtout donné lieu à de grandes innovations technologiques
dans le design et l’intégration des procédés, la distillation réactive en étant sans doute le meilleur
exemple. Cependant, plus un procédé est intensifié dans sa conception, plus sa fenêtre opéra-
toire et sa controllabilité peuvent être réduites, et plus sa sensibilité à l’incertitude peut croître.
Développer des méthodes, notamment d’optimisation des procédés intenses, est une direction de
recherche pleine d’avenir, à mon sens.
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Parcours Professionnel :
Depuis le 1er Juin 2014 Adjoint Scientifique, Doyen Adjoint, Faculty of Engineering and Ar-
chitecture, University of Applied Sciences and Arts of Western Swit-
zerland (HES-SO)
(Domaine Ingénierie et Architecture, Haute École Spécialisée de
Suisse Occidentale),
Depuis le 1er Nov 2008 Chercheur Invité, Hôte Académique, Laboratoire d’Automatique,
École Polytechnique Fédérale de Lausanne (EPFL),
1er Nov 2008 - 31 Oct 2013 Senior Researcher & Lecturer, Laboratoire d’Automatique, École
Polytechnique Fédérale de Lausanne (EPFL),
Depuis 2006 Maître de Conférences à l’Université de Perpignan Via Domitia
(UPVD), Recherche à l’UPVD et à l’INRA de Narbonne, Enseigne-
ment à l’IUT de Perpignan, site de Narbonne (Génie Chimique), en
disponibilité pour regroupement familial depuis novembre 2008,
2005-2006 Chercheur Postdoctoral, Groupe d’Implantation Industrielle, Labo-
ratoire de Technologie des Composites et Polymères, EPFL,
2005 Enseignant d’Algèbre, École Techniques des Métiers (ETML), Lau-
sanne,
1999-2004 Assistant d’Enseignement et de Recherche, Laboratoire d’Automa-
tique, EPFL,
1998-1999 Service National Scientifique du Contingent, Laboratoire des
Sciences du Génie Chimique, CNRS Nancy, France.
Formation et Diplômes :
1999-2004 Doctorat ès Sciences EPFL, “Measurement-based run-to-run opti-
mization of batch processes : application to industrial acrylamide
copolymerization”, Dirs. : Prof. Dominique Bonvin & Dr. Bala Srini-
vasan, acceptée sans réserve (meilleure mention possible en Suisse),
1998 DEA en Génie des Procédés, Institut National Polytechnique de
Lorraine (INPL), Dir. : Prof. A. Latifi, mention TB,
1998 Diplôme d’Ingénieur, École Nationale Supérieure des Industries Chi-
miques (ENSIC), Nancy,
1992 - 1995 Classes Préparatoires (Sup. & Spé P’), Lycée Dumont d’Urville,
Toulon.
Divers :
AIChE (American Institution of Chemical Engineers) : Membre
Expert pour l’Agence Nationale de la Recherche (ANR)
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Activités d’enseignement – Activités
Administratives
Ayant travaillé dans plusieurs universités depuis 1999, la nature et le volume des enseigne-
ments dont j’ai eu la charge a significativement varié d’une année sur l’autre. C’est pourquoi
mes activités d’enseignement sont présentées chronologiquement, avant d’être résumées, pour
l’essentiel sous la forme d’un tableau.
B.1 1999-2004 : Assistanat d’enseignement
Entre 1999 et 2004, à l’EPFL, j’avais à assumer des tâches d’enseignement à hauteur de
25 % et des activités de recherche à hauteur de 75 % de mon temps de travail. J’ai ainsi eu
la chance de développer significativement mon expérience et de profiter des interactions avec
les étudiants. Mes tâches englobaient principalement : (i) de l’assistanat pendant les séances de
travaux pratiques et dirigés et (ii) la proposition et l’encadrement des sujets de projets étudiants
de semestre et de master (le cas échéant avec un sénior de recherche et/ou un Professeur de
l’EPFL).
En plus de ces tâches “classiques” pour un assistant d’enseignement et de recherche, candidat
au doctorat, j’ai été officiellement nommé chargé de cours en 2003, en remplacement du Professeur
Bonvin lors de son séjour sabbatique. Pour cela, comme il n’est pas pas a priori prévu dans les
statuts qu’un doctorant puisse être chargé de cours (magistral, avec la responsabilité de l’examen
et donc inscription au plan d’études), j’ai eu à passer une audition et présenter un cours devant
une commission, chargée de m’octroyer (ou non) le grade de chargé de cours.
B.2 2005-2006 : Enseignant d’algèbre/Chercheur postdoctoral
En 2005, j’ai travaillé de fin janvier à fin juillet comme enseignant d’algèbre à l’Ecole Tech-
nique des Métiers de Lausanne, avec notamment une charge d’enseignement à l’Ecole Technique
Supérieure (équivalent suisse d’un BTS). À la fin de l’année 2005, j’ai rejoint le groupe d’im-
plantation industrielle du Laboratoire de Technologie des Composites et Polymères de l’EPFL.
Travaillant dans un spin-off du laboratoire sur des projets industriels, j’y avais relativement peu
de tâches d’enseignement, si ce n’est quelques TPs de matériaux, non listés dans ce document.
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B.3 2006-2008 : Maître de Conférences
Entre septembre 2006 et novembre 2008, date de ma mise en disponibilité pour regroupement
familial, j’ai travaillé comme Maître de Conférences à l’Université de Perpignan. Nous démarrions
le Département de Génie Chimique de l’IUT de Perpignan (site de Narbonne), et avions à
effectuer de nombreuses heures complémentaires. J’avais donc à charge 280 heures eq. TD par
an d’enseignement de 7 matières :
1. Techniques Séparatives et Environnement (IUT 2A)
2. Génie des Séparations (IUT 2A)
3. Sécurité Industrielle (IUT 2A)
4. Commande de Procédés, (IUT 2A)
5. Etude Technico-économique de projets (IUT 2A)
6. Simulation (IUT 2A)
7. Mathématiques (algèbre et analyse niveau 2), (IUT 1A)
Ces cours étaient à démarrer “de zéro” : contenu des cours, TDs et TPs, avec la contrainte supplé-
mentaire que les locaux n’étaient pas encore livrés. J’ai ainsi créé des TPs (par ex. manipulation
d’extincteurs avec les pompiers de Narbonne, sur le site de la COMURHEX, filtration tangen-
tielle au Laboratoire de Biotechnologie Environnementale de l’INRA de Narbonne, ...), tout en
créant les séances d’exercices et les cours magistraux, et, on le verra plus tard, en assumant
la direction des études de deuxième année. Enfin, en 2008, ayant sollicité et obtenu une mise
en disponibilité pour regroupement familial, j’ai tenu à effectuer mon service du semestre entre
septembre et octobre, pour que mes collègues disposent d’un semestre entier sans avoir à assumer
mes enseignements.
B.4 depuis 2008
Depuis 2008 et mon retour à l’EPFL, j’enseigne à l’Ecole Doctorale (en anglais) le cours
de Commande Optimale (cours à 4 crédits), à des étudiants inscrits à différents programmes
doctoraux (doctorants en automatique, robotique, génie chimique, énergétique, biotechnologie,
ingénierie financière, ...). C’est un cours qui a du succès, avec un nombre d’étudiants bien supé-
rieur à la moyenne des cours doctoraux.
À mon arrivée, j’ai changé la procédure d’évaluation du cours en supprimant l’examen écrit
intermédiaire, considérant que (i) la réalisation d’un projet, la rédaction d’un rapport et la
soutenance orale devant un jury avec expert externe étaient plus appropriées pour l’évaluation
de doctorants, d’autant que certains sont en dernière ou avant-dernière année et que (ii) l’examen
intermédiaire ne couvrait pas assez le cours dans sa globalité.
Le tableau B.1 résume mes activités d’enseignement pour les périodes susmentionnées. A
noter que les encadrements de projets de Master, considérés comme faisant partie des activités
d’enseignement comme de recherche à l’EPFL seront listés dans la section suivante pour les
projets de Master I et en section C.3.1 pour les projets de Master II de fin d’études.
B.5 Encadrements d’Étudiants
J’ai encadré, lorsque j’étais Maître de Conférences, plusieurs étudiants durant leur stage en
entreprise. À l’EPFL, j’ai encadré et participé au jury de nombreux projets de Master I (projets
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Période Section Nature Niveau Volume total
1999-2004 Génie Mécanique TP M1 40 h
- Microtechnique TP M1 60 h
- Génie Chimique TP M1 4 h
- Génie Chimique TD M1 36 h
- Génie Chimique CM M1 14 h
2005 Algèbre CM+TD BT/BTS 196 h
2006-2008 Génie Chimique CM+TD+TP IUT 1A/2A 660 h
2008- Ecole doctorale CM+TD Ecole doctorale 360 h
Table B.1 – Activités d’Enseignement
de semestre), sans compter les Masters II (recherche) listés dans la section C.3.1. La liste suivante
présente les encadrements de projets de quatrième année (Master I). Les projets dont les intitulés
sont mentionnés deux fois (ex. PE1 et PE3) correspondent à des projets réalisés sur un semestre
et poursuivis le semestre suivant. Ce sont bien donc des projets indépendants, qui ont donné lieu
à chaque semestre à une présentation intermédiaire, un rapport final, une présentation finale, et
une note d’examen. L’EPFL considère depuis peu que l’encadrement d’un projet M1 correspond
à 2.25h d’enseignement par semaine.
PE1 I. Alberdi Balentziaga,“Iterative Design of Experiment”, printemps 2013.
PE2 R. Waldis, “Modeling and Control of an Experimental Kite System”, 2013.
PE3 I. Alberdi Balentziaga I., “Iterative Design of Experiments”, automne 2012.
PE4 E.Martinolo & P. Bertus, “Modeling and Control of an Experimental Kite System”,
2012 (double projet).
PE5 F. Fraire, “Comparison of Tuning Schemes for Model-Predictive-Control”, 2011.
PE6 F. Xavier., “Stochastic Modeling of Diabetics”, 2011.
PE7 R. Henriques., “Optimal Control for the Treatment of Diabetes during Physical Activity”,
2011.
PE8 F. Fraire, “Adaptive Tuning Schemes for Run-to-Run Model-Predictive Control”, 2011.
PE9 S. Granges, “Modeling and Optimization of Energy Distribution in Urban Waste Incine-
ration”, automne 2010.
PE10 S. Granges, “Modeling and Optimization of Energy Distribution in Urban Waste Incine-
ration”, printemps 2010.
PE11 F. Huguenin, “Optimal Control for the Treatment of Diabetes during Physical Activity”,
2010.
PE12 B. Schaefer, “Perfusion rénale”, 2004.
PE13 Y. Fasel, “Commande optimale pour la conduite au fil de l’eau d’une cascade de trois
usines hydroélectriques”, 2004
PE14 Y. Marclay, “Commande d’une turbine Pelton”, printemps 2000.
PE15 Y. Marclay, “Commande d’une turbine Pelton”, automne 1999.
J’ai servi aussi régulièrement comme expert externe aux examens à l’EPFL et comme obser-
vateur pour les examens oraux.
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B.6 Activités administratives
Les principales activités administratives que j’ai assumées sont résumées ci-dessous
1. À l’IUT de Génie Chimique, j’occupais les fonctions de directeur des études de deuxième
année. Comme nous démarrions le département, les tâches étaient nombreuses et lourdes.
Ainsi j’avais : (i) à gérer l’emploi du temps de deuxième année, (ii) à trouver, à propo-
ser l’engagement et assurer le suivi des notes d’examens des intervenants extérieurs, et
(iii) à gérer les résultats de deuxième année et l’attribution des diplômes (DUT). Comme
nous n’avions pas encore les locaux, il fallait aussi gérer les réservations de salles (IUT
de Carrières Juridiques, Laboratoire de Biotechnologie Environnementale de l’INRA Nar-
bonne). Sans locaux, nous ne disposions pas non plus d’une infrastructure très développée,
et beaucoup de ces tâches s’effectuaient manuellement.
2. Depuis 2008, je suis membre du “Seniors Group” du laboratoire (conseil de direction), où
nous prenons les décisions telles que l’organisation des locaux, l’engagement du personnel
administratif et technique, des doctorants et des post-doctorants (tâches pour lesquelles
tous les membres du conseil de direction visent les dossiers, participent au processus d’in-
terview, et, le cas échéant, votent pour ou contre le recrutement), ou encore l’achat de
matériel.
3. Entre 2008 et 2012, à l’EPFL, j’ai organisé les séminaires du Laboratoire. Ainsi j’ai organisé
pendant 4 ans entre 6 et 8 séminaires par semestre, invitant des chercheurs principalement
européens - pour des raisons de budget, qui même s’il était conséquent (environ 10’000 CHF
par semestre) ne permettait pas de financer des voyages hors zone-Europe. Ponctuellement,
j’ai aussi invité des intervenants nord-américains, profitant de leurs éventuels voyages en
Europe.
4. En 2012, j’ai organisé les “Research Days” du laboratoire, deux jours de mise au vert et de
séminaires internes, avec un budget de 15’000.- CHF.
5. Depuis le 1er Juin 2014, j’occupe les fonctions de doyen adjoint de la Haute École Spécia-
lisé de Suisse Occidentale (HES-SO), c’est à dire la structure rectorale – l’Université des
Sciences Appliqués de Suisse Occidentale – pour la Faculté d’Ingénierie et d’Architecture.
Cette Université comporte 6 facultés : design et arts visuels, économie et services, ingé-
nierie et architecture, musique et arts de la scène, santé et travail social. Cette structure
chapeaute les activités de 28 hautes écoles, réparties dans 7 cantons francophones et forme
chaque année plus de 18’000 étudiants. Il faut noter que les 28 hautes écoles cantonales sont
bien plus anciennes que la structure rectorale qui les chapeaute à présent. Il y a donc un
grand besoin d’harmoniser les enseignements, les protocoles de recrutement et de promo-
tion, mais aussi les pratiques de R&D, pour faciliter notamment la mobilité des étudiants
et des chercheurs.
Je travaille ainsi sur plusieurs “gros dossiers” : (i) le programme de Master en Architecture
commun à trois hautes écoles (Genève, Fribourg et Berne), (ii) l’accréditation de la filière
de Bachelor en Ingénierie des Technologies de l’Information et (iii) la création et le pilotage
d’un comité d’enseignement pour l’harmonisation des pratiques d’enseignement entre les
différentes écoles, (iv) la refondation du Master en Igénierie du Territoire, (v) la création
éventuelle de MOOCs, (vi) l’accréditation du Bachelor en Technique des Bâtiments (énergie
et bâtiments), (vii) les conditions d’admission au niveau Bachelor ou Master (harmonisation
des règles de reconnaissance de crédits ECTS pour les titulaires de DUT, de Bachelors ou
de Masters Universitaires suisses et européens, des règles de reconnaissance de l’expérience
104
B.6. Activités administratives
professionnelle,...), (viii) la stratégie académique (rechercher et enseignement) de la faculté
pour les 5 années à venir.
6. J’ai travaillé à l’organisation de la 13ème conférence internationale sur les technologies éner-
gétiques durables, qui aura lieu fin août à Genève, en tant que membre du comité national
d’organisation, membre de l’IPC et “session chair”. J’y ai aussi soumis un article de confé-
rence, qui y a été accepté [66]. La conférence a été un succès avec 200 participants (la bonne
moyenne de cette conférence), un équilibre financier atteint, malgré des conditions initiales
très défavorables et un discours remarqué d’un conseiller d’état ('ministre) genevois. À
l’issue de cette conférence, un de mes collègues et moi-même avons été invités à soumettre
une version égèrement modifiée de nos articles respectifs (pour ma part : [68]) pour un
journal Open Access (TCM Academic Journal, de l’Université de Newcastle, Australie, à
Singapour), gratuit pour les lecteurs et pour les auteurs. De plus nous sommes éditeurs
invités du numéro spécial consacré à la conférence, et avons donc invité cinq autres auteurs
à soumettre leur manuscrit et préparons actuellement la préface.
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Annexe C
Activités de valorisation et transfert –
Financements Obtenus
On trouvera ici une liste des activités les plus marquantes en liaison avec des partenaires
industriels et académiques, qu’il s’agisse de contrats ou de simples collaborations, ainsi que les
différents financements obtenus.
C.1 Projets avec collaboration / financement industriel
C.1.1 Projets étudiants
Les projets étudiants de Master I : PE7, PE8, PE9, PE10, PE11 et PE12 (cf. section B.5) ont
fait l’objet d’une collaboration industrielle avec entre autres partenaires, EDF, l’Hôpital Univer-
sitaire de Genève, Tridel (incinération de déchets urbains), une multinationale pharmaceutique
(cf. section C.1.9), etc.. De la même façon, les projets de Masters II : MR1, MR2, MR3, MR4,
MR6 et MR7 (cf. section C.3.1) ont fait l’objet de collaborations industrielles.
Deux de ces projets, i.e. MR1 et MR2, sont brièvement présentés dans cette section. MR1 est
effectué en collaboration avec le “Production Technology Center” de Nestlé, Orbe, Suisse. Il s’agit
de développer des modèles dynamiques et des contrôleurs avancés pour améliorer la commande
des sécheurs industriels pour la production de café instantané. C’est une projet de Master réalisé
au laboratoire, pour lequel M. S. Manzini se rend régulièrement à Orbe.
Le projet MR2 est effectué sur le site de production de Huntsman à Monthey, Suisse. Il s’agit
de développer des modèles dynamiques et des contrôleurs avancés pour améliorer la commande
en température réacteurs semi-batch industriels. À l’opposé de MR1, MR2 est réalisé sur site (à
Monthey, Valais), et l’étudiant vient régulièrement au laboratoire.
C.1.2 Projets “United States Council for Automotive Research” et “Vinnova
Consortium”
Il s’agit de deux projets industriels majeurs confidentiels, financés directement par les deux
organismes mentionnés en titre, comportant des fabricants d’automobiles et de pièces en com-
posites. J’ai participé à la réalisation de ces projets en 2005-2006, durant mon post-doc. Mes
tâches consistaient à modéliser, à analyser la sensibilité et à optimiser le coût de fabrication en
composites de pièces pour l’industrie automobile, sur la base de données techniques et financières
réelles.
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C.1.3 Projet “Aqua+Tech”
Il s’agit de l’application consécutive à mes travaux de doctorat. J’ai eu la chance de pouvoir
appliquer les méthodes d’optimisation développées durant ma thèse dans l’industrie, ce qui a
permis d’augmenter de 20% la productivité de réacteurs copolymérisation en émulsion inverse
d’une tonne. Dix ans plus tard, la société (www.aquaplustech.ch) utilise toujours ces méthodes
et les a étendues à d’autres réactions et réacteurs.
C.1.4 Projet “Opti’Enr”
Il s’agit de la thèse de doctorat de Julien Eynard (TD3) que j’ai co-encadrée en 2007 et
2008. Il s’agissait de modéliser et d’optimiser la chaufferie collective de La Rochelle Cofely -
GDF Suez, comportant une chaudière à bois, une chaudière gaz, une centrale de cogénération
et des panneaux solaires, pour le chauffage de 2700 logements, et de favoriser l’utilisation des
sources renouvelables. Le travail a suivi les étapes de (i) modélisation, (ii) d’identification, (iii)
de développement d’un modèle de stockage, et (iv) de développement d’un contrôleur de type
MPC. Le projet a été mené à terme, et Julien Eynard (actuellement MCF) a obtenu sa thèse
en 2010. Nous avons aussi travaillé sur l’optimisation de l’utilisation des renouvelables dans les
bâtiments multi-sources, avant d’adapter ces approches pour la commande optimale du site de
La Rochelle.
C.1.5 Projet “SOFC”
Ce projet, en cours, couvre la partie applicative de la recherche de Gene Bunin que j’ai
co-encadré entre 2009 et décembre 2013. Au moyen d’un financement externe (public-privé :
Swisselectric / Office Fédéral de l’énergie) nous avons étudié l’application des méthodes d’op-
timisation développées par Gene Bunin dans le cadre de son son travail de recherche pour les
piles à combustible SOFC de la société SOFC Power à Yverdon les Bains (CH) et en Italie. Les
premiers résultats expérimentaux, publiés dans le journal Energy, ont montré qu’il est possible
d’optimiser en temps réel le rendement de la pile, malgré des changements aléatoires de charge,
et de respecter les contraintes notamment sur le potentiel des cellules de la pile. Nous travaillons
à présent sur l’application de ces méthodes à des champs de piles industrielles.
C.1.6 Projet “Belenos”
Dans ce projet, en partenariat avec Belenos, holding du SwatchGroup, nous étudions l’appli-
cabilité des méthodes d’optimisation développées au laboratoire aux piles à combustible de type
PEM. L’objectif du projet est la commercialisation d’ici moins de 5 ans de véhicules équipées
de piles à combustible, et d’informatique embarquée, incluant les méthodes que nous aurons
proposées, testées et validées sur les prototypes. Je suis porteur de ce projet pour le laboratoire
qui implique aussi, notamment un post-doc et un autre doctorant. Un stagiaire de l’Université
de Dartmouth (USA) a effectué un stage de dix semaines sur le projet et une étudiante du dé-
partement de chimie/génie chimique entame son projet de Master sur le sujet. Pour l’instant
nous en sommes à l’étape de modélisation de la pile, mais un prototype du véhicule est d’ores et
déjà homologué et a parcouru plus de 3000 kms sur les routes suisses. À moyen terme il s’agira
d’optimiser le fonctionnement d’une pile de 10kW pour la charge d’une batterie électrique et de
l’optimisation du fonctionnement d’une pile de 40kW en cours de développement, susceptible
d’être la source de puissance principale du véhicule, illustré par la photo C.1
108
C.1. Projets avec collaboration / financement industriel
Figure C.1 – Le prototype de véhicule à pile PEM de Bélénos.
C.1.7 Projet “DACH”
Ce projet couvre la thèse de Sean Costello, que je co-encadre depuis 2009 (TD2). Il s’agit,
succinctement, d’étendre l’applicabilité d’une des dernières méthodes que nous avons développées
(à l’origine pour l’optimisation en régime permanent) pour les problèmes d’optimisation dyna-
mique. Ce projet, financé pour notre part par le Fonds National de la Recherche Scientifique
Suisse, est réalisé en collaboration avec 5 Universités Allemandes (Aachen - Pr. W. Marquardt-,
Magdeburg - Pr. R. Findeisen -, Stuttgart, - Pr. F. Allgower -, Dortmund - Pr. S. Engell -, et
Heidelberg - Pr. H. Bock).
C.1.8 Projet “SwissKitePower”
Ce projet correspond à la partie applicative de la thèse de Sean Costello (TD2). Un voile
de type “kite-surf” (cerf-volant) peut être utilisée pour produire de l’énergie si, manœuvrée à
haute altitude (là où le vent est fort est consistant), elle est fixée à un cable, lui-même relié à
une génératrice. Lorsque le cable se déroule sous l’effet du vent et de la trainée, de la puissance
électrique est produite dont une partie seulement est utilisée pour ré-enrouler le cable et ramener
la voile. Nous travaillons à la détermination des trajectoires optimales cycliques que doit suivre
la voile, et à leur correction en temps réel, pour maximiser la production nette de puissance. Ce
projet donne lieu à des projets étudiants, avec comme objectifs la construction, l’instrumentation
et la commande d’un banc d’essai pour valider les résultats théoriques et méthodologiques de
la thèse de Sean Costello (Projet “DACH”), mais aussi pour des futurs TPs d’automatique.
Nous disposons déjà d’un “mini-kite” manœuvrable au joystick et travaillons actuellement au
développement des premiers algorithmes de commande automatique. Ce projet est réalisé au
sein d’un consortium regroupant l’EMPA, l’ETHZ, l’École d’Ingénieurs du Nord-Ouest de la
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Suisse, Alstom et l’EPFL (http ://www.swisskitepower.ch).
C.1.9 Projet “Diabète”
Ce projet couvre la thèse d’Alain Bock, que je co-encadre depuis 2009 (TD1). Il s’agit de
développer des modèles et des méthodes d’optimisation pour l’injection automatique d’insuline
au moyen de pompes automatisées, à des patients diabétiques. Ce projet confidentiel, est financé
par une multinationale pharmaceutique. Le processus de publication est par ailleurs passablement
ralenti, car à chaque communication le partenaire industriel étudie l’éventualité du dépôt d’un
brevet US avant la soumission de l’article correspondant. Un article journal a été soumis et un
autre, sur l’utilisation d’approches stochastiques va être soumis et un troisième non listé est en
cours de préparatuib.
C.1.10 Projet “Cloud”
Ce projet, un peu particulier est le fruit d’une collaboration, sur mon temps de recherche
personnel, avec une chercheuse post-doctorale de l’EPFL du Laboratoire des Systèmes et Appli-
cations de Traitement de Données Massives. À l’issue d’une des séances de mon cours doctoral
qu’elle suivait, nous avons décidé de d’étudier l’applicabilité des principes de l’optimisation et
de la commande prédictive au problème d’allocation dynamique de prix et de ressources pour la
distribution, via le “cloud”, de produits commerciaux, pour maximiser les profits et satisfaire la
demande prédite. C’est une des toutes premières utilisations des techniques du Process Systems
Engineering dans ce domaine, et notre collaboration s’est conclue par la publication d’un article
dans un des meilleurs journaux du domaine.
C.2 Financements obtenus
J’ai récemment obtenu des financements externes pour 4 projets :
1. CTI : “Development of Fuel Cells Stacks for Automotive Applications (Belenos)” ; 18 mois
– 180’000.-CHF.
2. Swiss National Science Foundation : “On Using Measurements to Adapt the Cost and
Constraints in Optimization Problems (DACH )” ; 36 mois – 180’000.-CHF.
3. Direct Industrial Funding (Roche) : “Models and Model-based Tools to Improve the Treat-
ment of Diabetes (Diabète)” ; 12 mois + 24 mois – montant confidentiel.
4. SER (Swisselectric Research) + BfE (OFEN) - projet “Solid Oxide Fuel Cells - CH - ASE” ;
42 mois –240’000.-CHF.
C.3 Encadrement
C.3.1 Diplômes d’Études Approfondies et Masters (10)
MR1 H. Rudaz, “Modeling and real-time optimization for a PEM fuel cell stack for automotive
applications”, EPFL–Bélénos, 2013
MR2 S. Manzini, “Control of a spray drying process”, EPFL – Nestlé, 2013
MR3 F. Fraire Tirado, “Temperature control of an industrial semi-batch reactor”, EPFL –
Huntsman, 2013
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MR4 M.O. Torralba, “Efficiency Modeling of an Urban Waste Incineration Plant”, EPFL-
Tridel, 2012
MR5 J. Lu, “Optimal control of blood glucose concentrations under uncertainty for patients
with type 1 diabetes”, EPFL, 2012
MR6 R. Vallotton, “Optimisation d’installations de chauffage combinées”, EPFL, 2010
MR7 S. Martinez, “Population-based approach and Stochastic modeling of Diabetics”, EPFL,
2010
MR8 J. Eynard, “Modeling, dynamic optimization and control of a anaerobic digester”, UPVD,
2007
MR9 M. Madéri, “Optimisation dynamique d’une réaction de copolymérisation en émulsion”,
EPFL, 2002
MR10 L. Meyer, “Optimiseurs pour la commande prédictive”, EPFL, 2002
L’EPFL considère que l’encadrement d’un projet M2 correspond à trois heures d’enseignement
par semaine.
C.3.2 Thèses (3)
TD1 A. Bock, “Models and Model-based Tools to Improve the Treatment of Diabetes”, EPFL,
en cours, co-encadrée avec D. Gillet, soutenance le 18-12-2013, soutenance publique le 2-
02-2014.
TD2 S. Costello,“Two-Layered Dynamic Real-Time Optimization via Modifier Adaptation”,
EPFL, en cours, co-encadrée avec D. Bonvin, soutenance mi-2014.
TD3 J. Eynard, “Optimal Energy Management in a Multi-Energy Process Applied to Building
Heating”, UPVD, co-encadrée avec M. Polit, soutenue en septembre 2010.
Notons que j’ai co-encadré également les activités de recherche de Gene Bunin depuis 2009
(et ce jusqu’à la fin 2013), assistant d’enseignement et de recherche au LA-EPFL. Malgré sa
production scientifique remarquable, il n’a pas désiré défendre un doctorat, qu’il aurait obtenu
sans aucune difficulté.
C.4 Participation à des jurys
C.4.1 Jurys de thèse
JT1 S. Ayoub, “Simulation et Optimisation des Procédés d’Adsorption Modulée en Pression
- Formulation et Résolution à l’Aide de l’Optimisation Dynamique Hybride”, Thèse de
l’Institut National Polytechnique de Lorraine, Nancy, soutenue le 26 mars 2010
JT2 B. Benyahia, “Modélisation, expérimentation et optimisation multicritère d’un procédé
de copolymérisation en émulsion en présence d’un agent de transfert de chaîne”, Thèse de
l’Institut National Polytechnique de Lorraine, Nancy, soutenue le 4 décembre 2009
C.4.2 Jurys de DEA/master
JM1 H. Rudaz, “Modeling and real-time optimization for a PEM fuel cell stack for automotive
applications”, EPFL–Bélénos, 2014
JM2 S. Manzini, “Control of a spray drying process”, EPFL – Nestlé, août 2013
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JM3 F. Fraire Tirado, “Temperature control of an industrial semi-batch reactor”, EPFL –
Huntsman, septembre 2013
JM4 M.O. Torralba, “Efficiency Modeling of an Urban Waste Incineration Plant”, EPFL-
Tridel, 2012
JM5 J. Lu, “Optimal control of blood glucose concentrations under uncertainty for patients with
type 1 diabetes”, EPFL, 2012
JM6 R. Vallotton, “Optimisation d’installations de chauffage combinées”, EPFL, 2010
JM7 S. Martinez, “Population-based approach and Stochastic modeling of Diabetics”, EPFL,
2010
JM8 J. Eynard, “Modeling, dynamic optimization and control of a anaerobic digester”, UPVD,
2007
JM9 M. Madéri, “Optimisation dynamique d’une réaction de copolymérisation en émulsion”,
EPFL, 2002
JM10 L. Meyer, “Optimiseurs pour la commande prédictive”, EPFL, 2002
C.5 Collaborations universitaires internationales principales
Durant ma thèse j’ai participé aux collaborations suivantes
– Projet Européen FP V (thèse de dotorat) - “CPERI Théssalonique”, “University of New-
castle”, “DTU Copenhagen”, ... .
– Collaboration d’un mois avec FEUP Porto (thèse de dotorat), sur l’optimisation globale
stochastique.
Plus récemment, je suis impliqué dans les collaborations :
– Projet “DACH” avec 5 Universités Allemandes.
– Collaborations régulières avec l’Ecole Polytechnique de Montréal (Prof Srinivasan).
– Collaboration avec l’“Universidade de Coimbra” (Pr. L.N. Vicente) sur les méthodes d’op-
timisation “gradient-free”.
C.6 Activités de revue
Durant les 5 dernières années j’ai examiné plus d’une soixantaine d’articles de journaux et
de conférences (je ne garde pas trace de ces activités au delà de 5 ans).
Je suis notamment relecteur régulier pour les journaux suivants : “Journal of Process Control”,
“Industrial & Engineering Chemistry Research” - 12 articles pour ce seul journal sur les 5 der-
nières années, “Computers & Chemical Engineering”, “Brazilian Journal of Chemical Enginee-
ring”, “Energy & Buildings”, “Chemical Engineering Technology”, “Journal Européen des Systèmes
automatisés”, ...
Je suis aussi relecteur régulier pour les conférences suivantes : “American Control Confe-
rence”, “European Control Conference”, “International Federation of Automatic Control - World
Congress”, “ADCHEM”, “DYCOPS”, “Conference on Decision & Control”, “CIFA”, “IEEE CASE”,
“ESCAPE”, “ECOS”, “Congrès de la Société Française de Génie des Procédés”...
J’ai été à plusieurs reprises “chairman” de session et membre de l’“IPC” de certaines de ces
conférences.
Enfin depuis quelques mois, j’ai été identifié comme expert par l’ANR, et j’ai réalisé ma




D.1 Revues internationales à comité de lecture :
P1 « A Directional Modifier Adaptation Algorithm for Real-Time Optimization »,S. Costello,
G. François and D. Bonvin. , J. of Proc. Cont., soumis, 2014.
P2 « Real-Time Optimization of Energy Systems : Successful Application of Three Different Me-
thods to Three Different Energy Systems in the Presence of Uncertainty and Disturbances »,
G. François, S. Costello and D. Bonvin., TMC Academic Journal, Special Issue on SET2014
conference, soumis, 2014.
P3 « Feasible Side Global Convergence in Experimental Optimization », G. Bunin, G. François
et D. Bonvin, SIAM Journal on Optimization, soumis, 2014.
P4 « Estimating reliability of blood glucose concentration predictions in patients with type 1 dia-
betes mellitus », A. Bock, G. François et D. Gillet, Comput. Meth. and Prog. in Biomedecine,
soumis 2014.
P5 « A therapy parameter-based model for predicting blood glucose concentrations in patients
with type 1 diabetes », A. Bock, G. François et D. Gillet, Comput. Meth. and Prog. in
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Résumé
Ce mémoire résume les activités de recherche de l’auteur depuis 1999. Elles concernent la
modélisation, la commande et l’optimisation des procédés et ont contribué au développement de
nouvelles méthodes d’optimisation des procédés en temps réel (RTO) capables de conduire un
procédé vers les performances optimales en présence d’incertitude, d’erreurs de modélisation et de
perturbations. La philosophie de ces méthodes consiste à utiliser les mesures sur le procédé pour
corriger en ligne les entrées optimales basées sur le modèle. Plusieurs contributions méthodolo-
giques ont été récemment obtenues dans le domaine de RTO par l’adaptation des modificateurs
(RTO-MA) et dans l’établissement de conditions suffisantes de faisabilité et d’optimalité appli-
cables à toute méthode RTO. La nécessité de disposer d’un modèle adéquat a pu être contournée
par l’utilisation d’approximations convexes et le champ d’application de RTO-MA a été étendu
à l’optimisation des procédés discontinus et à l’utilisation des mesures transitoires pour l’opti-
misation en régime permanent des procédés continus. Ces techniques ont été appliquées à des
réacteurs de polymérisation industrielle, à des piles à combustible expérimentales et industrielles,
au design itératif de contrôleurs et à la production d’énergie au moyen de cerfs-volants. Des tra-
vaux ont été aussi menés dans le domaine de la modélisation et de la commande du taux de sucre
dans le sang pour des diabètiques de Type I. Les efforts se sont focalisés sur la construction d’un
outil de prédiction qui soit consistant avec les pratiques thérapeutiques.
Mots-clés: Modélisation, commande, optimisation en temps réel des procédés, erreurs de mo-
délisation, incertitude, polymérisation, piles à combustibles, kites, diabète de type I.
Abstract
This document summarizes the author’s research activities since 1999. They mainly focus
on the modeling, the control and the optimization of processes and contributed to the devel-
opment of real-time optimization methods (RTO), that is, process optimization methods that
are capable of driving a real process to optimal performances despite uncertainty, modeling er-
rors and process disturbances. The main philosophy of these methods is to use available process
measurement to correct the nominal model-based inputs. Several methodological contributions
have been recently obtained in the fields of RTO via modifier adaptation (RTO-MA) but also
in the establishment of sufficient conditions for feasibility and optimality that are applicable to
any RTO algorithm. The need for the availability of an adequate model has been circumvented
by the use of convex model approximations and the applicability of RTO-MA was extended
to the optimization of discontinuous processes and to the use use transient information for the
optimization of steady-state performances of continuous processes. These techniques have been
successfully applied to industrial polymerization reactors, to experimental and industrial fuel cells
stacks, to the iterative controller tuning problem and to the simulated production of energy using
tethered kites. Research has been also performed in the field of modeling and control of blood
sugar concentration for patients with Type I diabetes. Attention was paid to the construction of
model-based prediction tools that are consistent with standard therapy.
Keywords: Modeling, control, real-time process optimization, modelling errors, uncertainty,
polymerization, fuel cells, tethered kites, type I diabetes.
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