Abstract. In this paper we study the problem of comparing two patches of images defined on Riemannian manifolds which in turn can be defined by each image domain with a suitable metric depending on the image. For that we single out one particular instance of a set of models defining image similarities that was earlier studied in [C. Ballester et al., Multiscale Model. Simul., 12 (2014), pp. 616-649], using an axiomatic approach that extended the classicalÁlvarez-Guichard-Lions-Morel work to the nonlocal case. Namely, we study a linear model to compare patches defined on two images in R N endowed with some metric. Besides its genericity, this linear model is selected by its computational feasibility since it can be approximated leading to an algorithm that has the complexity of the usual patch comparison using a weighted Euclidean distance. Moreover, we propose and study some intrinsic metrics which we define in terms of affine covariant structure tensors and we discuss their properties. These tensors are defined for any point in the image and are intrinsically endowed with affine covariant neighborhoods. We also discuss the effect of discretization over the affine covariance properties of the tensors. We illustrate our theoretical results with numerical experiments.
Introduction.
Image comparison is a topic that has received a lot of attention in the image processing and computer vision communities since it is a main ingredient in many applications, such as object recognition, stereo vision, image interpolation, image denoising, and exemplar-based image inpainting, among others. A common way to define a nonlocal similarity measure between two images is to compare the patches (local neighborhoods) around each pair of points formed by taking one point from each image. We consider a general setting in which images are defined on Riemannian manifolds. Such manifolds arise, for instance, for images defined on R N , endowed with a suitable metric depending on the image.
In [3] it was shown that multiscale analyses of similarities between images on Riemannian manifolds, satisfying a certain set of axioms, are (viscosity) solutions of a family of degenerate PDEs. Our goal in this paper is to study one particular instance of the set of models derived in [3] , namely a linear model to compare patches defined on two images in R N endowed with some metric. Besides its genericity, this linear model is selected by its computational feasibility since the solution of the PDE can be approximated via the convolution with a short-time space-varying kernel, leading to an algorithm that has the complexity of the usual Euclidean patch comparison.
Let us review the fundamentals of the approach in [3] . Given two images u, v defined in their respective image domains (assume R 2 for simplicity), we want to compare their neighborhoods at the points x, y ∈ R 2 , respectively. The simplest way to compare them would be to compare the two neighborhoods of x, y using the Euclidean distance. That is, let us define
where g t is a given windowing function that we assume to be Gaussian of variance t. This formula gives an explicit comparison and assumes that the image domain is the Euclidean plane. It generalizes approaches to patch comparison applied, for example, in [8, 20, 29, 13] . The purpose in [3] was to define such measures of similarity in the case of images defined on Riemannian manifolds (e.g., the image plane endowed with an anisotropic metric, like the structure tensor). An explicit formula like (1.1) was not possible. As proved in [3] the measure is given by the solution of a degenerate parabolic PDE in the variables (x, y). Let us mention at this point that (1.1) is not an exception; it solves the equation
which is possibly the simplest case of a linear PDE expressing the multiscale comparison of two image patches. Note that the scale t in (1.1) reflects the size of the patch used for the comparison. In the case of comparing image patches defined on Riemannian manifolds, a large family of possibilities will appear, derived from the axiomatic approach. As in [2, 10] the set of axioms will include architectural axioms and the comparison principle that permit one to define multiscale analyses as solutions of a degenerate parabolic PDE. Further specification can be attained by including linear or morphological assumptions.
In practice in the framework of [3] , to fully specify the multiscale analysis of similarities, one needs to provide the manifolds M i , the corresponding metrics G i , and an a priori connection between both manifolds. The latter is a field of linear maps which for each pair of points (x, y) ∈ M 1 ×M 2 maps isometrically the tangent space at x with the tangent space at y. This is a key concept that allows one to actually compare patches in both manifolds. Given two Riemannian manifolds and their respective metrics, there are infinite a priori connections, and the appropriate ones might depend on the application. Think, for instance, about the simple case in which we are comparing two images defined in R 2 , one of them being a rotated copy of the other one. In this case, before comparing patches, one might be interested in rotating them. In the present formalism, this rotation is provided by an a priori connection.
In this paper we concentrate on the case in which (M i , G i ) = (R N , G i ), i = 1, 2, and on some of the linear models developed in [3] , attending to its representative character and computational feasibility, as will be shown. In this setting, the multiscale similarity measure is given by the solution of the following PDE:
The computational complexity of solving this equation is determined by the product manifold M 1 × M 2 , and thus is of order S 4 , if each image is determined on a grid of size S 2 . For that reason, using a WKB approximation, we develop a practical formula to approximate the solutions of (1.3), making it numerically tractable. WKB theory, named after Wentzel, Kramers, and Brillouin, is well known in quantum mechanics and is used to find approximate solutions to linear partial differential equations with spatially varying coefficients. We also focus on the problem of defining the metrics G i such that the resulting multiscale similarity measure is affine invariant. By affine invariance in this setting we mean that the similarity values are invariant to affine warpings of any of the images. For this aim, we propose affine covariant structure tensors as the image metrics. The a priori connection is then determined up to a rotation (for each pair (x, y)), which we determine based on the image contents in each patch.
Additionally, we discuss the effects of camera blur and discretization over the affine invariance properties of the tensors. We illustrate the behavior, results, and properties with numerical experiments in several scenarios.
In summary, the main contributions of this paper are the practical formula for the multiscale similarity measure, the study of the proposed affine covariant structure tensors used to define the image metrics, and the corresponding numerical experiments.
Let us finally say that from the mathematical point of view the basic ingredients of the axiomatic approach in [3] are the papers [2, 12, 11, 10] , and the results in [3] are an extension of them. They can be considered as a nonlocal extension (comparing two points) of the multiscale analyses defined using the axiomatic approach in [2] .
The similarity measure proposed in this paper operates on intensities within elliptic patches whose size and shape are not fixed a priori. There exist other methods using shape adaptive patches [15, 17] . Some methods for patch or region comparison do not directly consider squared difference of color or intensity values. For example, the normalized crosscorrelation between patches can be used [1, 7, 32] . In the object recognition context, it is common to build the scale-space of each image by low-pass filtering and then search through this scale-space to detect scale invariant feature keypoints. Some kind of feature descriptor is calculated at each keypoint, and its own characteristics scale. Finally, these descriptors are used to compare two keypoints. There exist many approaches to keypoint detection [35] . As for description, SIFT descriptors [22] are probably the most widely known among the others. In the object classification context the probabilistic matching using the so-called constellation model [9, 16] is used to find the probability that any two given patches belong to the same class.
Let us summarize the plan of the paper. In section 2.1 we collect some basic notation and definitions about Riemannian manifolds. Section 2.2 is devoted to recalling from [3] the notion of an a priori connection. In section 3 we define the basic set of axioms satisfied by multiscale analyses for image similarity measures defined on Riemannian manifolds, and we express them in terms of solutions of an (eventually degenerate) parabolic equation. In section 4 we consider the case of linear multiscale analyses, naturally obtaining that they are expressed as solutions of a linear equation generalizing the case of (1.2). We study the case of R N and develop a WKB approximation formula of the solutions of (1.3) that leads to a feasible algorithm. We study multiscale properties of the proposed similarity measure with some experiments. In section 5
we address the construction of affine covariant tensors and affine covariant neighborhoods associated with them and study their properties both theoretically and experimentally. Then in section 6 we demonstrate more experiments with the proposed similarity measure. Finally, in section 7 we present our conclusions.
Preliminaries.
We collect in this section some basic notation and definitions about Riemannian manifolds and also recall from [3] the notion of an a priori connection.
2.1. Notation. Let (N , h) be a smooth Riemannian manifold in R N +1 . As a particular case we can consider N = R N (or a domain in R N ) endowed with a general metric h. As usual, given a point η ∈ N , we denote by T η N the tangent space to N at the point η. By T * η N we denote its dual space. Let η be a point on N , let U ⊆ R N be an open set containing 0, and let ψ : U → N be any coordinate system such that ψ(0) = η. Let h ij (η) and Γ N ,k ij (η) (indices i, j, k run from 1 to N ) denote, respectively, the coefficients of the first fundamental form of N and the Christoffel symbols computed in the coordinate system ψ around η. For simplicity we shall denote by H(η) the (symmetric) matrix (h ij (η)) and by Γ N ,k (η) the matrix formed by the coefficients (Γ
The scalar product of two vectors v, w ∈ T η N will be denoted by v, w η , and the action of 
where h ij (η) denotes the coefficients of the inverse matrix of h ij (η). By a slight abuse of notation, we shall write (2.1) as
In this way H : T η N → T * η N . In the case that ψ is a geodesic coordinate system, the matrix H is the identity matrix I = (δ ij ), and I maps vectors to covectors, i.e., I : T η N → T * η N (with the same coordinates in the dual basis). We shall denote by I −1 the inverse of I, mapping covectors to vectors.
Maps. Symmetric maps. Quadratic forms. We shall also use this coordinate system to express a bilinear mapÂ :
is the matrix ofÂ in this basis, and v, w ∈ T η N , we may writeÂ(v,
Observe also that our notation A i j already indicates that A = (A i j ) maps vectors to vectors. In our notation, we shall not distinguish between matrices and maps.
As usual, we say that a linear map L :
From now on, we shall use the notation
We shall also write
From now on, when the point η ∈ N is understood we write H instead of H(η). Notice that
Rotations in the tangent space. Let us define a rotation R :
Notice that rotations satisfy
Note also that isometries (rotations) satisfy
Thus B t HB = I and B is mapping an orthonormal basis of (T η N , I) to an orthonormal basis of (T η N , H(η)). 
To simplify our notation we shall write Du and ∇u instead of D N u and ∇ N u. The vector field ∇u satisfies ∇u,
be a smooth Riemannian manifold with metric g i , i = 1, 2. Let Γ (i) be the connection on M i . We shall work here with a manifold N = M 1 ×M 2 with the metric h = g 1 ×g 2 so that
With a slight abuse of notation, let us write
Let us consider a coordinate system of the form ψ = (ψ 1 , ψ 2 ) :
We denote by SM ξ (N ) the set of symmetric matrices of size 2N
A priori connections on
This is an important concept in this paper, and we need to clarify it. Suppose that both manifolds M 1 and M 2 coincide with R N endowed with the Euclidean metric. Let u, v be two given images in R N . Then it would be standard to use the L 2 distance to compare the patches centered at x and y,
where g t is a given window that we assume to be Gaussian of variance t. But if the image v is rotated, we could also use the L 2 distance between u and a rotated version of v (around y), namely
We admit that this decision is taken a priori and is done thanks to an operator that connects the tangent plane at both points.
Let us consider a coordinate system of the form
and we assume also that the map is differentiable in ξ.
Given an a priori connection P (ξ) :
). For simplicity, and because the arguments in P clearly specify whether we go from M 1 to M 2 or inversely, we denote P (ξ 2 , ξ 1 ) = P (ξ 1 , ξ 2 ) −1 so that we have
Let us note that if the (orientable) manifold M 1 = M 2 = M admits an a priori connection (into itself), then there is a section of the frame bundle (bundle of orthonormal frames). This is equivalent to saying that there is a section of the bundle of reference systems. This is the notion of parallelizable manifolds. The manifolds (R N , g(x)) are parallelizable. If M has dimension 2, then M is parallelizable if and only if its Euler-Poincaré characteristic is 0 [33] . Any orientable manifold of dimension 3 is parallelizable [31] . Remark 1. Note that if we have a complete manifold with empty cut locus, we can define the a priori connection in it by parallel transport without ambiguities.
Remark 2. Note that if P (ξ) is an a priori connection and we give two maps R :
is also an a priori connection.
In coordinates, P (ξ) expresses the a priori connection in the coordinate system ψ 1 → ψ 2 . The isometry property can be written as
where P (ξ) is expressed in the basis of T ξ 1 M 1 associated with the metric G 1 (ξ 1 ) and the basis of T ξ 2 M 2 associated with the metric G 2 (ξ 2 ). Then
Let us recall from [3] how to compute the a priori connection in another coordinate system. Let ψ = (ψ 1 , ψ 2 ) be another coordinate system around ξ.
. Note also that all matrices here are uniquely defined. Using the last equality, (2.5) can be expressed as
) (see [3] ). Then, (2.6) can be rewritten as
and we see that both maps
reflect the same rotation when expressed in the corresponding a priori connections P (ξ) and P (ξ), respectively. Definition 2.2. We say that the coordinate systems ψ, ψ are P (ξ)-related if P (ξ) is defined by (2.6). We will also say that they are R-related.
Let us consider the case where M 1 = M 2 = M and P (ξ) is an internal a priori connection given from parallel transport between ξ 1 and ξ 2 , which is an isometry. Then one can define P (ξ) by parallel transport expressed in the coordinate systems ψ 1 , ψ 2 .
Generation of a priori connections. Fix a geodesic coordinate system around each point of M i ; I i (ξ i ) is referred to this system for each ξ i ∈ M i . For each ξ ∈ N , let us consider an isometry map (assuming that it exists)
2 )) this set of maps. Let us note that this is nothing more than an a priori connection. We just have one concept, and we express it in different coordinate systems. Thus what we are going to do is to give the a priori connection Q in a geodesic coordinate field GS and derive its expression in another coordinate system field.
) be the corresponding canonical maps connecting a geodesic coordinate system GS around ξ i to (
The map B i (ξ i ) is uniquely defined by the coordinate systems. Changing the geodesic coordinate system we get a different matrix.
, where each I is referred to GS, and let us define
Then P (ξ) is an a priori connection map. Related rotations. Let us consider a coordinate system field and an a priori connection
in that system field. Let us consider a second coordinate system field with metric
. Let P (ξ) be the derived connection. Then (2.7) can be written as
We say that (R 1 (ξ 1 ), R 2 (ξ 2 )) are P -related or R-related, and we call R = (R 1 (ξ 1 ), R 2 (ξ 2 )) a diagonally related rotation (or just a diagonal rotation if no confusion arises).
Related germs of functions on
denote the space of bounded continuous functions in N with the maximum norm. We think of C b (N ) as the space of similarity functions on
Thus, we can say that ψ = (ψ 1 , ψ 2 ) and ψ = (ψ 1 , ψ 2 ) are R-related if (2.8) holds. If ψ is Rrelated to ψ, we write (C, ψ) as R(C, ψ). Note that R(C, ψ) is a linear map for the restriction of functions in C b (N ) to a neighborhood of (0, 0).
Gradient and Hessian.
We denote by SM ξ (N ) the set of symmetric matrices of size 2N ×2N
In coordinates, with i, j, k ∈ {1, . . . , N},
3. Multiscale analysis of image similarity measures. For simplicity, we shall write N = M 1 × M 2 . The metric will be denoted by g = g 1 × g 2 , and G(ξ), G 1 (ξ 1 ), G 2 (ξ 2 ) will be the corresponding matrices, ξ = (ξ 1 , ξ 2 ) ∈ N . Let (κ) := κ n be an increasing sequence of nonnegative constants. We define the following set of functions:
As usual, O(f ) (resp., o(f )) will denote any expression which is bounded by c|f | for some constant c > 0 (resp., such that
By a slight abuse of notation, to highlight the implicit coordinate system ψ : U 1 × U 2 → N , we will denote it as T t (C, ψ), which can also be written as
Assume that we are given an a priori connection P on N .
In the following we review the axioms for multiscale analyses of similarities.
Architectural axioms:
[Recursivity]
[Infinitesimal generator]
and any coordinate system ψ = (ψ 1 , ψ 2 ) around ξ ∈ N , where A is the so-called infinitesimal generator for T t [2] . We assume that
for any C ∈ C b (N ), any coordinate system ψ = (ψ 1 , ψ 2 ), and any R which are P -related rotations. We have denoted by R(C, ψ) the function in the coordinate system ψ which is P (ξ)-related (or R-related) to ψ. Writing (3.1) in terms of the generator A we have
Using the linearity of R(C, ψ), dividing by t, and letting t → 0+ we obtain
for any C ∈ C b (N ), any coordinate system ψ = (ψ 1 , ψ 2 ), and any R-or P -related rotations. Remark 3. In T t (R(C, ψ)) the a priori connection is expressed in the coordinate system ψ = (ψ 1 , ψ 2 ). In R(T t (C), ψ) = T t (C) the a priori connection is expressed in the coordinate system ψ = (ψ 1 , ψ 2 ). That is, the infinitesimal generator axiom says that both expressions are the same (intrinsic character of T t ) when the coordinate systems are R-related.
Remark 4. The infinitesimal generator axiom contains the invariance with respect to diagonal rotations in the tangent plane of
where RC(x, y) = C(Rx, Ry). Remark 5. When both manifolds are M = R N with the Euclidean metric, the axioms are just the following:
. In some sense the coordinate system around each point is always the same, the canonical one; they are related by the identity.
Comparison principle:
Since we are not going to consider the morphological comparison of image patches, we will not mention the morphological axiom and its consequences. We refer the reader to [3] for details. We just mention the following:
, ∀κ ∈ R. Let us recall the following result from [3] (see also [2, 10] ). Theorem 3.
Let T t be a multiscale analysis satisfying all the architectural axioms and the comparison principle. Then there exists a function
F : SM ξ (N ) × T * ξ N × R × N → R increasing
with respect to its first argument such that
T t (C, ψ) − (C, ψ) t → F (D 2 (C • ψ)(0), D(C • ψ)(0), C(ξ), ξ, G, Γ k ) in C b (N ) as t → 0+ ∀C ∈ C ∞ b (N ), ψ being a coordinate system around ξ ∈ N .
The function F is continuous in its first three arguments. If we assume that T t is gray level shift invariant, then the function F does not depend on C.
The function F is elliptic; i.e., if
Recall that we have denoted G = (G 1 , G 2 ) and Γ = Γ (1) ⊗ Γ (2) . Notice that we did not denote explicitly the arguments for G, Γ k . Notice that the first argument in F is a symmetric map from T ξ N to T * ξ N . Theorem 3.2. Let T t be a multiscale analysis satisfying all the architectural axioms, the comparison principle, and gray level shift invariance. If C(t, ξ) = T t C(ξ), then C is a viscosity solution of
is the viscosity solution of (3.3) follows as in [2, 19] .
The linear case.
Let us particularize the above result when the multiscale analysis on similarity functions satisfies also the linearity axiom (that is,
Theorem 4.
Let T t be a multiscale analysis on similarity functions satisfying all the architectural axioms, the comparison principle, and gray level shift invariance. Assume that T t is linear. Then
where
The previous result was proved in [3] , where, moreover, the authors add that
and the dependence of c 12 
. D is a matrix that depends only on ξ (see [3] ). We could also write the second term as 2c 21 
are multiples of the Laplace-Beltrami operator. Notice also that there are no first order terms in these operators. They cannot couple with vectors so that we have the required invariance induced by the rotations of tangent planes.
The case of (M r , g r ) = (R N , g r ).
To fix ideas we consider
The PDE obtained is
and a similar expression for the operator Δ My holds. Remark 6. Note that (first by transposition and then by reordering) we have
which is a symmetric expression in (x, y). If T t is symmetric in (x, y), then c 12 is also symmetric.
In the symmetric case, the matrix associated with the operator (4.2) is
It is positive semidefinite if and only if a, c ≥ 0 and ac − c 2 12 ≥ 0. Remark 7. Let A, B be two N × N matrices, let u, v be two given images, let C(0, x, y) = (u(x) − v(y)) 2 , and let C(t, x, y) = R N g t (h)C(0, x + Ah, y + Bh) dh, where g t is the Gaussian of scale t. Then C(t, x, y) satisfies the equation
Note that this equation corresponds to the models described in Theorem 4.1 when the metrics are constant in both images. This will be exploited as a numerical approximation later in this paper, where the construction of the metrics, which is a relevant issue, will be also discussed in detail.
Let us check that C(t, x, y)
Note that
For notation simplicity, let us not denote the arguments of u and v. Then
WKB approximations.
Let us concentrate on the analysis of the example in Remark 7. We start by writing the operator in (4.3) as
Note that neither Σ nor ΣΣ t is an invertible operator and we would need to regularize them (for instance by introducing a perturbation I in the (2, 2) entry of Σ). Remark 8. Note that the PDE above can be related to the following stochastic ODE:
where the Brownian motion dW t is common in both equations. The more general linear case derived from (4.2) is
can be subsumed under the previous notation by taking
In any case, for Σ to be invertible, let us write (4.3) as
is a notation for the Laplace-Beltrami operator (eventually degenerated), i.e., the trace of the Hessian with respect to the (eventually degenerated) metric g := (ΣΣ t ) −1 . In this case, the result in [37] could give the approximate formula we are looking for. However, we will use another approach.
We would like to obtain an approximation formula of the type
We proceed using the so-called WKB approximation (from quantum mechanics) as in the paper [30, section 3 and Appendix]. Following the WKB method, we assume the kernel K to be of the form
We are interested in the behavior of the kernel for t small. Without loss of generality, we can assume that H(t, p, p ) = H 0 , a constant. Indeed, as in [30, Appendix] one can check that for t small the leading term corresponds to a constant H = H 0 . The function Ψ does not depend on t and is positive. The validity of this approximation procedure can be found in [14] , for example.
To simplify the notation, let us forget the arguments of the above functions. Since the equation is linear, we may assume that it is satisfied by the kernel K. Then, introducing K into (4.6), some straightforward computations produce an equality with several terms. For short times only the most singular part is dominant. Therefore, by considering the leading terms of order 1 t 5/2 on both sides of the equation, which are the most divergent ones as t → 0+, we have that the term on the left-hand side (obtained from
and the term obtained from the right-hand side is
The equality of both terms gives the following PDE:
we can write (4.8) as
Writing the HamiltonJacobi equation (4.9) in terms of H, the solution of
is given in terms of the Lagrangian
Note that, with
we may write
Recall that the solution of the Hamilton-Jacobi equation (4.9) is given by
where p = (x, y), p = (x , y ), C is the set of curves (γ,γ) such that γ is a curve joining x to x andγ a curve joining y to y , and
Let us analyze this formula when A, B are constant matrices. Then, by integrating (4.10), we get
Thus, we may write
Moreover,
Let us solve this equation explicitly in the case of constant matrices A, B. The solution is given by γ being a straight line joining its two endpoints. Indeed, writing α(s)
The solution is given by
Recall that Φ = 2 √ Ψ. Then, for t > 0 small enough, we have the approximation
for some constant H 0 . Then, after adjusting constants,
where g t (h) denotes the Gaussian of variance t, and we recover the formula given in Remark 7.
In the general case, where A and B are not constant matrices but
By a drastic approximation, writing
we obtain the formula (coinciding with the previous one for constant A, B)
We think of the following case:
Remark 9. If we interpret (4.14) intuitively as a geodesic distance d(x, x ) in the manifold M 1 , and
On the other hand, d(x, x + A(x)h) 2 could be approximated as in the bilateral filter [34] by 
Experiments on the multiscale similarity measure.
In this section we concentrate on a study of multiscale properties of the proposed patch similarity measure. The following experiments are aimed to demonstrate the behavior of the similarity measure at different scales and motivate the necessity of multiple scales. For this reason, the case of disparity map estimation was selected. Let us note that even though all the experiments in this section were made in the context of disparity map estimation, the complete application of the proposed similarity measure to the depth estimation from stereo images is out of the scope of the current work. Let us assume for now that the computation of an a priori connection map (and hence A(x) = G 1 (x) −1/2 and B(y) = G 2 (y) −1/2 ) for a pair of images is a "black box." It will be defined and studied in detail in section 5.
First experiment. In the first experiment we compute similarity values between a given point on the left image and all the points on the right image of the stereo pair shown in Figure 1 . One point was selected in the interior of an object on the left image and another point on a boundary of an object. Let us note that in the case of disparity map estimation we restrict the search for the largest similarity value to the epipolar lines or, in our case, to the corresponding scan lines, because the images are rectified.
Let us specify the values of parameters used in these experiments. For the first experiment, the scale parameter was selected to be t ∈ {16.6, 25, 50, 150, 300, 15000}. A big value of t (e.g., t = 15000) corresponds to a coarse scale (large window), while a small value (e.g., t = 16.6) corresponds to a fine scale (small window). The following section will clarify how the metrics and the a priori connection maps are computed for these experiments. Let us just note for now that there is a parameter related to the a priori connection computation, which we set here to be r = 150 (see section 5 for details).
Formulas (4.15) and (4.16) allow us to calculate the patch distance C(t, x, y) between two given points x and y. Given t > 0, for simplicity we denote it here as d(x, y). For Discussion. The first point was selected inside an object on a region with a smooth texture, far away from the boundary of that object. In this case, one would expect that the better matching can be achieved with a larger window. It is confirmed by the experiments ( Figures  2 and 4) , showing that big values of t give more distinctive matching, whereas small values (for example, t = 16.6) produce equally high similarity values for many adjacent points.
The point on a boundary of the object was selected in such a way that the background of that object undergoes a severe change (Figures 3 and 5 ). This determines very low similarities for big values of t when the influence of the background is high due to the large window. This is especially noticeable with the geodesic weights which produce sharp edges in the similarity maps.
The underlying premise of geodesic weights is that colors or intensities can be used to distinguish between different objects. That is, the pixels in the neighborhood of x with a color similar to u(x) have more influence on the similarity calculation than pixels with different colors (which probably belong to another object). Note that in the approximated geodesic distance (4.16) the influence of the image colors is controlled by κ color . The geodesic weights on a region with similar color are virtually identical to the Gaussian weights. However, if the window contains two objects with different colors, then (for a reasonable choice of κ color ) only the pixels with a color similar to the center of the window have a significant contribution in the similarity calculation. Finally, by taking a very large value for κ color one would recover the Gaussian weights (4.15) regardless of the image colors. The choice of κ color is delicate, as it should be small to distinguish objects by their intensity but large enough to capture the variations of intensity within an object. In the context of a denoising application the value of this parameter is usually chosen to be proportional to the noise present in the image [34] .
In stereo vision the geodesic weights are particularly important because matching using fixed weights produces the so-called foreground fattening effect. This phenomenon occurs when a matching window contains parts of objects with different depths. In this setting background pixels near an occluding edge may get the depth of the occluding edge (which is in the foreground); hence in the estimated depth map the foreground object appears fattened.
The geodesic weights correspond to a well-established stereo-vision technique by Yoon and Kweon [41] that allows one to estimate sharper depth maps near depth discontinuities using weights similar to the bilateral filter [34] .
It is worth mentioning that, for the big values of t, points close to the tip of the cone ( Figures 3 and 5 ) have much higher similarity values than points on the scan line. This happens because in these locations the background has a more similar appearance. In applications other than stereo this might be a desirable best match.
Second experiment. In order to show the effect of changing t on the whole image, we calculate disparity maps for the stereo pair shown in Figure 6 . Disparities were obtained by an exhaustive search for the best match in the range of possible offsets x ∈ [−55, −5] . For the second experiment the scale parameter was selected to be t ∈ {16.6, 25, 50, 150, 15000}. Parameter r is fixed as before: r = 150 (see section 5 for details). For approximated geodesic weights (see (4.16)), the coefficients were set to be κ spatial = 1.0 and κ color = 3.0. Figure 7 shows the ground truth disparity map and the disparity maps computed at different scales using Gaussian weights (see (4.15) ). Figure 8 shows the occlusion mask and the errors with respect to the ground truth excluding the occlusion mask. Similarly, Figures  9 and 10 show disparity maps and errors computed using approximated geodesic weights (see (4.16)).
Discussion. As can be seen, calculating similarity values on a coarse scale results in smooth disparity maps which closely match the ground truth within the objects but are oversmoothed at the boundaries. In contrast, fine scale similarities emphasize sharp boundaries of objects but produce a lot of mismatches on flat regions. Figure 11 shows the closed-up fragment of error maps for the limit cases (t = 15000 and 
. Similarity maps for the point inside the object calculated using geodesic weights (4.16).
From left to right and top to bottom: t = 16.6, t = 25, t = 50, t = 150, t = 300, and t = 15000. t = 16.6). Some of the interesting regions are highlighted in red. This confirms that in general, if a foreground object is moving over its background, the similarity measure performs differently at different scales within the object and close to its boundary. The way of "merging" similarity values from different scales in order to produce the best match may vary depending on the application. This issue is out of the scope of the current work and should be studied in detail in the future.
Affine covariant structure tensors as metrics on the image domain.
In this section we address the construction of affine covariant structure tensors and affine covariant neighborhoods, and we discuss their properties. The affine structure tensor field will be used as an anisotropic metric on the image domain and will allow us to build an a priori connection map to properly compare two images.
As is well known, the structure tensor can be seen as a metric in the image plane [39, 40, 21, 6, 5, 28] , and it has been used in image processing and computer vision in fields ranging from nonlinear filtering to motion analysis.
The computation of affine covariant tensors is closely related with the problem of estimating affine covariant regions. The latter has been addressed in the object recognition literature. In [25] , the authors compute affine covariant regions on a set of points that are robust to scale changes. Given two matching points, the affine transformation is then estimated up to a ro- tation. In [23] , the authors build up affine covariant domains referred to as maximally stable extremal regions (MSER). Mainly, MSER are defined as the most contrasted connected components of upper and lower level sets of the image [23] . Though these approaches give very good results in the object recognition context, they do not provide a dense set of regions with 
Let us remark that it includes a slight abuse of terminology, as the term affine covariant tensor refers to our tensor computed from an image.
Another interesting example is the following. Let us consider F (u) = Du ⊗ Du, where ⊗ denotes the tensor product. Then,
Thus, F (u) is an affine covariant tensor. This law of transformation is well adapted to define neighborhoods that transform well with respect to affine transformations. This is the object of Lemma 5.2. In Lemma 5.3 we will describe ways to generate affine covariant tensors based on an image by integrating in those affine covariant neighborhoods.
Lemma 5.2. Let H u be an affine covariant tensor. Let
We will say that B Hu A (x, r) is an affine covariant neighborhood. Proof.
Let us remark that if we define
i.e., B u A (x, r) is an affine covariant neighborhood as well. At this point we have all the ingredients we need to describe the method of construction of affine covariant structure tensors and affine covariant neighborhoods. Let
and by writingȳ = Ay, y ∈ A −1 B u (Ax, r), we get
is an affine covariant tensor with a weight expressed by |detA| -1 . We still refer to it as an affine covariant tensor density of exponent −1. To cancel the factor |detA| −1 , we observe that Area(B u A (x, r)) = |detA| −1 Area(B u (Ax, r) ). Therefore, if we define
In other words, NT (u) is an affine covariant tensor (or an affine covariant tensor density of exponent 0), computed on an affine covariant neighborhood. Lemma 5.3. Let H 1 be an affine covariant tensor density of exponent k (k = 0, −1), and let H 2 be an affine covariant tensor. Let H i A be the tensor after the affine transformation A. Let
That is, T (H 1 , H 2 ) is an affine covariant tensor density of exponent k.
We have taken k = 0, −1 because we wanted to cover our examples. Other exponents could be taken as well.
Lemma 5.3 permits us to iterate the above construction (5.10) and redefine for k ≥ 2 (5.13)
where (5.14)
Recall that for the initial iteration, k = 0, the affine covariant neighborhood was given by
Let us remark that, when we iterate, the affine covariant neighborhood associated with NT k (u) does not depend as much as NT (u)(x) on the gradient at the pixel x. The next remark is also motivated by this. Remark 10. A variant of the above example is
. It can be used to define the (1, 1) affine tensor density of exponent −1,
Du(y) ⊗ Du(y) dy,
or its normalized version as above that would be an (1, 1) affine covariant tensor.
Given an image u : R 2 → R, consider the affine covariant tensors NT (k) (u)(x) and affine covariant neighborhoods B NT (k) (u) (x, r) for x ∈ R 2 , k ∈ N, r > 0. We have empirically observed that after a few iterations this procedure cycles over a finite number of affine covariant tensors (typically 1 to 3). In any case, for x in the image domain, any of these tensors is guaranteed to be an affine covariant tensor. Therefore, the purpose of the iterative algorithm is not to ensure affine covariance, but to diminish dependency on the very first iteration, which depends solely on a single gradient and thus is very sensitive to noise. It can be clarified as follows. Given an image u, we calculate the tensors at every point x with a different number of iterations k. We then calculate the Frobenius norms of the differences N (k)
(u)(x) F for every two consecutive values of k. Finally, we average the norms over all x. Figure 12 shows these average changes over k for three selected images. The fact that the values go to some nonzero value is explained by the occasional alternation between two affine covariant tensors. This behavior is typical for all tested images.
For the rest of the paper we will denote by T u (x) the affine covariant structure tensor NT (k) (u)(x) for a fixed value of k (in our experiments, we take k = 30) and a given value of r. We will say that T u is the affine covariant structure tensor field associated with u. Similarly we use the notation B Tu (x) to refer to the affine covariant neighborhood B NT (k) (u) (x, r). They are ellipses in the case N = 2. In Figure 13 we show some of these neighborhoods.
Let us note that r is a free parameter. It controls the size of the affine covariant neighborhood at a given point. On the other hand, the size of the neighborhood is also affected by the texture in the vicinity of that point. In this work r was experimentally chosen for each image and we observed that it may vary over a relatively wide range without any significant impact on the final result. Recall that the initial iteration takes into account nonlocal information due to its infinite band support. In section 5.4 we study the dependency of tensors on the initial iteration (5.15) for different values of r. In section 6.1 we demonstrate a few similarity maps obtained for different values of r. The analysis of the appropriate choice of r, with application to different contexts, will be the object of future work.
Remark 11. Let us make an additional remark on the solutions of equations of the form (4.6). Note that if A ∈ GL(N ) and g is a metric on R N defined as above by the structure tensor associated with a given image, u : R N → R, then, as previously noticed, A :
Therefore, the equation
That is, u A solves the same equation as u(t, x) with initial condition u(Ax). This gives an example of a linear multiscale analysis that is affine invariant. Notice that the metric depends on the initial condition. This may not be obvious from the notation above, but the equation is applied to a given image, and the metric is constructed from the initial condition. This guarantees that whenever for u(0, x) the metric is g, for u(0, Ax) the metric is g A (x) = A t g(Ax)A. For instance, this is true for the structure tensors. 
A priori connection from tensors. Assume that we have two given images u
For each x ∈ Ω u , let T u (x) be the structure tensor of u at x. For each y ∈ Ω v , let T v (y) be the structure tensor of v at y.
We consider (with a previous extension of u and v to R N first by an even extension and then by periodicity) the two manifolds (
Let us clarify for this case the construction of an a priori connection for the approximating formulas (4.15) and (4.16). For this, let us diagonalize the tensors matrices
The matrices U u (x), U v (y) are rotation matrices formed with the eigenvectors of T u (x), T v (y), respectively. Let e u,i (x) be the eigenvector of T u (x) associated with the eigenvalue λ u,i (x), i ∈ {1, 2}. Let e v,i (y) be the eigenvector of T v (y) associated with the eigenvalue λ v,i (y). That is, e u,i (x) is the ith column of U u (x) and e v,i (y) is the ith column of U v (y).
Recall that each structure tensor can be described by its corresponding neighborhood, which is an ellipse given by
= f i , where f i is a Euclidean orthonormal basis. This means that we are rotating the ellipse, aligning the minor axis to f 1 and the major to f 2 , and changing the length of both axes. Similarly, for the ellipse associated with
and by the change of variables Y = B(y)y we have B(y)
= f i . After these operations both ellipses are transformed to a standard circle of radius r, and hence we can compare them. Let us remark that
is an a priori connection. Similarly to [18] it can be shown that formula (5.19) allows one to obtain exact affinity from the affine covariant structure tensors with an additional constraint of prohibiting vertical disparity as usual, for example, for the stereo case. In the general case, however, the affinity is determined only up to an orthogonal transformation. This result is shown in Lemma 5.4.
We denote by R any orthogonal matrix in R 2 and denote
Then, P R (x, y) = A for y = Ax and some orthogonal matrix R.
Proof. Consider y = Ax.
But T v is an affine covariant tensor. Therefore,
This means that a truly affine invariant a priori connection is defined as
where R(x, y) is some additional orthogonal transformation. Due to the fact that U u (x) and U v (y) are rotations and D u (x) 1/2 , D v (y) 1/2 are scalings, there is no reflection involved in these transformation and, therefore, R(x, y) is a rotation. For formulas (4.15) and (4.16) we can embed R(x, y) into A(x) or B(y). Let us note that in practical applications this additional rotation R(x, y) can be determined, for example, by estimating dominant orientations within the normalized circles.
Tensors on real images.
Real images acquired with a digital camera are affected by the optical blur (which we assume to be Gaussian) and the sampling. In this section we will analyze to what extent the affine covariance properties of the tensors hold for real discrete images. For simplicity, we consider planar images defined on R 2 . Furthermore, as in [27] , we assume an affine camera model; i.e., we disregard perspective effects.
Let f : R 2 → R be an infinite resolution image on a plane, seen from a frontal view. We consider an image u : R 2 → R, resulting from looking at f from a different viewpoint. Under an affine camera, we can express u as follows:
where A ∈ GL(N ) is an affinity matrix associated with the viewpoint (without loss of generality, we omit the translation of the affinity). Throughout this section we will use the notation f A = Af ; i.e., we use the same symbol for the affinity matrix A as for the operator that warps an image in accordance with affinity A. Since the normalized structure tensor is a (1, 1) affine tensor, tensors computed at corresponding locations on f and u should be related through formula (5.1).
Both u, f are infinite resolution images, seen from two different viewpoints before acquisition. When acquired by a finite resolution camera the image is modified by a filtering operation G Σ 1 and a sampling operator S 1 . We assume the G Σ 1 to be a Gaussian kernel with covariance matrix Σ 1 , such that its width is the smallest one that allows sampling without aliasing, with a sampling step of 1. We assume that Σ 1 = σ 1 I as defined in [27] . Thus, after acquisition we haveû 1 
Let us ignore for the moment the effect of the sampling to focus on the blur. We denote by u 1 = G Σ 1 * Af and f 1 = G Σ 1 * f the images before sampling.
In general the warping by A and the Gaussian filter will not commute; thus after acquisition, u 1 and f 1 will no longer be related by an affinity. Indeed, if G Σ is a Gaussian kernel with covariance matrix Σ and zero mean, then we have that
a property which is sometimes referred to as weak commutativity [27] .
Thus, in the affine camera model, a change of viewpoint associated with the affinity A induces an anti-aliasing Gaussian filter G AΣ 1 A T . Tensors computed in u 1 = AG AΣ 1 A T * f 1 will match tensors in G AΣ 1 A T * f 1 , but they will differ from the tensors of G Σ 1 * f .
An exception is given by the case in which the Gaussian kernel is isotropic (as G Σ 1 ) and A = R is a rotation since in that case Rσ 2 IR T = σ 2 I. However, this is not true if the affinities contain scalings and/or tilts. In the following, we describe an experiment to quantify the effect of zooms on the tensors by comparing tensors computed on G AΣ 1 A T * f and G Σ 1 * f for several scalings.
For a zoom by a factor of s > 0, A = H s = sI, we have that the induced Gaussian filtering is
To quantify the effect of zooms in the computation of the tensors, we simulate acquisitions at several scales by creating a Gaussian scale-space G s 2 Σ 1 * f for the classical image baboon while varying s ∈ [1, 10] and computing tensors at each scale. Since we do not have access to an infinite resolution image, we assume that f 1 = S 1 G 1 * f is well sampled and build the scale-space by filtering f 1 . This is an approximation to a Gaussian filtering of the continuous f , especially for large kernel widths.
Tensors are computed for each image G s 2 Σ 1 * f for a fixed parameter r > 0. Let us denote by T s (x) the tensors computed at x from image G s 2 Σ 1 * f , and let us denote λ s,2 (x) its smallest eigenvalue. Figure 14 plots the median in the image of the ratio between the smallest eigenvalue of a tensor computed at scale s and the corresponding tensor at scale s 0 (median minimum eigenvalue ratio):
Three curves are shown, corresponding to s 0 = 2, 3, and 4. Together with the median value, we show the region around the median of three standard deviations (due to the presence of outliers, the standard deviation is estimated as 1.4826 MAD, the median absolute deviation). Note that if we represent a tensor by the elliptical neighborhood y, T s (x)y < 1, the smallest eigenvalue is inversely proportional to the largest axis of the ellipse. The experiment measures how fast tensors change with the Gaussian filtering associated with a scale change.
The curves decrease monotonically. The reason for this is that as we zoom out (increase s) the image is filtered with a wider kernel, thus decreasing the high frequency content in the image. The gradients will be smaller, and thus the smallest eigenvalue of the tensors will also be smaller. We show in the figure the range corresponding to a 20% variation with respect to 1, the value of the ratio in s 0 . We could consider that, on average, the elliptical regions defined by the tensors change 20% in their size.
Note also that there is a considerable amount of dispersion around the median value. Tensors at different pixels have different behavior with scale, depending on the image in the neighborhood of the pixel.
Dependency on the initial iteration.
The proposed construction method of the affine covariant tensors is an iterative method which starts from some initial region (5.15). The initial region is an infinite band whose orientation depends on the gradient at the central point. Therefore, the resulting tensor depends somehow on all the pixels within the initial band. In general this dependency tends to vanish with a sufficient number of iterations of the proposed scheme. In this section we study how this behavior depends on the image content and the value of r.
In order to study the dependency of the tensors on the initial region we select a highly textured image and create a second image by replacing the peripheral part of the first image with another content (Figure 15 ). Let T u (x) and T v (x) be tensors on the first and second images, respectively. We then calculate the error between two corresponding tensors as e(
F , where · 2 F is the Frobenius norm. Figure 16 shows the errors, color-coded by c(x) = exp(− e(x) 2 2σ 2 ), where σ is in the order of 10 4 . For rather small values of r (50, 100, 150) many covariant neighborhoods (especially close to strong edges) degenerate into a small set of pixels or even into one pixel ( Figure 17 ). With such small neighborhoods, the tensor estimation tends to converge to an incorrect solution. Obviously, in this case tensors highly depend on the initial iteration, which explains a large number of mismatches in the central part of the images for small r. Moreover, it explains occasional low errors on the peripheral part of the images, where tensors close to strong edges occasionally capture the same direction of these edges, but the corresponding neighborhoods do not have enough information to distinguish between two different images.
With the value of r large enough, dependency of tensors on the initial iteration is negligible in the whole central region. Let us note that tensors near the peripheral region are inevitably influenced by this region in all the iterations and not only during the initial one. Therefore they are irrelevant for this experiment. In section 6.2, we study the proposed similarity measure on a boundary between two objects, undergoing different transformations.
Related approaches to affine neighborhoods.
The proposed iterative method for the computation of affine covariant structure tensors allows us to estimate the a priori connection between two given points and thus a local affinity. Other methods, suitable for the local affinity estimation, can be found in the literature. Our approach for the computation of affine invariant tensors and neighborhoods has much in common with the iterative shape adaptation algorithm of Mikolajczyk and Schmid [25] used in the Harris-Affine feature detector. In this section we compare both approaches in their ability to estimate an affine transformation. We use an implementation of the Harris-Affine feature detector of [38] .
The method of [25] was originally proposed in the feature extraction context for object recognition purposes. It starts by building a scale-space for a given image and detecting stable keypoints together with their characteristic scales. Oriented elliptical neighborhoods are then calculated at these keypoints using an iterative procedure. First, a so-called shape adaptation matrix is estimated in the vicinity of a keypoint, and then the image is warped in accordance with this matrix. The amount of information around a keypoint that is considered in the calculation of the shape adaptation matrix is controlled by the integration scale σ I . Both σ I and the position of the keypoint are updated in each iteration. The process is repeated until a convergence criterion is met. In the feature detection context, the integration scale σ I is related to the characteristic scale of a keypoint.
Like the proposed affine covariant structure tensor, the shape adaptation matrix can be used to estimate an affine transformation that aligns the vicinities of two given points. However, for arbitrary points that are not keypoints, one needs to provide σ I as a free parameter. In this case parameter σ I can be seen as radius parameter r in our approach. Also, positions of the points should be fixed. Let us note that the method described in [25] is initialized on a circular window given by an isotropic Gaussian which is not affine covariant, whereas the method this paper proposes starts from an affine covariant initial band and guarantees that at any stage of the algorithm the computed tensor is affine covariant.
In order to compare both methods we use an image sequence well known in the feature detection community, the graffiti sequence, taken from the test data in [24] . It contains six images showing different views of the same scene. Five ground truth global transformations from the first image to all the others are known. We uniformly sample 2745 points on the first image and use the ground truth transformations to obtain the sets of corresponding points for the other images. We then estimate local affinities for every pair of corresponding points using both methods. Knowing the locations of the corresponding points, we obtain estimated global transformations from local ones. We measure the estimation error by the Frobenius norm of the difference between the estimated and the ground truth transformations. Let us note once again that in both methods the sizes of neighborhoods are controlled by the free parameters: r in our method and σ I in the Harris-Affine one. However, the values of r and σ I could not be easily related. Therefore, for each pair of images we test extensive ranges of r and σ I and select the ones giving the smallest median value of the error. With this experiment we indirectly evaluate the degree of affine covariance of the proposed covariant structure tensors and affine normalization proposed in [25] . Figure 18 shows statistics for both methods over the five pairs of images. It can be seen that statistically our method performs slightly better.
Let us note that other approaches to affine neighborhoods exist; see, e.g., [4, 36, 23, 26] . However, when applying these methods it is impractical or even impossible to extract affine invariant regions densely. In contrast, our approach by design is capable of producing a dense field of affine invariant neighborhoods.
Experimental results.
In section 4.3, the proposed affine invariant similarity measure has been studied and experimentally analyzed without taking into account the computation scheme for affine covariant tensors. In this section we consider the whole approach and demonstrate a few more results on the similarity measure. For all the experiments in this section, to compare two points x and y we first calculate the affine covariant tensors and neighborhoods at these points using (5.13), (5.14), and (5.15). We transform the neighborhoods to normalized circles and align these circles by exhaustively searching for a missing rotation. This gives us the a priori connection (5.20) between x and y and allows us to apply the formula (4.15) to calculate patch similarity (distance) value.
Similarity measure under different transformations.
At first we study the proposed similarity measure between pairs of images, which undergo different kinds of transformations. For this purpose we calculate patch distance values d(x, y) between corresponding points on two images. In each selected pair of images, differing by an affine or planar projective transform, the ground truth correspondences are either given (Figure 19 ) or easy to estimate (Figures 21 and 23) . In the following experiments we demonstrate results for a rotation, an affine transformation, and finally a perspective transformation. In each case we compare the proposed similarity measure with the well-known Euclidean distance given by (1.1). Let us remark that it can be seen as a particular case of (4.15), where T u (x) = I and T v (y) = I. This similarity measure is modeled by a usual patch distance between square patches of a given size.
In order to visualize similarity maps, we color-code patch distances
, d max , and d min are the maximum and minimum patch distance values, respectively, and γ > 0 is a parameter that controls stretching of values close to 1. Brighter color means higher similarity value. Note that for each pair of images distances were normalized all together using the same d min and d max , which means that equal colors on two different similarity maps correspond to the same similarity values.
In the described setting there is only one object shown on a pair of images under different transformations; moreover, the ground truth correspondences are provided. Therefore, for the following experiments we fix the scale parameter t = 150000 (which corresponds to almost uniform weights within the covariant neighborhoods). We fix r = 150 as well.
First experiment. In the first experiment we study rotation on a pair of images shown in the Figure 19 . The left image is the original one, and the right image was rotated clockwise by an angle of 37 degrees. Figure 20 shows similarity values calculated from the given correspondences. The distances were color-coded with σ = . Third experiment. The third pair of images ( Figure 23 ) includes two different views of the same packet of juice. We are interested in the front side of the packet, which is planar. Two given views of that front side are related by perspective transform of a plane. Figure 24 shows similarity values calculated from the given correspondences. The distances were color-coded with σ = dmax−d min 10 . Varying r. Finally, let us present some similarity maps calculated for the same pairs of images but this time varying the r parameter (Figures 25, 26, and 27 ). These results show that r may vary in a relatively wide range without significant impact on the final result.
The actual choice of r should depend on the application, the sizes of the image features to be captured, and the image noise and texture content themselves. As shown in section 5.4, r should also be big enough to avoid degenerate neighborhoods (reduced to a few pixels). However, together with the previous three experiments, the similarity maps on Figures 25, 26 , and 27 verify that for the whole range of r being tested the proposed similarity measure outperforms the usual Euclidean distance (1.1). 6.2. Local affinities and discussion on the selection of parameters. In this section we study the behavior of the proposed similarity measure close to the boundary of two different transformations. For doing this we created a pair of synthetic images, shown in Figure 28 . On these images two different views of the graffiti image are used as backgrounds and two different views of another object are imposed as foreground objects. Backgrounds are related by an affine transformation, and foreground objects are related by another affine transformation. The ground truth correspondences are calculated first for the background, then for the foreground objects, and finally combined using a mask.
There are two main parameters in this work related to the amount of support we allow in the comparison of two patches: t and r. In the following experiment both t and r are variable; therefore it is useful to link them together. Let t = r/t. Small values oft correspond to coarse scales (larger window), while big values correspond to fine scales (smaller window). Recall that in (4.15), g t is a given window that we assume to be Gaussian of variance t. Thent can be informally seen as the number of Gaussian sigmas that should fit into the patch, which in our case has elliptical shape and can be normalized to a circle of radius r. By introducingt we can specify one set oft values for all values of r. values ist ∈ {0.01, 0.5, 1, 3, 6, 9}. Let us remark that the dark region in the right part of each similarity map is irrelevant to the experiment because it is caused by an occlusion.
This experiment confirms that for all selected combinations oft and r the matching is correct far enough away from the boundary of different transformations. Moreover, the size of the problematic region on the boundary may be controlled by adjusting both r andt parameters. Keeping in mind that one would like to see r as a parameter that can be selected once for a concrete pair of images, or even estimated automatically, this emphasizes once again the importance of multiscale similarity computation for the cases where two or more objects undergoing different transformations may meet.
7.
Conclusions. In this work we study in detail the linear model to compare patches of images defined on Riemannian manifolds, described first in [3] . Using a WKB approximation we develop two practical formulas (4.15), (4.16) to approximate the solution the corresponding linear PDE (1.3). In order to be able to apply these formulas one needs to provide an a priori connection between any pair of points to be compared. We propose intrinsic metrics allowing us to consider images as Riemannian manifolds. These metrics are defined in terms of affine covariant tensors and affine covariant neighborhoods associated with them. The tensors are then used for obtaining the a priori connection. We accompany theoretical developments with experiments. First we study properties of the proposed similarity measure, assuming that the a priori connection is known. Then we move to the properties of the proposed affine covariant structure tensors in isolation from the similarity measure and also discuss some practical question related to the computation of the a priori connection. Finally, we take a look at the proposed similarity measure as a whole. Many application-specific questions were left aside in order to keep this work general and concise.
