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In many computer vision and pattern recognition applications using graph-based representations, it is of
great interest to be able to extract the k largest cliques in a graph. However, most methods are geared
either towards extracting a single clique of maximum size, or enumerating all cliques, without following
any particular order. In this paper, we present a novel approach for partial clique enumeration, which is
the problem of extracting the k largest cliques of a graph. Our approach is based on a continuous formu-
lation of the clique problem developed in the 1960s by Motzkin and Straus, and is able to avoid extracting
the same clique multiple times. This is done by casting the problem into a game–theoretic framework,
where stable strategies are in correspondence with maximal cliques, and by iteratively rendering the
extracted solutions unstable. The approach has been tested on the maximum clique problem and com-
pared against several state-of-the-art algorithms both on random as well as DIMACS benchmark graphs.
Further, we applied our enumerative heuristic to the matching of shapes using the shock-graph represen-
tation. The results confirm the effectiveness of the approach.
 2008 Elsevier B.V. All rights reserved.1. Introduction
Many problems in computer vision and pattern recognition can
be formulated in terms of finding a completely connected sub-
graph (i.e., a clique) of a given graph, having largest cardinality. This
is called the Maximum Clique Problem (MCP). One popular ap-
proach to object recognition, for example, involves matching an
input scene against a stored model, each being abstracted in terms
of a relational structure [3,17,43,47], and this problem, in turn, can
be conveniently transformed into the equivalent problem of finding
a maximum clique of the corresponding association graph. This idea
was pioneered by Ambler et al. [1] and was later developed by Bolles
and Cain [7] as part of their local-feature-focus method. Now, it has
become a standard technique in computer vision, and has been
employing in such diverse applications as stereo correspondence
[25], point pattern matching [35], and image sequence analysis
[44]. Other interesting applications of the maximum clique problem
arise in the context of cluster analysis, where graph-theoretical
methods have long proven to be especially effective [2,28,37], and
in the context of category learning and knowledge discovery
[18,34]. Furthermore, clique finding is also linked with the learning
of graphical structure by the Hammersley–Clifford theorem [21].
From a computational point of view, the MCP belongs to the
class of NP-Complete problems, whose intractability forces us to fall
back on approximation methods. Unfortunately, even approximat-ll rights reserved.
: +39 041 2348419.
ulò), torsello@dsi.unive.it (A.ing the MCP is intractable [23]. Due to this pessimistic state of af-
fairs, much attention has gone into developing efficient heuristics
for the MCP, for which no formal guarantee of performance may
be provided, but are nevertheless useful in practical applications.
We refer to Bomze et al. [9] for a survey concerning algorithms,
applications, and complexity issues of this important problem.
In a recent series of papers [8,12,16,20,39,42], a novel approach
has emerged, which is based around a classical result from graph
theory due to Motzkin and Straus [33] that allows us to formulate
the MCP as a continuous quadratic optimization problemwith sim-
plex constraints. This program is typically solved using the replica-
tor dynamics, a well-known class of continuous- and discrete-time
dynamical systems developed and studied in the field of evolution-
ary game theory. Although previous work has focused mainly on
extracting a single maximum clique, in several contexts it is of
great interest to be able to extract multiple (say k) large cliques.
For example, in knowledge discovery, where categories are ab-
stracted in terms of cliques, each element can belong to multiple
categories, which prompts us to look for more than one category
[18,34,36]. In computational biology Shi et al. [45] equate the prob-
lem of predicting the loop of protein 3D structure to a problem of
finding the maximal cliques with the best weight, while in the field
of computer vision, Horaud and Skordas [25] use the largest cliques
to find stereo correspondences in image pairs. In the latter work,
the authors extract straight lines from each image and enrich them
with attributes and neighborhood relationships. The obtained
structural descriptions are represented with relational graphs
and stereo correspondences between images are extracted by
matching them. Horaud and Skordas however noticed that among
912 S. Rota Bulò et al. / Image and Vision Computing 27 (2009) 911–922the many maximal cliques detected, the largest one did not always
provide for the best solution. Therefore they enumerate several
large cliques and take the match, which maximizes an objective
function, that could not be formulated in terms of the weight of
the clique.
The clique enumeration literature mainly deals with exhaustive
searches and hence, enumerate, either implicitly or explicitly, all
cliques (in particular all maximal cliques) of an undirected graph.
The first enumerative algorithm is probably due to Harary and Ross
[22], followed by several others [13,15,29,51]. However, these
algorithms can only guarantee that the cliques are extracted in lex-
icographical order, and no guarantee is given about the size of the
cliques extracted at each step.
In this paper, we develop an approach which uses a game–the-
oretic formulation to enumerate a user-defined number of large
cliques. Ideally, we would like to obtain the k largest maximal cli-
ques after a small number of enumerations. The proposed ap-
proach is based on the fact that under a certain family of
quadratic problems, there is a one-to-one correspondence between
asymptotically stable points of the replicator dynamics and maxi-
mal cliques. Once we have extracted a maximal clique, we would
like to force the dynamics not to converge to the same clique
and this can be done by rendering the associated rest point unsta-
ble. To this end, we introduce a graph extension process which, gi-
ven a maximal clique that we want to avoid, produces a directed
graph which guarantees a one-to-one correspondence between
the evolutionary stable points of the associated replicator dynam-
ics and the remaining maximal cliques of the original graph.
The idea of rendering unstable some solutions under the repli-
cator dynamics in order to improve the size of the extracted cliques
was already used by Pelillo and co-workers in [12,42], where it is
shown that by adding to each vertex a self-loop with a properly
chosen negative weight a, a class of unwanted solutions become
unstable. The main disadvantage associated with this approach
is, however, the emergence of new spurious stable solutions, which
do not correspond to cliques. To overcome the problem, instead of
keeping the value of a fixed, the authors start with a sufficiently
large negative value and adaptively increase it during the optimi-
zation process, in much the same spirit as simulated or mean field
annealing procedures. Clearly, our solution differs from this one,
since we are able to render unstable only selected unwanted solu-
tions, without affecting other solutions.
To test the effectiveness of the proposed approach at extracting
large cliques first, we conducted experiments on the maximum cli-
que problem and compared it against several state-of-the-art algo-
rithms both on random as well as DIMACS benchmark graphs.
Further, we applied our method to a shape recognition problem;
namely, the matching of shock-graphs.
The paper is organized as follows: in Section 2 we present a con-
tinuous characterization of the maximum clique problem in terms
of solutions of a standard quadratic problem. In Section 3 we dis-
cuss evolutionary game theory and show a characterization of cli-
ques in terms of classical game–theoretic equilibria. This
generalizes the results presented in Section 2 and allows us to ex-
tend the notion of maximal clique to directed graphs. In Section 4
we introduce the replicator dynamics as a tool for finding maximal
cliques and Section 5 presents our game–theoretic approach to
maximal clique enumeration. Section 6 is dedicated to the experi-
ments on the maximum clique problem and on shape matching
and, finally, in Section 7 we draw some conclusions.1 In the original paper, Motzkin and Straus proved the ‘‘only-if” part of this
theorem. The converse however is a straightforward consequence of their result
(Pelillo and Jagota [41]).2. A family of quadratic programs for maximum clique
Let G ¼ ðV ; EÞ be an undirected graph without self-loops, where
V ¼ f1;2; . . . ;ng is the set of vertices and E#V  V the set of edges.We define the order of a graph G as the cardinality of V. Two verti-
ces u; v 2 V are adjacent if ðu; vÞ 2 E. A subset C of vertices in G is
called a clique if all its vertices are mutually adjacent. It is a maxi-
mal clique if it is not a subset of other cliques in G. It is a maximum
clique if it has maximum cardinality. The cardinality of a maximum
clique of G is also called clique number and denoted by xðGÞ.
The adjacency matrix of G is the n n symmetric matrix
AG ¼ ðaijÞ, where aij ¼ 1 if ði; jÞ 2 E, aij ¼ 0 otherwise.
Now, consider the following constrained quadratic program.
maximize faðxÞ ¼ x0ðAG þ aIÞx
subject to x 2 D  Rn ; ð2:1Þ
where n is the order of G, I the identity matrix, a is a real parameter
and where D is the standard simplex of the n-dimensional Euclidean
space given by
D ¼ x 2 Rn : e0x ¼ 1; xP 0f g;
where e is the vector with all components equal to 1.
In 1965 Motzkin and Straus [33] established a connection be-
tween the maximum clique problem and the program in (2.1) with
a ¼ 0; they related the clique number of G to global solutions x of
the program through the formula xðGÞ ¼ ð1 f0ðxÞÞ1, and
showed that a subset of vertices C with cardinality jCj is a maxi-
mum clique of G if and only if its characteristic vector xC 2 D, where
xCi ¼
1
jCj if i 2 C
0 otherwise;
(
is a global maximizer of f0 on D.1 Pelillo and Jagota [41], extended
the Motzkin–Straus theorem by providing a characterization of max-
imal cliques in terms of local maximizers of f0 in D.
A drawback of the original Motzkin–Straus formulation is the
existence of ‘‘spurious” solutions, i.e., maximizers of f0 that are
not in the form of characteristic vectors [41]. Bomze et al. [10]
proved that for 0 < a < 1 all local maximizer of (2.1) are strict
and are in one-to-one relation with the characteristic vectors of
the maximal cliques of G, thus, overcoming the problem.
Following [39,42], the problem of finding the maximizers of
(2.1) is cast in a game–theoretic setting, where the replicator
dynamics, a well-known formalization of the selection process,
are used as a growth transformation. In the next section we will re-
view some concepts from evolutionary game theory that will be
useful throughout the paper and provide the link between game
theory and maximal cliques.
3. A game–theoretic perspective
Let O ¼ f1;2; . . . ;ng be the set of pure strategies available to the
players and A ¼ ðaijÞ the n n payoff or utility matrix [53] where aij
is the payoff that a player gains when playing the strategy i against
an opponent playing strategy j. In biological contexts, payoffs are
typically measured in terms of Darwinian fitness or reproductive
success whereas in economics applications, they usually represent
firms’ profits or consumers’ utilities.
A mixed strategy is a probability distribution x ¼ ðx1; x2; . . . ; xnÞ0
over the available strategies in O. Mixed strategies clearly lie in
the standard simplex D of the n-dimensional Euclidean space. The
support of a mixed strategy x 2 D, denoted by rðxÞ, defines the set
of elements with non-zero probability: rðxÞ ¼ fi 2 O : xi > 0g.
The expected payoff that a player obtains by playing the ele-
ment i against an opponent playing a mixed strategy x is
Fig. 1. In this directed graph we have that fA; B;Cg is doubly-linked clique, but it is
not saturated because of D, while fA;Dg is a saturated doubly-linked clique.
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jaijxj. Hence, the expected payoff received by adopting a
mixed strategy y is y0Ax.
Evolutionary game theory considers an idealized scenario
wherein pairs of individuals are repeatedly drawn from a large
population to play a two-player symmetric game. Each player is
not supposed to behave rationally or have a complete knowledge
of the details of the game, but he acts according to a pre-pro-
grammed pure strategy. This dynamic activates some selection
process that results in the evolution of the fittest strategies. A
well-known formalization of the selection process is given by the
replicator equations (see Section 4).
The best replies against a mixed strategy x is the set of mixed
strategies bðxÞ ¼ fy 2 D : y0Ax ¼maxz z0Axg.
A mixed strategy x is a Nash equilibrium if it is a best reply to it-
self, i.e., 8y 2 D, y0Ax 6 x0Ax. This implies that for all i 2 rðxÞ,
ðAxÞi ¼ x0Ax, hence the payoff of every strategy in the support of
x is constant, while all strategies outside the support of x earn a
payoff that is less than or equal to x0Ax.
A strategy x is said to be an Evolutionary Stable Strategy (ESS) if it
is a Nash equilibrium and for each best reply y to x, i.e., such that
y0Ax ¼ x0Ax, we have x0Ay > y0Ay. This second condition can also be
rephrased as having e0Ae < 0 for all e 2 MðxÞ where
MðxÞ ¼ e 2 Rn : e0e ¼ 0 and ei ¼ 0; 8i  ðAxÞi < x0Ax
 
: ð3:1Þ
Intuitively, ESSs are strategies such that any small deviation will
be reabsorbed as it will lead to an inferior payoff.
Consider the following quadratic program
maximize x0Ax
subject to x 2 D  Rn; ð3:2Þ
where A is a n n symmetric matrix. We have that x is a Nash equi-
librium of a two-player game with payoff matrix A, if and only if it
satisfies the first order Karush–Kuhn–Tucker (KKT) conditions [32]
for (3.2). Hence, local solution of (3.2) are indeed Nash equilibria,
but the converse does not necessarily hold. On the other hand, we
have that x is an ESS of a two-player game with payoff matrix A,
if and only if it is a strict local maxima of (3.2) [53]. Therefore, a link
can be established between maximal cliques of a graph G and ESSs if
we take AG þ aI with 0 < a < 1 as payoff matrix. We refer to [8] and
[10] for a deeper insight of the relation between ESS and maximal
cliques.
Through this change in perspective, we can move from an opti-
mization to a game–theoretic setting: Instead of finding local solu-
tions of a quadratic program, we look for ESSs of two-persons
symmetric games. The advantage of this new approach is that we
can generalize the Motzkin–Straus result to non-symmetric payoff
matrices and hence, to directed graphs.
Let G ¼ ðV ; EÞ be a directed graph. A doubly-linked clique of G is a
set S#V such that for all u; v 2 S, we have ðu; vÞ 2 E and ðv;uÞ 2 E.
The clique is saturated if there is no t 2 V n S such that for all s 2 S,
ðt; sÞ 2 E.
For example, in Fig. 1 we have a directed graph where the sub-
set of vertices fA;B;Cg forms a doubly-linked clique, but it is not
saturated because D is connected to all its vertices. On the other
hand, fA;Dg is a saturated doubly-linked clique.
The following result establishes a one-to-one correspondence
between ESS and saturated doubly-linked cliques in directed
graphs (see also [50]).
Theorem 1. Let G ¼ ðV ; EÞ be a directed graph with adjacency matrix
A and 0:5 6 a < 1. A vector x 2 D is an ESS for a two-player game
with payoff matrix B ¼ Aþ aI if and only if it is the characteristic
vector of a saturated doubly-linked clique of G.
Proof. (() If S is a saturated doubly-linked clique then xS is a strict
Nash equilibrium. In factðBxÞi
¼ 1 ð1aÞjSj ¼ x0Bx; if i 2 rðxÞ
6 1 1jSj < x0Bx if i R rðxÞ;
(
where the inequality for vertices outside the support derives from
the saturation property. In order for x to be an ESS we should have
that e0Be < 0 for all e 2 MðxÞ (see Eq. (3.1)). But this is indeed the
case, because rðxÞ is a doubly-linked clique and ei is zero outside
the support of x. Hence,
e0Be ¼ e0 ða 1ÞI þ ee0½ e ¼ ða 1Þe0e < 0
which concludes the first part of the proof.
()) Assume that bij ¼ 0 for two distinct i; j 2 rðxÞ. Let
y ¼ xþ eðei  ejÞ, where 0 < e 6 xj and ei is the vector with all
components equal zero except for the ith-component which is
equal to 1. Note that y is a best reply to x, in fact
y0Bx x0Bx ¼ eðei  ejÞ0Bx ¼ 0:
But then
x0By  y0By ¼ eðei  ejÞ0By
¼ eðei  ejÞ0Bxþ e2ðei  ejÞ0Bðei  ejÞ
¼ e2 bii þ bjj  bij  bji
  ¼ e2 2a bji  6 0
which contradicts the evolutionary stability of x.
It follows, by the Nash condition, that for all i 2 S,
ðBxÞi ¼ 1 ð1 aÞxi ¼ x0Bx, which implies that xi is constant for
all i 2 S, i.e., x is the characteristic vector of S.
Finally, the doubly-linked clique S is saturated, because
otherwise, by definition, there exists a vertex k such that for all
i 2 rðxÞ and i–k, Bki ¼ 1. But then for any i 2 rðxÞ we have that
ðBxÞk ¼ 1 > ðBxÞi ¼ 1 ð1 aÞ=jSj, which contradicts the Nash
condition and hence, x cannot be an ESS. h
Note that unlike the symmetric case, where a can be chosen be-
tween 0 and 1, Theorem 1 does not hold for 0 < a < 0:5. In fact,














e0ðBþ B0Þe ¼ 1
2
e0 ð2a 1ÞI þ ee0½ e ¼ a 0:5ð Þe0e < 0:
Hence, x is an ESS, but rðxÞ is not a doubly-linked clique of G.
This shows that the bounds on a are tight and Theorem 1 does
not hold for 0 < a < 0:5.
We have already seen that if we consider an undirected graph G
and the payoff matrix AG þ aI with 0 < a < 1, then the ESSs of the
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maximal cliques of G. Here we can see that if 0:5 6 a < 1 the con-
cept of saturated doubly-linked clique is a direct generalization to
the asymmetric case of the concept of maximal clique, i.e., ESSs are
in one-to-one correspondence with saturated doubly-linked
cliques.Fig. 2. On the left we have an undirected graph G. On the right we have the R-
extension GR , where R ¼ ffA; B;Cg; fA;D; Egg.4. Replicator dynamics
In this section, we discuss the replicator dynamics, which is
instrumental for finding ESSs, and for that it will be used in the
subsequent development of our partial clique enumeration algo-
rithm. For a more systematic treatment see [53].
The Replicator Dynamics (RD) is a well-known formalization of
the selection process that takes place within an evolutionary game,
where the assumption is made that the game is played over and
over, generation after generation, and that the action of natural
selection will result in the evolution of the fittest strategies. If suc-
cessive generations blend into each other, the evolution of behav-
ioral phenotypes can be described by the following set of
differential equations [48]:
_xi ¼ xi ðAxÞi  x0Ax
 
with i ¼ 1 . . .n; ð4:1Þ
where a dot signifies derivative with respect to time. The basic idea
behind this model is that the strategies earning higher payoffs than
the population mean payoff will grow faster while those with lower
payoff will be driven to extinction.




with i ¼ 1 . . .n; ð4:2Þ
which can also be regarded as a very special case of a general class
of dynamical systems introduced by Baum and Eagon [4] and stud-
ied by Baum and Sell [5] in the context of Markov chain theory. Note
that for both the continuous and the discrete dynamics, the simplex
D is invariant, i.e., if started in D, the dynamics will remain there.
A point x is said to be stationary (or equilibrium) point for our
dynamical systems if _x ¼ 0 in the continuous-time case and
xðtþ1Þ ¼ xðtÞ in the discrete-time one. Moreover a stationary point
is asymptotically stable if any trajectory starting in its vicinity will
converge to it as t !1. It turns out that both the continuous-time
and discrete-time RD have the same set of stationary points in D
satisfying the condition:
xiððAxÞi  x0AxÞ ¼ 0 with i ¼ 1 . . .n:
We are now interested in studying the dynamical properties of
the RD that will allow us to employ them for the partial clique enu-
meration problem, in particular we will see its relation with ESSs.
First, we have that the set of stationary points of the RD is a sup-
erset of the set of Nash equilibria related to the payoff function
x0Ay, and if we start the dynamics from the interior of the simplex
and it converges to a stationary point x, then x is a Nash equilib-
rium. We also know that by definition the ESSs are Nash equilibria,
therefore the dynamics can potentially converge towards evolu-
tionary stable states.
Further, from evolutionary game theory we know that asymp-
totically stable points of the RD are Nash equilibria, and that all
the evolutionary stable ones are also asymptotically stable under
the continuous-time RD, however, in general, there could still exist
asymptotically stable points that are not evolutionary stable.
In the particular case of symmetric payoff matrices we get
stronger results. In fact, if we consider a symmetric matrix A, then
the quadratic polynomial x0Ax is strictly increasing along any non-
constant trajectory of both continuous-time and discrete-time rep-
licator equations. Furthermore, any such trajectory converges to a(unique) stationary point. Finally, a vector x 2 D is asymptotically
stable under the RD if and only if x is a strict local maximizer of
F on D and therefore if and only if x is an ESS for the payoff function
u. In other words, this proposition states that x0Ax is a Lyapunov
function for the RD. This result is also known in mathematical biol-
ogy as the Fundamental Theorem of Natural Selection [24,53]. For
this property, in [39] the RD were employed as a maximizer for Eq.
(2.1).
5. Enumerating maximal cliques
In this section, we present our game–theoretic enumeration ap-
proach and study its properties. In order to render a given ESS x
unstable, it is sufficient to drop the Nash condition for x. A simple
way to do it without affecting other equilibria, is to add a new
strategy z that is a best reply to x, but to no other ESS. This way,
x will be no longer asymptotically stable.
Let G ¼ ðV ; EÞ be an undirected graph and G0 ¼ ðV ; E0Þ be its
directed version, where for all ðu; vÞ 2 E, ðu; vÞ; ðv;uÞ 2 E0. Given a
set R of maximal cliques of G, we define the R-extension GR of G
by adding new nodes to G0 as follows. For each clique S 2 R, we cre-
ate a new vertex v, called R-vertex, and put edges from v to each
vertex in S and from each vertex in V n S to v. After this, each R-ver-
tex v dominates a particular clique S of R. Further, each vertex not
in S dominates the R-vertex v so that it cannot form a new asymp-
totically stable strategy.
Fig. 2 illustrates an undirected graph and its R-extension, where
R contains the maximal cliques fA;B;Cg and fA;D; Eg. Nodes 1 and
2 are the R-vertices. Here, node 1 dominates the clique fA;B;Cg,
and node 2 dominates the clique fA;D; Eg.
Theorem 2 guarantees that, given a set of maximal cliques R of
an undirected graph G, there exists a one-to-one correspondence
between the set of maximal cliques of G not in R and the set of ESSs
of a two-player symmetric game associated to the extended graph
GR.
Theorem 2. Let G ¼ ðV ; EÞ be an undirected graph, R be a set of
maximal cliques of G and A be the adjacency matrix of the R-extension
GR of G. Let U be a two-person symmetric game with payoff matrix
Aþ aI with 0:5 6 a < 1. Then x is an ESS equilibrium of U if and only
if it is the characteristic vector of a maximal clique of G not in R.
Proof. ()) By Theorem 1, if x is an ESS of U then it is the charac-
teristic vector of a saturated doubly-linked clique S of GR. By con-
struction of GR, the only possible doubly-linked cliques are subsets
of V, therefore S is a clique of G. It is also maximal and not in R
because otherwise it would not be saturated.
(() Consider S R R a maximal clique of G. Then by construction
of GR, it is a saturated doubly-linked clique of GR and hence, by
Theorem 1, xS is an ESS equilibrium of G. h
Fig. 3. Example of enumeration with our continuous-based approach.
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way. We iteratively find an asymptotically stable point through
the replicator dynamics. If we have an ESS, then we have found a
new maximal clique.2 After that, we extend the graph by adding
the newly extracted clique to R, thus rendering its associated strat-
egy unstable, and reiterate the procedure until we have enumerated
the selected number of maximal cliques. Theorem 2 guarantees that
our algorithm is correct, i.e., each ESS corresponds to a maximal cli-
que that has not already been enumerated, and complete, i.e., each
remaining maximal clique still corresponds to an ESS.
For example, in Fig. 3 we start with an undirected graph and ex-
tract the maximal clique fB;C; F;Ggwith plain replicator dynamics.
Then we R-extend it in order to render the solution found unstable
and reapply the dynamics on the extended graph. We converge to a
new maximal clique fB;D; Fg. Again we perform a R-extension and
reapply the dynamics finding fA;B;Cg. Iterating this procedure we
can enumerate the desired number of maximal cliques.
The space complexity of this algorithm is Ofðnþ kÞ2g, where n is
the graph order and k is the number of enumerated cliques, while
the time complexity is Ofckðnþ kÞ2g, where c is the average num-
ber of iterations that the replicator dynamics require to converge
(in the experiments we present in the next section we have that
c < 15).
It is worth pointing out that in order to extract the maximal cli-
que from a characteristic vector, we avoid the standard threshold-
ing technique on the value of each component of the characteristic
vector, but rather we use the values of each component as indica-
tors for a New-Best-In heuristic [31]. This is a sequential greedy
heuristic that, starting from an empty set of vertices, iteratively
constructs a maximal clique by inserting the clique-preserving ver-
tex v that maximizes wv þ
P
j2Savjwj where A is the adjacency ma-
trix of the graph, S is the set of clique-preserving vertices and
w ¼ ðw1; . . . ;wnÞ is a weight vector, in our case the mixed strategy
obtained through the replicator dynamics. An additional advantage
of this approach is that we can stop the dynamics before conver-2 We have never experienced an asymptotically stable point that was not an ESS, so
we conjecture that Theorem (2) can be generalized to asymptotically stable points.gence. This can significantly improve the speed of our approach
as a lower number of iterations are needed to extract each clique.
Fig. 4 plots the size of the cliques obtained by iterating our enu-
merative heuristic 450 times on a random graph of order 100 and
density 0.25. For each enumeration the graph plots the average size
of the last 40 cliques so as to reduce the variance an making the
trend more evident. As it can be seen, the approach enumerates
the cliques in approximately decreasing order of size.6. Experimental results
In order to asses the viability of our game–theoretic Enumera-
tion Heuristic (EH), we conducted two classes of experiments. In
the first, we applied the heuristic to the search of a clique of max-
imum size, using both random graphs with varying order and edge
density and the DIMACS benchmark.3 In the last set of experiments,
we applied our approach to the recognition of shapes abstracted in
terms of shock trees.
6.1. Experiments on random graphs
In the first set of experiments we applied our approach to ran-
dom graphs of order 100, 200, 300, 400, 500, 1000, and with edge
densities ranging from 0.25 to 0.95. We generated 20 different
graphs for each order and density. We run EH enumerating 150 cli-
ques for each graph. The results are compared with the following
heuristics based on dynamical systems for maximum clique: Jago-
ta’s Continuous Hopfield Dynamics (CHD) and Mean Field Anneal-
ing (MFA) [26,27], the Saturated Linear Dynamical Network (SLDN)
by Pekergin et al. [38], an approximation approach introduced by
Funabiki et al. (FTL) [19], the Iterative Hopfield Nets (IHN) algo-
rithm by Bertoni et al. [6], and the Hopfield Network Learning
(HNL) of Wang et al. [52]. Moreover, we also compare with other
Motzkin–Straus-based heuristics, namely the Replicator Dynamics

















Fig. 4. Average size of the extracted clique over the number of extractions.
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ristics, but we only compared against the results published in the
respective papers.
Table 1 shows the obtained clique sizes and computation times.
Here n refers to the graph order and q is the edge density. Obvi-
ously by construction EH may only improve the results obtained
by the plain replicator dynamics, and it is interesting to note that
the performance differences are remarkable. The comparisons
against the neural network heuristics are not extensive as the re-Table 1
Experiments on q-random graphs.
n q EH RD AIH
Size Time (s)
100 0.25 5.60 ± 0.49 0.79 4.90 ± 0.56 5.22
0.50 9.20 ± 0.51 0.51 8.07 ± 0.64 8.84
0.75 16.95 ± 0.74 0.40 15.15 ± 1.11 16.43
0.90 30.60 ± 1.43 0.47 28.92 ± 1.74 30.20
0.95 43.25 ± 1.97 0.54 42.04 ± 1.78 42.94
200 0.25 6.40 ± 0.49 1.11 5.35 ± 0.64 5.87
0.50 10.70 ± 0.56 1.00 9.11 ± 0.77 10.14
0.75 20.50 ± 0.74 0.95 18.05 ± 1.23 19.96
0.90 39.70 ± 1.23 1.16 37.41 ± 1.55 39.77
0.95 60.45 ± 2.25 1.54 58.24 ± 2.09 60.60
300 0.25 6.90 ± 0.30 2.06 5.61 ± 0.62 6.30
0.50 11.60 ± 0.49 1.75 9.57 ± 0.88 10.89
0.75 22.35 ± 0.48 1.75 19.40 ± 1.17 21.78
0.90 45.50 ± 1.36 2.27 41.48 ± 1.81 45.33
0.95 70.95 ± 1.88 3.18 67.43 ± 2.47 72.09
400 0.25 7.10 ± 0.30 2.46 5.73 ± 0.65 6.65
0.50 12.25 ± 0.43 2.75 10.07 ± 0.77 11.24
0.75 23.95 ± 0.67 2.80 20.42 ± 1.10 22.82
0.90 49.10 ± 1.09 3.70 44.44 ± 1.64 48.68
0.95 78.75 ± 2.02 5.43 74.25 ± 2.30 79.19
500 0.25 7.15 ± 0.36 3.46 5.81 ± 0.69 6.68
0.50 12.60 ± 0.58 4.10 10.31 ± 0.91 11.73
0.75 24.90 ± 0.62 4.18 21.31 ± 1.27 23.91
0.90 52.20 ± 0.75 5.41 46.93 ± 2.29 52.26
0.95 85.15 ± 1.31 8.32 79.94 ± 2.68 86.50
1000 0.25 8.00 ± 0.00 10.44 6.23 ± 0.62 7.17
0.50 13.95 ± 0.38 14.34 10.83 ± 0.82 12.73
0.75 28.00 ± 0.63 14.54 23.04 ± 1.35 26.63
0.90 60.65 ± 1.06 19.72 53.15 ± 2.11 60.46
0.95 103.80 ± 1.89 32.00 94.80 ± 2.96 104.93sults were reported only on few instances. However, it is clear that
EH outperforms CHD, SLDN, FTL, and in most cases also MFA and
HNL, while it performs as well as IHN. The comparison against
AIH is particularly interesting, as it employs a similar idea of ren-
dering solutions unstable under the replicator dynamics. We can
see that EH performs better on all instances with densities smaller
that 0.9, while instances having density of 0.9, the two approaches
behave comparably well, and on very high densities (0.95) AIH out-
performs EH.CHD MFA SLDN FTL IHN HNL
± 0.46 4.48 – 4.83 4.2 – –
± 0.63 7.38 8.50 8.07 8.0 9.13 9
± 0.83 13.87 – 15.05 14.1 – –
± 1.52 27.92 30.02 – – – 30
± 1.75 – – – – – –
± 0.51 – – – 4.9 – –
± 0.55 – – – 8.5 10.60 11
± 1.00 – – – – – –
± 1.50 – – – – – 39
± 1.64 – – – – – –
± 0.46 – – – 5.1 – –
± 0.60 – – – 8.9 11.60 11
± 0.84 – – – – – –
± 1.57 – – – – – 46
± 1.75 – – – – – –
± 0.50 5.53 – 5.70 4.9 – –
± 0.73 9.24 10.36 9.91 8.9 12.30 –
± 0.89 18.79 – 20.44 17.7 – –
± 1.51 43.24 49.94 – – – –
± 2.00 – – – – – –
± 0.55 – – – 6.2 – –
± 0.71 – – – 9.4 12.80 12
± 0.85 – – – – – –
± 1.46 – – – – – 56
± 2.51 – – – – – –
± 0.45 6.03 – 6.17 5.8 – –
± 0.78 10.25 – 10.93 10.4 – –
± 1.03 21.26 – 23.19 21.4 – –
± 1.60 – – – – – –
± 3.47 – – – – – –
S. Rota Bulò et al. / Image and Vision Computing 27 (2009) 911–922 917Fig. 5 shows for each graph density a plot of the average clique
size at varying graph orders. We plotted only the results obtained
with EH, RD and AIH, as the other competing methods lack exper-
imental results on most instances. Here, we clearly see that RD per-
forms poorly against AIH and EH. We also note how the
comparison between AIH and EH critically depends on the density
rather than the order of the graph: EH is superior for densities low-
er than 0.9, while AIH performs better with higher densities.
6.2. Experiments on the DIMACS benchmark graphs
In the next set of experiments we tested our approach on the
DIMACS benchmark graphs for the maximum clique problem.
Table 2 shows the results obtained by our approach, IHN, AIH
and other Motzkin–Straus-based heuristics for MCP, namely Con-
tinuous Based Heuristic (CBH) [20] and Qualex Motzkin–Straus






























































Fig. 5. Plots of the average size of the cliques found by our algorithm (EH),(Name), the number of vertices (#), the graph density (q) and the
clique number (x). The results of EH are reported in terms of the
minimum (Min), the average (Avg) and the maximum (Max) clique
size obtained by running the algorithm 20 times and enumerating
150 cliques for each execution. The average clique size allows us to
evaluate EH on enumerations of a limited number of cliques (150),
while the maximum clique size focuses on the results obtained
restarting the algorithm 20 times. The column labeled (K) provides
the number of enumerations expected to achieve the maximum.
The running times are referred to a non-optimized Java implemen-
tation on a 64-bit PC equipped with a 2-GHz AMD Opteron Proces-
sor and 1 GB RAM. We do not report the computation times of the
competing methods because they refer to different hardware and
software settings, rendering the speed performances not
comparable.
The c-fat and johnson families were the easiest to solve, in fact












































hs with density 0.95
plain Replicator Dynamics (RD) and Annealed Imitation Heuristic (AIH).
Table 2
Comparative results on DIMACS benchmark graphs.
Name # q x EH K Avg. time (s) IHN AIH CBH QMS
Min Avg. (Std. dev.) Max
brock200_1 200 0.75 21 20 20.050 (0.218) 21 25 1.04 – 20 20 21
brock200_2 200 0.50 12 10 10.600 (0.490) 11 3 0.99 – 10 12 12
brock200_3 200 0.61 15 13 13.600 (0.583) 15 19 0.95 – 13 14 15
brock200_4 200 0.66 17 15 15.600 (0.583) 17 9 0.97 – 16 16 17
brock400_1 400 0.75 27 23 23.400 (0.490) 24 10 2.87 – 24 23 27
brock400_2 400 0.75 29 23 23.500 (0.500) 24 5 2.83 – 24 24 29
brock400_3 400 0.75 31 23 23.400 (0.583) 25 3 2.89 – 24 23 31
brock400_4 400 0.75 33 23 23.850 (0.477) 25 3 2.83 – 23 24 33
brock800_1 800 0.65 23 19 19.500 (0.592) 21 17 9.93 – 20 20 23
brock800_2 800 0.65 24 19 19.500 (0.592) 21 4 9.95 – 18 19 24
brock800_3 800 0.65 25 19 19.500 (0.671) 21 1 9.95 – 19 20 25
brock800_4 800 0.65 26 19 19.400 (0.490) 20 8 9.93 – 19 19 26
c-fat200-1 200 0.08 12 12 12 (0) 12 1 1.34 12 12 12 12
c-fat200-2 200 0.16 24 24 24 (0) 24 1 0.64s 24 24 24 24
c-fat200-5 200 0.43 58 58 58 (0) 58 1 0.37 58 58 58 58
c-fat500-1 500 0.04 14 14 14 (0) 14 1 12.43 14 14 14 14
c-fat500-2 500 0.07 26 26 26 (0) 26 1 3.94 26 26 26 26
c-fat500-5 500 0.19 64 64 64 (0) 64 1 1.66 64 64 64 64
c-fat500-10 500 0.37 126 126 126 (0) 126 1 1.26 – 126 126 126
hamming6-2 64 0.90 32 32 32.0 (0.00) 32 1 0.51 32 32 32 32
hamming6-4 64 0.35 4 4 4.0 (0.00) 4 1 0.53 4 4 4 4
hamming8-2 256 0.97 128 128 128.0 (0.00) 128 1 1.30 128 128 128 128
hamming8-4 256 0.64 16 16 16.0 (0.00) 16 1 1.51 16 16 16 16
hamming10-2 1024 0.49 512 512 512.0 (0.00) 512 1 22.56 512 512 – 512
hamming10-4 1024 0.41 40 36 38.1 (1.92) 40 11 13.82 36 33 – 36
johnson8-2-4 28 0.56 4 4 4 (0) 4 1 0.87 4 4 4 4
johnson8-4-4 70 0.77 14 14 14 (0) 14 1 0.97 14 14 14 14
johnson16-2-4 120 0.76 8 8 8 (0) 8 1 0.45 8 8 8 8
johnson32-2-4 496 0.88 16 16 16 (0) 16 1 3.07 16 16 16 16
keller4 171 0.65 11 11 11 (0) 11 2 0.64 – 9 10 11
keller5 776 0.75 27 25 26.150 (0.910) 27 9 7.24 – 16 21 26
keller6 3361 0.82 P59 50 51.750 (1.374) 56 41 131.59 – 31 – 53
MANN_a9 45 0.927 16 16 16 (0) 16 1 1.87 – 16 16 16
MANN_a27 378 0.990 126 125 125.150 (0.357) 126 1 7.23 – 117 121 125
MANN_a45 1035 0.996 345 341 341.700 (0.557) 343 1 127.99 – – – 342
p_hat300-1 300 0.24 8 8 8 (0) 8 1 2.28 8 8 8 8
p_hat300-2 300 0.49 25 24 24.900 (0.300) 25 2 2.02 25 25 25 25
p_hat300-3 300 0.74 36 33 34.150 (0.477) 35 4 2.17 36 36 36 35
p_hat500-1 500 0.25 9 9 9 (0) 9 1 4.34 9 9 9 9
p_hat500-2 500 0.50 36 35 35.150 (0.357) 36 1 4.99 36 36 35 36
p_hat500-3 500 0.75 50 48 48.650 (0.477) 49 1 5.70 49 49 49 48
p_hat700-1 700 0.25 11 10 10.700 (0.458) 11 10 6.30 11 9 11 11
p_hat700-2 700 0.50 44 42 43.300 (0.557) 44 1 9.58 44 44 44 44
p_hat700-3 700 0.75 62 60 60.700 (0.557) 62 1 11.40 61 60 60 62
p_hat1000-1 1000 0.25 10 10 10 (0) 10 2 12.32 10 – – 10
p_hat1000-2 1000 0.50 46 44 45.150 (0.572) 46 1 18.01 46 – – 45
p_hat1000-3 1000 0.75 68 63 63.900 (0.768) 65 1 22.65 68 – – 65
p_hat1500-1 1500 0.25 12 11 11 (0) 11 5 22.95 – 10 11 12
p_hat1500-2 1500 0.50 65 63 63.450 (0.497) 64 1 43.72 – 64 63 64
p_hat1500-3 1500 0.75 94 89 90.200 (1.030) 92 1 54.443 – 92 94 91
san200_0.7_1 200 0.70 30 30 30 (0) 30 2 1.07 30 15 15 30
san200_0.7_2 200 0.70 18 13 13.1 (0.300) 14 1 0.96 15 12 12 18
san200_0.9_1 200 0.90 70 70 70 (0) 70 3 1.56 70 46 46 70
san200_0.9_2 200 0.90 60 56 59.250 (1.401) 60 2 1.25 41 39 36 60
san200_0.9_3 200 0.90 44 35 38.050 (2.617) 44 28 1.17 – 35 30 40
san400_0.5_1 400 0.50 13 7 7.750 (0.433) 8 1 2.70 – 7 8 13
san400_0.7_1 400 0.70 40 40 40 (0) 40 3 3.66 40 20 20 40
san400_0.7_2 400 0.70 30 18 23.300 (4.797) 30 27 3.07 30 15 15 30
san400_0.7_3 400 0.70 22 16 16.450 (0.590) 18 1 2.95 – 12 14 18
san400_0.9_1 400 0.90 100 93 99.650 (1.526) 100 4 4.91 100 51 50 100
san1000 1000 0.50 10 8 8.300 (0.458) 9 1 14.82 10 8 8 15
sanr200_0.7 200 0.70 18 17 17.650 (0.477) 18 12 1.03 17 18 18 18
sanr200_0.9 200 0.90 42 39 40.250 (0.698) 42 27 1.18 41 41 41 41
sanr400_0.5 400 0.50 13 12 12.550 (0.497) 13 1 2.84 12 13 12 13
sanr400_0.7 400 0.70 21 20 20.100 (0.300) 21 3 2.84 21 21 20 20
918 S. Rota Bulò et al. / Image and Vision Computing 27 (2009) 911–922relatively easy for all approaches, except for the instance hamming
10-4, where EH is the only approach that achieves the optimum
considering the maximum clique size obtained over the 20 runs,
and is even the best one if regard the average clique size.If we limit EH to enumerations of 150 cliques, QMS turns out to
be, in general, superior. Restricting our attention to the other com-
peting approaches, EH is the best performer on the hamming, keller
and MANN families, while on the brock and sanr instances all ap-
S. Rota Bulò et al. / Image and Vision Computing 27 (2009) 911–922 919proaches perform approximately the same. CBH and IHN perform
better against EH and AIH with the p-hat family. Finally, on the
san instances IHN turns out to be the best approach followed by
EH, while the remaining approaches perform poorly.
If we allow EH to restart 20 times, which is approximately sim-
ilar to having visited 3000 cliques, we are able to considerably im-
prove the obtained results. In fact, it turns out that our approach
outperforms most of the competing ones on all graph families.
EH and IHN are comparable on all families except sanr, where EH
performes better. QMS seems to be particularly good on the brock
family, where it outperforms all other approaches. However, it is
worth noting that the brock family is specifically designed to foil
clique-finding heuristics [14] and does not derive from a real appli-
cation like the other families in the benchmark. Further, EH outper-
forms QMS on MANN, keller and sanr families, while the two
approaches are comparable on p_hat and san families, EH perform-
ing slightly better on the former and QMS on the latter.
In the following section, we will see how our approach may be
useful to solve the computer vision task of recognizing shapes from
tree representations.
6.3. Matching shock trees for visual shape recognition
In the final set of experiments our enumeration approach was
applied to a shape recognition task based on matching shock trees,
a graph abstraction of the morphological skeleton of a shape [30].
This is based on the shocks (or singularities) of a curve evolution
process, acting on a simple closed curve in the plane.
The morphological skeleton, or medial axis, of a shape is defined
as the loci of the centers of the maximal circles inscribed in the
shape, i.e., the set of points that are equidistant from opposite
boundaries of the object. The skeleton is segmented into branches
along which the radius of the maximal circle is either monotoni-
cally increasing or decreasing. Each branch segment is then ab-
stracted as a vertex of a graph and vertices are connected by an
edge if the associated branches are adjacent. It is straightforward
to show that this graph can be turned into a tree [30]. Fig. 6 shows
an example of a shape with its skeleton superimposed, and the
resulting shock-tree. Numeric labels correspond to the labels on
the skeletal branches, while the dummy root is indicated by the
symbol #.
The problem of matching rooted shock trees can be cast into a
clique problem using a result due to Pelillo et al. [43], who have
shown that any maximal/maximum subtree isomorphism is in
one-to-one correspondence with a maximal/maximum clique in
an auxiliary structure called tree association graph (TAG). This al-
lows us to treat the subtree isomorphism between two trees as a
clique problem on their TAG. Note that this approach is robust to








1 2 5 6
4 7 8
#
Fig. 6. Example of a silhouette with its skeleton superimposed, and the resulting
shock-tree.tree isomorphism, but it is not as robust with respect to internal
noise. However, the experimental evidence shown in [43] suggests
that the approach is quite robust when applied to shock-graph
matching problems. A common alternative formalization of the
tree-matching problem is tree-edit distance, which, by making
the deformation explicit, has the potential of being robust against
any form of structural deformation. We refer to [49], for a way to
cast tree-edit distance into a series of clique problems, which
can, hence, be adapted to use our enumeration approach.
Using the TAG we can apply a maximum clique heuristic to ex-
tract the best subgraph isomorphism in order to match two shock
trees. However, the solution of maximum cardinality is not always
the best. Indeed, a similar effect has already been experienced by
Horaud and Skordas [25] in the context of stereo correspondences.
The results can be improved by enumerating k maximal cliques
and then choosing the best one according to a cost function that
could not be directly expressed in terms of the maximum weight
of a clique. Therefore, we decided to apply our enumerative ap-
proach to extract k subtree isomorphisms and then ranked the
solutions according to a cost function that allows us to capture glo-
bal properties of the isomorphism.
The cost function we used is a linear combination of three
terms, incorporating the differences in lengths, radii and matching
sizes. Each term is normalized to provide a unitless quantity, so
that these different geometric properties can be combined. For
each shock tree node u we are given a vector of attributes
aðuÞ ¼ ðx1; y1; r1; . . . ; xm; ym; rmÞ where m is the number of shocks
in the group, and xi; yi; ri are, respectively, the coordinates and
the radius (or time of formation) of each shock i in the sequence,
obtained as output of the shock detection process [46]. Let u con-
tain m shocks and v contain n shocks, and without loss of general-
ity, assume that mP n. The Euclidean length of each sequence of





ðxi  xiþ1Þ2 þ ðyi  yiþ1Þ2
q
Let nðiÞ : i! dnime be the many-to-one mapping of each index
i 2 f1; . . . ;mg to an index j 2 f1; . . . ;ng and bl, br and bs three non-
negative constants that sum up to one. Assume we are given two
trees T1 ¼ ðV1; E1Þ and T2 ¼ ðV2; E2Þ to match and we found a sub-
tree isomorphism, u : H1 ! H2, where H1#V1 and H2#V2.
The cost function between two nodes u 2 H1 and v 2 H2 is given
by
rðu; vÞ ¼ bl
jLðuÞ  LðvÞj











where ruðiÞ is the ith radius in aðuÞ. The overall cost of a subtree iso-










We performed the experiments on the same database used in
[43] consisting of 25 silhouettes representing eight different object
classes (Table 3 first column). We matched each shape against all
the database enumerating 8 cliques and used (6.2) as our cost func-
tion. Note that in Eq. (6.1), we took into account the length differ-
ence of the two shock groups in the first term and the difference in
the radius distribution in the second term. This cost information
can easily be recoded as a vertex weight in the association graph
and as proposed in [43] the attributed subtree isomorphism can
be cast as a maximum weight clique problem. However, one draw-
Table 3
A tabulation of the top eight topological matches for each query. The scores indicate the cost calculated for each match according to the Function (6.2) and the integer between
square brackets indicates the position of extraction of the best match during the clique enumeration.
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where some nodes are missing. Therefore, in Eq. (6.2), we intro-
duce knowledge about the size of the match found. This informa-
tion clearly cannot be encoded into a vertex weight, but must be
considered in a post-processing step on the matches found. This
fact justifies our approach of enumerating several cliques and then
evaluating the cost function to select the best solution. More in
general, with a weighted matching approach such as the one pre-
sented in [43] we are limited to quality measures that are additive
with respect to the matched nodes, while our enumerative ap-
proach allows us to use a wider range of quality measures.
Table 3 shows for each silhouette the top eight matches ranked
according to (6.2). Each entry in the table comes also with the
extraction order of the best match, indicated in square brackets.
Note that all the shapes falling in the same class as the query
shape are typically ranked in the first positions. Moreover, we
can also notice that most of the time the best match does not de-
rive from the first extracted maximal clique, confirming our
expectations. The results compare favorably with those obtained
in [43] using a maximum weight clique formulation on the TAG
and in [46] using a sequential (level by level) matching approach
with backtracking. A clear improvement of our approach can be
seen in the query of the first head shape. Here, we correctly ex-
tract the two other head shapes first, while in [43] the two next
shapes are hands. Fig. 7 reports the tree representations of the
query head shape (left), a hand shape (center) and another head
shape (right). The green nodes represent vertices belonging to
the best structural match, while the red ones are those left outside
the match. The dashed vertices are those that are missing prevent-
ing to have a perfect submatch with the query shape. As we can
see, the hand shape presents a perfect partial match with the
query shape. However, in this example there are much more un-
matched nodes than what can be found on the head shape on
the right. Without comparing the size of the match with the sizes
of the original trees, we are unable to rank the head shape higher
than the hand shape. Indeed, this is what happens with the formu-
lation based on the maximum weight clique, which can not use
this information.
Note that, both our approach and the one proposed in [43] are
based on the same formulation, the increase in performance is
due to the use of a more discriminative objective function. Hence,
in this context, the real advantage of our enumerative method is
that it allows one to use a wider range of quality measures. Of
course, this feature characterizes any enumerative method, but
our approach is, to our knowledge, the only one that applies a heu-
ristic for the maximum clique problem at each iteration. Hence,
unlike standard enumerative algorithms, which extract cliques in
lexicographical order, ours is explicitly designed to output largeFig. 7. A comparison of the shock trees of three silhouettes. Here, the head on the left is
ones are those left outside the match. The dashed vertices are those that are missing.cliques first, thereby rendering it especially attractive in conjunc-
tion with quality measures that are correlated with the cardinality
of the matches.
7. Conclusions and future work
In this paper, we developed a game–theoretic approach to enu-
merating maximal cliques, which is based on the Motzkin–Straus
formulation. In order to perform the enumeration, we deal with a
directed form of the clique problem and apply an asymmetric
extension to it. This way we lose the original connection with
the quadratic problem, but, by casting the problem into a game–
theoretic framework, we are able to prove a relationship between
the evolutionary stable strategies and maximal cliques that have
not yet been enumerated.
In order to asses the effectiveness of the approach we con-
ducted three sets of experiments. The first two were focused on
the maximum clique problem, where we compared our approach
with several state-of-the-art algorithms on the DIMACS bench-
mark graphs and on random graphs of varying order and edge den-
sity. In the third experiment we used our enumerative heuristic for
shape recognition by matching shock-trees. The tests conducted
confirm the validity of our approach.
A key advantage of our enumerative approach is that we are
able to apply for each clique extraction a continuous-based heuris-
tic for the maximum clique problem, namely the replicator dynam-
ics, and this allows us to extract large cliques first, which is a
feature that is not shared by other enumerative approaches.
Clearly, we have no guarantee to extract cliques in order of
decreasing size, as this strongly depends on the effectiveness of
the replicator dynamics as a maximum clique heuristic. However,
works due to Pelillo and Bomze [8,11,39,40] indicate that this is in-
deed a good heuristic.
From a computational point of view, the complexity of the ap-
proach increases linearly after each clique extraction and this
slows down the algorithm in the long run. Fortunately, the tech-
nique of early extraction described at the end of Section 5, helps
to speed up the approach considerably. It is worth noting that
the main results obtained in this paper are game–theoretic and
do not rely on the tool that we use for finding the equilibria. There-
fore, a direction to point to in the future may be to try other
dynamics for extracting ESSs. In particular, there exists a large class
of evolutionary dynamics called payoff-monotonic [53], to which
the replicator dynamics belong, that may be employed for our pur-
poses. In [42], for example, it is shown that the exponential repli-
cator dynamics outperform the standard one as maximum clique
heuristic from both a computational and a qualitative point of
view.the query tree. The green vertices belong to the best structural match, while the red
922 S. Rota Bulò et al. / Image and Vision Computing 27 (2009) 911–922Finally, the game–theoretic approach to enumeration may be
generalized to both vertex-weighted and edge-weighted graphs.
In the first case, a payoff matrix is derived from the continuous for-
mulation of the maximum weighted clique of Bomze, Pelillo and
Stix [11], which is a regularized version of the formulation of Gib-
bons et al. [20]. By opportunely generalizing Theorems 1 and 2 we
may end up with an approach for the enumeration of maximal
weighted cliques. In the second case, our approach may be general-
ized to the enumeration of maximal cliques in edge-weighted
graphs, which are also known as dominant sets, a graph-theoretic
notion of cluster recently introduced by Pavan and Pelillo [37].
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