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Introduction.
0.1 Motivations.
On entend, de nos jours, de plus en plus parler des ordinateurs quan-
tiques. Ces machines qui fonctionneraient non plus sur la base du bit, valant
0 ou 1 mais sur le qubit qui prend ses valeurs sur la sphère de Bloch. L’infor-
matique quantique est très prometteuse. Les informaticiens ont déjà conçu
des algorithmes fonctionnant sur ce système. Ils ont, par exemple, découvert
une façon de factoriser les grands nombres entiers en facteurs premiers en un
temps polynomial (algorithme de Shor 1994 [96, 77]). Ils ont donc théorique-
ment cassé le fameux code RSA, la base de la sécurité bancaire depuis plus
de vingt ans ! Il manque cependant un ingrédient essentiel à leur recette :
l’ordinateur quantique. Les expérimentateurs ont certes réussi à construire
de telles machines mais ne fonctionnant qu’avec un nombre très limité de
qubits (ici des photons) : environ une dizaine et sur un temps très court.
Ceci permet uniquement de faire des calculs très modestes, comme factoriser
15 ([15, 32]) ! Pour voir d’où vient cette limitation, entrons un peu plus dans
les détails.
Dans un ordinateur quantique, le support physique traitant l’information
obéit aux lois de la mécanique quantique. Les bits sont remplacés par des
qubits :
Definition 0.1.1. Un qubit est un système quantique à deux niveaux. On
peut par exemple réaliser un qubit en considérant les deux états de polari-
sation d’un photon ou les deux états de spin d’un électron : haut et bas.
On reviendra aux réalisations expérimentales plus tard. Concentrons-
nous pour l’instant sur le principe du calcul quantique. Un qubit peut donc
se trouver dans une superposition cohérente de deux états de référence notés
|0〉 et |1〉. Un registre, constitué d’un ensemble de qubits, peut également se
trouver dans une superposition cohérente de différents états, donc prendre
diverses valeurs à la fois ! Le calcul quantique consiste à manipuler de tels re-
gistres. On peut y explorer simultanément des situations correspondant aux
différentes valeurs du registre. Supposons par exemple qu’on dispose de N
qubits. Alors, on peut très bien, comme avec les bits, représenter tout nombre
entier inférieur à 2N (il suffit d’écrire ce nombre en base 2). L’avantage d’un
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état qubit par rapport à un état bit classique est qu’il peut représenter plu-
sieurs nombres à la fois. Par exemple l’état EPR 1 : 1√
2
|10〉 + 1√
2
|01〉 qu’on
peut fabriquer grâce à deux qubits permet de représenter 1 et 2 en même
temps. Précisément, on obtient, si on effectue une mesure de cet état, les
nombres 1 et 2 avec équiprobabilité 12 . Avec 10 qubits, l’état :
1√
10
[|0000000001〉+ |0000000010〉+ |0000000100〉+ |0000001000〉+
|0000010000〉+ |0000100000〉+ |0001000000〉+ |0010000000〉+
|0100000000〉+ |1000000000〉]
est support des nombres 1, 2, 4, 8, 16, 32, 64, 128, 256 et 512. Pour factoriser
un nombre entier inférieur à 1024, mettons 538, on peut donc imaginer mul-
tiplier des états contenant un grand nombre d’entiers. L’inconvénient est
qu’on récupère un résultat probabiliste car on doit effectuer une mesure sur
le système quantique pour en extraire de l’information.
Cependant le problème principal ne se situe pas à ce niveau. En effet dans
beaucoup de domaines on se satisfait très bien de réponses probabilistes :
. Le test de Miller-Rabin pour les nombres premiers (cf. [71, 84]).
. Le calcul Monte-Carlo (cf. [70]).
On a vu que la puissance du calcul quantique était basé sur la manipulation
d’états du type mentionné ci-dessus. Ces états ont en commun qu’ils sont
non séparables, c’est-à-dire qu’on ne peut écrire ces états comme un produit
tensoriel. Les états non séparables sont appelés états intriqués 2. Ainsi par
exemple, pour un système de deux qubits dans un état intriqué, on ne peut
considérer les deux qubits individuellement. On est obligé de raisonner de
façon collective d’où le fameux "paradoxe" EPR [29].
Mais les qubits sont des objets physiques (photons, atomes, ions, ...) qui
vivent dans un environnement donné. Ils sont donc couplés avec ce dernier.
Celui-ci va nécessairement perturber l’état dans lequel se trouvent les qubits
et ainsi fausser de façon dramatique le résultat. Il est donc crucial de com-
prendre comment ces phénomènes apparaissent et à quelle vitesse.
Notons également que le même problème intervient pour la téléportation
quantique. De quoi s’agit-il ? Alice veut téléporter à Bob un état quantique
porté par le qubit (a). On suppose qu’ils disposent d’une paire de qubits (b)
et (c) intriqués comme dans l’exemple ci-dessus. Alice fait alors interagir 3
le qubit (a) (dont elle veut téléporter l’état) avec le qubit (b) de la paire
intriquée (b) − (c). Alice mesure la polarisation des deux particules (a) et
(b). Mais (b) et (c) étant intriqués, cette mesure a un effet immédiat sur
l’état de la particule (c) de Bob. On voit donc que l’état final de (c) (mesuré
par Bob) dépend de l’état initial de (a) et du résultat des mesures d’Alice.
1. Pour Einstein, Podolsky et Rosen qui sont finalement à la base de toute cette théorie
[29].
2. On détaillera cette notion fondamentale dans la section suivante.
3. Ici on ne souhaite pas entrer davantage dans les détatils du calcul qantique. Notre
but est simplement d’expliquer la démarche.
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Figure 1 – Principe de la téléportation quantique
Elle transmet alors classiquement ces données à Bob, qui peut reconstituer
l’état initial de (a) par une transformation unitaire (qui dépend du résultat
transmis par Alice) sur l’état de (c).
Il est important de remarquer qu’il n’y a pas de téléportation de matière.
C’est l’information qui est téléportée. Comme a répondu Asher Peres, un des
pères de la téléportation quantique, récemment disparu, à un journaliste qui
lui demandait si l’on peut téléporter l’esprit en même temps que le corps :
"Non, on ne peut téléporter que l’esprit !". Ajoutons que la téléportation
quantique ne viole pas la relativité restreinte et le principe de causalité. En
effet, ici, il faut bien voir qu’à un moment donné on transmet de l’informa-
tion classiquement : c’est quand Alice envoie à Bob le résultat de sa mesure.
Une des applications de la téléportation quantique est la cryptographie quan-
tique 4. Imaginons qu’Alice veuille transmettre un message à Bob. Pour ce
faire, on transforme ce message en un état porté par la particule (a). Bob
reconstitue ce message grâce au résultat de la mesure d’Alice et de la mesure
qu’il fait sur (c) comme ci-dessus. Un éventuel espion est nécessairement re-
péré par cette procédure. En effet, si celui-ci mesure l’état d’une particule,
alors par le principe de réduction du paquet d’onde, cet état va se voir mo-
difier. Ainsi, Alice et Bob sauront que quelqu’un a tenté d’intercepter leur
4. Les codes correcteurs d’erreurs sont une autre application importante.
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message.
Ceci n’est pas du tout de la science-fiction. Des appareils, fonctionnant sur
ce principe, existent dans le commerce (voir le site www.idquantique.com) et
sont utilisés par le gouvernement fédéral suisse pour les élections. Ajoutons
qu’en juin 2004, une équipe de l’Université de Genève a réussi à téléporter
l’état d’un photon entre Nyon et Genève sous le lac Léman (23 km) [39].
0.2 Intrication.
0.2.1 D’un point de vue général.
Comme nous venons de le voir, les états intriqués jouent un rôle ma-
jeur dans les applications modernes de la mécanique quantique. Les pères de
la mécanique quantique avaient déjà conscience que cette notion d’intrica-
tion était au coeur de la théorie qu’ils construisaient. Erwin Schrödinger a
même affirmé : "Entanglement is not one but rather the characteristic trait
of Quantum Mechanics" [92].
C’est Einstein, Podolsky et Rosen qui ont les premiers mis le doigt sur
ce surprenant phénomène grâce à leur fameuse expérience de pensée [29] de
1935. En 1982, Alain Aspect et son équipe réalisent 5 à Orsay l’expérience
décrite par Einstein, Podolsky et Rosen [3, 2]. Ce qui confirme expérimenta-
lement la réalité physique de l’intrication.
Dans cette thèse, on se propose d’étudier ce phénomène d’intrication sur
le système quantique le plus simple possible : celui formé de deux qubits.
L’espace de Hilbert du système est donc C2 ⊗ C2. Cependant il est tout
aussi aisé de raisonner pour commencer sur un système de dimension finie
formé de deux parties A et B décrit par l’espace de Hilbert HA ⊗HB. Un
état pur 6 d’un tel système est un élément de cet espace.
Definition 0.2.1. Un état pur |Ψ〉 est séparable ssi
|Ψ〉 = |ψA〉⊗ |ψB〉 où |ψj〉 ∈ Hj pour j = A,B. Il est dit intriqué dans le cas
contraire.
Pour les états purs, le théorème de décomposition de Schmidt nous per-
met de distinguer les états intriqués :
5. Cette expérience a été réalisée auparavant par Freefman et Clauser [44]. Mais l’ex-
périence d’Aspect était la première réalisée dans les conditions permettant d’exclure une
théorie de variables cachées locales.
6. On renvoie à la section suivante pour les définitions précises d’états purs et de
matrice densité.
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Théorème 0.2.1. Pour tout état pur |Ψ〉 ∈ HA ⊗HB, il existe deux bases
orthonormales de HA : {|χAj 〉} et de HB : {|χBj 〉} et des réels dj > 0 tels
que :
|Ψ〉 =
∑
j
dj |χAj 〉 ⊗ |χBj 〉.
Les bases en question sont appelées les bases de Schmidt et les coefficients
réels positifs dj sont les coefficients de Schmidt.
✷ La preuve de ce théorème est donnée dans l’Annexe A✷
Ceci permet d’énoncer un critère de séparabilité pour les états purs :
Corollaire 0.2.1. [Critère d’intrication de Schmidt]
Avec les mêmes notations que ci-dessus, on définit le nombre de Schmidt
comme le nombre de dj non nuls dans la décomposition de Schmidt.
Alors |Ψ〉 est intriqué ssi son nombre de Schmidt est strictement supérieur
à 1.
Remarque 0.2.1. On dit d’un état pur qu’il est maximalement intriqué
lorsque tous ses coefficients de Schmidt sont égaux. Ce qui est par exemple
le cas de l’état EPR 1√
2
(|10〉+ |01〉) considéré plus haut où d1 = d2 = 1√2 .
Comme on va le voir dans cette thèse, le formalisme des états purs est
trop limité pour décrire certaines situations. Notamment lorsque le système
d’étude (par exemple le système de deux qubits) est couplé à un environne-
ment, les états purs ne le restent pas. Le formalisme pour décrire les systèmes
quantiques dits ouverts est alors celui des matrices densités [48, 6, 12]. Un
état dit mixte est alors représenté par une matrice hermitienne, semi défi-
nie positive, de trace un et d’ordre dim(HA ⊗ HA) (soit d’ordre 4 pour un
système de deux qubits).
Definition 0.2.2. Un état mixte ρ est séparable ssi il existe :
|Ψ1〉, ..., |Ψn〉 avec |Ψk〉 = |ψk〉A ⊗ |φk〉B où ‖|ψk〉A‖ = ‖|φk〉A‖ = 1 et
p1, ..., pn des réels positifs de somme un, tels que :
ρ =
n∑
k=1
pk|Ψk〉〈Ψk|.
Il est dit intriqué dans le cas contraire.
Remarque 0.2.2. Le théorème spectral nous assure dans tous les cas de la
décomposition : ρ =
∑n
k=1 pk|Ψk〉〈Ψk|. Mais en général si ρ est séparable ses
vecteurs propres ne le sont pas forcément.
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Le second chapitre de cette thèse propose justement une méthode origi-
nale, qu’on compare aux deux autres déjà connues, pour obtenir une décom-
position de ρ en une somme d’états purs séparables dans le cas d’un système
formé d’une paire de qubits.
En fait, on peut caractériser plus finement la notion d’intrication. On
commence par considérer toutes les décompositions possibles en états purs
de la matrice densité ρ comme dans la définition 0.2.2 :
ρ =
n∑
k=1
pk|Ψk〉〈Ψk|. (1)
Puis pour chaque état pur |Ψ〉〈Ψ| qu’on assimile par abus au vecteur |Ψ〉,
on définit :
Proposition-Definition 0.2.1. L’intrication de formation E est l’entropie
de chacun des deux sous-systèmes A et B :
E(Ψ) = −tr(ρA log ρA) = −tr(ρB log ρB) = −
∑
i
d2i log(d
2
i )
où ρA est la trace partielle de |Ψ〉〈Ψ| sur le sous-système B (idem pour ρB)
et les di sont les coefficients de Schmidt. De plus le logarithme considéré est
le logarithme en base deux.
✷ Cette définition a bien un sens. En effet d’après le théorème de décom-
position de Schmidt on a :
|Ψ〉〈Ψ| =
∑
i,j
didj |χAj 〉|χBj 〉〈χAi |〈χBi |
De là tr(ρA log ρA) = tr(ρB log ρB) =
∑
i d
2
i log(d
2
i ) qui ne dépend pas de la
définition choisie.✷
Essayons d’interpréter et de donner du sens physique à cette définition.
Déjà, elle est cohérente avec ce qui précède dans le sens où on obtient bien
une intrication nulle pour tout état pur séparable.
Quant à un état maximalement intriqué, son intrication de formation est bien
maximale car le maximum de la fonction E sous la contrainte de normalisa-
tion
∑
i d
2
i = 1 est atteint quand tous les di sont égaux. Précisément avec le
choix du logarithme en base 2, l’intrication de formation pour un système de
qubits varie de 0 (pour un état séparable) à 1 pour un état maximalement
intriqué de type EPR.
On a utilisé, pour construire E, l’entropie de von Neumann qui est l’équi-
valent quantique de l’entropie d’information de Shannon [95]. Ceci confirme
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le fait suivant : plus les états sont intriqués, plus ils transportent d’informa-
tion (mesurée par l’intrication de formation E). Ce qui explique leur utili-
sation en cryptographie quantique et en information quantique comme nous
l’avions annoncé plus haut.
Pour un état mixte, on définit :
Definition 0.2.3. L’intrication de formation E pour un état mixte ρ est dé-
finie comme le minimum sur toutes les décompositions (1) de ρ, des moyennes
des intrications des états purs des décompositions de ρ :
E(ρ) := min
∑
i
piE(Ψi).
Cette définition paraît assez naturelle pour généraliser la précédente. Ce-
pendant elle est peu pratique à manipuler car il n’est jamais évident de
minimiser une quantité. Heureusement William Wootters a découvert une
formule simple permettant de calculer cette intrication de formation dans le
cas particulier où le système est constitué d’une paire de qubits :
0.2.2 Concurrence de Wootters.
En effet dans [111], Wootters démontre le théorème suivant :
Théorème 0.2.2. Soit ρ un état d’un système quantique formé de deux
qubits, alors son intrication de formation est donnée par :
E(ρ) = E(C(ρ))
où E : [0, 1] 7→ [0, 1] est une fonction strictement croissante convexe donnée
par :
E(C) = h(1 +
√
1− C2
2
)
avec :
h(x) = −x log(x)− (1− x) log(1− x).
C(ρ) est appelée la concurrence de ρ et on a :
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4} (2)
où les λi sont les valeurs propres dans l’ordre décroissant de la matrice her-
mitienne suivante :
R :=
√√
ρ(σy ⊗ σy)ρ(σy ⊗ σy)√ρ,
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où dans la base (|1〉, |0〉), on a σy =
(
0 −i
i 0
)
et où dans la base (|11〉, |10〉, |01〉, |00〉), on a pour 7 ρ = (ρkl)1≤k,l≤4 :
ρ := (ρkl)1≤k,l≤4
Remarque 0.2.3. Dans le cas où ρ = |Ψ〉〈Ψ| est un état pur, la formule
ci-dessus se simplifie et la concurrence est simplement donnée par :
C(Ψ) =
∣∣〈Ψ|σy ⊗ σy|Ψ〉∣∣ .
avec |Ψ〉 défini en posant dans la base (|11〉, |10〉, |01〉, |00〉), |Ψ〉 = (αi)1≤i≤4
par |Ψ〉 := (αi)1≤i≤4.
Remarque 0.2.4. Pour alléger la notation, on peut noter
ρ˜ := (σy ⊗ σy)ρ(σy ⊗ σy).
Remarque 0.2.5. Comme E est strictement croissante, donc bijective, on
peut utiliser la concurrence C comme une mesure directe de l’intrication d’un
système de deux qubits. De plus elle est très aisée à calculer. Aussi dans cette
thèse nous avons pris le parti de lire l’intrication d’un système directement
sur sa concurrence.
On note en particulier qu’un état de deux qubits est séparable ssi sa concur-
rence est nulle et qu’un état maximalement intriqué, par exemple un état
EPR, a une concurrence égale à 1.
Enfin mentionnons une propriété importante de cette fonction :
Théorème 0.2.3. La fonction concurrence est convexe sur l’ensemble des
états quantiques de deux qubits.
✷ Wootters prouve ce théorème dans le même article [111] sans le dire.
Précisément il montre que la concurrence vérifie la même propriété que l’in-
trication de formation (cf. annexe 0.2.2) :
C(ρ) = min∑
k pk|Ψk〉〈Ψk|=ρ
∑
pkC(Ψk).
Ceci prouve que la concurrence est une fonction sous-additive 8 i.e. C(ρ1 +
ρ2) ≤ C(ρ1)+C(ρ2) pour ρi des états de deux qubits. En remarquant qu’elle
est également homogène pour les réels positifs on a la preuve de sa convexité
sur l’ensemble des états de deux qubits. ✷
7. Dans toute cette thèse, on notera z le complexe conjugué de z ∈ C.
8. On peut toujours calculer la concurrence C(M), via la formule (2), pour toute
matrice M ∈M4(C) hermitienne positive.
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0.3 Systèmes quantiques ouverts.
Comme on a pu l’equisser dans la section 0.1, le (petit 9) système quan-
tique (S) (un atome, un photon, le champ dans une cavité ou deux qubits,...)
qu’on veut étudier est quasiment toujours en contact avec un ou plusieurs
autres systèmes qu’on appelera environnements (E) ou bains 10. Typique-
ment E a une continuum d’énergies permises et est constitué d’un grand
nombre de particules (photons, phonons, molécules d’air, ...). Le système
couplé (S+E) est un système fermé décrit par la mécanique quantique ha-
bituelle exposée dans [89] par exemple. Cependant, souvent, soit on n’a pas
accès à l’environnement, soit il est trop compliqué à décrire, soit même il
n’est pas pertinent d’avoir de l’information sur ce dernier. Dans tous ces cas,
on se focalise donc sur l’étude du système S qui devient alors un système
quantique ouvert.
0.3.1 Description des états d’un système ouvert.
On suppose que S et E sont respectivement décrits par les espaces de
Hilbert H0 et HE . Alors le système total est décrit par le produit tensoriel
H0 ⊗HE . Ainsi armé, on peut faire de la mécanique quantique usuelle avec
des fonctions d’onde vivant sur H0 ⊗HE . Cependant, comme on l’a motivé
ci-dessus, il est souvent plus judicieux de travailler sur le petit système S
uniquement. Pour ce faire, on utilise (cf. [12]) :
Definition 0.3.1. Soit Ψ une fonction d’onde sur H0 ⊗HE , alors on définit
la trace partielle sur HE de Ψ, qu’on note trHE (|Ψ〉〈Ψ|) par :
trH0(trHE (|Ψ〉〈Ψ|)O) = trH0⊗HE (|Ψ〉〈Ψ|(O ⊗ I))
pour tout O ∈ B(H0).
La trace partielle est la bonne notion pour avoir l’information sur le
système S. En effet, considérons une observable O =
∑
i λiPi de H0. Alors
la probabilité d’observer la valeur λi est donnée par :
P[λi] = ‖(Pi ⊗ I)Ψ‖2
= trH0⊗HE (|Ψ〉〈Ψ|(Pi ⊗ I))
= trH0(trHE (|Ψ〉〈Ψ|)Pi).
Le théorème suivant nous permet de faire le lien entre cette trace partielle
et la notion plus utilisée par les physiciens de matrice densité :
9. On parle souvent de petit système par opposition à l’environnement qui est constitué
d’un nombre infini de particules avec une infinité d’énergies permises.
10. La simple émission spontanée d’un atome ne peut d’ailleurs s’expliquer que de cette
manière-là.
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Théorème 0.3.1. Soit ρ un opérateur sur H0 de dimension finie n, alors
on a équivalence entre : i) Il existe un espace de Hilbert H et un vecteur de
norme un sur H0 ⊗H tel que ρ = trH(|Ψ〉〈Ψ|).
ii) L’opérateur ρ est une matrice densité c’est-à-dire il est auto-adjoint, po-
sitif et de trace un.
✷ i) entraîne ii) est trivial. Pour la réciproque, on commence par calculer
une décomposition spectrale de ρ :
ρ =
n∑
i=1
pi|vi〉〈vi|
où les pi sont des réels positifs de somme un et (|v1〉, ..., |vn〉) est une base
orthonormée de H0. On considère alors l’espace de Hilbert H0⊗H0 muni du
produit scalaire :
〈v ⊗ w|x⊗ y〉 := 〈v|x〉〈w|y〉 ∀ |v〉, |w〉, |x〉, |y〉 ∈ H0.
On pose |Ψ〉 :=∑ni=1√pi|vi〉 ⊗ |vi〉 ∈ H0 ⊗H0. Alors on a :
trH0(|Ψ〉〈Ψ|) =
n∑
i=1
pi|vi〉〈vi| = ρ
ce qui conclut la preuve du théorème.✷
Remarque 0.3.1. Si φ ∈ H0 est un vecteur de norme un, alors |φ〉〈φ| est
une matrice densité de rang un, qu’on appelle plus communément état pur.
On peut alors généraliser la définition 0.3.1 aux matrices densités :
Definition 0.3.2. Si µ est une matrice densité sur H0⊗HE alors on définit
la trace partielle de µ sur HE , notée trHE (µ) par :
trH0(trHE (µ)O) = trH0⊗HE (µ(O ⊗ I)) ∀ O ∈ B(H0).
0.3.2 Évolution exacte.
En toute généralité, l’hamiltonien décrivant l’évolution du système total
S + E est donné par :
Hλ = H0 +HE + λHi
où
H0 = h0 ⊗ Id et HE = Id⊗ hE
représentent respectivement les hamiltoniens libres du système S et du bain
E, et où λHi est l’hamiltonien décrivant l’interaction entre les deux systèmes
avec une constante de couplage λ ∈ R.
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Soit µ une matrice densité sur H0 ⊗HE , alors comme S +E est un sys-
tème fermé, son évolution est simplement donnée par l’équation de Schrö-
dinger :
µ(t) = e−iHλtµeiHλt.
Pour les raisons évoquées plus haut, on souhaiterait plutôt avoir une descrip-
tion du système S uniquement. On suppose qu’à l’instant initial µ = ρ ⊗ ω
est séparable (par rapport à S et E) où ρ et ω sont respectivement des ma-
trices densités sur H0 et HE . Comme expliqué dans la section précédente,
l’état du système S à l’instant t est donné par la trace partielle de µ(t) sur
HE :
ρ(t) : = trHE (µ(t))
= trHE
(
e−iHλt(ρ⊗ ω)eiHλt) . (3)
On souhaite faire apparaître de cette équation, une équation maîtresse, c’est-
à-dire une équation ne faisant intervenir que la matrice densité du petit
système.
En suivant Spohn et Lebowitz dans [62], on définit T (H0 ⊗HE) le sous-
espace de B(H0 ⊗HE) des opérateurs à trace, c’est-à-dire O ∈ B(H0 ⊗HE)
appartient à T (H0 ⊗HE) ssi trH0⊗HE |O| <∞. Muni de la norme définie par
‖O‖ := trH0⊗HE |O|, c’est un espace de Banach. On définit aussi la dilatation
A :
A : T (H0)→ T (H0 ⊗HE)
ρ 7→ ρ⊗ ω.
Alors l’opérateur P := A ◦ trHE projette T (H0 ⊗ HE) sur le sous-espace
T (H0) ⊗ ω, où T (H0) est l’espace des opérateurs à trace sur H0. Cette
construction nous permet de réécrire l’évolution donnée par (3) sous la
forme :
ρ(t)⊗ ω = P (U(t, λ)(ρ⊗ ω))
où on a noté U(t, λ) l’opérateur d’évolution généré par i[Hλ, ·]. On note aussi
V(t, λ) celui généré par sa partie diagonale Pi[Hλ, ·]P + (1− P )i[Hλ, ·](1− P ).
Ici on suppose que tous les opérateurs sont bien définis. En particulier on
néglige les questions de domaines.
On fait ensuite l’hypothèse simplificatrice que trHE (Hi ω) = 0. Celle-
ci est valide dans de nombreux cas notamment celui qui va nous intérésser
par la suite où le bain est constitué d’une collection d’oscillateurs harmo-
niques, où l’hamiltonien d’interaction fait apparaître uniquement des termes
linéaires en les opérateurs de création et d’annihilation du bain et où ce der-
nier est initialement dans un état de Gibbs. Alors par la formule de Dyson,
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on obtient 11 :
U(t, λ) = V(t, λ)− iλ
∫ t
0
dsV(t− s, λ)(P [Hi, ·](1− P )
+ (1− P )[Hi, ·]P
)U(s, λ).
En projetant l’équation précédente à droite et à gauche, on trouve les deux
équations suivantes :
PU(t, λ)P = V(t, λ)P − iλ
∫ t
0
dsV(t− s, λ)P [Hi, ·](1− P )U(s, λ)P (4)
et
(1− P )U(t, λ)P = −iλ
∫ t
0
dsV(t− s, λ)(1− P )[Hi, ·]PU(s, λ)P. (5)
On substitue alors (5) dans (4) :
PU(t, λ)P = V(t, λ)P − λ2
∫ t
0
ds
∫ s
0
duV(t− s, λ)P [Hi, ·](1− P )
× V(s− u, λ)(1− P )[Hi, ·]PU(u, λ)P.
En identifiant T (H0)⊗ω et T (H0) et en réutilisant l’hypothèse trHE (Hiω) = 0
(qui implique P [Hi, ·]P = 0), l’équation précédente peut être réécrite sous la
forme :
ρ(t) = e−ih0tρih0t + λ2
∫ t
0
ds
∫ s
0
due−ih0(t−s)K(s− u, λ)ρ(u)eih0(t−s) où
K(s, λ) = −trHE ([Hi, ·](1− P )V(s, λ)(1− P )[Hi, ·]A)
qui ne fait intervenir que la matrice densité réduite du petit système. En la
dérivant on obtient l’équation de Nakajima-Prigogine-Résibois-Zwanzig [75,
83, 115] :
d
dt
ρ(t) = −i[h0, ρ(t)] + λ2
∫ t
0
dsK(t− s, λ)ρ(s).
Il est important de noter qu’aucune approximation n’a été effectuée pour
obtenir l’équation de Nakajima-Prigogine-Résibois-Zwanzig. Pour l’obtenir
nous avons seulement (modulo les questions d’analyse sur les opérateurs en
particulier ce qui concerne les domaines de définition) supposé que l’état
initial était de la forme ρ⊗ ω et que trHE (Hiω) = 0. C’est donc un résultat
exact.
11. En utilisant le fait que P [H0, ·](1 − P ) = (1 − P )[H0, ·]P = 0 et P [HE , ·](1 − P ) =
(1− P )[HE , ·]P = 0.
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0.3.3 Évolution Markovienne.
Malheureusement cette équation de Nakajima-Prigogine-Résibois-Zwanzig
est très difficile à manipuler. En effet elle fait intervenir ρ à tous les temps
compris entre 0 et t (équation intégro-différentielle). On parle d’équation non-
markovienne. Cependant dans bien des situations physiques, notamment en
optique quantique, une approximation markovienne est suffisante pour dé-
crire convenablement l’évolution du système. On propose dans ce paragraphe
de dériver une telle équation. Dans un premier temps on donne la démarche
de façon heuristique qu’on justifiera par la suite.
On commence donc par développer K en série :
K(s, λ) = k0(s) +
∑
λnkn(s)
avec :
k0(s) = e
−ih0s (−trHE ([Hi(s), ·](1− P )[Hi, ·]A)) eih0s.
et où kn(s) = (−i)ne−ih0s
(∫
0≤t1≤...≤tn≤s dtn...dt1Kn(s, tn, ..., t1)
)
eih0s, avec
pour n ∈ N∗ :
Kn(s, tn, ..., t1) = −trHE
(
[Hi(s), ·](1− P )[Hi(tn), ·](1− P )
× ...[Hi(t1), ·](1− P )[Hi, ·]A
)
.
Ici, Hi(s) = ei(H0+HE)sHie−i(H0+HE)s est la représentation d’interaction de
l’hamiltonien Hi.
Il est alors tentant de considérer une limite de couplage faible (λ ≪ 1)
et de ne garder que le premier terme de cette série :
k0(s) = e
−ih0s (−trHE ([Hi(s), ·](1− P )[Hi, ·]A)) eih0s.
Pour faire disparaître les effets de mémoire dans l’équation de Nakajima-
Prigogine-Résibois-Zwanzig, on suppose que ρ(s) varie beaucoup plus lente-
ment que k0(s), autrement dit que les fonctions de corrélation du bain. Ce
qui on le rappelle est le cas en optique quantique par exemple. Dans ce ré-
gime, appelée approximation de Born-Markov 12 on obtient alors l’équation
approchée :
d
dt
ρ(t) ≃ −i[h0, ρ(t)] + λ2
∫ t
0
dsk0(s)ρ(t).
On fait ensuite le changement d’échelle de temps tel que λ2t = τ est constant.
C’est ce qu’on appelle la limite de van Hove [101, 102] qui donne pour λ→ 0 :
d
dτ
ρ(t) ≃ − i
λ2
[h0, ρ(t)] +
∫ ∞
0
dsk0(s)ρ(t).
12. Born car c’est une limite de couplage faible et Markov car on a négligé les effets de
mémoire.
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C’est Davies qui a rendu cette dérivation rigoureuse tout d’abord pour le cas
où H0 est de dimension finie dans [24] puis pour le cas général dans [25].
Pour ce faire on doit commencer par passer en schéma d’interaction dans le
but d’éliminer la partie oscillante due à l’évolution libre. Ensuite, il s’agit de
faire le changement d’échelle de temps indiqué plus haut.
Théorème 0.3.2. [Davies]
Avec les notations ci-dessus, on fait l’hypothèse que le spectre de l’opéra-
teur [h0, ·] est discret. Puis on suppose que :∫ ∞
0
dt‖k0(t)‖ <∞
et que pour n ∈ N∗ :∫
0≤t1≤...≤tn≤t
dtn...dt1‖Kn(t, tn, ..., t1)‖ ≤ an(t)
tels que :
an(t) ≤ cntn/2
où la série entière de coefficients cn a un rayon de convergence infini, et tels
que :
an(t) ≤ dntn/2−ǫ
pour ǫ > 0, dn ≥ 0 et tout t ≥ 0. Soit τ0 > 0, alors on a pour tout ρ ∈ T (H0)
et tout τ ∈ [0, τ0] pour la norme sur T (H0) introduite précédemment :
lim
λ→0
‖eih0 τλ2 ρ
( τ
λ2
)
e−ih0
τ
λ2 − eLτρ‖ = 0
où en posant K :=
∫∞
0 dsk0(s),
L = lim
T→∞
1
2T
∫ T
−T
dseih0sKe−ih0s
=
∑
ν∈Sp([h0,·])
QνKQν
=: K♯.
Ici Qν sont les projecteurs spectraux de l’opérateur [h0, ·].
✷ On admet ici la preuve de ce théorème, voir [24, 25, 62].✷
En posant ρm(τ) := limλ→0 e
ih0
τ
λ2 ρ
(
τ
λ2
)
e−ih0
τ
λ2 , sous les hypothèses du
théorème précédent, on a :
d
dτ
ρm(τ) = Lρm(τ). (6)
qui est une équation ne faisant pas intervenir les effets de mémoire. On
l’appelle équation maîtresse markovienne.
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0.3.4 Exemple de deux atomes couplés à deux champs élec-
tromagnétiques.
Ici on souhaite appliquer la théorie précédemment décrite sur un exemple
simple.
Le petit système est constitué de deux atomes A et B à deux niveaux
(ou deux qubits) séparés respectivement d’une énergie ǫA et ǫB. Ainsi il est
décrit par l’espace de Hilbert H0 = C2 ⊗ C2 et par son hamiltonien :
h0 = ǫAσ+σ− ⊗ Id+ ǫBId⊗ σ+σ−
= ǫAσ+σ−(A) + ǫBσ+σ−(B),
où σ(i)± sont les matrices de Pauli de création et d’annihilation pour chacun
des atomes. Précisément dans la base (|1〉, |0〉) du qubit i (pour i = A,B)
on a :
σ
(i)
+ =
(
0 1
0 0
)
et σ(i)− =
(
0 0
1 0
)
.
Quant à l’environnement, il est ici double (EA +EB). Chaque atome vit
dans son propre environnement constitué d’un champ électromagnétique.
L’espace de Hilbert de l’environnement est donc le produit tensoriel de deux
espaces de Fock ([21, 50, 48]) :
HE = FEA ⊗FEB
et son hamiltonien est :
hE =
∫
ǫ(~k)a†(~k)a(~k)d3~k ⊗ Id+ Id⊗
∫
ǫ(~k)b†(~k)b(~k)d3~k
=
∫
ǫ(~k)a†(~k)a(~k)
(EA)
d3~k +
∫
ǫ(~k)b†(~k)b(~k)
(EB)
d3~k = hEA + hEB
où a(~k) et b(~k) sont les opérateurs d’annihilation pour chacun des champs
pour l’impulsion ~k. On suppose de plus qu’initialement chacun des environ-
nements est dans l’état de Gibbs à la température inverse βi :
ω = ωβA ⊗ ωβB
=
e−βAhEA
ZEA
⊗ e
−βBhEB
ZEB
où ZEi sont les fonctions de partition définies de façon à normaliser la trace.
Comme les environnements sont constitués de photons, ωβj pour j = A,B
suit la loi de Planck :
ωβA =
∏
~k
1
eβǫ(~k)a†(~k)a(~k) − 1
et ωβB =
∏
~k
1
eβǫ(~k)b†(~k)b(~k) − 1
.
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Il ne reste plus qu’à décrire l’interaction entre les deux atomes et leur
champ respectif. Classiquement on va supposer qu’elle est de type Wigner-
Weisskopf [107], soit :
Hi =
∫
gA(~k)σ
(A)
+ ⊗ a(~k)(EA)d3~k +
∫
gB(~k)σ
(B)
+ ⊗ b(~k)(EB)d3~k + h.c.
où h.c. désigne ici, et dans toute cette thèse, la partie hermitique conjuguée
de ce qui précède, et où gi(~k) sont des fonctions qui décrivent la force du cou-
plage. Cet hamiltonien décrit le phénomène d’aborption-émission stimulées.
Un atome peut capter un photon pour passer du niveau bas au niveau haut
(c’est l’absorption) et inversement il peut émettre un photon en passant du
niveau haut au niveau bas (c’est l’émission).
En supposant qu’initialement le système total est dans l’état séparable
ρ⊗ ω, on a quasiment toutes les hypothèses réunies pour appliquer la théo-
rie précédemment décrite qui nous a donné l’équation markovienne (6). En
effet l’hamiltonien d’interaction étant linéaire par rapport à chaque partie et
comme on a choisi l’état thermique pour ω, on a bien trHE (Hiω) = 0.
Mais pour assurer la décroissance des fonctions de corrélation demandée
par le théorème de Davies 0.3.2, on va avoir besoin d’hypothèses supplémen-
taires sur la nature des bains et la forme des fonctions gi(~k) pour i = A,B
décrivant l’intensité du couplage. Tout d’abord on suppose, naturellement
pour des photons, que la relation de dispersion est linéaire 13 :
ǫ(~k) = |~k|. (7)
Ensuite on fait l’hypothèse forte suivante sur les fonctions gj(~k) pour j =
A,B :
|gj(~k)|2 = cjǫ(~k)δj−2e
− ǫ(~k)
ǫ
j
c (8)
où cj , δj et ǫ
j
c sont des constantes 14 strictement positives. Dans l’approxi-
mation dipolaire, pour des champs libres, on aurait 1/ǫjc = 0 et δj = 3 pour
j = A,B (cf. [21]). Cependant, on se retrouve dans ce cas avec des diver-
gences qu’il faut traiter par la théorie de la renormalisation. Pour nous éviter
d’y avoir recours, nous avons choisi la forme (8).
Avec ce choix on a pour s ∈ R et j = A,B :∫
d3~keiǫ(
~k)s|gj(~k)|2 = 4π
∫ ∞
0
dǫǫδje−(1/ǫ
j
c−it)ǫ = 4π
Γ(δj + 1)(
1
ǫjc
− it
)δj+1 ,
13. On prend dans (7), c = 1 pour la vitesse des photons.
14. L’exposant δj est un nombre sans dimension, mais ǫ
j
c est homogène à une énergie.
Quant à cj , sa dimension dépend de l’exposant δj .
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où Γ est la fonction Gamma d’Euler.
Les fonctions fj définies par
fj(s) : = cj(1 + s)
δj
2
[∫
d3~keiǫ(
~k)s|gj(~k)|2
]
= 4πcjΓ(δj + 1)
(1 + s)
δj
2(
1
ǫjc
− is
)δj+1 ,
sont intégrables sur R. Ceci suffit pour vérifier les hypothèses de décroissance
du théorème 0.3.2 de Davies d’après l’article [56].
Enfin on suppose que les deux atomes sont identiques c’est-à-dire ǫA =
ǫB = ǫ0, ce qui est souvent le cas considéré dans les expériences d’intrication
qu’on a pu évoquer plus haut, alors, on a simplement pour le spectre du
Liouvilien [h0, ·] :
Sp([h0, ·]) = {−2ǫ0,−ǫ0, 0, ǫ0, 2ǫ0} .
Pour obtenir l’opérateur K du théorème 0.3.2, on a besoin de calculer quatre
termes. On va expliciter le premier avec les hypothèses faites :∫ ∞
0
dse−ih0strHE
(
Hi(s)(1− P )Hi(ρ⊗ ω)
)
eih0s
=
∫ ∞
0
ds
∑
j=A,B
∫ ∞
0
4πk2dk
[
cjk
δj−2e
− k
ǫ
j
c
]
×
[
n(k)ei(k−ǫ0)sσ(j)− σ
(j)
+ ρ+ (1 + n(k))e
−i(k−ǫ0)sσ(j)+ σ
(j)
− ρ
]
,
où n(k) = trHEA (a
†(~k)a(~k)ωβA) = trHEB (b
†(~k)b(~k)ωβB ) =
1
eβ|~k|−1 . Soit en
changeant |~k| par ǫ :∫ ∞
0
dstrHE
(
Hi(s)(1− P )Hi(ρ⊗ ω)
)
=
∑
j=A,B
4πcj
∫ ∞
0
ds
∫ ∞
0
dǫ
[
ǫδj
e
− ǫ
ǫ
j
c
eβǫ − 1
]
×
[
ei(ǫ−ǫ0)sσ(j)− σ
(j)
+ ρ+ e
βǫe−i(ǫ−ǫ0)sσ(j)+ σ
(j)
− ρ
]
.
Pour poursuivre le calcul, on a besoin de la formule de la théorie des distri-
butions suivante : ∫ ∞
0
dseiǫs = πδ(ǫ) + iP 1
ǫ
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où δ est la distribution de Dirac et où P est la partie principale de Cauchy.
On peut alors terminer le calcul du premier terme intervenant dans K :∫ ∞
0
dstrHE
(
Hi(s)(1− P )Hi(ρ⊗ ω)
)
=
∑
j=A,B
4πcj ×
{[
πǫ
δj
0 n(ǫ0)e
− ǫ0
ǫ
j
c
+ i lim
ν→0
( ∫ ǫ0−ν
0
dǫ
ǫδj e
− ǫ
ǫ
j
c
eβǫ−1
ǫ− ǫ0 +
∫ ∞
ǫ0+ν
dǫ
ǫδj e
− ǫ
ǫ
j
c
eβǫ−1
ǫ− ǫ0
)]
σ
(j)
− σ
(j)
+ ρ
+
[
π(1 + n(ǫ0))ǫ
δj
0 e
− ǫ0
ǫ
j
c
− i lim
ν→0
( ∫ ǫ0−ν
0
dǫ
ǫδj e
− ǫ
ǫ
j
c
1−e−βǫ
ǫ− ǫ0 +
∫ ∞
ǫ0+ν
dǫ
ǫδj e
− ǫ
ǫ
j
c
1−eβǫ
ǫ− ǫ0
)]
σ
(j)
+ σ
(j)
− ρ
}
.
En calculant de la même manière les trois autres termes intervenant dans le
calcul de K, puis en remarquant 15 qu’ici K♯ = K, on obtient par le théorème
0.3.2 de Davies :
lim
λ→0
‖eih0 τλ2 ρ
( τ
λ2
)
e−ih0
τ
λ2 − eLτρ‖ = 0
avec
Lρ =
∑
j=A,B
−i
[
κj−σ
(j)
+ σ
(j)
− + κ
j
+σ
(j)
− σ
(j)
+ , ρ(τ)
]
︸ ︷︷ ︸
évolution unitaire
+ γj−σ
(j)
− ρ(τ)σ
(j)
+ −
γj−
2
{
σ
(j)
+ σ
(j)
− , ρ
}
︸ ︷︷ ︸
partie dissipative
+ γj+σ
(j)
+ ρ(τ)σ
(j)
− −
γj+
2
{
σ
(j)
− σ
(j)
+ , ρ
}
︸ ︷︷ ︸
partie dissipative
(9)
avec γj− = γ
j
0(1 + n(ǫ0)) et γ
j
+ = γ
j
0n(ǫ0) en posant γ
j
0 := 8π
2cjǫ
δj
0 e
− ǫ0
ǫ
j
c et où
n(ǫ0) =
1
eβǫ0−1 . On rappelle également que {·, ·} dénote l’anticommutateur 16.
Cette équation décrit l’évolution de la matrice densité du petit système
dans la limite de van Hove. Elle comporte deux parties.
La première partie qu’on nomme "Lamb shift" correspond à une évolu-
tion unitaire effective. Son rôle est uniquement de modifier les énergies des
15. Le fait que K♯ = K est exceptionnel. Ceci est dû uniquement au choix de l’interac-
tion choisie. Dans le dernier chapitre de cette thèse, on observera le même phénomène.
16. On ne décrit pas les constantes κj± car nous n’en aurons pas besoin dans la suite.
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atomes 17. Ainsi dans la base la base canonique (|11〉, |10〉, |01〉, |00〉, il ne va
agir que sur les phases de ρ.
La seconde partie est quant à elle responsable de la dissipation. En par-
ticulier, on peut voir pour ce modèle qu’elle est d’autant plus importante
que le nombre moyen de photons d’énergie ǫ0 dans les bains est grand et que
la constante cj pour j = A,B est forte. Ce qui est en parfait accord avec
l’intuition.
Enfin cette équation est de type Lindblad [63], ce qui est caractéristique
des évolutions markoviennes. Il existe d’autres méthodes pour obtenir ce
type d’équations. Tout d’abord il y a la théorie des trajectoires quantiques.
On va y avoir recours dans le premier chapitre de cette thèse. Plus récem-
ment, la théorie des interactions répétées a été développée. On l’exposera
sur un exemple original dans le dernier chapitre de cette thèse. Elle est plus
facile à mettre en place car le modèle est construit pour être markovien et
hamiltonien à la fois.
0.4 Désintrication.
L’état ρ(τ) donné par l’équation (9), relaxe vers l’état où chaque atome
est à l’équibre thermique avec son bain 18. Précisément en notant |1〉 et |0〉
les niveaux haut et bas des deux atomes, dans la base
(|11〉, |10〉, |01〉, |00〉)
on a 19 :
ρ(∞) = 1
Z

e−2βǫ0
e−βǫ0
e−βǫ0
1

avec Z = (1 + e−βǫ0)(1 + e−βǫ0), ou plus simplement 20 :
ρ(∞) = 1
1 + e−βǫ0
(
e−βǫ0
1
)
⊗ 1
1 + e−βǫ0
(
e−βǫ0
1
)
.
Cette relaxation, entraînant la perte des éléments non diagonaux de ρ, phé-
nomène qu’on nomme décohérence 21, est de type exponentiel. Les taux de
relaxations sont donnés par les γj±.
17. Les énergies des atomes sont modifiées à cause de l’interaction de ceux-ci avec des
champs électromagnétiques.
18. On rappelle qu’on a supposé pour obtenir (9) que les bains de photons sont tous
deux dans l’état de Gibbs à la température inverse β.
19. Ici et dans le reste de la thèse, on notera les matrices creuses avec des blancs à la
place des zéros.
20. Le découplage vient du fait que chaque atome interagit avec son propre champ
électromagnétique.
21. Car ce sont les éléments diagonaux qui portent la cohérence.
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Mais qu’en est-il de l’intrication ? En effet, supposons qu’initialement
ρ(0) = ρ soit un état intriqué. Ce qui précède montre qu’asymptotiquement,
ce ne sera plus le cas car ρ(∞) est séparable. Cependant, contrairement à la
décohérence, le passage d’un état intriqué à un état séparable se fait en un
temps fini à température non nulle. En effet la concurrence au temps τ est :
C(ρ(τ)) = max (0, f(ρ(τ)))
où f continue est donnée par la formule de Wootters (2). Mais pour l’état
asymptotique on a :
f(ρ(∞)) = −2e−βǫ0
{
= 0 si β =∞
< 0 sinon
.
Ainsi par continuité de f , on peut affirmer qu’on aura désintrication en
temps fini quand la température des bains est non nulle quel que soit l’état
initial choisi, ce qui avait été remarqué par Dodd et Halliwell [27] en 2004,
généralisant l’article [26] de Diósi de 2003. À température nulle, le phénomène
de désintrication en temps fini n’est plus général, mais uniquement valide
pour certains états initiaux comme l’ont montré Yu et Eberly dans [113] en
2004.
Dans ce domaine, on tient également à citer le travail fin de Merkli,
Berman, Borgonovi et Gebresellasie dans [68] et Merkli dans [67]. Dans ces
travaux les auteurs montrent rigoureusement, grâce à la théorie des réson-
nances, la perte soudaine d’intrication dans le cas plus général où la constante
de couplage des qubits avec les environnements est petite mais finie 22.
Cette découverte a dynamisé le sujet car depuis lors les chercheurs ont
tenté de trouver des techniques pour contrer ce phénomène (gênant pour les
applications techniques de l’intrication mentionnées ci-dessus).
0.5 Plan de la thèse.
Le premier chapitre de cette thèse propose une méthode pour éviter la
perte soudaine d’intrication.
Dans le deuxième chapitre on étudie un sous-ensemble de l’ensemble des
états de deux qubits, ce qui va nous être précieux pour le dernier chapitre
et va nous permettre d’obtenir une méthode permettant de décomposer les
états de deux qubits séparables en somme d’états purs produits.
Enfin le dernier chapitre est consacré à l’étude de l’évolution de l’intri-
cation de deux qubits dans un modèle d’interactions répétées.
22. Ils étudient également, avec les mêmes outils, le phénomène de désintrication-
intrication, qui apparaît quand les deux qubits sont couplés à un bain commun. On re-
viendra sur ce phénomène dans le premier et le dernier chapitre de cette thèse.
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Chapitre 1
Protection de l’intrication d’un
système de deux qubits couplés
à des bains par des mesures
effectuées sur les bains.
1.1 Introduction.
Comme on l’a vu dans le chapitre introductif de la thèse, l’intrication
joue un rôle primordial en mécanique quantique. Mais c’est également une
entité très fragile.
En particulier on a vu, dans [26, 27, 113, 38], qu’un système de deux
qubits couplés à des environnements indépendants voit son intrication dis-
paraître en un temps fini. Ce phénomène est appelé "perte soudaine d’intrica-
tion" ou "entanglement sudden death" (ESD) pour les anglophones. Quand
les deux qubits sont couplés avec le même environnement, on peut voir ap-
paraître un autre phénomène curieux. Précisément on peut assister à une
renaissance de l’intrication ("entanglement sudden birth" (ESB)). On ren-
voie pour cela aux articles [11, 42, 64, 37] ainsi qu’au chapitre de cette thèse
sur le modèle d’interactions répétées de deux qubits avec la même chaîne de
spins. Ce comportement semble être relativement générique car les auteurs
de [79] traitent notamment de l’apparition de ce phénomène d’un point de
vue non-Markovien pour un système de variables continues (c’est-à-dire que
ce ne sont plus des qubits). Puis dans [22], les auteurs proposent un protocole
expérimental pour observer les prédictions de [79].
Une branche active de recherche en mécanique quantique s’est construite
dans le but de trouver des protocoles permettant de protéger l’intrication
d’un système de deux qubits A et B. On peut notamment évoquer l’utilisa-
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tion de l’effet Zénon quantique dans [64, 58], la distillation de l’intrication
dans [73], la rétroaction quantique dans [18], l’encodage de l’intrication dans
des qutrits dans [66] et la correction d’erreurs quantiques dans [88].
On propose ici une méthode permettant de protéger l’intrication des deux
qubits en effectuant des mesures continues sur leurs environnements. Il est
important ici de distinguer cette approche de l’effet Zénon quantique (utilisé
dans [64, 58], expliqué théoriqement dans [72, 100] et observé expérimentale-
ment dans [43]) qui consiste également à effectuer des mesures mais directe-
ment sur les qubits et de façon continue. Cela a pour effet de geler l’état du
système. Ici les mesures continues sur les bains imposent au système d’être à
chaque instant dans un état pur, mais celui-ci évolue dans le temps comme
on va le voir dans la partie suivante 1.
1.2 Description du modèle de sauts quantiques.
La situation présentée ci-dessus peut être décrite théoriquement par le
modèle de sauts quantiques élaboré par Dalibard, Castin et Mølmer dans
[23] et indépendamment par Carmichael dans [16].
On suppose qu’à l’instant t le système des deux qubits est décrit par la
fonction d’onde |ψ(t)〉. Alors une détection positive (on verra dans la partie
suivante un exemple explicite où la détection est celle d’un photon) dans le
bain fait "faire un saut quantique" à la fonction d’onde :
|ψ(t)〉 −→ |ψ(m,i)saut 〉 =
J im|ψ(t)〉
‖J im|ψ(t)〉‖
(1.1)
où l’opérateur de saut J im dépend de l’interaction entre les qubits et leur
bain respectif. Tous les résultats de mesures possibles exceptée l’absence de
détection sont indicés par i = A,B et m . Dans la limite de couplage faible,
la probabilité qu’une mesure, dans le petit intervalle de temps [t, t+dt] donne
le résultat (m, i) est donnée par :
dpim(t) = γ
i
m‖J im|ψ(t)〉‖2dt.
Le taux de saut γim ne dépend pas de l’état et est simplement proportionnel
au carré de la constante de couplage entre les particules composant le bain
et le qubit. On remarque que la probabilité de sauts est faible. Aussi le
plus souvent il n’y a pas de détection et pour que la proposition 1.2.1 ci-
dessous soit vraie, on choisit de faire évoluer la fonction d’onde de la manière
1. La matière présentée dans ce chapitre a donné lieu à la publication de l’article [104]
et du compte rendu de conférence [105]. Ajoutons que ce domaine est particulièrement
étudié en ce moment car un travail similaire a été proposé au même moment [65].
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suivante :
|ψ(t+ dt)〉= e
−iHeffdt|ψ(t)〉
‖e−iHeffdt|ψ(t)〉‖ , avec Heff=H0 −
i
2
∑
m,i
γimJ
i†
mJ
i
m, (1.2)
et où H0 est l’hamiltonien des deux qubits. La probabilité de ne pas avoir
de sauts entre t et t+ dt est donnée d’après ce qui précède par :
p0s(t, t+ dt) = 1−
∑
m,i
dpim(t) = 1−
∑
m,i
γim‖J im|ψ(t)〉‖2dt
On en déduit 2 que la probabilité de ne pas avoir de sauts sur l’intrevalle
[t0, t] est :
p0s(t0, t) = ‖e−iHeff(t−t0)|ψ(t0)〉‖2. (1.3)
La proposition suivante nous indique que ce modèle de sauts quantiques est
un point de vue alternatif sur les systèmes quantiques ouverts de type Lind-
bladien. Ici, au lieu de raisonner de façon algébrique avec des superopérateurs
qui agissent sur des matrices densités, on adopte une vision probabiliste. Pré-
cisément, on suit des trajectoires quantiques et lorqu’on prend la moyenne
sur toutes ces histoires possibles on retombe sur une équation de Lindblad
(cf. [23, 16]) :
Proposition 1.2.1. Si on note ρ(t) = E [|ψ(t)〉〈ψ(t)|], on a :
dρ
dt
= −i[H0, ρ] +
∑
m,i
γim
(
J imρJ
i†
m −
1
2
{
J i†mJ
i
m, ρ
})
. (1.4)
✷ Pour prouver ce résultat, on commence par calculer l’espérance condi-
tionnelle suivante :
E
[|ψ(t+ dt)〉〈ψ(t+ dt)|∣∣ψ(t)]
= p0s(t, t+ dt)
e−iHeffdt|ψ(t)〉〈ψ(t)|eiHeffdt
‖e−iHeffdt|ψ(t)〉‖2 +
∑
m,i
dpim(t)|ψ(m,i)saut 〉〈ψ(m,i)saut |
= e−iHeffdt|ψ(t)〉〈ψ(t)|eiHeffdt +
∑
m,i
γimdtJ
i
m|ψ(t)〉〈ψ(t)|J i†m.
Soit en développant au premier ordre e−iHeffdt et eiHeffdt :
E
[|ψ(t+ dt)〉〈ψ(t+ dt)|∣∣ψ(t)]
= |ψ(t)〉〈ψ(t)|+ dt
(
− i[H0, |ψ(t)〉〈ψ(t)|]− γ
i
m
2
∑
m,i
{
J i†mJ
i
m, |ψ(t)〉〈ψ(t)|
}
+
∑
m,i
γimJ
i
m|ψ(t)〉〈ψ(t)|J i†m
)
.
2. Il suffit de voir, pour t0 fixé, que la dérivée de t 7→ ‖e
−iHeff (t−t0)|ψ(t0)〉‖2 est la
même que celle de t 7→ p0s(t0, t) grâce au choix de Heff effectué dans (1.2). On conclut
alors en remarquant que ces fonctions sont égales à un en t0.
3
Ce qui donne en prenant l’espérance de l’expression précédente et en utilisant
la propriété fondamentale de l’espérance conditionnelle :
E
[
E
[|ψ(t+ dt)〉〈ψ(t+ dt)|∣∣ψ(t)]]
= ρ(t) + dt
(
− i[H0, ρ(t)] +
∑
m,i
γimJ
i
mρ(t)J
i†
m −
γim
2
{
J i†mJ
i
m, ρ(t)
})
= E [|ψ(t+ dt)〉〈ψ(t+ dt)|] = ρ(t+ dt).✷
1.3 Présentation des résulats de ce chapitre.
On considère des sauts quantiques locaux c’est-à-dire que JAm = j
A
m ⊗ Id
n’agit que sur le qubit A et JBm = Id⊗ jBm n’agit que sur 3 le qubit B. Ainsi
ρ(t) de la proposition 1.2.1 est solution d’une équation de Lindblad décrivant
un couplage des deux qubits avec des bains indépendants (comme pour le
modèle considéré dans l’Introduction). Dans cette situation il y a en géné-
ral (à température positive pour le modèle de l’Introduction) perte soudaine
d’intrication.
Le résultat majeur de ce chapitre est le théorème 1.5.1 qui indique que
quels que soient les sauts quantiques locaux choisis, en moyenne, la concur-
rence décroît exponentiellement avec un taux d’amortissement, κSQ, donné
par la formule (1.13). En particulier cela montre que les mesures continues
sur les bains préservent le système des deux qubits de la perte soudaine d’in-
trication évoquée dans le chapitre d’Introduction. On montre au lemme 1.5.2
que κSQ s’annule si et seulement si 〈1|J˜ im|1〉 = 〈0|J˜ i†m|0〉 et 〈1|ℜJ˜ im|0〉 = 0, où
J˜ im = e
−iθimJ im avec 2θim l’argument de detC2(J im). Ce qui est par exemple
vérifié si les J im sont tous auto-adjoints et de traces nulles (ou dit autrement
que les J im sont de la forme λ
i
mU
i
m avec U
i
m unitaire et λ
i
m ∈ R) et illustré
sur la figure 1.3.
Une même équation de Lindblad peut être obtenue par différents mo-
dèles de sauts quantiques. Aussi on va s’intéresser à optimiser les modèles
(par rapport aux opérateurs de sauts) pour obtenir la meilleure protection
possible, c’est-à-dire le taux d’amortissement le plus faible. Le premier ré-
sultat dans ce sens est la proposition 1.5.1 où on optimise pour l’équation
de Lindblad (9) rencontrée dans le chapitre d’Introduction. On illustre ce
résultat en figure 1.2.
Ensuite on montre, dans la proposition 1.6.1, qu’en utilisant un protocole
de mesures un peu plus élaboré utilisant des lasers accordés aux signaux
reçus, la détection homodyne, on obtient toujours une désintrication de type
3. Dans la suite on identifiera pour i = A,B J im avec j
i
m agissant sur l’espace de Hilbert
C
2 d’un seul qubit.
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exponentielle. De plus, la proposition 1.6.2 prouve que si on optimise le taux
d’amortissement par rapport aux phases des lasers, alors celui-ci est plus
petit que pour le modèle de sauts quantiques correspondant.
Enfin on explore ensuite la détection hétérodyne, basée sur le même prin-
cipe que la détection homodyne mais où cette fois-ci, les lasers n’ont plus la
même fréquence que le signal avec lequel ils sont couplés, ce qui facilite la
mise en œuvre expérimentale. La proposition 1.7.1 assure une perte d’intri-
cation exponentielle mais avec un taux d’amortissement plus fort que pour
la détection homodyne optimisée.
Ajoutons que ces modèles de détection homodyne et hétérodyne peuvent
être décrits par les équations différentielles stochastiques (1.18) et (1.19) dont
on propose des dérivations, en Annexe C, en partant d’un modèle de sauts
quantiques.
Pour finir on traite, en section 1.8 un modèle de sauts quantiques faisant
intervenir l’opérateur de saut J = σA− ⊗ IdB + IdA ⊗ σB− non local (dans le
sens où il agit non trivialement sur les deux qubits à la fois). La concurrence
moyenne n’est plus donnée par une exponentielle mais par la formule (1.20).
Ce cas est remarquable car il fait apparaître des phénomènes de rebond
de la concurrence et une intrication asymptotique non nulle pour certains
états initiaux illustrés en figure 1.5. L’équation maîtresse, associée par la
proposition 1.2.1 à ce modèle, décrit deux qubits couplés à un bain commun.
Dans cette situation, il a été remarqué dans la littérature (cf. section 1.8)
que la concurrence de ρ(t) présente des phénomènes de renaissance ou de
rebond de d’intrication. On retrouvera ce phénomène au dernier chapitre de
cette thèse.
1.4 Exemple du comptage de photons.
Pour éclairer le lecteur on propose ici de traiter un exemple concret et
réalisable expérimentalement [50]. Chaque qubit est un atome à deux niveaux
couplé de façon résonnante à un champ électromagnétique intialement dans
l’état du vide. On est donc en présence d’un bain de photons initialement à
température nulle. On suppose que les atomes sont suffisament éloignés l’un
de l’autre pour considérer qu’ils interagissent avec des bains indépendants 4.
On munit notre dispositif de deux photodétecteurs Di parfaits. Chaque fois
qu’un photon est émis par le qubit i (voir la figure 1.1), Di fait un "clic".
De tels photodétecteurs pouvant mesurer un photon unique existent actuel-
lement grâce aux progrès de l’optique quantique (voir [50]) mais ils ne sont
pas parfaits comme on le considère ici (c’est-à-dire qu’ils "oublient" certains
photons).
4. Jusqu’ici c’est la même expérience que celle présentée en Introduction.
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Figure 1.1 – Deux qubits couplés à deux bains entourés de photodétecteurs
parfaits.
On peut considérer que cette expérience est décrite par les opérateurs
de sauts J i− = σi−. Il est important de noter qu’ici les deux opérateurs de
sauts sont locaux. L’opérateur JA− = σA− ⊗ IdB agit uniquement sur le qubit
A et JB− = IdA ⊗ σB− agit uniquement sur le qubit B. Intuitivement on voit
très bien ce qui se passe. Si par exemple un photon est détecté dans le bain
A, cela signifie qu’il vient d’être émis par l’atome A car le bain est à tem-
pérature nulle. L’opérateur de saut a pour rôle d’intégrer cette information
(l’émission d’un photon par l’atome A) dans la fonction d’onde du système
des deux atomes. Enfin par simplicité on décide de prendre H0 = 0.
À présent on propose d’évaluer l’intrication des deux qubits dans cette
expérience (dans [76, 17, 103], les auteurs calculaient déjà, dans d’autres
contextes, la moyenne de l’intrication sur l’ensemble des trajectoires). Pour
cela on va comme précédemment utiliser la concurrence de Wootters qui est
très facile à calculer pour des états purs. En effet on rappelle qu’elle est
donnée par la formule :
C(ψ) = |〈ψ|ψ˜〉| avec |ψ˜〉 = σy ⊗ σy|ψ〉
= 2 |c11c00 − c10c01| avec |ψ〉 = c11|11〉+ c10|10〉+ c01|01〉+ c00|00〉.
Si aucun photon n’est détecté pendant l’intervalle de temps [0, t], alors
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la fonction d’onde des qubits est donnée au temps t par :
|ψ(t)〉 = e
−iHeff t|ψ(0)〉
‖e−iHeff t|ψ(0)〉‖
= N (t)−1
∑
s,s′=1,0
css′ e
−γss′ t/2|s, s′〉
avec :
. css′ = 〈s, s′|ψ(0)〉,
. γ11 = γA + γB, γ10 = γA, γ01 = γB et γ00 = 0 (γi étant le taux de
sauts associé au détecteur Di),
. N (t)2 =∑s,s′ |css′ |2e−γss′ t.
La concurrence de cet état est :
C(ψ(t)) = C0N (t)−2e−(γA+γB)t/2 (1.5)
avec C0 = 2|c11c00 − c10c01| la concurrence initiale.
Examinons à présent le cas où, par exemple, le détecteur DA détecte
le premier photon à l’instant tj , alors l’état des qubits devient juste après
le saut : |ψ(tj+)〉 ∝ |0〉 ⊗ (c11e−γ11tj/2|1〉+ c10e−γ10tj/2|0〉). Or cet état est
séparable et comme ni les sauts ni la dynamique entre les sauts ne créent d’in-
trication (car les opérateurs de sauts sont locaux), l’état des qubits le restera
après tj . Cet argument nous permet d’affirmer que C(t) = 0 si un photon a
été détecté dans l’intervalle [0, t]. Ainsi les seules trajectoires quantiques qui
vont contribuer à la concurrence sont celles qui ne subissent aucun saut. Leur
concurrence est donnée par la formule (1.5). Pour connaître la concurrence
moyenne à l’instant t, il ne reste donc plus qu’à calculer la probabilté d’avoir
une trajectoire sans saut sur [0, t]. Par (1.3), c’est :
p0s(t) = ‖e−iHeff t|ψ(0)〉‖2
= N (t)2.
On conclut donc que la concurrence moyenne pour ce modèle au temps t est
donnée par :
E[C(t)] = C0e
−(γA+γB)t/2.
On peut généraliser le modèle présenté aux cas où les bains ne sont plus
nécessairement à température nulle mais à l’équilibre thermique à tempéra-
ture inverse βi. On doit alors ajouter deux nouveaux opérateurs de sauts 5
5. On suppose pour cela qu’on sait distinguer les photons émis par les bains eux-mêmes
de ceux émis par les qubits.
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J i+ = σ
i
+ avec les taux
6 γi+ = e
−βiǫiγi− tels que ǫi est la différence d’énergie
entre les deux niveaux du qubit i et où on a renommé γi− les taux associés aux
opérateurs de sauts J i−. De la même façon que pour le modèle à température
nulle on déduit la formule suivante pour la concurrence moyenne :
E[C(t)] = C0e
−(γA++γA−+γB++γB− )t/2. (1.6)
On a illustré ce résultat sur la figure 1.2 où la concurrence pour la matrice
densité a été calculée en résolvant directement l’équation de Lindblad (1.4)
comme dans le chapitre introductif. On rappelle (cf. section 0.4 de l’Intro-
duction) qu’il y avait alors désintrication (pour la concurrence associée à
ρ(t)) en temps fini (ESD) quel que soit l’état initial choisi. Pour le modèle
de mesures continues sur les bains présenté ici (comptage de photons), ce
phénomène disparaît si on considère la concurrence moyennée sur toutes les
trajectoires. À la place on voit apparaître une désintrication exponentielle
caractérisée par les taux de sauts 7. On va voir dans la section suivante que
ce phénomène est tout à fait général dès qu’on considère des opérateurs de
sauts locaux.
1.5 Concurrence moyenne pour un modèle de sauts
quantiques avec des opérateurs de sauts locaux.
On généralise ce qui a été fait dans la section précédente à tous les opé-
rateurs de sauts locaux J im et à tous les hamiltoniens des qubits locaux
H0 = HA ⊗ 1B + 1A ⊗HB. Par markovianité du processus de sauts on a :
E [C(t+ dt)] = E [E [C(t+ dt)|ψ(t)]] .
Calculons donc :
E [C(t+ dt)|ψ(t)] = p0s(t, t+ dt)C0s(t+ dt) +
∑
m,i
dpm,i(t)C
(m,i)
saut (t+ dt).
Pour commencer on cherche la concurrence pour une trajectoire n’ayant pas
subi de saut entre t et t+ dt. Elle est donnée via (1.2) par :
C0s(t+ dt) = p
−1
0s
∣∣∣〈eiH†effdt(σy ⊗ σy)Te−iHeffdt〉ψ(t)∣∣∣
6. Les taux de sauts sont reliés par γi+ = e
−βiǫiγi− de même que dans le chapitre
introductif car l’énergie des photons des bains suit la loi de Planck.
7. On est conscient du fait qu’on compare une expérience sans mesure avec le résultat
moyen de plusieurs expériences faisant intervenir une infinité de mesures.
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Figure 1.2 – Concurrences de deux qubits couplés à des bains indépendants
à température positive telle que γi+ = γ
i−/2 = γ, en fonction de γt, pour
|ψ(0)〉 = 1√
2
(|11〉 − i|00〉).
(2a) Cρ(t) pour la matrice densité (ligne bleue tiretée).
(2b) Cψ(t) pour une trajectoire (ligne noire pointillée).
(2c) E[Cψ(t)] moyennée sur 1500 trajectoires (ligne rouge pleine) et par
l’équation (1.6) (ligne rouge pleine).
(2d) E[Cψ(t)] pour le meilleur protocole de mesure défini dans la section 1.5
(ligne verte pointillée-tiretée).
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où on a posé T l’opérateur de conjugaison : T |ψ〉 = |ψ〉 qui dans la base
(|11〉, |10〉, |01〉, |00〉) conjugue les coefficients de |ψ〉 (comme dans l’Intro-
duction). En développant les exponentielles on obtient :
C0s(t+ dt) = p
−1
0s
∣∣∣〈(σy ⊗ σy)T 〉ψ(t) + dt〈iH†eff(σy ⊗ σy)T
− (σy ⊗ σy)T iHeff〉ψ(t) +O(dt2)
∣∣∣
= p−10s
∣∣∣〈(σy ⊗ σy)T 〉ψ(t) + idt〈H†eff(σy ⊗ σy)T
+ (σy ⊗ σy)THeff〉ψ(t) +O(dt2)
∣∣∣. (1.7)
Puis le lemme suivant va nous être fort utile.
Lemme 1.5.1. Pour tout opérateur local Oi agissant uniquement sur le qu-
bit i, on a :
〈
Oiσy ⊗ σyT
〉
ψ(t)
=
〈
σy ⊗ σyTO†i
〉
ψ(t)
=
C(t)
2
trC2(Oi) (1.8)
avec
C(t) = 〈σy ⊗ σyT 〉ψ(t)=2
(
c10(t)c01(t)− c11(t)c00(t)
)
pour css′(t) = 〈s, s′|ψ(t)〉.
✷ On prouve ce résultat en supposant par exemple que Oi = OA ⊗ 1B
est un opérateur local qui n’agit que sur le qubit A :〈
Oiσy ⊗ σyT
〉
ψ(t)
=c11(t) (〈1|OA|1〉〈11|+ 〈1|OA|0〉〈01|)σy ⊗ σyT |ψ(t)〉
+ c10(t) (〈1|OA|1〉〈10|+ 〈1|OA|0〉〈00|)σy ⊗ σyT |ψ(t)〉
+ c01(t) (〈0|OA|1〉〈11|+ 〈0|OA|0〉〈01|)σy ⊗ σyT |ψ(t)〉
+ c00(t) (〈0|OA|1〉〈10|+ 〈0|OA|0〉〈00|)σy ⊗ σyT |ψ(t)〉.
Ce qui donne en évaluant σy ⊗ σyT |ψ(t)〉 :〈
Oiσy ⊗ σyT
〉
ψ(t)
=c11(t)
(
−〈1|OA|1〉c00(t) + 〈1|OA|0〉c10(t)
)
+ c10(t)
(
〈1|OA|1〉c01(t)− 〈1|OA|0〉c11(t)
)
+ c01(t)
(
−〈0|OA|1〉c00(t) + 〈0|OA|0〉c10(t)
)
+ c00(t)
(
〈0|OA|1〉c01(t)− 〈0|OA|0〉c11(t)
)
.
La moitié des termes de cette expression s’éliminent pour donner le résultat
souhaité :〈
Oiσy ⊗ σyT
〉
ψ(t)
=
(
c10(t)c01(t)− c11(t)c00(t)
)
(〈1|OA|1〉+ 〈0|OA|0〉)✷
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En intégrant (1.8) dans (1.7) et en remarquant que C(t) = |C(t)| on obtient
finalement pour C(t) 6= 0 :
C0s(t+ dt)p0s(t, t+ dt)
= C(t)
∣∣∣∣∣∣1 + idt trC2
HA +HB + i
2
∑
m,i
γimJ
i†
mJ
i
m
+O(dt2)
∣∣∣∣∣∣
= C(t)
∣∣∣∣∣∣1− dt trC2
∑
m,i
γim
2
J i†mJ
i
m
∣∣∣∣∣∣+O(dt2). (1.9)
Si par contre le détecteur Di donne le résultat m pendant l’intervalle de
temps [t, t+ dt], alors on a par (1.1) :
C
(m,i)
saut (t+ dt) =
γim dt
dpim(t)
∣∣∣〈J i†mσy ⊗ σyTJ im〉ψ(t)∣∣∣ .
Or de la même façon qu’on a prouvé (1.8), on peut montrer que :
〈J i†mσy ⊗ σyTJ im〉ψ(t) = C(t)detC2(J im) pour tout J im. (1.10)
Il vient donc :
dpim(t)C
(m,i)
saut (t+ dt) = γ
i
m dtC(t)
∣∣detC2(J im)∣∣. (1.11)
En ajoutant (1.9) et (1.11) on obtient finalement :
E [C(t+ dt)|ψ(t)] = (1− κQJ dt+O(dt2))C(t)
et donc par la markovianité du processus de sauts mentionné au début, on
a :
E [C(t+ dt)] = (1− κSQ dt+O(dt2))E [C(t)] (1.12)
où on a posé :
κSQ =
∑
m,i
γim
(
1
2
trC2(J
i†
mJ
i
m)−
∣∣detC2(J im)∣∣) . (1.13)
On lit sur la formule (1.12) que ddtE [C(t)] = −κSQE [C(t)], ce qui nous per-
met d’énoncer le résultat principal de cette section :
Théorème 1.5.1. La concurrence moyenne pour une dynamique de sauts
quantiques locaux est donnée par la formule suivante :
E [C(t)] = e−κSQtC0. (1.14)
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Tout d’abord ce théorème nous assure qu’un modèle de sauts quantiques
locaux ne présentera jamais de perte soudaine d’intrication. Cela justifie le
titre du chapitre. En effet les mesures continues sur les bains protègent bien
en moyenne le système des deux qubits de ce phénomène de perte soudaine
d’intrication. On a bien κSQ ≥ 0 comme on va le voir dans la preuve du lemme
1.5.2 suivant. Dans ce modèle la perte d’intrication est au pire exponentielle
en temps. Cependant on peut choisir les opérateurs de sauts de telle sorte
que κSQ = 0. Dans ce cas la concurrence moyenne ne décroît même plus dans
le temps : c’est une fonction constante. On protège dans ce cas complètement
l’intrication du système.
Lemme 1.5.2. On a
κSQ = 0 si et seulement si
{
〈1|J˜ im|1〉 = 〈0|J˜ i†m|0〉
〈1|ℜJ˜ im|0〉 = 0
où on a introduit J˜ im = e
−iθimJ im et 2θim est l’argument de detC2(J im).
On insiste sur le fait que si κSQ = 0, alors E[C(t)] = C0 ∀ t ≥ 0 et pour
des états initiaux maximalement intriqués (C0 = 1) on a C(t) = 1 ∀ t ≥ 0
presque sûrement (car C(t) ≤ 1 p.s.). Autrement dit, toutes les trajectoires
quantiques sont complètement protégées de la désintrication.
✷ On prouve ici le lemme 1.5.2. On va en fait montrer que chaque terme
de la somme dans κSQ est positif en les écrivant sous la forme suivante :
1
2
trC2(J
i†
mJ
i
m)−
∣∣detC2(J im)∣∣ = 12 |〈1|J˜ im|1〉 − 〈0|J˜ i†m|0〉|2 + 12 |〈1|2ℜJ˜ im|0〉|2 ≥ 0.
(1.15)
Calculons donc :
1
2
trC2(J
i†
mJ
i
m)−
∣∣detC2(J im)∣∣
=
1
2
trC2(J˜
i†
mJ˜
i
m)− detC2(J˜ im) =
1
2
trC2(J˜
i†
mJ˜
i
m)−ℜdetC2(J˜ im)
=
1
2
〈1|J˜ i†m|1〉〈1|J˜ im|1〉+
1
2
〈1|J˜ i†m|0〉〈0|J˜ im|1〉+
1
2
〈0|J˜ i†m|1〉〈1|J˜ im|0〉
+
1
2
〈0|J˜ i†m|0〉〈0|J˜ im|0〉 − ℜ
(
〈1|J˜ im|1〉〈0|J˜ im|0〉 − 〈1|J˜ im|0〉〈0|J˜ im|1〉
)
.
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Ce qui se simplifie en :
1
2
trC2(J
i†
mJ
i
m)−
∣∣detC2(J im)∣∣ =12 ∣∣∣〈1|J˜ im|1〉∣∣∣2 + 12 ∣∣∣〈0|J˜ i†m|0〉∣∣∣2
+
1
2
∣∣∣〈1|J˜ im|0〉∣∣∣2 + 12 ∣∣∣〈1|J˜ i†m|0〉∣∣∣2
− 1
2
〈1|J˜ im|1〉〈0|J˜ i†m|0〉 −
1
2
〈1|J˜ im|1〉〈0|J˜ i†m|0〉
+
1
2
〈1|J˜ im|0〉〈1|J˜ i†m|1〉+
1
2
〈1|J˜ im|0〉〈1|J˜ i†m|1〉
=
1
2
|〈1|J˜ im|1〉 − 〈0|J˜ i†m|0〉|2 +
1
2
|〈1|2ℜJ˜ im|0〉|2.
On déduit de la formule (1.15) que κSQ = 0 si et seulement si 〈1|J˜ im|1〉 =
〈0|J˜ i†m|0〉 et 〈1|ℜJ˜ im|0〉 = 0.✷
Lemme 1.5.3. Si les J im sont de la forme λ
i
mU
i
m avec U
i
m unitaire et λ
i
m ∈ R
alors κSQ = 0.
✷ En effet dans ce cas J im est de trace nulle et est auto-adjointe (car
toute matrice unitaire 2× 2 s’écrit ~v · ~σ avec ~v = (v1, v2, v3) ∈ R3 et ‖~v‖ = 1
et où ~σ est le vecteur formé par les trois matrices de Pauli σx, σy et σz).
Alors on a :
detC2(J
i
m) = −〈1|J˜ im|1〉2 −
∣∣∣〈1|J˜ im|0〉∣∣∣2 ∈ R−
donc θim =
π
2 et ℜJ˜ im = 0. Ainsi
κSQ =
∑
m,i
γim
∣∣∣〈1|J˜ im|1〉 − 〈0|J˜ i†m|0〉∣∣∣2 =∑
m,i
γim
∣∣∣−i〈1|J im|1〉 − i〈0|J i†m|0〉∣∣∣2
=
∑
m,i
γim
∣∣〈1|J im|1〉+ 〈0|J im|0〉∣∣2 = 0
car on a supposé que la trace de J im était nulle.✷
Cela arrive par exemple dans le cas du déphasage pur (pure dephasing) où
les opérateurs de sauts vérifient J i = ~vi ·~σi avec ~vi ∈ R3 et ~σi le vecteur formé
par les trois matrices de Pauli σx, σy et σz. On a représenté ce phénomène
sur la figure 1.3 pour ~vA = ~vB = ( 1√2 ,
1√
2
, 0), soit Ji = eiπ/4σi− + e−iπ/4σi+.
En calculant la concurrence via la matrice densité on a perte soudaine d’in-
trication pour tous les états initiaux sauf ψ(0) = 1√
2
|11〉 ± i 1√
2
|00〉. Grâce
aux mesures continues sur le bain, la concurrence est maintenue constante
dans le temps
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Figure 1.3 – Concurrences de deux qubits couplés à des bains indépendants,
pour le déphasage pur (Ji = eiπ/4σi− + e−iπ/4σi+), en fonction de γt, et pour
|ψ(0)〉 = 1√
2
(|11〉+ e−iϕ|00〉).
(1a) Cρ(t) pour ϕ =
π
2 (ligne bleue tiretée).
(1a’) Cρ(t) pour ϕ = 0 (ligne bleue pointillée-tiretée montrant une perte
soudaine d’intrication).
(1b,1c) E[Cψ(t)] = Cψ(t) (ligne rouge pleine).
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Les auteurs de [19] proposent un argument très simple pour prouver que
si J im = λ
i
mU
i
m pour tout m, i (comme dans le lemme 1.5.3) alors il n’y a pas
de perte de d’intrication. En effet il suffit de voir que dans ce cas les sauts
ne modifient pas l’intrication car |ψ(t)〉 est transformé en U im|ψ(t)〉 et U im
est un unitaire local qui ne modifie donc pas l’intrication. De même l’évo-
lution sans saut est simplement donnée par |ψ(t + t0)〉 = e−iH0t|ψ(t0)〉 (car∑
m,i γ
i
mJ
i†
mJ im =
∑
m,i γ
i
m(λ
i
m)
2 est un opérateur scalaire) qui ne modifie
pas non plus l’intrication (H0 étant local).
Ce qui vient d’être décrit est intéréssant théoriquement, mais il est plus
réaliste de considérer que les bains entourant les photons sont des bains à
l’équilibre thermique à une certaine température Ti. On rappelle qu’alors la
matrice densité satisfait l’équation de Lindblad suivante :
dρ
dt
=
∑
i
γi−
(
σi−ρσ
i
+ −
1
2
{
σi+σ
i
−, ρ
})
+ γi+
(
σi+ρσ
i
− −
1
2
{
σi−σ
i
+, ρ
})
.
Comme on l’a vu dans la section 1.4, on peut prendre les opérateurs de sauts
σi− et σi+ avec respectivement les taux γi− et γi+ pour obtenir cette équation
en prenant la moyenne de toutes les trajectoires quantiques. Cependant il
existe une infinité d’opérateurs de sauts faisant le même travail. Précisément
ce sont les :
Iiµ =
∑
m=±
(γim/γ
i
µ)
1
2uiµmσ
i
m
avec γiµ pour taux associé, où Ui = (u
i
µm)
m=±
µ=1,··· ,N sont des matrices unitaires
de taille N×2 (N est un entier plus grand que 2 pour que cela soit possible).
Évidemment Iiµ sont toujours des opérateurs locaux, on peut donc appli-
quer le théorème 1.5.1, qui affirme que la concurrence moyenne va décroître
exponentiellement avec un taux κSQ qui vaut :
κSQ =
∑
µ,i
γiµ
(
1
2
trC2(I
i†
µ I
i
µ)−
∣∣detC2(Iiµ)∣∣) .
A priori les taux d’amortissement ne sont pas égaux. En particulier il est
intéressant de chercher le bon jeu d’opérateurs de sauts qui donne le plus
faible taux. Il correspond au protocole de mesures continues sur les bains
qui protège le mieux l’intrication des qubits couplés à des bains à l’équilibre
thermique.
Proposition 1.5.1. Dans le contexte présenté ici et avec les mêmes nota-
tions, le taux d’amortissement le plus faible est donné par :
κoptSQ =
1
2
∑
i=A,B
(√
γi− −
√
γi+
)2
.
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Il est atteint lorque |uiµ−| = |uiµ+| ∀µ, i.
Remarque 1.5.1. Si les bains sont à température infinie alors γi− = γi+ et
donc κoptSQ = 0. Autrement dit le protocole de mesures optimum permet une
protection parfaite de l’intrication des qubits dans ce cas particulier.
Le cas de bains à température infinie peut sembler non physique. Cepen-
dant dans [19], les auteurs proposent un protocole expérimental utilisant des
qutrits (systèmes quantiques à trois niveaux), dont le plus haut niveau est
très instable, permettant de reproduire des qubits effectifs interagissant avec
des bains à température infinie.
✷ On rappelle que le taux d’amortissement est ici donné par :
κSQ =
∑
i

1
2
trC2

∑
µ
γiµI
i†
µ I
i
µ︸ ︷︷ ︸
γi−σ
i
+σ
i
−+γ
i
+σ
i
−σ
i
+
−
∑
µ
γiµ
∣∣detC2(Iiµ)∣∣︸ ︷︷ ︸∣∣∣det
C2 (
∑
m
√
γimu
i
µmσ
i
m)
∣∣∣

=
∑
i
(
γi− + γi+
2
−
∑
µ
√
γi−γi+
∣∣uiµ−uiµ+∣∣
)
,
où on a utilisé l’unitarité des matrices Ui. Pour minimiser κSQ, il s’agit
donc de maximiser fi((uiµ,m)
m=±
µ=1,··· ,N ) :=
∑
µ
∣∣uiµ−uiµ+∣∣ en tenant compte des
contraintes d’unitarité des matrices Ui qui s’écrivent :
gi((u
i
µm)
m=±
µ=1,··· ,N ) :=
∑
µ
|uiµ−|2 − 1 = 0,
hi((u
i
µm)
m=±
µ=1,··· ,N ) :=
∑
µ
|uiµ+|2 − 1 = 0,
ki((u
i
µm)
m=±
µ=1,··· ,N ) :=
∑
µ
uiµ+u
i
µ− = 0.
Si fi atteint un maximum sous ces contraintes alors il existe des constantes
complexes a, b et c, appelées multiplicateurs de Lagrange, telles qu’au point
où on obtient le maximum, on a la relation suivante entre les différentielles :
dfi = adgi + bdhi + cdki.
En particulier en dérivant fi par rapport à l’argument de uiµ− (ou celui de
uiµ+), on obtient :
0 = cuiµ+iu
i
µ−.
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De deux choses l’une, soit uiµ+u
i
µ− = 0 ∀µ, soit c = 0. On exclut la première
solution car elle donne fi((uiµ,m)
m=±
µ=1,··· ,N ) = 0. On a donc c = 0 et en dérivant
fi par rapport à |uiµ−| et à |uiµ+|, on obtient respectivement :
|uiµ+| = 2a|uiµ−| donc a > 0,
|uiµ−| = 2b|uiµ+| donc b > 0.
En prenant la somme sur µ de ces deux équations, on a 1 = 2a et 1 = 2b. Ainsi
nécessairement, si fi atteint son maximum en un point sous les contraintes
mentionnées, alors les coordonnées de ce point vérifient |uiµ−| = |uiµ+| ∀µ, i.
En ce point on a donc :
fi((u
i
µ,m)
m=±
µ=1,··· ,N ) =
∑
µ
∣∣uiµ−∣∣2 = 1.
Or par l’inégalité arithmético-géométrique, on sait que sous les contraintes
données, fi est majorée par 1. Le maximum de fi sous les contraintes est
donc atteint et vaut 1.
Ainsi κoptSQ =
∑
i
(
γi−+γ
i
+
2 −
√
γi−γi+
)
ce qui conclut la preuve de la pro-
position 1.5.1.✷
1.6 Le cas de la détection homodyne.
On revient sur l’exemple traité en section 1.4 de deux atomes couplés
chacun à un champ électromagnétique initialement dans l’état du vide. Au
lieu de mesurer les champs directement par des compteurs à photons, on
propose d’utiliser la méthode de détection homodyne (voir figure 1.4).
En général cette technique permet d’avoir accés à la phase du signal
à détecter. Par exemple elle est utilisée en vibrométrie laser pour mesurer
le comportement vibratoire d’un objet et ainsi avoir accès à certaines de
ses caractéristiques. Ici on propose de l’utiliser pour éventuellement protéger
d’avantage l’intrication des qubits. Celle-ci consiste en une détection indirecte
car les photons reçus sont couplés à un champ laser classique (c’est-à-dire non
quantique) de la même fréquence que celle des photons, via une lame semi-
réfléchissante. C’est ce signal mélangé que les expérimentateurs détectent.
D’un point de vue théorique, on peut modéliser cette expérience par un
modèle de sauts quantiques avec quatre opérateurs de sauts J i±α = σi− ± αi
(en lieu et place de σi− pour la détection directe) avec γi±α = γi/2 pour taux
de sauts associés [109, 82]. L’amplitude du champ laser est αi > 0. Par la
proposition 1.2.1, il est facile de voir que ce modèle redonne en moyennant
sur l’ensemble des trajectoires quantiques, l’équation de Lindblad :
dρ
dt
=
∑
i
γi
(
σi−ρσ
i
+ −
1
2
{
σi+σ
i
−, ρ
})
. (1.16)
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Figure 1.4 – Schéma de principe de la détection homodyne.
Calculons à présent la concurrence associée pour savoir si la détection ho-
modyne permet, dans ce cas (bains de photons à températures nulles), une
meilleure protection de l’intrictation. En appliquant le théorème 1.5.1 on
trouve :
κSQ =
∑
i
γi
2
(
1
2
trC2(J
i†
+αJ
i
+α + J
i†
−αJ
i
−α)−
∣∣detC2J i+α∣∣− ∣∣detC2J i−α∣∣)
=
∑
i
γi
2
(1
2
trC2((σ
i
+ + αi)(σ
i
− + αi) + (σ
i
+ − αi)(σi− − αi))
− ∣∣detC2(σi− + αi)∣∣− ∣∣detC2(σi− − αi)∣∣)
=
∑
i
γi
2
(
1
2
trC2(2σ
i
+σ
i
− + 2α
2
i )− 2α2i
)
=
γA + γB
2
.
Ce qui est le résultat trouvé précédemment pour la détection directe dans
la section 1.4. Ainsi la détection homodyne n’améliore pas ici la protection
de l’intrication des qubits.
Voyons ce qu’il advient dans le cas général où on considère les opérateurs
de sauts J im,±α = J im±αim avec γim,±α = γim/2 pour taux associés (on rappelle
que JAm = j
A
m⊗Id n’agit que sur le qubit A et JBm = Id⊗ jBm n’agit que sur 8 le
qubit B). De même que précédemment, en appliquant la proposition 1.2.1,
8. On identifie toujours pour i = A,B J im avec j
i
m agissant sur l’espace de Hilbert C
2
d’un seul qubit.
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on retombe en moyennant sur l’ensemble des trajectoires quantiques sur la
même équation de Lindblad (1.4) que celle obtenue à partir des opérateurs
de sauts J im et γ
i
m pour taux associés. En ce qui concerne l’évolution de
la concurrence moyennée sur l’ensemble des trajectoires pour ce nouveau
modèle de sauts quantiques, on propose de l’étudier dans la limite où les
amplitudes des champs lasers αim sont grandes. Ce régime est en fait le seul
pertinent d’un point de vue expérimental. En effet en pratique l’intensité des
lasers est très grande par rapport au signal reçu par les photodétecteurs. On
a alors :
Proposition 1.6.1. La concurrence moyenne pour le modèle de sauts quan-
tiques décrit précédemment dans la limite αim ≫ 1 est donnée par :
lim
αim→∞,∀i,∀m
E [C(t)] = e−κhotC0.
où κho=
∑
m,i
γim
(
1
2
trC2
(
J i†mJ
i
m
)
−
(
ℜ detC2(J im) +
(ℑ trC2(J im))2
2
))
.
(1.17)
✷ Ce résultat est en fait un simple corollaire du théorème 1.5.1 dans
lequel κho = limαim→∞ κSQ. Et en effet, on a :
κSQ =
∑
m,i
γim
2
(1
2
trC2
(
(J i†m + α
i
m)(J
i
m + α
i
m) + (J
i†
m − αim)(J im − αim)
)
− ∣∣detC2(J im + αim)∣∣− ∣∣detC2(J im − αim)∣∣)
=
∑
m,i
γim
2
trC2
(
J i†mJ
i
m
)
−
∑
m,i
γim
2

∣∣detC2(J im + αim)∣∣+ ∣∣detC2(J im − αim)∣∣− 2αim2︸ ︷︷ ︸
2ℜ det
C2 (J
i
m)+
(
ℑ tr
C2 (J
i
m)
)2
+O
(
1
αim
)
 ,
d’où le résultat annoncé. ✷
Remarque 1.6.1. On aurait pu dériver le résultat de la proposition précé-
dente en remarquant tout d’abord que la dynamique donnée par ce modèle
de sauts quantiques converge pour αim ≫ 1 après un moyennage local en
temps approprié vers le modèle de diffusion quantique décrit par l’équation
différentielle stochastique suivante (cette étape est faite dans [109, 98] ou
dans l’annexe C où on propose une dérivation personnelle de ce résultat.
Ajoutons que Clément Pellegrini propose, dans sa thèse [80], une jolie ap-
proche justifiant rigoureuseument ce type d’équations et l’unicité de leurs
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solutions en passant par les modèles d’interactions répétées dont nous allons
parler dans le dernier chapitre de cette thèse.) :
|dψ〉 =
(−iH0 − 1
2
∑
m,i
γimJ
i†
mJ
i
m)dt+
∑
m,i
γim
(
ℜ〈J im〉ψ J im −
(ℜ〈J im〉ψ)2
2
)
dt
+
∑
m,i
√
γim(J
i
m −ℜ〈J im〉ψ)dwim
 |ψ〉 (1.18)
où dwim sont les différentielles d’Itô pour des processus réels de Wiener in-
dépendants qui satisfont aux règles du calcul d’Itô dwimdw
j
n = δijδmndt. On
renvoie à l’excellente introduction de Gallardo au sujet [45].
Il suffit alors de calculer E(C(t)) grâce aux règles du calcul d’Itô pour
dériver la formule de la proposition précédente. On reviendra sur cette ap-
proche, passant par une équation différentielle stochastique, dans la section
traitant de la détection hétérodyne.
À la différence de κSQ, κho change quand on ajoute un facteur de phase
e−iθim aux opérateurs de sauts J im. En particulier, on peut faire apparaître ce
phénomène en gardant les mêmes opérateurs de sauts J im mais en choisissant
les amplitudes des champs lasers complexes αim = |αim|eiθ
i
m . La proposition
suivante nous indique comment ce choix de phases améliore la protection :
Proposition 1.6.2. On considère la détection homodyne avec les opéra-
teurs de sauts J im et les champs lasers d’amplitudes α
i
m = |αim|eiθ
i
m . Alors
en choisissant θim pour protéger (de la désintrication) au mieux le système,
l’intrication décroît exponentiellement avec un taux donné par :
κoptho =
∑
m,i
γim
2
trC2
(
J i†mJ
i
m
)
−
∑
m,i
γim
(∣∣∣∣detC2(J im)− 14[trC2(J im)]2
∣∣∣∣+ 14 ∣∣trC2(J im)∣∣2
)
.
✷ Par la formule (1.17), on a :
κho({θim}) =
∑
m,i
γim
(
1
2
trC2
(
J i†mJ
i
m
)
−
ℜ detC2(e−iθimJ im) +
(ℑ trC2(e−iθimJ im))2
2︸ ︷︷ ︸
∆(θim)

 .
Minimiser κho({θim}) revient à maximiser ∆(θim) ∀m, i. Pour alléger l’écri-
ture, on oublie pour un temps les indices m, i et on pose :
a := ℜdetC2(J), b := ℑdetC2(J), u := ℜtrC2(J) et v := ℑtrC2(J).
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Alors on a :
∆(θ) = a cos(2θ) + b sin(2θ) +
1
2
[u sin(θ) + v cos(θ)]2
= a cos(2θ) + (b− uv
2
) sin(2θ) +
u2
2
sin2(θ) +
v2
2
cos2(θ).
Soit en posant x := sin2(θ) :
∆(θ) = ∆˜(x) = a(1− 2x)± (2b− uv)
√
x(1− x) + u
2
2
x+
v2
2
(1− x).
On cherche le maximum de ∆ en un point d’annulation de sa dérivée :
∆˜′(xopt) = 0⇔ s :=
u2−v2
2 − 2a
b− uv2
= ± 2xopt − 1√
xopt(1− xopt)
⇔ x2opt − xopt +
1
4 + s2
= 0
⇔ xopt = 1
2
± 1
2
|s|√
4 + s2
.
D’où :
∆˜(xopt) =
u2 + v2
4
± 1√
4 + s2
[
(2b− uv) +
(
u2 − v2
4
− a
)
|s|
]
.
On rappelle qu’on cherche à maximiser ∆˜, donc on garde :
∆˜(xopt) =
u2 + v2
4
+
1√
4 + s2
∣∣∣∣(2b− uv) + (u2 − v24 − a
)
|s|
∣∣∣∣
=
u2 + v2
4
+
∣∣∣∣(a− 14(u2 − v2))2 + (b− uv2 )2
∣∣∣∣
ce qui clôt la preuve de la proposition.✷
Remarque 1.6.2. On remarque que 9 κoptho ≤ κSQ, ainsi dans son utilisation
optimale, la détection homodyne protège davantage le système des deux qu-
bits de la perte d’intrication que la détection directe.
De plus, la preuve de la proposition précédente donne une formule explicite
pour les θim. Ainsi connaissant les opérateurs de sauts, l’expérimentateur
pourrait ajuster les phases des différents lasers intervenant dans le montage
de la détection homodyne pour protéger au mieux le système de la perte
d’intrication.
9. La preuve de κoptho ≤ κSQ est triviale. Elle repose simplement sur l’inégalité triangu-
laire |z1 − z2|+ |z2| ≥ |z1| dans C.
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1.7 Le cas de la détection hétérodyne.
La principale limitation de la détection homodyne est son extrême sensi-
bilité aux bruits basses fréquences, qui viennent souvent s’ajouter au signal
à mesurer. Le fonctionnement de la sonde homodyne nécessite la plupart
du temps un asservissement qui stabilise de manière active le montage. Cet
asservissement complique le montage, ce qui fait qu’en pratique on préfère
à la détection homodyne un montage dérivé, la détection hétérodyne 10. Le
principe de fonctionnement est le même que précédemment mis à part qu’ici
les lasers intervenant dans le montage (cf. figure 1.4) ne sont plus à la même
fréquence que celles des champs électromagnétiques vivant dans les bains des
qubits A et B.
De nouveau on peut décrire cette expérience par un modèle de sauts
quantiques (cf. [82]). Mais à présent les opérateurs de sauts dépendent du
temps à cause du décalage de fréquences (Ωim) entre celle des photons issus
du bain et celle du laser :
J im,±α(tq) = J
i
m ± αimeiΩ
i
mtq
où tq est le temps d’apparition du q-ème saut. Le taux de saut associé reste
inchangé par rapport à la détection homodyne : γim,±α = γim/2.
De même que pour la détection homodyne, on s’intéresse au cas pra-
tique où l’intensité des lasers intervenant dans le montage est importante
et où les amplitudes des lasers αime
iΩimtq oscillent rapidement par rapport
au taux d’amortissement γim, c’est-à-dire on considère la limite (α
i
m)
2 ≫
Ωim/γ
i
m ≫ 1. Dans ce cas on peut montrer que la dynamique de sauts quan-
tiques converge vers l’équation différentielle stochastique suivante :
|dψ〉 =
(−iH0 − 1
2
∑
m,i
γimJ
i†
mJ
i
m)dt+
1
2
∑
m,i
γim
(
〈J im〉∗ψ J im −
|〈J im〉ψ|2
2
)
dt
+
∑
m,i
√
γim
(
(J im −
1
2
〈J im〉ψ)dξim −
1
2
〈J im〉∗ψdξim∗
) |ψ〉, (1.19)
où dξim sont les différentielles d’Itô de processus indépendants de Wiener
complexes satisfaisant les règles d’Itô dξimdξ
j
n = 0 et dξimdξ
j
n = δijδmndt (cf.
[45]). On trouve des preuves de ce résultat dans [109, 110, 12]. Sinon on peut
se référer à l’annexe C où on en donne une dérivation originale.
10. Des progrès récents accomplis en électronique permettent un asservissement plus
aisé rendant la détection homodyne plus attractive qu’auparavant d’après le numéro 784
d’avril 2006 de la revue Mesures (pages 40-43).
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Proposition 1.7.1. Pour ce modèle de détection hétérodyne dans la limite
(αim)
2 ≫ Ωim/γim ≫ 1, la concurrence moyenne est donnée par la formule :
E[C(t)] = e−κhetC(0)
avec κhet =
∑
m,i
γim
(
1
2
trC2
(
J i†mJ
i
m
)
− 1
4
∣∣trC2(J im)∣∣2) .
Remarque 1.7.1. On remarque que κhet ≥ κoptho . Il semble donc préférable
si c’est possible (contraintes expérimentales mentionnées ci-dessus) d’utiliser
une détection homodyne pour protéger le système de la perte d’intrication.
✷ Comme pour le modèle de détection homodyne, deux voies s’offrent à
nous pour prouver cette proposition. Soit on utilise le théorème 1.5.1 dans la
limite décrite ci-dessus. Soit on calcule la concurrence moyenne à partir de
l’équation différentielle stochastique 1.19. Pour changer et comme la première
méthode est expliquée dans notre article [104], on propose ici d’utiliser la
seconde méthode.
On commence donc par évaluer :
C(ψ + dψ) =〈ψ + dψ|σy ⊗ σyT |ψ + dψ〉
=C(ψ) + 〈ψ|σy ⊗ σyT |dψ〉︸ ︷︷ ︸
(1)
+ 〈dψ|σy ⊗ σyT |ψ〉︸ ︷︷ ︸
(2)
+ 〈dψ|σy ⊗ σyT |dψ〉︸ ︷︷ ︸
(3)
,
avec
(1) = (2) =C(ψ)
∑
m,i
[
dtγim
(
−1
2
trC2(J
i†
mJ
i
m) +
1
4
〈J im〉trC2(J i†m)−
1
4
|〈J im〉|2)
)
+ dξim
√
γim
(
−1
2
〈J im〉
)
+ dξim
√
γim
(
1
2
trC2(J
i†
m)−
1
2
〈J im〉
)]
et
(3) = C(ψ)
∑
m,i
dt
γim
2
(
|〈J im〉|2 − 〈J im〉trC2(J i†m)
)
+O(dt2)
en utilisant les régles d’Itô, les formules (1.8) et (1.10) et le fait qu’on peut
toujours choisir tr(H0) = 0. Soit :
C(ψ + dψ) = C(ψ)+C(ψ)
∑
m,i
[
dtγim
(
−1
2
trC2(J
i†
mJ
i
m)
)
+ dξim
√
γim(−〈J im〉) + dξim
√
γim(trC2(J
i†
m)− 〈J im〉)
]
.
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Enfin la concurrence à l’instant t+dt est donnée par l’espérance de la valeur
absolue de l’expression précédente, soit :
C(t+ dt) = E
[
E[|C(ψ + dψ)||ψ]]
= C(t)E
[∣∣∣1 +∑
m,i
[
dt γim
(− 1
2
trC2(J
i†
mJ
i
m)
)
︸ ︷︷ ︸
Aim
+ dξim
√
γim(−〈J im〉)︸ ︷︷ ︸
Bim
+dξim
√
γim(trC2(J
i†
m)− 〈J im〉)︸ ︷︷ ︸
Dim
]∣∣∣].
Il est facile de montrer par les règles d’Itô que :
|1 +Adt+Bdξ +Ddξ| =1 + dt
[
ℜ(A) + |B|
2 + |D|2
2
− 1
4
|B +D|2
]
+ (...)dξ + (...)dξ
pour A, B, D ∈ C. Comme les processus de Wiener sont indépendants et
d’espérances nulles, cette formule nous suffit pour conclure que :
C(t+ dt) = C(t) + dtC(t)
∑
m,i
ℜ(Aim) + |B
i
m|2 + |Dim|2
2
− 1
4
|Bim +Dim|2︸ ︷︷ ︸
− γim
2
tr
C2 (J
i†
mJim)+
γim
4
|tr
C2 (J
i
m)|2

ce qui conclut la preuve de la proposition. ✷
1.8 Qubits couplés au même bain.
Finalement on va appliquer notre méthode de mesures sur les bains, qui
protège l’intrication du système lorsque les qubits sont chacun couplés à un
environnement distinct, au cas où les deux qubits sont couplés à un bain
commun. Cela est plus pertinent que le cas précédent si dans l’expérience
physique que l’on tente de décrire les deux qubits sont très proches l’un de
l’autre.
Plus particulièrement on va s’intéresser ici à deux qubits de même fréquence
couplés de façon résonnante au même mode d’un champ électromagnétique
qui se trouve être initialement dans l’état du vide 11.
11. Dans le cas où les qubits sont chacun couplés à un environnement indépendant, on
n’a pas besoin de faire l’hypothèse de fréquence commune, c’est pour cela que nous ne
l’avons pas mentionnée au préalable. Cette hypothèse n’est cependant pas très restrictive
car dans les expériences pratiques, les qubits sont souvent constitués des mêmes objets
(mêmes atomes, mêmes ions,...). De plus l’hypothèse de résonance avec le mode du champ
est souvent ce qui est réalisé en pratique, par exemple dans les expériences d’Optique
Quantique du Laboratoire Kastler Brossel [21, 85, 50, 48], comme on l’a mentionné en
Introduction.
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On suppose que la cavité où siège ce champ est entourée de photodé-
tecteurs parfaits. Ainsi chaque fois qu’un des deux qubits A ou B émet un
photon (on néglige l’évènement d’émission de deux photons au même ins-
tant, un pour chaque qubit, qui a une probabilité d’occurence en O(dt2)
trop faible), celui-ci est détecté par un photodétecteur D. De même qu’en
section 1.4, on fait l’approximation de l’onde tournante pour ce modèle de
comptage de photons avec un bain unique ; ce qui nous conduit à considérer
l’opérateur de saut J = σA− ⊗ IdB + IdA ⊗ σB− avec γ pour taux de sauts.
Il est important de noter qu’à présent l’opérateur de saut n’est plus local.
Enfin pour simplifier les calculs on prend 12 H0 = 0.
On souhaite calculer la concurrence moyenne associée à ce modèle de
sauts quantiques. On procède de la même façon que précédemment. On com-
mence par calculer la contribution des trajectoires sans saut à la concurrence
moyenne :
p0s(0, t)C0s(t) = |〈σy ⊗ σyT 〉e−iHefftψ(0)|
= |〈σy ⊗ σyT 〉
e−
γ
2 J
†Jtψ(0)
|.
En calculant l’exponentielle de −γ2J†Jt, on trouve facilement que :
e−
γ
2
J†Jtψ(0) =
∑
s,s′
cs,s′(t)|s, s′〉
avec :
c11(t) = e
−γtc11(0)
c10(t) =
e−γt + 1
2
c10(0) +
e−γt − 1
2
c01(0)
c00(t) = c00(0).
Ensuite les trajectoires quantiques avec un saut entre 0 et t donnent une
contribution non nulle (au contraire du cas de deux bains indépendants à
température nulle). Elle est obtenue en intégrant sur [0, t], la probabilité
d’avoir une trajectoire avec un unique saut sur [0, t] en ts, soit
p0s(0, ts)(γ‖J |ψ(ts−)〉‖2dts)p0s(tS , t) = γN1s,ts(t)2
où N1s,ts(t)2 = ‖e−
J†J
2
(t−ts)Je−
J†J
2
ts |ψ(0)〉‖2,
12. On peut aisément refaire les calculs en ajoutant H0. Des phases supplémentaires
vont apparaître dans les formules, mais on peut voir que cela ne modifie en fait pas le
résultat final (1.20) obtenu.
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Figure 1.5 – Concurrence de deux qubits couplés à un bain commun à
température nulle en fonction de γt avec |Ψ(0)〉 = 2√
5
|10〉+ 1√
5
|01〉.
(1a) Cρ(t) (ligne bleue tiretée).
(1b) Cψ(t) pour une seule trajectoire (ligne noire en pointillés).
(1c) E[Cψ(t)] donnée par (1.20) (ligne rouge pleine superposée à la ligne bleue
tiretée).
Dans l’encart (2), la même chose pour |Ψ(0)〉 = 7i√
53
|11〉+ 2i√
53
|00〉.
multiplié par la concurrence associée à une telle trajectoire à l’instant t, soit
C1s,ts(t) = 2
1
N 21s,ts
e−2γt|c11(0)|. Ce qui nous donne :
C1s =
∫ t
0
dtsγN1s,ts(t)22
1
N 21s,ts
e−2γt|c11(0)|
= 2γte−2γt|c11(0)|.
Enfin les trajectoires avec deux sauts ou plus ont une concurrence nulle
(car après deux sauts on a |ψ(t)〉 = eiϕ|00〉 avec ϕ ∈ R), il vient donc :
E[C(t)] =
1
2
∣∣[c10(0)− c01(0)]2 − [c10(0) + c01(0)]2e−2γt + 4c11c00(0)e−γt∣∣
+ 2|c11(0)|2γte−2γt. (1.20)
On note plusieurs différences frappantes par rapport aux modèles décrits
précédemment avec deux bains indépendants. Tout d’abord le comporte-
ment de la fonction t 7→ E[C(t)] dépend fortement de l’état initial choisi.
Ensuite on perd le comportement général de décroissance exponentielle de la
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concurrence moyenne observé pour tout modèle de sauts locaux (cf. théorème
1.5.1). En particulier ici on peut observer un phénomène curieux de perte
soudaine d’intrication immédiatement suivie d’une renaissance de la concur-
rence. Cela se produit ssi
{
c11(0) = 0
arg(c10(0) + c01(0)) = arg(c10(0)− c01(0))
. Sous
ces conditions E[C] s’annule uniquement en t0 = 1γ ln
(
c10(0)+c01(0)
c10(0)−c01(0)
)
(cf. fi-
gure 1.5).
Pour finir, on remarque, dans le cas où on prend c11(0) = 0 comme
condition initiale, que E[C(t)] = Cρ(t) où ρ est solution
13 de l’équation de
Lindblad :
dρ
dt
= γJρJ† − γ
2
{J†J, ρ}. (1.21)
Par contre si c11(0) 6= 0, alors E[C] commence par croître tandis que Cρ
commence par décroître. Dans l’article [103], les auteurs proposent des pro-
tocoles de mesures permettant justement d’obtenir E[C(t)] = Cρ(t) ∀t.
Enfin on peut voir que E[C] converge aux grands temps vers la valeur
C∞ :=
|c10(0)−c01(0)|2
2 de même que Cρ. Les auteurs de [64] et [78] avaient
déjà remarqué que limt→∞Cρ(t) = C∞. Cela est dû à la présence de l’état
noir maximalement intriqué, 1√
2
(|10〉 − |01〉), invariant sous la dynamique
donnée par l’équation de Lindblad (1.21).
On reviendra, dans le chapitre traitant du modèle d’interactions répétées,
sur d’autres curieux phénomènes apparaissant lorque les deux qubits sont
couplés au même environnement.
13. On donne la solution de l’équation de Lindblad (1.21) avec la condition initiale
ρ = |ψ〉〈ψ| où |ψ〉 = c10|10〉+ c01|01〉+ c00|00〉 dans l’annexe D.
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Chapitre 2
États X et décompositions en
états purs produits.
2.1 Introduction.
2.1.1 Définition des états X et motivation de leur étude.
Proposition-Definition 2.1.1. Un état quantique ρ d’un système de deux
qubits est dit état X, si dans la base {|11〉, |10〉, |01〉, |00〉} qu’on qualifiera de
canonique, il est représenté par la matrice :
ρ =

a 0 0 y
0 b x 0
0 x¯ c 0
y¯ 0 0 d
 (2.1)
avec les conditions :
. a,b,c et d sont des réels positifs de somme un.
. y est complexe tel que |y|2 ≤ ad.
. x est complexe tel que |x|2 ≤ bc.
✷ On prouve ici d’où viennent les conditions sur les nombres a, b, c, d, x, y.
La matrice ρ est hermitienne positive de trace un. Ceci nous donne donc
naturellement la première condition. Les seconde et troisième viennent de
la positivité. La matrice ρ est positive ssi toutes ses valeurs propres sont
positives. Or celles-ci sont :
. λ1 = 12 [(a+ d)−
√
(a− d)2 + 4|y|2]
. λ2 = 12 [(a+ d) +
√
(a− d)2 + 4|y|2]
. λ3 = 12 [(b+ c)−
√
(b− c)2 + 4|x|2]
. λ4 = 12 [(b+ c) +
√
(b− c)2 + 4|x|2]
Elles sont positives ssi
{
(a+d)≥
√
(a−d)2+4|y|2
(b+c)≥
√
(b−c)2+4|x|2 , c’est-à-dire,
{
ad≥|y|2
bc≥|x|2 .✷
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Les états X jouent un très grand rôle dans les expériences d’information
quantique. L’ensemble des états X inclut en particulier les états de Bell
[9] et les états de Werner [108]. De plus on peut connaître très facilement la
concurrence d’un état X via la formule exposée dans la partie suivante. Cette
formule rend leur utilisation très agréable tant pour les modèles théoriques
d’intrication que pour les expériences.
Remarque 2.1.1. La définition des états X dépend d’une base canonique
fixée ce qui n’est pas très naturel. Pour palier ce défaut, on va dans la sec-
tion 2.3.3 considérer l’ensemble des états pouvant se réduire à des états X
via des transformations unitaires locales.
2.1.2 Présentation des résultats de ce chapitre.
Dans ce chapitre on va étudier l’ensemble EX formé par les états X, géo-
métriquement et du point de vue de l’information quantique.
La proposition 2.2.2 montre que EX est un ensemble convexe compact
à sept dimensions 1 réelles. Il est donc, par le théorème de Krein-Milman,
l’enveloppe convexe de ses états extrémaux qui sont les états de Bell géné-
ralisés 2 par la proposition 2.2.1.
En ce qui concerne l’information quantique, on rappelle au lemme 2.2.1
une formule bien connue donnant la concurrence de tout état de EX , ce qui
motive l’étude de cet ensemble d’états. On verra en particulier au chapitre
suivant que cette formule va nous être très utile. Mais pour commencer on
se sert de ce lemme pour montrer simplement (cf. proposition 2.2.1) que la
concurrence est une fonction convexe sur EX .
La fin du chapitre traite de la décomposition d’états séparables de deux
qubits en états purs produits. On propose des formules explicites pour la
décomposition de tout état séparable de EX en une somme d’au plus cinq
états purs produits (cf. proposition 2.3.1). On généralise notre méthode à
l’ensemble obtenu obtenus par conjugaison d’unitaires locaux sur des états
X. On commence par démontrer que cet ensemble a onze paramètres 3 (cf.
théorème 2.3.1). On est alors soumis au problème pratique suivant. Soit ρ un
état d’un système de deux qubits, comment savoir si ρ peut être obtenu par
conjugaison par des unitaires locaux sur un état X ? C’est le théorème 2.3.2
qui répond à cette question. La démonstration de celui-ci est constructive.
Aussi elle nous fournit un algorithme (résumé à la fin de la section 2.3.3)
pour, si c’est possible (on le sait grâce au théorème 2.3.2), écrire ρ sous la
1. On verra dans la proposition 2.2.2 dans quel sens on parle de dimension.
2. Les états de Bell généralisés seront définis dans la proposition 2.2.1.
3. On verra dans quel sens au théorème 2.3.1
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forme :
ρ = (UA ⊗ UB)ρX(UA ⊗ UB)†,
où ρX ∈ EX , UA et UB sont des unitaires sur C2. En particulier cet algo-
rithme compilé à la proposition 2.3.1 fournit un algorithme de décomposition
en états purs produits (résumé à le fin de la section 2.3.3) pour les états sépa-
rables obtenus par conjugaison d’unitaires locaux sur des états X séparables.
On compare ensuite notre méthode à celle de Sanpera-Tarrach-Vidal (cf.
sections 2.3.4 et 2.3.6) et celle de Wootters (cf. sections 2.3.5 et 2.3.6).
2.2 Les états X d’un système de deux qubits.
2.2.1 En ce qui concerne la concurrence des états X.
On rappelle que dans [111], Wootters propose une méthode pour calculer
la concurrence d’une matrice densité ρ représentant l’état de deux qubits (cf.
annexe 0.2.2). Il s’agit de calculer les valeurs propres de la matrice
√√
ρρ˜
√
ρ
où 4 ρ˜ = σy ⊗ σyρ¯σy ⊗ σy, puis de les ranger dans l’ordre décroissant : λ1 ≥
λ2 ≥ λ3 ≥ λ4. On a alors la formule suivante :
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4} (2.2)
Le lemme suivant (cf. [113]) est finalement la principale motivation pour
l’étude des états X :
Lemme 2.2.1. Si ρ est un état X, donné par l’équation (2.1) alors on a la
formule explicite :
C(ρ) = 2max{0, |y| −
√
bc, |x| −
√
ad}. (2.3)
✷ Il est plus facile de prouver ce lemme en remarquant que les valeurs
propres λi de
√√
ρρ˜
√
ρ sont les racines carrées des valeurs propres µi de ρρ˜
(ce qui vient juste du fait que les valeurs propres de AB sont les mêmes que
celles de BA pour deux matrices A et B).
Commençons donc par calculer :
ρ˜ =

d 0 0 y
0 c x 0
0 x¯ b 0
y¯ 0 0 a

Puis :
ρρ˜ =

ad+ |y|2 0 0 2ay
0 bc+ |x|2 2bx 0
0 2cx¯ bc+ |x|2 0
2dy¯ 0 0 ad+ |y|2

4. On rappelle que ρ¯ est la matrice conjuguée de ρ.
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Le polynôme caractéristique de cette matrice est (en utilisant la notation
classique pour les polynômes où X est l’indéterminée) :
χρρ˜ = [(X − (bc+ |x|2))2 − 4bc|x|2][(X − (ad+ |y|2))2 − 4ad|y|2]
Les valeurs propres de ρρ˜ sont donc :
. µ1 = (
√
bc+ |x|)2
. µ2 = (
√
bc− |x|)2
. µ3 = (
√
ad+ |y|)2
. µ4 = (
√
ad− |y|)2
Comme on ne sait pas qui est le plus grand entre (
√
bc+ |x|)2 et (√ad+ |y|)2,
on réécrit (2.2) sous la forme :
C(ρ) = max{0, (
√
bc+ |x|)− (
√
bc− |x|)− (
√
ad+ |y|)− (
√
ad− |y|),
(
√
ad+ |y|)− (
√
ad− |y|)− (
√
bc+ |x|)− (
√
bc+ |x|)}
soit la formule (2.3). ✷
Remarque 2.2.1. La formule (2.3) nous permet de voir qu’un état X est
séparable ssi max (|x|, |y|) ≤ min (√ad,√bc).
Une première application de cette formule est de fournir une preuve facile
du théorème général 0.2.3, dans le cas particulier des états X :
Proposition 2.2.1. On note EX l’ensemble des états X, alors la fonction
concurrence est convexe sur EX .
✷ Soient ρ1 =

a1 0 0 y1
0 b1 x1 0
0 x¯1 c1 0
y¯1 0 0 d1
 et ρ2 =

a2 0 0 y2
0 b2 x2 0
0 x¯2 c2 0
y¯2 0 0 d2
 dans EX
et λ ∈ [0, 1]. Alors d’après la formule (2.3) :
C(λρ1 + (1− λ)ρ2)
= 2max{0,|λx1 + (1− λ)x2| −
√
[λa1 + (1− λ)a2][λd1 + (1− λ)d2],
|λy1 + (1− λ)y2| −
√
[λb1 + (1− λ)b2][λc1 + (1− λ)c2]}
(2.4)
La fonction f :
[0, 1]2 → R
(u, v) 7→ √uv est concave car sa hessienne,
Hessf(u,v) =
(−1
4
v1/2
u3/2
−1
4
1√
uv
−1
4
1√
uv
−1
4
u1/2
v3/2
)
pour (u, v) ∈]0, 1[2 est négative (ses va-
leurs propres 0 et −14
( √
v
u3/2
+
√
u
v3/2
)
sont négatives). Ainsi par inégalités de
convexité, on a :
|λx1 + (1− λ)x2| −
√
[λa1 + (1− λ)a2][λd1 + (1− λ)d2]
≤ λ|x1|+ (1− λ)|x2| − λ
√
a1d1 − (1− λ)
√
a2d2
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et une inégalité similaire pour le second terme de (2.4). D’où :
C(λρ1 + (1− λ)ρ2) ≤ 2max{0, λ(|x1| −
√
a1d1) + (1− λ)(|x2| −
√
a2d2) ,
λ(|y1| −
√
b1c1) + (1− λ)(|y2| −
√
b2c2) }
Puis g :
[−1, 1]2 → R
(x, y) 7→ max{0, u, v} a un épigraphe convexe donc est une fonction
convexe. Ainsi C(λρ1 + (1− λ)ρ2) ≤ λC(ρ1) + (1− λ)C(ρ2) ✷
2.2.2 Géométrie de EX , l’ensemble des états X.
On donne ici des éléments pour comprendre la géométrie de l’ensemble
EX .
Proposition 2.2.2. EX est un ensemble convexe compact à sept dimensions
réelles.
✷ La convexité est évidente. En effet la forme X est préservée par combi-
naison convexe et on sait déjà qu’une combinaison convexe d’états quantiques
est encore un état quantique.
Il a sept dimensions en tant que variété réelle.
Pour la compacité il suffit de voir que EX est un fermé borné dansM4(C),
espace vectoriel de dimension finie. La forme X est évidemment préservé par
passage à la limite et EX est borné car pour ρ =

a 0 0 y
0 b x 0
0 x¯ c 0
y¯ 0 0 d
 ∈ EX , les
coefficients diagonaux appartiennent à [0, 1]. Comme |y| ≤ √ad et |x| ≤ √bc,
on a aussi |x| et |y| dans [0, 1]. ✷
Par le théorème de Krein-Milman 5, on sait que EX est l’enveloppe convexe
de ses points extrémaux. Nous allons les donner dans le théorème suivant.
Pour commencer on appelle états de Bell généralisés, les états purs |ψ〉〈ψ|
et |φ〉〈φ| avec |ψ〉 = α|11〉+ δ|00〉 et |φ〉 = β|10〉+ γ|01〉 où α, β, γ et δ sont
des nombres complexes tels que |α|2 + |δ|2 = 1 et |β|2 + |γ|2 = 1. On peut
aussi les réprésenter matriciellement dans la base (|11〉, |10〉, |01〉, |00〉) :
|ψ〉〈ψ| =

|α|2 0 0 αδ¯
0 0 0 0
0 0 0 0
α¯δ 0 0 |δ|2
 et |φ〉〈φ| =

0 0 0 0
0 |β|2 βγ¯ 0
0 β¯γ |γ|2 0
0 0 0 0
.
Théorème 2.2.1. Les états de Bell généralisés sont les états extrémaux de
EX .
5. En dimension finie il fût prouvé par Minkowski, mais il est toujours improprement
dénommé théorème de Krein-Milman dans ce cadre.
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✷ On commence par prouver que les états de Bell généralisés sont des
états extrémaux de EX . On montre par exemple que |ψ〉〈ψ| est un état ex-
trémal.
Pour ce faire, on prend ρ1 =

a1 0 0 y1
0 b1 x1 0
0 x¯1 c1 0
y¯1 0 0 d1
 et ρ2 =

a2 0 0 y2
0 b2 x2 0
0 x¯2 c2 0
y¯2 0 0 d2

dans EX et λ ∈ [0, 1] tels que :
|ψ〉〈ψ| = λρ1 + (1− λ)ρ2.
Ainsi λb1 + (1 − λ)b2 = 0, donc b1 = b2 = 0. De même on a c1 = c2 = 0 et
comme |xi| ≤
√
bici, xi = 0 (i = 1, 2). Ensuite :
|αδ|2 = λ2|y1|2 + (1− λ)2|y2|2 + λ(1− λ)(y1y¯2 + y¯1y2)
≤ λ2|y1|2 + (1− λ)2|y2|2 + λ(1− λ)2|y1||y2|
≤ λ2a1d1 + (1− λ)2a2d2 + λ(1− λ)2
√
a1d1a2d2
≤ λ2a1d1 + (1− λ)2a2d2 + λ(1− λ)(a1d2 + a2d1).
Mais d’autre part :
|αδ|2 = |α|2|δ|2
= [λa1 + (1− λ)a2][λd1 + (1− λ)d2]
= λ2a1d1 + (1− λ)2a2d2 + λ(1− λ)[a1d2 + a2d1]
donc il y a partout égalité dans la suite d’inégalités précédente. En particu-
lier on a égalité dans l’inégalité arthmético-géométrique ce qui signifie que
a1d2 = a2d1. Or di = 1− ai, donc a1 = a2. Puis pour passer de la deuxième
à la troisième inégalité, on a utilisé le fait que |yi| ≤
√
aidi, là encore on a né-
cessairement égalité donc |y1| =
√
a1d1 =
√
a2d2 = |y2|. Enfin les arguments
de y1 et y2 sont égaux car on a aussi égalité dans la première inégalité. Ainsi
ρ1 = ρ2 et notre combinaison convexe devient triviale :
|ψ〉〈ψ| = λρ1 + (1− λ)ρ2 = ρ1 = ρ2
sigifie que |ψ〉〈ψ| est extrémal dans EX . Une démonstration similaire montre
que |φ〉〈φ| est aussi extrémal.
Réciproquement on va prouver qu’on peut écrire n’importe quel état de
EX comme combinaison convexe d’états de Bell généralisés.
Etape 1 : Pour les états du type
ρ =

a 0 0 y
0 0 0 0
0 0 0 0
y¯ 0 0 1− a
 ,
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la combinaison convexe suivante fonctionne avec λ = |y|√
a(1−a) pour
6 a ∈]0, 1[ :
ρ = λ

a 0 0
√
a(1− a)ei arg(y)
0 0 0 0
0 0 0 0√
a(1− a)e−i arg(y) 0 0 1− a

+(1− λ)a

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
+ (1− λ)(1− a)

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 .
Etape 2 : Pour les états du type
ρ =

0 0 0 0
0 b x 0
0 x¯ 1− b 0
0 0 0 0

la démonstration est la même.
Etape 3 : Dans le cas général
ρ =

a 0 0 y
0 b x 0
0 x¯ c 0
y¯ 0 0 d

avec a + d ∈]0, 1[, on écrit ρ comme combinaison convexe d’états des deux
premiers types :
ρ =(a+ d)

a
a+d 0 0
y
a+d
0 0 0 0
0 0 0 0
y¯
a+d 0 0 1− aa+d

+ (1− (a+ d))

0 0 0 0
0 b1−(a+d)
x
1−(a+d) 0
0 x¯1−(a+d) 1− b1−(a+d) 0
0 0 0 0
 .
Les étapes 1 et 2 montrent que ces derniers sont des combinaisons convexes
d’états de Bell généralisés donc ρ aussi.✷
6. Pour a ∈ {0, 1}, ρ est soit |00〉〈00|, soit |11〉〈11| donc un état de Bell.
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Quelle image peut-on se faire de l’ensemble EX ? C’est un sous-espace de
E convexe compact à 7 dimensions 7 avec deux sous-espaces de dimensions 3
typiques :
. L’espace, EBψ des états de Bell généralisés du type |ψ〉〈ψ| avec
|ψ〉 = α|11〉+ δ|00〉.
. L’espace, EBφ des états de Bell généralisés du type |φ〉〈φ| avec
|φ〉 = β|10〉+ γ|01〉.
Il est à noter que ces derniers ne sont pas des ensembles convexes. La fi-
gure 2.1 représente de façon imagée EX .
Figure 2.1 – EX stylisé où les bords arrondis correspondent à EBψ et EBφ.
2.3 Décomposition en états purs produits d’un état
séparable de deux qubits.
2.3.1 Introduction à la décomposition en états purs produits.
À présent nous allons exploiter la facilité de manipulation des états X
pour trouver des décompositions d’états séparables en états purs produits.
On considère toujours un système formé de deux parties notées A et B et
on rappelle (voir chapitre d’introduction) :
Definition 2.3.1. Un état ρ est séparable ssi il existe n ∈ N et | Ψ1〉, ..., |
Ψn〉 tels que | Ψk〉 =| ψk〉A⊗ | φk〉B ∈ HA⊗HB avec ‖ψk‖A = ‖φk‖B = 1 et
p1, ..., pn des réels positifs vérifiant p1 + ...+ pn = 1, tels que :
ρ =
∑n
k=1 pk | Ψk〉〈Ψk |.
7. Les espaces qu’on considère dans ce chapitre sont clairement tous des sous-variétés
de R15. On parlera donc toujours de leurs dimensions en tant que sous-variétés réelles.
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Remarque 2.3.1. Il est trivial de voir qu’il faut au moins rg(ρ) états purs
produits pour obtenir une décomposition comme dans la définition ci-dessus.
On parlera donc de décomposition optimale lorsqu’on obtiendra une décom-
position en exactement rg(ρ) états purs produits.
Dans le cas général il est difficile de trouver une telle décomposition en
états purs produits. Grâce au théorème de Carathéodory, on sait cependant
qu’on aura besoin d’au plus de
(
dim(HA)× dim(HB)
)2
états purs produits
(cf. théorème 1 dans [53] de P. Horodecki). En fait on peut remplacer (tou-
jours en utilisant le théorème de Carathéodory) dans la formule précédente
dim(Hi) pour i = A,B par rg(ρi) où ρi est la trace partielle 8 de ρ (cf. pro-
position 2 dans [112] de S. Wu). Dans le même article [112], la proposition
4 donne 9 une estimation plus précise dans le cas où le rang de ρ est petit.
Précisément, elle affirme que si rg(ρ) = 1, 2 alors il faut exactement rg(ρ)
états purs produits pour écrire ρ comme dans la définition ci-dessus, et que
si rg(ρ) = 3 alors il faut exactement rg(ρ) ou rg(ρ) + 1 états purs produits.
Dans le cas général, quand rg(ρ) ≥ 4, la question de trouver une meilleure
majoration du nombre d’états purs produits nécessaires pour décomposer ρ
reste ouverte.
Cependant pour un système de deux qubits, on sait par Wootters [111] et
Sanpera-Tarrach-Vidal [90] qu’on peut toujours trouver une décomposition
avec au plus quatre états purs produits (soit la borne donnée par le théorème
de Carathéodory).
Ici on va proposer un résultat plus faible (cf. proposition 2.3.1 et algo-
rithme décrit à la fin de la section 2.3.3) car on ne saura faire la décomposi-
tion que pour des états appartenant à un sous ensemble des états séparables
de deux qubits, décrit dans les théorèmes 2.3.1 et 2.3.2. De plus on aura
besoin de cinq termes au lieu de quatre. Cependant notre méthode a l’avan-
tage d’être très algorithmique, et peu gourmande en calculs. On renvoie à la
section 2.3.6 pour une comparaison des différentes méthodes.
2.3.2 Décomposition pour les états de EX .
On commence par donner une décomposition pour les états X séparables.
Dans la partie suivante on généralisera ce résultat pour un ensemble d’états
plus grand.
On note EXS le sous-ensemble de EX formé par les états X séparables (i.e.
ceux tels que |x|2 ≤ min(ad, bc) et |y|2 ≤ min(ad, bc)). Le résultat suivant
est un premier pas vers la décomposition en états purs produits :
8. On renvoie au chapitre d’introduction pour la définition de la trace partielle.
9. La preuve de cette proposition repose sur la décomposition de Hughston-Jozsa-
Wootters (cf. [55]).
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Lemme 2.3.1. Soit ρ ∈ EXS s’écrivant dans la base canonique :
ρ =

a 0 0
√
adeiθ
0 b
√
adeiϕ 0
0
√
ade−iϕ c 0√
ade−iθ 0 0 d

avec θ et ϕ des réels et a,b,c,d des réels positifs de somme un et tels que
ad = bc.
Alors ρ se décompose en une somme de deux états purs produits :
ρ =
1
2
|Ψ1〉〈Ψ1|+ 1
2
|Ψ2〉〈Ψ2|
où |Ψ1〉 et |Ψ2〉 sont les vecteurs normalisés :
|Ψ1〉 = (α1|1〉+ α0|0〉)⊗ (β1|1〉+ β0|0〉)
|Ψ2〉 = (γ1|1〉+ γ0|0〉)⊗ (δ1|1〉+ δ0|0〉)
avec :
α1 = −γ1 =
√
a+ bei
θ+ϕ
2
α0 = γ0 =
√
1− (a+ b)
β1 = −δ1 =
√
a+ cei
θ−ϕ
2
β0 = δ0 =
√
1− (a+ c).
De plus cette décomposition est optimale dans le sens où elle ne fait intervenir
que deux facteurs quand rang(ρ) = 2.
✷ La preuve consiste juste à effectuer le calcul matriciel dans la base
(|11〉, |10〉, |01〉, |00〉). On a :
|Ψ1〉〈Ψ1| =
|α1|
2
(|β1|2 β1β¯0
β¯1β0 |β0|2
)
α1α¯0
(|β1|2 β1β¯0
β¯1β0 |β0|2
)
α¯1α0
(|β1|2 β1β¯0
β¯1β0 |β0|2
)
|α0|2
(|β1|2 β1β¯0
β¯1β0 |β0|2
)

et :
|Ψ2〉〈Ψ2| =
|γ1|
2
(|δ1|2 δ1δ¯0
δ¯1δ0 |δ0|2
)
γ1γ¯0
(|δ1|2 δ1δ¯0
δ¯1δ0 |δ0|2
)
γ¯1γ0
(|δ1|2 δ1δ¯0
δ¯1δ0 |δ0|2
)
|γ0|2
(|δ1|2 δ1δ¯0
δ¯1δ0 |δ0|2
)
 .
On note σ = 12 |Ψ1〉〈Ψ1| + 12 |Ψ2〉〈Ψ2| et σij ses coefficients quand on l’ex-
prime dans la base (|11〉, |10〉, |01〉, |00〉). On remarque que σ est un état X.
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Exprimons à présent les σij :
σ11 =
1
2
|α1|2|β1|2 + 1
2
|γ1|2|δ1|2 = (a+ b)(a+ c) = a2 + a(b+ c) + bc
= a2 + a(1− (a+ d)) + bc = a+ ad− bc = a
puis de même on trouve :
σ22 = b
σ33 = c
σ44 = d
σ14 =
√
adeiθ
σ23 =
√
adeiϕ.
Ainsi σ = ρ ce qui conclut la preuve du lemme. ✷
On peut généraliser ce lemme 2.3.1 en :
Lemme 2.3.2. Soit ρ ∈ EXS s’écrivant :
ρ =

a 0 0 y
0 b x 0
0 x¯ c 0
y¯ 0 0 d

avec a,b,c,d,x,y comme dans la proposition 2.1.1 mais tels que ad = bc.
On note arg(x) [resp. arg(y)] l’argument de x [resp. y] et on définit{
νx ∈ [0, π2 ] tel que |x| = cos(νx)
√
ad
νy ∈ [0, π2 ] tel que |y| = cos(νy)
√
ad
. Alors ρ se décompose en une somme
de quatre états purs produits :
ρ =
1
4
|Ψ1+〉〈Ψ1+|+ 1
4
|Ψ2+〉〈Ψ2+|+ 1
4
|Ψ1−〉〈Ψ1−|+ 1
4
|Ψ2−〉〈Ψ2−|
où :
|Ψ1±〉 = (α1±|1〉+ α0±|0〉)⊗ (β1±|1〉+ β0±|0〉)
|Ψ2±〉 = (γ1±|1〉+ γ0±|0〉)⊗ (δ1±|1〉+ δ0±|0〉)
avec :
α1± = −γ1+ =
√
a+ b ei
(arg(y)±νy)+(arg(x)±νx)
2
α0± = γ0± =
√
1− (a+ b)
β1± = −δ1± =
√
a+ c ei
(arg(y)±νy)−(arg(x)±νx)
2
β0± = δ0± =
√
1− (a+ c)
Ici aussi cette décomposition est optimale quand rg(ρ) = 4 car elle ne fait
intervenir que quatre facteurs.
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✷ Via le lemme précédent on a :
1
4
|Ψ1±〉〈Ψ1±|+ 1
4
|Ψ2±〉〈Ψ2±|
=
1
2

a 0
0 b
0
√
ad e−i(arg(x)±νx)√
ad e−i(arg(y)±νy) 0
0
√
ad ei(arg(y)±νy)√
ad ei(arg(x)±νx) 0
c 0
0 d
 .
Ainsi
1
4
|Ψ1+〉〈Ψ1+|+ 1
4
|Ψ2+〉〈Ψ2+|+ 1
4
|Ψ1−〉〈Ψ1−|+ 1
4
|Ψ2−〉〈Ψ2−|
=

a 0
0 b
0 cos(νx)
√
ad e−i arg(x)
cos(νy)
√
ad e−i arg(y) 0
0 cos(νy)
√
ad ei arg(y)
cos(νx)
√
ad ei arg(x) 0
c 0
0 d

= ρ.
✷
Grâce à ce lemme nous sommes armés pour présenter le cas général :
Proposition 2.3.1. Soit ρ ∈ EXS donné par la matrice (2.1) dans la base
canonique, alors on sait décomposer ρ en une combinaison convexe d’au plus
cinq états purs produits. Précisément on distingue trois cas :
Si ad = bc, c’est le lemme 2.3.2 qui répond à la question.
Si ad > bc, alors :
ρ =
λ
4
|Ψ1+〉〈Ψ1+|+ λ
4
|Ψ2+〉〈Ψ2+|+ λ
4
|Ψ1−〉〈Ψ1−|+ λ
4
|Ψ2−〉〈Ψ2−|
+ (1− λ)|11〉〈11|,
avec λ = 1 − ad−bcd = b + c + d + bcd et où les Ψi+− sont définis comme dans
le lemme 2.3.2 en remplaçant a par bcλd , b par
b
λ , c par
c
λ , d par
d
λ , x par
x
λ
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et y par yλ .
Si bc > ad, alors :
ρ =
λ
4
|Ψ1+〉〈Ψ1+|+ λ
4
|Ψ2+〉〈Ψ2+|+ λ
4
|Ψ1−〉〈Ψ1−|+ λ
4
|Ψ2−〉〈Ψ2−|
+ (1− λ)|10〉〈10|,
avec λ = 1− bc−add = a+ c+ d+ adc et où les Ψi+− sont définis comme dans
le lemme 2.3.2 en remplaçant a par aλ , b par
ad
λc , c par
c
λ , d par
d
λ , x par
x
λ
et y par yλ .
✷ On se place dans le second cas où ad > bc (le dernier cas se montre de
façon similaire). On pose comme indiqué λ = 1− ad−bcd = b+ c+ d+ bcd et :
ρ1 =

a1 0 0 y1
0 b1 x1 0
0 x¯1 c1 0
y¯1 0 0 d1
 avec

a1 = d1 =
√
bc
λ
b1 =
b
λ
c1 =
c
λ
x1 =
x
λ
y1 =
y
λ
.
On remarque que ρ1 ∈ EXS et que a1d1 = b1c1 = bcλ2 . En appliquant le
lemme 2.3.2 à ρ1, on peut l’écrire comme une combinaison convexe de quatre
états purs produits :
ρ1 =
1
4
|Ψ1+〉〈Ψ1+|+ 1
4
|Ψ2+〉〈Ψ2+|+ 1
4
|Ψ1−〉〈Ψ1−|+ 1
4
|Ψ2−〉〈Ψ2−|,
où les |Ψi±〉 (pour i = 1, 2) sont définis dans l’énoncé de la proposition.
Pour conclure la preuve de ce lemme, il suffit de remarquer que
ρ = λρ1 + (1− λ)|11〉〈11|. ✷
2.3.3 Où on généralise le résultat précédent pour une classe
d’états plus grande.
Le résultat précédent n’est pas naturel car il est bâti sur un choix de
base particulier : (|11〉, |10〉, |01〉, |00〉). Que se passe-t-il si on se permet des
changements de bases locaux ? C’est ce que nous allons voir dans cette partie.
Faire un changement de bases orthonormées local revient à multiplier la
matrice densité à gauche par UA⊗UB ∈ U(2)⊗U(2) et à droite par U †A⊗U †B.
On voit qu’on garde en fait la même généralité 10 en conjugant directement
10. En effet, en notant U˜j := e
−i arg(det(Uj)
2 Uj ∈ SU(2) pour j = A,B, alors la conjugai-
son par U˜A ⊗ U˜B ∈ SU(2)⊗ SU(2) est égale à la conjugaison par UA ⊗ UB .
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par une matrice du groupe SU(2)⊗ SU(2). On considère donc l’application
A défini par :
A :EX × (SU(2)⊗ SU(2))→ E
(ρX , UA ⊗ UB) 7→ UA ⊗ UBρXU †A ⊗ U †B.
On a ici deux motivations. Primo on aimerait connaître l’image de cette ap-
plication A. Secundo on souhaiterait avoir un algorithme qui nous permette
de trouver un antécédent à tout élément de Im(A). Alors on saurait décom-
poser tout état séparable ρ ∈ Im(A) en une somme d’états purs produits.
Cela se fait en deux étapes :
. (1) on écrit ρ = UA ⊗ UBρXU †A ⊗ U †B,
. (2) on décompose ρX =
∑n
k=1 pk | ψk〉〈ψk |A ⊗ | φk〉〈φk |B grâce à la
proposition 2.3.1.
Alors ρ =
∑n
k=1 pk|UAψk〉〈UAψk|A ⊗ |UBφk〉〈UBφk|B est une décomposition
de ρ en états purs produits.
Une nouvelle paramétrisation des états.
Pour réaliser ce programme, on va utiliser la paramétrisation 11 suivante
pour les matrices densités introduites dans [54] par R. Horodecki et M. Ho-
rodecki :
Definition 2.3.2.
ρ =
1
4
Id⊗ Id+ ~a.~σ ⊗ Id+~b.Id⊗ ~σ + ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
 (2.5)
~a = tr{(~σ ⊗ Id)ρ} et ~b = tr{(Id ⊗ ~σ)ρ} sont des vecteurs de R3 qui repré-
sentent respectivement la valeur moyenne, dans l’état ρ, du spin A et du spin
B (à un facteur ~/2 près).
C := (cij)1≤i,j≤3 = (tr{(σi ⊗ σj)ρ})1≤i,j≤3 est une matrice quelconque de
M3(R) représentant les corrélations, dans l’état ρ, entre les systèmes A et B.
Le membre de droite de l’équation (2.5) est hermitien de trace un. On se
demande quand est-ce qu’il représente un état ? Les premiers résultats dans
ce sens sont les propositions 1 et 2 de [54] qui donnent une condition néces-
saire pour que ρ défini par (2.5) avec C diagonale soit un état, précisément
c’est :
Proposition 2.3.2. Soit ρ un état défini par (2.5) avec C diagonale. On
note c1, c2 et c3 les éléments diagonaux de C, alors nécessairement le point
11. On utilise la notation classique [[n,m]] pour désigner l’ensemble des entiers compris
entre n et m.
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M dans R3, de coordonnées (c1, c2, c3) dans la base canonique, appartient
au tétraèdre dont les quatre sommets ont respectivement pour coordonnées
(−1,−1,−1), (−1, 1, 1), (1,−1, 1) et (1, 1,−1).
Si on suppose de plus que ρ est séparable, alors le point M appartient à
l’octaèdre dont les sommets ont respectivement pour coordonnées (0, 0,±1),
(0,±1, 0) et (±1, 0, 0).
✷ On prouve cette classique propriété dans l’annexe E.✷
Dans le même article [54], l’auteur donne des conditions pour que la
réciproque de la proposition précédente soit vraie :
Proposition 2.3.3. Soit ρ définie par (2.5) avec C diagonale et ~a = ~b = ~0.
On note c1, c2 et c3 les éléments diagonaux de C, alors ρ est un état si et
seulement si le point M dans R3, de coordonnées (c1, c2, c3) dans la base
canonique, appartient au tétraèdre T défini dans la proposition 2.3.2.
De plus si le point M appartient à l’octaèdre O défini dans la proposition
2.3.2 alors ρ est un état séparable.
✷ On prouve cette propriété en utilisant les états X dans l’annexe E.✷
La proposition suivante, issue de l’article [30] où on a corrigé les inexac-
titudes, nous donne quant à elle une condition nécessaire et suffisante pour
que (2.5) représente bien un état :
Proposition 2.3.4. Avec les notations de la définition précédente, on pose
K = −
[
~a.~σ ⊗ Id+~b.Id⊗ ~σ +∑(i,j)∈[[1,3]]2 cijσi ⊗ σj], et on définit :
l2 =
1
2
tr(K2) = 2[(~a2 +~b2 + tr(CtC)]
l1 =
1
3
tr(K3) = 8[det(C)− ~a.C~b]
l0 =
1
4
tr(K4)− 1
8
(tr(K2))2
=−
(
l2
2
)2
+ 4(Ct~a)2 + 4(C~b)2 + 4~a2~b2
+ 2
(tr(CtC))2 − ∑
(i,j,k,l)∈[[1,3]]4
cikcilcjkcjl
+ 8 [det (C − ~a~bt)− det(C)] .
Alors ρ de la définition précédente est positive (et donc est une matrice den-
sité) ssi :
l2 + l1 + l0 ≤ 1 (2.6)
2l2 + l1 ≤ 4 (2.7)
l2 ≤ 6 (2.8)
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✷ Cette proposition est prouvée dans l’annexe E.✷
Soit ρ ∈ E représenté dans la base (|11〉, |10〉, |01〉, |00〉) par la matrice
(ρij)1≤i,j≤3 ou par ~a, ~b et C avec les notations de la définition ci-dessus. En
développant on a les relations suivantes qui relient les deux paramétrisations :
ρ11 =
1
4 [1 + (az + bz) + c33]
ρ22 =
1
4 [1 + (az − bz)− c33]
ρ33 =
1
4 [1 + (−az + bz)− c33]
ρ44 =
1
4 [1− (az + bz) + c33]
⇐⇒

az = (ρ11 + ρ22)− (ρ33 + ρ44)
bz = (ρ11 + ρ33)− (ρ22 + ρ44)
c33 = 2(ρ11 + ρ44)− 1
{
ρ14 =
1
4 [(c11 − c22)− i(c12 + c21)]
ρ23 =
1
4 [(c11 + c22) + i(c12 − c21)]
⇐⇒

c11 = 2ℜ(ρ14 + ρ23)
c22 = 2ℜ(−ρ14 + ρ23)
c12 = 2ℑ(−ρ14 + ρ23)
c21 = −2ℑ(ρ14 + ρ23)

ρ12 =
1
4 [(bx − iby) + (c31 − ic32)]
ρ13 =
1
4 [(ax − iay) + (c13 − ic23)]
ρ24 =
1
4 [(ax − iay) + (−c13 + ic23)]
ρ34 =
1
4 [(bx − iby) + (−c31 + ic32)]
⇐⇒

ax = 2ℜ(ρ13 + ρ24)
ay = −2ℑ(ρ13 + ρ24)
bx = 2ℜ(ρ12 + ρ34)
by = −2ℑ(ρ12 + ρ34)
c13 = 2ℜ(ρ13 − ρ24)
c31 = 2ℜ(ρ12 − ρ34)
c23 = −2ℑ(ρ13 − ρ24)
c32 = −2ℑ(ρ12 − ρ34)
Avec cette nouvelle paramétrisation, on caractérise alors les états de EX de
la façon suivante :
Lemme 2.3.3. Soit ρ ∈ E paramétré par ~a, ~b et C. Alors ρ ∈ EX ssi
~a ∈ V ect(~ez), ~b ∈ V ect(~ez) et C =
c11 c12 0c21 c22 0
0 0 c33
.
✷ Il suffit d’utiliser les relations ci-dessus et la caractérisation d’un état
de EX c’est-à-dire ρ12 = ρ13 = ρ24 = ρ34 = 0. ✷
Pour finir on va donner un corollaire de la proposition 2.3.4 dans le cadre
des états X :
Corollaire 2.3.1. Soit ρ tel que :
ρ =
1
4
Id⊗ Id+ ~a.~σ ⊗ Id+~b.Id⊗ ~σ + ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
 ,
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avec ~a ∈ V ect(~ez), ~b ∈ V ect(~ez) et C =
c11 c12 0c21 c22 0
0 0 c33
.
On pose ~a = α~ez, ~b = β ~ez, γ =
∑
(i,j)∈[[1,3]]2 c
2
ij et Cm =
(
c11 c12
c21 c22
)
. Alors
ρ ∈ EX (i.e. ρ est positive) ssi les inégalités suivantes sont vérifiées :
γ + α2 + β2 ≤ 3
(γ + α2 + β2) + 2c33(detCm − αβ) ≤ 1
(γ + α2 + β2)[2− (γ + α2 + β2)] + 4c33[(α2 + β2)c33 + 2(detCm − αβ)]
+ 4αβ[αβ − 2 detCm] + 4[c233(c211 + c212 + c221 + c222) + (detCm)2] ≤ 1.
✷ Il suffit d’appliquer la proposition 2.3.4.✷
Comment agit la conjugaison par des unitaires locaux ?
A présent on souhaite savoir comment se transforment ~a,~b et C lorsqu’on
conjugue une matrice densité par un unitaire local. C’est le but du lemme
suivant (cf. [89]) :
Lemme 2.3.4. Soit ρ comme dans la définition 2.3.2.
Pour Uj = cos
θj
2 Id− i sin
θj
2 ~nj .~σ ∈ SU(2) avec j = A,B, on pose :
ρ˜ = (UA ⊗ UB)ρ(U †A ⊗ U †B)
=
1
4
Id⊗ Id+ ~˜a.~σ ⊗ Id+ ~˜b.Id⊗ ~σ + ∑
(i,j)∈[[1,3]]2
c˜ijσi ⊗ σj
 .
En notant O la rotation d’axe ~nA et d’angle θA et P la rotation d’axe ~nB et
d’angle θB, on a :
~˜a = O~a
~˜
b = P~b
C˜ = OCP t.
✷ Il suffit de se rappeler que UA = cos
θA
2 Id − i sin θA2 ~nA.~σ = e−i
θA
2
~nA.~σ
est l’expression dans l’espace des états du spin A d’une rotation d’axe ~nA
et d’angle θA dans l’espace R3 de représentation du spin A. Par conséquent
UA(~a.~σ)U
†
A = (O~a).σ et de même UB(
~b.~σ)U †B = (P~b).σ.✷
En particulier pour ρ ∈ Im(A) qu’on paramétrise par ~a, ~b et C, il existe
UA ⊗ UB ∈ SU(2)⊗ SU(2) et ρX ∈ EX qu’on paramétrise par ~aX , ~bX et
CX (de la forme donnée par le lemme 2.3.3 et le corollaire 2.3.1) tels que :
ρ = (UA ⊗ UB)ρX(U †A ⊗ U †B).
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Par le lemme précédent, on sait qu’il existe O et P deux rotations de SO(3,R)
qu’on peut écrire en fonction de UA et UB telles que :
~a = O~aX
~b = P~bX
C = OCXP
t.
Où on conclut.
Dans un premier temps on souhaite estimer la "taille" de Im(A) ie le
nombre de paramètres réels indépendants nécessaires pour la décrire. Comme
EX × (SU(2) ⊗ SU(2)) est un espace à 7 + 3 + 3 = 13 paramètres, on sait
déjà que ce nombre sera inférieur à 13. Mais plus précisément on a :
Théorème 2.3.1. Im(A) est une sous-variété réelle de R15 de dimension
11.
Démonstration : Tout d’abord Im(A) est une sous-variété réelle de R15
car c’est par définition l’image par l’application différentiable A de EX ×
(SU(2)⊗SU(2)) qui est une sous-variété de R15 car localement difféomorphe
à R13.
Pour calculer la dimension de Im(A), on pense évidemment à calculer
le rang de la différentielle, en un point, de l’application A. Cependant cette
méthode directe se révèle trop calculatoire. Aussi nous allons utiliser la repré-
sentation donnée dans la définition 2.3.2. On rappelle (cf. lemme 2.3.3) que
si ρX ∈ EX , alors il est paramétré par α~ez, β~ez et CX =
cX11 cX12 0cX21 cX22 0
0 0 cX33
.
Dans cette paramétrisation, par le lemme 2.3.4, la conjugaison de ρ par un
élément de SU(2) ⊗ SU(2) est remplacée par l’action de deux matrices de
rotation O et P de SO(3,R) :
~a = O(α~ez)
~b = P (β~ez)
C = OCXP t.
Enfin on va paramétriser les matrices de rotations de SO(3,R) par les angles
d’Euler, c’est-à-dire que pour O ∈ SO(3,R), on associe trois angles θ1, θ2,
θ3 et on note Oθ1,θ2,θ3 tels que :
Oθ1,θ2,θ3 = Rz(θ1)Rx(θ2)Rz(θ3) avec dans la base (~ex, ~ey, ~ez) de R
3
Rz(θ) =
cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1
 et Rx(θ) =
1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
 .
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Ainsi au lieu de calculer le rang de la différentielle en un point de A, on va
établir celui de la différentielle en un point de l’application f (analogue de
l’application A dans la nouvelle représentation) définie 12 par :
f : R13 → R15
(α, β, CX , θ1, θ2, θ3, ϕ1, ϕ2, ϕ3) 7→ (αOθ1θ2,θ3~ez, βPϕ1,ϕ2,ϕ3~ez,
Oθ1θ2,θ3C
XP tϕ1,ϕ2,ϕ3).
Sa matrice jacobienne en un point, jac(f)α,β,CX,θ1,θ2,θ3,ϕ1,ϕ2,ϕ3 est de taille
15× 13. Pour calculer le rang de cette matrice, on cherche son noyau, qu’on
note pour simplifier ker(jac(f)). Enfin on suppose que le point en lequel on
calcule jac(f) n’est pas particulier. On verra par la suite que cela revient à
considérer que α, β , sin(θ2) et sin(ϕ2) sont non nuls.
Soit (λi)1≤i≤13 ∈ ker(jac(f)) alors on a nécessairement en considérant les
trois premières lignes du jacobien :
λ1
∂
∂α
(αOθ1θ2,θ3~ez) + λ8
∂
∂θ1
(αOθ1θ2,θ3~ez)
+ λ9
∂
∂θ2
(αOθ1θ2,θ3~ez) + λ10
∂
∂θ3
(αOθ1θ2,θ3~ez) = ~0,
soit :
λ1
 sin(θ1) sin(θ2)− cos(θ1) sin(θ2)
cos(θ2)
+ αλ8
cos(θ1) sin(θ2)sin(θ1) sin(θ2)
0

+ αλ9
 sin(θ1) cos(θ2)− cos(θ1) cos(θ2)
− sin(θ2)
 =
00
0
 .
Le déterminant de la matrice sin(θ1) sin(θ2) cos(θ1) sin(θ2) sin(θ1) cos(θ2)− cos(θ1) sin(θ2) sin(θ1) sin(θ2) − cos(θ1) cos(θ2)
cos(θ2) 0 − sin(θ2)
 est − sin(θ2). On a
justement supposé que sin(θ2) 6= 0, alors on a :
λ1 = αλ8 = αλ9 = 0.
Toujours en supposant que le point n’est pas particulier, α 6= 0, et alors :
λ1 = λ8 = λ9 = 0. (2.9)
12. On fera toujours les identifications des espaces de matrices de taille n × m sur R
avec Rnm grâce à la base canonique de Mn×m(R).
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Et de même en calculant les lignes 4, 5 et 6 de jac(f), on montre comme
sin(ϕ2) 6= 0 et β 6= 0 que
λ2 = λ11 = λ12 = 0. (2.10)
Ainsi il n’est pas utile de calculer les colonnes 1, 2, 8, 9, 11 et 12 de jac(f)
pour calculer son noyau et (λi)1≤i≤13 ∈ ker(jac(f)) ssi les conditions (2.9) et
(2.10) sont satisfaites et en notant (ǫij)1≤i,j≤3, la base canonique de M3(R) :
λ3Oθ1,θ2,θ3ǫ11P
t
ϕ1,ϕ2,ϕ3 + λ4Oθ1,θ2,θ3ǫ12P
t
ϕ1,ϕ2,ϕ3 + λ5Oθ1,θ2,θ3ǫ21P
t
ϕ1,ϕ2,ϕ3
+ λ6Oθ1,θ2,θ3ǫ22P
t
ϕ1,ϕ2,ϕ3 + λ7Oθ1,θ2,θ3ǫ33P
t
ϕ1,ϕ2,ϕ3
+ λ10Oθ1,θ2,0
cos(θ3 + π2 ) − sin(θ3 + π2 ) 0sin(θ3 + π2 ) cos(θ3 + π2 ) 0
0 0 0
CXP tϕ1,ϕ2,ϕ3
+ λ13Oθ1,θ2,θ3C
X
cos(ϕ3 − π2 ) − sin(ϕ3 − π2 ) 0sin(ϕ3 − π2 ) cos(ϕ3 − π2 ) 0
0 0 0
P tϕ1,ϕ2,0 =
0 0 00 0 0
0 0 0

soit en multipliant à gauche par (Oθ1,θ2,θ3)
−1 et à droite par (P tϕ1,ϕ2,ϕ3)
−1 :
λ3ǫ11 + λ4ǫ12 + λ5ǫ21 + λ6ǫ22 + λ7ǫ33
+ λ10
0 −1 01 0 0
0 0 0
CX + λ13CX
 0 1 0−1 0 0
0 0 0
 =
0 0 00 0 0
0 0 0
 , soit :
λ3 − λ10cX21 − λ13cX12 = 0
λ4 − λ10cX22 + λ13cX11 = 0
λ5 + λ10c
X
11 − λ13cX22 = 0
λ6 + λ10c
X
12 + λ13c
X
21 = 0
λ7 = 0. (2.11)
Les conditions (2.9), (2.10) et (2.11) nous permettent de conclure que
ker(jac(f)) est un espace vectoriel réel de dimension 2. Par le théorème du
rang, on a rg(jac(f)) = 13− 2 = 11, ce qui clôt cette démonstration.✷
Nous sommes soumis au problème pratique suivant. Soit ρ ∈ E , comment
savoir si ρ ∈ Im(A) ?
Théorème 2.3.2. Soit ρ ∈ E paramétrisé par ~a, ~b et C comme dans la dé-
finition 2.3.2.
Si
{
~a 6= ~0
~b 6= ~0 , alors on pose
{
~aX = ||~a||~ez
~bX = ||~b||~ez
et O [resp. P ], la rotation
d’axe ~aX ∧ ~a [resp. ~bX ∧~b] qui envoie ~aX sur ~a [resp. ~bX sur ~b] (si ces deux
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vecteurs sont colinéaires on pose O = Id [resp. P = Id]). Alors ρ ∈ Im(A)
ssi OtCP est de la forme
∗ ∗ 0∗ ∗ 0
0 0 ∗
.
Si
{
~a 6= ~0
~b = ~0
(le cas où
{
~a = ~0
~b 6= ~0 se traite de la même façon), alors on
pose
{
~aX = ||~a||~ez
~bX = ~0
.
Puis on choisit O commme la rotation d’axe ~aX ∧ ~a qui envoie ~aX sur ~a
(si ces deux vecteurs sont colinéaires on pose O = Id). On écrit en lignes ~m1t~m2t
~m3
t
 := OtC. Alors ρ ∈ Im(A) ssi ~m3 ∈ (V ect( ~m1, ~m2))⊥.
Si ~a = ~b = ~0 alors ρ ∈ Im(A) quelle que soit la matrice C.
Démonstration : Commençons par le cas le plus facile, où ~a = ~b = ~0.
On pose nécessairement ~aX = ~bX = ~0. Puis en effectuant une décomposition
en valeurs singulières de C, on peut toujours trouver O et P dans SO(3,R)
telles que C = O
d1 0 00 d2 0
0 0 d3
P t.
Si ~a 6= ~0 et ~b 6= ~0, alors ρ ∈ Im(A) ssi il existe O et P dans SO(3,R)
telles que ~a = O~aX ,~b = P~bX et OtCP est de la forme
∗ ∗ 0∗ ∗ 0
0 0 ∗
 où ~aX
et ~bX sont définis dans le théorème. Les conditions ~a = O~aX et ~b = P~bX
laissent a priori un degré de liberté dans le choix de O et un autre pour P ,
mais c’est le lemme suivant qui nous apprend qu’on peut en fait les fixer :
Lemme 2.3.5. Avec les même notations, on définit :
O := {O ∈ SO(3,R) telle que O(~aX) = ~a},
P :=
{
P ∈ SO(3,R) telle que P (~bX) = ~b
}
et
C~aX ,~bXX :=
{
CX = (cXij)1≤i,j≤3 telle que
ρX =
1
4
[
Id⊗ Id+ ~aX .~σ ⊗ Id+~bX .Id⊗ ~σ +
∑
(i,j)∈[[1,3]]2 c
X
ijσi ⊗ σj
]
∈ EX
}
.
Alors pour O, O˜ ∈ O, P, P˜ ∈ P et CX ∈ C~aX ,~bXX , il existe C˜X ∈ C~aX ,
~bX
X tel
que :
O˜CX P˜ t = OC˜XP t.
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✷ On commence par remarquer que :
O˜CX P˜ t = (OOt)O˜CX P˜ t(PP t)
= O(OtO˜)CX(P tP˜ )tP t.
Mais O [resp. P ] et O˜ [resp. P˜ ] sont deux rotations de SO(3,R) qui envoient
~ez sur le même vecteur ~a‖~a‖ [resp.
~b
‖~b‖ ]. Alors O
tO˜ [resp. P tP˜ ] est une rotation
qui fixe ~ez. En particulier elle est de la forme :
OtO˜ =
(
RO ~0
t
~0 1
) [
resp P tP˜ =
(
RP ~0
t
~0 1
)]
,
où RO [resp. RP ] sont des rotations du plan. D’après le lemme 2.3.3, si
CX ∈ C~aX ,~bXX , alors elle est de la forme CX =
(
CXm 0
~0t cX33
)
et on a :
C˜X := (OtO˜)CX(P tP˜ )t =
(
ROC
X
mRP
t 0
~0t cX33
)
.
Cette matrice a bien la forme voulue pour être dans C~aX ,~bXX . Enfin pour
montrer que C˜X appartient bien à C~aX ,~bXX , on utilise le corollaire 2.3.1.
Tout d’abord det(ROCXmRP t) = det(CXm), γC˜X = γCx où γ est défi-
nie dans le corollaire 2.3.1 (car γC est le carré de la norme l2 de C qui
ne change pas quand on multiplie par des matrices de rotations) et enfin∑2
i,j=1(c
X
ij)
2 =
∑2
i,j=1(c˜
X
ij )
2 (par le même argument que précédemment).
Ainsi d’après le corollaire 2.3.1, on peut affirmer que C˜X ∈ C~aX ,~bXX . ✷
Si ~a 6= ~0 et ~b = ~0 (le cas ~a = ~0 et ~b = ~0 se traite de façon simi-
laire), on pose nécessairement ~bX = ~0. De même que dans le cas précé-
dent, ρ ∈ Im(A) ssi il existe O et P dans SO(3,R) telles que ~a = O~aX
et OtCP sont de la forme
∗ ∗ 0∗ ∗ 0
0 0 ∗
. De même que précédemment, grâce
au lemme 2.3.5, on peut incorporer le degré de liberté laissé par la condi-
tion ~a = O~aX dans le choix de CX . On fixe donc O comme indiqué dans le
théorème et ρ ∈ Im(A) ssi il existe P ∈ SO(3,R) qu’on écrit en colonnes
P := (~p1, ~p2, ~p3) telle que
~mt1~mt2
~mt3
 := OtCP ∈ C~aX ,~bXX , c’est-à-dire que les ~pi
doivent vérifier
{
~p1, ~p2 ∈ ~m⊥3
~p3 ∈ (Vect(~m1, ~m2))⊥
. Comme (~p1, ~p2, ~p3) est une base
orthonormée, nécessairement ~m3 ∈ (Vect(~m1, ~m2))⊥. Et réciproquement si
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~m3 ∈ (Vect(~m1, ~m2))⊥ alors on est assuré de trouver un P qui convient.Ce
qui conclut la démonstration de ce théorème. ✷
La démonstration précédente nous fournit même un algorithme permet-
tant, étant donné ρ ∈ Im(A) de trouver ρX ∈ EX et UA⊗UB ∈ SU(2)⊗SU(2)
tels que :
ρ = (UA ⊗ UB)ρX(UA ⊗ UB)†,
qu’on résume ici :
(1) Calculer la représentation (~a,~b, C) de ρ donnée par la définition 2.3.2.
(2) Calculer les rotations O (d’axe ~nA et d’angle θA) et P (d’axe ~nB et
d’angle θB), les vecteurs ~aX , ~bX et la matrice CX := OtCP grâce au
théorème précédent.
(3) Calculer dans la base (|11〉, |10〉, |01〉, |00〉), la matrice ρX paramétrée
par (~aX ,~bX , CX).
(4) Calculer dans la base (|11〉, |10〉, |01〉, |00〉), la matrice
UA ⊗ UB := e−i
θA
2
~nA·~σA ⊗ e−i θB2 ~nB ·~σB .
Si ρ ∈ A est séparable, on poursuit l’algorithme en décomposant ρX ∈
EXS en une combinaison convexe de (cinq) états purs produits par la propo-
sition 2.3.1 :
ρX =
5∑
i=1
pi|Ψi〉〈Ψi|
Puis on calcule |Φi〉 = (UA ⊗ UB)|Ψi〉, alors une décomposition de ρ en une
somme de (cinq) états purs produits est :
ρ =
5∑
i=1
pi|Φi〉〈Φi|
Traitement d’un exemple.
Une mise en pratique s’avère souvent éclairante. Appliquons donc ici la
méthode sur l’exemple suivant :
ρ =

0.275 0.047 + 0.093i 0.038− 0.074i 0.029− 0.045i
0.047− 0.093i 0.260 0.033 + 0.098i −0.003 + 0.074i
0.038 + 0.074i 0.033− 0.098i 0.258 0.044− 0.068i
0.029 + 0.045i −0.003− 0.074i 0.044 + 0.068i 0.207
 .
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Dans la nouvelle paramétrisation on a 13 :
~a =
(
1√
200
, 0,
1√
200
)
~b ≃ (0.182,−0.049, 0.067)
C ≃
 0.124 0.287 0.083−0.106 0.009 0.298
0.005 −0.322 −0.036
 .
On est dans le premier cas d’application du théorème 2.3.2. On pose
donc ~aX = (0, 0, ||~a||) = (0, 0, 0.1). Ensuite on cherche une rotation O telle
que O(~aX) = ~a. Il est facile de voir que la rotation d’axe ~ey et d’angle π/4
convient. Sa matrice représentative dans la base canonique est :
O =
 1/
√
2 0 1/
√
2
0 1 0
−1/√2 0 1/√2
 .
Ensuite on pose ~bX = (0, 0, ||~b||) = (0, 0, 0.2). De même, on cherche une rota-
tion P telle que P (~bX) = ~b. On choisit le vecteur ~f1 := 1||~b|| ~ez ×~b comme axe
de cette rotation. Puis on pose ~f2 := ~ez et ~f3 :=
~b
||~b|| , de sorte que P (
~f1) = ~f1,
P (~f2) = ~f3. On trouve ensuite facilement P (~f3) ≃ −~f2 + 0.667~f3. Dans la
base (~f1, ~f2, ~f3), on a :
Mat(P )
( ~f1, ~f2, ~f3)
≃
1 0 00 0 −1
0 1 0.667
 .
Pour connaître la matrice représentative de P dans la base canonique on a
besoin de la matrice de passage de la base canonique vers la base (~f1, ~f2, ~f3).
C’est :
Pass
(~ex,~ey ,~ez)→( ~f1, ~f2, ~f3) ≃
0.260 0 0.9110.966 0 −0.244
0 1 0.333
 .
Pour ne pas alourdir, la notation, on note abusivement P la matrice repré-
sentative de P dans la base canonique, et on a finalement :
P = Pass
( ~ex, ~ey , ~ez)→( ~f1, ~f2, ~f3)Mat(P )( ~f1, ~f2, ~f3)Pass( ~ex, ~ey , ~ez)→( ~f1, ~f2, ~f3)
−1
≃
 0.378 0.167 0.9110.166 0.955 −0.244
−0.910 0.245 0.333
 .
13. On arrondit tous les résultats à 10−3 près dans le traitement de cet exemple sauf si
les résultats sont exacts.
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En poursuivant l’algorithme, on pose :
CX = O
tCP ≃
 0.027 0.446 0−0.310 0.064 0
0 0 0.100
 .
Alors l’état ρX paramétré par ~aX , ~bX et CX s’écrit dans la base
(|11〉, |10〉, |01〉, |00〉) :
ρX =

0.350 0 0 −0.009− 0.034i
0 0.200 0.023 + 0.189i 0
0 0.023− 0.189i 0.250 0
−0.009 + 0.034i 0 0 0.200
 .
On va alors appliquer la proposition 2.3.1 à cet état. Avec les mêmes notations
que dans la proposition 2.3.1, on a :
ad = 0.070 > bc = 0.050
On est dans le second cas traité par la proposition 2.3.1. On pose donc
λ = 1− ad−bcd = 0.9 et :
ρ1 =

a1 0 0 y1
0 b1 x1 0
0 x¯1 c1 0
y¯1 0 0 d1
 =

bc
λd 0 0
y
λ
0 bλ
x
λ 0
0 x¯λ
c
λ 0
y¯
λ 0 0
d
λ

≃

0.278 0 0 −0.010− 0.038i
0 0.222 0.025 + 0.021i 0
0 0.025− 0.021i 0.278 0
−0.010 + 0.038i 0 0 0.222
 .
On applique ensuite le lemme 2.3.2 à ρ1.
On commence donc par chercher νx1 ∈ [0, π/2] tel que |x1| = cos(νx1)
√
a1d1,
soit cos(νx1) ≃ 0.851, d’où νx1 ≃ 0.552. De même on trouve νy1 ≃ 1.412.
Enfin on a besoin de calculer les arguments de x1 et y1. C’est respectivement
arg x1 ≃ arctan 0.2100.025 ≃ 1.452 et arg y1 = π+arctan 0.0380.010 ≃ 4.455. Alors avec
les fomules données dans le lemme 2.3.2, on pose :
|Ψ1+〉 = (α1+|1〉+ α0+|0〉)⊗ (β1+|1〉+ β0+|0〉)
|Ψ2+〉 = (γ1+|1〉+ γ0+|0〉)⊗ (δ1+|1〉+ δ0+|0〉)
|Ψ1−〉 = (α1−|1〉+ α0−|0〉)⊗ (β1−|1〉+ β0−|0〉)
|Ψ2−〉 = (γ1−|1〉+ γ0−|0〉)⊗ (δ1−|1〉+ δ0−|0〉)
53
avec :
α1+ = −γ1+ ≃ 0.707e3.935i
α0± = γ0± ≃ 0.707
β1+ = −δ1+ ≃ 0.745e1.931i
β0± = δ0± ≃ 0.667
α1− = −γ1− ≃ 0.707e1.971i
β1− = −δ1− ≃ 0.745e1.071i.
Par le lemme 2.3.2 on a :
ρ1 =
1
4
|Ψ1+〉〈Ψ1+|+ 1
4
|Ψ2+〉〈Ψ2+|+ 1
4
|Ψ1−〉〈Ψ1−|+ 1
4
|Ψ2−〉〈Ψ2−|,
puis :
ρX =
0.9
4
|Ψ1+〉〈Ψ1+|+ 0.9
4
|Ψ2+〉〈Ψ2+|
+
0.9
4
|Ψ1−〉〈Ψ1−|+ 0.9
4
|Ψ2−〉〈Ψ2−|+ 0.1|11〉〈11|.
Pour avoir une décomposition de ρ en une somme d’états purs produits,
il suffit de caluler les matrices UA et UB qui correspondent respectivement,
dans l’espace des états, aux rotations O et P dans l’espace physique. En
notant θO, l’angle de la rotation O et ~nO son axe, on a donc :
UA = cos(
θO
2
)Id− i sin(θO
2
)n˜O.σ˜ = cos(
π
8
)Id− i sin(π
8
)σy,
soit dans la base (|1〉, |0〉) :
UA =
(
cos(π/8) − sin(π/8)
sin(π/8) cos(π/8)
)
.
De même on obtient :
UB ≃ 0.816Id− 0.150iσx − 0.557iσy,
soit dans la base (|1〉, |0〉) :
UB ≃
(
0.816 −0.557− 0.150i
0.557− 0.150i 0.816
)
.
Comme ρ = (UA ⊗ UB)ρX(UA† ⊗ UB†), on a :
ρX =
0.9
4
|Φ1+〉〈Φ1+|+ 0.9
4
|Φ2+〉〈Φ2+|
+
0.9
4
|Φ1−〉〈Φ1−|+ 0.9
4
|Φ2−〉〈Φ2−|+ 0.1|ϕ〉〈ϕ|
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avec |Φi+−〉 = (UA ⊗ UB)|Ψi+−〉 et |ϕ〉 = (UA ⊗ UB)|11〉. Soit :
|Φ1+〉 ≃[(−0.729− 0.466i)|1〉+ (0.463− 0.193i)|0〉]
⊗ [(−0.586 + 0.469i)|1〉+ (0.502 + 0.428i)|0〉]
|Φ2+〉 ≃[(0.188 + 0.466i)|1〉+ (0.843 + 0.193i)|0〉]
⊗ [(−0.157− 0.669i)|1〉+ (0.586− 0.428i)|0〉]
|Φ1−〉 ≃[(−0.525 + 0.602i)|1〉+ (0.548 + 0.249i)|0〉]
⊗ [(−0.080 + 0.434i)|1〉+ (0.841 + 0.311i)|0〉]
|Φ2−〉 ≃[(−0.016− 0.602i)|1〉+ (0.759− 0.249i)|0〉]
⊗ [(−0.663− 0.634i)|1〉+ (0.247− 0.311i)|0〉]
|ϕ〉 ≃[cos(π/8)|1〉+ sin(π/8)|0〉]
⊗ [0.816|1〉+ (0.557− 0.150i)|0〉].
ou :
|Φ1+〉 ≃(0.646− 0.069i)|11〉+ (−0.167− 0.546i)|10〉
+ (−0.181 + 0.330i)|01〉+ (0.315 + 0.101i)|00〉
|Φ2+〉 ≃(0.282− 0.199i)|11〉+ (0.310 + 0.193i)|10〉
+ (−0.003− 0.594i)|01〉+ (0.577− 0.248i)|00〉
|Φ1−〉 ≃(−0.219− 0.276i)|11〉+ (−0.629 + 0.343i)|10〉
+ (−0.152 + 0.218i)|01〉+ (0.383 + 0.380i)|00〉
|Φ2−〉 ≃(−0.376 + 0.409i)|11〉+ (−0.191− 0.144i)|10〉
+ (−0.663− 0.323i)|01〉+ (0.110− 0.298i)|00〉
|ϕ〉 ≃0.754|11〉+ (0.515− 0.139i)|10〉
+ 0.312|01〉+ (0.213− 0.057i)|00〉.
2.3.4 Méthode de Sanpera, Tarrach et Vidal pour décompo-
ser les états séparables en états purs produits.
Comme indiqué dans l’introduction à la décomposition en états purs pro-
duits, dans [90] les auteurs proposent une stratégie pour décomposer n’im-
porte quel état séparable de deux qubits en une somme d’au plus quatre
états purs produits. On propose de donner les grandes lignes de leur dé-
marche puis d’appliquer leur méthode sur l’exemple précédemment traité
par notre algorithme.
Présentation générale de la méthode.
Les auteurs de [90] se basent sur le critère d’intrication de Peres-Horodecki
exposé dans [81, 52] qui affirme qu’une matrice densité ρ représentant un état
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d’un système de deux qubits 14 est séparable si et seulement si sa transposée
partielle, par exemple par rapport au qubit B dans la base 15 (|b1〉, |b2〉), ρtB
est positive 16. On rappelle que si
ρ =
∑
i
piρAi ⊗ ρBi, où pi ∈ [0, 1] et
∑
i
pi = 1
et qu’on se fixe une base (|b1〉, |b2〉) du qubit B, alors la transposée partielle
ρtB (par rapport à cette base) est :
ρtB =
∑
i
piρAi ⊗ ρtBi.
où ρtBi est la transposée de la matrice représentant ρBi dans la base (|b1〉, |b2〉).
On se fixe pour commencer une base (|a1〉, |a2〉) du qubit A et une base
(|b1〉, |b2〉) du qubit B. On va supposer que rg(ρ) = rg(ρtB) = 4 (les autres
cas sont plus faciles) et évidemment que ρ ≥ 0 et ρtB ≥ 0 (condition de
séparabilité de Peres-Horodecki). On choisit un état pur produit quelconque
|e1f1〉 = |e1〉 ⊗ |f1〉 de C4 et on pose pour p ∈]0, 1[ :
ρ(p) =
1
1− p [ρ− p|e1f1〉〈e1f1|],
ρ(p)tB =
1
1− p [ρ
tB − p|e1f¯1〉〈e1f¯1|].
La notation |f¯1〉 signifie qu’on prend le vecteur colonne conjugué de |f1〉 qui
a été écrit dans la base (|a1〉, |a2〉). |e1f¯1〉〈e1f¯1| est donc bien la transposée
partielle par rapport au qubit B de |e1f1〉〈e1f1|. Comme les rangs de ρ et
de ρtB sont maximaux leurs valeurs propres sont strictement positives. De
plus ρ et de ρtB étant de trace un, leurs valeurs propres sont strictement
inférieures à un, de sorte que l’on a ρ < 1 et ρtB < 1. On cherche alors le
plus petit p ∈]0, 1[ tel que ρ(p) ou ρ(p)tB admettent une valeur propre nulle.
On est assuré de trouver un tel p en vertue de l’argument suivant.
Pour tout |χ〉 ∈ C2 ⊗ C2 :
〈χ|(1− p)ρ(p)|χ〉 = 〈χ|ρ|χ〉 − p|〈χ|e1f1〉|2
< 1− p|〈χ|e1f1〉|2
14. Ce critère est également valable pour un système composé d’un qubit et d’un qutrit.
En dimensions supérieures, c’est simplement une condition nécessaire d’intrication.
15. Pour alléger la notation, on ne mentionne pas la base (|b1〉, |b2〉).
16. Ou de manière équivalente si sa transposée partielle par rapport au qubit A, ρtA est
positive.
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car ρ < 1.
Si on note λ(p) la plus petite valeur propre de ρ˜(p) := ρ−p|e1f1〉〈e1f1| définie
pour tout p ∈ [0, 1], alors p 7→ λ(p) est une fonction continue sur [0, 1]. Mais
pour tout p ∈ [0, 1], on a :
λ(p) = min
||χ||=1
〈χ|ρ˜(p)|χ〉 ≤ 〈e1f1|ρ˜(p)|e1f1〉 < 1− p
par l’inégalité précédente appliquée pour |χ〉 = |e1f1〉.
En particulier λ(1) < 0 et de plus λ(0) est par définition la plus petite valeur
propre de ρ, donc λ(0) > 0. Par le théorème des valeurs intermédiaires il
existe p0 ∈]0, 1[ tel que λ(p0) = 0. Ainsi ρ(p0) admet une valeur propre nulle
(le même raisonnement fonctionne pour ρtB).
On note p1 le plus petit p cherché et on suppose que rg(ρ(p1)) = 3
et rg(ρ(p1)tB) = 4. Notons que ρ(p1) et ρ(p1)tB sont des états (car ils sont
positifs hermitiens et de trace un) donc ρ(p1) est séparable par le critère de
Peres-Horodecki et on peut toujours trouver |e2f2〉 ∈ Im(ρ(p1)). On définit
alors :
ρ1(p) =
1
1− p [ρ(p1)− p|e2f2〉〈e2f2|].
De même que précédemment on considère le plus petit p ∈]0, 1[ tel que
ρ1(p) possède une seconde valeur propre nulle ou ρ1(p)tB admette une pre-
mière valeur propre nulle. Ce ne peut être le premier cas qui se produit à
moins que simultanément ρ1(p)tB admette deux valeurs propres nulles en
vertu du lemme suivant :
Lemme 2.3.6. Soit ω un état du système à deux qubits. Si rg(ω) = 2 et ω
est séparable alors on peut écrire ω comme un mélange statistique de deux
états purs produits. Ainsi ωtB est aussi de rang 2.
✷ On prouve ce lemme en remarquant que Im(ω) est un sous-espace
engendré par deux états purs produits de C2 ⊗ C2. Quitte à utiliser des
transformations locales de SU(2)⊗ SU(2), on peut toujours supposer que :
Im(ω) =
{
µ
(
1
0
)
⊗
(
1
0
)
+ ν
(
cos(α)
eiφ sin(α)
)
⊗
(
cos(β)
eiψ sin(β)
)
;µ, ν ∈ C
}
.
Si sin(α) sin(β) = 0 alors tous les vecteurs de Im(ω) sont des états purs
produits. Dans ce cas la décomposition spectrale de ω fournit nécessairement
un mélange statistique de deux états purs produits.
Sinon il n’existe que deux états purs produits dans Im(ω). Comme ω est
séparable, nécessairement ω est mélange statistique de ces deux états.✷
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On reprend donc en considérant p2, le plus petit p tel que ρ1(p)tB admette
une première valeur propre nulle. On a donc rg(ρ1(p2)) = rg(ρ1(p2)tB) = 3.
On poursuit le cheminement en cherchant un |e3f3〉 dans Im(ρ1(p2)) et
tel que |e3f¯3〉 ∈ Im(ρ1(p2)tB).
L’existence d’un tel état est garantie par le fait que ρ1(p2) est un état sépa-
rable (d’après le critère de Peres-Horodecki car ρ1(p2) ≥ 0 et ρ1(p2)tB ≥ 0).
Ainsi on a les décompositions en états purs produits suivantes :
ρ1(p2) =
∑
i
qi|e1i f1i 〉〈e1i f1i | et
ρ1(p2)
tB =
∑
i
qi|e1i f¯1i 〉〈e1i f¯1i |,
où les sommes ont au moins trois termes car (rg)(ρ1(p2)) = (rg)(ρ1(p2)) = 3,
ce qui nous suffit pour trouver |e3f3〉 qui convient.
On pose alors
ρ2(p) =
1
1− p [ρ1(p2)− p|e3f3〉〈e3f3|].
On cherche toujours le plus petit p ∈]0, 1[ tel que ρ2(p) ou ρ2(p)tB ad-
mette une seconde valeur propre nulle. Mettons que cela arrive dans le pre-
mier cas en p3 et qu’alors rg(ρ2(p3)) = 2 (si le rang vaut 0 ou 1, alors
l’algorithme se finit). Le lemme 2.3.6 nous assure qu’on aura également
rg(ρ2(p3)
tB) = 2 et que :
ρ2(p3) = p4|e4f4〉〈e4f4|+ (1− p4)|e5f5〉〈e5f5|
pour p4 ∈ [0, 1].
Au final on a écrit ρ comme un mélange statistique de cinq états purs
produits :
ρ =p1|e1f1〉〈e1f1|+ p2(1− p1)|e2f2〉〈e2f2|+ p3(1− p1)(1− p2)|e3f3〉〈e3f3|
+ p4(1− p1)(1− p2)(1− p3)|e4f4〉〈e4f4|
+ (1− p1)(1− p2)(1− p3)(1− p4)|e5f5〉〈e5f5|. (2.12)
On remarque qu’on a traité le cas le plus difficile où rg(ρ) + rg(ρtB) = 8. Si
rg(ρ) + rg(ρtB) < 8, la méthode fonctionne de la même façon mais alors on
aura nécessairement au moins une étape de moins. On aboutira donc à une
décomposition en au plus quatre états purs produits.
Dans le cas où rg(ρ) + rg(ρtB) = 8, si on veut aboutir à une décomposi-
tion en quatre états purs produits, il suffit de choisir un état |ef〉 lors de la
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première étape de l’algorithme tel que rg(ρ(p1)) = rg(ρ(p1)tB) = 3.
On montre ici que cela est possible. Pour ce faire on définit :
ωi(p) =
1
1− p [ρ− p|eifi〉〈eifi|] , avec p ∈]0, 1[ et i = 1, ..., 5
où |eifi〉 sont les vecteurs définis dans la décomposition (2.12) obtenue précé-
demment. On construit ensuite deux ensembles à cinq éléments S = {si}i=1,...,5
et S˜ = {s˜i}i=1,...,5 définis par :
si = min{x ∈]0, 1[ tel que ωi(x) ≥ 0 et rg(ωi(x)) = 3}
s˜i = min{x ∈]0, 1[ tel que ωi(x)tB ≥ 0 et rg(ωi(x)tB) = 3}
Par exemple s1 correspond au p1 de la première étape de l’algorithme.
On va montrer qu’il est impossible d’avoir si < s˜i ∀i ou si > s˜i ∀i. Pour
ce faire on commence par montrer les expressions suivantes :
si =
1
〈eifi|ρ−1|eifi〉 , (2.13)
s˜i =
1
〈eif¯i|(ρtB)−1|eif¯i〉
. (2.14)
En effet on a :
〈φ|eifi〉〈eifi|φ〉 = |〈φ|√ρ(√ρ)−1|eifi〉|2
≤ 〈φ|ρ|φ〉〈eifi|ρ−1|eifi〉 ∀ φ ∈ C2 ⊗ C2 (2.15)
par l’inégalité de Cauchy-Schwarz. Ainsi
ρ− 1〈eifi|ρ−1|eifi〉 |eifi〉〈eifi| ≥ 0.
D’autre part on a égalité dans (2.15) seulement pour les vecteurs |φ〉 coli-
néaires à ρ−1|eifi〉 donc ρ− 1〈eifi|ρ−1|eifi〉 |eifi〉〈eifi| admet une valeur propre
nulle et est de rang inférieur à trois. Ce qui prouve la formule pour si (la
même preuve fonctionne pour s˜i).
Supposons par l’absurde que si < s˜i ∀i et notons πi = pi
∏i−1
k=1(1− pk)
pour i = 1, 2, 3, 4 et π5 =
∏4
k=1(1− pk) de telle sorte que (2.12) s’écrit :
ρ =
5∑
i=1
πi|eifi〉〈eifi|.
Alors
5∑
i=1
πisi
−1 >
5∑
i=1
πis˜i
−1
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qui se réécrit en utilisant les formules pour les si et s˜i :
5∑
i=1
πi〈eifi|ρ−1|eifi〉 >
5∑
i=1
πi〈eif¯i|(ρtB)−1|eif¯i〉.
Comme ρ =
∑5
i=1 πi|eifi〉〈eifi|, l’inégalité précédente est :
tr{ρρ−1} > tr{ρtB(ρtB)−1},
ce qui est absurde. Par symétrie, on aboutit de même à une absurdité en
supposant que si > s˜i ∀i.
Ainsi on a deux possibilités :
. soit il existe un j tel que sj = s˜j . Il suffit alors de choisir |ef〉 = |ejfj〉
dans la première étape de l’algorithme.
. soit il existe k 6= l tel que sk > s˜k et sl < s˜l. Alors par continuité
des applications s et s˜ définies sur l’ensemble des états purs produits
et connexité de cet ensemble (c’est l’image par les transformations
unitaires locales du connexe {|11〉}), il existe un état pur produit |ef〉
tel que s(|ef〉) = s˜(|ef〉) et on conclut comme précédemment.
Remarque 2.3.2. Le dernier argument pour passer d’une décomposition
de cinq états purs produits à quatre états purs produits est une jolie preuve
théorique. Il fonctionne dans la pratique, "exceptionnellement", si il existe
effectivement un j tel que sj = s˜j (cela demande tout de même de refaire
tous les calculs). Dans le cas contraire, c’est une méthode inadaptée au calcul
effectif. On restera alors avec une décomposition en cinq états purs produits.
Application de la méthode sur un exemple.
Dans le but de comparer l’efficacité des méthodes nous proposons de
reprendre le même exemple que celui traité par notre méthode, soit dans la
base (|11〉, |10〉, |01〉, |00〉) :
ρ =

0.275 0.047 + 0.093i 0.038− 0.074i 0.029− 0.045i
0.047− 0.093i 0.260 0.033 + 0.098i −0.003 + 0.074i
0.038 + 0.074i 0.033− 0.098i 0.258 0.044− 0.068i
0.029 + 0.045i −0.003− 0.074i 0.044 + 0.068i 0.207
 .
rg(ρ) = rg(ρtB) = 4, on est donc dans le cas le plus difficile. En gardant les
mêmes notations que dans l’exposé précédent on pose par simplicité |e1f1〉 =
|11〉 et on calcule p1 :
p1 = min(s1, s˜1) = min
(
1
〈11|ρ−1|11〉 ,
1
〈11|(ρtB)−1|11〉
)
≃ min(0.109, 0.164) = 0.109.
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Ensuite on cherche |e2f2〉 ∈ Im(ρ(p1)) = v⊥ où v est un vecteur propre
de ρ1 de valeur propre 0 :
v ≃

0.607− 0.173i
−0.161 + 0.492i
−0.242− 0.371i
−0.371
 .
On cherche par simplicité |e2f2〉 sous la forme :
|e2〉 =
(
0
1
)
et |f2〉 =
(
α
β
)
avec |α|2 + |β|2 = 1
et on écrit la condition d’orthogonalité :
〈v|e2f2〉 = 0⇔ (−0.242 + 0.371i)α− 0.371β = 0
Un choix possible est :
|e2f2〉 ≃

0
0
0.643
−0.419 + 0.642i

On considère alors :
ρ1(p) =
1
1− p [ρ(p1)− p|e2f2〉〈e2f2|].
On cherche p2 ∈]0, 1[ tel que ρ1(p2)tB admette une valeur propre nulle. Il est
donné par :
p2 =
1
〈e2f¯2|(ρtB1 )−1|e2f¯2〉
≃ 0.096
Alors ρ2 = ρ1(p2) est de rang trois de même que ρtB2 .
À présent, on cherche |e3f3〉 tel que :{
|e3f3〉 ∈ Im(ρ2)
|e3f¯3〉 ∈ Im(ρtB2 )
⇔
{
〈vρ2 |e3f3〉 = 0
〈vρtB2 |e3f¯3〉 = 0
où vρ2 et vρtB2 sont des vecteurs propres de valeur propre nulle respectivement
pour ρ2 et ρtB2 . En cherchant |e3〉 et |f3〉 sous la forme
(
1
β
)
et
(
1
δ
)
, on trouve
après résolution d’un système d’équations du second degré :
β ≃ −0.277− 0.337i
δ ≃ 0.741− 2.060i.
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On normalise ensuite, ce qui donne :
|e3f3〉 ≃

0.381
0.282− 0.784i
−0.105− 0.129i
−0.343 + 0.122i
 et |e3f¯3〉 ≃

0.381
0.282 + 0.784i
−0.105− 0.129i
0.187− 0.313i
 .
On pose comme l’indique la méthode :
ρ2(p) =
1
1− p [ρ2 − p|e3f3〉〈e3f3|].
On doit trouver le plus petit p ∈]0, 1[ tel que ρ2(p) admette deux valeurs
propres nulles. Ici on ne peut plus utiliser la formule (2.13) car ρ2 n’est pas
inversible. On le cherche donc numériquement et on trouve p3 ≃ 0.400. Et on
peut vérifier que ρ3 := ρ2(0.400) et ρtB3 := ρ
tB
2 (0.400) admettent, tout deux,
deux valeurs propres nulles et deux valeurs propres strictement positives avec
la formule dans la base (|11〉, |10〉, |01〉, |00〉) :
ρ3 =

0.247 0.026− 0.007i 0.105− 0.186i 0.147− 0.062i
0.026 + 0.007i 0.075 0.021 + 0.123i 0.122− 0.003i
0.105 + 0.186i 0.021− 0.123i 0.442 0.125− 0.106i
0.147 + 0.062i 0.122 + 0.003i 0.125 + 0.106i 0.236
 .
Il ne nous reste plus qu’à effectuer la dernière étape de l’algorithme qui
consiste à écrire ρ3 comme un mélange statisitique de deux états purs pro-
duits. On a commencé par les chercher dans des vecteurs propres, v1 ≃
0.343− 0.305i
0.122 + 0.174
0.749
0.392 + 0.171i
 et v2 ≃

0.468 + 0.316i
0.345− 0.177i
−0.412− 0.091i
0.593
, associés aux deux valeurs
propres non nulles de ρ3 ; mais cela ne fonctionne pas sur cet exemple car
ces vecteurs propres sont intriqués (on le voit en calculant leur concurrence
de Wootters par exemple). On sait donc par la preuve du lemme 2.3.6 qu’il
n’existe que deux états purs produits dans Im(ρ3). On les note
|e4f4 >< e4f4| et |e5f5 >< e5f5| et on les cherche (on renormalisera par la
suite) sous la forme :
|e˜4f˜4 > =
(
1
β4
)
⊗
(
1
δ4
)
= λ4v1 + µ4v2
|e˜5f˜5 > =
(
1
β5
)
⊗
(
1
δ5
)
= λ5v1 + µ5v2.
Après résolution d’un système d’équations du second degré on trouve :
λ4 ≃ 2.648 + 0.360i
µ4 ≃ 0.650 + 1.024i
λ5 ≃ 0.315 + 1.045i
µ5 ≃ 0.581− 0.953i.
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Ce qui donne après normalisation :
|e4f4〉 ≃

0.341
0.227 + 0.253i
0.616− 0.073i
0.464 + 0.410i
 et |e5f5〉 ≃

0.641
−0.071− 0.160i
−0.058 + 0.719i
0.186− 0.065i
 .
En écrivant ρ3 = p4|e4f4〉〈e4f4|+ (1− p4)|e5f5〉〈e5f5|, on trouve facilement :
p4 ≃ 0.556.
On a finalement trouvé, grâce à la méthode de Sanpera, Tarrach et Vidal,
une décomposition de ρ en une somme de cinq états purs produits :
ρ =
∑
πi|eifi〉〈eifi|
où les |eifi〉 sont donnés ci-dessus et où :
π1 = p1 ≃ 0.109
π2 = p2(1− p1) ≃ 0.085
π3 = p3(1− p1)(1− p2) ≃ 0.322
π4 = p4(1− p1)(1− p2)(1− p3) ≃ 0.269
π5 = (1− p1)(1− p2)(1− p3)(1− p4) ≃ 0.215.
Comme expliqué plus haut, on s’arrête dans ce cas pratique à une dé-
composition en cinq états purs produits car ici si 6= s˜i pour i = 1, 2, 3, 4, 5.
Ce qui est aussi bien que notre algorithme passant par les états X pour cet
exemple. Cependant la méthode de Wootters suivante est, comme nous al-
lons le voir, plus forte car elle permet une décomposition pratique en quatre
états purs produits :
2.3.5 Méthode de Wootters pour décomposer les états sépa-
rables en états purs produits.
L’article [111] de Wootters est très riche. Évidemment le résultat essentiel
est la mesure de l’intrication donnée par une fonction appelée concurrence.
On a déjà utilisé dans cette thèse ce puissant outil (car facilement calcu-
lable) pour évaluer l’intrication de deux qubits. Mais il y a d’autres résultats
dans ce même article. Tout d’abord on a remarqué dans la partie 2.2.1 que
Wootters donne dans [111] l’argument essentiel pour prouver la convexité de
la concurrence. Enfin on va voir ici qu’il donne un algorithme très efficace
pour décomposer n’importe quel état séparable d’un système à deux qubits
en une somme d’au plus quatre états purs produits.
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Présentation générale de la méthode.
Soit ρ un état séparable d’un système à deux qubits. D’après [111], la
concurrence de ρ est nulle. On rappelle que C(ρ) = max{0, λ1−λ2−λ3−λ4}
où λ1 ≥ λ2 ≥ λ3 ≥ λ4 sont les valeurs propres de la matrice
√√
ρρ˜
√
ρ, avec :
ρ˜ = σy ⊗ σyρ¯σy ⊗ σy,
Ainsi, on a ici λ1 − λ2 − λ3 − λ4 ≤ 0.
On commence par calculer une décomposition spectrale de ρ :
ρ =
n∑
i=1
|vi〉〈vi|
où n ≤ 4 est le rang de ρ et où les |vi〉 sont des vecteurs propres orthogonaux
mais non normés de telle sorte que 〈vi|vi〉 corresponde à la i-ème valeur
propre de ρ.
On cherche ensuite une nouvelle décomposition convexe de ρ :
ρ =
n∑
i=1
|xi〉〈xi|, où 〈xi|x˜j〉 := 〈xi|(σy ⊗ σy)x¯j〉 = λiδij . (2.16)
On dit que les |xi〉 sont "tilde-orthogonaux" (par abus de langage car 〈x|y˜〉
n’est pas un produit scalaire ni même une forme sesquilinéaire hermitienne
permettant de parler d’orthogonalité). On peut toujours écrire ces |xi〉 grâce
à une matrice unitaire U d’ordre n :
|xi〉 =
n∑
j=1
uij |vj〉.
La condition de tilde-orthogonalité sur les |xi〉 devient une condition sur la
matrice U :
δijλi = 〈xi|x˜j〉 = (UτU t)ij
où τ est une matrice d’ordre n dont les coefficients sont τij = 〈vi|v˜j〉. La
matrice τ est symétrique (car σy est hermitienne et les éléments de matrice
de σy ⊗ σy dans la base canonique (|11〉, |10〉, |01〉, |00〉) sont réels) mais pas
nécessairement hermitienne. De plus U
t
est bien la matrice transposée de
U et non son adjointe. Ainsi U ou plutôt son inverse n’est pas une matrice
de passage permettant une décomposition spectrale de τ . L’existence et la
construction d’une telle matrice unitaire U vient du théorème de Schur ou
plus précisément de son corollaire 2.3.2 ci-dessous :
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Théorème 2.3.3. (Schur) Soit A ∈Mn(C) telle que les valeurs propres de
AA¯ sont toutes réelles positives alors il existe T une matrice triangulaire su-
périeure dont tous les éléments diagonaux sont réels positifs et U une matrice
unitaire telles que A se décompose de la façon suivante :
A = U tTU.
✷ On propose ici la jolie preuve constructive tiré du livre [51] de Horn et
Johnson.
Soit x un vecteur propre de AA¯ de valeur propre λ. Par hypothèse λ ≥ 0.
Alors de deux choses l’une :
i) soit Ax¯ et x sont liés.
ii) soit Ax¯ et x sont indépendants.
Dans le premier cas i), comme x 6= 0, il existe µ ∈ C tel que Ax¯ = µx.
Mais alors :
AA¯x = A(Ax¯) = A(µx) = µ¯Ax¯ = µ¯µx = |µ|2x
et nécessairement |µ|2 = λ.
Dans le second cas ii), on pose y = Ax¯+ µ¯x. Par indépendance de Ax¯ et
x, on a y 6= 0. On choisit µ tel que |µ|2 = λ. Alors
Ay¯ = A(Ax¯+ µ¯x) = AA¯x+ µAx¯ = λx+ µAx¯ = µ(µ¯x+Ax¯) = µy.
Dans les deux cas on trouve w 6= 0 et µ ∈ C vérifiant |µ|2 = λ tels que
Aw¯ = µw. On peut même choisir w normé et quitte à ajouter une phase à
w, on peut considérer que µ est un réel positif.
On calcule ensuite une base orthonormée de Cn dont le premier vec-
teur est w. En notant W1 = (w,w2, ..., wn) la matrice de passage de la base
canonique vers cette nouvelle base, on a :
W1
t
AW1 =

µ ∗ − ∗
0
|
0
A2
 .
Et :
(W1
t
AW1)(W1
t
AW1) = W
†
1AW1W1
t︸ ︷︷ ︸
=Id
AW1 = W
†
1AAW1
=

λ ∗ − ∗
0
|
0
A2A2
 .
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La dernière matrice est conjuguée à la matrice AA, elle a donc les mêmes
valeurs propres positives. Ainsi A2A2 a toutes ses valeurs propres positives et
on peut appliquer à A2 le même argument que celui appliqué précédemment
à A.
Par récurrence, on trouve donc n matrices unitaires Wi tels que :
W †n...W
†
1AW1...Wn = T
où T est une matrice triangulaire supérieure dont les éléments diagonaux
sont tous réels positifs.✷
Corollaire 2.3.2. Soit S ∈ Mn(C) une matrice symétrique, alors il existe
une matrice diagonale D dont tous les éléments diagonaux sont réels positifs
et une matrice unitaire U , telles que S se décompose de la façon suivante :
S = U tDU.
✷ Comme S est symétrique, SS = SS† a donc toutes ses valeurs propres
réelles positives. En appliquant le théorème de Schur à S, on trouve donc
U unitaire et T triangulaire supérieure dont les coefficients diagonaux sont
réels positifs, telles que S = U tTU . Mais comme S est symétrique, on a :
St = (U tTU)t = U tT tU = S = U tTU.
Ainsi T = T t est donc en fait une matrice diagonale qu’on peut noter D.✷
Le corollaire 2.3.2 montre que l’on peut trouver des vecteurs |xi〉 pour
i = 1, ..., n tels que (2.16) soit vraie.
Si n = 3, 4, on pose (si n = 3, il suffit de choisir le vecteur nul pour |x4〉) :
|z1〉 = 1
2
(
eiθ1 |x1〉+ eiθ2 |x2〉+ eiθ3 |x3〉+ eiθ4 |x4〉
)
|z2〉 = 1
2
(
eiθ1 |x1〉+ eiθ2 |x2〉 − eiθ3 |x3〉 − eiθ4 |x4〉
)
|z3〉 = 1
2
(
eiθ1 |x1〉 − eiθ2 |x2〉+ eiθ3 |x3〉 − eiθ4 |x4〉
)
|z4〉 = 1
2
(
eiθ1 |x1〉 − eiθ2 |x2〉 − eiθ3 |x3〉+ eiθ4 |x4〉
)
. (2.17)
où les réels θj sont choisis tels que :∑
j
e2iθjλj = 0,
ce qui est toujours possible grâce à la condition λ1 − λ2 − λ3 − λ4 ≤ 0. En
effet, sans perdre de généralité, on peut toujours poser θ1 = 0 et θ4 = π2 et
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Figure 2.2 – Triangle ABC.
ǫ = λ1 − λ4. Comme λ1 ≥ λ4, on a ǫ ≥ 0. Le problème revient à trouver,
comme sur la figure 2.2 un triangle ABC de base [AB] de longueur ǫ et dont
les deux autres côtés [AC] et [BC] ont respectivement pour longueur λ2 et
λ3. On trouve alors facilement que l’angle α entre [AB] et [AC] vérifie :
cos(α) =
ǫ2 − (λ23 − λ22)
2ǫλ2
et que celui entre [BC] et [AB] vérifie :
sin(β) =
λ2
λ3
sinα.
En posant :
θ2 =
π + α
2
et θ3 =
π − β
2
,
on a le résultat voulu.
Cela nous assure la séparabilité des |zi〉 car :
C(|zi〉) = |〈zi|z˜i〉| =
∣∣∣∣∣∣14
4∑
j=1
e2iθj 〈xj |x˜j〉
∣∣∣∣∣∣ =
∣∣∣∣∣∣14
4∑
j=1
e2iθjλj
∣∣∣∣∣∣ = 0.
Le calcul montre aisément que
∑4
i=1 |zi〉〈zi| =
∑4
i=1 |xi〉〈xi|. On a donc
une décomposition de ρ en une somme de quatre états purs produits donnés
par les |zi〉.
Il reste à traiter le cas où n = 2 car si n = 1 il n’y a rien à faire. Le plus
simple est d’utiliser le lemme 2.3.6 pour trouver une décomposition de ρ en
une somme de deux états purs produits.
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Application de la méthode sur un exemple.
De nouveau nous proposons de reprendre le même exemple que celui
traité plus haut, soit dans la base (|11〉, |10〉, |01〉, |00〉) :
ρ =

0.275 0.047 + 0.093i 0.038− 0.074i 0.029− 0.045i
0.047− 0.093i 0.260 0.033 + 0.098i −0.003 + 0.074i
0.038 + 0.074i 0.033− 0.098i 0.258 0.044− 0.068i
0.029 + 0.045i −0.003− 0.074i 0.044 + 0.068i 0.207
 .
On rappelle qu’ici n = rg(ρ) = 4.
On commence donc par calculer une décomposition spectrale de
ρ =
∑
i |vi〉〈vi| avec :
v1 ≃

−0.086 + 0.016i
0.043− 0.094i
0.039 + 0.083i
0.082
 , v2 ≃

−0.115− 0.088i
0.106− 0.051i
0.215 + 0.017i
−0.334
 ,
v3 ≃

−0.373 + 0.205i
−0.200 + 0.263i
−0.155 + 0.167i
−0.121
 et v4 ≃

0.173 + 0.187i
−0.017− 0.355i
−0.345 + 0.180i
−0.272
 .
Puis on forme la matrice τ dont les coefficients sont les τij = 〈vi|v˜j〉 :
τ ≃

0.033 + 0.003i 0 0 −0.007− 0.014i
0 −0.029 + 0.077i −0.194− 0.137i 0.002 + 0.001i
0 −0.194− 0.137i −0.116 + 0.099i 0.003− 0.004i
−0.007− 0.014i 0.002 + 0.001i 0.003− 0.004i 0.234− 0.340i
 .
On cherche ensuite à appliquer le corollaire 2.3.2 du théorème de Schur.
On calcule donc les valeurs propres de la matrice ττ . Ce sont 0.001, 0.171, 0.053
et 0.090. On cherche alors un vecteur propre normé de ττ ayant 0.171 pour
valeur propre :
x ≃

0.018− 0.030i
0.001i
0.008
0.999
 .
Puis on calcule τx qui se trouve être colinéaire à x :
τx = µx ≃ (0.234− 0.340i)x.
En considérant w =
(
µ
|µ|
) 1
2
x (pour que τw = |µ|w), on a :
τw ≃ 0.413w
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On complète ensuite w en une base orthonormée de C4 dont la matrice dans
la base canonique W1 s’écrit :
W1 ≃

0.001− 0.035i 0 0.007 + 0.004i −0.915− 0.403i
0.001 + 0.001i 0.772− 0.623i 0.015− 0.127i −0.001i
0.007− 0.004i 0.086 + 0.094i −0.990− 0.053i −0.008
0.884− 0.465 0 0.008 0.004 + 0.035i
 .
On calcule alors :
W †1 τW1 ≃

0.413 0 0 0
0
0
0
τ2
 où
τ2 ≃
−0.132− 0.037i 0.068 + 0.189i 0.001 + 0.001i0.068 + 0.189i −0.129 + 0.162i −0.001 + 0.001i
0.001 + 0.001i −0.001 + 0.001i 0.025− 0.023i
 .
Comme prévu par la théorie τ2 est bien une matrice symétrique. On cherche
donc de nouveau un vecteur propre y normé, associé à la plus grande valeur
propre de τ2τ2 qui est 0.090 et on trouve :
y ≃
 0.175− 0.3830.907
0.007 + 0.001i

On remarque que τ2y est colinéaire à y. De même que précédemment on
change la phase de y pour tomber sur
w2 ≃
0.421− 0.001i0.378 + 0.824i
0.003 + 0.007i

tel que τ2w2 ≃ 0.300w2. Puis on complète w2 en une base orthonormée de
C
3 dont la matrice W2 dans la base canonique est :
W2 ≃
0.421− 0.001i −0.847− 0.324i −0.003 + 0.007i0.378 + 0.824i 0.026 + 0.421i −0.005
0.003 + 0.007i −0.005i 1.000
 .
On calcule ensuite :
W †2 τ2W2 ≃

0.300 0 0 0
0
0
0
τ3
 où τ3 ≃ (−0.198 + 0.117i −0.001− 0.001i−0.001− 0.001i 0.025− 0.023i
)
.
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En répétant la démarche précédente, on trouve la matrice unitaire
W3 ≃
(
0.264 + 0.965i −0.001 + 0.008i
−0.007 + 0.003i 1
)
.
telle que
W †3 τ3W3 ≃
(
0.230 0
0 0.025− 0.023i
)
.
Il suffit alors de poser w4 ≃
(
0.025−0.023i
|0.025−0.023i|
) 1
2 ≃ 0.932− 0.364i et 17
U t = W1
(
1
W2
)1 1
W3


1
1
1
w4

≃

0.001− 0.035i 0 −0.001i −0.998− 0.043i
0.001 + 0.001i 0.435− 0.299i −0.482− 0.700i 0.001− 0.001i
0.007− 0.004i −0.294− 0.797i 0.495− 0.183i 0
0.884− 0.465i 0.003 + 0.007i −0.003 + 0.001i 0.016 + 0.031i
 .
qui est unitaire. On obtient la décomposition du théorème de Schur :
τ ≃ U t

0.413
0.300
0.230
0.034
U = U t

λ1
λ2
λ3
λ4
U.
On pose donc comme dans la présentation générale de la méthode :
|xi〉 =
n∑
j=1
uij |vj〉
où les uij sont les coefficients de la matrice U .
Enfin il s’agit de trouver des réels θj vérifiant la condition :
4∑
j=1
e2iθjλj = 0.
Comme expliqué plus haut, on pose θ1 = 0 et θ4 = π2 et ǫ = λ1 − λ4 ≃ 0.379.
On trouve alors grâce à la figure 2.2,
α ≃ 0.650
β ≃ 0.913,
17. On utilise la notation classique pour les matrices creuses, où les espaces vides sont
à considérer comme des zéros.
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soit :
θ2 =
π + α
2
≃ 1.896
θ3 =
π − β
2
≃ 1.114
Finalement en appliquant (2.17), on a une décomposition de ρ en une
somme de quatre états purs produits :
ρ =
4∑
j=1
|zj〉〈zj |,
avec :
|z1〉 ≃

−0.186 + 0.138i
−0.279− 0.067i
−0.123 + 0.193i
−0.281 + 0.037i
 , |z2〉 ≃

0.140 + 0.064i
−0.027 + 0.040i
−0.199 + 0.383i
−0.109− 0.080i
 ,
|z3〉 ≃

0.096− 0.057i
−0.071− 0.308i
−0.113− 0.017i
−0.145 + 0.291i
 , |z4〉 ≃

0.429 + 0.036i
0.010− 0.274i
−0.003 + 0.081i
0.051
 .
2.3.6 Comparaison des trois méthodes de décomposition en
états purs produits d’un état séparable de deux qubits.
D’un point de vue quantitatif, c’est-à-dire si le critère est le nombre
d’états d’états purs produits apparaissant dans la décomposition de ρ, les
méthodes de Sanpera-Tarrach-Vidal et de Wootters sont meilleures car elles
permettent d’obtenir des décompositions en au plus quatre états purs pro-
duits contre au plus cinq pour la nôtre. Il s’agit cependant de nuancer ce
résultat pour l’algorithme de Sanpera-Tarrach-Vidal car nous avons vu que
l’argument qui permet de passer d’une décomposition en cinq états purs
produits à une décomposition en quatre états purs produits est un argument
d’existence inadapté au calcul pratique.
D’autre part un critère intéressant pour comparer les trois algorithmes
présentés est la complexité des calculs à effectuer.
Pour notre méthode, l’étape la plus difficile consiste à trouver les rota-
tions qui font passer de ρ à un état X. En effet par la suite il suffit d’appliquer
des formules explicites pour obtenir la décomposition souhaitée. En particu-
lier notre méthode a un degré de difficulté nul si ρ est déjà un état X. Notons
qu’il n’a pas été très difficile dans l’exemple traité d’obtenir les rotations.
La méthode de Sanpera-Tarrach-Vidal a été de loin la plus longue à
mettre en oeuvre. Il s’agit d’inverser des matrices pour calculer p1 puis p2.
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Le calcul de p3 était quant à lui non explicite et s’est fait numériquement. De
plus les calculs des |eifi〉 ont demandé des résolutions laborieuses de systèmes
d’équations.
Enfin la méthode de Wootters paraît la plus élégante et la plus aisée à
utiliser de prime abord. On a dû cependant pour la mettre en place trouver
les valeurs propres de ρ, τ et τ2. Ceci demande de trouver les racines de po-
lynômes de degrés 4 et 3. Cela est très aisé numériquement mais beaucoup
plus laborieux analytiquement avec les formules de Cardan et Tartaglia !
Notre méthode paraît la plus adaptée pour les calculs analytiques. En
particulier on donne des formules explicites pour tous les états de EXS . Celle
de Sanpera-Tarrach-Vidal oblige à recourir au calcul numérique (cf. le calcul
de p3 dans l’exemple traité). Quant à celle de Wootters elle permet théori-
quement de s’en passer mais cela s’avère très laborieux dans la pratique.
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Chapitre 3
Modèles d’interactions
répétées.
3.1 Introduction.
3.1.1 Description du modèle.
Comme on l’a esquissé en Introduction, il existe une approche bien plus
commode que celle basée sur le théorème de Davies pour traiter les systèmes
quantiques ouverts markoviens. C’est la théorie des interactions répétées.
Elle est calquée sur l’expérience du MASER à un atome ([106]) où une
cavité QED (qui joue le rôle du petit système S) est traversée par un jet
d’atomes. Le jet est réglé de telle sorte qu’à chaque instant un seul atome
se trouve dans la cavité et donc peut interagir avec le champ électromagné-
tique y régnant. L’environnement E est donc ici constitué par cette chaîne
d’atomes. Cela conduit évidemment à une évolution markovienne pour le
petit système S car une fois qu’un atome a interagi avec lui, ce dernier ne le
reverra plus.
Avec ce point de vue sur l’environnement, Attal et Pautrat ont développé
dans [7] une théorie markovienne des systèmes quantiques ouverts appelée
théorie des interactions répétées. On va l’expliquer et la mettre en oeuvre
dans ce chapitre sur un exemple original dans le but d’évaluer l’évolution de
l’intrication de deux qubits couplés à un environnement.
On considère deux qubits A et B initialement intriqués dans le modèle
d’interactions répétées suivant :
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Figure 3.1 – Schéma du modèle d’interactions répétées.
. Pendant un temps τA, le qubit A interagit avec un élément de la chaîne.
. Puis pendant un temps τB, le qubit B interagit avec le même élément
de chaîne.
. Ensuite on répète ce processus avec un nouvel élement de la chaîne...
On aurait pu prendre deux chaînes : une pour le qubit A et une pour le
qubit B. L’intérêt du présent modèle est qu’il modélise l’interaction de deux
qubits avec un environnement commun. De plus il se rapproche de la nou-
velle expérience décrite dans [49] proposée par Serge Haroche et son équipe
dans le cadre du projet DECLIC. On souhaite ici remercier chaleureusement
Stéphane Attal, Professeur à l’Institut Camille Jordan à Lyon, qui nous a
donné l’idée d’étudier ce modèle riche.
L’idée du modèle étant présentée, nous allons à présent le définir plus
précisément et plus mathématiquement en nous inspirant fortement de l’ar-
ticle [5] de Stéphane Attal et d’Alain Joye. On considère donc un petit sys-
tème des deux qubits A et B décrit par l’espace de Hilbert H0 = C2 ⊗C2 et
son hamiltonien h0 où :
h0 = ǫAσ+σ−(A) + ǫBσ+σ−(B),
avec O(A) := OA ⊗ IdB et de même pour B.
Ainsi la différence d’énergie entre les deux niveaux du qubit A [resp. B] est
ǫA [resp. ǫB]. Puis on considère une chaîne de spins 1 décrite par l’espace de
1. On appelera spins les éléments de la chaîne au lieu de qubits pour les distinguer des
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Hilbert 2 Hc = ⊗j≥1C2 et par son hamiltonien :
hc =
∞∑
j=1
δa†(j)a(j),
où a(j) est l’opérateur d’annihilation sur le site j, c’est-à-dire le j-ième élé-
ment de la chaîne, et l’opérateur identité sur les autres spins 3. Précisément si
on considère (|1〉j , |0〉j) une base de l’espace de Hilbert C2 du j-ième élément
de la chaîne, alors on a :
a(j)|1〉j = |0〉j et a(j)|0〉j = 0.
On considère que les éléments de la chaîne sont identiques et la différence
d’énergie entre les deux niveaux des spins est ici donnée par δ.
Initialement on suppose que le système complet formé des qubits A et B
et de la chaîne de spins est dans l’état :
ρtotal(0) = ρ(0)
⊗(
⊗j≥1 e
−βδa†(j)a(j)
1 + e−βδ
)
où β = 1kBT pour kB la constante de Boltzmann et T la température. Ainsi
à t = 0 le système complet est dans un état découplé : le petit système est
dans l’état ρ(0) et la chaîne est à l’équilibre thermique à la température T .
Enfin, en notant τ˜ := τ˜A+ τ˜B la dynamique est donnée par l’hamiltonien
dépendant du temps suivant :
H(t, λ) = H0 +Hc + λHint(t),
où
H0 = h0 ⊗ Id, Hc = Id⊗ hc,
et pour t ∈ [(k − 1)τ˜ , (k − 1)τ˜ + τ˜A[, k ∈ N∗
Hint(t) = Hint,A(k) = δ[σ+
(A) ⊗ a(k) + σ−(A) ⊗ a†(k)],
tandis que pour t ∈ [(k − 1)τ˜ + τ˜A, kτ˜ [
Hint(t) = Hint,B(k) = δ[σ+
(B) ⊗ a(k) + σ−(B) ⊗ a†(k)].
qubits A et B.
2. Ce produit tensoriel infini est construit comme limite inductive des produits finis
puis complétion.
3. On opte pour cette notation pour distinguer ces opérateurs agissant sur la chaîne
de ceux agissant sur le petit système.
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Dans la définition de Hint, on a fait apparaître l’énergie δ pour que λHint
soit homogène à une énergie quand λ n’a pas de dimension, c’est donc un
paramètre réel qui décrit l’intensité du couplage du petit système avec la
chaîne. De plus, on note pour commencer les temps d’interaction avec des
"tildes". Pour j = A,B, τ˜j est homogène à un temps et on définit :
τj :=
δτ˜j
~
= δτ˜j et τ = τA + τB
sans dimension en posant pour la constante de Planck ~ = 1.
Dans ce modèle il est important de remarquer que c’est le même élément
de la chaîne, le k-ième spin, qui interagit pendant l’intervalle de temps [(k−
1)τ˜ , (k− 1)τ˜ + τ˜A[ avec le qubit A, puis avec le qubit B pendant l’intervalle
de temps [(k − 1)τ˜ + τ˜A, kτ˜ [. C’est cela qui va permettre une modélisation
de l’interaction des deux qubits avec un bain commun.
3.1.2 Présentation des résultats de ce chapitre.
Le but de ce chapitre est d’étudier l’intrication des deux qubits pour ce
modèle d’interactions répétées.
On note U(λ, τ, β), l’opérateur d’évolution, pour la matrice densité des
deux qubits, associé à une interaction d’une durée renormalisée τ avec un
élément de la chaîne ; et U(0) est l’opérateur d’évolution libre des deux qubits
sur le temps τ .
On commence par établir en section 3.3 le théorème 3.3.1 :
Théorème 3.1.1. On suppose que la condition de résonance, ǫA = ǫB =
δ =: ǫ, est satisfaite, alors :
ρ(t) := lim
λ→0
t/λ2∈N
U(0)−tλ2 U(λ, τ, β) tλ2 (ρ(0)) = exp [tΓβ ](ρ(0))
où
Γβ(ρ) = −i[heff, ρ] +Dβ(ρ) avec
heff =
−i
2
1− e−βǫ
1 + e−βǫ
C où C = τAτB
[
σ
(A)
− ⊗ σ(B)+ − σ(A)+ ⊗ σ(B)−
]
et
Dβ(ρ) = 1
1 + e−βǫ
[
LρL† − 1
2
{L†L, ρ}+ e−βǫ
(
L†ρL− 1
2
{LL†, ρ}
)]
pour L = τAσ
(A)
− ⊗ Id+ τBId⊗ σ(B)− .
Ce théorème donne l’évolution de l’état des deux qubits (en schéma d’in-
teraction) au temps τ˜ t
λ2
, où t est un paramètre sans dimension, dans la limite
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de van Hove
{
λ→ 0
τ fixé
, qui correspond physiquement à une énergie d’inter-
action très petite devant l’énergie ǫ (des niveaux excités) de chaque qubit.
On donne un résultat analogue dans la limite de couplage singulier (théo-
rème 3.4.2 de la section 3.4) :
Théorème 3.1.2. On suppose que la condition de résonance, ǫA = ǫB =
δ =: ǫ, est satisfaite, alors on a la limite forte suivante :
ρ(t) := lim
τ→0
U( 1√
τ
, τ, β)
t
τ (ρ) = e
t
(
−i[h0+h˜eff,.]+D˜β
)
(ρ).
où h˜eff et D˜β sont obtenus à partir de heff et Dβ en remplaçant τA par
p := τA/τ et τB par 1− p := τB/τ .
Ce théorème donne l’état des deux qubits au temps t dans la limite de
couplage singulier où
{
τ → 0
λ2τ = 1
.
De façon surprenante on retrouve le même lindbladien effectif dans ces
deux limites alors que génériquement, comme il a été observé dans [5], le
régime de van Hove diffère du second par la présence de l’opération "sharp",
introduite dans le théorème de Davies. Ici, l’opération sharp ne modifie en
fait pas le lindbladien 4, comme on le verra plus loin (cf. propostion 3.3.2).
On va alors étudier ρ(t) donné par ces deux limites et surtout sa concur-
rence associée.
Tout d’abord, la proposition 3.6.1 de la section 3.6 montre que les états
stationnaires et asymptotiques des deux qubits sont dans les limites de cou-
plage faible ou singulier :
.Si β = 0 et τA = τB : une combinaison linéaire de l’état thermique et de
l’état de Bell maximalement intriqué σ := |ψ〉〈ψ| où |ψ〉 = 1√
2
[|10〉 −
|01〉] (déjà rencontré dans le premier chapitre) dépendant uniquement
du choix de l’état initial (cf. formule (3.32)).
. l’état thermique sinon.
3.1.2.1. Intrication asymptotique pour 0 ≤ β <∞.
Cela nous permet d’affirmer que pour 0 < β <∞ on aura désintrication
en temps fini 5 (cf. proposition 3.6.2 de la section 3.6).
De plus pour β = 0 et τA = τB, la présence de l’état σ maximalement
intriqué va entraîner une concurrence asymptotique non nulle en général.
4. On avait déjà observé ce phénomène dans le chapitre d’introducution.
5. C’est, comme dans le chapitre d’Introduction, la continuité des valeurs propres de
ρρ˜ qui assure la désintrication en temps fini.
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3.1.2.2. Pour β =∞.
L’état stationnaire et asymptotique étant |00〉〈00|, on sait que la concur-
rence asymptotique est nulle.
On va étudier plus finement ce cas β =∞ quand l’état initial appartient à
EX , c’est-à-dire (voir chapitre précédent) que dans la base (|11〉, |10〉, |01〉, |00〉),
on a :
ρ(0) =

a 0 0 y
0 b x 0
0 x¯ c 0
y¯ 0 0 d

avec les conditions :
. a, b, c et d sont des réels positifs de somme un.
. y est complexe tel que |y|2 ≤ ad.
. x est complexe tel que |x|2 ≤ bc.
Pour β = ∞ et τA 6= τB [resp. τA = τB], les formules analytiques pour
la matrice densité, établies en section 3.8.1 [resp. formule (3.28) de la sec-
tion 3.8.2] nous permettent d’obtenir, dans la proposition 3.8.1 [resp. pro-
position 3.8.4] de la même section, le comportement asymptotique de la
concurrence en fonction de l’état initial choisi :
Proposition 3.1.1. Pour β =∞ et pour tout état initial de EX ,
si τB > τA alors
C(ρ(t)) ∼t→∞ 4(a+ b) τAτB
τ2B − τ2A
e−τ
2
At si a+ b 6= 0
C(ρ(t)) = 0 ∀t sinon ;
si τA > τB alors
C(ρ(t)) = 2max{0, C1(t), C2(t)} avec
C1(t) =
[∣∣∣∣ 2τAτBτ4A − τ4B (τ2A − 3τ2B)a− 2τAτBτ2A − τ2B b+ x
∣∣∣∣−√a] e− τ2A+τ2B2 t
+ ot→∞(e−
τ2A+τ
2
B
2
t),
C2(t) =
[
|y| − √a+ b
[
τ6A − 5τ4Aτ2B + 3τ2Aτ4B + 9τ6B
(τ2A − τ2B)2(τ2A + τ2B)
a+
4τ2Aτ
2
B
(τ2A − τ2B)2
b
−4 τAτB
τ2A − τ2B
ℜx+ c
] 1
2
]
e−
τ2A+τ
2
B
2
t + ot→∞(e−
τ2A+τ
2
B
2
t);
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si τA = τB alors
C(ρ(t)) ∼t→∞ 2(a+ b)
(τ
2
)2
te−(
τ
2 )
2
t si a+ b 6= 0
C(ρ(t)) = 0 ∀t sinon.
On recentre ensuite l’étude du cas où β =∞ pour un choix d’état initial
parmi les états de Bell généralisé dans le but d’exhiber des comportements
singuliers pour l’évolution de l’intrication.
3.1.2.2.a. Évolution de la concurrence pour un état initial ρ(0) = |Φ〉〈Φ|
avec |Φ〉 = α|10〉+ γ|01〉. Dans ce cas on observe un phénomène spectacu-
laire de rebond de la concurrence. Précisément si τA 6= τB [resp. τA = τB], on
a la proposition 3.8.2 [resp. remarque 3.8.7] de la section 3.8.1 [resp. section
3.8.2] qui dit que :
Proposition 3.1.2. Si on choisit ρΦ = |Φ〉〈Φ| avec |Φ〉 = α|10〉+γ|01〉 pour
α 6= 0 et arg(α) = arg(γ) comme état initial,
. si τAτ ∈ {0} ∪ [
(1−γ/α)+
√
1+(γ/α)2
2 , 1] alors la concurrence ne s’annule
jamais.
. si τAτ ∈]0, 12 [∪]12 ,
(1−γ/α)+
√
1+(γ/α)2
2 [ alors la concurrence présente un
point de rebond 6 en tdés-réint =
1
τ2
1
1/2−p ln
(
1 + 1/2−pp(1−p)
γ
α
)
où p := τAτ .
. si τA = τB, on retrouve le même phénomène de rebond qui apparaît au
temps tdés-réint =
γ
α
(
2
τ
)2
.
Cette proposition sont illustrée sur les figures 3.2 et 3.3.
6. Un point de rebond de la concurrence est un point où la concurrence s’annule uni-
quement en ce point au moins sur un voisinage de ce point.
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Figure 3.2 – Concurrence des deux qubits pour β = ∞, τA = pτ , τ = 1 et
pour l’état initial |Φ〉 = 1√
2
|10〉 + 1√
2
|01〉 en fonction de t pour (1) : p = 0,
(2) : p = 0.001, (3) : p = 0.3, (4) : p = 0.5, (5) : p = 0.6, (6) : p = 1√
2
, (7) :
p = 1. Les courbes (1) et (7) sont effectivement les mêmes. La courbe (6) en
diffère très légèrement mais cela ne peut apparaître sur le graphique.
Figure 3.3 – Concurrence des deux qubits pour β = ∞, τA = τB = τ2 en
fonction de
(
τ
2
)2
t avec pour états initiaux : (1) : |Φ〉 = 1√
2
|10〉 + 1√
2
|01〉,
(2) : |Φ〉 = 1√
5
|10〉 + 2√
5
|01〉, (3) : |Φ〉 = 3√
10
|10〉 + 1√
10
|01〉, (4) : |Φ〉 =
i√
2
|10〉+ 1√
2
|01〉.
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On montre de façon perturbative, dans la même section, comment ce phé-
nomène disparaît aux petites températures pour laisser place à l’apparition
d’un palier d’intrication nulle (cf. figure 3.4 7).
Figure 3.4 – Concurrence des deux qubits pour e−βǫ = 0.001 et τA = τB = τ2
en fonction de
(
τ
2
)2
t pour les états initiaux : (1) : |Φ〉 = 1√
2
|10〉 + 1√
2
|01〉,
(2) : |Φ〉 = 1√
5
|10〉+ 2√
5
|01〉, (3) : |Φ〉 = 3√
10
|10〉+ 1√
10
|01〉.
3.1.2.2.b. Évolution de la concurrence pour un état initial pour
ρ(0) = ρΨ = |Ψ〉〈Ψ| avec |Ψ〉 = α|11〉+ γ|00〉. A contrario on n’observe
pas de phénomène de rebond de la concurrence dans ce cas, mais l’appa-
rition d’un ou deux paliers d’intrication nulle, défini comme un intervalle de
temps non réduit à un point où la concurrence est nulle, comme le montre
la figure 3.5 et la proposition 3.8.5 de la section 3.8.2 :
Proposition 3.1.3. Si β = ∞, τA = τB et si on choisit ρΨ comme état
initial, il existe deux constantes c1 ≃ 1, 093 et c2 ≃ 1, 106 telles que :
. si c1 ≤ 1|α|2 ≤ c2 alors il existe deux paliers où la concurrence s’annule.
. sinon la concurrence s’annule uniquement sur un palier.
Pour conclure l’étude du cas où la température de la chaîne est nulle (β =
∞), on propose d’exhiber un autre phénomène spectaculaire de résurgence
de l’intrication qui apparaît par exemple quand on choisit |11〉〈11| pour état
initial. On montre dans la section 3.8.1 que pour ce choix d’état initial, on
a intrication non nulle pour t assez grand si τA ∈]0, p0τ [ où p0 ≃ 0.584 est
7. Volontairement on ne représente pas sur cette figure la courbe pour |Φ〉 = i√
2
|10〉+
1√
2
|01〉 car le but est ici de montrer la disparition du point de rebond au profit d’un palier,
hors il se trouve que ce cas ne présente pas de point de rebond pour β =∞.
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Figure 3.5 – Concurrence des deux qubits, pour β = ∞ et τA = τB = τ2 ,
en fonction de
(
τ
2
)2
t avec pour état initial : (1) : |Ψ〉 = 1√
1.1
|11〉+
√
0.1
1.1 |00〉,
(2) : |Ψ〉 = 1√
5
|11〉+ 2√
5
|00〉, (3) : |Ψ〉 = i√
2
|11〉+ 1√
2
|00〉.
l’unique racine dans ]1/2, 1] du polynôme Q(X) = 4X4 − 12X3 + 12X2 −
2X − 1. Dans ce cas, comme initialement, la concurrence est nulle, il existe
nécessairement un temps minimum tintri(τA) tel que C(ρ(tintri(τA))) = 0 et
C(ρ(t)) > 0 pour t appartenant à un voisinage à droite de tintri(τA) ce que
confirme la figure 3.6. Le temps tintri(τA) est donc le premier instant où il
y a création d’intrication. En posant p := τAτ , on a simulé numériquement
la fonction tintri et on l’a représentée sur la figure 3.7. Elle suggère que tintri
a une limite finie en 0+ ce que confirme la proposition 3.8.3 de la même
section :
Proposition 3.1.4. Si β =∞ et ρ(0) = |11〉〈11|, on a
limτA→0+ tintri(τA) = t0τ
2, où t0 est l’unique zéro sur R
∗
+ de la fonction f
définie par f(t) = 4[−2e−t+3e− 12 t−1]2−[(−9t−20)e−t+24e− t2 +(t−4)]e−t,
soit numériquement t0 ≃ 2.197.
Remarque 3.1.1. La figure 3.7 semble indiquer que tintri tend vers l’infini en
p0. Malheureusement nous n’avons ni pu montrer ce résultat analytiquement,
ni numériquement car les erreurs numériques étaient trop importantes. Pour
p ≥ p0, la concurrence est, si elle est non nulle, de toute façon très petite
(C ≤ 10−20).
Remarque 3.1.2. Les phénomènes de production d’intrication présentés
dans cette section sont dûs à l’hamiltonien effectif heff. En fait tout se passe
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Figure 3.6 – Concurrence des deux qubits pour β = ∞, τA = pτ , τ = 1 et
pour l’état initial |11〉〈11| en fonction de t pour (1) : p = 0.1, (2) : p = 0.3,
(3) : p = 0.5.
Figure 3.7 – tintri en fonction de p pour τ = 1.
ici comme si les deux qubits interagissaient entre eux, ce qui, on le sait, est
souvent source d’intrication.
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3.1.2.3. Pour β = 0 et τA = τB.
Dans ce cas, en se servant des formules analytiques établies au début de
la section 3.9, on donne, dans la proposition 3.9.1, le comportement asymp-
totique de la concurrence en fonction de l’état initial choisi dans EX (cf.
figure 3.8) :
Proposition 3.1.5. Pour β = 0 et τA = τB = τ2 et pour tout état initial de
EX , on a :
Si a+ d+ 2ℜ(x) < 0 alors C(ρ(t)) ∼t→∞ − [a+ d+ 2ℜ(x)] .
Si a+ d+ 2ℜ(x) > 0 alors il existe un t0 tel que C(ρ(t)) = 0 ∀t ≥ t0.
Si a+ d+ 2ℜ(x) = 0 avec a+ d 6= 0 ou ℑ(x) 6= 0 alors
C(ρ(t)) ∼t→∞ 3
2
[
4ℑ(x)2 + (a− d)2] e−2t.
Si a+ d+ 2ℜ(x) = 0 avec a+ d = 0 et ℑ(x) = 0
alors C(ρ(t)) = 0 ∀t ≥ 0.
Figure 3.8 – Concurrence dans le cas où β = 0 et τA = τB = τ2 en fonction de(
τ
2
)2
t pour l’état initial donné par la matrice X telle que : (1) : a = d = y = 0,
b = 13 , c =
2
3 et x = −
√
2
3 , (2) b = c = x = 0 et a = d = y =
1
2 , (3) a =
1
5 ,
b = 14 , c =
3
10 , d =
1
4 , x =
−1+i
6 , y =
1
7 , (4) a = d = b = x = y = 0, b =
1
3 et
c = 13 (cette courbe est confondue avec l’axe des abscisses).
L’évolution qualitative en temps pour ce cas est donnée par le théo-
rème 3.9.1 de la même section :
84
Théorème 3.1.3. Si β = 0, τA = τB = τ2 et si ρ(0) ∈ EX , alors t 7→ C(ρ(t))
est une fonction décroissante.
3.2 Évolution exacte.
Notre but est de comprendre, pour le modèle décrit dans la section 3.1.1,
l’évolution de l’intrication entre les deux qubits. On a donc besoin de calculer
à tous temps la matrice densité réduite ρ(t) donnée par :
ρ(t) = trHc(ρtotal(t)).
où ρtotal(t) est calculée via l’évolution de Schrödinger.
L’opérateur d’évolution entre les temps (k − 1)τ˜ et (k − 1)τ˜ + τ˜A est :
Vk,τ˜A = e
−iτ˜A(H0+Hc+λHint,A(k)).
Quant à celui entre les temps (k − 1)τ˜ + τ˜A et kτ˜ , c’est :
Vk,τ˜B = e
−iτ˜B(H0+Hc+λHint,B(k)).
Ainsi entre les temps (k − 1)τ˜ et kτ˜ , l’opérateur d’évolution est :
Vk = Vk,τ˜BVk,τ˜A = e
−iτ˜ Id⊗∑j 6=k δa†(j)a(j)Uk avec
Uk = e
−iτ˜B(H0+Id⊗δa†(k)a(k)+λHint,B(k))e−iτ˜A(H0+Id⊗δa
†(k)a(k)+λHint,A(k))
On remarque que Uk ne fait intervenir que le k-ième élément de la chaîne et
qu’il commute avec e−iτ˜ Id⊗
∑
j 6=k δa
†(j)a(j). Ceci va grandement simplifier les
calculs. Ainsi pour t = kτ˜ , on a :
ρ(kτ˜)
= trHc (V(kτ˜)(ρtotal(0))) où V(kτ˜) = (Vk...V1).(V †1 ...V †k )
= trH1⊗...⊗Hk
(
e−iτ˜
∑(k−1)
j=1 (k−j)δa†(j)a(j)(Uk ⊗ ...⊗U1)e−iτ˜
∑k
j=2(j−1)δa†(j)a(j)
ρtotal(0)e
iτ˜
∑k
j=2(j−1)δa†(j)a(j)(U1† ⊗ ...⊗ Uk†)eiτ˜
∑(k−1)
j=1 (k−j)δa†(j)a(j)
)
= trH1⊗...⊗Hk
(
Uk ⊗ ...⊗U1ρtotal(0)U1† ⊗ ...⊗Uk†
)
.
La dernière égalité est dûe d’une part à la cyclicité de la trace et d’autre
part au fait que ρtotal(0) commute avec e
iτ˜
∑k
j=2(j−1)δa†(j)a(j).
On remarque que chaque élément de la chaîne a la même influence sur les
deux qubits, aussi on peut simplifier les notations en ôtant l’indice référant
à l’élément de chaîne impliqué. On note donc :
. H(0) = h0 ⊗ Id + Id ⊗ δa†a l’hamiltonien libre du petit système et
d’un élément de la chaîne,
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. Hint,A = δσ+(A) ⊗ a+ δσ−(A) ⊗ a† [resp. Hint,B] l’hamiltonien d’inter-
action du petit système avec un élément de la chaîne et
. U := e−iτ˜B(H(0)+λHint,B)e−iτ˜A(H(0)+λHint,A) l’opérateur d’évolution cor-
respondant.
Les éléments de la chaîne au delà du k-ième n’intervenant pas, la markovia-
nité du modèle et le choix de l’état thermique pour la chaîne entraînent :
ρ(kτ˜) = U(λ, τ˜ , β)k(ρ(0))
=
1
(1 + e−βδ)k
[
U00 + e−βδU01 + U10 + e−βδU11
]k
(ρ(0)) (3.1)
où les Unm sont des opérateurs sur l’ensemble des états du petit système tels
que :
Unm(ρ) = 〈n|U |m〉ρ〈m|U †|n〉 = UnmρUnm† (3.2)
Ici |0〉 et |1〉 sont respectivement l’état fondamental et excité d’un élément
de la chaîne 8. De plus ici on note Onm = 〈n|O|m〉 pour tout opérateur O
sur H0 ⊗ C2 qu’on aura réduit sur H0. À présent on se propose de faire le
calcul explicite dans différents régimes.
3.3 Etablissement du résultat fondamental dans la
limite de van Hove.
On considère ici le cas limite suivant :
. τ est fini
. λ→ 0
. On note k le nombre d’interactions, alors k = t
λ2
→∞
On commence par développer en théorie de perturbation l’opérateur U pour
τ fixé 9 :
U =
[
e−iτ˜BH(0) + λFB(τ˜B) + λ2GB(τ˜B) +O(λ3)
]
×
[
e−iτ˜AH(0) + λFA(τ˜A) + λ2GA(τ˜A) +O(λ3)
]
= e−iτ˜H(0) + λ
[
e−iτ˜BH(0)FA(τ˜A) + FB(τ˜B)e−iτ˜AH(0)
]
+ λ2
[
GB(τ˜B)e
−iτ˜AH(0) + e−iτ˜BH(0)GA(τ˜A) + FB(τ˜B)FA(τ˜A)
]
+O(λ3),
avec pour j = A,B :
Fj(τ˜j) = −ie−iτ˜jH(0)
∫ τ˜j
0
dseisH(0)Hint,je
−isH(0)
Gj(τ˜j) = −e−iτ˜jH(0)
∫ τ˜j
0
ds1
∫ s1
0
ds2e
is1H(0)Hint,je
−i(s1−s2)H(0)Hint,je−is2H(0).
8. Il ne faut pas faire la confusion avec les états des qubits.
9. On effectue le développement jusqu’à l’ordre deux en λ car les termes d’ordre un ne
vont pas contribuer comme on le verra par la suite.
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Comme H(0)nm = 〈n|H(0)|n〉 = δnmH(0)nn, on a :
Unm = δnme
−iτ˜H(0)mm + λ
[
e−iτ˜BH(0)nnFA(τ˜A)nm + FB(τ˜B)nme
−iτ˜AH(0)mm
]
+ λ2
[
GB(τ˜B)nme
−iτ˜AH(0)mm + e−iτ˜BH(0)nnGA(τ˜A)nm + (FB(τ˜B)FA(τ˜A))nm
]
+O(λ3).
Ainsi :
U00 = e
−iτ˜h0 + λ
[
e−iτ˜Bh0FA(τ˜A)00 + FB(τ˜B)00e
−iτ˜Ah0
]
+ λ2
[
GB(τ˜B)00e
−iτ˜Ah0 + e−iτ˜Bh0GA(τ˜A)00 + (FB(τ˜B)FA(τ˜A))00
]
+O(λ3),
U01 = λ
[
e−iτ˜Bh0FA(τ˜A)01 + FB(τ˜B)01e
−iτ˜A(h0+δ)
]
+O(λ2),
U10 = λ
[
e−iτ˜B(h0+δ)FA(τ˜A)10 + FB(τ˜B)10e
−iτ˜Ah0
]
+O(λ2),
U11 = e
−iτ˜(h0+δ) + λ
[
e−iτ˜B(h0+δ)FA(τ˜A)11 + FB(τ˜B)11e
−iτ˜A(h0+δ)
]
+ λ2
[
GB(τ˜B)11e
−iτ˜A(h0+δ) + e−iτ˜B(h0+δ)GA(τ˜A)11 + (FB(τ˜B)FA(τ˜A))11
]
+O(λ3). (3.3)
On a pour j = A,B :
Fj(τ˜j)nn = 0 (3.4)
à cause de la linéarité du hamiltonien d’interaction en a et a†, puis
Fj(τ˜j)01 = [Fj(−τ˜j)10]† = −ie−iτ˜jh0
∫ τ˜j
0
dseish0δσ
(j)
+ e
−is(h0+δ)
= −ie−iτ˜jh0
∫ τ˜j
0
dseis(ǫj−δ)δσ(j)+
=
{
−iτ˜je−iτ˜jh0δσ(j)+ si ǫj = δ
1−eiτ˜j(ǫj−δ)
ǫj−δ e
−iτ˜jh0δσ(j)+ si ǫj 6= δ
Fj(τ˜j)10 = [Fj(−τ˜j)01]† =
{
−iτ˜je−iτ˜j(h0+δ)δσ(j)− si ǫj = δ
1−eiτ˜j(δ−ǫj)
δ−ǫj e
−iτ˜j(h0+δ)δσ(j)− si ǫj 6= δ
(3.5)
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en utilisant les relations de commutation [h0, σ
(j)
± ] = ±ǫjσ(j)± et le fait que
eish0σ
(j)
± e−ish0 = e±isǫjσ
(j)
± . Enfin, on a :
[FB(τ˜B)FA(τ˜A)]00 = FB(τ˜B)01FA(τ˜A)10
[FB(τ˜B)FA(τ˜A)]01 = 0
[FB(τ˜B)FA(τ˜A)]10 = 0
[FB(τ˜B)FA(τ˜A)]11 = FB(τ˜B)10FA(τ˜A)01.
De même on obtient :
Gj(τ˜j)00 = Gj(−τ˜j)†00 = −e−iτ˜jh0
∫ τ˜j
0
ds1
∫ s1
0
ds2e
i(s1−s2)(ǫj−δ)δ2σ(j)+ σ
(j)
−
=
−
τ˜2j
2 e
−iτ˜jh0σ(j)+ σ
(j)
− si ǫj = δ
−1
i(ǫj−δ)
[
ei(ǫj−δ)τ˜j−1
i(ǫj−δ) − τ˜j
]
e−iτ˜jh0σ(j)+ σ
(j)
− si ǫj 6= δ
Gj(τ˜j)01 = 0
Gj(τ˜j)10 = 0
Gj(τ˜j)11 = Gj(−τ˜j)†11
=
−
τ˜2j
2 e
−iτ˜j(h0+δ)δ2σ(j)− σ
(j)
+ si ǫj = δ
−1
i(δ−ǫj)
[
ei(δ−ǫj)τ˜j−1
i(δ−ǫj) − τ˜j
]
e−iτ˜j(h0+δ)δ2σ(j)− σ
(j)
+ si ǫj 6= δ.
(3.6)
Ainsi en notant U(0) := e−iτ˜h0 · eiτ˜h0 , on a d’après (3.2), (3.3), (3.4), (3.5)
et (3.6) :
Unm = δnmU(0) + λ2U (2)nm +O(λ3), avec
U (2)00 = e−iτ˜h0 ·
(
eiτ˜Ah0GB(−τ˜B)00 +GA(−τ˜A)00eiτ˜Bh0
+ FA(−τ˜A)01FB(−τ˜B)10
)
+
(
GB(τ˜B)00e
−iτ˜Ah0 + e−iτ˜Bh0GA(τ˜A)00
+ FB(τ˜B)01FA(τ˜A)10
)
· eiτ˜h0
U (2)01 =
(
e−iτ˜Bh0FA(τ˜A)01 + FB(τ˜B)01e−iτ˜A(h0+δ)
)
× ·
(
FA(−τ˜A)10eiτ˜Bh0 + eiτ˜A(h0+δ)FB(−τ˜B)10
)
U (2)10 =
(
e−iτ˜B(h0+δ)FA(τ˜A)10 + FB(τ˜B)10e−iτ˜Ah0
)
× ·
(
FA(−τ˜A)01eiτ˜B(h0+δ) + eiτ˜Ah0FB(−τ˜B)01
)
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U (2)11 = e−iτ˜(h0+δ) ·
(
eiτ˜A(h0+δ)GB(−τ˜B)11 +GA(−τ˜A)11eiτ˜B(h0+δ)
+ FA(−τ˜A)10FB(−τ˜B)01
)
+
(
GB(τ˜B)11e
−iτ˜A(h0+δ) + e−iτ˜B(h0+δ)GA(τ˜A)11
+ FB(τ˜B)10FA(τ˜A)01
)
· eiτ˜(h0+δ) (3.7)
En intégrant ces décompositions perturbatives dans l’équation (3.1), on
obtient :
U(λ, τ, β)k =
[
U(0) + λ2Tβ +O(λ3)
]k
(3.8)
avec Tβ = 1
1 + e−βδ
(
U (2)00 + U (2)10 + e−βδ
(
U (2)01 + U (2)11
))
.
On voit dans l’équation précédente (3.8) qu’il faut que le nombre d’inter-
actions k croissent en 1/λ2 pour espérer avoir une limite finie quand λ→ 0.
Ce choix, que nous adoptons ici, correspond à la classique limite de van Hove.
On pose donc comme indiqué plus haut k = t
λ2
. Le paramètre t sera fixé
quand on prendra la limite λ→ 0. La limite de van Hove est une limite aux
temps longs. Mais ce paramètre t va nous permettre d’avoir une liberté sup-
plémentaire sur l’échelle des temps considérés. Il nous permettra de visualiser
l’évolution de la matrice densité aux temps longs.
De plus on remarque, toujours dans le but d’avoir une limite finie dans
(3.8), qu’il faut passer en schéma d’interaction, c’est-à-dire intégrer l’évo-
lution libre donnée par U(0) tλ2 . On souhaite donc montrer que l’opérateur
U(0)−tλ2
[
U(0) + λ2Tβ + O(λ3)
] t
λ2 admet une limite finie quand λ→ 0. Pour
cela il suffit d’appliquer la proposition 3.1 de l’article [5] d’Attal et Joye :
Proposition 3.3.1. Soient V (x), x ∈ [0, x0) et R des opérateurs bornés sur
un espace de Banach B tels que V (x) = V (0) + xR + O(x3/2), et où V (0)
est une isométrie dont la décomposition spectrale est V (0) =
∑r
j=0 e
−iEjPj
avec r < ∞. On pose h = ∑rj=0EjPj donc V (0) = e−ih. Soit t0 ≥ 0 on a
uniformément en t pour t ∈ [0, t0] si x→ 0 avec t/x ∈ N :
V (0)−
t
xV (x)
t
x = ete
ihR♯ +O(x1/2)
avec K♯ =
∑r
j=0 PjKPj = limT→∞
1
T
∫ T
0 e
ishKe−ishds pour tout K ∈ L(B).
✷ On reproduit, dans l’annexe F, la preuve d’Attal et Joye de cette pro-
position [5].✷
Appliquée à notre cas la proposition 3.3.1 donne en remplaçant h par
U(0), x par λ2 et V (x) par U(λ, β) :
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Théorème 3.3.1. Soient {µ} l’ensemble des valeurs propres de U(0) et Pµ
les projecteurs orthogonaux correspondants. Alors
lim
λ→0
t/λ2∈N
U(0)−tλ2 U(λ, τ, β) tλ2 (ρ(0)) = exp [tΓ♯β ](ρ(0))
avec Γβ = U(0)−1Tβ et Γ♯β =
∑
{µ}
PµΓβPµ.
Explicitons les opérateurs intervenant dans ce théorème. On commence
par décrire U(0). Pour ce faire on considère la base (|11〉, |10〉, |01〉, |00〉)
des qubits A et B. Sur V ect({|ij〉〈kl|}i,j,k,l=0,1), U(0) est une isométrie. Ses
valeurs propres et ses vecteurs propres sont respectivement si ǫA 6= ǫB :
e−iτ(ǫA+ǫB) et |11〉〈00|
e−iτǫA et |11〉〈01|, |10〉〈00|
e−iτǫB et |11〉〈10|, |01〉〈00|
e−iτ(ǫA−ǫB) et |10〉〈01|
1 et |11〉〈11|, |10〉〈10|, |01〉〈01|, |00〉〈00|
eiτ(ǫA−ǫB) et |01〉〈10|
eiτǫA et |01〉〈11|, |00〉〈10|
eiτǫB et |10〉〈11|, |00〉〈01|
eiτ(ǫA+ǫB) et |00〉〈11|
et si ǫA = ǫB = ǫ c’est-à-dire, si les deux qubits ont même énergie :
e−2iτǫ et |11〉〈00|
e−iτǫ et |11〉〈10|, |11〉〈01|, |10〉〈00|, |01〉〈00|
1 et |11〉〈11|, |10〉〈10|, |10〉〈01|, |01〉〈10|, |01〉〈01|, |00〉〈00|
eiτǫ et |10〉〈11|, |01〉〈11|, |00〉〈10|, |00〉〈01|
e2iτǫ et |00〉〈11|. (3.9)
Hypothèse 3.3.1. Dès lors nous allons considérer ce second cas où ǫA =
ǫB = ǫ. En effet en pratique les expériences d’intrication sont souvent réali-
sées avec des qubits identiques. De plus nous allons également supposer que
les éléments de la chaîne ont mêmes énergies que les qubits A et B : ǫ = δ.
On traite donc le cas où les qubits sont en résonance avec les éléments de
la chaîne. Ce qui, on le rappelle, est le cas dans la plupart des expériences
d’optique quantique notamment les anciennes (avant 2004) expériences de
l’équipe de Serge Haroche 10 ([21, 85, 50, 48]).
10. Dans les expériences actuelles, ils étudient justement le cas hors résonance.
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Sous cette hypothèse, en remplaçant les équations (3.5) et (3.6) dans (3.7)
et en utilisant le fait que h0 commute avec σ
(j)
± σ
(j)
∓ et que eiτh0σ
(j)
± e−iτh0 =
e±iτǫσ(j)± , on obtient les expressions suivantes pour les opérateurs intervenant
dans Γβ du théorème 3.3.1 :
U(0)−1U (2)10 (ρ) = [τAσ(A)− + τBσ(B)− ]ρ[τAσ(A)+ + τBσ(B)+ ]
U(0)−1U (2)01 (ρ) = [τAσ(A)+ + τBσ(B)+ ]ρ[τAσ(A)− + τBσ(B)− ]
U(0)−1U (2)00 (ρ) = −[
τ2A
2
σ
(A)
+ σ
(A)
− +
τ2B
2
σ
(B)
+ σ
(B)
− + τAτBσ
(A)
− σ
(B)
+ ]ρ+ h.c.
U(0)−1U (2)11 (ρ) = −[
τ2A
2
σ
(A)
− σ
(A)
+ +
τ2B
2
σ
(B)
− σ
(B)
+ + τAτBσ
(A)
+ σ
(B)
− ]ρ+ h.c.
où h.c. désigne l’hermitique conjugué. En sommant ces quatre relations on
obtient :
Γβ(ρ) = −i[heff, ρ] +Dβ(ρ) avec
heff =
−i
2
1− e−βǫ
1 + e−βǫ
C où C = τAτB
[
σ
(A)
− ⊗ σ(B)+ − σ(A)+ ⊗ σ(B)−
]
et
Dβ(ρ) = 1
1 + e−βǫ
[
LρL† − 1
2
{L†L, ρ}+ e−βǫ
(
L†ρL− 1
2
{LL†, ρ}
)]
pour L = τAσ
(A)
− ⊗ Id+ τBId⊗ σ(B)− ,
ce qui conclut la preuve du théorème fondamental 3.1.1 exposé dans l’intro-
duction.
On remarque alors facilement avec ces formules que l’opération "sharp"
n’est ici qu’un artefact :
Proposition 3.3.2. On a Γ♯β = Γβ
✷ Pour prouver cette proposition, il suffit d’utiliser l’autre expression de
l’opération "sharp" déjà introduite pour le théorème de Davies [24]. Pour
cela on note L0 = −i[h0, ·] le lindbladien de l’évolution libre, alors :
Γ♯β(ρ) = lims→0
1
2s
∫ s
−s
dvevL0
(
Γβ(e
−vL0(ρ))
)
.
Un calcul direct montre que Γβ commute avec L0 ce qui conclut la preuve.✷
Il faut noter ici que la véracité de cette proposition tient au choix parti-
culier du hamiltonien d’interaction 11.
On obtient donc ici une équation de Lindblad, comme toujours dans la
limite de van Hove [24], de lindbladien Γβ = −i[heff, ·]+Dβ . On s’attendait à
11. En particulier si on avait des termes du type σj−a ou σ
j
+a
†, la proposition 3.3.2 serait
fausse.
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trouver la partie dissipative Dβ car il modélise un système de deux qubits en
interaction résonnante de type Jaynes–Cummings avec un bain commun. En
particulier on retrouve à température nulle le lindbladien choisi au premier
chapitre. Mais ce modèle original d’interactions répétées, et c’est la toute
la force de cette théorie, produit également un hamiltonien effectif dont il
n’était pas immédiat, a priori, de donner l’expression. La forme de heff montre
qu’il produit une interaction effective entre les deux qubits. Aussi on peut
penser qu’il va avoir tendance à créer de l’intrication 12. On va donc dans la
suite de ce chapitre étudier l’intrication des deux qubits et on verra en par-
ticulier que, contre-intuitivement, le phénomène le plus marquant du point
de vue l’intrication n’apparaît qu’à température de la chaîne infinie, c’est-à-
dire lorsque heff est nul. On verra cependant que heff peut aussi produire de
l’intrication.
3.4 Que se passe-t-il dans la limite λ2τ = 1 et τ → 0 ?
On s’intéresse à cette limite essentiellement pour deux raisons.
D’une part, c’est en quelque sorte une limite opposée à celle de van Hove
où la constante de couplage tendait vers 0. Ici au contraire la constante de
couplage tend vers l’infini comme :
λ =
1√
τ
−→
τ→0
∞.
D’autre part c’est la limite originelle dans laquelle les premiers résul-
tats de la théorie des interactions répétées ont été obtenus. En effet Attal
et Pautrat ont montré dans [7] qu’à chaque modèle d’interactions répétées,
considéré dans la présente limite, on peut faire correspondre des bruits quan-
tiques et un opérateur de Lindblad. Ce point est fondamental car comme on
l’a vu précédemment c’est une des raisons majeures du succès des interac-
tions répétées. On répète qu’il existe de nombreuses situations physiques où
il n’est pas évident a priori de choisir un lindbladien décrivant le problème,
alors les interactions répétées peuvent nous être d’un grand secours.
Pour commencer on propose d’établir un résultat analogue au théo-
rème 3.3.1 en suivant la méthode d’Attal et Joye dans [5]. On reprend les
mêmes notations que dans l’Introduction et dans la partie consacrée à la li-
mite de van Hove. On suppose de plus immédiatement que ǫA = ǫB = ǫ = δ
(Hypothèse 3.3.1).
Le nombre d’interactions ici est k := t˜τ −→τ→0 ∞ où t˜ ∈ R+ est un para-
mètre sans dimension. Ainsi le temps t au bout de k interactions est donné
12. On rappelle que le meilleur moyen pour créer un système intriqué est de faire inter-
agir ses deux parties.
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par t = kτ˜ = t˜τ
τ
δ =
t˜
δ . Comme ce temps est fini, on va pouvoir directement
donner la limite τ → 0 dans l’équation (3.1) 13 :
ρ(t) = ρ(kτ˜) = U(λ, τ, β)k(ρ(0)) = U( 1√
τ
, τ, β)
t˜
τ
(ρ(0)). (3.10)
De même que pour la limite de van Hove, on obtient perturbativement 14
U( 1√
τ
, τ, β) = U(0) + τ Γ˜β +O(τ2) (3.11)
où
Γ˜β = −i[h˜eff, ·] + D˜β
où en posant τA = pτ et donc τB = (1− p)τ pour p ∈ [0, 1] et :
L˜ =pσ
(A)
− ⊗ Id+ (1− p)Id⊗ σ(B)−
C˜ =p(1− p)
[
σ
(A)
− ⊗ σ(B)+ − σ(A)+ ⊗ σ(B)−
]
.
on a :
h˜eff = − i
2
1− e−βǫ
1 + e−βǫ
C˜
D˜β(ρ) = 1
1 + e−βǫ
[
L˜ρL˜† − 1
2
{L˜†L˜, ρ}+ e−βǫ(L˜†ρL˜− 1
2
{L˜L˜†, ρ})]
Ainsi U( 1√
τ
, τ, β)− Id = O(τ) et le théorème de Chernoff suivant est tout à
fait adapté pour calculer la limite, quand τ → 0, de l’équation (3.10) :
Théorème 3.4.1. Soit {S(τ)}τ≥0} une famille d’opérateurs sur un espace
de Banach B telle que S(0) = Id et ||S(τ)|| ≤ 1 ∀τ ≥ 0.
Si limτ→0
S(τ)−Id
τ = Γ existe au sens fort dans L(B) et génère un semigroupe
de contractions, alors on a la limite au sens fort suivante :
lim
τ→0
S(τ)
t
τ = etΓ.
On ne donnera pas ici la preuve de ce théorème. On renvoit par exemple
au livre de Bratelli et Robinson [10]. On va par contre vérifier les hypothèses
du théorème pour S(τ) = U( 1√
τ
, τ, β).
La forme (3.11) montre que limτ→0 U( 1√τ , τ, β) = Id.
Ensuite on a d’après (3.1) :
||U( 1√
τ
, τ, β)(ρ)|| ≤ ||ρ|| i.e. ||U( 1√
τ
, τ, β)|| ≤ 1.
13. On n’a pas besoin de soustraire comme pour le théorème 3.3.1 l’évolution libre.
14. On utilise les formules (3.7) en remplaçant λ2 par 1
τ
car λ2τ = 1 ici.
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Enfin :
U( 1√
τ
, τ, β)(ρ) = e−iτh0/ǫρeiτh0/ǫ + τ Γ˜β(ρ) +O(τ3/2)
= ρ+ τ
{
−i[h0/ǫ, ρ] + Γ˜β(ρ)
}
+O(τ3/2).
Ce qui prouve que la limite suivante existe au sens fort :
lim
τ→0
U( 1√
τ
, τ, β)− Id
τ
= −i[h0
ǫ
, ·] + Γ˜β . (3.12)
Enfin on reconnaît dans D˜β la partie dissipative d’un lindbladien. Alors le
théorème de Lindblad nous assure que −i[h0ǫ + h˜eff, ·] + D˜β génère un se-
migroupe de contractions. Les hypothèses du théorème de Chernoff sont
satisfaites par la famille {U( 1√
τ
, τ, β)}τ≥0 et il vient :
Théorème 3.4.2. Dans le contexte présent on a la limite forte suivante :
ρ(t) = lim
τ→0
U( 1√
τ
, τ, β)
t
τ (ρ)
= e
t
(
−i[h0
ǫ
,·]+Γ˜β
)
(ρ) = e
t
(
−i[h0
ǫ
+h˜eff,·]+D˜β
)
(ρ).
Remarque 3.4.1. Le théorème 21 de l’article [7] d’Attal et Pautrat fournit
une preuve plus directe de ce résultat mais uniquement dans le cas où la
chaîne est dans un état pur. Ce qui signifie, ici, qu’on traite le cas de la
température nulle. Nous tenons ici à remercier Stéphane Attal qui nous a
expliqué ce calcul lors d’une rencontre à Lyon. En ayant recours à la repré-
sentation GNS (cf. [46],[94]) déjà mentionnée dans le chapitre d’Introduction,
Attal et Joye parviennent dans [4] à adapter la méthode de l’article [7] au
cas où la chaîne se trouve dans l’état thermique. On propose dans l’annexe G
une preuve du théorème 3.4.2 en utilisant les théorèmes généraux exposés
dans [4].
Faisons le lien avec le théorème 3.3.1 de la limite de van Hove. On peut
réécrire le résultat avec les notations présentées ici sous la forme :
lim
λ→0
t/λ2∈N
U(0)−tλ2 U(λ, τ, β) tλ2 (ρ) = exp [tΓ♯β ](ρ)
avec Γβ =
(
τ2Γ˜β
)
.
Trois différences apparaisent :
. Le facteur τ2 disparaît dans la limite τ → 0 avec λ2τ = 1. Ce qui est
évident !
. Dans le cas de la limite de couplage faible, λ → 0, l’évolution libre
a été soustraite donc elle n’apparaît pas dans le résultat final du
théorème3.3.1. Ce qui est aussi évident !
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. Enfin la différence majeure entre les deux résultats pourrait être la
présence de l’opération "sharp" dans la limite de couplage faible et
son absence dans l’autre. Ce fait générique propre aux deux limites
choisies avait été remarqué dans [5]. Cependant comme on l’a vu pour
ce modèle on a exceptionnellement Γ♯β = Γβ .
Fondamentalement, les limites de van Hove et de couplage singulier four-
nissent donc le même lindbladien Γβ . Il faut cependant garder en tête que
dans le cas de la limite de van Hove, ρ(t) est une approximation à grand
temps de la matrice densité du petit système, tandis que dans la limite de
couplage singulier c’est une approximation à tous temps car dans ce cas t
représente le temps d’évolution. Dans la suite de ce chapitre on va étudier
ρ(t) donnée par ces deux limites et surtout sa concurrence associée.
Pour cela on choisit d’effectuer les calculs en partant du théorème 3.3.1,
c’est-à-dire dans la limite de van Hove, avec le formalisme sharp (♯) car il
permet de se restreindre à des espaces plus petits. De plus, dans cette limite,
l’évolution libre étant soustraite, les formules sont allégées. Pour passer des
résultats que nous allons donner à ceux correspondant dans la limite de
couplage singulier, il suffit de remplacer τA par p, τB par 1− p et d’ajouter
les phases dues à l’évolution libre. En fait l’essentiel de ce qui va suivre
concerne la concurrence des états X décrits au chapitre précédent. Dans
ce cas l’évolution libre n’affecte que l’élément de matrice y en lui ajoutant
une phase de e−2iǫ. Or c’est le module de y qui intervient dans le calcul de
la concurrence. Ainsi nos résultats sont directement applicables aux deux
modèles.
3.5 Formulation matricielle du lindbladien Γ♯β.
On propose ici de donner une formulation matricielle de l’opérateur Γ♯β
intervenant dans le théorème 3.3.1 car cela va être bien commode pour ef-
fectuer le calcul de ρ(t). On note donc (ρij)1≤i,j≤4 la matrice de ρ dans la
base {|11〉, |10〉, |01〉, |00〉} et on a d’après la formule (3.9) :
Pe−2iτǫΓβPe−2iτǫ(ρ) = ρ14Γβ(|11〉〈00|)
Or U(0)−1U (2)10 (|11〉〈00|) et U(0)−1U (2)01 (|11〉〈00|) sont nuls ; puis |11〉〈00| est
vecteur propre de U(0)−1U (2)00 (|11〉〈00|) et U(0)−1U (2)11 (|11〉〈00|) pour la valeur
propre
−(τ2A+τ2B)
2 . Il vient donc :
Pe−2iτǫΓβPe−2iτǫ(ρ) =
1
1 + e−βǫ
(−(τ2A + τ2B)
2
+
−(τ2A + τ2B)
2
e−βǫ
)
ρ14|11〉〈00|
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Soit
Pe−2iτǫΓβPe−2iτǫ(ρ) =
−(τ2A + τ2B)
2
ρ14|11〉〈00| et de même on obtient
Pe2iτǫΓβPe2iτǫ(ρ) =
−(τ2A + τ2B)
2
ρ41|00〉〈11|.
Puis en effectuant le même genre de calculs on a :
Pe−iτǫΓβPe−iτǫ(ρ) =

0 ρ′12 ρ′13 0
0 0 0 ρ′24
0 0 0 ρ′34
0 0 0 0
 avec

ρ′12
ρ′13
ρ′24
ρ′34
 = 11 + e−βǫMe−iτǫ

ρ12
ρ13
ρ24
ρ34
 , où (3.13)
Me−iτǫ =

−
[
τ2A +
1+e−βǫ
2 τ
2
B
]
−e−βǫτAτB
−τAτB −
[
1+e−βǫ
2 τ
2
A + τ
2
B
]
τAτB τ
2
B
τ2A τAτB
e−βǫτAτB e−βǫτ2A
e−βǫτ2B e
−βǫτAτB
−
[
1+e−βǫ
2 τ
2
A + e
−βǫτ2B
]
−e−βǫτAτB
−τAτB −
[
e−βǫτ2A +
1+e−βǫ
2 τ
2
B
]
 .
De même on a :
PeiτǫΓβPeiτǫ(ρ) =

0 0 0 0
ρ′21 0 0 0
ρ′31 0 0 0
0 ρ′42 ρ′43 0
 avec

ρ′21
ρ′31
ρ′42
ρ′43
 = 11 + e−βǫMeiτǫ

ρ21
ρ31
ρ42
ρ43
 , où Meiτǫ = Meiτǫ ,
ce qui est simplement dû au fait que ρ(t) est une matrice densité donc
ρ21(t) = ρ12(t) et cetera. Enfin on a :
P1ΓβP1(ρ) =

ρ′11 0 0 0
0 ρ′22 ρ′23 0
0 ρ′32 ρ′33 0
0 0 0 ρ′44
 où
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
ρ′11
ρ′22
ρ′23
ρ′32
ρ′33
ρ′44
 =
1
1 + e−βǫ
M1

ρ11
ρ22
ρ23
ρ32
ρ33
ρ44
 , avec
M1 =

−(τ2A + τ2B) e−βǫτ2B e−βǫτAτB
τ2B −(τ2A + e−βǫτ2B) −e−βǫτAτB
τAτB −τAτB −(1+e
−βǫ)
2 (τ
2
A + τ
2
B)
τAτB −τAτB 0
τ2A 0 −τAτB
0 τ2A τAτB
−(τ2A + τ2B) e−βǫτ2B e−βǫτAτB
τ2B −(τ2A + e−βǫτ2B) −e−βǫτAτB
τAτB −τAτB −(1+e
−βǫ)
2 (τ
2
A + τ
2
B)
τAτB −τAτB 0
τ2A 0 −τAτB
0 τ2A τAτB

.
Remarque 3.5.1. Si ǫA 6= ǫB, on aurait des espaces plus petits à considérer.
En particulier M1 deviendrait une matrice 4× 4. Ce qui rendrait son expo-
nentiation plus facile. Cependant les expressions seraient plus complexes car
la condition de résonance δ = ǫj ne pourrait être satisfaite.
À présent, tirons profit de nos calculs :
3.6 Etats stationnaires et asymptotiques du mo-
dèle.
De ρ(t) = exp[Γβt]ρ(0), on tire :
dρ(t)
dt
= Γβρ(t).
Ainsi un état stationnaire du modèle est un état appartenant au noyau de
Γβ . On cherche donc ker(Γβ). Or on a :
ker(Γβ) =
⋂
µ
ker(PµΓβPµ).
Il suffit donc de calculer les ker(PµΓβPµ). On commence facilement :
ker(Pe−2iτǫΓβPe−2iτǫ) = {ρ ∈ E tel que ρ14 = 0}
ker(Pe2iτǫΓβPe2iτǫ) = {ρ ∈ E tel que ρ41 = 0}.
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Ensuite on va montrer que :
ker(Pe−iτǫΓβPe−iτǫ) = {ρ ∈ E tel que ρ12 = ρ13 = ρ24 = ρ34 = 0}
ker(PeiτǫΓβPeiτǫ) = {ρ ∈ E tel que ρ21 = ρ31 = ρ42 = ρ43 = 0}.
Pour ce faire il suffit de voir que :
Lemme 3.6.1. Si τA, τB 6= 0 alors ker(Me−iτǫ) = {0} c’est-à-dire que
0 /∈ Sp(Me−iτǫ).
✷ On a :
Sp(Me−iτǫ) =
{−τ2A
2
(1 + e−βǫ),
−τ2B
2
(1 + e−βǫ),
−b−√b2 − 4c
2
,
−b+√b2 − 4c
2
}
avec :
b =
3
2
(τ2A + τ
2
B)(1 + e
−βǫ) (3.14)
4c =
[
2(τ2A + τ
2
B)
2 + τ2Aτ
2
B
]
(1 + e−βǫ)2 − 16τ2Aτ2Be−βǫ
=
[
5τ2Aτ
2
B + 2(τ
4
A + τ
4
B)
]
(1 + e−2βǫ) + 2
[
2(τ2A − τ2B)2 + τ2Aτ2B
]
(1 + e−βǫ).
(3.15)
Les deux premières valeurs propres sont clairement strictement négatives car
on élimine les cas dégénérés où τA = 0 ou τB = 0 qui correspondraient à un
couplage d’un seul des deux qubits avec la chaîne. Quant aux deux dernières,
elles sont réelles car :
b2 − 4c = 1
4
(τ2A − τ2B)2(1 + e−βǫ)2 + 16τ2Aτ2Be−βǫ ≥ 0.
La plus grande des deux valeurs propres, −b+
√
b2−4c
2 , est strictement négative
car b > 0 et 4c > 0 d’après les formules (3.14) et (3.15). On vient de montrer
que toutes les valeurs propres de Me−iτǫ sont strictement négatives. Ce qui
prouve le lemme.✷
Il reste à étudier le noyau de M1 :
Lemme 3.6.2. Supposons que τA, τB 6= 0, alors
ker(M1) = Vect ((1, 1, 0, 0, 1, 1), (0, 1,−1,−1, 1, 0)) si β = 0 et τA = τB.
ker(M1) = Vect
(
(e−2βǫ, e−βǫ, 0, 0, e−βǫ, 1)
)
sinon.
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✷ En effet dans le premier cas M1 est la matrice hermitienne :
M1 = (
τ
2
)2

−2 1 1 1 1 0
1 −2 −1 −1 0 1
1 −1 −2 0 −1 1
1 −1 0 −2 −1 1
1 0 −1 −1 −2 1
0 1 1 1 1 −2
 .
Il est facile de voir que 0 est valeur propre double et que l’espace propre
correspondant est Vect ((1, 1, 0, 0, 1, 1), (0, 1,−1,−1, 1, 0)).
Dans le second cas, on remarque simplement que (e−2βǫ, e−βǫ, 0, 0, e−βǫ, 1)
appartient à ker(M1). Puis on va montrer que 0 est valeur propre simple de
M1 ce qui conclura la preuve.
Pour ce faire on calcule le spectre de M1 :
Sp(M1) = {0,−τ2A(1 + e−βǫ),−τ2B(1 + e−βǫ),
−(τ2A + τ2B)
2
(1 + e−βǫ), λ−, λ+}
avec :
λ+
−
=
−3
4
(τ2A + τ
2
B)(1 + e
−βǫ)+−
1
4
√
(τ2A + τ
2
B)
2(1 + e−βǫ)2 + 128(τAτB)2e−βǫ.
(3.16)
On a clairement λ− < 0, mais qu’en est-il de λ+ ?
λ+ < 0
⇔ 1
4
√
(τ2A + τ
2
B)
2(1 + e−βǫ)2 + 128(τAτB)2e−βǫ <
3
4
(τ2A + τ
2
B)(1 + e
−βǫ)
⇔ 16(τAτB)2e−βǫ < (τ2A + τ2B)2(1 + e−βǫ)2.
Or on a :
4e−βǫ ≤ (1 + e−βǫ)2 avec égalité ssi β = 0
4(τAτB)
2 ≤ (τ2A + τ2B)2 avec égalité ssi τA = τB.
Ainsi dans notre cas (β 6= 0 ou τA 6= τB), λ+ < 0 et donc 0 est valeur propre
simple (les cas dégénérés où τA = 0 ou τB = 0 sont toujours exclus).✷
Retraduisons cette partie d’algèbre linéaire en termes plus physiques. On
vient de montrer que les états stationnaires du modèle sont :
ρthβ :=
1
(1 + e−βǫ)2

e−2βǫ 0 0 0
0 e−βǫ 0 0
0 0 e−βǫ 0
0 0 0 1
 si β 6= 0 ou τA 6= τB
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et des combinaisons linéaires acceptables des états :
ρth0 :=

1
4 0 0 0
0 14 0 0
0 0 14 0
0 0 0 14
 et σ :=

0 0 0 0
0 12
−1
2 0
0 −12
1
2 0
0 0 0 0
 si β = 0 et τA = τB.
Une combinaison linéaire λρth0 + µσ est acceptable si λρ
th
0 + µσ est un état.
La condition de trace unité force µ = 1−λ. Puis la positivé exige λ ∈ [0, 43].
Remarque 3.6.1. On s’attendait à trouver l’état thermique comme état sta-
tionnaire. Ce qui est plus surprenant c’est l’apparition d’une infinité d’états
stationnaires à température infinie si τA = τB.
Dans ce qui précède on a fait plus que déterminer les états stationnaires
du modèle. On a calculé le spectre de Γβ . Il est constitué de la valeur propre
0 et de valeurs propres strictement négatives. On définit un état asympto-
tique comme un état obtenu à partir de la formule etΓβ (ρ) en faisant tendre
t vers l’infini. Ici les états asymptotiques du modèle sont donc les états sta-
tionnaires. On résume tout ceci dans :
Proposition 3.6.1. Les états stationnaires et asymptotiques du modèle sont :
. la famille d’états
{
λρth0 + (1− λ)σ, λ ∈
[
0, 43
]}
si
{
β = 0
τA = τB =
τ
2
. l’état de Gibbs, ρthβ sinon.
Remarque 3.6.2. Le taux de convergence à l’équilibre est donné par l’in-
verse de la valeur absolue de la plus grande valeur propre de l’opérateur
Γβ
1+e−βǫ . En particulier pour βǫ ≪ 1 et |τA − τB| ≪ τ , ce taux est très lent
donné par (τ/2)
2
3 (s
2 + (βǫ)
2
2 ) + o(s
2, (βǫ)2) où on a posé s := |τA−τB |τ .
15
Cette proposition nous permet d’obtenir un premier résultat concernant
l’intrication dans ce modèle.
Proposition 3.6.2. Si 0 < β < ∞, on a toujours désintrication en temps
fini.
✷ On rappelle que la concurrence de Wootters est donnée par la formule
suivante dans [111] :
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4}
où λ1 ≤ λ2 ≤ λ3 ≤ λ4 sont les valeurs propres de
√√
ρρ˜
√
ρ
avec ρ˜ = (σy⊗σy)ρ(σy⊗σy). Or par ce qui précède on a limt→∞ ρ(t) = ρthβ et
pour ρ = ρthβ , on a λ1−λ2−λ3−λ4 = −2e
−βǫ
(1+e−βǫ)2 < 0. Ainsi par continuité de la
fonction t 7→ λ1(t)− λ2(t)− λ3(t)− λ4(t) il existe une valeur tdésintrication <
∞ tel que pour tout t ≥ tdésintrication, on a C(ρ(t)) = 0 ✷
15. On obtient cette formule en développant λ+ dans la formule (3.16).
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Remarque 3.6.3. Dans le cas où β = ∞, ρ(∞) = |00〉〈00| est l’état du
vide et λ1(∞)− λ2(∞)− λ3(∞)− λ4(∞) = 0. La démonstration précédente
ne s’applique plus. On peut seulement affirmer que C(ρ(∞)) = 0. Mais il
restera à voir de quelle manière la concurrence tend vers 0.
Dans le cas où β = 0, il peut y avoir intrication asymptotique non nulle
en fonction du choix de l’état initial. On renvoie à la proposition 3.9.1, à la
figure 3.17 de la section 3.9 et à la discussion qui suit. Ce fait remarquable, dû
à la présence de l’état noir σ, avait déjà été observé dans le premier chapitre.
3.7 Motivations pour l’étude du cas où ρ(0) ∈ EX :
Tous les éléments du théorème 3.3.1 ont été calculés. Il ne reste plus
qu’à l’appliquer. Cependant au vu des longues expressions constatées, on va
restreindre notre étude au cas des états initiaux de forme X étudiés dans le
chapitre précédent. On renvoie à ce même chapitre qui présente et motive
physiquement l’étude de ces états. Ici, comme on va le voir par la suite, on
a une motivation supplémentaire pour les choisir comme états initiaux.
On suppose donc qu’initialement l’état des deux qubits peut être repré-
senté dans la base (|11〉, |10〉, |01〉, |00〉) par la matrice :
ρ(0) =

a 0 0 y
0 b x 0
0 x¯ c 0
y¯ 0 0 d
 avec

a, b, c, d ≥ 0
|x| ≤ √bc
|y| ≤ √ad
. (3.17)
La forme X va perdurer au cours du temps, car d’après la formule (3.13) si
ρ12(0), ρ13(0), ρ24(0), ρ34(0) sont nuls alors il en est de même pour ρ12(t),
ρ13(t), ρ24(t), ρ34(t) pour tout t ≥ 0. C’est cela qui nous a poussé, avec
la formule explicite de la concurrence, à choisir ces états initiaux. On note
donc :
ρ(t) = exp [tΓβ ](ρ(0))
=

a(t) 0 0 y(t)
0 b(t) x(t) 0
0 ¯x(t) c(t) 0
¯y(t) 0 0 d(t)
 .
Par ce qui précède on a simplement :
y(t) = e−
τ2A+τ
2
B
2
ty et

a(t)
b(t)
x(t)
x¯(t)
c(t)
d(t)
 = e
M1
1+e−βǫ t

a
b
x
x¯
c
d
 . (3.18)
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Par contre pour trouver a(t), b(t), c(t), d(t) et x(t) cela demande un peu
plus de travail. Il s’agit de calculer exp
(
tM1
1+e−βǫ
)
. L’écriture suivante,
M1 =

−(τ2A + τ2B) 0 0 0 0 0
τ2B −τ2A 0 0 0 0
τAτB −τAτB − τ
2
A+τ
2
B
2 0 0 0
τAτB −τAτB 0 − τ
2
A+τ
2
B
2 0 0
τ2A 0 −τAτB −τAτB −τ2B 0
0 τ2A τAτB τAτB τ
2
B 0

(3.19)
+ e−βǫ

0 τ2B τAτB τAτB τ
2
A 0
0 −τ2B −τAτB −τAτB 0 τ2A
0 0 − τ2A+τ2B2 0 −τAτB τAτB
0 0 0 − τ2A+τ2B2 −τAτB τAτB
0 0 0 0 −τ2A τ2B
0 0 0 0 0 −(τ2A + τ2B)

,
montre que M1 est la somme de deux matrices triangulaires supérieures et
inférieures. Malheureusement ces deux matrices ne commutent pas ! Nous ne
sommes pas parvenus à effectuer ce calcul dans le cas général même en nous
aidant de logiciels de calcul formel comme xcas ou maple. Aussi nous allons
restreindre notre étude à certains cas particuliers intéréssants :
3.8 Expressions analytiques pour la matrice densité
et évolutions de l’intrication si β =∞ et ρ(0) ∈
EX.
3.8.1 Cas β =∞ et τA 6= τB.
3.8.1.a. Formules générales.
Ici M1 se réduit à la première matrice de l’expression (3.19) qui est tri-
angulaire inférieure. Après exponentiation on obtient :
a(t) = e−(τA
2+τB
2)ta (3.20)
b(t) =
(
−e−(τA2+τB2)t + e−τA2t
)
a+ e−τA
2tb (3.21)
x(t) =
−2τAτB
τ4A − τ4B
[
2(τ2A − τ2B)e−(τ
2
A+τ
2
B)t + (3τ2B − τ2A)e
−1
2
(τ2A+τ
2
B)t
− (τ2A + τ2B)e−τ
2
At
]
a− 2τAτB
τ2A − τ2B
[
e
−1
2
(τ2A+τ
2
B)t − e−τ2At
]
b+ e
−1
2
(τ2A+τ
2
B)tx
(3.22)
c(t) =
1
(τ2A − τ2B)2(τ2A + τ2B)
[
(−τ6A − 7τ4Aτ2B + 17τ2Aτ4B − 9τ6B)e−(τ
2
A+τ
2
B)t
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+ (8τ4Aτ
2
B − 24τ2Aτ4B)e
−1
2
(τ2A+τ
2
B)t + (4τ4Aτ
2
B + 4τ
2
Aτ
4
B)e
−τ2At
+ (τ6A − 5τ4Aτ2B + 3τ2Aτ4B + 9τ6B)e−τ
2
Bt
]
a
− 4τ
2
Aτ
2
B
(τ2A − τ2B)2
[
2e
−1
2
(τ2A+τ
2
B)t − e−τ2At − e−τ2Bt
]
b
+
2τAτB
τ2A − τ2B
[−1
2
(τ2A+τ
2
B)t − e−τ2Bt
]
(x+ x¯) + e−τB
2tc (3.23)
d(t) =
−1
(τ2A − τ2B)2(τ2A + τ2B)
[
(−τ6A − 7τ4Aτ2B + 17τ2Aτ4B − 9τ6B)e−(τ
2
A+τ
2
B)t
+ (8τ4Aτ
2
B − 24τ2Aτ4B)e
−1
2
(τ2A+τ
2
B)t
+ (τ6A + 3τ
4
Aτ
2
B + 3τ
2
Aτ
4
B + τ
6
B)e
−τ2At + (τ6A − 5τ4Aτ2B + 3τ2Aτ4B + 9τ6B)e−τ
2
Bt
+ (−τ6A + τ4Aτ2B + τ2Aτ4B − τ6B)
]
a
+
1
(τ2A − τ2B)2
[
8τ2Aτ
2
Be
−1
2
(τ2A+τ
2
B)t − (τ2A + τ2B)2e−τ
2
At
− 4τ2Aτ2Be−τ
2
Bt + (τ2A − τ2B)2
]
b
− 2τAτB
τ2A − τ2B
[−1
2
(τ2A+τ
2
B)t − e−τ2Bt
]
(x+ x¯) + (1− e−τ2Bt)c+ d. (3.24)
Remarque 3.8.1. On note que ces formules sont en accord avec la propo-
sition 3.6.1 car (a(t), b(t), x(t), x(t), c(t), d(t))→t→∞(0, 0, 0, 0, 0, 1).
Qu’en déduit-on en ce qui concerne l’évolution de la concurrence ?
Tout d’abord comme on l’avait noté dans la remarque 3.6.3, asymptotique-
ment la concurrence est nulle. Mais il reste à savoir de quelle façon elle tend
vers 0. Pour ce faire on commence par rappeller que, pour un état ρ ∈ EX
comme ci-dessus, la concurrence est donnée par la formule (cf. chapitre pré-
cédent) :
C(ρ) = 2max{0, C1(ρ), C2(ρ)} avec (3.25)
C1(ρ) := |x| −
√
ad et C2(ρ) := |y| −
√
bc}. (3.26)
Remarque 3.8.2. C’est cette formule simple qui motive notre choix d’état
initial.
On notera parfois abusivement C(t) [resp. Ci(t)] au lieu de C(ρ(t)) [resp.
Ci(ρ(t))] pour t ≥ 0.
3.8.1.b. Concurrence asymptotique.
Proposition 3.8.1. Pour β =∞ et pour tout état initial de EX ,
si τB > τA alors
C(ρ(t)) ∼t→∞ 4(a+ b) τAτB
τ2B − τ2A
e−τ
2
At si a+ b 6= 0
C(ρ(t)) = 0 ∀t sinon ;
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si τA > τB alors
C(ρ(t)) = 2max{0, C1(t), C2(t)} avec
C1(t) =
[∣∣∣∣ 2τAτBτ4A − τ4B (τ2A − 3τ2B)a− 2τAτBτ2A − τ2B b+ x
∣∣∣∣−√a] e− τ2A+τ2B2 t
+ ot→∞(e−
τ2A+τ
2
B
2
t),
C2(t) =
[
|y| − √a+ b
[
τ6A − 5τ4Aτ2B + 3τ2Aτ4B + 9τ6B
(τ2A − τ2B)2(τ2A + τ2B)
a+
4τ2Aτ
2
B
(τ2A − τ2B)2
b
−4 τAτB
τ2A − τ2B
ℜx+ c
] 1
2
]
e−
τ2A+τ
2
B
2
t + ot→∞(e−
τ2A+τ
2
B
2
t).
✷ Si a + b = 0 alors a = b = x = y = 0 à cause de la positivité de ρ.
Mais alors d’après (3.18) et (3.22) :
x(t) = y(t) = 0 donc C(t) = 0 ∀t.
On suppose donc que a+b 6= 0 et on fait un développement asymptotique,
(t→∞), des formules (3.20), (3.21), (3.22), (3.23) et (3.24) pour τB > τA
et on obtient :
|y(t)| = e−
τ2A+τ
2
B
2
t|y| = o(e−τ2At),
|x(t)| = 2(a+ b) τAτB
τ2B − τ2A
e−τ
2
At + o(e−τ
2
At),√
a(t)d(t) =
√
e−(τA2+τB2)ta(1 + o(1)) = o(e−τ
2
At).
Ainsi C2(t) ≤ |y(t)| = o(C1(t)) ne va pas contribuer asymptotiquement à la
concurrence et il reste :
C(t) = 2C1(t) ∼ 4(a+ b) τAτB
τ2B − τ2A
e−τ
2
At.
Traitons à présent le cas où τA > τB. On obtient dans ce régime :
|y(t)| = e−
τ2A+τ
2
B
2
t|y|,
|x(t)| =
∣∣∣∣ 2τAτBτ4A − τ4B (τ2A − 3τ2B)a− 2τAτBτ2A − τ2B b+ x
∣∣∣∣ e− τ2A+τ2B2 t + o(e− τ2A+τ2B2 t),√
ad(t) =
√
ae−
τA
2+τB
2
2
t + o(e−
τA
2+τB
2
2
t),√
bc(t) =
√
a+ b
[
τ6A − 5τ4Aτ2B + 3τ2Aτ4B + 9τ6B
(τ2A − τ2B)2(τ2A + τ2B)
a+
4τ2Aτ
2
B
(τ2A − τ2B)2
b
− 4τAτB
τ2A − τ2B
ℜx+ c
] 1
2
e−
τA
2+τB
2
2
t + o(e−
τA
2+τB
2
2
t).
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Ce qui conclut la preuve de la proposition.✷
Dans les deux sous-sections suivantes, on souhaite exhiber des phéno-
mènes surprenants de la concurrence quand β =∞.
3.8.1.c. Si l’état initial est ρΦ = |Φ〉〈Φ| avec |Φ〉 = α|10〉+ γ|01〉.
On va à présent recentrer encore l’étude sur une sous-classe d’états ini-
tiaux de EX . En effet on propose de s’intéresser à l’évolution de la concurrence
pour les choix d’états purs initiaux ρΦ = |Φ〉〈Φ| avec |Φ〉 = α|10〉 + γ|01〉
avec |α|2+ |β|2 = 1 qui sont des états X (ce sont des états de Bell généralisés
cf. chapitre précédent). Alors a(t) et y(t) sont nuls par (3.20) et (3.18). Ainsi
la concurrence vaut en utilisant (3.22) :
C(ρΦ(t)) = 2|x(t)|
= 2|α|
∣∣∣∣γe− τ2A+τ2B2 t − α 2τAτBτ2A − τ2B (e−
τ2A+τ
2
B
2
t − e−τ2At)
∣∣∣∣ (3.27)
Remarque 3.8.3. Si α = 0, alors la concurrence est identiquement nulle.
Si α 6= 0 et arg(α) 6= arg(γ), alors la concurrence ne s’annule jamais. On
l’illustre sur la figure 3.9.
Le cas le plus intéréssant est α 6= 0 et arg(α) = arg(γ) car la concurrence
peut présenter un point de rebond, c’est-à-dire la concurrence s’annule en
un point. Précisément on a :
Proposition 3.8.2. Sous les hypothèses de cette section, en choisissant ρΦ =
|Φ〉〈Φ| avec |Φ〉 = α|10〉+ γ|01〉 pour α 6= 0 et arg(α) = arg(γ) comme état
initial, on a
. si τAτ ∈ {0} ∪ [
(1−γ/α)+
√
1+(γ/α)2
2 , 1] alors la concurrence ne s’annule
jamais.
. si τAτ ∈]0, 12 [∪]12 ,
(1−γ/α)+
√
1+(γ/α)2
2 [ alors la concurrence présente un
point de rebond en tdés-réint =
1
τ2
1
1/2−p ln
(
1 + 1/2−pp(1−p)
γ
α
)
où p := τAτ .
Cette proposition est illustrée sur la figure 3.10.
Remarque 3.8.4. Le cas où τA = τB sera étudié dans la section suivante.
✷ Le second cas est immédiat en appliquant la formule (3.27).
Ensuite il est facile de voir que si τA = 0 ou τA = τ alors la formule
(3.27) devient simplement C(ρΦ(t)) = 2|α γ|e− τ
2
2
t.
Il reste à voir ce qui se passe pour τAτ ∈ [
(1−γ/α)+
√
1+(γ/α)2
2 , 1[. On a
annulation de la concurrence ssi d’après (3.27) :
e−
τ2A−τ
2
B
2
t = 1− τ
2
A − τ2B
2τAτB
γ
α
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Figure 3.9 – Concurrence des deux qubits pour β = ∞, τA = pτ , τ = 1 et
pour l’état initial |Φ〉 = i√
3
|10〉+ −1+i√
3
|01〉 en fonction de t pour (1) : p = 0,
(2) : p = 0.1, (3) : p = 0.3, (4) : p = 0.5, (5) : p = 0.7, (6) : p = 0.8, (7) :
p = 1.
Ainsi une condition nécessaire pour avoir annulation de la concurrence est
1 − τ2A−τ2B2τAτB
γ
α > 0. En posant p =
τA
τ , cette condition se réécrit Q(p) < 0 où
Q(X) = X2+( γα−1)X− γ2α . Les racines de Q étant p± =
(1−γ/α)±
√
1+(γ/α)2
2 ,
cela conclut le lemme. ✷
3.8.1.d. Si l’état initial est ρ(0) = |11〉〈11|.
Notons que ρ(0) est une matrice de la forme (3.17) dans la base
(|11〉, |10〉, |01〉, |00〉) avec a = 1 et b = c = d = x = y = 0. Sa concurrence
est évidemment nulle initialement car c’est un état produit.
Or ici d’après la proposition 3.8.1 on a :
. si 0 < τA < τB, C(ρ(t)) ∼t→+∞ 4τAτBτ2B−τ2A e
−τ2At
. si τA > τB > 0, on a :
C(ρ(t)) = 2max
{
0,
(∣∣∣ 2τAτBτ4A−τ4B (τ2A − 3τ2B)∣∣∣− 1) e− τ2A+τ2B2 t+o(e− τ2A+τ2B2 t)}.
Ainsi par continuité de la concurrence, on sait déjà que pour 0 < τA ≤ τ2 ,
il existe nécessairement tintri(τA) tel que C(ρ(tintri(τA))) = 0 et C(ρ(t)) > 0
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Figure 3.10 – Concurrence des deux qubits pour β =∞, τA = pτ , τ = 1 et
pour l’état initial |Φ〉 = 1√
2
|10〉 + 1√
2
|01〉 en fonction de t pour (1) : p = 0,
(2) : p = 0.001, (3) : p = 0.3, (4) : p = 0.5, (5) : p = 0.6, (6) : p = 1√
2
, (7) :
p = 1. Les courbes (1) et (7) sont effectivement les mêmes, mais la courbe
(6) en diffère très légèrement mais cela ne peut apparaître sur le graphique.
pour t appartenant à un voisinage à droite de tintri(τA).
En étudiant la fonction τA 7→
∣∣∣ 2τAτBτ4A−τ4B (τ2A − 3τ2B)∣∣∣ − 1, on montre que
celle-ci est strictement positive sur ] τ2 , p0τ [ et négative sur [p0τ, τ ] où p0 est
l’unique racine dans ]12 , 1] du polynôme Q(X) = 4X
4 − 12X3 + 12X2 −
2X−1. Numériquement on a p0 ≃ 0.584. Ainsi on va observer le phénomène
de création d’intrication décrit ci-dessus au moins pour τA ∈]0, p0τ [ ce que
confirme la figure 3.11. tintri(τA) est donc le premier instant où il y a création
d’intrication.
En posant p := τAτ , on a simulé numériquement la fonction tintri et on l’a
représentée sur la figure 3.12. On remarque que tintri devient très grand au
voisinage de p0τ . Cependant on ne peut avoir de résulats numériques trop
proches de ce point car les erreurs numériques sont trop importantes (de
toute façon même si il y a création d’intrication, celle-ci est très faible car on
observe numériquement une concurrence inférieure à 10−20 pour τA ≥ p0τ).
Nous n’avons pas non plus réussi à montrer analytiquement que tintri tend
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Figure 3.11 – Concurrence des deux qubits pour β =∞, τA = pτ , τ = 1 et
pour l’état initial |11〉〈11| en fonction de t pour (1) : p = 0.1, (2) : p = 0.3,
(3) : p = 0.5.
vers l’infini quand p tend vers p0 par valeurs inférieures. On résume cela
dans :
Remarque 3.8.5. Pour τA ∈ [p0τ, τ ], les erreurs numériques sont trop im-
portantes pour conclure sur l’existence d’un temps d’intrication au moins
numériquement.
Enfin les cas τA = τ et τA = 0 sont triviaux, car alors seulement un des
qubits interagit avec la chaîne et donc il ne peut y avoir création d’intrication.
Par contre au voisinage de zéro les choses diffèrent, la figure 3.12 suggère
que tintri converge vers une valeur proche de 2.2 en 0 et en effet on a :
Proposition 3.8.3. On a limτA→0+ tintri(τA) =
t0
τ2
, où t0 est l’unique zéro
sur R∗+ de la fonction f définie par
f(t) = 4[−2e−t + 3e− 12 t − 1]2 − [(−9t− 20)e−t + 24e− t2 + (t− 4)]e−t,
soit t0 ≃ 2.197.
108
Figure 3.12 – tintri en fonction de p pour τ = 1.
✷ Ici y(t) = 0, donc la concurrence est donnée par C(t) = 2max{0, |x(t)|−√
a(t)d(t)}. En posant τ = 1, on obtient à partir de (3.20), (3.22) et (3.24),
les formules perturbatives suivantes pour tout t ≤ t0 où t0 > 0 est fixé :
x(t) = 2[−2e−t + 3e− 12 t − 1]p+ op→0(p)
a(t) = e−t + op→0(1)
d(t) = [(−9t− 20)e−t + 24e− t2 + (t− 4)]p2 + op→0(p2)
Notre problème revient donc à étudier la fonction f sur R+ définie dans la
proposition car on a C(t) > 0 ssi f(t) > 0 .On remarque que f est stricte-
ment positive uniquement sur ]t0,+∞[ où t0 est l’unique zéro sur R∗+ de f . ✷.
Ce phénomène de production d’intrication est dû à l’hamiltonien effectif
heff. En fait tout se passe ici comme si les deux qubits interagissaient entre
eux, ce qui, on le sait, est souvent source d’intrication. Notons cependant que
l’intrication créée à l’instant tintri disparaît asymptotiquement quand t→∞.
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3.8.2 Cas β =∞ et τA = τB = τ2 .
3.8.2.a. Concurrence asymptotique.
Dans ce cas on obtient soit à partir du cas précédent en passant à la
limite τA, τB → τ2 , soit plus simplement en effectuant le calcul directement :
a(t) = e−2(
τ
2 )
2
ta
b(t) =
[− e−2( τ2 )2t + e−( τ2 )2t]a+ e−( τ2 )2tb
x(t) =
[− 2e−2( τ2 )2t + (2− (τ
2
)2
t)e−(
τ
2 )
2
t
]
a−
(τ
2
)2
te−(
τ
2 )
2
tb+ e−(
τ
2 )
2
tx
c(t) =
[− 5e−2( τ2 )2t + (5− 4(τ
2
)2
t+
(τ
2
)4
t2)e−(
τ
2 )
2
t
]
a+
(τ
2
)4
t2e−(
τ
2 )
2
tb
−
(τ
2
)2
te−(
τ
2 )
2
t(x+ x¯) + e−(
τ
2 )
2
tc
d(t) =
[
5e−2(
τ
2 )
2
t + (−6 + 4
(τ
2
)2
t−
(τ
2
)4
t2)e−(
τ
2 )
2
t + 1
]
a
+
[
(−1−
(τ
2
)4
t2)e−(
τ
2 )
2
t + 1
]
b+
(τ
2
)2
te−(
τ
2 )
2
t(x+ x¯)
+ (1− e−( τ2 )
2
t)c+ d. (3.28)
On donne ici une proposition analogue à la proposition 3.8.1 :
Proposition 3.8.4. Pour β = ∞ et τA = τB = τ2 et pour tout état initial
de EX , on a :
C(ρ(t)) ∼t→∞ 2(a+ b)
(τ
2
)2
te−(
τ
2 )
2
t si a+ b 6= 0
C(ρ(t)) = 0 ∀t sinon.
Remarque 3.8.6. Dans le cas non trivial où a+ b 6= 0, la proposition nous
dit qu’au moins au delà d’un certain temps les deux qubits sont intriqués.
En comparant cette proposition à la proposition 3.8.1, on remarque qu’ici
la décroissance exponentielle de la concurrence est modulée par un facteur t.
✷ Dans le premier cas où a+ b 6= 0, il suffit de remarquer que :
|x(t)| ∼t→∞ (a+ b)
(τ
2
)2
te−(
τ
2 )
2
t
√
ad(t)
{
∼ √ae−( τ2 )
2
t si a 6= 0
= 0 sinon
= o(|x(t)|).
Ainsi C1(ρ(t)) ∼ (a+ b)
(
τ
2
)2
te−(
τ
2 )
2
t et C2 ne vas pas contribuer car :
C2(ρ(t)) ≤ |y(t)| = |y|e−(
τ
2 )
2
t = o(|x(t)|).
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Dans le second cas où a+ b = 0, on conclut comme dans la preuve de la
proposition 3.8.1. ✷
Comme dans le cas τA 6= τB, on va à présent recentrer l’étude à une
sous-classe d’états de EX . En effet on propose de s’intéresser à l’évolution de
la concurrence pour les choix d’états purs initiaux suivants 16 :
. ρΨ = |Ψ〉〈Ψ| avec |Ψ〉 = α|11〉+ β|00〉.
. ρΦ = |Φ〉〈Φ| avec |Φ〉 = α|10〉+ β|01〉
3.8.2.b. Si l’état initial est ρΨ = |Ψ〉〈Ψ| avec |Ψ〉 = α|11〉+ γ|00〉.
Alors on a :
y(t) = e−(
τ
2 )
2
tαγ¯
x(t) =
[− 2e−2( τ2 )2t + (2− (τ
2
)2
t)e−(
τ
2 )
2
t
]|α|2
a(t) = e−2(
τ
2 )
2
t|α|2
b(t) =
[− e−2( τ2 )2t + e−( τ2 )2t]|α|2
c(t) =
[− 5e−2( τ2 )2t + (5− 4(τ
2
)2
t+
(τ
2
)4
t2)e−(
τ
2 )
2
t
]|α|2
d(t) =
[
5e−2(
τ
2 )
2
t + (−6 + 4
(τ
2
)2
t−
(τ
2
)4
t2)e−(
τ
2 )
2
t + 1
]|α|2 + |γ|2.
Ce cas est plus difficile à traiter. Néanmoins on arrive à obtenir :
Proposition 3.8.5. Si β = ∞, τA = τB et si on choisit ρΨ comme état
initial, il existe deux constantes c1 ≃ 1, 093 et c2 ≃ 1, 106 telles que :
. si c1 ≤ 1|α|2 ≤ c2 alors il existe deux paliers où la concurrence s’annule.
. sinon la concurrence s’annule uniquement sur un palier.
Ceci est illustré sur la figure 3.13.
✷ Pour alléger les calculs, on pose τ2 = 1. On a en utilisant |γ|2 = 1− |α|2 :
C(t) = 0⇔
{
C1(t) ≤ 0
C2(t) ≤ 0
⇔
{
|x(t)|2 −√ad(t) ≤ 0
|y(t)|2 −√bc(t) ≤ 0
⇔
{
g(t) ≤ 1|α|2 avec g(t) := −e−2t + (t2 − 2)e−t + (t− 2)2
f(t) ≥ 1|α|2 avec f(t) := 1 + (1− e−t)
(−5e−t + 5− 4t+ t2)
en excluant le cas trivial où |α| = 0. Ainsi C(t) = 0 ssi g(t) ≤ 1|α|2 ≤ f(t).
Il s’agit donc d’étudier les fonctions f et g représentées sur la figure 3.14.
On commence par remarquer que f(t) ≥ g(t) ∀t ∈ R+. Puis l’étude de la
fonction f montre qu’elle est strictement croissante sur [0, t1] et sur [t2,+∞[
16. Ce sont les états de Bell généralisés dont on a parlé dans le second chapitre.
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Figure 3.13 – Concurrence des deux qubits pour β = ∞ et τA = τB en
fonction de
(
τ
2
)2
t avec pour état initial :
(1) : |Ψ〉 = 1√
1.1
|11〉+
√
0.1
1.1 |00〉
(2) : |Ψ〉 = 1√
5
|11〉+ 2√
5
|00〉
(3) : |Ψ〉 = i√
2
|11〉+ 1√
2
|00〉
et strictement décroissante sur ]t1, t2[ où t1 < t2 sont les deux solutions
strictement positives de l’équation −10e−2t + (t2 − 6t+ 14)e−t + 2t− 4 = 0.
On a numériquement :
t1 ≃ 0, 807 et f(t1) ≃ 1, 106
t2 ≃ 1, 281 et f(t2) ≃ 1, 093.
Quant à g, elle est strictement décroissante sur [0, t3] et strictement croissante
sur ]t3,+∞[ où t3 est l’unique solution de l’équation 2e−2t+(−t2+2t+2)e−t+
2(t− 2) = 0 et on a :
t3 ≃ 1, 763 et g(t3) ≃ 0, 217.
On a donc trois régimes :
. si 1 ≤ 1|α|2 ≤ f(t2) alors C s’annule uniquement sur [t−, t+] où t− [resp.
t+] est l’unique solution de l’équation f(t) = 1|α|2 [resp. g(t) =
1
|α|2 ].
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Figure 3.14 – Représentation des fonctions f et g.
. si f(t2) ≤ 1|α|2 ≤ f(t1) alors C s’annule uniquement sur [t1−, t1+]∪[t2−, t2+]
où les ti± vérifient f(t1−) = f(t1+) = f(t2−) = g(t2+) =
1
|α|2 .
. si f(t1) < 1|α|2 alors C s’annule uniquement sur [t−, t+] où t− [resp. t+]
est l’unique solution de l’équation f(t) = 1|α|2 [resp. g(t) =
1
|α|2 ].
Ce qui conclut la preuve de la proposition.✷
3.8.2.c. Si l’état initial est ρΦ = |Φ〉〈Φ| avec |Φ〉 = α|10〉+ γ|01〉.
Ici pour t ≥ 0, on a a(t) et y(t) nuls par (3.18) et (3.28), donc la concur-
rence est simplement donnée, en réutilisant (3.28) et (3.25), par :
C(ρΦ(t)) = 2|x(t)|
= 2
∣∣∣∣−(τ2)2 te−( τ2 )2t|α|2 + e−( τ2 )2tαγ¯
∣∣∣∣
= 2|α|
∣∣∣∣γ − α(τ2)2 t
∣∣∣∣ e−( τ2 )2t. (3.29)
Remarque 3.8.7. Si α = 0, alors C(t) = 0 ∀ t. Si α 6= 0 et argα 6= arg γ
alors C(t) 6= 0 ∀ t.
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Enfin si α 6= 0 et si argα = arg γ, alors on retrouve le phénomène de
désintrication-réintrication ou rebond qui apparaît au temps tdés-réint =
γ
α
(
2
τ
)2
.
On illustre cette formule (3.29) sur la figure 3.15.
Figure 3.15 – Concurrence des deux qubits pour β = ∞, τA = τB = τ2 en
fonction de
(
τ
2
)2
t avec pour états initiaux :
(1) : |Φ〉 = 1√
2
|10〉+ 1√
2
|01〉
(2) : |Φ〉 = 1√
5
|10〉+ 2√
5
|01〉
(3) : |Φ〉 = 3√
10
|10〉+ 1√
10
|01〉
(4) : |Φ〉 = i√
2
|10〉+ 1√
2
|01〉
Pour voir comment ce phénomène de rebond de la concurrence évolue à
petite température, on propose dans la section suivante de faire une théorie
de perturbation :
3.8.3 Développement perturbatif autour de la température
nulle.
On rappelle qu’on suppose τA = τB, alors on sait déjà que y(t) = e
−( τ2 )
2
t.
Ici le paramètre q := e−βǫ est petit. On va donc faire un développement
perturbatif en q de la formule (3.18). On réécrit donc la matrice à exponentier
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sous la forme :
t
1 + e−βǫ
M1 =
(τ
2
)2
t
A(q)
1 + q
,
avec A(q) := A0 + qA1 où :
A0 =

−2 0 0 0 0 0
1 −1 0 0 0 0
1 −1 −1 0 0 0
1 −1 0 −1 0 0
1 0 −1 −1 −1 0
0 1 1 1 1 0
 et A1 =

0 1 1 1 1 0
0 −1 −1 −1 0 1
0 0 −1 0 −1 1
0 0 0 −1 −1 1
0 0 0 0 −1 1
0 0 0 0 0 −2

Le spectre de A0 se lit directement sur sa diagonale car A0 est triangu-
laire. On voit qu’on a deux valeurs propres simples 0 et -2. Par contre la
valeur propre -1 est de multiplicité 4. En jordanisant A0, on fait apparaître
deux blocs de Jordan pour cette valeur propre. Un de taille 1 et un autre de
taille 3.
On peut également trouver une matrice de Jordan 17 pour A(q)1+q :
A(q)
1 + q
∼

µ−(q)
µ+(q)
−1
−1 1
−1
0
 , avec
µ−(q) =
−3
2
− 1
2
√
1 + 34q + q2
1 + q
= −2− 8q +O(q2)
µ+(q) =
−3
2
+
1
2
√
1 + 34q + q2
1 + q
= −1 + 8q +O(q2).
On voit bien ici comment changent les valeurs propres sous l’effet de la
perturbation :
. −2→ µ−(q)
. 0→ 0
. −1→ −1 et µ+(q)
Le bloc de Jordan relatif à la valeur propre −1 va faire apparaître des singu-
larités pour les vecteurs propres perturbés correspondants comme prédit par
la théorie de Kato. Mais on laisse ces calculs pour l’annexe H et on donne
ici seulement le résulat qui nous intéresse :
17. On choisit de représentater les matrices creuses par des blancs à la place des zéros.
De plus on utilise la notation classique M ∼ N pour signifier que M est semblable à N .
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Proposition 3.8.6. Si τA = τB en posant q := e−βǫ et τ2 = 1, et en choi-
sissant t0 ∈ R+, alors a uniformément en t pour t ∈ [0, t0] :
x(t) =
{
(2− t)e−t − 2e−2t + q [(−4t2 + 27t− 44)e−t + (16t+ 44)e−2t]} a
+
{−te−t + q [(−4t2 + 11t− 10)e−t + 10e−2t]} b
+ e−tx+ q
[
(−4t− 4)e−t + 4e−2t] (x+ x¯)
+ q
[
(t− 2)e−t + 2e−2t] c+ qte−td+O(q2)
a(t) =
{
e−2t + q
[
(t2 − 8t+ 18)e−t − (8t+ 18)e−2t]} a
+ q
{
(t2 − 4t+ 5)e−t − 5e−2t} b
+ q
{
(−t+ 2)e−t − 2e−2t} (x+ x¯)
+ q(e−t − e−2t)c+O(q2)
b(t) =
{
(e−t − e−2t) + q [1 + (−t2 + 8t− 19)e−t + (8t+ 18)e−2t]} a
+
{
e−t + q
[
1 + (−t2 + 4t− 6)e−t + 5e−2t]} b
+ q
{
(t− 2)e−t + 2e−2t} (x+ x¯)
+ q(1− 2e−t + e−2t)c+ q(1− e−t)d+O(q2)
c(t) =
{
(t2 − 4t+ 5)e−t − 5e−2t
+ q
[
1 + (
8
3
t3 − 30t2 + 104t− 147)e−t + (40t+ 146)e−2t
]}
a
+
{
t2e−t + q
[
1 + (
8
3
t3 − 14t2 + 24t− 26)e−t + 25e−2t
]}
b
+
{−te−t + q [(−4t2 + 11t− 10)e−t + 10e−2t]} (x+ x¯)
+
{
e−t + q
[
1 + (−t2 + 4t− 6)e−t + 5e−2t]} c
+ q
{
1− (t2 + 1)e−t} d+O(q2)
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d(t) =
{
1 + (−t2 + 4t− 6)e−t + 5e−2t
+ q
[
−2 + (−8
3
t3 + 30t2 − 104t+ 148)e−t − (40t+ 146)e−2t
]}
a
+
{
1− (t2 + 1)e−t
+ q
[
−2 + (−8
3
t3 + 14t2 − 24t+ 27)e−t − 25e−2t
]}
b
+
{
te−t + q
[
(4t2 − 11t+ 10)e−t − 10e−2t]} (x+ x¯)
+
{
1− e−t + q [−2 + (t2 − 4t+ 7)e−t − 5e−2t]} c
+
{
1 + q[−2 + (t2 + 2)e−t]} d+O(q2).
Dans la suite on posera comme dans la proposition précédente τ/2 = 1
dans le but de simplifier les formules. Quelles informations peut-on tirer de
ces formules au sujet de la concurrence ?
Asymptotiquement on sait déjà qu’il y a désintrication en temps fini par
la proposition 3.6.2. Par contre la théorie de perturbation présentée ici va
nous permettre de voir comment la température modifie le phénomène de
désintrication-réintrication observé à température nulle pour les états ini-
tiaux |Φ〉 = α|10〉 + γ|01〉 avec arg(α) = arg(γ) (cf. Remarque 3.8.7). On
rappelle que ce phénomène apparaît au temps tdés-réint =
γ
α (pour α, γ 6= 0)
car la concurrence prend la forme C(ρΦ(t)) = 2|α||γ − αt|e−t.
On rappelle qu’ici τA = τB et on suppose que ρ(0) = |Φ〉〈Φ|. On a
toujours y(t) = 0 donc C2 ne va pas contribuer à la concurrence. Il suffit
d’étudier C1. Pour cela on note, grâce à la proposition 3.8.6, pour tout t ≤ t0 :
x(t) = x0(t) + qx1(t) +O(q
2)
a(t) = a0(t) + qa1(t) +O(q
2) = qa1(t) +O(q
2)
d(t) = d0(t) + qd1(t) +O(q
2)
car a0(t) = 0. Ce qui donne :
C1(t, q) = |x(t)| −
√
ad(t) = |x0(t)| − √q
√
a1(t)d0(t) +O(q)
= C1(t, 0) + ∆C1(t)
√
q +O(q).
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On a donc une première correction de l’ordre de
√
q. On explicite ce terme 18 :
∆C1(t)
=−
√
a1(t)d0(t)
=−
[ {
(t2 − 4t+ 5)e−t − 5e−2t} |α|2 + {(−t+ 2)e−t − 2e−2t} 2|αγ|
+ (e−t − e−2t)|γ|2
] 1
2
[ {
1− (t2 + 1)e−t} |α|2 + te−t|αγ|+ {1− e−t} |γ|2] 12 .
Pour voir ce que devient le phénomène de désintrication-réintrication, il faut
étudier cette fonction ∆C1 au temps tdés-réint =
|γ|
|α| :
∆C1
( |γ|
|α|
)
= −
√
5|α|2e−
|γ|
|α| − [1 + 4|α|(|α|+ |γ|)] e−2
|γ|
|α|
√
1− e−
|γ|
|α| .
On voit que ∆C1
( |γ|
|α|
)
≤ 0, mais a-t-on ∆C1
( |γ|
|α|
)
< 0 ? L’annulation ne
peut pas venir du second terme car γ 6= 0. On va réécrire le membre sous la
racine du premier terme, soit a1
( |γ|
|α|
)
, en remplaçant |γ| par √1− |α|2 :
a1
( |γ|
|α|
)
= e
−
√
1−|α|2
|α|
[
5|α|2 −
[
1 + 4|α|(|α|+
√
1− |α|2)
]
e
−
√
1−|α|2
|α|
]
.
On a a1
( |γ|
|α|
)
= 0 ssi f(|α|) = 0 où :
f(z) := 5z2 −
[
1 + 4z(z +
√
1− z2)
]
e−
√
1−z2
z .
Or une étude de la fonction f montre que celle-ci ne s’annule qu’en −1. Ainsi
on a bien :
∆C1
( |γ|
|α|
)
< 0.
Ce résultat nous assure que le comportement exceptionnel de la concurrence
à tdés-réint va disparaître dès qu’on va "brancher la température". À la place
on va avoir apparition de tout un palier avec concurrence nulle.
✷ La preuve de cela repose sur deux points :
. le fait que la correction, à petite température, à la fonction C1 en
tdés-réint soit strictement négative.
18. Il n’y a pas de problème ici à prendre les racines. En effet comme
{
a(t) ≥ 0
d(t) ≥ 0
, on
a les estimations a priori
{
a1(t) ≥ 0
d0(t) ≥ 0
.
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. la continuité de la fonction (t, q) 7→ C1(t, q) dans ses deux variables ✷.
La figure 3.16 illustre ce phénomène d’ouverture du point de rebond avec
l’apparition d’un palier. Pour ce faire, on a repris les mêmes états initiaux 19
qu’à la figure 3.15. On a choisi q = 0.001 et on a effectué une simulation
numérique via scilab.
Figure 3.16 – Concurrence des deux qubits pour e−βǫ = 0.001 et τA = τB =
τ
2 en fonction de
(
τ
2
)2
t pour les états initiaux :
(1) |Φ〉 = 1√
2
|10〉+ 1√
2
|01〉
(2) |Φ〉 = 1√
5
|10〉+ 2√
5
|01〉
(3) |Φ〉 = 3√
10
|10〉+ 1√
10
|01〉
Remarque 3.8.8. On voit que la taille du palier dépend du choix de l’état
initial (pour |Φ = 3√
10
|10〉+ 1√
10
|01〉 on le distingue à peine mais il y a bien
un très fin palier). On pouvait le pressentir grâçe à notre formule pour ∆C1.
19. Nous avons préféré ne pas surcharger la figure avec l’état initial |Φ〉 = i√
2
|10〉 +
i√
2
|01〉 car il ne présentait pas de point de rebond à température nulle (cf. courbe (4) de
la figure 3.15). Ici le but est d’illustrer l’ouverture de ce point de rebond.
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3.9 Expressions analytiques pour la matrice densité
et évolutions de l’intrication si β = 0, τA = τB =
τ
2 et si ρ(0) ∈ EX.
On n’a pas pu traiter le cas général τA 6= τB pour β = 0 car les for-
mules obtenues à l’aide d’un logiciel de calcul formel tiennent sur plus d’une
cinquantaine de pages.
Si τA = τB et ρ(0) ∈ EX , il vient en posant pour simplifier les écritures
τ
2 = 1 :
a(t) = s1(t)a+ s3(t)[b+ 2ℜ(x) + c] + s2(t)d
b(t) = s3(t)a+ s1(t)b− s3(t)2ℜ(x) + s2(t)c+ s3(t)d
c(t) = s3(t)a+ s2(t)b− s3(t)2ℜ(x) + s1(t)c+ s3(t)d (3.30)
d(t) = s2(t)a+ s3(t)[b+ 2ℜ(x) + c] + s1(t)d
x(t) = s3(t)[a− b] + s1(t)x+ s2(t)x¯− s3(t)[c− d]
avec :
s1(t) =
1
3
+
1
2
e−t +
1
6
e−3t
s2(t) =
1
3
− 1
2
e−t +
1
6
e−3t
s3(t) =
1
6
(1− e−3t).
Ce cas est intéressant car on le rappelle c’est le seul à admettre une famille
à un paramètre
{
λρth0 + (1 − λ)σ avec λ ∈
[
0, 43
]}
d’états asymptotiques.
En ce qui concerne la concurrence, on a :
C(λρth0 + (1− λ)σ) = max
{
0, 1− 3λ
2
}
(3.31)
donc ces états sont intriqués ssi λ ∈
[
0, 23
[
.
Pour un état initial donné, on a un état asymptotique défini par :
λ =
2
3
[1 + (a+ d) + 2ℜ(x)] . (3.32)
Pour prouver cette formule, il suffit de faire tendre, dans (3.30), t vers l’infini
et on obtient par exemple :
a(∞) = 1
3
a+
1
6
[b+ c+ 2ℜ(x)] + 1
3
d
=
1
6
[1 + (a+ d) + 2ℜ(x)] .
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Comme on sait que a(∞) = 〈11|λρth0 + (1 − λ)σ|11〉 = λ4 , cela suffit pour
prouver (3.32).
Ainsi d’après (3.31) on a concurrence asymptotique non nulle ssi (a +
d) + 2ℜ(x) < 0 et précisément dans ce cas la concurrence vaut C(ρ(∞)) =
−[a+ d+ 2ℜ(x)].
La propriété suivante résume ce qui précède et traite le cas où
(a+ d) + 2ℜ(x) ≥ 0 en ce qui concerne l’asymptotique de la concurrence :
Proposition 3.9.1. Pour β = 0 et τA = τB = τ2 et pour tout état initial de
EX , on a :
Si a+ d+ 2ℜ(x) < 0 alors C(ρ(t)) ∼t→∞ − [a+ d+ 2ℜ(x)] .
Si a+ d+ 2ℜ(x) > 0 alors il existe un t0 tel que C(ρ(t)) = 0 ∀t ≥ t0.
Si a+ d+ 2ℜ(x) = 0 avec a+ d 6= 0 ou ℑ(x) 6= 0 alors
C(ρ(t)) ∼t→∞ 3
2
[
4ℑ(x)2 + (a− d)2] e−2t.
Si a+ d+ 2ℜ(x) = 0 avec a+ d = 0 et ℑ(x) = 0
alors C(ρ(t)) = 0 ∀t ≥ 0.
On illustre cette propriété sur la figure 3.17.
✷ Le premier cas vient d’être traité.
Pour le second (a + d + 2ℜx > 0), il suffit de remarquer que C1(ρ(∞))
et C2(ρ(∞)) sont strictement négatifs. On conclut ce cas par continuité de
C1 et C2.
Si (a + d + 2ℜx = 0) un développement asymptotique s’impose (car
C1(ρ(∞)) = 0). Tout d’abord, on remarque que c’est C1 qu’il va falloir
développer car C2(ρ∞) = −13 . On a :
√
a(t)d(t) =
√(
1
6
)2
−
(
1
2
(a− d)e−t
)2
+O(e−3t)
|x(t)| =
√(
1
6
)2
+ (ℑ(x)e−t)2 +O(e−3t).
donc :
C1(t) =
3
4
[
4ℑ(x)2 + (a− d)2] e−2t +Ot→∞(e−3t)
permet de conclure pour le troisième cas.
Dans le dernier cas, les égalités a + d + 2ℜx = 0 et ℑx = 0 entraînent
a = d = x = 0 et on a nécessairement ρ(0) = b|10〉〈10| + c|01〉〈01| donc
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Figure 3.17 – Concurrence dans le cas où β = 0 et τA = τB = τ2 en fonction
de
(
τ
2
)2
t pour l’état initial donné par la matrice X telle que :
(1) a = d = y = 0, b = 13 , c =
2
3 et x = −0.1 + 0.2i
(2) a = d = y = 0, b = 13 , c =
2
3 et x = 0.1 + 0.2i
(3) a = d = y = 0, b = 13 , c =
2
3 et x = 0.2i
(4) a = d = x = y = 0, b = 13 et c =
2
3 (courbe confondue avec l’axe des
abscisses)
y = 0 et C2(t) ≤ 0 ∀t. Puis il est facile de calculer qu’ici C1(t) = 0 ∀t ce qui
conclut la preuve .✷
Si la température de la chaîne est infinie et les temps d’interaction sont
égaux, on a un phénomène d’intrication asymptotique curieux. Cependant
l’évolution de l’intrication ne présente pas de phénomènes spectaculaires
comme le dit :
Théorème 3.9.1. On considère ρ(t) donné par le théorème 3.3.1 avec β = 0
et τA = τB =
τ
2 . Alors t 7→ C(ρ(t)) est une fonction décroissante.
✷ On commence par énoncer un lemme trivial mais utile :
Lemme 3.9.1. C1 ≤ −C2 et C2 ≤ −C1.
✷ En effet, comme |x| ≤ √bc et |y| ≤ √ad, on a C1 = |x| −
√
ad ≤
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√
bc− |y| = −C2. De même on prouve l’autre inégalité.✷
Ainsi, si C1(t) > 0 [resp. C2(t) > 0] alors C2(t) < 0 [resp. C1(t) < 0] et
donc C(t) = 2C1(t) [resp. C(t) = 2C2(t)]. Il suffit donc d’étudier indépen-
demment les fonctions C1 et C2 sur les domaines où elles sont positives. On
propose ici une méthode qui distingue les cas :
I) Cas où C1(t) > 0
On a d’après (3.30) :
C1(t) =
√
f(t)−
√
g(t) avec
f(t) := |x(t)|2 = (ℑ(x)e−t)2 + (α1 + γe−3t)2 et
g(t) := −(a− d
2
e−t)2 + (α2 + γe−3t)2 (3.33)
avec α1 = 16 − 13(a+d+x+ x¯), α2 = 16 + 16(a+d+x+ x¯) et γ = 16(2(a+d)−
1− (x+ x¯)). Notons que α2 ≥ 0 (car 1 + a+ d+ x+ x¯ ≥ 1 + a+ d− 2|x| ≥
1 + a+ d− 2√bc ≥ 1 + a+ d− b− c = 2a+ 2d). On suppose pour l’instant
que C1(t) ≥ 0, c’est-à-dire que f(t) ≥ g(t).
La dérivée de C1, quand elle existe, est quant à elle donnée par la formule :
d
dt
C1(t) =
∆(t)√
fg(t)
, (3.34)
avec
∆(t) =−
√
g(t)[(ℑ(x)e−t)2 + 3γe−3t(α1 + γe−3t)]
+
√
f(t)[−(a− d
2
e−t)2 + 3γe−3t(α2 + γe−3t)].
Pour démontrer le théorème, il suffit donc de prouver que ∆(t) ≤ 0.
I.1) Cas où a+ d+ x+ x¯ > 0 et γ ≤ 0, alors α2 ≥ α1
On réécrit ∆(t) sous la forme :
∆(t) =− [
√
g(t)(ℑ(x)e−t)2 +
√
f(t)(
a− d
2
e−t)2]
+ 3γe−3t [
√
f(t)(α2 + γe
−3t)−
√
g(t)(α1 + γe
−3t)]︸ ︷︷ ︸
:=v(t)
.
On remarque que le premier terme est négatif donc il suffit de montrer que
v(t) est positif car on rappelle qu’ici γ ≤ 0. On commence par remarquer
trivialement que α2 + γe−3t est positif car :
α2 + γe
−3t ≥ α2 + γ = a+ d
2
≥ 0.
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De deux choses l’une, soit α1+γe−3t est négatif alors v(t) est positif (somme
de deux termes positifs), soit α1 + γe−3t est positif et on minore v(t) de la
façon suivante :
v(t) =
√
f(t)︸ ︷︷ ︸
≥
√
g(t)≥0
(α2 + γe
−3t)︸ ︷︷ ︸
≥α1+γe−3t≥0
−
√
g(t)(α1 + γe
−3t) ≥ 0.
I.2) Cas où a+ d+ x+ x¯ > 0 et γ > 0
Dans ce cas on a toujours
α2 + γe
−3t ≥ 3γe−3t > 0 (3.35)
donc 3γe−3t(α2 + γe−3t) ≤ (α2 + γe−3t)2. Pour prouver (3.35), il suffit de
montrer, comme γ > 0, que α2 − 2γ > 0. Et en effet :
α2 − 2γ = 1
2
[b+ c+ x+ x¯] ≥ 1
2
[b+ c− 2|x|] ≥ 1
2
[b+ c− 2
√
bc] ≥ 0.
Si 20 3γe−3t ≥ α1 + γe−3t ≥ 0, alors (ℑ(x)e−t)2 + 3γe−3t(α1 + γe−3t) ≥
f(t) :
∆(t) ≤ −
√
g(t)f(t) +
√
f(t)g(t) = −
√
fg(t)(
√
f(t)−
√
g(t)) ≤ 0.
Si 3γe−3t < α1 + γe−3t, on a :
∆(t)
=−
√
g(t)f(t) +
√
g(t)[(α1 + γe
−3t)2 − 3γe−3t(α1 + γe−3t)]
+
√
f(t)g(t)−
√
f(t)[(α2 + γe
−3t)2 − 3γe−3t(α2 + γe−3t)]
≤−
√
fg(t)(
√
f(t)−
√
g(t))︸ ︷︷ ︸
≤0
+
√
g(t)(α1 + γe
−3t)(α1 − 2γe−3t)−
√
f(t)(α2 + γe
−3t)(α2 − 2γe−3t)︸ ︷︷ ︸
≤0
.
La première majoration est la même que dans le cas précédent. Pour la
seconde on utilise 3γe−3t ≤ α1 + γe−3t qui donne avec a+ d+ x+ x¯ > 0 et
γ > 0 :
α2 + γe
−3t > α1 + γe−3t > 0
α2 − 2γe−3t > α1 − 2γe−3t > 0.
Si 3γe−3t ≥ 0 > α1 + γe−3t, en remarquant que :
−
√
g(t)(α1 + γe
−3t) < −
√
f(t)(α1 + γe
−3t),
20. On traitera le cas 3γe−3t ≥ 0 > α1 + γe−3t à la fin car c’est le plus délicat.
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on obtient la première majoration (car γ > 0 ici) :
∆(t) <
√
f(t)[−(a− d
2
e−t)2 + 3γe−3t(α2 − α1)]−
√
g(t)(ℑ(x)e−t)2.
En faisant apparaître f(t) et g(t), on peut réécire cette inéquation sous la
forme :
∆(t) <3γe−3t(α2 − α1)]
√
f(t)
+
√
f(t)g(t)− (α2 + γe−3t)2
√
f(t)
−
√
g(t)f(t) + (α1 + γe
−3t)2
√
g(t).
qu’on réarrange en :
∆(t) <−
√
f(t)g(t)(
√
f(t)−
√
g(t))
− [(α2 + γe−3t)2 − 3γe−3t(α2 − α1)]
√
f(t) + (α1 + γe
−3t)2
√
g(t)
puis en :
∆(t) <−[
√
f(t)g(t) + (α1 + γe
−3t)2](
√
f(t)−
√
g(t))︸ ︷︷ ︸
≤0
− [(α2 + γe−3t)2 − (α1 + γe−3t)2 − 3γe−3t(α2 − α1)]︸ ︷︷ ︸
:=w(t)
√
f(t).
Il suffit donc de montrer que w(t) est positif pour conclure. Or en effet :
w(t) = (α2 − α1)︸ ︷︷ ︸
≥0
(α2 + α1 −γe−3t︸ ︷︷ ︸
>α1car ici α1+γe−3t<0
)
> α2 + 2α1 =
1
2
(1− (a+ d+ x+ x¯))
≥ 1
2
(b+ c− 2|x|) ≥ 1
2
(b+ c− 2
√
bc) ≥ 0.
I.3) Cas où a+ d+ x+ x¯ ≤ 0 et γ ≥ 0
Ici on va montrer que :
−[(ℑ(x)e−t)2 + 3γe−3t(α1 + γe−3t)] ≤ −3γe−3t
√
f(t) (3.36)
−(a− d
2
e−t)2 + 3γe−3t(α2 + γe−3t) ≤ 3γe−3t
√
g(t). (3.37)
Si les inégalités (3.36) et (3.37) sont vérifiées alors on a :
∆(t) ≤
√
g(t)(−3γe−3t
√
f(t)) +
√
f(t)3γe−3t
√
g(t) = 0
On commence par prouver l’inégalité (3.36). Elle est équivalente à :
[(ℑ(x)e−t)2 + 3γe−3t(α1 + γe−3t)]2 ≥ (3γe−3t)2f(t)
⇔ (ℑ(x)e−t)2 [(ℑ(x)e−t)2 − 3(γe−3t)2 + 6γe−3tα1] ≥ 0.
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On peut exclure le cas où (ℑ(x)e−t)2 = 0 alors :
(3.36)⇔ (ℑ(x)e−t)2 + 3(γe−3t)( 2α1 − γe−3t︸ ︷︷ ︸
≥ 2α1 − γ︸ ︷︷ ︸
=
1−(a+d)
2 −
a+d+x+x¯
2 ≥0
) ≥ 0.
La dernière inégalité étant vraie, on est assuré de la véracité de (3.36).
On passe à la preuve de (3.37) à présent.
Si −(a−d2 e−t)2 + 3γe−3t(α2 + γe−3t) ≤ 0, alors (3.37) est trivialement vraie.
On suppose donc le contraire, c’est-à-dire que (a−d2 e
−t)2 ≤ 3γe−3t(α2 +
γe−3t). Dans ce cas (3.37) est équivalente à :
[−(a− d
2
e−t)2 + 3γe−3t(α2 + γe−3t)]2 ≤ (3γe−3t)2g(t)
⇔ (a− d
2
e−t)2
[
(
a− d
2
e−t)2 + (3γe−3t)2 − 6γe−3t(α2 + γe−3t)
]
≤ 0.
On peut exclure le cas où a = d alors :
(3.37)⇔ (a− d
2
e−t)2︸ ︷︷ ︸
≤3γe−3t(α2+γe−3t)
+(3γe−3t)2 − 6γe−3t(α2 + γe−3t) ≤ 0,
car on rappelle qu’on a supposé que (a−d2 e
−t)2 ≤ 3γe−3t(α2 + γe−3t). Or on
a :
3γe−3t(α2 + γe−3t) + (3γe−3t)2 − 6γe−3t(α2 + γe−3t) = 3γe−3t(2γ − α2).
Il suffit donc de montrer que 2γ ≤ α2. Or :
2γ − α2 = 1
6
(−3 + 3(a+ d)− 3(x+ x¯))
=
−1
2
((b+ c) + (x+ x¯)︸ ︷︷ ︸
≥−2|x|≥−2√bc≥−(b+c)
) ≤ 0.
Ainsi l’inégalité (3.37) est également vraie, ce qui termine la preuve de la
négativité de ∆(t) dans ce cas.
I.4) Cas où a+ d+ x+ x¯ ≤ 0 et γ < 0 alors α1 ≥ 16
Ici on va procéder de même que précédemment en montrant que :
−[(ℑ(x)e−t)2 + 3γe−3t(α1 + γe−3t)] ≤ −3γe−3t
√
f(t) (3.38)
−(a− d
2
e−t)2 + 3γe−3t(α2 + γe−3t) ≤ 3γe−3t
√
g(t). (3.39)
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Si −[(ℑ(x)e−t)2 + 3γe−3t(α1 + γe−3t)] ≤ 0, alors (3.38) est prouvée. On
suppose donc le contraire, c’est-à-dire que (ℑ(x)e−t)2 ≤ −3γe−3t(α1+γe−3t).
L’inéquation (3.38) est équivalente à :
(ℑ(x)e−t)2

(ℑ(x)e−t)2︸ ︷︷ ︸
≤−3γe−3t(α1+γe−3t)
−3(γe−3t)2 + 6γe−3tα1
︸ ︷︷ ︸
≤−3γe−3t(α1+γe−3t)+3(γe−3t)2+6γe−3tα1=3γα1e−3t≤0

≤ 0
qui est donc vraie car on rappelle qu’on a supposé que
(ℑ(x)e−t)2 ≤ −3γe−3t(α1 + γe−3t) et car ici α1 ≥ 0 et γ < 0.
Quant à (3.39), elle est équivalente par un calcul analogue au cas I.3) à
a = d ou
(
a− d
2
e−t)2 + (3γe−3t)2 − 6γe−3t(α2 + γe−3t) ≥ 0
Or
(3γe−3t)2 − 6γe−3t(α2 + γe−3t) = 3γe−3t︸ ︷︷ ︸
≤0
(γe−3t︸ ︷︷ ︸
≤0
−2α2︸ ︷︷ ︸
≤0
) ≥ 0
donc (3.39) est vraie (car on rappelle que α2 ≥ 0).
Décroissance de la Concurrence sur le domaine où C1 est strictement
positive
On a montré dans cette partie que pour un instant t où C1(t) > 0 et où la
fonction C1 est dérivable on a
dC1
dt (t) ≤ 0. Quels sont les points où C1 n’est
pas dérivable mais où elle est strictement positive (quand C1 s’annule, elle
ne contribue pas à la concurrence) ? Ce sont les points t tels que g(t) = 0 (et
f(t) > 0). Mais g(t) = 0 ⇔ α2 + γe−3t = ±a−d2 e−t. Ce sont donc les points
t tels que e−t est racine des polynômes γX3 ∓ a−d2 X + α2. Il y en a au plus
six. La fonction C1 étant continue sur R+, et dérivable sauf peut-être en six
points et de dérivée négative, on est assuré de sa décroissance sur les inter-
valles de temps où elle est strictement positive et donc de la décroissance de
la concurrence sur ces intervalles.
II) Cas où C2(t) > 0
On a d’après (3.30) et (3.18) :
C2(t) =|y|e−t −
√
h(t)
avec h(t) = b(t)c(t) = (ζ + θe−3t)2 − (b− c
2
e−t)2 (3.40)
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pour ζ = 16 [2− (a+ d)− (x+ x¯)] ≥ 16 et θ = 16 [2(b+ c)− 1− (x+ x¯)].
Quand C2 est dérivable on a :
dC2
dt
(t) = −|y|e−t − −3θe
−3t(ζ + θe−3t) + ( b−c2 e
−t)2√
h(t)
. (3.41)
Il est à noter que :
ζ + θe−3t =
b(t) + c(t)
2
≥ 0.
Ainsi si θ ≤ 0, dans le membre droit de (3.41), on a une somme de termes
négatifs donc dC2dt (t) ≤ 0. On considère donc à présent le cas θ > 0. Comme
C2(t) > 0, on a |y|e−t >
√
h(t) donc :
dC2
dt
(t)
√
h(t) =− |y|e−t︸ ︷︷ ︸
≥
√
h(t)
√
h(t)−
[
−3θe−3t(ζ + θe−3t) + (b− c
2
e−t)2
]
≤− (ζ + θe−3t)2 + 3θe−3t(ζ + θe−3t)
≤ (ζ + θe−3t)︸ ︷︷ ︸
≥0
(2θe−3t − ζ).
On va montrer que 2θe−3t ≤ ζ, il en découlera que dC2dt (t) ≤ 0. On sépare ici
l’étude en deux cas.
II.1) Cas où C2(0) = |y| −
√
bc ≥ 0 Comme on a supposé que θ > 0, il
suffit en fait de montrer que 2θ − ζ ≤ 0. Or un calcul montre que :
2θ − ζ = −(a+ d)− (x+ x¯)
2
.
Comme ici C2 ≥ 0, on a par le lemme 3.9.1 C1(0) = |x| −
√
ad ≤ 0. On peut
donc majorer :
2θ − ζ = −(a+ d)− (x+ x¯)
2
≤ −1
2
[(a+ d)− 2|x|] ≤ −1
2
[(a+ d)− 2
√
ad] ≤ 0,
ce qui conclut la preuve dans ce cas.
II.2) Cas où C2(0) = |y| −
√
bc < 0
On va montrer qu’en fait ce cas est exclu car si C2(0) < 0 alors C2(t) < 0.
En effet, comme ζ + θe−3t ≥ 0 on a d’après (3.40) :
C2(t) < 0⇔ θe−3t −
√
|y|2 + (b− c
2
)2e−t + ζ > 0.
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Mais C2(0) < 0 ⇔
√
|y|2 + ( b−c2 )2 < ζ + θ (prendre t = 0 dans l’inéquation
ci-dessus). Donc il suffit de montrer que θe−3t− (ζ + θ)e−t+ ζ > 0. On pose
pour cela P (X) = θX3 − (ζ + θ)X + ζ. Le problème revient à montrer que
ce polynôme est positif sur ]0, 1]. Ces racines sont 1, x+ = −12 + 12
√
4ζ+θ
θ et
x− = −12− 12
√
4ζ+θ
θ (car on rappelle que zeta > 0 et qu’on a supposé θ > 0).
On voit que P est positif sur ]0, 1] ssi x+ − 1 ≥ 0. Mais
x+ − 1 = −3
2
+
1
2
√
4ζ + θ
θ
≥ 0⇔ 2ζ − θ ≥ 0⇔ 1 ≥ x+ x¯.
La dernière égalité étant vraie, cela prouve que C2(t) < 0.
Décroissance de la Concurrence sur le domaine où C2 est strictement
positive
Par le même argument que dans la partie où C1 était strictement positive,
on montre ici la décroissance de la concurrence sur les intervalles de temps
où C2 est strictement positive.
Conclusion sur la décroissance de la Concurrence
Les deux parties précédentes montrent finalement la décroissance de la concur-
rence sur tous les intervalles de temps où elle est strictement positive. La dé-
croissance de la concurrence sur R+ tout entier vient alors de sa continuité.
Ce qui conclut la preuve du théorème.✷
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Conclusion.
Cette thèse a été l’occasion d’aborder un domaine riche à la frontière
entre Physique et Mathématiques.
Le premier chapitre , qui a une dominante Physique, propose un protocole
pour protéger l’intrication d’un système de deux qubits en interaction avec
des bains de photons.
Le second est quant à lui plus algébrique et géométrique. D’une part,
il propose une étude de EX , l’ensemble des matrices densités de deux qu-
bits ayant une forme X dans la base (|11〉, |10〉, |01〉, |00〉). D’autre part, il
donne des formules explicites pour décomposer tout état séparable de EX
en états purs produits, ainsi qu’un algorithme, qu’on compare à ceux déjà
connus, pour décomposer une classe plus importante d’états séparables de
deux qubits.
Enfin le dernier chapitre traite le plus complètement possible un modèle
d’interactions répétées de deux qubits en interaction avec la même chaine de
spins. Ce qui nous a permis de retrouver des phénomènes surprenants pour
l’évolution de l’intrication des qubits.
Pour conclure, mentionnons que le futur est assez excitant dans ce do-
maine. En effet l’équipe de Serge Haroche du Laboratoire Kastler Brossel a
pris la décision de construire une expérience d’Optique Quantique avec deux
cavités (projet DECLIC décrit dans [49]). En faisant passer un jet d’atomes
(cf expérience du MASER à un atome) succesivement dans l’une et dans
l’autre on retrouve le modèle d’interactions répétées étudié dans le dernier
chapitre de cette thèse.
131
132
Annexe A
Preuve du théorème de
Schmidt 0.2.1.
On rappelle l’énoncé du théorème à démontrer :
Théorème A.0.2. Soient HA et HB deux espaces de Hilbert de dimension
finie. Pour tout état pur |Ψ〉 ∈ HA ⊗HB, il existe deux bases orthonormales
de HA : {|χAj 〉} et de HB : {|χBj 〉} et des réels dj > 0 tels que :
|Ψ〉 =
∑
j
dj |χAj 〉 ⊗ |χBj 〉.
Les bases en question sont les bases de Schmidt et les coefficients réels positifs
dj sont les coefficients de Schmidt.
✷ Dans la base canonique, on a |Ψ〉 =∑i,jmij |φAi 〉⊗|φBj 〉 . On considère
alors M †M (de taille dim(HA ⊗HB) × dim(HA ⊗HB)). C’est une matrice
hermitienne semi-définie positive. D’après le théorème spectral, il existe V
unitaire telle que :
V †M †MV =
(
D 0
0 0
)
où D (de taille d × d) est diagonale définie positive ie tous ses coefficients
sont réels strictement positifs. Soit :(
V 1†
V 2†
)
M †M
(
V 1 V 2
)
=
(
V 1†M †MV 1 V 1†M †MV 2
V 2†M †MV 1 V 2†M †MV 2
)
=
(
D 0
0 0
)
.
où V 1 est de taille dim(HA ⊗ HB) × d et V 2 de taille dim(HA ⊗ HB) ×
(dim(HA ⊗HB)− d).
On a V 1†M †MV 1 = D et MV 2 = 0. On pose alors U1 = D−1/2V 1†M †
de taille d×dim(HA⊗HB) . On complète U1 en formant la matrice U =
(
U1
U2
)
.
1
On choisit évidemment U2 de taille (dim(HA ⊗HB)− d)× dim(HA ⊗HB).
Puis on lui demande de vérifier U2U1† = 0. Ou plus géométriquement on
demande que U soit une matrice unitaire. C’est possible car on a déjà :
U1U1† = D−1/2V 1†M †MV 1D−1/2 = D−1/2DD−1/2 = Id×d.
Alors : (
U1
U2
)
M
(
V 1 V 2
)
=
(
D1/2 0
0 0
)
.
La seule égalité non triviale est : U2MV 1 = 0. Mais MV 1 = U1†D1/2,
donc U2MV 1 = U2U1†D1/2. C’est bien une matrice nulle car on a demandé
U2U1† = 0.
Il suffit alors de considérer les bases : {|χAj 〉 =
∑
i uij |φAi 〉}
et {|χBj 〉 =
∑
k vjk|φBk 〉} pour avoir le résultat voulu.✷
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Annexe B
Preuve du théorème de
Wootters 0.2.2.
On rappelle l’énoncé du théorème à démontrer :
Théorème B.0.3. Soit ρ un état d’un système quantique formé de deux
qubits, alors son intrication de formation est donnée par :
E(ρ) = E(C(ρ))
où E : [0, 1] 7→ [0, 1] est une fonction strictement croissante convexe donnée
par :
E(C) = h(1 +
√
1− C2
2
)
avec :
h(x) = −x log(x)− (1− x) log(1− x).
C(ρ) est appelée la concurrence de ρ et on a :
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4} (B.1)
où les λi sont les valeurs propres dans l’ordre décroissant de la matrice her-
mitienne suivante 1 :
R :=
√√
ρ(σy ⊗ σy)ρ(σy ⊗ σy)√ρ.
✷ On reprend ici la preuve originelle de Wootters dans [111].
L’idée consiste naturellement à trouver une décomposition de ρ en états
purs qui minimise l’intrication de formation. Précisément on va construire
1. Dans la formule suivante, σy est la seconde matrice de Pauli et ρ est la matrice
conjuguée de ρ.
3
dans cette preuve une suite de décompositions permettant d’aboutir à ce
résultat.
Le cas λ1 − λ2 − λ3 − λ4 ≤ 0, traité en section 2.3.5, conduit à une dé-
compositon en états purs produits, donc à une intrication nulle.
On se place donc dans le cas où λ1 − λ2 − λ3 − λ4 > 0. De même qu’en
section 2.3.5, on commence par donner une décomposition où n = rg(ρ) :
ρ =
∑
i=1,...,n
|xi〉〈xi| où 〈xi|x˜j〉 = λiδij .
Puis la seconde décomposition est ρ =
∑
i=1,...,n |yi〉〈yi| avec :
|y1〉 = |x1〉 et |yj〉 = i|xj〉 pour j 6= 1.
Celle-ci est telle que la moyenne de la préconcurrence est égale à C(ρ). On
rappelle que la préconcurrence, C(ψ), déjà rencontrée dans le premier cha-
pitre est définie pour un état non forcément normalisé par :
C(ψ) = 〈ψ|ψ˜〉〈ψ|ψ〉 .
À présent on souhaite trouver une troisième et dernière décomposition
ρ =
∑
i=1,...,n |zi〉〈zi| telle que C(zi) = C(ρ) ∀ i. Ainsi l’intrication de forma-
tion associée sera nécessairement égale à E(C(ρ)). On cherche les |zi〉 sous
la forme :
|zi〉 =
∑
j=1,...,n
Oij |yj〉
oùO est une matrice orthogonale de telle sorte que la préconcurrence moyenne
est inchangée entre les deux décompositions :∑
i=1,...,n
〈zi|z˜i〉 =
∑
i=1,...,n
(OY Ot) = tr(OY Ot) = tr(Y ) =
∑
i=1,...,n
〈yi|y˜i〉
où Yij = 〈yi|y˜i〉.
Comme {|yi〉} a la bonne préconcurrence moyenne, soit on a C(yi) = C(ρ) ∀ i,
soit un état a sa préconcurrence strictement supérieure et un autre a sa pré-
concurrence strictement inférieure à C(ρ). Alors on considère les transfor-
mations orthogonales qui modifient uniquement ces deux états. Parmi ces
transformations il en existe une qui les échange. Ainsi par continuité on va
trouver une transformation orthogonale telle que l’un des deux nouveaux
états a sa préconcurrence égale à C(ρ). En répétant ce processus on arrive à
la décomposition souhaitée.
4
On a donc trouvé une décomposition de ρ telle que
∑
i=1,...,n piE(zi) =
E(C(ρ)). Il ne reste donc plus qu’à voir qu’il n’existe pas une autre décompo-
sition ayant une intrication moyenne plus petite. Par convexité de la fonction
E , il suffit en fait de voir qu’il n’existe pas une autre décomposition avec une
concurrence moyenne plus petite.
Mais la concurrence moyenne pour une décomposition générale de ρ est
donnée par :
E[C] =
∑
i=1,...,m
|(UY U t)ii| =
∑
i=1,...,m
∣∣∣∣∣∣
∑
j=1,...,n
(Uij)
2Yjj
∣∣∣∣∣∣
où U est une matrice de taille m×n dont les n colonnes sont orthonormées.
On minore par inégalité triangulaire :
E[C] =
∑
i=1,...,m
∣∣∣∣∣∣
∑
j=1,...,n
(Uij)
2Yjj
∣∣∣∣∣∣
≥
∣∣∣∣∣∣
∑
ij
(Uij)
2Yjj
∣∣∣∣∣∣
=
∣∣∣∣∣∣λ1 −
∑
j=2,...,n
(
∑
i=1,...,m
(Uij)
2)λj
∣∣∣∣∣∣
en choisissant tous les (Ui1)2 ∈ R+ (ce qui ne restreint pas la généralité car
on peut ajuster les phases des autres éléments de matrice pour compenser).
Enfin, toujours par inégalité triangulaire et en tenant compte de la normalité
des colonnes de U , on a :∣∣∣∣∣∣λ1 −
∑
j=2,...,n
 ∑
i=1,...,m
(Uij)
2
λj
∣∣∣∣∣∣ ≥ λ1 − λ2 − λ3 − λ4 = C(ρ)
ce qui conclut la preuve du théorème de Wootters.✷
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Annexe C
Dérivation d’équations
différentielles stochastiques à
partir de modèles de sauts
quantiques.
On tient à préciser au lecteur que les arguments suivants sont formels
et en aucun cas on ne prétend donner des dérivations complètement rigou-
reuses 1 des propositions C.0.2 et C.0.3.
C.0.1 Le cas de la détection homodyne.
La proposition suivante nous montre que la dynamique d’un modèle gé-
néral de sauts quantiques pour une détection homodyne converge, dans la
limite où les intensités des lasers sont grandes, vers une équation différentielle
stochastique. Ce résultat a été mentionné au chapitre 1.
Proposition C.0.2. On considère un modèle de sauts quantiques où les
opérateurs de sauts sont Jj et les taux associés γj. Les amplitudes associées
à la détection homodyne sont αj = |α|eiθj . On note δt = 1/|α|p avec p > 2,
le pas de temps associé au modèle de sauts quantiques (ie tous les δt, il y a
possibilté de saut) et dt = 1/|α|r avec r < 2. Alors à cette échelle de temps dt
dans la limite où |α| → ∞, le problème est décrit par l’équation différentielle
1. Notamment on suppose formellement qu’on peut toujours trouver des solutions des
équations différentielles stochastiques qui apparaîtront.
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stochastique suivante :
| dΨ〉 =− iH0dt+
∑
j
[−γj
2
J†j Jjdt
+ γj [(ℜ〈e−iθJj〉)e−iθJj − 1
2
(ℜe−iθJj〉)2]dt
+
√
γj(e
−iθJj −ℜ〈e−iθJj〉)dzj
]
| dΨ〉 (C.1)
où dzj sont des variables aléatoires réelles indépendantes, gaussiennes, cen-
trées et de variance dt.
✷ Comme l’apparition d’un saut survient avec une très faible probabilité,
on peut considérer (hypothèse simplificatrice) les évènements d’apparition
des différents sauts comme indépendants les uns des autres. Ainsi on peut se
restreindre au cas plus simple où le modèle n’est décrit que par un opérateur
de saut J avec 1 pour taux associé (il suffira d’ajouter
√
γ chaque fois que
J apparaît pour avoir le résultat pour un taux de sauts général γ).
La détection homodyne (où α est l’amplitude du laser) fait apparaître deux
opérateurs de sauts en lieu et place de J (avec le même taux 1/2)
. J + αId
. J − αId
comme on renormalise la fonction d’onde après chaque saut, on peut direc-
tement travailler avec les opérateurs de sauts :
. Id+ Jα
. Id− Jα
On considérera directement α = |α| réel positif. Le passage au cas géné-
ral se fera en ajoutant le facteur de phase e−iθ devant les opérateurs de
sauts. On rappelle que sans saut, la fonction d’onde évolue via l’opéra-
teur 2e−iδtH0−
δt
2
J†J ≃ Id− iδtH0 − δt2 J†J . On considère donc les opérateurs
de sauts infinitésimaux δWi avec les probabilités δpi associées :
. δWa = Jα avec δpa =
δt
2 〈Ψ | (J† + α)(J + α) | Ψ〉
. δWb = −Jα avec δpb =
δt
2 〈Ψ | (J† − α)(J − α) | Ψ〉
. δWc = −iδtH0 − δt2 J†J avec δpc = 1− (δpa + δpb)
On regarde ensuite le problème sur un grain de temps ∆t = 1αq ≫ δt tel
que :
(i)La probabilité de détection d’un photon soit faible d’où : δtα2 ≫ 1 ⇐⇒
p > 2.
(ii)La modification de la fonction d’onde entre t et t+∆t soit petite donc :
. δt∆tδt = ∆t≪ 1 (car ∆tδt δpcδWc ≪ 1)
2. En toute rigueur, on prend e−iδtH0+
−δt
2
[ 1
2
(J†+α)(J+α)+ 1
2
(J†−α)(J−α)] =
e−iδtH0+
−δt
2
J†Je
−δt
2
α2 . Mais le second terme étant proportionnel à l’identité, on
peut directement l’ôter car il disparaîtra dans la procédure de renormalisation.
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. ∆tδt δtα
2 1
α = ∆tα≪ 1 (car ∆tδt δpiδWi ≪ 1 pour i = a, b)
De là q > 1.
La variation de la fonction d’onde non renormalisée, | φ〉, entre t et t+∆t
est alors donnée par :
|∆φ(t)〉 :=| φ(t+∆t)〉− | φ(t)〉
=
[ ∆tδt∑
m=1
Ma(tm)δWa +Mb(tm)δWb +Mc(tm)δWc +O((αδt)
2)
]
| φ(t)〉
où tm = t + mδt sont les instants de mesure, Mi(tm) sont des variables
aléatoires indépendantes identiquement distribuées (i.i.d.) de Bernoulli de
paramètre δpi qui comptent le nombre de sauts 3.
Pour utiliser le théorème de Poisson multidimensionnel 4, on réécrit cette
équation sous la forme :
| ∆φ〉 − ∆t
δt
δWc | φ〉 =
[ ∆tδt∑
m=1
(δWa − δWc, δWb − δWc, )M(tm)
]
| φ〉
où M(tm) sont des variables aléatoires i.i.d. telles que :
M(tm) =(1, 0)
t avec probabilité δpa(tm)
(0, 1)t avec probabilité δpb(tm)
(0, 0)t avec probabilité δpc(tm).
Estimons les probabilités :
δpa(tm) =
δtα2
2
+ δtαℜ〈φ(tm)|J |φ(tm)〉+O(∆φ(tm)δtα) +O(δt)
=
δtα2
2
+ δtαℜ〈φ(tm)|J |φ(tm)〉+O(∆tδtα) +O(δt),
δpb(tm) =
δtα2
2
− δtαℜ〈φ(tm)|J |φ(tm)〉+O(∆φ(tm)δtα) +O(δt)
=
δtα2
2
− δtαℜ〈φ(tm)|J |φ(tm)〉+O(∆tδtα) +O(δt).
3. Le O((αδt)2) provient du fait qu’on néglige les termes quadratiques du type
Ma(tm)δWaMa(tn)δWa. On remarque que l’erreur due à l’approximation linéaire de
e−iH0dt−
δt
2
J†J est d’ordre plus petit : O(δt2), de même que les termes quadratiques
Mc(tm)δWcMc(tn)δWc.
4. On rappelle qu’en une dimension, le théorème de Poisson (ou de convergence vers la
loi de Poisson) dit que la somme de n variables aléatoires i.i.d. de Bernoulli de paramètre
pn tel que limn→∞ npn = λ ∈ R+ converge en loi vers une variable aléatoire suivant une
loi de Poisson.
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Puis calculons la moyenne suivante 5 :
E
[
| ∆φ〉 − ∆t
δt
δWc | φ〉
]
= ∆t
[
2ℜ(〈J〉)J | φ〉+O(α2δt) +O(1/α) +O(∆t)]
= ∆t
[
2ℜ(〈J〉)J | φ〉+O(1/α) +O(α2δt)] .
Pour appliquer le théorème de Poisson multidimensionnel à
| ∆φ〉 − ∆tδt δWc | φ〉 − E
[| ∆φ〉 − ∆tδt δWc | φ〉], il faut s’assurer que la proba-
bilité de faire un saut multiplié par le nombre de pas de temps ie ∆tδt a
une limite finie quand α → ∞. Ainsi le choix ∆t = 1/α2 s’impose. Par le
théorème de Poisson mulitidimensionnel, il vient 6 :
| ∆φ〉 − ∆t
δt
δWc | φ〉 − 2∆tRe(〈J〉)J | φ〉
= (δWa, δWb)P | φ〉+Odét=déterministe(∆t
α
) +Odét(α
2δt∆t)
+Oprob=probabiliste(∆t)
où P = (l, k)t avec probabilité p(l,k) =
1√
e
(12)
l
l!
1√
e
(12)
k
k!
qu’on réécrit :
| ∆φ〉 =
(
−iH0 − J
†J
2
+ 2ℜ(〈J〉)J
)
∆t | φ〉+Odét(∆t
α
) +Odét(α
2δt∆t)
+
(
J
α
,−J
α
)
P | φ〉+Oprob( 1
α2
).
A présent, dans le but de faire apparaître des processus de Wiener, on va
moyenner sur un "grain de temps" dt≫ ∆t encore plus gros. La modification
de la fonction d’onde entre t et t+ dt est petite donc :
. dt≪ 1
. dt∆t
1
α ≪ 1⇐⇒ dt≪ 1α
La variation de la fonction d’onde non renormalisée, | φ〉, entre t et t + dt
est donnée par :
| dφ〉 =
(
−iH0 − J
†J
2
+ 2ℜ(〈J〉)J
)
dt | φ〉+Odét(dt
α
) +Odét(α
2δtdt)
+
dt
∆t∑
m=1
(
J
α
,−J
α
)
Pm | φ〉+Oprob(dt)
5. Le premier terme négligé provient des termes quadratiques. On avait un O(α2δt2) sur
l’échelle δt. Il vient à présent, sur ∆t, un O(α2δt∆t). Ce terme compte également l’erreur
faite en remplaçant δWi − δWc par δWi (i = a, b). Les O(1/α) et O(∆t) proviennent
respectivement des erreurs O(∆tδtα) et O(δt) sur les probabilités de sauts.
6. On a répercuté les erreurs déterministes de l’équation ci-dessus. Quant aux erreurs
probabilistes Oprob(∆t), elles viennent du fait qu’on approche les probabilités de sauts
par δtα
2
2
ie qu’on oublie des termes en O(δtα). On remarque que l’erreur commise en
remplaçant δWi − δWc par δWi (i = a, b) est un Oprob(δt)≪ Oprob(∆t).
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où les Pm sont des variables aléatroires i.i.d. de même loi que P , donc de
moyenne
(
1/2
1/2
)
et de matrice de covariance
(
1/2 0
0 1/2
)
. Pour préparer
l’utilisation du théorème central limite, on calcule :
E [| dφ〉] =
(
−iH0 − J
†J
2
+ 2ℜ(〈J〉)J
)
dt | φ〉+Odét(dt
α
) +Odét(α
2δtdt)
car δWa + δWb = 0.
On souhaite obtenir des processus de Wiener de variance dt, pour cela on
doit avoir
√
∆t = 1α , ce qui est le cas ! Le théorème central limite nous donne
alors 7 :
dt
∆t∑
m=1
(J,−J)Pm "loi"−→α→∞ (J,−J)Z où Z ∼ N
((
0
0
)
,
(
dt/2 0
0 dt/2
))
.
Ainsi, il vient :
| dφ〉 =
[
−iH0 − 1
2
J†J + 2ℜ(〈J〉)J
]
dt | φ〉+Odét(dt
α
) +Odét(α
2δtdt)[√
1
2
Jdz1 −
√
1
2
Jdz2
]
| φ〉+Oprob(dt)
où dzi sont des variables aléatroires i.i.d. suivant une loi normale N (0, dt)
de moyenne nulle et de variance dt.
Comme la somme de deux gaussiennes indépendantes, centrées, de va-
riance dt2 est une gaussienne, centrée, de variance dt, on peut réécrire l’équa-
tion précédente sous la forme :
| dφ〉 =
[
−iH0 − 1
2
J†J + 2ℜ(〈J〉)J
]
dt | φ〉+Odét(dt
α
) +Odét(α
2δtdt)
+ Jdz | φ〉+Oprob(dt) où dz suit une loi N (0, dt).
A présent, on considère directement l’équation sans les termes négli-
geables car on a obtenu ce qu’on voulait, une équation différentielle sto-
chastique avec des processus de Wiener :
| dφ〉 =
[
−iH0 − 1
2
J†J −+2ℜ(〈J〉)J
]
dt | φ〉+ Jdz | φ〉.
Pour connaître l’évolution de la fonction d’onde normalisée Ψ, il suffit de
calculer la norme de φ :
| Ψ(t+ dt)〉 = | φ〉+ | dφ〉‖ φ+ dφ ‖ .
7. On n’a pas soustrait E[Pm] car (J,−J)E[Pm] = 0
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Mais comme | φ(t)〉 =| Ψ(t)〉 est normalisée, on a par calcul d’Itô :
1
‖ φ+ dφ ‖ =
1
‖ φ ‖ + d
(
1√‖ φ ‖2
)
= 1− 1
2
〈φ | dφ〉+ 〈dφ | φ〉+ 〈dφ | dφ〉( √‖ φ ‖2)3/2 +
3
8
(d ‖ φ ‖2)2( √‖ φ ‖2)5/2
= 1− 1
2
[2ℜ〈φ | dφ〉+ 〈dφ | dφ〉] + 3
8
[2Re〈φ | dφ〉+ 〈dφ | dφ〉]2 .
Evaluons par le calcul d’Itô ℜ〈φ | dφ〉 et 〈dφ | dφ〉 :
ℜ〈φ | dφ〉 = −dt
2
〈J†J〉+ 2dt(ℜ〈J〉)2 + dzℜ〈J〉
〈dφ | dφ〉 = dt〈J†J〉.
Il vient donc :
1
‖ φ+ dφ ‖ = 1− dzℜ〈J〉 −
dt
2
(ℜ〈J〉)2.
Puis :
| Ψ(t+ dt)〉 =
(
1−ℜ〈J〉dz − 1
2
(ℜ〈J〉)2dt
)
×(
1− iH0 − 1
2
J†σ−dt+ 2ℜ(〈J〉)Jdt+ Jdz
)
| Ψ(t)〉.
Toujours via le calcul d’Itô, on dérive pour | Ψ(t+ dt)〉− | Ψ(t)〉 =:| dΨ〉 :
| dΨ〉 =
[
− iH0dt− 1
2
J†Jdt+ [(ℜ〈J〉)J − 1
2
(ℜ〈J〉)2]dt
+ (J −ℜ〈J〉)dz
]
| Ψ〉.
Ce qui conclut la preuve de la proposition. ✷
On peut remarquer que dans cette démonstration, nous avons considéré
trois échelles de temps les plus générales δt ≪ ∆t ≪ dt. Mais pour avoir
convergence dans les théorèmes probabilistes, nous avons du nous restreindre
à ∆t = 1
α2
. Nous tenions à signaler ce fait curieux !
C.0.2 Le cas de la détection hétérodyne.
Nous avons vu que physiquement la détection homodyne consistait à
coupler les photons émis à un laser accordé à leur fréquence. Si il existe un
désaccord Ωj entre la fréquence du laser j et la fréquence des photons, on
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parle alors de détection hétérodyne. Celle-ci peut être décrite par les sauts
quantiques Jj ±αje−iΩjt avec γj/2 pour taux de sauts associé. Si on regarde
la détection hétérodyne extrême, on a une proposition analogue à ce qui
vient d’être discuté :
Proposition C.0.3. On note δt = 1/|α|p avec p > 2 et , le pas de temps
associé au modèle de sauts quantiques (ie tous les δt, il y a possibilté de
saut). On pose Ωj = |α|qj pour qj < 2 et dt = 1/|α|r avec r < q. Alors à
cette échelle de temps dt dans la limite où |α| → ∞, le problème est décrit
par l’équation différentielle stochastique suivante :
| dΨ〉 =
[
− iH0dt+
∑
j
[
− γj
2
J†j Jjdt
+ γj [
1
2
〈J†j 〉Jj −
1
4
〈J†j 〉〈Jj〉]dt
+
√
γj(e
−iθJjdzj −ℜ(〈e−iθJj〉dzj))
]]
| dΨ〉 (C.2)
où dzj sont des processus indépendants de Wiener complexes vérifiant les
règles d’Itô suivantes : dzjdzj′ = 0 et dzjdzj′ = δj,j′dt.
✷ Pour réutiliser la propostion précédente, on se place sur une échelle de
temps dt′ ≪ 1Ω . Moralement, on souhaite négliger la dépendance en temps
provenant de eΩit sur l’échelle de temps dt′. Pour simplifier la preuve, on
prendra encore α = |α| (si tel n’est pas le cas, il suffit d’ajouter la phase e−iθ
devant les opérateurs de sauts), et uniquement un seul opérateur de saut
avec un γ = 1.
Sous ces hypothèses, la variation de la fonction d’onde non renormalisée
entre t et t+ dt′ est donnée par 8 :
| dφ〉 =
[
[−iH0 − 1
2
J†J + 〈J†〉J + 〈J〉Je2iΩt]dt′ +Odét(dt
′
α
) +Odét(α
2δtdt′)
+Odét(Ωdt
′2) + (eiΩtJdz +Oprob(dt′) +Oprob(Ωdt′dz)
]
| φ〉.
Ensuite, on passe à l’échelle de temps dt plus longue telle que Ωdt ≫ 1.
Les termes quadratiques déterministes peuvent être négligés car ils vont avoir
une contribution O(dt′2)≪ O(Ωdt′2).
Quant à eiΩ(t+mdt
′)Jdz(tm)e
iΩ(t+ndt′)Jdz(tn), c’est un Oprob(dt′) car les va-
8. Les termes négligés où Ω n’apparaît pas sont les mêmes que ceux apparaissant dans
la preuve de la proposition C.0.2. Quant à Odét(Ωdt
′2) et Oprob(Ωdt′dz), ils viennent du
fait qu’on approche eiΩ(t+dt
′) par eiΩt.
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riables aléatoires dz(tm) et dz(tn) sont indépendantes. Il vient donc :
| dΦ〉 =
dt/dt′∑
m=1
[
[−iH0 − 1
2
J†J + 〈J†〉J + 〈J〉Je2iΩ(t+mdt′)]dt′
+Odét(
dt′
α
) +Odét(α
2δtdt′) +Odét(Ωdt′2)
+ eiΩ(t+mdt
′)Jdz(t+mdt′) +Oprob(dt′) +Oprob(Ωdt′dz)
]
| Φ〉.
Mais
∑dt/dt′
m=1 dt
′〈J〉Je2iΩ(t+mdt′) est une somme de Riemann. On peut
l’approcher à la limite par
∫ dt
0 〈J〉Je2iΩ(t+u)du = e
2iΩ(t+dt)−e2iΩt
2iΩ 〈J〉J qui est
un O( 1Ω)≪ O(dt). Il reste uniquement :
| dΦ〉 =
[
[−iH0 − 1
2
J†J + 〈J†〉J ]dt+ Jdw(t)
]
| dΦ〉 (C.3)
où dw(t) =
∫ t+dt
t e
iΩsdz(s) est une intégrale stochastique obtenue en prenant
la limite α → ∞ de l’expression ∑dt/dt′m=1 eiΩ(t+mdt′)dz(t +mdt′). On renvoie
à l’excellent ouvrage [45] de Gallardo traitant des intégrales stochastiques.
Elle satifait les règles d’Ito suivantes :
. dwdw = dt
. dwdw = 0
✷ Pour le voir, il suffit grâce au théorème de Fubini, de remplacer le produit
d’intégrales par une intégrale sur le carré [t, t+dt]2. Puis en intégrant ensuite
par bandes diagonales, on a le résultat voulu. ✷
Pour finir, il s’agit de renormaliser la fonction d’onde |Φ+ dΦ〉. On rap-
pelle pour cela que :
1
‖ Φ+ dΦ ‖ =
1
‖ Φ ‖ + d
(
1√‖ Φ ‖2
)
= 1− 1
2
(d ‖ Φ ‖2)2 + 3
8
(d ‖ Φ ‖2)2.
Ici on obtient :
1
‖ Φ+ dΦ ‖ =1−
1
2
[2〈J†〉〈J〉dt+ 〈J†〉dw† + 〈J〉dw]
+
3
8
[2〈J†〉〈J〉dt+ 〈J†〉dw† + 〈J〉dw]2.
Soit :
1
‖ Φ+ dΦ ‖ = 1−
1
4
〈J†〉〈J〉dt− 1
2
(〈J†〉dw† + 〈J〉dw).
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On a donc la dynamique suivante pour la fonction d’onde normalisée :
|Ψ(t+ dt)〉 = Φ(t+ dt)‖ Φ(t+ dt) ‖
=
[
[1− iH0 − 1
2
J†J + 〈J†〉J ]dt+ Jdw
− 1
4
〈J†〉〈J〉dt− 1
2
(〈J†〉dw† + 〈J〉dw)
− 1
2
〈J†〉Jdt
]
| dΦ〉,
qu’on réécrit :
|Ψ(t+ dt)〉 − |Ψ(t)〉 = |dΨ〉
=
[
[−1
2
J†J +
1
2
〈J†〉J − 1
4
〈J†〉〈J〉]dt
− 1
2
(〈J〉dw + 〈J†〉dw†)
]
| dΦ〉.✷
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Annexe D
Solution de l’équation de
Lindblad (1.21) avec la
condition initiale ρ = |ψ〉〈ψ| où
|ψ〉 = c10|10〉 + c01|01〉 + c00|00〉.
On rappelle que l’équation de Lindblad (1.21) est :
dρ
dt
= γJρJ† − γ
2
{J†J, ρ} avec J = σA− ⊗ IdB + IdA ⊗ σB− . (D.1)
Alors en posant ρ(t) = (ρij(t))1≤i,j≤4 dans la base (|11〉, |10〉, |01〉, |00〉), on
a avec la condition initiale ρ(0) = ρ = |ψ〉〈ψ| où |ψ〉 = c10|10〉 + c01|01〉 +
c00|00〉 :
ρ11(t) = ρ12(t) = ρ13(t) = ρ14(t) = 0
puis :
ρ22(t) =
1 + 2e−γt + e−2γt
4
|c10|2 + 1− 2e
−γt + e−2γt
4
|c01|2
+
−1 + e−2γt
4
(c10c01 + c10c01)
ρ33(t) =
1− 2e−γt + e−2γt
4
|c10|2 + 1 + 2e
−γt + e−2γt
4
|c01|2
+
−1 + e−2γt
4
(c10c01 + c10c01)
ρ44(t) =1− (ρ22(t) + ρ33(t))
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et enfin :
ρ23(t) =
−1 + e−2γt
4
(|c10|2 + |c01|2) + 1 + 2e
−γt + e−2γt
4
c10c01
+
1− 2e−γt + e−2γt
4
c10c01
ρ24(t) =
c00
2
[
(c10 − c01) + (c10 + c01)e−γt
]
ρ34(t) =
c00
2
[−(c10 − c01) + (c10 + c01)e−γt] .
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Annexe E
Preuve des propositions 2.3.2,
2.3.3 et 2.3.4.
On commence par donner une preuve tirée de l’article [53] d’Horodecki
de la proposition 2.3.2 qui est :
Proposition E.0.4. Soit ρ un état défini par (2.5) avec C diagonale. On
note c1, c2 et c3 les éléments diagonaux de C, alors nécessairement le point
M dans R3, de coordonnées (c1, c2, c3) dans la base canonique, appartient
au tétraèdre T dont les quatre sommets ont respectivement pour coordonnées
(−1,−1,−1), (−1, 1, 1), (1,−1, 1) et (1, 1,−1).
Si on suppose de plus que ρ est séparable, alors le point M appartient à
l’octaèdre O dont les sommets Oi± pour i = 1, 2, 3 ont respectivement pour
coordonnées (±1, 0, 0), (0,±1, 0) et (0, 0,±1).
✷ ρ est positif si et seulement si pour tout projecteur P , on a :
tr(ρP ) ≥ 0
En particulier cette inégalité doit être vérifiée pour les quatre projecteurs sur
les états de Bell définis dans la base canonique (|11〉, |10〉, |01〉, |00〉) par :
|ψ±〉 = 1√
2
|11〉 ± 1√
2
|00〉
|φ±〉 = 1√
2
|10〉 ± 1√
2
|01〉
On peut représenter ces quatres projecteurs Pi pour i = 0, 1, 2, 3 avec (2.5)
par ~ai, ~bi et T i. Un calcul montre que ~ai = ~bi = ~0 et que T i sont des matrices
diagonales dont les coefficients diagonaux sont :
(−1,−1,−1) pour T 0
(−1, 1, 1) pour T 1
(1,−1, 1) pour T 2
(1, 1,−1) pour T 3. (E.1)
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Les quatre inégalités tr(ρPi) pour i = 0, 1, 2, 3 s’écrivent donc :
1− (c1 + c2 + c3) ≥ 0, 1− c1 + c2 + c3 ≥ 0,
1 + c1 − c2 + c3) ≥ 0 et 1 + c1 + c2 − c3 ≥ 0
ce qui montre la première parrtie de la propriété.
Pour la seconde, on considère l’opérateur d’échange, V , sur C2⊗C2 défini
par :
V
(
φ⊗ φ˜
)
= φ˜⊗ φ pour tout φ⊗ φ˜ ∈ C2 ⊗ C2.
Un calcul dans la base canonique montre facilement que :
trC4(V (A⊗B)) = trC2(AB) pour tout A,B ∈ B(C2).
Si ρ est séparable, on rappelle qu’il s’écrit :
ρ =
∑
i
piρ
A
i ⊗ ρBi
avec tous les pi positifs de somme un et ρ
j
i pour j = A,B des opérateurs
hermitiens positifs sur C2. Alors :
trC4(V ρ) =
∑
pi trC2(ρ
A
i ρ
B
i )︸ ︷︷ ︸
≥0
≥ 0.
Cette inégalité reste vraie pour les opérateurs Vi := (σi ⊗ σi)V (σi ⊗ σi)
pour i = 0, 1, 2, 3 où σ0 = Id, σ1 = σx, σ2 = σy et σ3 = σz car une conjugai-
son par un unitaire transforme un état séparable en un état séparable, on a
donc :
trC4(V
iρ) ≥ 0. (E.2)
On remarque que V i peut être représenté par :
Vi =
1
4
2Id⊗ Id− 3∑
j=1
dijjσj ⊗ σj

où les matrices diagonalesDi (dont les coefficients diagonaux sont di11, d
i
22, d
i
33)
vérifient Di = −T i pour i = 0, 1, 2, 3. Alors les inégalités (E.2) impliquent
que le point M appartient au tétraèdre T˜ symétrique de T par rapport à
l’origine du repère. Par ce qui précède M appartient aussi à T . L’intersection
de ces deux tétraèdres étant l’octaèdre défini dans la proposition, ceci clôt
la preuve de cette proposition.✷
On donne ici une réciproque partielle à la proposition E.0.4 toujours tirée
de [53] (proposition 2.3.3 du deuxième chapitre) :
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Proposition E.0.5. Soit ρ définie par (2.5) avec C diagonale et ~a = ~b = ~0.
On note c1, c2 et c3 les éléments diagonaux de C, alors ρ est un état si et
seulement si le point M dans R3, de coordonnées (c1, c2, c3) dans la base
canonique, appartient au tétraèdre T défini dans la proposition E.0.4.
De plus si le point M appartient à l’octaèdre O défini dans la proposition
E.0.4 alors ρ est un état séparable.
✷ La proposition E.0.4 montre que la condition M ∈ T est nécessaire
pour que ρ soit un état. Montrons ici qu’elle est aussi suffisante dans le cas
où ~a = ~b = ~0. Tout d’abord si M ∈ T alors il s’écrit comme la combinaison
convexe suivante :
M =
3∑
i=0
piTi
où les T i (définis en (E.1)) sont les sommets du tétraèdre T et où les pi
sont des réels positifs de somme un. En exprimant ρ dans la base canonique
(|11〉, |10〉, |01〉, |00〉) :
ρ =
1
4

2(p1 + p2) 0 0 2(p2 − p1)
0 2(p0 + p3) 2(p3 − p0) 0
0 2(p3 − p0) 2(p0 + p3) 0
2(p2 − p1) 0 0 2(p1 + p2)

on remarque qu’elle est de la forme X. Or on sait, d’après la proposition
2.1.1 du deuxième chapitre, que ρ représente un état si et seulement si les
conditions suivantes sont satisfaites :
|p3 − p0|
2
≤ p0 + p3
2
et
|p2 − p1|
2
≤ p1 + p2
2
.
Ce qui est clairement le cas ici car les pi sont tous positifs. Ceci conclut donc
la preuve de la première partie de la proposition.
Ensuite on suppose en plus que M appartient à l’octaèdre O. Alors M
s’écrit comme la combinaison convexe suivante :
M =
∑
i=1,2,3; s=±
pisO
i
s
où les Oi± (définis dans la proposition E.0.4) sont les sommets de l’octaèdre O
et où les pi± sont des réels positifs de somme un. De même que précédemment
en exprimant ρ dans la base canonique on a :
ρ =
1
4

a˜ 0 0 y˜
0 b˜ x˜ 0
0 x˜ c˜ 0
y˜ 0 0 d˜

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avec :
a˜ = d˜ =
1
4
[2p3+ + p1+ + p1− + p2+ + p2−]
b˜ = c˜ =
1
4
[2p3+ + p1+ + p1− + p2+ + p2−]
x˜ =
1
4
[(p1+ + p2+)− (p1− + p2−)]
y˜ =
1
4
[(p1+ − p2+)− (p1− − p2−)].
On remarque trivialement que |x˜| ≤
√
a˜d˜ et |y˜| ≤
√
b˜c˜. Ce qui montre,
d’après le lemme 2.2.1 du deuxième chapitre, que ρ est séparabable et conclut
la preuve de cette proposition.✷
Ensuite on va démontrer la proposition 2.3.4 qu’on rappelle :
Proposition E.0.6. Avec les notations de la définition 2.3.2, on pose
K = −
[
~a.~σ ⊗ Id+~b.Id⊗ ~σ +∑(i,j)∈[[1,3]]2 cijσi ⊗ σj], et on définit :
l2 =
1
2
tr(K2) = 2[(~a2 +~b2 + tr(CtC)]
l1 =
1
3
tr(K3) = 8[det(C)− ~a.C~b]
l0 =
1
4
tr(K4)− 1
8
(tr(K2))2
=−
(
l2
2
)2
+ 4(Ct~a)2 + 4(C~b)2 + 4~a2~b2
+ 2
(tr(CtC))2 − ∑
(i,j,k,l)∈[[1,3]]4
cikcilcjkcjl
+ 8 [det (C − ~a~bt)− det(C)] .
Alors ρ de la définition 2.3.2 est positive (et donc est une matrice densité)
ssi :
l2 + l1 + l0 ≤ 1 (E.3)
2l2 + l1 ≤ 4 (E.4)
l2 ≤ 6 (E.5)
✷ ρ est positive ssi K ≤ Id⊗ Id. K est une matrice hermitienne de trace
nulle. Ses valeurs propres sont réelles et sont les racines du polynôme :
χK = X
4 − l2X2 − l1X − l0,
qui ne possède pas de termes cubiques car K est de trace nulle. De plus si
on note κi les racines de χK , on peut les paramétrer par uniquement trois
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réels λ1, λ2 et λ3 :
κ1 =(λ1 − λ2)− λ3
κ2 =− (λ1 − λ2)− λ3
κ3 =− (λ1 + λ2) + λ3
κ4 =(λ1 + λ2) + λ3 .
Dans un premier temps nous allons exprimer les li en fonction des λi. Ceci
va nous être utile tout d’abord pour obtenir les expressions des li introduites
dans la proposition. Mais de plus cela va être la clé pour montrer le critère
de positivité.
Commençons donc par écrire l2 en fonction des λi :
−l2 = κ1 (κ2 + κ3 + κ4)︸ ︷︷ ︸
−κ1
+κ2 (κ3 + κ4)︸ ︷︷ ︸
−(κ1+κ2)
+κ3 × κ4︸︷︷︸
−(κ1+κ2+κ3)
= −(κ21 + κ22 + κ23)− (κ1κ2 + κ1κ3 + κ2κ3)︸ ︷︷ ︸
1
2
[κ24−(κ21+κ22+κ23)]
,
soit l2 =
1
2
(κ21 + κ
2
2 + κ
2
3 + κ
2
4) =
1
2
tr(K2) = 2(λ21 + λ
2
2 + λ
2
3).
On obtient directement la dernière expression en écrivant les κi en fonction
des λi. De plus en évaluant directement cette trace, on a :
l2 =
1
2
tr(K2)
=
1
2
tr
~a.~σ ⊗ Id+~b.Id⊗ ~σ + ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
2
=
1
2
tr
~a2Id+~b2Id+ ∑
(i,j)∈[[1,3]]2
c2ijId

= 2
~a2 +~b2 + ∑
(i,j)∈[[1,3]]2
c2ij
 .
Pour l1, on a :
l1 = [κ1κ2 (κ3 + κ4)︸ ︷︷ ︸
2λ3
+κ3κ4 (κ1 + κ2)︸ ︷︷ ︸
−2λ3
]
= 2λ3[ κ1κ2︸︷︷︸
λ23−(λ1−λ2)2
− κ3κ4︸︷︷︸
λ23−(λ1+λ2)2
]
= 8λ1λ2λ3.
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D’autre part si on calcule tr(K3) en fonction des λi, on trouve :
tr(K3) =κ31 + κ
3
2 + κ
3
3 + κ
3
4
=[(λ1 − λ2)− λ3]3 − [(λ1 − λ2) + λ3]3 − [(λ1 − λ2)− λ3]3
+ [(λ1 + λ2) + λ3]
3
=6λ3[(λ1 + λ2)
2 − (λ1 − λ2)2]
=24λ1λ2λ3.
Ainsi l1 =
1
3
tr(K3) .
Cette dernière expression nous permet d’exprimer l1 en fonction de ~a, ~b et
C :
l1 =
1
3
tr(K3)
= −1
3
tr
~a.~σ ⊗ Id+~b.Id⊗ ~σ + ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
3
= −1
3
tr
6~a.C~bId⊗ Id+
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
3
= 8detC − 8~a.C~b.
Ensuite on s’attaque à :
l0 = − detK = −κ1κ2κ3κ4
= −[(λ1 − λ2)− λ3][−(λ1 − λ2)− λ3][−(λ1 + λ2) + λ3][(λ1 + λ2) + λ3]
= − [[(λ1 − λ2)− λ3][(λ1 − λ2) + λ3]] [[(λ1 + λ2)− λ3][(λ1 + λ2) + λ3]]
= −[(λ1 − λ2)2 − λ23][(λ1 + λ2)2 − λ23]
= 2(λ21λ
2
2 + λ
2
1λ
2
3 + λ
2
2λ
2
3)− (λ41 + λ42 + λ23).
Cette expression va nous servir dans la preuve. De plus elle nous permet de
montrer facilement que l0 = 14tr(K
4)− 18 [tr(K2)]2. En effet :
1
4
tr(K4)− 1
8
[tr(K2)]2 =
1
4
(κ41 + κ
4
2 + κ
4
3 + κ
4
4)−
1
2
l2
2
=
1
4
[
[(λ1 − λ2)− λ3]4 + [−(λ1 − λ2)− λ3]4
+ [−(λ1 + λ2) + λ3]4 + [(λ1 + λ2) + λ3]4
]
− 2[λ21 + λ22 + λ23]2
= 2(λ21λ
2
2 + λ
2
1λ
2
3 + λ
2
2λ
2
3)− (λ41 + λ42 + λ23)
= l0.
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Cette formule va nous permettre de démontrer l’expression annoncée dans
la proposition pour l0. Pour ce faire, on commence par calculer :
K2 =(~a.~σ)2 ⊗ Id+ Id⊗ (~b.~σ)2 +
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
2 + 2(~a.~σ)⊗ (~b.~σ)
+ (~a.~σ ⊗ Id)
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
+
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
 (~a.~σ ⊗ Id)
+ (Id⊗~b.~σ)
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
+
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
 (Id⊗~b.~σ),
soit :
K2 =(~a2 +~b2)Id⊗ Id+
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
2 + 2(~a.~σ)⊗ (~b.~σ)
+
 ∑
(i,j)∈[[1,3]]2
cij{~a~σ, σi} ⊗ σj
+
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ {~b~σ, σj}
 .
En utilisant l’anticommutativité des matrices de Pauli, on peut simplifier
en :
K2 =(~a2 +~b2)Id⊗ Id+
 ∑
(i,j)∈[[1,3]]2
cijσi ⊗ σj
2 + 2(~a.~σ)⊗ (~b.~σ)
+ 2
 ∑
(i,j)∈[[1,3]]2
cijaiId⊗ σj
+ 2
 ∑
(i,j)∈[[1,3]]2
cijbjσi ⊗ Id
 .
Ensuite dans cette expression on évalue (toujours en tenant compte de l’an-
ticommutativité des matrices de Pauli) :(∑
(i,j)∈[[1,3]]2cijσi ⊗ σj
)2
=
∑
(i,j)∈[[1,3]]2
c2ijId⊗ Id+ 2(c23c32 − c22c33)σx ⊗ σx
+ 2(c21c33 − c23c31)σx ⊗ σy + 2(c22c31 − c21c32)σx ⊗ σz
+ 2(c33c12 − c32c13)σy ⊗ σx + 2(c13c31 − c11c33)σy ⊗ σy
+ 2(c32c11 − c31c12)σy ⊗ σz + 2(c13c22 − c12c23)σz ⊗ σx
+ 2(c11c23 − c13c21)σz ⊗ σy + 2(c12c21 − c11c22)σz ⊗ σz.
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D’où :
K2 =(~a2 +~b2 +
∑
(i,j)∈[[1,3]]2
c2ij)Id⊗ Id
+ 2
∑
(i,j)∈[[1,3]]2
cijaiId⊗ σj + 2
∑
(i,j)∈[[1,3]]2
cijbjσi ⊗ Id
+ 2(a1b1 + c23c32 − c22c33)σx ⊗ σx + 2(a1b2 + c21c33 − c23c31)σx ⊗ σy
+ 2(a1b3 + c22c31 − c21c32)σx ⊗ σz + 2(a2b1 + c33c12 − c32c13)σy ⊗ σx
+ 2(a2b2 + c13c31 − c11c33)σy ⊗ σy + 2(a2b3 + c32c11 − c31c12)σy ⊗ σz
+ 2(a3b1 + c13c22 − c12c23)σz ⊗ σx + 2(a3b2 + c11c23 − c13c21)σz ⊗ σy
+ 2(a3b3 + c12c21 − c11c22)σz ⊗ σz.
On voit qu’il apparait trois types de termes : ceux en Id⊗Id, ceux en σi⊗Id
ou en Id⊗ σj et enfin ceux en σi ⊗ σj . Quand on évalue tr(K4) = tr(K2K2),
on ne garde que les produits de même nature car les autres s’annulent en
prenant la trace. Ce qui donne :
tr(K4) =tr(K2K2)
=(~a2 +~b2 +
∑
(i,j)∈[[1,3]]2
c2ij)
2tr(Id⊗ Id)
+ 4
 ∑
(i,j,k)∈[[1,3]]3
cijaickjak +
∑
(i,j,k)∈[[1,3]]3
cijbjcikbk
 tr(Id⊗ Id)
+ 4[(a1b1 + c23c32 − c22c33)2 + (a1b2 + c21c33 − c23c31)2
+ (a1b3 + c22c31 − c21c32)2 + (a2b1 + c33c12 − c32c13)2
+ (a2b2 + c13c31 − c11c33)2 + (a2b3 + c32c11 − c31c12)2
+ (a3b1 + c13c22 − c12c23)2 + (a3b2 + c11c23 − c13c21)2
+ (a3b3 + c12c21 − c11c22)2]tr(Id⊗ Id),
qu’on peut réécrire sous la forme :
1
4
tr(K4) =(~a2 +~b2 + tr(CtC))
2
+ 4(Ct~a)2 + 4(C~b)2
+ 4[(a1b1 + c23c32 − c22c33)2 + (a1b2 + c21c33 − c23c31)2
+ (a1b3 + c22c31 − c21c32)2 + (a2b1 + c33c12 − c32c13)2
+ (a2b2 + c13c31 − c11c33)2 + (a2b3 + c32c11 − c31c12)2
+ (a3b1 + c13c22 − c12c23)2 + (a3b2 + c11c23 − c13c21)2
+ (a3b3 + c12c21 − c11c22)2].
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Si on développe les trois dernières lignes de l’expression précédente on ob-
tient :
1
4
tr(K4) =(~a2 +~b2 + tr(CtC))2 + 4(Ct~a)2 + 4(C~b)2
+ 4~a2~b2
+ 4[(c23c32 − c22c33)2 + (c21c33 − c23c31)2 + (c22c31 − c21c32)2
+ (c33c12 − c32c13)2 + (c13c31 − c11c33)2 + (c32c11 − c31c12)2
+ (c13c22 − c12c23)2 + (c11c23 − c13c21)2 + (c12c21 − c11c22)2]
+ 8[a1b1(c23c32 − c22c33) + a1b2(c21c33 − c23c31) + a1b3(c22c31 − c21c32)
+ a2b1(c33c12 − c32c13) + a2b2(c13c31 − c11c33) + a2b3(c32c11 − c31c12)
+ a3b1(c13c22 − c12c23) + a3b2(c11c23 − c13c21) + a3b3(c12c21 − c11c22)].
Mais le dernier crochet se réécrit de façon plus compacte det (C − ~a~bt)− det(C).
Quant à l’avant dernier, on peut remarquer que c’est
1
2
[
(tr(CtC))2 −∑(i,j,k,l)∈[[1,3]]4 cikcilcjkcjl]. Il vient finalement :
1
4
tr(K4) =
(
l2
2
)2
+ 4(Ct~a)2 + 4(C~b)2 + 4~a2~b2
+ 2
(tr(CtC))2 − ∑
(i,j,k,l)∈[[1,3]]4
cikcilcjkcjl
+ 8det (C − ~a~bt)− det(C).
D’où on conclut :
l0 =
1
4
tr(K4)− 1
8
(tr(K2))2
=−
(
l2
2
)2
+ 4(Ct~a)2 + 4(C~b)2 + 4~a2~b2
+ 2
(tr(CtC))2 − ∑
(i,j,k,l)∈[[1,3]]4
cikcilcjkcjl
+ 8det (C − ~a~bt)− det(C).
A présent que nous avons toutes les expressions voulues pour les li, on
va montrer le critère de positivié.
Commençons par montrer que les conditions de la proposition sont néces-
saires. On suppose donc que ρ est positive ou de façon équivalente que K est
plus petit que l’identité ie κi ≤ 1. Alors nécessairement
χK(1) ≥ 0⇐⇒ l2 + l1 + l0 ≤ 1.
Mais en invoquant le théorème de Gauss-Lucas, on sait que les racines du
polynôme dérivé, χK ′ sont dans l’enveloppe convexe de celles de χK . En
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particulier elles sont majorées par 1, d’où :
χK
′(1) ≥ 0⇐⇒ 2l2 + l1 ≤ 4.
Enfin en réappliquant le même argument avec χK ′ et χK ′′, on trouve :
χK
′′(1) ≥ 0⇐⇒ l2 ≤ 6.
Réciproquement supposons que les trois inégalités précédentes sont véri-
fiées. La seconde s’écrit en termes des λi :
λ21 + λ
2
2 + λ
2
3 + 2λ1λ2λ3 ≤ 1.
En faisant jouer à λ1 puis à λ2 et enfin à λ3 un rôle particulier, elle devient :
(λ2λ3 + λ1)
2 ≤ (1− λ22)(1− λ23)
(λ1λ3 + λ2)
2 ≤ (1− λ21)(1− λ23)
(λ1λ2 + λ3)
2 ≤ (1− λ21)(1− λ22) .
Ainsi nécessairement soit tous les λ2i > 1, soit tous les λ
2
i ≤ 1. Le premier
cas est à exclure à cause de de l’inégalité (E.5) qui s’écrit :
λ21 + λ
2
2 + λ
2
3 ≤ 3.
Ainsi
λ21 ≤ 1, λ22 ≤ 1 et λ23 ≤ 1.
Or :
λ1 =
1
2
(κ1 + κ4) = −1
2
(κ2 + κ3),
λ2 =
1
2
(κ2 + κ4) = −1
2
(κ1 + κ3),
λ3 =
1
2
(κ3 + κ4) = −1
2
(κ1 + κ2).
En combinant ces expressions aux trois inégalités précédentes on a :
κi + κj ≤ 2 ∀i 6= j.
Ainsi au plus un des κi est strictement supérieur à 1. Or cette dernière
possibilité est à écarter à cause de la condition (E.3) :
1− l2 − l1 − l0 = χK(1) =
∏
i=1,2,3,4
(1− κi) ≥ 0.
On vient donc de montrer que si les inégalités (E.3), (E.4) et (E.5) sont vé-
rifiées alors nécessairement κi ≤ 1 ∀i = 1, 2, 3, 4, ce qui conclut la preuve de
cette proposition. ✷
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Annexe F
Preuve de la proposition 3.3.1.
On rappelle l’énoncé de la proposition à démontrer :
Proposition F.0.7. Soient V (x), x ∈ [0, x0) et R des opérateurs bornés sur
un espace de Banach B tels que V (x) = V (0) + xR + O(x3/2), et où V (0)
est une isométrie dont la décomposition spectrale est V (0) =
∑r
j=0 e
−iEjPj
avec r < ∞. On pose h = ∑rj=0EjPj donc V (0) = e−ih. Soit t0 ≥ 0 on a
uniformément en t pour t ∈ [0, t0] si x→ 0 avec t/x ∈ N :
V (0)−
t
xV (x)
t
x = ete
ihR♯ +O(x1/2)
avec K♯ =
∑r
j=0 PjKPj = limT→∞
1
T
∫ T
0 e
ishKe−ishds pour tout K ∈ L(B).
✷ On reprend, ici, la démonstration d’Attal-Joye dans [5] qui se fait en
deux temps. On commence par montrer que V (0)−
t
xV (x)
t
x est proche de
V (0)−
t
x e−i(h+xJ)
t
x où l’opérateur J est défini ci-dessous. Ce qui est l’objet
du lemme F.0.2. Puis on montre dans le lemme F.0.3 que cet opérateur
V (0)−
t
x e−i(h+xJ)
t
x est voisin de e−itJ♯ = eteihR♯ . Ce qui conclut par inégalité
triangulaire la démonstration de la proposition F.0.7.
Lemme F.0.2. Avec les mêmes notations que dans la proposition F.0.7, on
pose :
J =
r∑
j,k=0
αjkPjRPk où αjk =
{
Ej−Ek
e−iEj−e−iEk si j 6= k
ieiEj si j = k.
Soit t0 ≥ 0 on a uniformément en t pour t ∈ [0, t0] si x→ 0 avec t/x ∈ N :
||V (0)−tx V (x) tx − V (0)−tx e−i(h+xJ)
t
x || = O(x1/2).
✷ Comme V (0) est une isométrie, il suffit de montrer que :
||V (x) tx − e−i(h+xJ)
t
x || = O(x1/2).
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Pour ce faire on commence par remarquer, en notant m = tx ∈ N, que :
V (x)m − e−i(h+xJ)m =
m−1∑
k=0
V (x)k(V (x)− e−i(h+xJ))e−i(h+xJ)m−1−k.
(F.1)
Puis le terme entre parenthèse se réécrit grâce à la théorie de perturbation :
V (x)− e−i(h+xJ)
=
(
V (0) + xR+O(x3/2))
)
−
(
e−ih + x(−i)e−ih
∫ 1
0
eihsJe−ihsds+O(x2)
)
= x
(
R+ ie−ih
∫ 1
0
eihsJe−ihsds
)
+O(x3/2).
Mais l’opérateur J a été choisi pour éliminer le terme dans la parenthèse. En
effet :
ie−ih
∫ 1
0
eihsJe−ihsds =
∑
j
ie−iEj
∫ 1
0
eiEjsαjjPjRPje
−iEjsds
+
∑
j 6=k
ie−iEj
∫ 1
0
eiEjsαjkPjRPke
−iEksds
=−
∑
j
PjRPj −
∑
j 6=k
PjRPk = −R.
De plus on a :
||V (x)|| = 1 +O(x) et ||e−i(h+xJ)|| = 1 +O(x).
Ainsi on peut majorer dans (F.1) :
||V (x)m − e−i(h+xJ)m|| ≤ cx3/2
m−1∑
k=0
||V (x)||k||e−i(h+xJ)||m−1−k
≤ cx3/2m(1 + dx)m−1 ≤ ctxe tx ln (1+dx)
≤ x1/2ct0edt0 = O(x1/2)
avec c et d des constantes positives. Ce qui conclut la preuve du lemme F.0.2.✷
Lemme F.0.3. Pour tout 0 ≤ t ≤ t0 < ∞, si x → 0 et t/x ∈ N, on a avec
les mêmes notations que précédemment et uniformément en t :
||V (0)−tx e−i tx (h+xJ) − e−itJ♯ || = O(x).
Remarque F.0.1. Le théorème 1.4 de Davies dans [25] est identique à ce
lemme F.0.3 à ceci près qu’il ne donne pas l’estimation O(x) de l’erreur.
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✷ Soit f ∈ B et
fx(t) = e
ith/xe−i
t
x
(h+xJ)f et f(t) = e−itJ
♯
f.
Il s’agit de majorer la norme de la différence de ces deux fonctions. Pour ce
faire on écrit la différence de ces deux fonctions sous la forme suivante grâce
au théorème fondamental de l’intégration :
i(fx(t)− f(t))
=
∫ t
0
(
eish/xJe−ish/xfx(s)− J ♯f(s)
)
ds
=
∫ t
0
(
eish/xJe−ish/x(fx(s)− f(s)) + (eish/xJe−ish/x − J ♯)f(s)
)
ds.
Par inégalité triangulaire il vient donc :
||fx(t)− f(t)|| ≤ ||J ||
∫ t
0
||fx(s)− f(s)||ds+ F(x, t0)
où
F(x, t0) = sup
0≤t≤t0
∣∣∣∣∣∣ ∫ t
0
(
eish/xJe−ish/x − J ♯)e−isJ♯f
)
ds
∣∣∣∣∣∣. (F.2)
On va faire apparaitre un x en facteur de cette équation. Pour ce faire, on
commence par réécrire l’intégrant dans (F.2) :
eish/xJe−ish/x − J ♯ = eish/x(J − J ♯)e−ish/x
=
∑
j 6=k
eish/xPjJPke
−ish/x =
∑
j 6=k
eis(Ej−Ek)/xPjJPk
=
∑
j 6=k
x
i(Ej − Ek)
d
ds
eis(Ej−Ek)/xPjJPk.
Puis en intégrant (F.2) par parties, il vient :∫ t
0
(
eish/xJe−ish/x − J ♯)e−isJ♯f
)
ds (F.3)
=
∑
j 6=k
∫ t
0
x
i(Ej − Ek)
d
ds
eis(Ej−Ek)/xPjJPke−isJ
♯
fds
=
∑
j 6=k
[
x
i(Ej − Ek)e
is(Ej−Ek)/xPjJPke−isJ
♯
f
]t
0
+
∑
j 6=k
∫ t
0
x
(Ej − Ek)e
is(Ej−Ek)/xPjJPkJ ♯e−isJ
♯
fds.
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En utilisant le fait que ‖J ♯‖ ≤ ‖J‖ et ‖e−isJ♯‖ ≤ et‖J‖, on peut majorer la
norme de (F.3) par : ∑
j 6=k
x||J ||(2 + t||J ||)e||J ||t
|Ej − Ek| ||f ||.
Ainsi :
F(x, t0) ≤ max(2, t0)(r2 − r)||f ||(1 + ||J ||)||J ||e
||J ||t0
infj 6=k |Ej − Ek| x,
d’où :
||fx(t)− f(t)|| ≤||J ||
∫ t
0
||fx(s)− f(s)||ds
+max(2, t0)(r
2 − r)||f ||(1 + ||J ||)||J ||e
||J ||t0
infj 6=k |Ej − Ek| x.
On va alors utiliser la version suivante du lemme de Gronwall [87] :
Lemme F.0.4. Soient φ une fonction continue positive sur [0, t0], c1 et c2
des constantes positives telles que :
φ(t) ≤ c1 + c2
∫ t
0
φ(s)ds. (F.4)
Alors pour tout t ∈ [0, t0], on a :
φ(t) ≤ c1ec2t. (F.5)
En appliquant le lemme de Gronwall avec φ(t) = ||fx(t) − f(t)||, c1 =
max(2, t0)(r
2 − r)||f || (1+||J ||)||J ||e||J||t0infj 6=k |Ej−Ek| x et c2 = ||J || on obtient :
||fx(t)− f(t)|| ≤ c1ec2t ≤ c1ec2t0 = O(x).
Il ne reste donc plus qu’à prouver le lemme de Gronwall. Pour ce faire on
remarque que les deux majorants de φ(t) dans (F.4) et (F.5) sont égaux à
t = 0. Il suffit donc de montrer que le rapport entre ces deux termes décroît.
On pose donc :
g(t) :=
c1 + c2
∫ t
0 φ(s)ds
c1ec2t
.
En dérivant on a :
g′(t) =
1
(c1ec2t)2
[
φ(t)−
(
c1 + c2
∫ t
0
φ(s)ds
)]
c1c2e
c2t.
Le terme entre crochets est négatif par hypothèse ce qui conclut la preuve
du lemme de Gronwall et du lemme F.0.3.✷
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Annexe G
Dérivation du théorème 3.4.2
via les théorèmes de l’article [4]
d’Attal et Joye.
On rappelle le théorème à montrer :
Théorème G.0.4. Avec les notations du troisième chapitre, on pose τA = pτ
et donc τB = (1− p)τ pour p ∈ [0, 1], alors on a la limite forte suivante :
ρ(t) = lim
τ→0
U( 1√
τ
, τ, β)
t
τ (ρ)
= et(−i[h0,.]+Γ˜β)(ρ) = et(−i[h0+ ˜heff,.]+D˜β)(ρ),
avec :
h˜eff = − i
2
1− e−βǫ
1 + e−βǫ
C˜
D˜β(ρ) = 1
1 + e−βǫ
[
L˜ρL˜† − 1
2
{L˜†L˜, ρ}+ e−βǫ(L˜†ρL˜− 1
2
{L˜L˜†, ρ})],
pour :
L˜ =pσ
(A)
− ⊗ Id+ (1− p)Id⊗ σ(B)−
C˜ =p(1− p)
[
σ
(A)
− ⊗ σ(B)+ − σ(A)+ ⊗ σ(B)−
]
.
✷ Comme indiqué, l’idée est ici de se baser sur les résultats généraux
de l’article [4] pour obtenir le résultat qui a déjà été dérivé en utilisant le
théorème de Chernoff. Aussi ici on ne redécrira pas la théorie utilisant les
bruits quantiques développée par Attal-Pautrat dans [7] et adaptée par Attal-
Joye dans [4] au cas thermique. On va plutôt voir la façon dont fonctionne
leur méthode et effectuer le calcul explicite pour notre modèle car la seule
différence entre le modèle générique étudié dans [4] et le nôtre consiste en
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la dépendance en temps du hamiltonien d’interaction pour notre cas. Mais
toutes les preuves fonctionnent en fait de la même manière.
Pour commencer il s’agit de développer perturbativement l’opérateur
d’évolution U introduit au troisième chapitre. Dans la base 1 (|0〉, |1〉) d’un
élément de chaîne, on a pour λ = 1√
τ
:
e−iτA(H(0)+λHint,A) =
(
Id+ (−iph0 − p22 σ
(A)
+ σ
(A)
− )τ +O(τ2)
−ipσ(A)−
√
τ +O(τ3/2)
−ipσ(A)+
√
τ +O(τ3/2)
Id+ (−ip(h0 + ǫ)− p22 σ
(A)
− σ
(A)
+ )τ +O(τ
2)
)
,
e−iτB(H(0)+λHint,B) =
(
Id+ (−i(1− p)h0 − (1−p)
2
2 σ
(B)
+ σ
(B)
− )τ +O(τ2)
−i(1− p)σ(B)−
√
τ +O(τ3/2)
−i(1− p)σ(B)+
√
τ +O(τ3/2)
Id+ (−i(1− p)(h0 + ǫ)− (1−p)
2
2 σ
(B)
− σ
(B)
+ )τ +O(τ
2)
)
et donc :
U = e−iτB(H(0)+λHint,B)e−iτA(H(0)+λHint,A) = (Uij)0≤i,j≤1
avec :
U00 = Id+
(
− ih0 − p(1− p)σ(A)− σ(B)+
− p
2
2
σ
(A)
+ σ
(A)
− −
(1− p)2
2
σ
(B)
+ σ
(B)
−
)
τ +O(τ2)
U01 = −i(pσ(A)+ + (1− p)σ(B)+ )
√
τ +O(τ3/2)
U10 = −i(pσ(A)− + (1− p)σ(B)− )
√
τ +O(τ3/2)
U11 = Id+
(
− i(h0 + ǫ)− p(1− p)σ(A)+ σ(B)−
− p
2
2
σ
(A)
− σ
(A)
+ −
(1− p)2
2
σ
(B)
− σ
(B)
+
)
τ +O(τ2) (G.1)
Si la chaîne était dans un état pur, il suffirait d’appliquer le théorème 21 de
l’article [7] pour conclure. Ici comme indiqué, l’astuce consiste à se placer
dans le cadre d’application de l’article [7] en passant dans la représentation
GNS (cf. [46],[94]) où l’état thermique devient un état pur.
L’idée de la représentation GNS est de doubler l’espace C2, d’un élément
de chaîne, en l’espace L(C2) des endomorphismes sur C2 de telle manière
que l’état thermique d’un élément de la chaîne, qu’on notera abusivement
ρβ , devienne un état pur sur L(C2). Mais on souhaite également garder la
1. Dans le troisème chapitre on avait choisi (|1〉, |0〉) comme base d’un élement de la
chaîne. Ici on préfère inverser l’ordre et prendre la même base (|0〉, |1〉) que dans l’article
[4] pour que le lecteur intéressé puisse s’y référer facilement. En effet on répète qu’on va
ici reprendre sans démonstrations les résultats de [4].
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structure d’espace de Hilbert. Aussi on munit L(C2) du produit scalaire
suivant :
〈C,D〉 = tr(ρβC†D) pour C,D ∈ L(C2).
Ainsi équipé L(C2) devient un espace de Hilbert de dimension quatre qu’on
note HGNS. Pour effectuer les calculs dans cet espace on en donne une base
orthonormée (X00 , X
1
0 , X
0
1 , X
1
1 ) où :
X00 = Id
X10 =
√
1 + e−βǫ
e−βǫ
a
X01 =
√
1 + e−βǫa†
X11 =
√
1 + e−βǫ
1 + eβǫ
(
1 0
0 −eβǫ
)
Ensuite la représentation GNS, notée π s’écrit :
π : L(C2)→ L(HGNS)
C 7→ π(C) tel que π(C)D = CD ∀ C,D ∈ HGNS
En particulier on a 〈X00 , π(C)X00 〉 = tr(ρβC) ∀ C ∈ HGNS. C’est d’ailleurs
pour avoir cette formule qu’on a choisi X00 = Id.
Maintenant si on a un opérateur K surH0⊗C2, ce qui est le cas de U , alors
la représentation GNS le transforme en un opérateur π(K) sur H0 ⊗HGNS
qu’on peut représenter par une matrice 4×4 à coefficients dans L(H0), qu’on
note :
Kijkl = trC2(ρβ(X
k
l )
†KXij)
On transforme donc U en π(U) et on calcule ses éléments de matrice
perturbativement grâce à la formule (G.1) en vue d’appliquer le théorème 13
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de l’article [7] :
U0000 = trC2(ρβU)
= Id− τ
[
i(h0 +
ǫe−βǫ
1 + e−βǫ
Id)
+
1
1 + e−βǫ
(
p(1− p)σ(A)− σ(B)+ −
p2
2
σ
(A)
+ σ
(A)
− −
(1− p)2
2
σ
(B)
+ σ
(B)
−
)
+
e−βǫ
1 + e−βǫ
(
p(1− p)σ(A)+ σ(B)− −
p2
2
σ
(A)
− σ
(A)
+ −
(1− p)2
2
σ
(B)
− σ
(B)
+
)]
+O(τ2)
U1000 = −i
√
τ
√
e−βǫ
1 + e−βǫ
L˜+O(τ3/2)
U0100 = −i
√
τ
√
1
1 + e−βǫ
L˜† +O(τ3/2)
U0001 = −i
√
τ
√
1
1 + e−βǫ
L˜+O(τ3/2)
U0010 = −i
√
τ
√
e−βǫ
1 + e−βǫ
L˜† +O(τ3/2).
Ensuite il suffit de remarquer par le calcul que :
lim
τ→0
U0101 = lim
τ→0
U1010 = lim
τ→0
U1111 = Id
et que :
lim
τ→0
U1001 = lim
τ→0
U0110 = lim
τ→0
U0011 = lim
τ→0
U1100 = 0
lim
τ→0
U1011 = lim
τ→0
U0111 = lim
τ→0
U1110 = lim
τ→0
U1101 = 0.
Alors par application du théorème 13 de l’article [7] on obtient la version
suivante du théorème 7 de l’article [4] :
Théorème G.0.5. Le modèle d’interactions répétées étudié ici avec pour
constante de couplage λ = 1τ converge fortement quand τ tend vers zéro vers
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le modèle de Langevin quantique suivant :
dUt =−
[
i(h0 +
ǫe−βǫ
1 + e−βǫ
Id) +
1
1 + e−βǫ
(
p(1− p)σ(A)− σ(B)+ −
p2
2
σ
(A)
+ σ
(A)
−
− (1− p)
2
2
σ
(B)
+ σ
(B)
−
)
+
e−βǫ
1 + e−βǫ
(
p(1− p)σ(A)+ σ(B)− −
p2
2
σ
(A)
− σ
(A)
+
− (1− p)
2
2
σ
(B)
− σ
(B)
+
]
Utdt
− i
√
e−βǫ
1 + e−βǫ
(L˜Utda
10
00(t) + L˜
†Utda0010(t))
− i
√
1
1 + e−βǫ
(L˜Utda
00
01(t) + L˜
†Utda0100(t)),
où les daklij sont les bruits quantiques définis dans [7].
En posant :
W = −i
√
1− e−βǫ
1 + e−βǫ
L˜
A01(t) =
√
1
1− e−βǫa
00
01(t) +
√
e−βǫ
1− e−βǫa
10
00(t)
A10(t) =
√
1
1− e−βǫa
01
00(t) +
√
e−βǫ
1− e−βǫa
00
10(t),
l’équation précédente se réécrit :
dUt =−
[
i
(
h0 + h˜eff
)
+ i
ǫe−βǫ
1 + e−βǫ
Id
+
1
2
(√ 1
1− e−βǫW
†W +
√
e−βǫ
1− e−βǫWW
†
)]
Utdt
+WUtdA
1
0(t) +W
†dA01(t).
En appliquant alors le théorème 12 de l’article [4] à notre cas, on obtient
alors la limite forte :
lim
τ→0
d
dt
ρ(t) = −i[h0 + h˜eff , ρ(t)] + D˜β(ρ(t))
ce qui est la version différentielle du théorème 3.4.2 et ce qui conclut donc
sa preuve. ✷
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Annexe H
Calculs perturbatifs autour de
la température nulle pour
τA = τB.
Pour alléger les formules on pose τ2 = 1. Il s’agit d’obtenir un dévelope-
ment perturbatif de la formule :

a(t)
b(t)
x(t)
x¯(t)
c(t)
d(t)
 = e
(
t
1+e−βǫM1
)

a
b
x
x¯
c
d
 , avec
M1 =
−2 e−βǫ e−βǫ e−βǫ e−βǫ 0
1 −(1 + e−βǫ) −e−βǫ −e−βǫ 0 e−βǫ
1 −1 −(1 + e−βǫ) 0 −e−βǫ e−βǫ
1 −1 0 −(1 + e−βǫ) −e−βǫ e−βǫ
1 0 −1 −1 −(1 + e−βǫ) e−βǫ
0 1 1 1 1 −2e−βǫ
 .
Ici le paramètre q := e−βǫ est petit. On va donc faire un développement
perturbatif en q. On réécrit donc la matrice à exponentier sous la forme :
t
1 + e−βǫ
M1 =
t
1 + q
A(q),
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avec A(q) := A0 + qA1 où :
A0 =

−2 0 0 0 0 0
1 −1 0 0 0 0
1 −1 −1 0 0 0
1 −1 0 −1 0 0
1 0 −1 −1 −1 0
0 1 1 1 1 0
 et A1 =

0 1 1 1 1 0
0 −1 −1 −1 0 1
0 0 −1 0 −1 1
0 0 0 −1 −1 1
0 0 0 0 −1 1
0 0 0 0 0 −2

On a A(q)1+q (0) = A0. Le spectre de A0 se lit directement sur sa diagonale car
elle est triangulaire. On voit qu’on a deux valeurs propres simples 0 et -2.
Par contre la valeur propre -1 est de multiplicité 4. En jordanisant A0, on
fait apparaitre deux blocs de Jordan pour cette valeur propre. Un de taille
1 et un autre de taille 3.
On peut également trouver une matrice de Jordan pour A(q)1+q :
A(q)
1 + q
∼

µ−(q)
µ+(q)
−1
−1 1
−1
0
 , avec
µ−(q) =
−3
2
− 1
2
√
1 + 34q + q2
1 + q
= −2− 8q +O(q2)
µ+(q) =
−3
2
+
1
2
√
1 + 34q + q2
1 + q
= −1 + 8q +O(q2).
On voit bien ici comment change les valeurs propres sous l’effet de la per-
turbation :
. −2→ µ− (q)
. 0→ 0
. −1→ −1 et µ+(q)
Le bloc de Jordan relatif à la valeur propre −1 va faire apparaitre des singu-
larités pour les vecteurs propres perturbés correspondants comme prédit par
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la théorie de Kato. En effet la matrice de passage correspondante s’écrit :
P (q) =

1− 18q 132 1q − 1316 + 57732 q −2q
−1 + 18q −132 1q + 1316 − 57732 q 2q
−2 + 44q −18 1q + 178 − 44q −12
−2 + 44q −18 1q + 178 − 44q 12
−5 + 146q 132 1q2 − 516 1q + 16132 − 146q −2− 10q
5− 146q −132 1q2 + 516 1q − 16132 + 146q 2 + 10q
−1
4 + q
−1
32
1
q +
13
16 − 6532q 0
1
4 − q 132 1q + 316 + 3332q q
0 18
1
q − 58 0
0 18
1
q +
3
8 0−1
4
1
q + 1− 2q −132 1q2 + 516 1q − 6532 − 11q q
1
4
1
q − 1 + 2q 132 1q2 − 516 1q + 3332 + 12q 1− 2q

+O(q2).
On a tout en main pour calculer :
exp
[
t
1 + q
M1(q)
]
= P (q) exp
t

µ−(q)
µ+(q)
−1
−1 1
−1
0

P
−1(q)
= P (q)

etµ−(q)
etµ+(q)
e−t
e−t te−t
e−t
1
P
−1(q).
On note :
λ− = etµ−(q)
λ+ = e
tµ+(q).
Il vient donc :
exp
[
t
1 + q
M1(q)
]
=
(
cij(t, q)
)
1≤i,j≤6 +O(q
2) avec
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c11(t, q) =
[
1
32
(λ+ − e−t)
]
1
q
+
[
13
16
(e−t − λ+)− 1
4
te−t + λ−
]
+
[
−18λ− + 577
32
λ+ − 1
32
e−t + te−t
]
q
c21(t, q) =
[−1
32
(λ+ − e−t)
]
1
q
+
[
(
1
16
(3e−t + 13λ+)− 1
4
te−t − λ−)
]
+
[
1− te−t − 1
32
(31e−t − 577λ+) + 18λ−
]
q
c31(t, q) =
[
1
8
(e−t − λ+)
]
1
q
+
[−1
8
e−t +
17
8
λ+ − 2λ−
]
+ 44(λ− − λ+)q
c41(t, q) =
[
1
8
(e−t − λ+)
]
1
q
+
[−1
8
e−t +
17
8
λ+ − 2λ−
]
+ 44(λ− − λ+)q
c51(t, q) =
[
1
32
(λ+ − e−t)
]
1
q2
+
[
5
16
(e−t − λ+)− t
4
e−t
]
1
q
+
[
te−t − 5λ− + 1
32
(161λ+ − e−t)
]
+
[
1− 2te−t − e−t + 146(λ− − λ+)
]
q
c61(t, q) =
[
1
32
(e−t − λ+)
]
1
q2
+
[
5
16
(λ+ − e−t) + t
4
e−t
]
1
q
+
[
1− te−t + 5λ− − 1
32
(161λ+ + 31e
−t)
]
+
[−2 + 2(1 + t)e−t + 146(λ+ − λ−)] q
42
c12(t, q) =
[
1
32
(λ+ − e−t)
]
1
q
+
[
5
16
(e−t − λ+)− 1
4
te−t
]
+
[
−5λ− + 161
32
λ+ − 1
32
e−t + te−t
]
q
c22(t, q) =
[−1
32
(λ+ − e−t)
]
1
q
+
[
1
16
(11e−t + 5λ+) +
1
4
te−t
]
+
[
1− te−t − 5λ− − 1
32
(161λ+ + 31e
−t)
]
q
c32(t, q) =
[
1
8
(e−t − λ+)
]
1
q
+
[
1
8
(λ+ − e−t)
]
+ 10(λ− − λ+)q
c42(t, q) =
[
1
8
(e−t − λ+)
]
1
q
+
[
1
8
(λ+ − e−t)
]
+ 10(λ− − λ+)q
c52(t, q) =
[
1
32
(λ+ − e−t)
]
1
q2
+
[−1
4
e−t +
3
16
(λ+ − e−t)
]
1
q
+
[
te−t +
1
32
(λ+ − e−t)
]
+
[
1− 2te−t − e−t + 25(λ− − λ+)
]
q
c62(t, q) =
[−1
32
(λ+ − e−t)
]
1
q2
+
[
1
4
e−t − 3
16
(λ+ − e−t)
]
1
q
+
[
1− te−t − 31
32
(λ+ + e
−t)
]
+
[−2 + (2 + t)e−t − 25(λ− − λ+)] q
43
c13(t, q) =
[
1
8
(e−t − λ+)
]
+
[−1
8
e−t +
17
8
λ+ − 2λ−
]
q
c23(t, q) =
[
1
8
(λ+ − e−t)
]
+
[
e−t − 17
8
λ+ + 2λ−
]
q
c33(t, q) =
[
1
2
(
λ+ + e
−t)]+ [4(λ− − λ+)] q
c43(t, q) =
[
1
2
(
λ+ − e−t
)]
+ [4(λ− − λ+)] q
c53(t, q) =
[
1
8
(e−t − λ+)
]
1
q
+
[
1
8
(λ+ − e−t)
]
+ [10(λ− − λ+)] q
c63(t, q) =
[
1
8
(λ+ − e−t)
]
1
q
+
[
1
8
(e−t − λ+)
]
+ [10(λ+ − λ−)] q
c14(t, q) =
[
1
8
(e−t − λ+)
]
+
[−1
8
e−t +
17
8
λ+ − 2λ−
]
q
c24(t, q) =
[
1
8
(λ+ − e−t)
]
+
[
e−t − 17
8
λ+ + 2λ−
]
q
c34(t, q) =
[
1
2
(
λ+ − e−t
)]
+ [4(λ− − λ+)] q
c44(t, q) =
[
1
2
(
λ+ + e
−t)]+ [4(λ− − λ+)] q
c54(t, q) =
[
1
8
(e−t − λ+)
]
1
q
+
[
1
8
(λ+ − e−t)
]
+ [10(λ− − λ+)] q
c64(t, q) =
[
1
8
(λ+ − e−t)
]
1
q
+
[
1
8
(e−t − λ+)
]
+ [10(λ+ − λ−)] q
44
c15(t, q) =
[
1
32
(e−t − λ+)
]
+
[
13
16
λ+ − λ− + 3
16
e−t +
1
4
te−t
]
q
c25(t, q) =
[
1
32
(λ+ − e−t)
]
+
[
1− t
4
e−t − 1
16
(19e−t + 13λ+) + λ−
]
q
c35(t, q) =
[
1
8
(λ+ − e−t)
]
+
[
1
8
(e−t − 17λ+ + 2λ−
]
q
c45(t, q) =
[
1
8
(λ+ − e−t)
]
+
[
1
8
(e−t − 17λ+ + 2λ−
]
q
c55(t, q) =
[
1
32
(e−t − λ+)
]
1
q
+
[
t
4
e−t +
1
16
(11e−t + 5λ+)
]
+
[
1− te−t − 1
32
(31e−t + 161λ+) + 5λ−
]
q
c65(t, q) =
[−1
32
(e−t − λ+)
]
1
q
+
[
1− t
4
e−t − 1
16
(11e−t + 5λ+)
]
+
[
−2− 5λ− + te−t + 1
32
(63e−t + 161λ+)
]
q
45
c16(t, q) =
[
1
32
(e−t − λ+)
]
+
[
5
16
(λ+ − e−t) + 1
4
te−t
]
q
c26(t, q) =
[
1
32
(λ+ − e−t)
]
+
[
1− t
4
e−t − 1
16
(11e−t + 5λ+)
]
q
c36(t, q) =
[
1
8
(λ+ − e−t)
]
+
[
1
8
(e−t − λ+
]
q
c46(t, q) =
[
1
8
(λ+ − e−t)
]
+
[
1
8
(e−t − λ+
]
q
c56(t, q) =
[
1
32
(e−t − λ+)
]
1
q
+
[
t
4
e−t +
3
16
(e−t − λ+)
]
+
[
1− te−t − 1
32
(31e−t + λ+)
]
q
c66(t, q) =
[−1
32
(e−t − λ+)
]
1
q
+
[
1− t
4
e−t +
3
16
(λ+ − e−t)
]
+
[
−2 + te−t + 1
32
(63e−t + λ+)
]
q
Ici on aimerait développer le résultat précédent en puissances de q. Le
problème, c’est qu’on n’a pas d’estimation de l’erreur pour des temps arbi-
trairement grands. Aussi on se fixe un temps t0 <∞. Alors on peut énoncer
le résultat suivant :
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Proposition H.0.8. Soit t0 ∈ R+, on a uniformément en t pour t ∈ [0, t0] :
x(t) =
{
(2− t)e−t − 2e−2t + q [(−4t2 + 27t− 44)e−t + (16t+ 44)e−2t]} a
+
{−te−t + q [(−4t2 + 11t− 10)e−t + 10e−2t]} b
+ e−tx+ q
[
(−4t− 4)e−t + 4e−2t] (x+ x¯)
+ q
[
(t− 2)e−t + 2e−2t] c+ qte−td+O(q2)
a(t) =
{
e−2t + q
[
(t2 − 8t+ 18)e−t − (8t+ 18)e−2t]} a
+ q
{
(t2 − 4t+ 5)e−t − 5e−2t} b
+ q
{
(−t+ 2)e−t − 2e−2t} (x+ x¯)
+ q(e−t − e−2t)c+O(q2)
b(t) =
{
(e−t − e−2t) + q [1 + (−t2 + 8t− 19)e−t + (8t+ 18)e−2t]} a
+
{
e−t + q
[
1 + (−t2 + 4t− 6)e−t + 5e−2t]} b
+ q
{
(t− 2)e−t + 2e−2t} (x+ x¯)
+ q(1− 2e−t + e−2t)c+ q(1− e−t)d+O(q2)
c(t) =
{
(t2 − 4t+ 5)e−t − 5e−2t
+ q
[
1 + (
8
3
t3 − 30t2 + 104t− 147)e−t + (40t+ 146)e−2t
]}
a
+
{
t2e−t + q
[
1 + (
8
3
t3 − 14t2 + 24t− 26)e−t + 25e−2t
]}
b
+
{−te−t + q [(−4t2 + 11t− 10)e−t + 10e−2t]} (x+ x¯)
+
{
e−t + q
[
1 + (−t2 + 4t− 6)e−t + 5e−2t]} c
+ q
{
1− (t2 + 1)e−t} d+O(q2)
d(t) =
{
1 + (−t2 + 4t− 6)e−t + 5e−2t
+ q
[
−2 + (−8
3
t3 + 30t2 − 104t+ 148)e−t − (40t+ 146)e−2t
]}
a
+
{
1− (t2 + 1)e−t + q
[
−2 + (−8
3
t3 + 14t2 − 24t+ 27)e−t − 25e−2t
]}
b
+
{
te−t + q
[
(4t2 − 11t+ 10)e−t − 10e−2t]} (x+ x¯)
+
{
1− e−t + q [−2 + (t2 − 4t+ 7)e−t − 5e−2t]} c
+
{
1 + q[−2 + (t2 + 2)e−t]} d+O(q2).
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✷ La démonstration de ce résultat repose simplement sur les développe-
ments suivants de λ− et λ+ :
λ− = etµ−(q) = e−2t − 8qte−2t +O(q2)
λ+ = e
tµ+(q) = e−t + 8qte−t +O(q2)
uniformément en t pour t ∈ [0, t0].✷
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Résumé :
On commence dans le chapitre d’introduction par rappeler les résultats
majeurs sur l’intrication et les systèmes quantiques ouverts. Puis en parti-
culier on prouve la désintrication en temps fini pour deux qubits (systèmes
quantiques à deux niveaux d’énergie) en interaction avec des bains ther-
miques distincts à température positive.
On propose dans le premier chapitre de cette thèse une méthode pour
empêcher la désintrication en temps fini basée sur des mesures continues sur
les bains et utilisant la théorie des sauts quantiques et celle des équations
différentielles stochastiques.
Dans le deuxième chapitre on étudie un sous-ensemble des états de deux
qubits : celui des états qu’on peut représenter dans la base canonique pour
une matrice ayant une forme de X. Cela nous permet d’obtenir des formules
explicites pour la décomposition d’un état X séparable en au plus cinq états
purs produits. On généralise ensuite cette étude à l’ensemble des états ob-
tenus à partir d’états X par conjugaison avec des unitaires locaux. Puis on
donne un algorithme pour décomposer tout état séparable de cet ensemble
en une combinaison convexe de cinq états purs produits.
Le troisième chapitre de cette thèse propose l’étude de l’évolution de
l’intrication de deux qubits dans un modèle d’interactions répétées avec la
même chaîne de spins dans les limites de van Hove et de couplage singulier.
En particulier on observe une intrication asymptotique non nulle quand la
chaîne est à température infinie et des phénomènes de création d’intrication
quand la chaîne est à température nulle.
Mots clés : systèmes quantiques ouverts, décohérence, intrication, qu-
bits
Abstract :
In the introductory chapter we first give the major results about en-
tanglement and open quantum systems. In particular we give the proof of
entanglement sudden death (ESD) for two qubits (two level quantum sys-
tems) interacting with their own heat bath at positive temperature.
We propose in the first chapter a method to protect qubits against ESD,
based on continuous measurements of the baths and using the theory of
quantum jumps and stochastic differential equations.
In the second chapter, we study a subset of two qubits states : the set
of states that we can represent in the canonical basis by an X-form matrix.
We also give explicit formulas for decompositions of a separable X-state in a
convex sum of five pure product states. We generalize this study to the set of
states obtained from X-states by a conjugation with local unitary operators.
Furthermore, we give an algorithm to decompose a separable state of this
set in a convex sum of five pure product states.
Finally, in the third chapter we study entanglement of two qubits in a
model of repeated interactions with the same spin chain in the van Hove
and singular coupling limits. In particular we observe non zero asymptotic
entanglement when the chain is at infinite temperature and phenomenons of
entanglement sudden birth when the chain is at zero temperature.
Keywords : open quantum systems, decoherence, entanglement, qubits
