We investigate the collective behaviour of particle orbits in the vicinity of magnetic reconnection in Earth's magneto-tail. Various regions of different kinds of orbital stability of particle motions are found. We locate regimes of temporary capture of particle orbits in configuration space as well as locations, where strong particle accelerations take place. With this study we are able to provide a detailed map, i.e. the topology, of high and low acceleration centers close to the reconnection site. Quasiregular and chaotic kinds of motions of elementary particles can be determined as well. The orbital stability of particle orbits is obtained by a statistical analysis of the outcome of the system of variational equations of particle orbits within the framework of particle-in-cell simulations. Using the concept of Lyapunov Characteristic Numbers to ensembles of particle orbits we introduce Lyapunov Ensemble Averages to describe the response of particle orbits to local perturbations induced by the electro-magnetic field.
I. INTRODUCTION
Magnetic reconnection is a term that describes the fundamental change of connectivity within magnetic field topologies. Giovanelli 13 associated observations of energetic outbursts on the Sun with reconnection and several other phenomena in the Earth's magnetosphere are probably driven by reconnection, like auroral sub-storms 27 . While we know from Maxwell's equations that it is impossible to cut and reassemble magnetic field lines, the process of reconnection requires us to think beyond this paradigm and it is a riddle until today, what exactly happens in the micro-physical regime of reconnection. In a more macroscopic sense, established descriptions of the effects of reconnection comprise a quasi-static dissipative mechanism 24, 33 and model with discontinuities 32 . After magnetic field lines reconnect, stress in the field may be released by the retraction of the newly connected field lines, which accelerates plasma together with the field and forms a slow shock within the outflow 26 .
Fundamental reconnection physics may be studied with the help of numerical simulations and in-situ observations in space 18, 25, 34, 35 . It is still difficult to reach a non-collisional regime in laboratory plasmas 37, 39 .
When we approach the reconnection site to spatial distances of about the electron gyroradius or the current sheet thickness, we find strongly non-Maxwellian electron velocity distributions (eVDFs) 4, 17 . We also find that there is an enhanced non-gyrotropic behavior of electrons near the stagnation point of the reconnection outflow, as well as the magnetic separatrix, which is the border between four topological distinct magnetic fields that meet in the reconnetion center 4 . One may explain these non-gyrotropic orbits as meandering motions of electrons that cross the current sheet multiple times 16, 23 , acceleration through electric fields 3 , and deflection from strongly curved magnetic fields near the reconnection center 38 that is also observed for ions 22 .
In the current study we aim to identify different kinds of behaviour of ensembles of particle orbits by means of the analysis of the system of variational equations of motion.
We find regions close to the reconnection center, which support 'quasi'-regular or irregular (chaotic) kinds of orbital motions. These regions are important to better understand the mixing behaviour of particle orbits in phase space. Our results are strongly related to the study of the form of velocity distribution functions. It is clear that the structure of these distributions strongly depend on the kind of particle orbits that may cross the regions in space, for which these distibutions are calculated. Numerical and analytical studies have already been used to understand the motions of elementary particles from a dynamical systems point of view. In Buechner & Zelenyi 5 the ratio between the minimum radius of curvature of a magnetic field line and the maximum Larmor radius for given particle energy has been used to distinguish between regular and chaotic motion. The authors find that for ratios much larger than unity an adiabatic invariant of motion exists, while for ratios close to unity this adiabaticity breaks, and resonance overlapping between the fundamental periods of bounce-and gyromotion introduces deterministic chaos into the problem. While in Buechner & Zelenyi 5 the authors studied curvature alone, the combined action of field curvature and magnetic shear on the dynamics has been investigated in Buechner & Zelenyi 6 .
A reduction of the reconnection problem to a two-degree of freedom Hamiltonian system can be found in Efthymiopoulos et al. 9 , but with an application to reconnection in the solar atmosphere. The authors use a perturbative approach and construct a Poincaré surface of section based on a simplified Hamiltonian model to describe various aspects of particle dynamics. The case of interactions of particles with multiple reconnecting current sheets has been investigated in Anastasiadis et al. 1 . In Gontikakis et al. 14 different kinds of orbits have been found in a 3D Harris-type reconnecting sheet where chaotic orbits lead to an escape by stochastic accelerations, regular orbits leading to escape along the field lines of the reconnecting magnetic component, and mirror-type regular orbits that are trapped on invariant tori. Analytical formulae that provide the kinetic energy gain of particle orbits are derived and validated by means of numerical simulations.
Our apporach to identify the different kinds of orbital motions of particles in the vicinity of magnetic reconnection is based on the concept of Lyapunov Characteristic Exponents (LCE), see e.g. 2,10 which provides a quantitative estimate for chaos in case of exponential divergence of two initially nearby trajectories. As the LCE is an asymptotic quantity, which cannot be determined exactly, it is more common to use terms like LCI (Lyapunov Characteristic Indicator) or LCN (Lyapunov Characteristic Number) instead of LCE. About a decade later, 7, 11, 12, 20, 28, 30 started to develop short-time and fast methods deduced from the LCE to distinguish between regular and chaotic motion. These methods are briefly discussed in 8 and more in detail in 29, 31 .
Classical chaos indicators are defined with respect to a single orbit that obeys a unique initial condition. They are very useful tools to obtain information about the vicinity of an orbit. Our approach differs from these classical chaos indicators as follows: our aim is to understand the collective behaviour of ensembles of particles in real space rather than the vicinity of single particle trajectories in phase space. An ensemble of particles is usually described in terms of a given velocity distribution function, which can be used to define a mean (bulk) velocity of the ensemble within a given region. In analogy we propose to generalize the concept of single particle chaos indicators and introduce the mean indicator over different particle trajectories within a given region in real space that we call Lyapunov Ensemble Average (LEA). In practice we calculate the mean variation of the tangent vectors for a set of initial conditions in phase space that is confined to a given region in real space. The resulting number (LEA) will serve as an indicator for the given region rather than for a unique orbit, and will provide a qualitative description of the dynamics of particles trajectories that enter this specific region.
For technical reasons we require the method to be fast:
i) Magnetic reconnection accelerates charged particles, which generates mean currents to change the electric and magnetic fields. Eventually, reconnection will end when the lowest magnetic energy state is reached. Our main interest lies in the dynamical picture of particle orbits during magnetic reconnection. The tracing of particle orbits shall end before the fields have significantly changed.
ii) The vector fields are only given within a finite simulation box in configuration space, but numerical simulations of particle orbits show that particles may exit the box already after very short time. Therefore it is desirable to determine the indicator before the particle exits the simulation box, where the vector fields are valid, i.e. to avoid the influence of numerical errors that are more pronounced at the boundaries of the simulation boxes.
For these reasons we define a new indicator based on the finite-time approximations of LCEs, which we call Lyapunov Ensemble Average (LEAs).
The mathematical set-up of the problem can be found in Sec. II, with the definition of LEAs in Sec. II A, and a description of the particle-in-cell (PIC) simulation data that we use in Sec. II B. The main simulation results are described in Sec. III, the conclusions and summary of our study can be found in Sec. IV.
II. MATHEMATICAL SET-UP
Let q/m denote the charge-over-mass ratio of a particle, i.e. either electrons with m = m e and q = −q e or protons with m = m p and q = +q e , where q e stands for elementary charge.
The force of interest F , acting on a particle of electric charge q subject to an electric and magnetic field, is given by :
Here, E = E ( r, t) and B = B ( r, t) are vector fields that depend on the position of the particle r = r(t) at given time t, v = v(t) is the velocity v = d r/dt, and the acceleration of the particle is simply given by:
Let x, y, z andẋ,ẏ,ż denote the components of the position and velocity vectors with r = (x, y, z) and v = (ẋ,ẏ,ż). To simplify the ongoing exposition we introduce the following notation: let (X 1 , X 2 , X 3 ) be the positions (x, y, z) and (X 4 , X 5 , X 6 ) be the velocities (ẋ,ẏ,ż) and denote by X = (X 1 , . . . , X 6 ) the state vector spanned in the 6 dimensional phase space, that we denote by P X in the further discussion. In this set-up (2) can be reduced to a 6-dimensional system of first order ODEs:
with initial conditions X(0) = (X 1 (0), ..., X 6 (0)). Here, vector function f = f ( X), using the
, is given by (1) as follows:
The elements of the Jacobian matrix J = J( X) of (3) are given in terms of X by:
where we used the notation f = (f 1 , . . . , f 6 ). Let with J = J(t) since J = J( X(t)). We notice that the determination of Y with respect to time t requires to solve (5) together with (3) totalling 42 ordinary equations of motion of first order in case of (1).
A. Lyapunov Ensemble Averages
The development of the Lyapunov Ensemble Averages (LEAs) is motivated by the work of Froeschlé et al. Voglis & Contopoulos 36 the authors investigate the distribution of the so-called stretching numbers of single particle trajectories in dynamical systems. They find that the spectrum of stretching numbers is independent of the initial point along any particular orbit, that in a chaotic domain, it is independent of the initial condition, and that the mean value over the spectrum of stretching numbers tends to the LCE for N to infinity. In this study the analysis is focused on single particle trajectories. In our new approach we perform the average over the LLNs of M particle trajectories crossing a given region instead. We provide a sketch of the method in Fig. 1 . Two orbits (orbit 1, orbit 2) cross the region marked in yellow at different time stamps t 7 , t 8 (orbit 1) and t 3 , t 4 , t 5 (orbit 2). The LEA for the yellow cell is then given by the average of the data in the two time series that correspond to these times.
In practice thousands of data points per cell are used in actual calculations. The number is a mean value of possible LLNs within a given region in real space and serves as an indicator for the cell rather than for a single orbit itself.
A formal definition of the LEA is as follows. Let Λ = (λ 1 , . . . λ 6 ) be the spectrum of LCEs of the system (3), and Λ n be the LLNs obtained at time step t n . We denote by (Λ n ),
with n = 0, 1, . . . , N the time series of sucessive approximations of Λ. In the limit n → ∞ we have Λ n → Λ which can be approximated by the mean over (Λ n ) with n = 0, 1, . . . , N .
To generalize the approach to multiple particle orbits we introduce the notation (Λ n ) m to be the m-th time series of LLNs along the orbit of the m-th particle with m = 0, 1, . . . , M .
We notice that at given time t p (0 ≤ p ≤ N ) the spectrum Λ p is linked to a position in phase space X p ∈ P X since J in (4) also depends on X. Let R ε ( X p ) ⊂ P X be the ε-region centered around X p : passing through R ε ( X p ) as follows:
Within this context the spectrum of LEAs associated to a given point X p is given by the mean values over all elements that belong to M ε p :
We notice thatΛ p,ε defined in terms of (6) defines a spectrum in an ε-region around X p ∈ P X .
In the limit ε → 0 the quantityΛ p,ε reduces to the instant value Λ p at given location X p ∈ P X at time t p since X p = X(t p ) and by the existence and uniqueness theorem of ordinary equations of motion. To ensure that enough data points cross R ε ( X p ) small quantity ε has to be choosen large enough. In the following, for the sake of simplicity in the notation, we will denote byΛ = (λ 1 , . . . ,λ 6 ) the LEA for any point X p ∈ P X and for fixed value ε = ε * with ε * > 0.
B. Numerical Simulation setup
The electric and magnetic fields in (1) are obtained from a PIC simulation of anti-parallel magnetic fields using the open-source code "iPic3D" 21 . We use the simulation data from 4 , which provides a catalog of detailed electron velocity distribution functions that are comparable with in-situ observations of electrons in the tail of Earth's magnetosphere.
The PIC model is a two-dimensional (2D) setup that represents a reconnection region in the magneto-tail of Earth, as well as certain magnetic field configurations on the Sun. The anti-parallel field lies within the plane of the simulation, where the x-coordinate is parallel to the initial background magnetic field B 0 = 0.05477. We allow the particle position vectors, We execute the simulation run on our in-house LEO computing cluster in Graz, where we require a minimum of 8 compute nodes with 128 processors in parallel and about 1.5 TB of RAM in total for about 16 hrs.
The initial magnetic field and average particle velocities follow an analytical Harris current sheet solution 15 that is supposed to remain stable. To trigger the reconnection exactly in the middle of the simulation domain, we add a small perturbation to the initial fields. Unlike earlier works, our perturbation is much smaller in amplitude and spatial extent and hence the evolution of the reconnection becomes more self-consistent 4 . We observe a free evolution of the reconnection until about t = 22 Ω −1 i , where Ω i = e B 0 /m p is the ion gyrofrequency, e is the charge of a proton, and m p is its mass. Therefore, we take the magnetic field data from a snapshot near t c = 20.54 Ω −1 i , when the reconnection is well developed but still in its free evolution phase. The high-cadence magnetic and electric field data that we obtain from our PIC simulation allows us to propagate particles in a realistic way with time-interpolated field information.
For this study, we use ensembles of test particles that we propagate outside of the main PIC simulation code, so that we are able to propagate also the equation systems (3) and (5). As our main PIC simulation run has a very large number of particles, we do have an unprecedented low noise level in our magnetic and electric fields, B and E.
The vector fields E( r, t) and B( r, t) that enter (1) are given from the PIC simulations on a discrete grid ( r i , t i with index i) only. We fix the vector fields with respect to time t in the following discussion. The approximation is valid since the time that single particle orbits need to cross the simulation domain is much shorter than the timescales on which the electric and magnetic fields change. For the sake of simplicity we use the notation E(x, y, z) = E(x, y, z, t c ) and B(x, y, z) = B(x, y, z, t c ) from now on. The interpolated vector fields are shown in Fig. 2 . simplified models the electric vector field is usually approximated by a constant E 0 , i.e. by E = (0, 0, E 0 ), which is valid in comparison with the component E z in Fig. 2 . However, in the other components, we clearly see that a sign change, e.g. in E y (y) = E(x = 0, y, z = 0), has to be taken into account for changing sign in y.
The system of differential equations (3) and (5) is solved in Wolfram Mathematica (Version 11) using the NDSolve framework using ExplicitRungeKutta method with difference and E (right column), respectively. (3) and (5) the precision of the integration method was set to 10 −10 , which is still double the orders of magnitude than the calculated error of the vector field at the reconnection center. We notice that the design of the LEA method does not require long-term simulations of individual particle trajectories if one ensures that enough particles are taken into account in the averaging process. The numerical errors in the integration will therefore not grow too much as long as we set the maximum time of integration small enough, which is true in our case, since it is limited by the fact that the electrons exit the PIC simulation box already after short time.
III. NUMERICAL SIMULATIONS AND RESULTS

FIG. 4.
Maximum LEA numberΛ max projected to the space I x × I y .
Our results are given in terms of the spectrumλ 1 , . . . ,λ 6 . In the following we investigate different quantities derived on the basis of this complete set of LEAs. We first investigate the quantityΛ max = max i=1,...,6λi which serves as an indicator for the overall stretching / contracting behaviour of ensemble of particles. This number is shown in color code for different cells with ∆x = ∆y = 0.05d i , and projected to the (x, y)-plane in Fig. 4 . We clearly see thatΛ max is positive or zero throughout (I x × I y ). This indicates that on the mean particles within ensembles experience divergence and growth of local perturbations throughout the reconnection center with high probability. Still, the strength of growth is not uniform. We find regions of variable magnitudes inΛ max with peaks at various places, i.e. at the reconnection center or around the island located at about x = 4.5d i , y = 0d i . In other regimesΛ max is fluctuating, e.g. within the region inside the separatrix, or the central inflow regime.
FIG. 5. Comparison of LEA (left) with FLI (right).
Our first test in this work is to check the similarity of the LEA with the in magnitudes at locations, where the dark red regions appear in Fig. 4 . We conclude, that the effect of the perturbations due to the reconnection electric field is most efficient on enesembles of particle orbits, where the LEAs peaks in Fig. 4 . The consequence of these findings on the dynamics of ensembles of particle orbits is as follows: in dark red regimes strong accelerations take place and lead to an increase of local perturbations in magnitudes, which then results in changes in the evolution of individual orbits (see also show cases at the end of this section). On the contrary, perturbations in light red to white regions of the space (x, y) are less effective. In classical theory the LCE and derived quantities are mainly used to distinguish between regular and chaotic motions of individual particles in phase space. In the present study we rather intend to use the LEA to characterize the mean influence of local perturbations on ensembles of particle orbits at different locations close to the reconnection center. To demonstrate the usefulness of the approach we show typical particle trajectories in Fig 8-10 .
In these figures, specific orbits are projected to the (x, y)-plane, and as well as onto specific phase planes (x, v x ), (y, v y ), and (z, v z ), respectively. The color codes in the projections are the same as in Figs. 4-6 . In projections to phase planes (e.g. x-v x in Fig. 8 and y-v y , z-v z in Fig. 9 ) the color code indicates the local values of the LEA at given position of the particle orbit in the space (x, y). As an example, the dark spot in the left panel of Fig. 8 corresponds to the dark stripe in the right panel of the same figure. Test particles are started with zero velocity at given location in the (x, y)-plane. A case with large positive value of the maximum LEA is shown in Fig. 8 . The projection of the orbit onto the (x, y)-plane
shows that the orbit crosses a dark red spot located at x 4.2d i and y 0d i just after its initial release at x(0) = 3.5d i . The effect of the crossing on the shape of the orbit in phase space becomes clear when looking on the projection of the orbit on the (x, v x )-plane.
While in the light red region on the left of the spot / stripe the drift along the x-direction is small, and regular kind of oscillations along the velocity direction takes place, accelerations along the x-direction strongly increases when the particle enters the dark red spot. The effect completely destroys the oscillatory behaviour in the (x, v x )-plane, and drift in the x direction becomes dominant. After exiting the spot / stripe the effect of the perturbation becomes less efficient, and the particle looses its velocity component along the v x direction, before exiting the simulation box.
An example of the effect of negative values of the LEA on particle orbits is shown in Fig. 9 . The orbit stays in the vicinity of its initial release, but with increasing values in z.
Motion takes place on quasi-periodic curves in the (x, v x )-and (y, v y )-planes. As a result, the orbit is trapped in rectangular region in its projection to the (x, y)-plane, a phenomenon which is know to exist in plasma physics and called 'magnetic bottle'.
We notice that orbits shown in Fig. 8 and Fig. 9 have carefully been chosen to explain the effect of positive/negative values of the LEA on the evolution of particle orbits. In our examples, the initial velocity and out-of-plane direction have been set to zero for demonstra- such orbits are shown in Fig. 10 . In both cases, the particle orbits enter regions with LEAs of opposite sign. The darker the red regions and the stronger the magnitudes of the LEAs, the stronger is the accelerations along the x (y) directions. In regions with smaller magnitudes, the drift in x (y) directions is reduced, and oscillatory behaviour along the v x (v y ) planes takes place. The role of dark blue regions (related to negative values of LEAs) is to reduce drift along the x (y) directions and to support oscillatory kind of behaviour of the orbit. As a direct consequence orbits remain longer in regions of magnetic reconnection which can be associated to negative values of the LEA. We remark that we started this study using classical methods, e.g. the classical maximum Lyapunov Exponent method (mLE). The results were unsatisfactory, and difficult to interpret for the following reason:
while some classical chaos indicators showed stable kinds of motion, individual particle tra-jectories did not stay in the vicinity of its initial condition. Also, particle trajectories were confined to regions in phase space for long time while the chaos indicator predicted them to be unstable. This phenomenon can easily be explained when looking at the lower right of Fig. 10 : the orbit shown in black stays the majority of its integration time close to its initial condition and performing quasi-periodic kinds of oscillations. Eventually, the orbit escapes to the left and exits the simulation box already after very short time. A classical chaos indicator would render the orbit to be unstable if one would calculate, e.g. the mLE on the basis of the whole orbit. But, the same indicator would render the orbit to be stable if one would exclude the last part of the orbit. The solution to the problem is the LEA: the color code in Fig. 10 clearly demonstrates that the single orbit behaves regular within the blue region, while it behaves chaotic in the red region.
IV. SUMMARY & DISCUSSIONS
Particle orbits in the vicinity of regimes of magnetic reconnection are subject to concurrent magnetic and electric perturbations of different origins. It is a natural step to investigate the effect of these kinds of perturbations on particle orbits using tools of nonlinear dynamics. In classical nonlinear problems, Lyapunov Characteristic Exponents have shown to be a useful tool to distinguish between regular and chaotic kinds of motion in phase space. The exponents are based on the concept of tangent space, i.e. on the variational equations of the dynamical system in mind. In this work we study the dynamical problem of particle orbits in regimes of magnetic reconnection in Earth's magneto-tail. We are interested in the effect of different magnetic topologies on the change of the geometry of particle orbits in different regions of magnetic reconnection. For this reason we derive and make use of the system of variational equations that govern the evolution of particle orbits in phase space.
Our particle simulations are based on electric and magnetic fields that have been obtained using PIC simulations. Next, we generalize the concept of LEs to ensembles of particles, and introduce the Lyapunov Ensemble Averages. This quantity serves as a useful tool to distinguish between regions of fast and slow accelerations along different directions in phase space, in particular to locate regions of oscillatory orbits and 'quasi'-regular kinds of motion. It is possible to define regions in phase and configuration space, where ensembles of particle orbits are trapped for much longer times with respect to regions indicating strong accelerations.
Our study is a first in a series of studies related to the problem of magnetic reconnection from a dynamical systems point of view. In our ongoing study we investigate different magnetic field configurations by the means of LEA methods, and the possibility to derive additional macroscopic observables on the basis of the LEAs. Our results may also serve for a better interpretation of observations from space measurements in Earth's magneto-tail, e.g. the Cluster, Themis, MMS and other mission.
