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Abstract
Given three integers k, ν and , we prove that there exists a finite k-regular graph whose
automorphism group has exactly ν orbits on the set of vertices and  orbits on the set of edges if
and only if⎧⎪⎪⎨⎪⎪⎩
(ν, ) = (1, 0) when k = 0
(ν, ) = (1, 1) when k = 1
ν =  ≥ 1 when k = 2
1 ≤ ν ≤ 2 ≤ 2kν when k ≥ 3.
Given an arbitrary odd prime p, we construct countably many pairwise non-isomorphic p-regular
graphs which are edge-transitive but not vertex-transitive.
© 2005 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, all graphs are supposed to be finite and simple (without loops and multiple
edges). A graph is called k-regular iff all its vertices have the same degree k. For a graph
Γ , we use V (Γ ), E(Γ ) and Aut(Γ ) to denote its vertex set, edge set and automorphism
group, respectively. If G ≤ Aut(Γ ) acts transitively on V (Γ ) and E(Γ ), we say that Γ
is G-vertex-transitive and G-edge-transitive, respectively (if G = Aut(Γ ), we simply say
that Γ is vertex-transitive or edge-transitive).
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We will say that a graph Γ realizes a given ordered pair (ν, ) of integers if Aut(Γ )
has exactly ν orbits on V (Γ ) and  orbits on E(Γ ). Let Gk (resp. Gck ) be the set of all
ordered pairs (ν, ) of integers for which there exists a finite k-regular graph (resp. a finite
connected k-regular graph) which realizes (ν, ).
The purpose of this paper is to prove the following theorem:
Theorem 1. 1. (ν, ) ∈ G0 ⇐⇒ (ν, ) = (1, 0)
2. (ν, ) ∈ G1 ⇐⇒ (ν, ) = (1, 1)
3. (ν, ) ∈ G2 ⇐⇒ ν =  ≥ 1
4. (ν, ) ∈ Gk(k ≥ 3) ⇐⇒ 1 ≤ ν ≤ 2 ≤ 2kν.
An analogous result has already been proved for connected k-regular graphs:
Theorem 2 (Bougard [1]). 1. (ν, ) ∈ Gc0 ⇐⇒ (ν, ) = (1, 0)
2. (ν, ) ∈ Gc1 ⇐⇒ (ν, ) = (1, 1)
3. (ν, ) ∈ Gc2 ⇐⇒ (ν, ) = (1, 1)
4. (ν, ) ∈ Gck (k ≥ 3) ⇐⇒ ν − 1 ≤  ≤ (k − 1)ν + 1, ν ≥ 1 and  ≥ 1.
A hypergraph H is a nonempty set of points provided with a collection of nonempty
subsets called blocks. An edge of H is any set of two points contained in a block of H . The
underlying graph of H is the graph Γ (H ) whose vertices are the points of H and whose
edges are those of H . H is connected iff Γ (H ) is connected. H is k-uniform iff all the
blocks of H have the same size k ≥ 2.
Let Hk (resp. Hck) be the set of all ordered pairs (π, β) of integers for which there
exists a finite k-uniform hypergraph (resp. a finite connected k-uniform hypergraph) whose
automorphism group has exactly π orbits on the set of points and β orbits on the set of
blocks.
Theorem 3 (Delandtsheer [4]).
(π, β) ∈ Hk ⇐⇒ 1 ≤ π ≤ kβ + 1
(π, β) ∈ Hck ⇐⇒ 1 ≤ π ≤ (k − 1)β + 1.
The particular case k = 2 had been considered before by Buset [2].
2. Vertex stabilizer in a p-regular graph realizing (1, 1)
Let Γ be a graph, x a vertex of Γ and G a subgroup of Aut(Γ ). We denote by Γ (x) the
neighborhood of x in Γ , by G(x) the stabilizer of x in G and by G(x)Γ (x) the permutation
group induced by G(x) on Γ (x). Let G1(x) = {α ∈ G(x) | α ∈ G(y) for each y ∈ Γ (x)}.
Given an integer s ≥ 0, a path P of length s from x0 to xs is an (s + 1)-tuple
(x0, x1, . . . , xs) of vertices of Γ with xi ∈ Γ (xi−1) if 1 ≤ i ≤ s. If x0 = xs , we
say that P is a circuit at base point x0 = xs . An s-arc of Γ is a path of length s such
that xi = xi−2 if 2 ≤ i ≤ s. Let A(Γ ) be the set of 1-arcs of Γ (simply called arcs).
For an s-arc (x0, x1, . . . , xs), let G(x0, x1, . . . , xs) = G(x0) ∩ G(x1) ∩ · · · ∩ G(xs) and
G1(x0, x1, . . . , xs) = G1(x0)∩G1(x1)∩· · ·∩G1(xs). We say that Γ is (G, s)-transitive if
G acts transitively on the set of s-arcs of Γ but not on the set of (s + 1)-arcs. If x ∈ V (Γ )
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and if i is a non-negative integer, G[i](x) denotes the pointwise stabilizer in G of the set of
vertices of Γ which are at distance at most i from x . We recall some useful results.
Theorem 4 (Thompson [10]). Let Γ be a connected graph, G a subgroup of Aut(Γ ) such
that Γ is G-vertex-transitive and, for each x ∈ V (Γ ), G(x)Γ (x) is primitive. Then, for
each {x, y} ∈ E(Γ ), G1(x, y) is a p-group for some prime p.
Lemma 5 (Weiss [15]). Let Γ be a connected graph, G a subgroup of Aut(Γ ) such
that Γ is G-vertex-transitive and, for each x ∈ V (Γ ), G(x)Γ (x) is primitive. Suppose
G1(x, y) = 1 for {x, y} ∈ E(Γ ). If p is the unique prime dividing |G1(x, y)|, then
G(x, y)Γ (x) contains a nontrivial normal p-subgroup.
Theorem 6 (Weiss [13]). Let Γ be a connected (q + 1)-regular graph with q = pr for
some prime p and some integer r ≥ 1. Suppose that there is a subgroup G of Aut(Γ ) such
that Γ is (G, s)-transitive for some s ≥ 2 and PSL2(q)  G(x)Γ (x)  PΓ L2(q) for
every x ∈ V (Γ ). Then s ≤ 5 or s = 7. Let (x1, x2, . . . , xs) be an arbitrary (s − 1)-arc of
Γ . Then G[1](x1) = 1 if s = 2 and G[1](x1) ∩ G[1](x2) ∩ G(x3, . . . , xs) = 1 otherwise.
Theorem 7 (Weiss [14]). Let Γ be a connected k-regular graph with k ≥ 3 and let
{x, y} ∈ E(Γ ). Suppose that there is a subgroup G of Aut(Γ ) such that Γ is (G, s)-
transitive with s ≥ 1 and such that G(x)Γ (x) is primitive and contains a regular abelian
normal subgroup. If G1(x, y) = 1, then, for some integer n ≥ 1, k = qn with q = 2 or 3.
Proposition 8. Let Γ be a connected p-regular graph for some odd prime p ≥ 5, and
let x ∈ V (Γ ) and G ≤ Aut(Γ ). If Γ is G-vertex-transitive and G-edge-transitive, then
|G(x)| ≤ p!((p − 1)!)p (p−1)
5−1
p−2
.
Proof. The argument below is essentially due to Weiss [15].
Since G acts transitively on V (Γ ) and E(Γ ), G acts transitively on A(Γ ), otherwise
p would be even (see [7], Lemma 3.2.2). Thus G(x)Γ (x) is transitive, and so primitive
because |Γ (x)| = p is a prime. The group G(x)Γ (x), being transitive of prime degree, is
necessarily one of the following groups (see [5], p. 99):
(i) the symmetric group Sp or the alternating group A p ,
(ii) a permutation representation of PSL2(11) of degree 11,
(iii) one of the Mathieu groups M11 or M23 of degree 11 or 23, respectively,
(iv) a subgroup of AGL1(p),
(v) a projective group G with PSLd (q) ≤ G ≤ PΓ Ld (q) of degree p = qd−1q−1 .
Since A5 ∼= PSL2(4) ∼= PSL2(5), we may assume p ≥ 7 if (i) occurs.
Let {x, y} be an edge of Γ . If G1(x, y) = 1, then G[2](x) = 1. Suppose now that
G1(x, y) = 1. By Theorem 4, G1(x, y) is a p′-group for some prime p′, and, by Lemma 5,
G(x, y)Γ (x) contains a nontrivial normal p′-subgroup. Hence, (i) does not occur because
the vertex stabilizer of A p is the simple group A p−1, which is not a p′-group and the normal
subgroups of the vertex stabilizer of Sp are A p−1 and Sp−1, which are not p′-groups. It
is easy to rule out (ii) and (iii). Indeed, the Atlas [3] shows that the vertex stabilizer of
PSL2(11), M11 and M23 is A5, M10 ∼= A5 · 2 and M22, respectively, and these stabilizers
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are simple, except M10, whose only proper normal subgroup is A5. If (iv) occurs, then, by
Theorem 7, G1(x, y) = 1, a contradiction.
If (v) occurs, then G(x)Γ (x) is 2-transitive. If d = 2, Theorem 6 implies that
G[6](x) = 1. The case d ≥ 3 was solved by Trofimov in [11]: in this case, G[6](x) = 1
holds. We conclude that G[6](x) = 1 in each case, and so clearly
|G(x)| ≤ p!((p − 1)!)p+p(p−1)+p(p−1)2+p(p−1)3+p(p−1)4
= p!((p − 1)!)p (p−1)
5−1
p−2 . 
Note that since G acts transitively on 1-arcs, p divides |G(x)| for each vertex x . If
p = 3, Tutte [12] proved that if Γ is (Aut(Γ ), s)-transitive, then s ≤ 5 and |Aut(Γ )(x)| =
3.2s−1 for each vertex x . Therefore we get the following corollary:
Corollary 9. Let Γ be a connected p-regular graph for some odd prime p, and let
x ∈ V (Γ ) and A = Aut(Γ ). If Γ is vertex-transitive and edge-transitive, then p divides
|A(x)| ≤ p!((p − 1)!)p (p−1)
5−1
p−2
.
3. Covering graph
We briefly recall a few notions and results which can be found in [8] and [9].
Let Γ and Γ˜ be two graphs. If there is a surjection f : V (Γ˜ ) → V (Γ ) such that
f |Γ˜ ( v˜) : Γ˜ ( v˜) → Γ (v) is a bijection for every vertex v ∈ V (Γ ) and every v˜ ∈ f −1(v), then
the graph Γ˜ is called a covering of the graph Γ , and we will write Γ˜ = cov(Γ , f ). Each
f −1(v) is called a fibre of Γ˜ . The covering transformation group K is the automorphisms
group of Γ˜ fixing every fibre setwise. A covering is said to be N-regular if there is a
subgroup N of K acting regularly on each fibre. Note that if Γ˜ is connected, then N = K .
Let N be a finite group. A voltage assignment of the graphΓ is a function vol : A(Γ ) →
N such that vol(u, v) = vol(v, u)−1 for each (u, v) ∈ A(Γ ). The values of vol are called
voltages. The ordinary derived graph Γ ×vol N is defined by V (Γ ×vol N) = V (Γ ) × N
and E(Γ ×vol N) = {{(u, g), (v, vol(u, v)g)} | {u, v} ∈ E(Γ ), g ∈ N}. Clearly, the graph
Γ ×vol N is a covering of the graph Γ where the fibres are {(u, g) | g ∈ N} for every
u ∈ V (Γ ). Moreover, Γ ×vol N is an N-regular covering. Indeed, define, for each g ∈ N ,
(u, x)g := (u, xg), (u, x) ∈ V (Γ ×vol N).
Then N is a subgroup of Aut(Γ ×vol N) acting regularly on each fibre. It is easy to prove
that Γ ×vol N is connected iff N = 〈vol(u, v) | (u, v) ∈ A(Γ )〉. We can extend the voltage
assignment to a path P = (u0, u1, . . . , ul) of Γ , namely
vol(P) := vol(u0, u1)vol(u1, u2) . . . vol(ul−1, ul).
Let Γ be a graph and let Γ˜ = Γ ×vol N be an N-regular covering. We say that
an automorphism φ of Γ lifts if there exists an automorphism φ˜ of Γ˜ = cov(Γ , f )
such that φ˜ f = f φ. We call φ˜ the lift of φ and φ the projection of φ˜. These notions
naturally extend to the lift and the projection of a group of automorphisms. We know
that the lifts and projections of groups are subgroups in Aut(Γ˜ ) and Aut(Γ ), respectively.
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Moreover, if N is normal in Aut(Γ˜ ), then Aut(Γ˜ ) and all of its subgroups project. Finally,
we give a condition whether an automorphism φ lifts (see [9]): if we define the mapping
φ# : N → N by vol(C) → vol(φ(C)), where C ranges over all fundamental circuit at
some base point, then φ lifts iff φ# extends to an automorphism of N .
4. Countably many k-regular graphs realize (2, 1)
4.1. k is an odd prime
In this section, p is a fixed odd prime. Let P = {0, 1, . . . , p − 1} and P∗ = P \ {0}.
We shall denote by Zn the ring of residues modulo n as well as the additive cyclic group
of order n, and by Z∗n the group of units of Zn . We recall that any automorphism of Zn is
of the form x → kx , x ∈ Zn , where k is coprime to n.
We are going to construct connected p-regular graphs realizing (2, 1) as Zn-regular
coverings of K p,p . In order to do this, we will generalize to any odd prime p a construction
of Malnicˇ et al. [9], valid only for p = 3. Let V (K p,p) = {ci | i ∈ P} ∪ {di | i ∈ P} and
E(K p,p) = {{ci , d j } | i, j ∈ P}. Take a spanning tree T with edge set {{c0, di }, {ci , d0} |
i ∈ P}. We define for this section a voltage assignment vol : A(K p,p) → Zn where the
arcs of T receive zero voltage, that is vol(di , c j ) = vol(c j , di ) = 0 if i or j = 0, and we let
vol(di , c j ) = ai, j such that (ai, j , n) = 1 for i and j = 0. Note that (ai, j , n) = 1 implies
that K p,p ×vol Zn is connected.
For α, β ∈ Sp , we define αc • βd ∈ Aut(K p,p) by αc • βd(ci ) = cα(i) and
αc • βd(d j ) = dβ( j ). Let ι ∈ Aut(K p,p) be defined by ι(ci ) = di and ι(di ) = ci . We also
define (αc • βd)ι ∈ Aut(K p,p) by (αc • βd)ι(ci ) = dα(i) and (αc • βd)ι(d j ) = cβ( j ). Note
that each automorphism of K p,p has the form αc • βd or (αc • βd)ι for some α, β ∈ Sp .
Let  = (0, 1, . . . , p − 1) ∈ Sp , φ = c • idd and ψ = idc • d . If a permutation
α is a product of t disjoint cycles c1, . . . , ct , then m(α) = min{|ci ||1 ≤ i ≤ t} and
M(α) = max{|ci ||1 ≤ i ≤ t}.
Lemma 10. Let m ≥ 4 be an integer and let r, ai ∈ Z∗n(i = 1, . . . , m − 3).
If a−1i (ai+1 − a1) = −r−1a1 for every i ∈ {1, . . . , m − 3},
then am−2 = a1 − r−1a21 + r−2a31 − · · · + (−1)m−3r−(m−3)am−21 .
Proof. We proceed by induction on m.
For m = 4,
a−11 (a2 − a1) = −r−1a1 ⇒ a2 = a1 − r−1a21 .
If m ≥ 5,{
a−1i (ai+1 − a1) = −r−1a1 ∀ i ∈ {1, . . . , m − 4}
a−1m−3(am−2 − a1) = −r−1a1
⇒
{
am−3 = a1 − r−1a21 + r−2a31 − · · · + (−1)m−4r−(m−4)am−31
am−2 = a1 − r−1a1am−3
⇒ am−2 = a1 − r−1a21 + r−2a31 − · · · + (−1)m−3r−(m−3)am−21 . 
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Lemma 11. Let m ≥ 2 be an integer and let ai ∈ Z∗n (i = 1, . . . , m).
If a−11 a2 = a−12 a3 = · · · = a−1m−1am = a−1m a1, then am1 = am2 = · · · = amm .
Proof. For m = 2, a−11 a2 = a−12 a1 ⇒ a21 = a22. Suppose now that m ≥ 3. We first
proceed by induction on m to prove that
a−11 a2 = a−12 a3 = · · · = a−1m−1am ⇒ am = a−(m−2)1 am−12 .
For m = 3,
a−11 a2 = a−12 a3 ⇒ a3 = a−11 a22 .
If m ≥ 4,{
a−11 a2 = a−12 a3 = · · · = a−1m−2am−1
a−11 a2 = a−1m−1am
⇒
{
am−1 = a−(m−3)1 am−22
am = a−11 a2am−1
⇒ am = a−(m−2)1 am−12 .
Moreover, a−11 a2 = a−1m a1. Hence, am1 = am2 . A similar argument shows that am2 =
am3 , . . . , a
m
m−1 = amm . 
We will now consider the following equation:
x p−1 + x p−2 + · · · + x + 1 = 0. (1)
Lemma 12. Let n be a positive integer and consider the graph K p,p ×vol Zn. The following
statements hold:
(i) φ lifts iff there exists r ∈ Zn satisfying Eq. (1) and such that ai,p− j = −ai,1(r + r2 +
· · · + r j ) for all i, j ∈ P∗.
(ii) ψ lifts iff there exists s ∈ Zn satisfying Eq. (1) and such that ap− j,i = −a1,i(s + s2 +
· · · + s j ) for all i, j ∈ P∗.
(iii) Let α, β ∈ sym(P∗). If τ = (αc • βd)ι lifts, then there exists k such that k =
−a−1i, j aα( j ),β(i) for all i, j ∈ P∗.
(iv) Let α, β ∈ sym(P∗). If σ = αc • βd lifts, then there exists k such that k = a−1i, j
aβ(i),α( j ) for all i, j ∈ P∗.
Proof. We will only prove (i), the proofs of (ii), (iii) and (iv) being straightforward and
analogous.
(i) Suppose first that there exists r ∈ Zn satisfying Eq. (1) and such that ai,p− j =
−ai,1(r + r2 + · · · + r j ) for all i, j ∈ P∗. It is easily seen that φ# extends to an automor-
phism of Zn , and so φ lifts.
Conversely, suppose that φ lifts. Then φ# extends to an automorphism of the cyclic
group Zn , i.e., φ# : x → kx for every x ∈ Zn . We consider the fundamental circuits at
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base point c0: (c0, di , c j , d0, c0) with i, j ∈ P∗. We have
φ#(ai, j ) = φ#(vol(c0, di , c j , d0, c0))
=
{
vol(c1, di , c j+1, d0, c1) = ai, j+1 − ai,1 if j = p − 1
vol(c1, di , c0, d0, c1) = −ai,1 if j = p − 1.
Hence, k = a−1i, j (ai, j+1 − ai,1) = −a−1i,p−1ai,1 for every i ∈ P∗ and every j ∈{1, 2, . . . , p − 2}. By Lemma 10,{
ai,p−2 = ai,1 − a−1i,p−1a2i,1 + a−2i,p−1a3i,1 − · · · + (−1)p−3a−(p−3)i,p−1 a p−2i,1
ai,p−2 = ai,p−1 − a−1i,1 a2i,p−1
⇒ 1 − a−1i,1 ai,p−1 + a−2i,1 a2i,p−1 − a−3i,1 a3i,p−1 + a−4i,1 a4i,p−1 − · · ·
+ (−1)p−3a−(p−1)i,1 a p−1i,p−1 = 0.
Then r = −a−1i,1 ai,p−1 satisfies Eq. (1) and ai,p−1 = −ai,1r . Finally, we prove by induction
on j that ai,p− j = −ai,1(r +r2 +· · ·+r j ): from a−1i,p− j (ai,p− j+1 −ai,1) = −a−1i,p−1ai,1 =
r−1, we get
ai,p− j = ai,p− j+1r − ai,1r = −ai,1(r + r2 + · · · + r j−1)r − ai,1r
= −ai,1(r + r2 + · · · + r j ). 
Lemma 13. Let n, j , k be positive integers such that 0 < j ≤ k < p. If x ∈ Zn satisfies
Eq. (1), then
(i) x j satisfies Eq. (1);
(ii) x j + x j+1 + · · · + xk ∈ Z∗n.
Proof. (i) Since p is prime and x p = 1, {x j , (x j )2, . . . , (x j )p−1} = {x, x2, . . . , x p−1}.
Hence 1 + x j + (x j )2 + · · · + (x j )p−1 = 1 + x + x2 + · · · + x p−1 = 0.
(ii) First, we prove by induction on k that x + x2 + · · · + xk is invertible. Since x satisfies
Eq. (1), x p = 1 and the assertion is true for k = 1. Suppose that there exists yt ∈ Zn such
that yt (x + x2 + · · · + xt ) = 1 for all 0 < t < k. Let p ≡ t (mod k), where 0 < t < k
because p > k is prime. We get
−yt x t (1 + xk + x2k + · · · + x p−t−k)(x + x2 + · · · + xk)
= −yt x t (x + x2 + · · · + x p−t )
= yt x t (x p−t+1 + x p−t+2 + · · · + x p)
= yt (x + x2 + · · · + xt)
= 1.
Then x j + x j+1 + · · · + xk = x j−1(x + x2 + · · · + xk− j+1) is a product of invertible
elements, and so is invertible. 
Let n > p be a positive integer such that Zn contains two elements r and s satisfying
Eq. (1) and such that
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(i) r + · · · + r i = s + · · · + s j for every i, j ∈ {1, . . . , p − 2},
(ii) r i = s j for every i, j ∈ P∗.
Then we will say that the ordered triple (n, r, s), as well as the integer n, is admissible.
Proposition 14. Let Γ = K p,p ×vol Zn and let H be the largest subgroup of Aut(Γ ) which
projects. If ap−i,p− j = (r + r2 + · · · + r j )(s + s2 + · · · + si ), where r, s ∈ Zn and the
triple (n, r, s) is admissible, then H = 〈φ˜, ψ˜〉 is the lifted group of 〈φ,ψ〉.
Proof. Since ap−i,p− j = (r+r2+· · ·+r j )(s+s2+· · ·+si ), we deduce from Lemma 12(i)
and (ii) that φ and ψ lift. Hence 〈φ˜, ψ˜〉 ≤ H . We claim that no other automorphism of K p,p
lifts. Let α, β ∈ Sym(P∗).
Suppose that (α, β) = (id, id) and that σ = αc • βd lifts. By Lemma 12, there exists
k such that k = a−1i, j aβ(i),α( j ). Hence ai ′, j ′aβ(i),α( j ) = ai, j aβ(i ′),α( j ′) for all i, j, i ′, j ′ ∈
P∗. We may assume, without loss of generality, that α = id. Then ai, j ′aβ(i),α( j ) =
ai, j aβ(i),α( j ′), and so
(r + r2 + · · · + r p− j ′)(r + r2 + · · · + r p−α( j ))
= (r + r2 + · · · + r p− j )(r + r2 + · · · + r p−α( j ′)).
If m(α) = M(α), then there exists m ≥ 1 such that αm = id fixes an element
j ′ ∈ P∗. αm = id implies that there exists j ∈ P∗ such that αm( j) = j . Since σ lifts,
σm = (αm)c • (βm)d also lifts. Therefore
(r + r2 + · · · + r p− j ′)(r + r2 + · · · + r p−αm( j ))
= (r + r2 + · · · + r p− j )(r + r2 + · · · + r p− j ′)
⇒ r + r2 + · · · + r p− j = r + r2 + · · · + r p−αm( j )
⇒ rmin{p− j,p−αm( j )}+1 + rmin{p− j,p−αm( j )}+2 + · · · + rmax{p− j,p−αm( j )} = 0,
contradicting Lemma 13.
Hence m(α) = M(α) = t . Note that t ≥ 2, because α = id and t divides p − 1. Let
a j = r + r2 + · · · + r p− j . For each j ∈ P∗, a2j = aα−1( j )aα( j ) ⇒ a−1α−1( j )a j = a−1j aα( j ).
Hence, for each j ∈ P∗, a−1j aα( j ) = a−1α( j )aα2( j ) = · · · = a−1αt−2( j )aαt−1( j ) = a−1αt−1( j )a j .
Since t | p − 1, Lemma 11 yields
atj = atα( j ) = · · · = atαt−1( j )∀ j ∈ P∗
⇒ a p−1j = a p−1α( j ) = · · · = a p−1αt−1( j )∀ j ∈ P∗
⇒ (r + r2 + · · · + r p− j )p−1 = (r + r2 + · · · + r p−α( j ))p−1
= · · · = (r + r2 + · · · + r p−αt−1( j ))p−1∀ j ∈ P∗.
On the other hand, if j = α−1(1), we get, for every j ′ ∈ P∗,
(r + r2 + · · · + r p−1)(r + r2 + · · · + r p− j ′)
= (r + r2 + · · · + r p−α−1(1))(r + r2 + · · · + r p−α( j ′)).
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Therefore, with m(i, j) = min{p − α(p − i), p − α(p − j)} and M(i, j) = max{p −
α(p − i), p − α(p − j)},⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−(r) = (r + r2 + · · · + r p−α(p−1))(r + r2 + · · · + r p−α−1(1))
−(r + r2) = (r + r2 + · · · + r p−α(p−2))(r + r2 + · · · + r p−α−1(1))
...
−(r + r2 + · · · + r p−1) = (r + r2 + · · · + r p−α(1))(r + r2 + · · · + r p−α−1(1))
⇒
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
r2 = ±(rm(1,2)+1 + rm(1,2)+2 + · · · + r M(1,2))(r + r2 + · · · + r p−α−1(1))
r3 = ±(rm(2,3)+1 + rm(2,3)+2 + · · · + r M(2,3))(r + r2 + · · · + r p−α−1(1))
...
r p−1 = ±(rm(p−2,p−1)+1 + rm(p−2,p−1)+2 + · · · + r M(p−2,p−1))
× (r + r2 + · · · + r p−α−1(1)).
Let Ti = M(i, i + 1) − m(i, i + 1). Clearly, 1 ≤ Ti ≤ p − 2 for all 1 ≤ i ≤ p − 2.
Hence, either there exist 1 ≤ i < j ≤ p − 2 such that Ti = Tj , or {Ti | 1 ≤ i ≤ p − 2} =
{1, . . . , p − 2}.
First, note that if there exists 1 ≤ i ≤ p − 2 such that Ti = 1, then m(i, i + 1) =
p − α(p − (i + 1)) = i and M(i, i + 1) = p − α(p − i) = i + 1. Indeed, since
(r + r2 + · · · + r p−1)p−1 = (r + r2 + · · · + r p−α−1(1))p−1,⎧⎪⎨⎪⎩
−(r + r2 + · · · + r i ) = (r + r2 + · · · + r p−α(p−i))(r + r2 + · · · + r p−α−1(1))
−(r + r2 + · · · + r i + r i+1) = (r + r2 + · · · + r p−α(p−i−1))
× (r + r2 + · · · + r p−α−1(1))
⇒ −(r i+1) = ±(r M(i,i+1))(r + r2 + · · · + r p−α−1(1))
⇒ r (p−1)(i+1) = r (p−1)M(i,i+1)
⇒ r−(i+1) = r−M(i,i+1)
⇒ i + 1 = M(i, i + 1).
If M(i, i + 1) = p − α(p − (i + 1)), then p − (i + 1) = α(p − (i + 1)). Hence
α has a fixed point, a contradiction. Thus M(i, i + 1) = p − α(p − i) = i + 1 and
m(i, i + 1) = p − α(p − (i + 1)) = i .
If there exists 1 ≤ i < j ≤ p − 2 such that Ti = Tj and if we write m( j, j + 1) =
m(i, i + 1) ± a, then⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
−(r + r2 + · · · + r i ) = (r + r2 + · · · + r p−α(p−i))(r + r2 + · · · + r p−α−1(1))
−(r + r2 + · · · + r i+1) = (r + r2 + · · · + r p−α(p−i−1))
× (r + r2 + · · · + r p−α−1(1))
−(r + r2 + · · · + r j ) = (r + r2 + · · · + r p−α(p− j ))(r + r2 + · · · + r p−α−1(1))
−(r + r2 + · · · + r j+1) = (r + r2 + · · · + r p−α(p− j−1))
× (r + r2 + · · · + r p−α−1(1))
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⇒
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−r i+1 = ±(rm(i,i+1)+1 + rm(i,i+1)+2 + · · · + r M(i,i+1))
× (r + r2 + · · · + r p−α−1(1))
−r j+1 = ±r±a(rm(i,i+1)+1 + rm(i,i+1)+2 + · · · + r M(i,i+1))
× (r + r2 + · · · + r p−α−1(1))
⇒ r j−i = ±r±a.
If r j−i = −r±a , then r (p−1)( j−i) = r±(p−1)a and r j−i = r±a , and so −1 = 1, a
contradiction. Therefore r j−i = +r±a . It follows that either p−α(p−i) < p−α(p−i−1)
and p − α(p − j) < p − α(p − j − 1), or p − α(p − i) > p − α(p − i − 1) and
p − α(p − j) > p − α(p − j − 1). Hence (p − α(p − i)) − (p − α(p − i − 1)) =
(p − α(p − j)) − (p − α(p − j − 1)), and so (p − α(p − i)) − (p − α(p − j)) =
(p − α(p − i − 1)) − (p − α(p − j − 1)). We get
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
−(r + r2 + · · · + r i ) = (r + r2 + · · · + r p−α(p−i))(r + r2 + · · · + r p−α−1(1))
−(r + r2 + · · · + r j ) = (r + r2 + · · · + r p−α(p− j ))(r + r2 + · · · + r p−α−1(1))
−(r + r2 + · · · + r i+1) = (r + r2 + · · · + r p−α(p−i−1))
× (r + r2 + · · · + r p−α−1(1))
−(r + r2 + · · · + r j+1) = (r + r2 + · · · + r p−α(p− j−1))
× (r + r2 + · · · + r p−α−1(1))
⇒
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−(r i+1 + r i+2 + · · · + r j ) = ±(rm(i, j )+1 + rm(i, j )+2 + · · · + r M(i, j ))
× (r + r2 + · · · + r p−α−1(1))
−r(r i+1 + r i+2 + · · · + r j ) = ±r Ti (rm(i, j )+1 + rm(i, j )+2 + · · · + r M(i, j ))
× (r + r2 + · · · + r p−α−1(1))
⇒ r = ±r Ti .
Thus r = +r Ti and 1 = Ti = Tj . The above remark shows that m(i, i + 1) = p − α(p −
(i + 1)) = i , M(i, i + 1) = p − α(p − i) = i + 1, m( j, j + 1) = p − α(p − ( j + 1)) = j
and M( j, j + 1) = p − α(p − j) = j + 1. Finally, we have
{
−(r + r2 + · · · + r i ) = (r + r2 + · · · + r i+1)(r + r2 + · · · + r p−α−1(1))
−(r + r2 + · · · + r j ) = (r + r2 + · · · + r j+1)(r + r2 + · · · + r p−α−1(1))
⇒ −(r i+1 + r i+2 + · · · + r j ) = r(r i+1 + r i+2 + · · · + r j )
× (r + r2 + · · · + r p−α−1(1))
⇒ −1 = r(r + r2 + · · · + r p−α−1(1))
⇒ (−1)p−1 = r p−1(r + r2 + · · · + r p−α−1(1))p−1
⇒ 1 = r p−1.
Hence p = 0 because r p−1 satisfies Eq. (1) (Lemma 13), a contradiction.
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Then {Ti | 1 ≤ i ≤ p − 2} = {1, . . . , p − 2}. If p − α(p − 1) = p − 1, there exists
i ∈ {1, . . . , p − 2} such that Ti = p − α(p − 1). We get⎧⎪⎨⎪⎩
−r = (r + r2 + · · · + r p−α(p−1))(r + r2 + · · · + r p−α−1(1))
−r i+1 = ±(rm(i,i+1)+1 + rm(i,i+1)+2 + · · · + r M(i,i+1))
× (r + r2 + · · · + r p−α−1(1))
⇒
{
−r = (r + r2 + · · · + r p−α(p−1))(r + r2 + · · · + r p−α−1(1))
−r i+1 = ±rm(i,i+1)(r + r2 + · · · + r p−α(p−1))(r + r2 + · · · + r p−α−1(1))
⇒ r i = ±rm(i,i+1).
It follows that m(i, i + 1) = i and r i = +rm(i,i+1) . Thus i = m(i, i + 1) = p − α(p − i),
and so α fixes p − i , a contradiction. This proves that α(p − 1) = 1, and so
r p−1 = (r + r2 + · · · + r p−α(p−1))p−1 = (r + r2 + · · · + r p−1)p−1
= 1 ⇒ p = 0,
a contradiction.
We have proved that σ = αc • βd does not lift if (α, β) = (id, id).
Suppose now, by way of contradiction, that τ = (αc • βd )ι lifts. By Lemma 12, there
exists k such that k = −a−1i, j aα( j ),β(i).
If α(β(1)) = 1 and β(α(1)) = 1, then (α(1), 1) = (α(1), β(α(1))) and
(α(β(1)), β(1)) = (1, β(1)). Thus aα(1),1aα(β(1)),β(1) = aα(1),β(α(1))a1,β(1). Hence, with
t = p − α(β(1)) = p − 1 and t ′ = p − β(α(1)) = p − 1,
(r + r2 + · · · + r p−1)(s + s2 + · · · + st )
= (r + r2 + · · · + r t ′)(s + s2 + · · · + s p−1)
⇒ s + s2 + · · · + st = r + r2 + · · · + r t ′,
contradicting the fact that (n, r, s) is admissible.
If α(β(1)) = 1 or β(α(1)) = 1, then k = −1. Thus ai, j = aα( j ),β(i). In particular,
ap−i,1 = aα(1),β(p−i), that is
(r + r2 + · · · + r p−1)(s + s2 + · · · + si )
= (r + r2 + · · · + r p−β(p−i))(s + s2 + · · · + s p−α(1)).
Suppose first that p ≥ 5. Then, with m(i, j) = min{p − β(p − i), p − β(p − j)} and
M(i, j) = max{p − β(p − i), p − β(p − j)},⎧⎪⎪⎪⎨⎪⎪⎪⎩
−(s) = (r + r2 + · · · + r p−β(p−1))(s + s2 + · · · + s p−α(1))
−(s + s2) = (r + r2 + · · · + r p−β(p−2))(s + s2 + · · · + s p−α(1))
...
−(s + s2 + · · · + s p−1) = (r + r2 + · · · + r p−β(1))(s + s2 + · · · + s p−α(1))
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⇒
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
s2 = ±(rm(1,2)+1 + rm(1,2)+2 + · · · + r M(1,2))(s + s2 + · · · + s p−α(1))
s3 = ±(rm(2,3)+1 + rm(2,3)+2 + · · · + r M(2,3))(s + s2 + · · · + s p−α(1))
...
s p−1 = ±(rm(p−2,p−1)+1 + rm(p−2,p−1)+2 + · · · + r M(p−2,p−1))
× (s + s2 + · · · + s p−α(1)).
Let Ti = M(i, i + 1) − m(i, i + 1). Clearly, 1 ≤ Ti ≤ p − 2 for all 1 ≤ i ≤ p − 2.
Hence, either there exist 1 ≤ i < j ≤ p − 2 such that Ti = Tj , or {Ti | 1 ≤ i ≤ p − 2} =
{1, . . . , p − 2}.
If there exist 1 ≤ i, j ≤ p − 2 such that Ti = Tj (we may write m( j, j + 1) =
m(i, i + 1) + a), then{
si+1 = ±(rm(i,i+1)+1 + rm(i,i+1)+2 + · · · + r M(i,i+1))(s + s2 + · · · + s p−α(1))
s j+1 = ±ra(rm(i,i+1)+1 + rm(i,i+1)+2 + · · · + r M(i,i+1))(s + s2 + · · · + s p−α(1))
⇒ s j−i = ±ra
⇒ s(p−1)( j−i) = r (p−1)a
⇒ s j−i = ra,
a contradiction because (n, r, s) is admissible.
Therefore {Ti | 1 ≤ i ≤ p − 2} = {1, . . . , p − 2}. Since p ≥ 5, there exist
1 ≤ i < j ≤ p − 2 such that Ti + Tj = p, and so{
si+1 = ±(rm(i,i+1)+1 + rm(i,i+1)+2 + · · · + r M(i,i+1))(s + s2 + · · · + s p−α(1))
s j+1 = ±(rm( j, j+1)+1 + rm( j, j+1)+2 + · · · + r M( j, j+1))(s + s2 + · · · + s p−α(1))
⇒
⎧⎪⎪⎨⎪⎪⎩
si+1 = ±(rm(i,i+1)+1 + rm(i,i+1)+2 + · · · + r M(i,i+1))
× (s + s2 + · · · + s p−α(1))
s j+1 = ∓(r M( j, j+1)+1 + r M( j, j+1)+2 + · · · + r p+m( j, j+1))
× (s + s2 + · · · + s p−α(1)),
leading to a similar contradiction.
Suppose now that p = 3. Then{−s = (r + · · · + r3−β(2))(s + · · · + s3−α(1))
1 = −s − s2 = (r + · · · + r3−β(1))(s + · · · + s3−α(1))
⇒ −(r + · · · + r3−β(1))s = r + · · · + r3−β(2)
⇒
{
s = r if β(1) = 1
−rs = −1 if β(1) = 2
⇒
{
r = s if β(1) = 1
r = s2 if β(1) = 2,
a contradiction because (n, r, s) is admissible.
This proves that τ = (αc • βd)ι does not lift.
Let α, β ∈ Sp . There exist i, j ∈ P∗ such that i (0) = α(0) and  j (0) = β(0).
Therefore μ = (i )−1 ◦ α and ν = ( j )−1 ◦ β fix 0.
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If α or β ∈ 〈〉, then μ or ν = id. Therefore αc • βd does not lift, otherwise
(((i )−1)c • (( j )−1)d) ◦ (αc • βd) = μc • νd lifts.
Similary, (αc • βd)ι does not lift, otherwise ((( j )−1)c • ((i )−1)d ) ◦ (αc • βd)ι =
(μc • νd)ι lifts.
This completes the proof that H = 〈φ˜, ψ˜〉. 
Lemma 15. Let n = qt be a positive integer such that q, t > p are coprime and such that
Eq. (1) has a solution in Zq as well as in Zt . Then there exist r, s ∈ Zn such that the triple
(n, r, s) is admissible.
Proof. LetQ = {kq | k ∈ Zn} and T = {lt | l ∈ Zn}. We claim that
|(i +Q) ∩ ( j + T )| = 1 for any i, j ∈ Zn . (2)
Indeed, since q and t are coprime, there are integers λ and μ such that λq + μt = 1.
Thus, for any i and j ∈ Zn , i − j = (i − j)(λq + μt), and so i + ( j − i)λq =
j + (i − j)μt ∈ (i +Q) ∩ ( j + T ). Hence (i +Q) ∩ ( j + T ) = φ. Moreover, suppose
that i + k1q = j + l1t and i + k2q = j + l2t in Zn , where k1, k2, l1, l2 ∈ Zn . Then
(k1 − k2)q = (l1 − l2)t in Zn , implying that k1 ≡ k2 (mod t) and l1 ≡ l2 (mod q). Hence
i + k1q = i + k2q = j + l1t = j + l2t , completing the proof of (2).
Let u ∈ Zq and v ∈ Zt be two solutions of Eq. (1) in Zq and Zt , respectively. In view
of (2), we may choose r ∈ (u + Q) ∩ (v + T ) and s ∈ (u + Q) ∩ (v2 + T ). Note that
every element of u +Q is a solution of Eq. (1) in Zq . Similarly, every element of v+T is a
solution of Eq. (1) in Zt . Hence r is a solution of Eq. (1) in both Zq and Zt , and so q and t
are coprime in Zn . By Lemma 13, v2 is a solution of Eq. (1) in Zt . An analogous argument
proves that s is a solution of Eq. (1) in Zn .
It remains to show that r + · · · + r i = s + · · · + s j for every i, j ∈ {1, . . . , p − 2}
and r i = s j for every i, j ∈ {1, . . . , p − 1}. From the choice of r and s, we may write
r = k1q + u = l1t + v and s = k2q + u = l2t + v2 for some k1, k2, l1, l2 ∈ Zn .
If r +· · ·+r i = s +· · ·+s j for 0 < i < j < p−1, then (k1q +u)+· · ·+(k1q +u)i =
(k2q + u) + · · · + (k2q + u) j , implying that u + · · · + ui = u + · · · + u j in Zq . Hence,
ui+1 + · · · + u j = 0 in Zq , contradicting Lemma 13. If r + · · · + r i = s + · · · + si for
0 < i < p − 1, then (l1t + v) + · · · + (l1t + v)i = (l2t + v2) + · · · + (l2t + v2) j , implying
that v + · · · + vi = v2 + · · · + v2 j in Zt . Hence
v + · · · + vi + v2 + · · · + vi+1 = (v + 1)(v + · · · + vi ) = (v + 1)(v2 + · · · + v2 j )
= v2 + v3 + · · · + v2i+1,
and so v + · · · + vi = vi+2 + · · · + v2i+1 = vi+1(v + · · · + vi ). Thus vi+1 = 1 satisfies
Eq. (1) (Lemma 13) and t = p, contradicting t > p.
If r i = s j for 0 < i < j < p, then (k1q + u)i = (k2q + u) j , implying that ui = u j in
Zq . Hence u j−i = 1 in Zq , and so q = p (because u j−i satisfies Eq. (1) by Lemma 13),
contradicting q > p. If r i = si for 0 < i < p, then (l1t + v)i = (l2t + v2)i , implying that
vi = v2i in Zt . Hence vi = 1 in Zt , contradicting t > p. 
Proposition 16. Let n be a positive integer whose prime decomposition has the form
n = pe11 pe22 . . . pekk , where the pi ’s are distinct primes congruent to 1 modulo p, ei ≥ 1
and k ≥ 2. Then n is admissible.
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Proof. It suffices to show that for m = qe, where q is a prime congruent to 1 modulo p,
the groupZ∗m contains a solution of Eq. (1). We may then apply a straightforward induction
argument based on Lemma 15 as follows. The result clearly holds for k = 2. Let a = n/pekk
and b = pekk . By the induction hypothesis, we may assume that Eq. (1) has a solution in
Za and in Zb. The result follows by Lemma 15.
Suppose that m = qe, where q is a prime congruent to 1 modulo p. It is well known that
|Z∗m | = ϕ(m) = qe−1(q − 1) ≡ 0 (mod p), where ϕ is Euler’s function. Therefore, Z∗m
contains a nontrivial pth root of 1, say r ∈ Z∗m . Hence r p−1 = (r−1)(1+r+· · ·+r p−1) =
0. We claim that r −1 is coprime with m, implying 1+r +· · ·+r p−1 = 0. Indeed, suppose
that (r−1, m) = 1. Then r ≡ 1 (mod q). Hence 1+r+· · ·+r p−1 ≡ p (mod q) and, since
q = p, 1 + r + · · · + r p−1 is coprime with q . This forces r − 1 = 0, a contradiction. 
Proposition 17. Let n be a positive integer whose prime decomposition has the form
n = pe11 pe22 . . . pekk with ei ≥ 1 and k ≥ 2, where the pi ’s are distinct primes congruent
to 1 modulo p such that pi ≥ 2((p − 1)!)p
(p−1)5−1
p−2 +1
. Then there exist r, s ∈ Zn such that
(n, r, s) is admissible and Γ = K p,p ×vol Zn realizes (2, 1).
Proof. Let H = 〈φ˜, ψ˜〉 be the lifted group of 〈φ,ψ〉. Then |H | = p2n. Let N = Zn be the
group of covering transformations and let A = Aut(Γ ). By Proposition 14, H = NA(N)
is the normalizer of N in A, and so Γ is edge-transitive. We need to show that Γ is not
vertex-transitive. Assume the contrary. Then H = A. By Corollary 9, for any x ∈ V (Γ ),
the vertex stabilizer A(x) has order pm ≤ p!((p − 1)!)p (p−1)
5−1
p−2 for some integer m ≥ 1.
Hence, [A : H ] = 2m. Let q be a prime divisor of n and Q a corresponding Sylow q-
subgroup in A (and H ). Then the index [A : NA(Q)] is a divisor of 2m and is congruent
to 1 modulo q . If [A : NA(Q)] = 1, q divides [A : NA(Q)] − 1 ≤ 2m − 1 ≤
2((p − 1)!)p (p−1)
5−1
p−2 +1 − 1, a contradiction. Hence Q is normal in A. It follows that N
is normal in A, and so the whole of A projects, forcing A = H , a contradiction. 
When p = 3, Malnicˇ et al. [9] have used a combinatorial approach to prove that
Aut(Γ ) = 〈φ˜, ψ˜〉 for every n = pe11 pe22 . . . pekk .
4.2. General case
Theorem 18 (Folkman [6]). Let A,+ be an abelian group and α an automorphism of A.
Let k > 1 be an integer and let a ∈ A. Suppose that αk(a) = ±a, αi (a) = a for 0 < i < k,
and αi (a) = −a for 0 ≤ i < k. Then there exists a connected 2k-regular graph on 2k|A|
vertices realizing (2, 1).
Lemma 19. There are countably many connected 4-regular graphs realizing (2, 1), no two
of which have the same number of vertices.
Proof. We will use Theorem 18. Let p be a prime such that p ≡ 1 (mod 4). We
consider the group A,+ = Zp,+. Since p ≡ 1 (mod 4), there is an integer r with
r2 ≡ −1 (mod p). Let α be the automorphism ofA defined by α(x) = r x for every x ∈ A.
Let a = 1 and k = 2. Then α2(1) = r2 = −1. If α(1) = ±1, then r ≡ ±1 (mod p),
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and so −1 ≡ r2 ≡ (±1)2 ≡ 1 (mod p), a contradiction. Moreover, if 1 = α0(1) = −1,
then 1 ≡ −1 (mod p), a contradiction. This construction is due to Folkman [6]. 
Theorem 20 (Folkman [6]). If there exists a connected k-regular graph on n vertices
realizing (2, 1), then there exists a connected rk-regular graph on rn vertices realizing
(2, 1), for every integer r > 0.
Since each integer k ≥ 3 is divisible by an odd prime or by 4, the following result is an
immediate consequence of Proposition 17, Lemma 19 and Theorem 20:
Corollary 21. Given any integer k ≥ 3, there are countably many pairwise non-
isomorphic connected k-regular graphs realizing (2, 1).
5. Countably many k-regular graphs realize (1, k)
Lemma 22. There are countably many connected 3-regular graphs realizing (1, 3), no two
of which have the same number of vertices.
Proof. The graph Γ of the great rhombicuboctahedron realizes (1, 3). If we identify the
vertices of Γ with the elements of Z48, the three edge-orbits of Aut(Γ ) are:
E1 = {{0, 1}, {2, 3}, {4, 5}, {6, 7}, {8, 9}, {10, 11}, {12, 13}, {14, 15}, {16, 24},
{17, 25}, {18, 26}, {19, 27}, {20, 28}, {21, 29}, {22, 30}, {23, 31}, {32, 33},
{34, 35}, {36, 37}, {38, 39}, {40, 41}, {42, 43}, {44, 45}, {46, 47}};
E2 = {{1, 2}, {3, 4}, {5, 6}, {0, 7}, {8, 16}, {9, 17}, {10, 18}, {11, 19}, {12, 20},
{13, 21}, {14, 22}, {15, 23}, {24, 32}, {25, 33}, {26, 34}, {27, 35}, {28, 36},
{29, 37}, {30, 38}, {31, 39}, {41, 42}, {43, 44}, {45, 46}, {40, 47}};
E3 = {{0, 8}, {1, 9}, {2, 10}, {3, 11}, {4, 12}, {5, 13}, {6, 14}, {7, 15}, {17, 18},
{19, 20}, {21, 22}, {16, 23}, {25, 26}, {27, 28}, {29, 30}, {24, 31}, {32, 40},
{33, 41}, {34, 42}, {35, 43}, {36, 44}, {37, 45}, {38, 46}, {39, 47}}.
Consider the following partition of V (Γ ) into two subsets:
V1 = {0, 2, 4, 6, 9, 11, 13, 15, 16, 18, 20, 22, 25, 27, 29, 31, 32, 34, 36, 38, 41, 43,
45, 47},
V2 = {1, 3, 5, 7, 8, 10, 12, 14, 17, 19, 21, 23, 24, 26, 28, 30, 33, 35, 37, 39, 40, 42,
44, 46}.
and the voltage assignment
vol : A(Γ ) → S12n+8 : (v1, v2)
→
⎧⎨⎩
id if {v1, v2} ∈ E1 ∪ E3
(0, 1, . . . , 12n + 7) if {v1, v2} ∈ E2, v1 ∈ V1, v2 ∈ V2
(0, 1, . . . , 12n + 7)−1 if {v1, v2} ∈ E2, v2 ∈ V1, v1 ∈ V2.
We define Γ˜ := Γ ×vol S12n+8. For i = 1, 2, 3, let E ′i = {{(v1, i), (v2, j)} ∈ E(Γ˜ ) |{v1, v2} ∈ Ei }.
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Γ˜ is 3-regular because Γ is 3-regular. We claim that Γ˜ is connected. Clearly, the number
of connected components of Γ˜ is at most 12n +8. It remains to prove, for example, that for
every l ∈ Z12n+8, there is a path from the vertex (0, l) to the vertex (0, l + 1). The vertex 0
of Γ belongs to the circuit (0, 7, 15, 23, 16, 8, 0), in which only the edges {0, 7}, {15, 23}
and {8, 16} are in E2. Hence there is a path from (0, l) to (0, l + 1), namely
((0, l), (7, l + 1), (15, l + 1), (23, l + 2), (16, l + 2), (8, l + 3),
(0, l + 3), (7, l + 4), (15, l + 4), (23, l + 5), (16, l + 5), (8, l + 6),
...
(0, l + 3(4n + 2)), (7, l + 3(4n + 2) + 1), (15, l + 3(4n + 2) + 1), (23, l), (16, l),
(8, l + 1), (0, l + 1)).
The permutation g : Γ˜ → Γ˜ : (i, j) → (i, j + 1) is clearly an automorphism
of Γ˜ . Another automorphism of Γ˜ can be found from the symmetries of the great
rhombicuboctahedron. For example, let s be the automorphism of Γ whose cycle
decomposition is:∏
i∈{0,8,16,24,32,40}
(i, i + 7)(i + 1, i + 6)(i + 2, i + 5)(i + 3, i + 4).
Then Γ˜ admits the automorphism h : Γ˜ → Γ˜ : (i, j) → (s(i),− j −1). Therefore, Aut(Γ˜ )
has only one vertex-orbit.
By Theorem 2, since Γ˜ is connected and 3-regular, Aut(Γ˜ ) has at most three edge-orbits.
The edges of E ′2 are the only ones which do not belong to a circuit of length 4. The edges
of E ′1 are the only ones which belong to a circuit of length 4 and to a circuit of length
8(3n + 2) (because a circuit of length 8 of Γ contains 4 edges of E2 and 12n + 8 is a
multiple of 4). We conclude that the number of edge-orbits of Aut(Γ˜ ) is 3. 
Proposition 23 (Bougard [1]). Let k ≥ 2 be an integer. If there exists a connected k-
regular graph on n vertices realizing (ν, ), then there exists a connected (k + 1)-regular
graph on 2n2 vertices realizing
(
ν2, ν + ν(ν+1)2
)
.
Proposition 24. Given any integer k ≥ 3, there are countably many pairwise non-
isomorphic connected k-regular graphs realizing (1, k).
Proof. We will prove by induction on k that there are countably many connected k-regular
graphs realizing (1, k), no two of which have the same number of vertices. The case
k = 3 has been considered in Lemma 22. If k ≥ 4, by the induction hypothesis, there
are countably many connected (k − 1)-regular graphs Γ1,Γ2, . . . realizing (1, k − 1) and
having respectively n1, n2, . . . vertices, with ni = n j for i = j . Thus, by Proposition 23,
there are countably many connected k-regular graphsΓ ′1,Γ
′
2, . . . realizing (1, k) and having
respectively 2n21, 2n
2
2, . . . vertices. 
6. Proof of Theorem 1
Theorem 1. 1. (ν, ) ∈ G0 ⇐⇒ (ν, ) = (1, 0)
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2. (ν, ) ∈ G1 ⇐⇒ (ν, ) = (1, 1)
3. (ν, ) ∈ G2 ⇐⇒ ν =  ≥ 1
4. (ν, ) ∈ Gk (k ≥ 3) ⇐⇒ 1 ≤ ν ≤ 2 ≤ 2kν.
Proof. 1, 2 and 3 are trivial. Suppose now that k ≥ 3.
⇒ If (ν, ) ∈ Gk , there exists a k-regular graph Γ realizing (ν, ). Clearly, ν ≥ 1 and
 ≥ 1. Each edge of Γ has two vertices, and so each edge-orbit of Aut(Γ ) gives rise to at
most two vertex-orbits, i.e., ν ≤ 2. Moreover, since each vertex of Γ belongs to exactly k
edges, each vertex-orbit of Aut(Γ ) gives rise to at most k edge-orbits. Hence  ≤ kν.
⇐ By Theorem 2, the result is proved if ν − 1 ≤  ≤ (k − 1)ν + 1.
Suppose first that (k − 1)ν + 2 ≤  ≤ kν. Then  = (k − 1)ν + r with 2 ≤ r ≤ ν.
Let Γ1, . . . ,Γr be r connected k-regular graphs, pairwise non-isomorphic and realizing
(1, k) (these graphs exist by Proposition 24). If r = ν, let Γk(ν, r) be the k-regular graph
whose connected components are isomorphic respectively to Γ1, . . . ,Γr . If ν − r > 0,
denote by H a connected k-regular graph realizing (ν − r, (ν − r)(k − 1)) (such a graph
exists by Theorem 2). Let Γk(ν, r) be the k-regular graph whose connected components
are isomorphic respectively to Γ1, . . . ,Γr and H . Aut(Γk(ν, r)) has (ν − r) + r = ν
vertex-orbits and (ν − r)(k − 1) + rk = ν(k − 1) + r =  edge-orbits.
Suppose now that  +2 ≤ ν ≤ 2. Then ν =  + r with 2 ≤ r ≤ . Let Γ ′1, . . . ,Γ ′r be r
connected k-regular graphs, pairwise non-isomorphic and realizing (2, 1) (these graphs
exist by Corollary 21). If r = , let Γk(r, ) be the k-regular graph whose connected
components are isomorphic respectively to Γ ′1, . . . ,Γ ′r . If  − r > 0, denote by H ′ a
connected k-regular graph realizing ( − r,  − r) (such a graph exists by Theorem 2). Let
Γk(r, ) be the k-regular graph whose connected components are isomorphic respectively
to Γ ′1, . . . ,Γ ′r and H ′. Aut(Γk(r, )) has ( − r) + 2r =  + r = ν vertex-orbits and
( − r) + r =  edge-orbits. 
Corollary 25. Let ν ≥ 1 and  ≥ 0 be integers. There exists a regular graph realizing
(ν, ) iff ν ≤ 2 or (ν, ) = (1, 0).
Note that ν ≤ 2 is not exactly the same inequality as in Buset [2] for graphs (see
Theorem 3), namely ν ≤ 2 + 1. The difference of 1 between the right-hand sides is
clearly due to the fact that, in a regular graph of degree ≥ 1, we cannot add an isolated
vertex without losing the regularity.
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