Summary. Human occipital potentials evoked by stimulation with a counterphase flickering grating were recorded by a digital narrowband filter technique. The data showed a surprising degree of narrow tuning to particular spatial frequencies in addition to the expected narrow temporal frequency tuning. At each temporal frequency, there could be two or more peaks of response to different spatial frequencies, each distinct from the whole field flicker response. Variations in this multiple spatial frequency tuning were investigated as a function of luminance, electrode location, and temporal frequency for several observers. The results are interpreted in terms of many stimulus-specific resonant neural circuits within the brain, and suggest that it is possible to make a highly detailed exploration of the responses of neural circuits to visual stimulation.
found narrow spatial frequency tuning of the steady-state evoked potential (C) relative to the psychophysical contrast sensitivity (D) obtained on the same observer. For these latter data, linear VEP amplitude and log psychophysical sensitivity should be equivalent because of the log linear contrast relationship (see Fig. 5) system in particular. This approach is to study the stimulus determinants of evoked potentials in fine detail without forcing them into a mould formed by psychophysical data. Correspondences to previous information are followed up as a secondary activity, both in the direction of human psychophysics and equally in the direction of animal neurophysiology. At this initial stage, our investigation is largely descriptive, delineating the phenomena to be discovered by a detailed examination of stimulus determinants. As a relevant example of information in the electrical responses which has been disregarded because of a mismatch to psychophysics, consider the tuning of visual evoked potentials (VEP) as a function of bar width (or its inverse, spatial frequency) in a grating stimulus. This kind of study has been conducted in sufficient detail to obtain an estimate of the spatial frequency tuning of responses by Rietveld et al. (1967) , Harter and White (1970) , Armington et al. (1971) and Freeman and Thibos (1975) . Typical examples of the responses obtained are depicted in Fig. 1 , together with a psychophysical sensitivity function from Freeman and Thibos (1975) for comparison. None of these authors mentioned the narrowness of the VEP tuning or compared it with the relatively broad psychophysical function. Yet the VEP seems to be consistently tuned to as little as 2 octaves at half-height, whereas the psychophysical function spreads over at least 4 octaves at half contrast.
The narrow tuning of the VEP is a surprise, since it means that there are gratings of some spatial frequencies which are highly visible and yet produce little response from the cortex under the recording conditions used. Rather than allow this mismatch to be detrimental to the understanding of evoked potentials, we decided to explore the question of narrow tuning in the VEP, to see if it was a robust phenomenon. We have studied the detailed characteristics of the tuning to ensure that it was not a result of some other effect, such as an accelerating contrast function, a non-linear response to the edges of the bars in the grating, or electrical subtraction between responses from different cortical areas.
Methods

Stimulus
Stimulus patterns were presented on the face of a Hewlett-Packard cathode ray tube (CRT) display (Model 1332A, P31 Phosphor) following a modification of the method employed by Schade (1956) and Campbell and Green (1965) . Either a flickering homogeneous field or a counterphase flickering grating of varying stimulus dimensions could be generated.
Linearity of the intensity modulation was determined by plotting luminance as a function of Z-axis voltage. A selenium photocell used in all light measures, including those of contrast, was operated in the photovoltaic mode. Long-term stability of the photocell output was periodically tested against a 100 ft 1. Gamma Scientific (Model 220) standard source. The mean luminance of the 10 x 12 cm display screen was set at the midpoint of the measured linear operating range; this setting allowed for contrast modulation of up to 0.80. To increase or decrease the mean luminance, appropriate neutral density filters were utilized, Contrast, which was measured according to the standard Michelson (1927) definition, could be adjusted in 0.1 log unit steps.
Recording and Data Analysis
Steadystate visually evoked potentials were recorded with a bipolar electrode placement based on the optimum position for pattern-evoked potentials determined by many previous authors (Harter and White, 1970; Cobb et al., 1967; Jeffreys and Axford, 1972) . Unless stated otherwise, the recording electrodes were placed 3 cm above the inion and 3 cm above and lateral; the ear served as ground.
To improve the signal-to-noise ratio of the steady state evoked potential, the EEG was analyzed by means of a synchronous narrow-band filtering technique (see Fig. 2 ) basically similar to those employed by Van der Tweel et al. (1958) and Fricker (1962) . The amplified EEG signals were first pre-filtered through a Kron-hite (Model 330-M) 24 db/octave bandpass filter with cutoff frequencies set at 0.1 log unit below and above the stimulus alternation rate, eliminating harmonics of the fundamental response frequency. The pre-filtered signals were then passed through a synchronous constant narrow bandwidth (0.3 Hz) commutating filter, the center frequency of which was equal to and driven by the second harmonic of the stimulus frequency.
Cortical potentials were analyzed at twice the stimulating frequency because we have found, as have several authors (e.g., Spekreijse, 1966; Cobb et al., 1967) , that the major frequency component of the evoked potentials produced is equal to the phase alternation or stimulus reversal rate rather than the fundamental stimulus frequency which is 1/2 the phase alternation rate. To distinguish between the stimulus frequency and the stimulus alternation rate, cycles per second (Hz) are used to denote the former while reversals per second (rps) are used to denote the latter.
The filter output was full-wave rectified and integrated over a lO-s recording epoch with the results displayed on a digital counter.
Noise Analyses
Unlike most previous authors using a synchronous filter technique, we felt it important always to distinguish carefully the neural activity evoked by the stimulus from the uncorrelated background . These data, which conform to a slope of-1 over the range 10-50 rps, correspond to the Fourier spectrum of the resting EEG activity at the stimulus frequency. The evoked potential amplitudes are therefore expressed in signal-to-noise ratios. The average level of the noise (uncorrelated background activity) is obtained by recording the response to a homogeneous stationary field at random intervals during each recording session. The ratio of the mean signal amplitude for each stimulus condition to this noise amplitude is then taken as the response measure.
The average physiological noise level as a function of temporal frequency (10 to 50 Hz) is plotted for observer CWT in Fig. 3 . Careful measurements of possible noise artifact originating from the equipment (e. g., multistage amplifier noise) indicate that the electronic system noise contributes a negligible proportion to the physiological noise response. An extensive degree of up to a log unit attenuation of the physiological noise response can occur within the 2 + octave range of temporal frequencies tested. Similar noise amplitude and frequency data have previously been described (Spekreijse, 1966) . The noise data presented here have been fitted by inspection over most of the frequency range with a theoretical filter function which has a slope of-l. Since the data can show noise levels as low as 30 nV at high temporal frequencies, the signal-to-noise ratio approach allows measurement of extremely low signal amplitudes.
One concern with plotting the signal in relation to the noise is that local fluctuations in noise level as a function of temporal frequency would appear as changes in the signal. However, their resultant contribution can be empirically determined and have been found under our recording conditions to exhibit no sudden amplitude fluctuations across the whole temporal frequency range. The smooth attenuation observed in our noise data indicates the narrow peaks in the VEP spatiotemporal specificity, which are presented in the Results section, are not contaminated by spurious noise fluctuations or attenuation. By expressing the evoked potential amplitudes in signal-to-noise ratios, comparisons across temporal frequency can be made in terms that take account of the sources of attenuation between the signal generation site and the electrode. Since the resultant attenuation is of the order of I decade, it is clearly of great importance to compensate for it.
Procedure
The observers, resting comfortably in a supine position, viewed an overhead mirror image of the 10 x 12 ~ CRT display which appeared at a distance of 57 cm. They were instructed to fixate a 20' black fixation spot in the center of the screen.
Background EEG activity was monitored continuously to ensure observer vigilence during each recording epoch. The slightest EEG distortion, muscle artifact, or observer disturbance was cause for cancellation of the trial and additional readings were then obtained. Recording was continued only when the normal and appropriate baseline noise level was attained.
Spatial-frequency tuning curves across the temporal-frequency spectrum were obtained by the random presentation of spatial frequencies ranging from approximately 0.2 to 20 cycles per degree; this procedure was repeated for each temporal frequency (10 to 50 rps), the order of which was also randomized. Temporal tuning curves for uniform field responses and contrast functions were obtained in a similar fashion, i.e., by randomizing the appropriate variables.
Results
Spatial Tuning and Effects of Luminance
As an initial study of the spatialfrequency tuning, we selected a temporal modulation frequency of 16 rps (8 Hz) and measured the 16 Hz response as a function of spatial frequency over a range of mean luminance levels. The first surprise was that not only is the response narrowly tuned in spatial frequency, but there is more than one peak in the function (Fig. 4) . The double-peaked function is quite reliable, as it appears at all four of the luminance levels which show a significant response to the stimulus. Furthermore, we have found it is reproducible from day to day and year to year.
There are strong effects of luminance on the response, even though the basic double-peaked function is not disrupted. The clearest effect is the lack of response below 0.1 cd/m 2, which approximates the photopic threshold. However, above this level the response appears to remain nearly constant over a two log unit range rather than increasing in proportion to luminance or absolute modulation amplitude. In this respect, the VEP again departs radically from psychophysics, since psychophysical sensitivity varies roughly in direct proportion to absolute modulation amplitude at, say, 5 c/deg and 8 Hz in the luminance range from 0.1 to 10 cd/m 2 (deLange, 1957; Van Nes, 1968) .
However, there is one aspect of the luminance responses in which the data do behave as expected. There is an orderly progression of the frequencies of peak response, each decreasing by about one octave as luminance is reduced (compare Van Nes, 1968) . 
Estimation of Bandwidth of the Peaks
The data of Fig. 4 show multiple peaks which are evidently tuned much more narrowly than suspected from the data in the literature (Fig. 1) . In estimating the spatialfrequency bandwidth of the response peaks, it is important to know the linearity of the contrast function at each peak. If the response showed an accelerating amplitude as contrast was increased, a peak measured in terms of response amplitude might appear narrower than its true tuning in terms of input sensitivity of the cortex. Accordingly, we measured the contrast function in the region of the two peaks of interest. These are plotted in terms of VEP amplitude as a function of log contrast, following Campbell and Maffei (1970) (Fig. 5) . The contrast functions are fairly linear in these coordinates, particularly for the high spatial frequency peak at 7 c/deg, which is the narrower of the two. A linear contrast function implies that such narrow spatialfrequency tuning can be obtained without distortion of the tuning curve by contrast non-linearities.
If plotted in linear coordinates, both functions would be linear or tend to decelerate rather than accelerate, so that any distortion of the tuning curve would be towards broadening as opposed to narrowing of the bandwidth.
An estimate of the bandwidth of the response peaks in Fig. 3 may be obtained by two methods. To remain strictly with the data obtained, we may measure the bandwidth of the response at half-amplitude above baseline noise response. Alternatively, for direct comparison with psychophysical and neurophysiological estimates, we may measure the bandwidth at half contrast. For this method the bandwidth is measured at the response amplitude produced by stimulation at half contrast (i. e., as found in the contrast function of Fig. 5 ). This half-contrast method avoids contamination by a nonlinearity of the contrast function or a response threshold, and should therefore be considered a more stringent criterion.
Using the half-height method, the full bandwidths of the two peaks in Fig. 3  are 1 .1 octaves at 7 c/deg and 1.5 octaves at 2 c/deg. On the other hand, the more stringent half-contrast method based on the contrast functions of Fig. 5 gives bandwidths as narrow as 0.5 octave at 7 c/deg and an unchanged 1.5 octaves at 2 c/deg. By the standards of either psychophysics or neurophysiology 9 these represent very narrow tuning. It is too early to assess the physiological significance of these results, but our first concern was to determine the range of conditions under which such narrow tuning would be obtained.
Spatiotemporal Frequency Map
We therefore measured spatialfrequency tuning as a function of temporal frequency for four observers (CWT, DS, SA, BC). The data are shown in isometric projection in Fig. 6A-D . Note the use of the signal/noise ratio plot as described in the Methods section. These projections illustrate a number of features of the spatiotemporal frequency (STF) characteristics of the steady state evoked potential, and one is replotted as a contour map in Fig. 7 (see below). 1. Temporal frequency tuning can be very narrow and can depend on spatial frequency. A large peak at one spatial frequency may be completely altered by a Fig. 6A . Note that the temporal frequency ordinate is expanded by a factor of 4 relative to the abscissa, so the oblique lines represent strict spatiotemporal reciprocity. Zero spatial frequency represents the uniform field 1966; Regan, 1966 Regan, , 1968 , but temporal-frequency tuning of pattern response has previously been thought to be rather broad and exhibit no narrow peaks (Regan, 1972) . 2. Spatialfrequency tuning is often as narrow as + 0.6 octave at half-amplitude throughout the range investigated, bearing out the generality of the narrow tuning described in a previous section. In some cases there is a single peak of spatialfrequency sensitivity at a given temporal frequency.
The points described here are summarized by replotting the data in terms of a contour STF map to obtain an overview of the multiple tuning. This has been done in Fig. 7 for observer CWT, on whom the most detail was obtained. Note that the temporal frequency axis (ordinate) has been expanded by a factor of 4, relative to the spatial frequency axis (abscissa), so that the narrowness of the temporal frequency tuning is therefore even more marked than it appears.
3. All observers show a tendency toward spatiotemporal reciprocity. For each observer, there is a pronounced tendency for high temporal frequency (ft) responses to be limited to the lower spatial frequency (fs) region, while high spatial frequency responses occur only at lower temporal frequencies (Fig. 7) . This reciprocity is most marked at high spatiotemporal frequency, and can be described as an absence of response when fs "ft > 300 r.c/s.deg, a reciprocity which is reminiscent of that seen in threshold psychophysics, especially for high temporal frequencies (Van Nes, 1968) .
4. Multiple peak responses occur at different spatial and temporal frequencies for different observers. The detailed localization of peak positions differs in both spatial and temporal frequency across observers, even though the same electrode placement was always used. This finding is not surprising in light of previous work, most of which also reports extensive inter-observer variability. It should be noted, however, that in spite of this inter-observer variability, the within observer variability is very low, and replications of spatial frequency functions can be obtained from the same observer over months, as is illustrated in Fig. 10A . 5. A final observation is that complex pattern responses of multiple peaks in spatialfrequency tuning can occur in regions where little or no uniform field response is evident (e. g., for CWT at 28 rps). The spatiotemporal map shows nicely the extent to which the uniform field responses (at left) invade the territory of the pattern responses (Fig. 7) . It is clear that little invasion occurs beyond about 0.5 c/deg, and that the pattern responses are peaking at entirely different temporal frequencies. This is important as it rules out explanations of the complexity of pattern responses based on interactions between a single luminance response and a single pattern response. The pattern response is complex in itself, presumably made up of a number of different pattern responses, each tuned to a different spatial frequency and summing in some manner to produce the observed responses.
Electrode Location
Evoked potential studies over the past 20 years have accentuated the importance of electrode location on the form of the transient evoked potential. While we have not attempted a comprehensive study at this stage, it seemed We therefore recorded a set of STF tunings for two observers with the active electrode 3 cm vertically above the reference electrode on the midline, rather than 3 cm horizontally to the right. The complete STF map for these new electrode positions is shown in isometric projection for observer BC (Fig. 8) .
Examples for a few temporal frequencies are selected for direct comparison with the original horizontal placement (Fig. 9) .
It is immediately obvious that a small (4.2 cm) shift in electrode position can have a radical effect on the STF specificity of the steady-state evoked response. Although in many cases the spatial frequency tuning is quite similar for the two electrode placements (Fig. 8) , different peaks often appear, and a healthy response at one placement may be essentially absent at the other (Fig. 9) .
Nevertheless, the general characteristics of the response are similar at the new electrode position. The features of narrow spatial frequency tuning, ultranarrow temporal frequency, tuning and spatiotemporal reciprocity are all present. It is only in the particular details that the responses differ.
Are the Peaks Due to Electrical Summation Artifacts?
Another familiar issue in VEP recording is the possible occurrence of response reduction or cancellation at the recording electrode, by electrical subtraction of responses in different temporal phases due to passive volume conduction One relevant example is that responses of opposing polarity may be generated from stimulation of the upper and lower parts of the field. This has been demonstrated both for transient VEP (Michael and Halliday, 1970; Jeffreys and Axford, 1972) and for steady-state VEP (Vigotti, 1973) . In order to ensure that such effects were not producing our basic results, we repeated the spatialfrequency tuning measurements with two additional conditions. The field of stimulation was restricted to the lower left quadrant, to eliminate both upper/lower, and left/right field interactions. In addition, the temporal phase of the responses was determined for each reading by inspection of the digital filter output at the end of each recording. This allowed a specification of the temporal phase to within 1/16 of a cycle (22.5~ which was sufficiently accurate for the present purposes.
For this control one observer was still available to us (CWT). We chose to measure the response in the region where the best response had been obtained (28 rps), but with only one quadrant of stimulation. Even though there was a lapse of one year between the two recordings, the response amplitude profile (Fig. 10A, upper panel) is extremely similar to the full field response (see Fig. 6A . Lower panel shows phase lag as a function of spatial frequency. Note that this is not a Bode plot of temporal frequency and no theoretical from of the temporal phase response is implied by the amplitude distribution over spatial frequency. B Amplitude and phase plots as in A., but for observer DL at 24 rps with full field stimulation interactions between different neural populations which are both stimulated even with the restricted quadrant stimulation. If such interactions are by electrical subtraction at the scalp electrode site, they would constitute a recording artifact which would not be a reflection of neural responses. On the other hand, if they can be shown not to be due to an electrical artifact, they must represent a neural effect of some kind carrying information about brain function. By recording the temporal phase of the response, we are able to show that electrical subtraction is not occurring in this case, and that the double-peaked nature of the function is therefore produced by some as yet undetermined type of neural mechanism.
In particular, the variation in temporal phase of the response with spatial frequency is shown in Fig. 10A , lower panel. Several points should be made from these data. First, consider the question of phase subtraction in the trough of the response. If two mechanisms or neural populations have the same amplitudes and different temporal phases to the same stimulus, the summed response is actually greater than that of the largest of the two responses until the phase difference exceeds _+ 120 ~ The phase plot of Fig. 10A shows that the phase difference between the two regions of peak response is at maximum 90 ~ , which should produce phase addition rather than subtraction between the two mechanisms. Thus the presence of a dip between the two peaks must have a neural basis.
To further substantiate this case, we include amplitude and phase data with fullfield stimulation for another observer (DL), who exhibits almost complete loss of response at a spatial frequency of about 2 c/deg (although the stimulus was strongly visible to the observer). In this case the phase difference between the regions of peak response is virtually zero, although the phase was difficult to determine in the low response region (Fig. 10B) . Electrical subtraction is ruled out by the absence of a measttred temporal phase shift, even though such phase shifts can be due to numerous factors, including the geometry of the neural population, as well as differences in latency.
Discussion
The results~ of the steady-state evoked potential exploration suggest an unprecedented degree of specificity and tuning as a function of both spatial and temporal frequency. This tuning is not amenable to explanation by phase cancellation o~ responses from different cortical locations or subpopulations.
Most noteworthy and surprising is the fact that evoked potential amplitude can vary abruptly with changes in spatial frequency, a result having little in common with the broad psychophysical function. In fact, the narrowness of the peaks is more ~milar to the tuning curves obtained from single neurons in the cat and primate cortex Maffei and Fiorentini, 1973; Schiller et al., 1976) or the tuning curves of spatiallytuned channels as inferred from adaptation studies (Blakemore and Campbell, 1969) . What needs to be answered is why evoked potential recording, a technique which appears to sample from a large heterogeneous population of neurons, is so specifically tuned?
The most interesting possibility is that the narrow spatial and temporal tuning seen in the scalp response is due to the specificity of neural connections in the region of cortex processing the stimulus. It is likely that for a homogeneous region of retina,., each neuron or neural circuit responding best to a certain size of stimulus, will haYe a similar synaptic organization (or one of a few types of synaptic organizatfon, such as simple and complex types of cell (Hubel and Wiesel, 1962) . Each type of synaptic organization will have specific temporal characteristics, which may well include resonant features. Such resonances may arise either from feedback connections within each neural circuit, or from facilitation arising through simultaneous stimulation of aggregates of similar types of neural circuit across the cortex.
Given this view of the underlying neurophysiology, it is reasonable to expect the degree of spatial and temporal frequency specificity which we report here. For example, neural circuits organized for spatial stimuli of 5 c/deg may happen to contain a temporal resonance at 40 rps. Changing the spatial frequency to 10 c/deg will presumably no longer stimulate those circuits, but the circuits appropriate for the 10 c/deg grating may resonate at some other temporal frequency, or may have some change in the nature of the dendritic fields that abolishes the resonant characteristics altogether. Thus, the steady-state response will depend on the precise arrangement of excitation and inhibition, including synaptic delays and neural path lengths, and hence show selective tuning under those conditions which are optimal for resonance.
This interpretation, although plausible, is intended merely as a conceptual framework within which to consider the results. Other interpretations may be possible, which we are in the process of testing. However, this conception gives the hope that by detailed analysis in the domain that we have explored, it may be possible to determine the processing characteristics of closely specified sets of neural circuits within the human visual system.
