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CHAPTER 1: DEFINITION OF RESEARCH OBJECTIVE 
AND REVIEW OF REFERENCED LITERATURE 
I. The Communication Process 
1 
Communication is an act of making known to others 
information which one presently possesses. Whether between 
two individuals or ten nations, communication is the express­
way for the exchange of opinions and desires. A process not 
limited to homo sapiens, communication can be an art form 
practiced in as many ways as there -are participants. 
E ffective communication requires that one correctly receive 
the information which was sent; this statement is as appli­
cable to the transmission and reception of  accounts from one 
bank to another as it is to the interpretation of diplomatic 
statements exchanged between heads of government. The task 
of making the correct decision is simplified i f  the decision 
to be made is binary; that is, if the decision is to be 
either yes or no. But even this relatively simple problem 
can pose dif ficult questions if  considered in an engineering 
context. The techniques of making the correct decision form 
the core of this thesis; the significance of the message and 
the consequences of making the wrong decision are the 
important consi�erations from a communications viewpoint. 
Pattern recognition or signal detection is the broad 
heading under which a study such as this thesis is 
generally categorized. The binary signals to be classified, 
2 
which are termed either class one or class two, have no  
message sig nificance and in fact are known a priori, that is, 
beforehand. The c onsequence of making a wrong d ecision is 
that each misclassification will be recorded, along with the 
correct decisions, in a performance index called the confusion 
matrix. If the level of  per formance of a receiver (also 
called a class ifier) is being predicted, rather than being 
measured, the fraction of incorrect decisions the receiver 
will make over the long run is termed the classification 
error. Two types of classification error are defined in 
Chapter 2. 
II. Definition o f  Research Dbjective 
As indicated by the title and by the large proportion 
of pages devoted to the subject, transformation o f  variables 
is the primary topic o f  this thesis. The transformation of 
partially overlapping, correlated, two-dimensional, Gaussian 
distributed rand om variates to partially overlapping, 
independent, one-dimensional, Cauchy distributed rand om 
variates involves a reduction in dimensionality by one. 
Consequently, the equation defining the receiver is simplified, 
and the expressions for predicting the classification error 
are easier to formulate. The equation required to effect 
this transf ormation is z=Y 1 /Y 2 , where Y 1 , Y 2 are the 
standardized correlated Gaussian variates and z is the 
independent Cauchy rand om variate. 
3 
To a id in understanding the concept that the probability 
density function actually does change as a result of  the 
transformati on, observe Figure 1. 1-F igure 1.3. The 
3-dimensional views in Figure 1. 1 illustrate the probability 
density functions o f  three bivariate Gaussian d istributions 
having var iances equal to unity and correlat ion coefficient 
equal to p. F igure 1. l (a) shows the class one d istribution 
of independent var iates, and Figure 1 . l (c) illustrates the 
class two distribution. The c ircular or ellipsoidal 
boundaries indicate contours of constant probability density 
at distances of la, 2cr, and 3a from the mean. (Standard 
notation defines a as the standard deviation, µ as the mean, 
and p as the correlation coef ficient. ) 
An overhead view of Figure 1.l (a) and 1. l (c) , with the 
means of the class one and class two distributi ons located 
at coincident points, a ppears in Figure 1.2. The c ontours 
of  constant probability dens ity are again visible, but this 
time their usefulness may be more readily recognized. A 
narrowing and lengthening of the class tw o probability 
density function illustrates the considerable e ffect of the 
correlation between variates. The declination of the major 
axis also varies with p, and is 45 ° in F igure 1.2; in 
Chapter 4 an equation is given which def ines the declination 
angle, based upon the correlation coefficient and var iances. 
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(a) p =O 
(b) p = -0.5 
�. ' ... � .-
. · ,<\\} .·. . :1Wtr·· 
(c) P'= 0.9 
Figure 1.1. Three-dimensional view of 3 probabil ity density 
functions, each characterized by oa =1, oa =1, an d p. 
l 2 
Reproduced w ith permission from John Wiley and Sons, New 
York. Wozencraft and Jacobs, [2], p. 52. 
Cl: 
cry =1.0 l 
cr y-1 = 1. 0 
p=O 
C2: 
cry 2
=1.0 
cry 2 
=1.0 
p=0. 9 
C2  
Figure 1.2. Contours of two overlapping bivariate Gaussian 
probability density functions. 
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p(zlO) p(zlo.9) 
0 0.9 z 
Figure 1.·3. Two overlapping univariate Cauchy probability 
density functions. 
In Figure 1. 3 the probability dens ity function of the 
trans formed random variate z illus trates the reduction in 
dimens ionality. Clearly, the two Cauchy dis tributions ,  
repres ented by the two probability dens ity functions,  are 
univariate. As will be shown in Chapter 3 an d 4, the 
7 
decis ion boun dary for Fi_gure· 1.2 cons is ts of two hyperbolas 
symmetrical with the minor axis o f  the class two probability 
den sity function , but the decis ion boun dary for Figure 1. 3 
is simply a s ingle point on the z axis . Bayes ' receiver, 
which defines the decis ion boun dary for both the original 
Gauss ian dis tribution an d the trans formed Cauchy dis tribution, 
is fully optimum in each cas �. 
Determin ation o f  the clas s ification errors for both 
dis tributions cons titutes the major portion of the thes is , 
becaus e a comparis on of the classification error for the 
original an d trans formed dis tributions determines the 
us efulnes s (goodnes s )  of the trans formation. The goal of 
the res earch was to determine if the class ification error 
of the Cauchy dis tribution was as low, or lower, than the 
class ification error of the Bayes' receiver optimum· for the 
bivariate Gauss ian distribution. If lower, the trans formation 
achieves a reduction in error, an ever des irable achievement; 
if the error remains approximately cons tant, the trans formation 
is us eful as a mean s for approximatin g the clas s ification 
error becaus e the class ification error for the Cauchy 
8 
distribution is substantially easier to formulate than that 
for the Gaussian distribution. 
A secondary objective was to evaluate other trans­
formations, particularly the familiar y=x 2 transformation, 
if a decision boundary could be formulated. Further, an 
estimate of the validity of approximating the Gaussian 
distribution by a Cauchy distribution was sought. 
III. Preview of Thesis' Contents 
Because several topics of research effort are aiscussed 
in the thesis, a brief commentary on these topics may aid 
the reader in following the development of succeeding 
chapters. Chapter 3 discusses the decision boundary 
required to classify Cauchy random variates, defines the 
classification error for that receiver, and shows what 
effect the correlation coefficient has upon the mean of the 
Cauchy distribution. Two sets of classification error are 
computed, one for a correlation coefficient of the Gaussian 
random variates of 0. 90, and one for 0.98. 
In Chapter 4 the decision boundary required to classify 
a priori Gaussian variates and to compute the classification 
error is derived. However, in order to proceed with the 
derivation, a rotational transformation capable of chang ing 
correlated variates to uncorrelated is required. A summary 
of the rotational transformation theory, and· its appltcation 
to the decision boundary (receiver) equation and probability 
density function, forms the first half of the chapter. 
Evaluation of classification error, and verification of  the 
values obtained constitute the remainder of  the chapter. 
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Although the word receiver was inserted parenthetically 
after the term decision bounda ry, the two are not p recisely 
equivalent. The distinction between them is made in Chapter 
2. Also discussed is a summary of basic signal detection 
theory. Because it has not been found elsewhere, a table 
defining the decision boundary for both univariate an d 
bivariate probability density functions of the Gauss, Cauchy, 
Rayleigh, and Weibull dist ributions is included in Chapter 2. 
Other areas of investigation which were not researched 
as vigorously as was the t ransformation z= Y 1 /Y 2 are combined 
to form Chapter 5. The first topic, the classification of 
Cauchy variates by a receiver designed for a priori Gaussian 
var iates, is discussed. Three different sets of  overlapping 
distributions are classified. Although the simulation 
provides an indication of the merit of the study, the 
potential for further investigation and additional simulation 
is by no means exhausted. Tabular results of those sets 
classified a re included. A brief review of  multivariate 
transformations is discussed next; although helpful to the 
author's understanding o f  transformations, no new results 
are reported. 
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In s ection three of Chapter 5, the trans formation. 
y=x is appl ied to a univariate Gaus s ian dens ity function. 
The class one dis tribution, centered at zero, trans forms to 
a chi-s quared dis tribution; the clas s two dis tribution of 
mean µ trans forms to a non-central chi-s quared dis tribution. 
The complexity of  the probability density function of the 
latter d is tribution prevents further study. Although a 
receiver can be formulated, expres sions for clas s if ication 
error prove to be unattainable by analytical methods . The 
fourth study reported in Chapter 5 is formulation of a 
receiver des igned for the Weibull d is tribut ion. A Weibull 
probability dens ity function- is equal to the exponential 
and Rayleigh, and approximates the Gaus s ian, probability 
dens ity function for certain values of the s hape factor s.  
Once again, it is found that clas s ification error cannot be 
computed by analytical methods .  
Chapter 6 briefly comments on the results o f  the 
research dis cus s ed in the previous five chapters. Subjects 
already purs ued which appear to offer further Opportunities 
for research are mentioned in the hope that others may 
benefit from the preliminary inves tigation. 
A d iscus s ion of the difficulties encountered when 
calculating the error function with a digital computer forms 
Appendix 1. Comments pertain to the limitations of the 
computer when called upon to handle large numbers . The 
computer programs used in the evaluation of  the 
classification error in Chapter 4 and the simulation study 
of Chapter 5 are contained in Appendix 3. In addition, a 
derivation of the Cauchy distribution from the Gaussian 
d istribution is contained in Appendix 2. 
IV. Review o f  Referenced Literature 
,Only a smal 1 fraction of the several score of books 
available on the subject of statistics and pattern 
11 
recognition was used as reference material. A brief summary 
� 
of the books providing information used in the thesis is 
included in the belief that the reader may wish to refer 
directly to the original source. Hancock and Wintz [l] is 
the main reference for the fundamental concepts embodied in 
this thesis, particularly in Chapter 2. Definitions of 
alpha and beta error, optimum Bayes' receiver, and 
observation space contained in their book are basic. 
Another text frequently referenced is Wozencraft and Jacobs 
I2J. Many basic concepts of one and two-d imensional random 
variables, as well as elementary transformations of 
variables are presented. A good treatment of the Gaussian 
process, especially the bivariate d istribution, is found 
in Davenport and Root I3J. Papoulis I4J provided the theory 
that prompted the research forming the main topic of  this 
thesis; of particular interest is his lucid interpretation 
of one function of  two random variates. An algorithm for 
calculating recognition error when applying data vectors 
from two Gaussian populations to an optimum Bayes' 
classifier is presented by Fukunaga and Krile [ 5]. Their 
method appears to provide good results when classifying 
up to eight-dimensional Gaussian data having unequal 
covariance matrices and arbitrary a priori probabilities. 
Their algorithm is a general solution to a problem 
analogous to that discussed in this thesis. 
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Anderson I6J briefly discusses transformation of 
variables, and covers in greater detail a derivation of the 
non�central chi-squared distribution. Hogg and Craig 17] 
develop the theory on Gaussian and chi-squared d istributions; 
they also discuss transformations of several variables. In 
Johnson and Leone [8] one finds an abbreviated disquisition 
of continuous distributions, including the normal, 
exponential, chi-squared, and Weibull; in addition, they 
devote a section to transformation of variables, and one 
to the derivation of the chi-squared distribution. 
Techniques of computer generation of discrete and continuous 
probability distributions are discussed in Naylor I9]. 
Hildebrand JlOJ includes methods of performing 
numerical integration; he d iscusses the trapezoidal rule 
and Simpson' s rule, as well as the parabolic and Newton­
Cotes formulas. Abramowitz and Stegun IllJ provide 
equations for computation of error function, and tabulate 
the error function for arguments up to 2. 0. Although not 
r igorously d eveloped, Blachman [12] presents a readable 
discussion on the univariate, bivariate, and multivariate 
Gaussian distribution. And, Wee' s Il3J bibliography 
includes ninety-six references listed by categories on the 
broad topic of pattern recognition. 
256709 
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CHAPTER 2: BASIC CONCEPTS REVIEWED 
I. Review of Fundamental Signal Detection Theory 
The author assumes the reader is acquainted with 
probability theory, random variables, and statistics; 
accordingl-y, the theory to be developed in this chapter wil.l 
focus on elementary concepts· of s ignal detection. The 
content of this chapter is based largely on Chapter 3 of  
Hancock and W i n tz [ 14] • 
Consider the random variable described by 
p(x
1 
,x
2
)=· 1 
2ncr a ✓l-p 2 
1 2 
or 
exp 
[ 
- 1 
2 ( 1-p 2 ) 
( 1} 
Define the parameter vector e = [� 
and the d ata vecto r  X = [x J 
1 
15 
l;er:l or e =  l_yj
If all of the parameters are uniquely d etermined, then e is 
called a simple hypothesis. If, for example, 0<µ<0.5, er= !,' 
p = 0.9, then e is termed a composite hypothesis. In this 
thesis µ, er, and p are uniquely known; therefore the 
following procedure is known as simple hypothesis testing. 
For this thesis only two values of� are possible, 
0=0 , or 0=8 • The former may be termed the null hypothesis - -1 - -2 
H , and the latter termed the alternate hypothesis H . One 
0 
. 
1 
can either accept H 0 , or reject it. The test procedure for 
making the decision is called the decision rule, generally 
formulated by partitioning the observation space r i�to two 
disjoint subspaces r 1 and r 2 • One decides in favor of H 0 if 
the d ata vector is c ontained in r 1 , and rejects H 0 if the 
data vecto r  is contained in r 2 • This result indicates it is 
possible to commit two kinds of  er rors, called alpha and 
beta. 
Alpha is the probability of rejecting H 0 when it is 
true; alpha sometimes is termed error of the first kind. 
( 3) 
16 
Beta is defined as the probability of accepting H
0 
when it 
is fals e; beta s ometimes is termed error of the s econd kind. 
(4) 
Consequently, (1-a) is defined as the probability of mak ing · 
a correct decis ion when H 0 is true, and ( 1-S) is defined as 
the probability o f  making a correct decis ion when H 1 is true. 
For the problem dis cuss ed in this thes is one may as s ign 
a priori probabilities to the events defined by e =  ! 1 and 
e = � 2 as being q 1 and q 2, res pectively. It is des irable, 
in the _general solution at least, to include cos t functions 
which des cribe the cons equences of. making a correct decis ion 
and committing an error in decis ion. c .. is the cos t to the 
1 J 
observer if he de cides hypothes is H; is true when Hj is true; 
i, j = 0 ,1. Average ris k R can now be defined. 
For mos t problems let the cos t of making a correct decis ion, 
C 00 and C 11 , be zero. 
Co 1 as being equal to 
Define C 10 as being equal to C , and a 
( 5) 
·Now two importan t quantities may be defined, the 
likelihood ·ratio A(!) an d the threshold K. 
17 
( 6 )  
The decision boun dary is determined by equating A(!)=K, 
which establishes the boun dary def ining  the two s ubspaces 
r · and r o f  the sample space r. A particular data vector 
1 2 
X' may be clas sified by comparing the likelihood ratio to 
the threshold. If A(f')>K, decide x·· came from p(! I i 2 ); 
i. e. , decide in favor o f  the alternate hy pothesis . 
Similarly, if  A(!')<K, decide!' came from p (! I i 1 ); i. e. ,  
decide in favor o f  the n ull hy pothesis. 
Bayes' solution is the strategy of  determining a 
decis ion boun d1ry on the basis of the smallest average risk, 
called Bayes' risk. In later chapters of this thesis the 
author assumes q 1=q 2 , an d Ca=c 6. Therefore, from _(6) the 
threshold K is determin ed to be un ity. 
To illustrate the procedure for obtaining the decision 
b o u n d a r y ; n g en e r a 1 , a n d t h e r e f o re. th e c 1 as s i f i e r , con s i de r 
the s imple example of two distributions of an indepen dent 
Gaussian variate. Ho has zero mean an d varian ce 0 2 , an d H1 
has mean µ· an d varian ce o 2 • Equate the likelihood ratio to 
the ·thres hold to obtain the decision boun dary: 
After so 1 vi n g for x_1 one ob ta i n s 
X1 - µ + 0 2 1 n K. 
2 µ 
18 
( 7) 
( 8) 
Equation (8) is the d ecision boundary, and it can be shown 
to be intuitively correct if K is set equal to unity. Under 
this restraint 1 n  K=O, and the second term of (8) goes to 
zero. The decision boundary expression reduces to 
X = µ • ✓ 
Placing the decision boundary at the midpoint of the 
two means is an intuitively logical answer. Fig ure 2.1 
illustrates the observation space and the two disjoint 
subspaces, as well as the decision boundary and classification 
errors alpha and beta. 
For two classes of data not having equal variances, and 
where one mean is nonzero, the equation for the decision 
boundary ts not obvious and may not be so easily checked. 
Refer to Table 2. 1 for decision boundary equations of 
Gaussian, Rayleigh, Cauchy, and Weibull distributions. 
DB: l:!. + cr
2 
ln K 
2 µ 
_r 
Figure 2.1. Decision boundary for Bayes' classification of 
two Gaussian distributions. 
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II. Decis ion Boun dary Express ions For Commonly En countered 
Probabi 1 i ty ·oens i ty Fun cti ans · 
A brief review of  theory des cribing the formulation �f 
a dec is ion boun dary bas ed upon knowledge of the likelihood 
ratio_ A(!) and thres hold K was provided in the previous 
s e ct i o n . Th e d e c i s i on b o u n d a r y w as s h own to b e a p a rt i t i on · 
s eparating the obs ervation s pace r into two subs paces r 1 and 
r 2. 
In cluded in this s ection is a table of decis ion boundary 
equations for four continuous distributions . The parameters · 
of the d is tributions were selected s o  the two clas s es were 
d is t in gu is hed either by their ·means or varian ces (or s hape 
factors ). To s implify the expres s ion s the means ,  varian ces, 
and s hape factors are always tak en to be equal in both 
dimens ions of the bivariate dis tributions .  For example, 
if a d is tribution has mean µ 1 and varian ce cr 1
2 in the x 1 
direction, it als o has mean µ 1 and varian ce cr 1
2 in the x2 
direct ion. This cons traint permits the s ubs cripts to be 
omitted, and the parameters written as µ an d cr
2
• However, 
s ubs cripts are required to dis tinguis h varian ce of  the clas s 
one  d is tribution from varian ce of the clas s two d is tribut ion; 
the parameter cr 1
2 is read as the varian ce of the class one 
dis tribution. 
Only for the un ivariate Gaus s ian and Cauchy dis tributions 
is it pos s ible to expres s the variable as an explicit fun ction 
T ab 1 e 2 .  1 L-De c 1 sJ __ QlL.b oun d a  rv e a  u a  t i  o n.Liar 4 ua h�a ri ate an�_cLbiv..ar..ia te d i  c:; t r  i b u  t i  n n c:;  
1 GA U S S  
1 C AU C H Y  
1 RAY L E I G H 
1 W E I  B U L L  
2 GA U S S  
2 CAU C H Y  
2 RAY L E I G H  
2 W E I B U L L  
X = - (µ ; cr 2
2 - U 2 <1 1 2 ) ±  cr 1 2 cr 2 2 (za  2 a 4 ]n[� +a . 
2 a 2 ( µ - � )
2 - 2a 4 a  2 1 n�cr 8) 2 2 
( 
2 2
) 
l 2 
O 
l 2 1 2 1 2 
O o 1 cr 2 __ a 1 _ __ - a 2 , 2 
X = K� b 1 ± /b 1 b 2 (�
2 +b 1 2 + b 2 2 ) K � b i b i ( K 2 + l ) 
( K b 1 - b 2 ) 
l n  [� + 
1 
[ ( b 2 
2 - b I 2 ) X 2 + ( 2 fl b 1 
2 ) x - µ 2 b I J :: 1 n [b �: n 2 b 1 2 b 2 2 
( s - 1 ) l n Q � = � � �} ( x - l Y- ( x - l 2 ) 5 = l +J f o r s 1 = s 2 = s ,  
( s 2 - s 1 ) l nGJ + x 
5 1 - x 5 2 = l n [ Ks 2j 
S 1 
a n d  . f o r  1 1= 1 2 = 1 
2a 2 a 2 l n  [?2 2 � + 2 µ 2 cr 1 2 = ( cr 2 2 - cr 1 2 ) x 1 2 + ( cr 2 2 - cr 1 2 J x 2 2 + 2 µ cr 1 2 ( x 1 + X 2 ) 1 2 
0 1
2 
-
�b 1
2 b 2
2 + Kb 1
2µ 2 - 2 b 1
2 b 2
2 l x 1
2 + ( Kb 1
2 b 2
2 + Kb 1
2µ 2 ) x 2
2 + ( Kb 1
2 - b 2
2 ) X 1
2 X 2
2 
- ( 2 Kb 1 2� ) x f x 2 - ( 2 Kb 1 2 µ ) x 1 x 2 2 - ( 2 K b 1 2 b 2 2� + 2 Kb 1 2 � 3 ) x 1 2 - ( 2 Kb 1 2 b 2 2 � 
+ 2 Kb 2 µ 3 ) x  + ( 4 Kb 2
µ
2 ) x  x J = b 4 b 2 - K b 2 ( 2µ 2 b 2 + b  4 + µ 4 ) 
1 1 1 2  1 2 l 2 2 
� ,n ���� + l n  [
x
�:� + .. . 
X 1 2 + X 2 2 (x 1 -� ) 2 + ( x 2 -� ) 2 = l n  �
2
4TI 
2 b 1 2 2 b 2 R b 1 4 
( s + 1 ) l n � 
2 - 1 
� + ( s - 1 ) ( 
x 1 - 1 2) - ( x 2 - l 2 ) 
5 + { x 2 - l 1 ) 
5 :. ( x 1 - l 2 ) 5 -i- ( � 1 - 1 1 ) � 1 n(i<" 
x � - l  1 x 1 - l  1 
-
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of the parameters ; in � 1 1 other cas es the equation · is 
trans cen dental .  Variates may s till be clas s ified by a Bayes ' 
recei ver, but alpha and beta can not eas ily be computed 
becaus e the decision boun dary equation is n ot known as a 
function of x, but rather as a fun ction of ln (x-µ ) . 
II I . Repres entation of the Bivariate Gaus s ian Probability 
Dens ity Function 
Although mathematically one can describe a k-dimension al 
observation s pace , he s oon reaches the limits of graphical 
repres entation. The probability den sity function of a one­
dimen s ional data vector I x 1 J is eas y to represent by a two­
dimens ion al graph , such as that in Figure 2. 1.  However, 
the three-dimens ional figure required for a two-dimens ional 
data vector [ x 1 x 2 ] is much more dif ficult to draw, a n d 
depending on the man n er by wh ich it is depicted , may be 
difficult to comprehen d as well . Figures 1 . l ( a )  and 1. 2 
illus trate two methods of repres enting a three-dimens ional 
probability dens ity function . The firs t is eas ier to 
comprehend , but the second supplies more factual in formation. 
From a drawin g such as Figure 1 . 2  one s hould note that 
the variances of the class two probability density function 
are not as s pecified, but rath er are modified by the 
correlation coefficient. The concentric ellips es cross the 
Y 1 , y 2 axis at points given by the equation 
Y 1 intercept = ✓l-p
2 cry , 
l 
Y 2 intercept = ✓l-p
2 cry 2 
Blachman [ 15 ] terms the circular or ellipti c  bound ari es, 
contours. 
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The contours of constant probabi lity density in the 
Y 1 Y 2 plane are the loci defined by the exponent of (2) , 
where thi s exponen t  i s  equal to a constan t. The requi red 
equati ons for the contours of constant probab i l i ty d ensity, 
wri tten for correlated and uncorrelated variates, are 
( 1-p 2 )0 2 
( X 
2 
cr 2 = _l _ 
0 2 
X 1  
=( � 0 2 Y 1 
X 
2 
) + _2_ 
2 • 
O X 2 
2py y 1 2 
0
Y 1 °Y 2 
y 2 
) + _
2_ 
cr 2 
Y 2 
( 10 ) 
( 1 1 ) 
Var i ance cr 2 in the above eq uati ons defines which contour i s  
bei ng d escribed ; cr 2 typically i s  1,  2, or 3, but may be any 
desi red fraction. 
One may question the author' s purpose in wri ting the 
uncorrelated variates in a new domain, rather than referri ng 
to the x 1 , x2 variates i n  terms of the Y doma i n variables. 
In Chapter 4 the motivation will become apparent; a 
transformation of correlated variates to uncorrelated 
vari ates by means of a rotational transformation will be 
2 4  
descr ibe d. The transformat ion pe rmits considerable 
simplif icat ion in th e equat ions used to descr ibe the contours 
of constant probability density and to draw the de cision 
boundary. Two domains, X and Y, are re quire d to d es cribe 
the appropriate var iates. It is also for th is reason that 
the variances are subscripted by x or y where any opportunity 
for ambigu ity exists. 
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C HAP TER 3 :  COM P U TATION OF A L P HA AND BETA , RECEIVER OP TIMAL 
FOR U NIVARIATE CAUCH Y DISTRIBU TION 
I. Classification of Cauchy Distributed Random Variates 
Numerical values for the decision boundary, alpha error 
and beta error are calculated in this chapter, which are 
compared to the corresponding values computed for the two 
class bivariate Gaussian distributions in Chapter 4. 
The univariate Cauchy probability density function is 
defined by the equation 
( 1 ) 
A derivation of ( 1) from two jointly Gaussian random variates, 
using the transformation z = y 1 / y2 , is contained in Appendix 
2. The important resu l t of the derivation is writ ten below. 
Comparing ( 2) with ( 1) ,  variables b and µ are defined in 
terms of o and p. 
y 
( 2 )  
( 3) 
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An interesting result is contained in (2 ) ;  a correlated, 
bivariate Gaussian distribution transforms to an uncorrelated, 
univariate Cauchy distribution centered at µ - p a  /a -
1 2 • The 
observation space has been d ecreased by one d imension, and 
the mean of the transformed distribution is proportional to 
the correlation coefficient of the original distribution. 
The correlation coefficient of the Gaussian random variates 
may be zero, in which case the Ca�chy distribution is centered 
at zero and the shape of the probability dens ity function is 
determined by b = a 1/ cr 2 • Negatively correlated variates 
cause the Cauchy distribution to b e  shifted left of zero. 
In this thesis the main investigation is b ased on the fact 
that one class of variates is capable of being shifte d  a 
distance pa 1 / cr 2 left or right of zero. The simulati on 
discussed in Chapter 5 also d epends on this fact. 
As explained in Chapter 1, the primary purpose of this 
research was to determine if the transformed Gaussian 
distributed random variate could be c l assified with lower 
error than the original Gaussian random variates. One 
important poin t is re p eat e d  for emphasis. The Bayes' 
receiver defined for the univariate Cauchy distribution is 
optimum, just as the Bayes ' receiver defined for the 
bivariate Gaussian distrib ution is optimum. No other 
classification procedure will result in a lower value of 
alpha and beta for th e respective distributions. 
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p ( z ! 0 )  p ( z j 0 . 9 ) 
F ig ure 3 . 1 .  Decision bound ary for B ayes ' c l assi fi c a t io n  of 
tw o un i v a r i a t e C a u c h y dist rib u t i ons ; µ 1 = 0 , µ 2 = 0 . 9 0 .  
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Proceeding toward the goal of solving the problem, 
within the self-imposed constraint of considering only two 
numerical examples, the first step is to evaluate alpha and 
beta for the two-class Cauchy distribution. To refresh the 
reader' s familiari ty of the parameters used, the follow i ng 
information is repeated. Both Gaussian distributions ha ve 
mean (0, 0 ) , a requirement which must be observed to maintain 
the validity of the transformation; both distributions have 
variances each equal to unity . Because class two has a 
correlation coeffic i ent of 0. 9, its probability density 
functi on contours are no longer circular but elliptic, and 
the peak of the density function is higher than the 
probability density function of the uncorrelated variates. 
Table 2. 1 lists the decision boundary for the univariate 
Cauchy distribution. After determining µ, b 1 , and b 2 one 
can easily solve the given quadratic expression for the 
variable z. Because the di stribution is univariate, z will 
be a point on the z axis, not a function of distribution 
parameters . T he equation for z and the distribution 
parameters are repeated below for conveni ence. 
z =
{
Kµ b 1 ± /b 1 b 2 [ ( µ
2 + b 1 2 + b 2 2 ) K - b 1 b 2 ( K
2 + l ) l
} 
( 4) 
K b 1 - b 2 
µ = p cr  l = 0. 9 b 1 = cr 1 = 1 . 0  b 2 = t'l-p
2 o 1 = 0 . 4 3 6  K = 1 .  0 
cr 2 cr 2 cr 2 
2 9  
Substituting the given values into (4 ) and solving, z=0. 354, 
2.84. Referring to Figure 3. 1 the correct answer is 
obviously 0. 354.  Data vectors [z 1 ] occurring to the right 
of z=0. 354 are classified as class two, and those to the 
left as class one. To determine the percentage of errors 
resulting from this optimum selection of the decision 
boundary, one mu st compute alpha and beta. 
II. Calculation of Alpha and Beta 
In Chapter 2, (3 ) and (4 ) define the alpha and beta 
classification error in terms of the probability density 
functions of the two classes and the observation subspaces 
r 1 and r 2 • I n  (3 ) ,  alpha is defined as 
( 5 ) 
Substitution of the Cauchy probability density function into 
(5 ) yields 
d z  
2 2 + ( 0 / 0  ) 2 ' 1 2 
where DB stan ds for the decision boundary point. The known 
values are substituted for o 1 , 0 2 , giving 
a = 1 
rr 
f oo d z  
2 + , 0 . 3 5 4  z 1 
which integrates as the arctan of z. Alpha equals 0. 392. 
30  
Cal culation of beta proceed s in a similar manner. 
Equation ( 4) defines beta a s  
( 6) 
Substitution of the Cauchy probabi l i ty density function into 
(6 ) yield s 
Kn own values are substituted, and a change of variables 
x = (z -0. 9 )  made which results in 
S = 0 . 4 3 6 
TT 
d x  
x 2 + ( 0. 4 3 6 ) 2 
Beta integr a tes a s  the arctan of x, giving a final answer 
of beta equa l to 0. 2 1 6. 
Although not immediately obvious from the computations, 
the time required to compute a lpha and beta for the Cauchy 
optimal B a yes I receiver is miniscule in comparison to 
similar com p u tation s required for alpha and beta of the 
Bayes ' r eceiver optima l for the bivariate correlated 
Gaussian d istribution presented in the next chapter. 
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III. Effect of Correlation Coefficient on Gaussian Distribution 
The effect which the corre l ation coefficient p has 
upon the probability density function of the original 
bivariate Gaussian distribution and the transformed Gaussian 
distribution can be ascertained by comparing Figures 1. 2 
and 1. 3 with Figu res 3.2 and 3.3. In the l atter figures the 
correlation coef ficient p has increased to 0.98. A further 
narrowing and lengthening of the class two Gaussian 
di stribut i on has occurred , and a decreased dispersion and 
increased density function height now describe the C auchy 
distribution. 
Because of the increased corre l ation between variates , 
the second classification problem defined by p = 0 .9 8  has a 
l ower probability of error , a result which one wou l d expect 
from observat i on of the shape of the decision boundary. 
Using the same techniques as just i terated , a l pha is computed 
to be 0. 34 7 ,  and beta to be 0. 1 30 .  In comparison , using 
techniques to b e  descri bed in Chapter 4 ,  the receiver for 
the original Gaus sian distribution has alpha equ al to 0.2 1 6  
and beta equal to 0.05 3. 
A significant increase in sep aration of the class one 
and class two Cauchy probability density functions is 
achieved by defi ning class one to have a correlation 
coefficient of equal magnitude but opposite sign to that 
of cl ass two correlation coefficient. Very small va l ues of 
Cl: 
C2: 
Cl 
Oy l
=l 
a = 1 Y 2 
p = O 
Oy = 1  1 
Oy = 1  
2 
p = . 9 8 
3 2 
C2  
F igure 3 . 2 .  D ecis i on b o un d a ry f o r B ay e s ' cla s s i f i ca t i on of 
two bi var i a t e  G aus s i a n d is t r i b u t i o n s , p = 0 . 9 8 . 
p ( z j 0 )  p ( z / 0 . 9 8 ) 
DB 
0 0 . 5 2 0 . 9 8 z 
F ig ure 3 . 3 .  D e c i s i on bo und a r y for B ayes ' cla s s i fi c a tion of 
tw o un i v a r i a t e  C a u c h y  d i s t r i b u t i ons ; µ 1 = 0 ,  µ 2 = 0 . 9 8 . 
3 3  
3 4  
alpha and beta are obtained, as can be s een in Fig u re 3. 5. 
I f  one obs erves the clas s one and two bivariate Gaus sian 
probability density functions illus trated in Figure 3. 4,  he 
notices as significant an improvement in the separation of 
the . -Gaus sian dens ity functions as was apparent in the Cauchy 
clas sification problem. Cons equently, the trans formation 
begi ns to appear as at bes t an approximation to the original 
distribution. More definite conclusions are . drawn in 
C hapter 6. 
Becaus e the equations given in T able 2.1 for bivariate 
dis tributions consider only one clas s of  random variates to 
be correlated, one mus t  implement the techniques reviewed 
in s ection one of Chapter 2 to obtain a decision boundary 
for anti -correlated variates. The specification that the 
second correlation coefficient be equal to the magnitude of 
the firs t, but oppos ite in s ign, pl us the continu ed 
ass umption of unity variance in both dimens ions o f  each 
class permits cons iderable simplification of the decision 
boundary equation. 
An interes ting constr aint  is placed on the val ue of K 
for u s e in the resulting decision boundary, written below 
as :  
l n { KJ =  - 3 . 9 2 y 1 y 2 
If K equal s  u nity, the decision boundary is simply the 
( 7 )  
3 5  
boun dary formed by the -y , y axes an d the y , -y axes . 
l 2 . 1 2 
If the threshold K is, for example, 1. 00 1,  implying either 
s lightly greater cost for an alpha error or s lightly higher 
a priori probability of a class one data vector, (7) defines 
a hyperbola in the secon d an d fourth quadr�nts an d 
asymptotic to the y
1
y
2 
axes. Values of K greater than unity 
caus e the decis i on boundary to move outward from (0,0) as 
i1lus trate� in Figure 3. 4. 
The problem of d efining a decis ion boundary an d 
evaluating alpha and beta for cas es  .in which the correlation 
coefficients of  class one and clas s two are not equal, an d 
the variances of each class are unequal, is n ot cons idered 
in this thes is. 
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K=6 . 0  
K=l. 0 5 
F i gure 3. 4. Two decision boundaries for tw o anticorrelated 
Gaussian distributions ; p 1 � 0 . 9 8, p z = - 0. 9 8. 
p (z j - 0. 9 8 )  p ( z ! 0. 9 8 )  
- 0. 9 8 0. 0 7  0. 9 8  
F i g u r e 3 . 5 .  D e c i s i o n b o u n d a ry f o r two  u n i v a r i a t e  C a u ch y  d i s t r i b u t i o n s ; 
µ 1 =. 9 8 ,  µ 2 = - . 9 8, b 1 = 0. 2 , b 2 � 0. 2. 
z 
w 
-..J 
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C HAPTER 4 :  COM P U TATION OF AL P HA AN D BETA , RECEIVER O PTIMAL · 
FOR BIVARIATE GAUSSIAN DISTRIB UTION 
I. Rotational Transformation for Uncorrelation of Correlated 
Variates 
Before detailing the calculation of classification errors 
alpha and beta, a method of transforming correlated random 
variates to uncorrelated variates by a rotation of coordinate 
axes is developed .  
Later the requirement for both the decision boundary 
and the contours of constant probability . density to be 
explicit fu nctions of the variable will be shown. That is, 
both must be ex pressed in the form y 1 = f (y 2 ) .  As written in 
(1 ) , the probability density function p { y p y 2 ) contains a 
cross-product term y 1 y 2 which must be eliminated. Comparing 
(2 ) , which is the probabi 1 i ty d ensity function of two 
uncorrelated variates , with ( 1 ) ,  one observes the only 
difference to be the ma gnitude of the multiplicative 
constants and th e absen ce of the cross- product term. For 
clarity in notation of coordinate axes , the correlated 
random variat es are denoted as y 1 , y 2 and the uncorrelated 
variates are denoted as X 1 ,  X 2 •  
exp G - 1 (� -
2 ( 1- p 2 ) a 2 Y 1 
2pY 1 Y 2 + 
0Y 1 °Y 2  
3 9  
1 r: 1  e x p  
L 2 ( 2 ) 
One mus t remember that for all dis cus sions to this point, 1 
and continuing to Chapter 5, the mean of the probability 
dens ity fun-cti on is zero. 
The contour of cons tant probability density is written 
as Y 1 = f ( y 2 ) ,  or for uncorrelated variates x 1 = f (x 2 ) ,  by 
t rans forming ( 1 ) into (2 ) us ing a rotation of  coordinate 
axes . Davenport and Root [ 16 ] des cribe a trans formation of 
uncorrelated variates to correlated; the inverse trans formation 
is des cribed here. 
Figure 4. 1 displays the pertinent information of the 
t rans formation. The angle e is the radian meas ure of  the 
dis tance through wh ich the original axis Y2 mus t be rotated 
to coincide with the major axis, which is labeled the x2 
ax i s . The us ual s ign convention, of counter-clockwise 
increas ing angles being pos itive, holds and mus t be s tr ictly 
observed. For pos itive values of the correlation coefficient 
P, the y 2 axis lies in the second and fourth quadrants of 
the x 1 x 2 coordinate sys tem , and as a res ult the angle is 
negat ive. Equally important to remember, the declination 
/ 
/ 
/ 
/. 
/ 
------
e , / Y 2 
'> 
/ 
/ 
/ 
e is defined from y 2 to  x 2 , positive in ccw direction. 
8=¢  for 0 2 > 0 1 
0=- ( n / 2 - ¢ )  for 0 2 < 0 1  
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F igure 4. 1. Defi nit i on of angle 8 which describes a rotation 
transformation of two va r i ates . 
of the major axis of  the ellipse formed by the c ontour of 
constant probability density is given · by the angle e ,  
defined as 
and related to the angle e by 
e = + ¢ for 
e = - ( 9 0 ° - cp ) for Oy < Oy 
2 1 • 
The random variates Y i and Y 2 · are related to the random  
variates X 1  and x 2 by the rotational transformation 
4 1  
( 3 )  
( 4) 
With this background informa tion, one is  n ow able to 
write equations for the contour of � onstant probability 
density and the decis ion boundary which have no cros s -product 
term. Although the cross-product is  absent, one s hould not 
expect the co r relation coefficient to be an unnecessary 
parameter, becaus e the new multiplicative constants ax , 
ox are a function of  p. Two different techniq
ues for 
2 
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determinin g the n ew ax 1 an d ax2 are demons trated in a l ater 
s ection of Chapter 4. 
II. Tran s formation of the Con tours of Con s tant Probability 
Dens ity and of . the Decision Boun dary 
The developmen t begin s w t th equation s (10 ) an d (11 ) of  
Chapter 2,  which define the con tour of  con s tant probabil ity 
den sity for an y multiple of the standard deviation cr. 
Subs titutin g the transformation equations given in the 
previous section for y1 and Y 2 , 
Col l ecting terms, the desired equation is written: 
( l - p 2 ) a 2 = for crv = cry = cry. . l 2 
( 5 )  
( 6 ) 
If a procedure is devised w h ich permits the varian ces 
i n the X domain to be calculated, the un corr�lated variate 
'\Jexpres s ion is used to compute the contours of cons tant 
probability den s ity as 
a 2 = ( 7 ) 
( 
A s imilar procedure is followed to determine an 
expres s ion free of cros s-product terms (that is , written 
i n  the X domain) for the decis ion boundary. The follow in g  
equation is rewritten from Table 2. 1. 
2 ln 
( 8 ) 
Substitutin g  equation s (3 ) an d (4) for Y 1  and Y 2 , res pectively, 
and collectin g terms one obtains the dec i s ion boundary 
2 l n  
2 l n  02 2 (1-p2 ) ½K 
a l 
2 
= 
+ ( X 2 - X 2 ) 
l 2 
4 4  
( 9 )  
for o 1 
= a 1 
= 0 1 , 0 2 
= 0 2 
= 0 2 • ( 10 ) 
Y 1 Y 2 Y 1  Y 2 
In the preceding equations the extra di g i t  in the 
variance subsc ript denotes the class to which it a pplies. 
For example, in o f y 2
, digit 1 denotes class one, y denotes 
the variance i n  the Y domain, and digit 2 denotes the axis 
to which the variance applies . 
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By constraining the correlation coefficient to be 
zero, and by defining equivalent variances in the X domain, 
a simplified expression is obtained for the decision 
boundary : 
2 ln ( 1 1 )  
2 ln 
for o 1 
X 1  
( 1 2 ) 
The simplification between ( 9) and ( 1 1 ) ,  and to a lesser 
degree between ( 1 0) and ( 12) , is immediately obvious. Thus, 
a clear choice of two methods is p resented, one more 
appealing than the other . H oweve r, the computation of the 
X domain variance adds computation to the second method, 
making the tw o choices approximately equal in te rms of 
c omputational e f fort and t i me; b u t, one method may be easier 
to visualize than the other .  
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To empha size an important f act, one must be aware that 
if uncorrelated Ga ussian rand om varia tes are ava ila ble 
initially then ( 7) should be used for determina tion of the 
contours of constant proba bility density and ( 1 1 ) o r  ( 1 2 )  
used for co mputation o f  the decision bound ary. I f  the 
v ariates are co rrelated, two metho ds of calcula tion are 
a v aila ble. One, use equations ( 5 )  and ( 9 ) or ( 6) a nd ( 1 0 ) 
to obtain the decision boundary and the constant p roba bility 
density contours ; o r, compute the X d omain variance s using 
the techniques presented in the next section, and use ( 7 )  
and ( 1 1 )  or ( 1 2 )  to obtain the two desired equa tions. 
I I I .  Determination of the X �amain V ariances 
To  use ( 7) ,  ( 1 1 ) , or ( 1 2 )  with a Gaussian d istribution 
of correla ted va riates, new variances must be used whi ch are 
functions of p, e,  oy 1 , and oy 2 • Two methods a re presented, 
one based on sta tistic al relations and the o ther derived 
by equating coefficients of the probability density functions 
for correlated a nd unco rrelated vari ates . The f ormer will 
be discussed first. 
Blach man [ 1 5 ]  d efines the p arameters of the bivariate 
Gaussia n distribution as  
E [ ( x . - µ . ) 2 ] = o 1•
2 
l l 
P = E [ (x 1 - µ , ) ( x 2 - 1-1 2 ) ]  
0 1 0 2 
and ( 1 3 )  
( 14 )  
Because the means of both classes of Gaussian random 
variates are equal to zero, ( 1 3) and ( 14 )  reduce to 
a · 2 1 
p = E [ X 1 X 2 ]  
0 1 0 2  
and 
The desired variances a x and a x are calculated by  1 2 
4 7  
( 15 )  
( 16 ) 
computing the e xpectation of the inverse of the transformation 
written in ( 3 ) and ( 4 ) ,  
substituting x
1
, x 2 i nto ( 1 5 ) , 
Expanding, 
replacing E [ yi
2 ] b y  ( 1 5) , and E [ x 1 x 2 ] b y  ( 16) the desired 
result is obtained : 
( 1 7 ) 
( 18 )  
( 1 9 ) 
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Similarl y, 
(20) 
The depen den ce of a x on p and cry, apparentl y l ack ing in ( 7 ) , 
(11) , and (12) is, in fact, present; the relation sh ip of p,  
e and cry with crx, not obvious · previousl y, is expl icit l y 
s tated in (1 9) and (20) .  
As mentioned previously, a second method exists for 
deriv ing the X domain varian ces, that of equation of 
coef f icients. Refer to ( 5 ) ;  the expression on the right 
is the maj or portion of the exponent term of  the probability 
dens ity function . Wr itten in ·its entirety, the density 
fun ction includes two other constan ts in addition to the 
ex ponent. 
an d  
The density function for uncorrelated variates, written 
before as (2) but repeated below is 
1 (22) 
lo obtain the new variance o x, simply equate the 
coefficient of x 1
2 and x
2
2 of the two density functions. 
4 9  
( 2 3) 
Although not obvious by inspection, (19) is equal to (23) 
and ( 2 0 ) is equal to ( 2 4 ) .  
For the case considered in this thesis, oy 1 =oy 2 = 1.0, 
either set of equations will yield the result 
( 2 4 )  
( 2 5 ) 
With the information presen ted ,  one not only has two 
methods of computin g t he con tours of constant probability  
density and decision boundary, but also has, should the 
second method be chosen , t wo equations for the computation 
of the variances ox and ox . 1 2 
Figure 4. 2 illustrates the transformation of correlated 
variates to uncorrelated variates for an arbitrarily chosen 
probability density function. 
CORREL ATE D  V ARIAT ES 
major axis 
q> =-2 5 . 1 ° 
----------- .,., 
I 
✓I="?ay . 
----+--- +- -+---0 1 
Y 1 
Y 1
2 -0. 9y
l
y
2
+0. 2 5 y
2 
2= . 19 
p =0. 9, Oy l =
l, 0y
2
= 2 
U NCORRELATED VARIATES 
6 . 3 7 x 2 + 0 .20 6 x 2 = 1  
1 2 
5 0  
p = O , ox = . 3 9 6 , o x =2 .21 
1 2 
Figure 4 . 2 . One -si gma contour of Gaussian probability density 
functi on for correla ted an d uncorrelated variates. 
IV. Computation of Alpha and Beta 
Now that  expressions have been ob tained for the 
decision boundary and contours of constant probability 
density in which x 1 and x 2 are separated, it is pos sible 
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to proceed w i th the computation of alpha and beta for the · 
original two-class b ivariate Gaussian classi fication problem. 
The advantage which symmetr y afford s is utilized to reduce 
the range over which the integrals are evaluated . The 
abbreviations D B  for the decision boundary e quation and 
PDF for the contour of constant probabilit y d ensity are 
used to provide a cleare r notation. 
Sub stitu te into the integral exp ression for alpha, 
which is 
the Gaussian probability density func tion to ob tain 
4 
D B  t D B / � a Therefore, Let t 2 =x 2 / ? cr 2 • when x 1 = , = � L  1 x · 1 - l X  , 1 
1 
Ct, = (✓2 
fi 
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Usi ng the equa tion 
erf ( x) = 
2 f ox Irr 
exp ( -x 2 ) dx, 
and i n tegra ting on l y  to the three sigm a limit on the outer 
i ntegral to reduce computation time , the followi ng i n tegral 
is  obta ined : 
In the express i on s for a lp h a  and beta the X dom ain va r i ances 
are w r i tten with subscr i pts to designa te the cla ss and the 
axi s to which the v a ria nce applies, o ;  bei ng the va r i a nce 
X 2  
along the x 2 axis of the cla ss one probabili ty den sity 
function. For the specif i c  problem discussed in th i s  thesi s, 
0 1 =cr = 1. 00 and the express i on for alpha reduces to 
X 1 
1 
X 2 
a = .?_ 
TT 
e r  f ( D B /  /Z )  e x p  C 
x � 
2
J d x 2 • 
Integra te by u sing the trapezoid al rule or Simpson' s  rule. 
The upper li m i t of t h ree sigma  is valid because a negligible 
volume is contrib uted outside of the bound a ry. Either (9 ) 
or (11) may be used for the expression abbrevia
ted DB  in 
the a rgument of  the er ror function. 
Beta must be written as the sum of two integrals, or 
as the integral of the difference between two error 
5 3  
functions. For ease in programming the numerical integration, 
the former is used. I n  the following equation the probability 
density function is expressed in terms of uncorrelated 
variates, indicating that th e rotational transformation has 
a l ready been performed and that the X domain variance is 
known or can be calculated easily. 
Substitute the Gaussian probability density function into 
the integral equation for beta to obtain 
B = l .  O -
when x 1 = P DF, t
=PDF/ IZ0 2 
X l  
A fter substitu ting the change of variables an
d then 
l· ntegral def i nes the error function, recognizing the inner 
the desired result is obtained: 
S = 1. 0  e x p
[
- x 2
2
] d x 2 2o 2 2 x 
2 
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Variances a � and a � are computed from  ( 19 )  and (20 ) ,  and 
X 1  X 2  
the equati on fo r the PDF  l i m i t i s  (7 ) .  One must numerically 
integrate the above expression usi ng the trapezoidal rule 
or  Si mpson's rule to obtain the value for beta. The upper 
limit o n  the tw o outer i ntegrals must be obtained from 
knowledge of  the dec i sion boundary and the constant 
probabi lity density conto urs. Upper limit 2. 6 is obtained 
from the intersection of  the two equations (7 ) and (9 ), 
and 4. 1 4  i s  the three sigma l i mit for the class two 
pro bability density function. Refer to Figure 4.3 fo r a 
pi ctorial representati on of  the two Gaussi an probability 
densi ty func t i ons. 
The statement has been made that  either the trapezoidal 
rule or Simpson' s rule may be used for the numerical 
integration. I nit i ally , the trapez o i dal rule was used wi th 
an incremental change of 0.0 1 in the variable o f  integration. 
To check the ans wer , the i ntegrat i on was accompl i shed 
using Si mpson ' s  rule w i th an i ncremental change of  0. 005 i n  
the vari able o f  i ntegration. Essentially th e same values 
C l  
PD F 
JP 
D B  
C 2  
P DF 
Prior to tr ansformation : 
Oy l 
2
= 1  
Oy 2 = 1 
2 
p =. 9 0  
0 = 1  Y 1  
a = l 
y 2  
D B  
/ 
Following 
0 X 1
2 =Q. 1 
Ox 
2 =1. 9  
p = O 
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transformation : 
O x
1
= . 3 1 6 
O x  = 1 . 3 8  
2 
Fig u re 4. 3. Two- class biv ariate G a ussian distribution after 
rotational transformation of variates. 
for alpha and beta were obtained. For the Gaussian 
distribution having correlation coeffi cient p equal to 
0. 90, alpha is 0 . 37 0 and beta is 0.1 22. These values a re 
lower than the correspond ing classification erro rs of the 
Cauchy d istribution: alpha is 0 . 394 and beta is 0.2 1 6. 
Compar ison of alpha and beta for the two distributions 
shows more er rors are made if the transformed distribution 
is classified than if the original bivariate Gaussian 
distribution is classified. 
A review of results discussed in Chapter 3 indicates 
5 6 
that the o rig inal distribution, bivariate Gaussian with 
p =0.98, is ag ain classified with fewer erro rs than the 
transformed dist ribution, which is univariate Cauchy. Alph a 
for the original distribution is 0. 2 1 6, compared with 0.347 
for the transformed d istribution; and beta for the orig inal 
distribution is 0. 05 3, compa red with 0. 1 30 fo r the t ransformed 
distribution. A tabular listing of the above results and 
comments on their implied meaning is included in C h apte r  6.  
To provide assurance that the numerical integ ration 
was accomplished correctly, a check, which is described in 
the next sect i on, was performed . 
V. Volume Under the P robability Density Function 
Because the volume under the probability density 
function must equal unity, the author decided to integ rate 
a standard Gaussian density function within the boundary 
5 7 
formed by the three sigma limits, and to. compare that 
ans wer to unity. An answer of approximatel y  0.99 was 
ex pected , because a small amount of volume is excl uded if 
the three sigma limits are used. Using Simpson' s rul e  for 
the numerical integration , an answer of 0.9 89 was obtained .  
Next, attention was focused on the vol ume within the 
boundaries formed · by the one and two sigma limits. One may 
recal l that t·he area under the probability density function 
for a random variable normally distributed is 0.6 826 . 
0 . 9544, and 0.9974 for the one , two , . and three sigma limits 
respectively. For a two-dimensional (bivariate ) case, one 
mus t speak in terms of volume rather than area. 
The volume computed within the one sigma limit, for 
instance , totalled 0.393. Other computed volumes are shown 
in Figure 4.4. The numbers to the right of the figure 
denote the volume within the one , two , and three sigma 
l imi ts. They are cumulative values , the vol ume inside the 
two sigma boundary natural l y  incl uding that within the one 
sigma boundary. Numbers to the left of the figure represent 
the volume within the truncated ellip se formed by the three 
sig ma l imit along x 1 , and the one , two , or three sigma 
l imit along x 2 • Had the limit of the integration in the x 1 
direction been the fifth multiple of sigma instead of the 
th i rd, the numbers on the left would equal those a l ready 
. g i ven for the area under a one- dimensional probabil ity 
density function. 
. 9 89 T 
. 9 5 0  
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. 6 78  
3cr 
' 
J 
I 
i I : 
l 
I i 
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I I 
i i 
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• 9 89 
/ 
- . 8 6 5 
. 393 
Figu re 4 . 4 .  V o l u m e  conta i ne d  u n d e r  
t h e  G a ussi a n  
p robabi l ity d ensi t y  fun c t i o n , w i t h
in  the 1 ,  2 ,  an d 3 
cr l i mits . 
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The followin g proof demon s trates that (0. 6 8 26 ) 2 is an 
ap proximation to the true volume. The ap proximate volu me 
is obtained analy tically by evaluating the volume integral 
not wi thin the circular bou ndary formed by the one s igma 
contour of  con s tant probability density, but within a unit 
s quare. A s tan dardized bivariate Gau s s ian dis tribution is 
_as s umed. Both the exact an d approximate limits are 
indicated i n  Figure 4. 5. 
V = 
V = 2 
7T 
4 
2 rr  r r a o exp - X 1 2 - X 2 2 2- 2-
ex p (-u 2 ) exp (-v 2 ) dudv . 
Both integrals define error functions of  arg u men t ( 1 / ll) ,  
V = e r f ( l / ll) e r f ( l / lZ) = ( 0. 6826) 2 = 0 . 4 6 6  
Becaus e the solu tion includes additional volume, 0.46 6 is 
an approximation to the true volume. 
After the preceding approximation had been derived and 
the volumes g iven in Fig ure 4. 4 computed, a reference was 
found s upporting the res ults reported here. Martin [ 1 7] 
calculated the volume within the one, two, an d three sigma 
boundary for a bivariate Gaussian dis tribu tion having equal 
EXACT L I MIT 
�----- ----- .. ----- ---· 
r--------,.- .
........ 
1 A P PROXIMATE LIMIT 
F ig ure 4 . 5 .  E x a ct a n d  a p p roxim ate bou
n d ary for volume 
in teg r at i on . 
6 0  
X l  
6 1  
var iance s. His re sults are also valid for d istr ibut ion s 
havin g un e q ual variances, such as the example in F igure 4. 4. 
Martin re ported  volumes und er  the probability d en sity 
function, within the boundaries spec ified,  of 0. 39 3, 0. 8 65 , 
an d 0. 9 89. Th e volumes listed to the right of the f igure 
in figure 4 . 4 are exactly the same as his re sults. 
C HAPT ER  5 :  SU MMARY OF OTHER IN V ESTIGATIV E  STUDIES 
I. Classification of Gaussian and Cauchy V ariates by a 
Bayes ' Receiver Optimal for a Gaussian D istribution 
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A discussion of functions of two rand o m  variates, by 
Papoulis [ 4 ] , reveals that the probability d ensity function 
of the rand om vari ate fo rmed by the quotient of two jointly 
Gaussian rand o m  variates y 1 and y 2 is Cauchy distributed. 
This same resu l t is the source of problem 4.8 in Hogg and 
Craig [ 1 8] . The variances of the bivariate Gaussian 
distribution determine the mean. Correlated Gaussian 
variates of mean zero and variances o 1 , o 2 transform to 
Cauchy random variate of mean p 0 1 / 0 2 and shape b=✓°"f=p2 o 1 / o 2 • 
As il l ustrated in previous figures, the Cauchy 
distribution is similar in shape to the Gaussian d istribution, 
having less area under the curve at a distance of one sigma 
from the mean, but having greater area under the curve at a 
distance fr o m  the mean of three sigma and further . Th is 
similiarity p r o mpted a study t o  determine ho w well a receiver 
defined for Ga u ssian rand o m  variates would classify variates 
having a distrib ution  of the same mean and equivalent peak 
height as the Gaussian dis tribution . 
Figure 5 . 1 shows the closeness of  fit between the two 
distributions for o ne value of a and b ; other graphs have 
been d rawn w hich indicate that the approximation varies 
little for other va l ues of 0 •  An a l ternative approximation 
p (x ) 
--- Gaussian a = 0 . 8 / 
- - - Cauchy b =. 6 4 1 / 
I 
; ·  
I 
/ 
I 
I 
I 
I 
I 
Figure 5. 1 .  I l l u st rat i on of sim i la rity between Gaussian 
and Cauchy probabilit y density functions. 
6 3 
X 
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allowing the Cauchy den sity function t o  project higher than 
the Gaussian at the mean o f  the probability density function, 
to permit somewhat balancing errors o f  approximation, was 
considered and rejected. 
Simulation was performed with bivariate distributions 
to add some generality to the study. In the following 
descripti on o f  the parameters an d equations req u ired for the 
simulation, keep in mind that one set of variates which are 
obtained fro m  the Gaussian rand om  number generator is solely 
for the generation of two Cauchy random variates, and may 
likely have a different variance than the set o f  variates 
obtained from the Gaussian ran dom number generator which 
t s  to be classified by the receiver. To help maintain 
the concept of this difference, the variance will have 
subscripts c an d g in add ition to 1 and 2, to d enote the 
class and the distributio n to which the parameters apply. 
First, for class one variates equate the peak heights 
o f  the two types of distribution s :  
1 
(b! ) 2 , where ( 1 ) 
Therefore, 
1 ( 2 ) 
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In the precedi n g  equation cr9 is specified, crc 1 is selected, 
and cr c 2 is calculated. 
To obtain the on e- dimens ional Cauchy d istribution which 
has a maximum height specified by 1 /2TTcr
9 1
crg 2 it is necessary 
to g enerate bivariate Gaussian ran dom variates s pecified by 
zero mean an d variance b as determined from ( 1) an d (2). A 
bivariate Cauchy distribution of in depen dent var iates centered 
at ( 0, 0) is obtained by computin g two uncorrelated b ivariate 
Gaussi an random variates. 
Class two var iates � havin g a mean of { µ, µ } are more 
difficult to formulate but not to generate. The equations 
required are written below an d in (4).  
1 2 
Assume 0 9 1 = 0 9 2
. ( Variance cr 9
1 
an d cr92 may be different 
from the prev ious values of a 9 1 an d cr92 ) .  Substitution 
yields 
( 3 ) 
( 4 ) 
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Substituting p =µ crc 2 l crc 1 into ( 3) ,  and calling l/2ncr g=h, one 
obtains 
( 5 ) 
T o  satisfy ( 4) , the following equality must hold: 
p = µ C a c i 
0c 1  
= µ C  . ( 6 )  
To obtain the required distribution parameters, compute h 
and select µ equal to the mean of the given Gaussian 
distribution; select crc 1 , then compute crc 2 and p .  A 
bivariate Cauchy distribution · centered at ( µ, µ) is obtained 
by generating two correlated bivariate Gaussian d istribu tions 
defined by crc 1 , crc 2 , and p .  
The decision boundary which classifies the Cauchy or 
Gaussian random variates is written in Table 2. 1; the 
receiver assumes a priori independent G aussian v ariates 
when , in fact , it is called upon to classify independent 
Cauchy variates as well as independent Gaussian variates. 
For convenience the decision boundary is repeated below: 
( 7 )  
where o f denotes the variance of class one, and a �  denotes 
the variance of class two. The variance 0 i x 1 =cr f x 2 is 
equa 1 to 0 2 .  . 1 ' and is equal to 
I f  the variances of the two classes are equal as well, 
( 7 ) reduces to equation 3-35 in Hancock and Wintz [ 19] , 
which is the correct result : 
X 1 + X 2 
0 2 1 n K = 1-l + 
1-l 
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Naylor [ 20 ]  describes a technique for generating 
multivariate Gaussian rand om variates. The general equation 
is written below , but only the final result of the necessary 
matrix algebra is included. The reader is referred to Naylor 
for the complete d iscussion, including the set of recursive 
formulas which permit computation of the elements of the C 
matrix. 
In general, 
X = C z + g_ 
For generation of the bivariate Gaussian d istribution 
the equation 
[::] 
is used, 
equation 
X 
x2 
, 
. 
used . 1 S  
= 
and for generation of the Cauchy d istribution the 
Th · bl s 2 and z are st
andard normal e var , a e 1 2 
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variates generate d by  a Fortran subroutine. 
Three different problems are considered, one in which 
the two distributions are widely separated, one in which 
some overlap between classes exists, and a third in which 
one distr i bution completely overlaps the other.  Figure 5.2 
illustrates the classification problem in a block d iagram . 
In Fi gure 5 . 3 the amount of overlap of the two classes of 
data is shown for the three classification problems. Table 
5.1 lists the results of the computer simulation; the 
confusion matrix lists the number of data vectors correctly 
and incorrectly classified. T he top and side headings 
list the two classes; the number of data vectors as� igned 
to each clas s is read at the intersection of the two 
heading s. For example , in problem one class one Gaussian 
distributed d ata vectors were classified as class one 125  
times, and classified as class two O times. 
II. Transfor mation of Random Variates 
Wozencraft and Jacobs [ 2 1 ]  d etail, in Chapter 2, 
transformations of one variable by add ition of a constant, 
multiplication by a constant, and by squaring the variate. 
A selected transformation of two variates is treated by 
making a second c hange of variables, to polar coord inates. 
In the append ix of C hapter 2, Wozencraft and Jacobs [22] 
illustrate a reversible transformation of multivariate 
functions. HowevE;.r, they fail to strongly emphasize the 
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Gaus sian R .  V .  
g enerat or 
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Class 2 bivaria te 
Cau chy R. V. 
g enerat or 
l , 
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Bay es '  receiver � Comparat or 
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TAB LE  5. 1 
CO N FUS I O N MATR I X-A P R I O R I GAUS S I AN PD F BAYES ' RECEIV E R  
I 
Case Signal I S 1  S2 
I 
S 1  1 2  5 0 
GAUS S 
S2 1 124 
1 I 
S l  1 01 2 4  
CAUCHY 
S2 3 122 
S l  1 07 1 8 
GAUS S 
S2 1 3  1 12 
2 I I S l  10 5 2 0  
CAUCHY 
S2 30 9 5  
! i 
S l  78 4 7  
GAUS S  
j S2 1 6  1 0 9 
3 
8 6  3 9 S 1  I 
CAUCHY 
S2 5 7  6 8  
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important fact that the transformation must be one-to-one; 
i. e., that for each point in the original space A there 
correspond s  one , and only one, point in B; and, that to each 
point in B there corresponds one , and only one, point in A.  
In the prior definition A denotes the space { x i x  is the set 
of values for which the probability density function p (x ) 
is defined } ,  and the space B is { y l y  is the set of values 
defined by the transformation y =f (x) }. 
For example , Hogg and Craig [23] work, as an  example , 
the following special problem. Let x be a continuous 
random variable , h aving a probability density function 
p (x) = 2 x, O <x< l . A is the space {x ! O <x< l } .  Under the 
transformation y = 8x 3 , space A maps into B= { y ! O <y <8} .  The 
transformation is one-to-one. 
The authors Hogg  and C raig discuss multivariate 
transformations as well , their conclusions very briefly 
summarized here. Let the functions Yi=fi ( x 1 , x 2 , . . • , xn ) 
and the inverse functions xi= gi ( Y 1 , Y 2  , .  • • , Yn ) ,  i=l, 2 , .. . , n 
define a one- to-one transformation which maps A into B . . · 
Form the Jacobian as the n x n determinant of the partial 
derivatives of the inverse functions 
J = 
The joint probability density func tion of t he random 
variates is given by P y (Y i ,Y 2 , • • •  , yn) = 
7 3  
I J I  Px [ 9 1 ( Y 1 , Y 2 , • • • , Yn ) ,  • • • , 9 n ( Y 1 , Y 2 , . . .  , Yn) J . If t he selected 
transformation is not one-to-one, t he d ifficult y  of t he 
problem is multiplied k-fold , wh ere k represent s  t he number 
of mut ually exclu s ive event s  required to define transformations 
which are one-to-one over t h eir range. I ns tead of writing 
I J I , one now writes l J i l ; and Xn = 9n ( Y 1 , Y 2 , • · · , Yn) is  
replaced by Xij = 9ij (y 1 , y 2 , • • • , Yn ) ,  for j = 1 , 2, . . . , k. 
The complexity of the one-to-one transformation and t h e  
tediou s com p u tations required to solve for t he joint 
probability density function serve t o  make t he proced ure 
less t han appealing. Some transformations were proposed, 
and t h e  J acobian eva lua ted, b u t several of the resulting 
expressions for alpha and beta req u ired nu merical integration 
which was  not feasible. W it hou t an evalu ation of alph a  and 
beta t he good ness  of the transformation cannot be evaluated .  
For t hese reasons fur ther invest i gation was suspended. 
III. Discussi on of Transf ormati on z=x2 
Origi nally, a transformati on of var i ates by z=x 2 was 
chosen f or evaluation based on a hy p othesi s that one can 
square Gaussi an var i ates of mean µ and uni t variance, and 
can classi fy the resulting data , havi ng a ch i-squared 
probabi lity d ensity funct i on, w i th fewer err ors  than the 
original data. The opt i mum rece i ver i s  Bayes' recei ver 
designed f or a pr i ori chi-squared variates. 
7 4  
If  X 2 =x 2 +x 2 + +x 2 w here 
1 2 • • • V ' 
are independent 
random variates Gaussianly d i stributed wi th zero mean and 
unit variance , then the pr obabi l i ty densi ty function of  X 
is g i ven by 
( 8 ) 
where v represents the degrees of freedom, here meaning the 
number of i ndependent random var i ates . F or a Gaussi an 
rand om var i ate of mean µ and var i ance 0 2 , the random variable 
z = 
has a X 2 distr i but i on with one degree of fre
ed om ; the  
probabi lity den s i ty functi o n  i s  an exp onen
tial curve . 
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Becau se the variance is constrained to u nity, the 
problem of two classes of data requ ires that the mean of one 
d istribution be non-zero. The non-central chi-squ ared 
distribu tion is a generalization of the previou s d istribu tion 
when the mean is non-zero. One class of  data is described 
by the following probability density fu nction of z, given 
by Anderson [ 2 4] ,  where z = x 2 • 
( �- 1 ) 00 2 I 
n=o 
(w2 ) z r (n+½ ) 
n n 
} ( 2n )  ! r (½v+n) ' 
where w eq ual s  the mean sq uared. 
( 9 )  
Equation (9 ) cannot be solved for z explicitly, and for this 
reason further study was d i scontinued. Lacking an expression 
z = f ( v, w ) which can be compared to a thres hold,  the 
transformation i s  not u seful in th i s research effort. 
Althou g h  one co uld  su b stitu te each data vector [z ]  into the 
above eq uat i on and obtain a nu mber to compare to a threshold, 
a method for eval uat i on of the resulting classification 
error s  is not available; as a result, a numerical value  for 
alpha and be ta cannot be obtained. Also, experience with 
a series expansion techniq ue to calc ulate the error f u nction, 
discu sse d in A p pend i x  1, indicates that between fifty and 
seventy - five term s may be req u ired for the s um  to converge. 
In the process, 2 n or (2n) ! may exceed the compu ter register, 
w h i c h f o r  t h e  I B M 3 6 0  mo d e l 3 0  u s e d  by t h e  a u t h o r , i s  1 0 7 5  
and 1 0-78 _ Fig ure 5 . 4 ill u strates the X 2 distrib u tion. 
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Figure 5.4. x 2 prob a bil ity d ensity function for sel e cted val ues of v. 
-...J °' 
IV. The Weibull Distribution 
7 7 . 
Consideration was g iven to classification of var iates 
by a Bayes ' receiver designed to �lassify Weibull d istributed 
variates. Depen d in g  upon the shape factor s, the 
di stri bution can be made to look like several commonly 
en countered distribution s. Two other parameters of the 
distri buti on, the scale factor h an d the location factor 1 ,  
are requir� d to complete the description of the Weibu ll 
distribution. Grant [25 ] was the source for the probability 
den sity fun ction, which is written as 
Commonly l=O an d h=l. 
s> O. O 
h>O. O 
X >  l 
For s = 1, the equation describes the exponential 
( 10 ) 
probability den sity fun ction; when s = 2, the equation 
describes a Rayleigh  probability den sity fun ction; an d for 
3. 5 < s< 4. 0 the equation is an approximation to the Gaussian 
probability den sity fun ction. This mean s that one receiver 
written for a Weibull distribution could classify exponential, 
Rayleigh, an d Gaussian distributed variates simply by 
chan gin g the shape factor s. Figure 5.5  illustrates the 
Weibull distribution for three values of shape factor. 
Complication s arise, however when the distribution is to be 
used in a classification problem. As is true with some 
other d istribution s stu died, the decision boun dary cannot 
p ( x ) 
1 .  6 
1 .  2 
• 8 
. 4 
. 4 • 8 1 . 2 1 . 6 
F i gu re 5 . 5 .  We ib u l l p rob a b il i ty de n s i ty fun ction fo r 
se l e cte d va l u e s  o f  s h ape f a c t or s .  
7 8  
s= l . 0 0  
s=l . 67 
s=4. 0 0  
be written with x as a function only of K and the shape 
factors or location factors used to describe the two 
distributions . As a consequence of this limitation, the 
decision boundary cannot compare the sample data vector 
with a threshold value, but must solve an equation in x. 
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A second disad van tage arises because of a natural 
constraint on the allowable value of x. The random variate 
x cannot be used in the decision boundary equation g iven in 
Table 2 . 1 if its magnitude is less than either 1 1 or 1 2 , 
because ( 1 0 )  ceases to be a probability density function 
for x less than 1 .  I n  a practical two class decision 
problem the above c riterion i s  impossible to meet. For 
example , conside r two distributions which have equal shape 
factors . One class is located at 1 1  equal to 0. 0 ,  the other 
has 1 2 equal to 2 . 0 .  L ogically, the decision boundary must 
be located somewhere between 1 1 and 1 2 . Due to the 
constraint imposed on the random variate x ,  that all sample 
data points be g reater than 2. 0, the prob lem is reduced to 
one class, and no decision is required. The conclusion 
must be made that the Weibull distribution is of little 
practical use for this classification problem. 
CH APTER  6 :  CONCLUS ION S 
8 0  
This fi nal chapter seems to the author as much a preface 
to futu re research by others as it is conclusi ons of this 
thesis . Although much ti me and considerable effort has been 
expended in search of someti mes elusive answers, rewards 
were reaped two-fold. Fi rst, the personal store of 
knowledge was increased as a direct result of the research, 
and secondly, questions whi ch merit further study by othe rs 
were raised. The combination is hardly unique, but most 
certainly benefi cial. 
The pr i ma ry objective, evaluati on of the t ransformation 
z = y
1
/y
2
, was ach i eved. Cont rary to the belief held at 
the beginning of the research effort, the t ransformat i on 
nei ther yields an i mp rovement in alpha and beta error, nor 
qualifies as an approx i mation for the alpha and beta error 
of  the orig i nal d i st r i buti on . For the two examples evaluated, 
Table 6 . 1 rev i ews  the results of the t ransformation on alpha 
error, beta e r ro r, and total p robabi lity of erro r. The 
author beli eves that if the problem were repeated using 
dif ferent values of variance and correlation coefficient, 
the original d ata would still y i eld the lower classif i cation 
error. This important conclusion implies that fewest number 
of alpha and beta errors are made if the o riginal (non­
transformed) random variates are classified. 
Example 
� -
I 
j 
I 
I 
I 
l 
1 
2 
-- - - . -
-- --
p __ .-=------_::_,.-,.:. 
I 0 • 9 0  I 
i 
! 
! 
� 
1 
; 
; 
i j I 
! 0 .  9 8 1 
I i 
I 
- - -� - -- - -- - - --- -· - .. - ---� -------- -------
Distrib u tion 
�____-,:;::. _____ ._ --- . . . �- :_ . . · -· 
Bivariate 
Gaussian 
Univa riate 
Cauch y 
Bivariate 
Gaussian 
Univariate 
Cauch y 
a 
. - . . .... . ·-- · -- - -. 
0 . 3 7 0 
l 
i 0 . 392 
1- -
0 . 21 6 
0 . 3 4 7  
s 
. .. .. ... _ -- · ·- _ _ ., ·-
0 .  1 22 
0 . 21 6 
0 . 0 53 
0 .  1 3 0  
. ·- --
Total 
Error 
·· · -
.24 6 
.3 0 4  
. 1 3 4 5 
. 23 8 5 
8 1  
._ ... . .  
I 
I 
! 
Table 6 .  1 .  Cla ssif ication error for orig inal and transformed 
distributions. 
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Some dependency of the class i f i cati on error on the 
correlati on coeff i c i ent may be noted from Table 6.1. As 
the correlati on coeffi c ient i ncreases toward uni ty , _ the 
total probabi li ty of erfor for the rece i ver desi gned to 
classi fy the ori g i nal Gaussi an random vari ates decreases. 
The total probabi l i ty of error for the recei ver desi gned to 
classi fy the tran sformed Cauchy vari ate decreases also , 
but by a proporti onally smaller amount. For zero correlati on 
of vari ates, the two recei vers have exactly equal 
c l a s s i f i c a t i o n e r r o r , a l p h a e q u a l to z e r o a n d b e t-a e q u a 1 to 
uni ty i f  the threshold K i s  greater than un i ty; i . e. ,  
the recei ver b i ased i n  favor of class one. I f  class K i s  
less than un i ty, alpha i s  equal to un i ty and beta i s  equal 
to zero; i .e. , the recei ver i s  b i ased i n  favor of  class 
two. Alpha an d beta equal 0.5 for K equal to uni ty. The 
author suggests that for an y value of correlat, on coeffi cient 
greater than zero, the recei ver for the ori g i nal d i stri buti on 
of  data has the lower classi f i cati on error. 
One may argue that a lower classi fi cati on error cannot 
be obtai ned wi th any transformation wh i ch i nvolves a 
reducti on of d i men si onali ty, such as the tran sformati on 
z =y 1 /y 2 • The desi rabi li ty of a multi
- rather than uni ­
di mensi onal data vector for classi fi cati on may be 
illustrated by say i ng each d i mensi on i s  an observati on. 
Generally speaki ng, several observati ons are preferable to 
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only one. In the above trans formation, a 2-dimensi onal data 
vector is traded for a 1 -dimensional data vector ; this loss 
in dimensionality represents a loss of information. Depending 
on the actual value of the data vector, the loss may or may 
not be significant. However, for a large number of  d ata 
vectors (the alpha and beta error assume an infinite number 
of vectors) some transformations do represent a significant 
loss of i nformation; consequently, the total probability of 
error for the transformed data vectors must be greater than 
the total probability of error for the original data vectors. 
If this argument is true, th�n  the results obtained from 
this research , summarized in Table 6 . 1, are in agreement 
with the proposed theory. However, no p roof is of fered. 
The other areas of study, which were discussed in 
Chapter 5,  we re summarized in their respective sections, and 
will receive only cursory comments here. 
The greatest disadvantage of the receiver optimal for 
the non-central ch i -squared distribution is that the 
decision boundary equation cannot be expressed ex p licitly 
in terms of the variable x 2 • If  a good ap proximation to the 
infinite sum contained in the chi-s quared probability density 
function were formulated, the transformation x
2 =x 1 2 +x 2
2 +. • · 
+x 2 may merit further stud y. T he transformation provides 
V 
to Ver l. fy the argument that a red uction in an op portunity 
dimensionality is detrimental to the goal of l ow
 classification 
error. 
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Many man-months could be  devoted to the se l ection and 
eval uation of bivariate and mu l tivariate transformations. 
One must be prepared to invest considerabl e  amounts o f  both 
his own time and computer time for the evaluation of  
integrals, inverse transformations, and determinants, 
however . 
A l though it has application in qua l ity contro l , the 
Weibul l distribution was prevented from being use ful to 
this research because of the requirement that the data 
vector a l way s be  larger than either of the two location 
parameters l and 1 . Future investigators shou l d take 
l 2 
note of this limitation . 
More thought could be given to an unexpected resu l t 
obtained from the Cauchy-Gauss simulation discussed in 
section one of C hapter 5. The decision boundary in Figure 
5.3 (a ) and 5 . 3 ( b) is a closed loop, although it appears that 
fewer er rors would be made if the d ecision boundary were 
instead a cu rved infinite line. I n  Figure 5. 3 (c) the 
decision boundary is a circle, which is the expected 
optimum bound ary.  
This completes the discussion of research results and 
recommendation s  for areas of future stud y. A discussion of 
_techniques for computation of the error function is  included 
in Appendix 1 .  A derivation of the Cauchy distribution from 
the bivariate Gaussian distrib ution is included in
 Append ix 
2. The two main computer programs used in this research 
are reproduced in Appendix 3. 
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AP PEN DIX 1 :  COM P UTATION OF TH E ERROR FUN CTION 
Both the expr ession for alpha and the one for beta 
containe d an inte gral of the product of the error function 
times an expone ntial function. Rather than tabulate the 
error function for se v eral hundred values of the integ ration 
variable, the error  function was computed as an integral 
part of the compute r  prog ram. Initially, the author used 
the series e x pan sion de finition of the er ror function as 
written in Ab ramowitz an d Stegun [26], 
e rf ( x )  = 
00 
2 
In n=O n !  ( 2 n+l) 
The se ries w a s  found to converge fo r as few as ten terms 
for small ( < 0 . 5 ) val ues of the a rg ument. The error function 
was accurate to th e sixth decimal for argume nts to 1 .5, and 
accurate to at le ast the fourth decimal for arg ume nts from 
l . 5  to 2. 0. Accuracy was not chec�ed for arg uments greater 
than 2 . 0. 
Inse rted in to the main prog ram, the e rror function 
calculation prod uced the same fine results until the error 
funct ion ar g ument increased to approximately 3 . 0. At that 
value exponen t over flow error in the computer register 
occurred ; the term ( x 2 n + 1 ) exceed ed 1 0
7 5  , and the 
denomi nator ter m  of [ n !  ( 2n+l ) ]  was approachi n
g the registe r 
limit . 
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Previ ously i t  h a d  been found that i f  the denom i n ator 
term were expressed i n  f i xed poi nt notat i on, the computer 
reg i ster l i m i t o f  ( 2 3 2_ 1 ) was exceeded on the twelfth term 
of  the summati on. The overflow err or h a d  n ot been 
anti c i pa ted i n  float i ng poi nt notati on, however. 
A sc ale fa ct or w as i ntroduced i n  both numer a t or a nd 
denom i nator to reduce the magni tude of the offend i ng terms. 
A scale factor of 1 0 - 6 2 w as chosen to avo i d underflow error 
and to permi t  computati on of  arguments as larg e  as  3. 5 
before overflow error occurred. After the a dd i t i on of the 
scale factor the sum w as found to d i verge when the error 
funct i on argument excee ded 3. 5 . No  expl anati on seems 
reasonable except rou n d -off error of the denomi nator term 
n ! . ( F or n=75, n !  i s  approxi mately ( 8. x 1 0 7 0 ) ,  usi ng 
Sterl i ng 1 s a pproxi mat i on to the fact ori al ). Maki ng a ll 
var i ables d ou ble prec i s i on real perm i tted ca l culati on of  
the error funct i on for a rg u ments as  large  as 5 . 5 before the 
summati on began to di ve r ge. Observati on of the m ag ni tude 
of n !  and the i mprovem ent resulti ng from use o f  double 
prec i s i on def i ni tely m a kes round - off error a ppear responsi ble 
for the di vergence of the summati on. F or most common 
appl i cat i ons, the error funct i on of arguments ( > 5.0)  can be 
assumed t o  be equal to 1 .00, and comput ati on o f  l arge 
arguments t he n  becomes unnecessa ry. F or a more complete 
discussion on the subject of  errors d ue to the limitation 
o f  d igit storage in computer memory, read McCrack en [ 27 ] . 
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Equations which approx imate the error function are 
contained in Abramowitz a n d Stegun [28] wh ich were original 
w ith Hastings [ 2 9 ] . Eq u ation 7. 1 . 26, 
where t = 1 
1 + px 
was programmed, and the res ults compared to the series 
expansion. The r ational approximation, wh ich i s  · equation 
7.1. 26, was as accurate as the series expans ion. 
The r ation al approximation method h a s  an ad vantage 
over the ser ies expan sion method of error function 
compu tation, an d that a dvan tage is significantly reduced 
computation time. One calculation instead of up to fifty 
is required for each argument. In addition, error functions 
for a rg um en ts greater tha n 5 . 0 may be computed . 
Eq uation 7.1. 26 i s v a 1 id only for positive X , however, 
s o  one must make the argument positive via an IF statement 
in the program. The symmetry property of the error function 
is invoked, n amely, er f ( -x) = er f ( x) .  The speed and 
accu racy, as well as the freedom from round-off error and 
register over flow, make the rational approx imation method 
far prefe rable to the series expansion technique. 
AP PENDIX 2 :  · DERIVATION OF CAUCH Y DISTRIBUTION FROM 
BIVARIATE GAUSSIAN DISTRIBUTION 
If  y and y are jointly normal with 
l 2 
9 1 
f ( y  , y  ) ( 1 ) 
l 2 
then the density function of the random variable z = y /y l 2 
is developed bri efly in the following steps. 
f ( z ) = 
2 
2ncr 1 o 2 ✓r:-?"° 
is obtained using the relation developed in Papoulis 
f ( z) = 2 r 0 if ( 3)  
f ( y 1 , y 2 ) = f ( -y 1 , - y 2 ) , i . e . has s y mm et r i ca 1 . mas s es . To 
obtain the sol ution to the above integral one must use the 
relation 
y exp dy = a 2 ( 4 )  
wh i ch is obtained using the substitution o f  vari ab l es 
W . -- y 2 / 2a 2 , d 2 d Y = a .  y w .  
f ( z ) = 
f ( z ) = ✓1 - r 2 
1T 
1 
Zrz + 
9 2  
( 5) 
( 6 ) 
By c ompleting the square on the first denominator term one 
obta i ns the des ired result 
f Cz ) = ✓1 - r 2 
1T 
I_ f the jo intly Gaussian vari ates are uncorrelated_, 
f ( z ) - · cr 1  --------
( 7 }  
( 8)  
J u s t i ficati on  for ( 3 ) may be  o btained from Pap o u l is [ 1 3 ) ,  
who was the source for th is transformat ion derivat ion. I t  
s hou l d be noted, h o wever, th at h is integral  equat ion s imi l ar 
to (4 ) contains an incorrect intermediate equati o n ,  a l th oug h  
he concl udes with the correct resu l t. 
C O M P U T A T I ON O F  E R R O R  O F  THE  F I R S T  K I ND ,  A L PH A , A ND  E R ROR  O F  T H E  S E C ON D  K I NO 
B E T A , B Y  N U M E R I C A L  I N T E G R A T I C N U S I NG T H E  T R A P E Z O I D A L  R U L E .  THE  R E QU I R E D  
E R R OR F U � C T I ON I S  C C M PU T E D  T O  A N  A P P RO X I M A T E  V A L U E  B Y  T H E  R A T I O N A L  
A P P RO X I M A T I C N � E T H C C O U T L I N E D  B Y  HA S T I N G S ,  A P P R C X I M A T I O N S  T O  D I G I T A L  
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C 
1 4  I f  ( T A U ) 5 , 6 , 6  
5 T AU N E G =- l • O * T A U  
T = l . O / ( l . C & 0 . 3 2 7 5 g l * T AUN E G ) 
G O  T C  7 
t T = l . O / ( l . C &0 . 3 2 7 5 9 l * T AU ) 
7 T S Q RD = T * T  
T C U B E C = T * T S C R D 
T Ci U A U =  l * T C U b E .D 
T P E N T = T * T CU A D  
C 
E R F = l . 0- ( 0 . 2 54 8 2 9 5 g o o • T- 0 . 2 8 4 4 96 7 4 ci O • T SQR O t l . 4 2 1 4 1 3 7 4 D O *T CU B E D- l . 4  
1 5 3 1 5 2 0 3 0 0 * T Q UA C & l . 0 6 1 4 0 5 4 3 C O * T P E N T l * E X P l - ( T A U * TA U ) ) 
I f  ( T A U ) 8 , 9 , 9 
8 E R F = - 1 . 0 * ER F  
� G O  T C  ( 1 5 , 1 6 , 1 6 , 1 5 , 1 6 , 1 6 ) , K 
C 
C C C M P U T A T l O N O F  T H E  I N T E G R A N C  f ( X ,  
C 
C 
1 5  F ( J ) = E R F * E XP ( - 1 . 0 * X l * X l * 0 . 5 )  
G O  T C  1 7  
1 6  F ( J ) = E R F * E X P ( - 1 . 0 * X l * X l * A ) 
1 7  C ON T I N U E  
X l = X l & C E L T X l  
2 C ON T l �U E  
C 
C C C M PU T A T I O N OF  T H E  I N T E G R A L  e v  S I MP SON ' S  R U L E  
C 
C A L L  , s F ( O E L T X l , F , G , L I MU )  '° 
U1 
C 
C 
G O  T O  ( 1 8 , 3 , 1 9 , 1 8 , 3 , 1 9 ) , K 
1 8  A L P H A = G ( L l �U ) * C  
w R I T E ( 1 2 , 2 0 1 ) A L PHA  
G O  T C  l 
1 �  B E T A = l . O-G ( L I M U ) * C 
W R I T E ( 1 2 , 2 0 6 ) B E T A 
G U  T C  1 
l W R I T E ' 1 2 , 2 0 2 ) 
w R I T E ( 1 2 , 2 0 3 ) ( G ( J ) , J = l , L I MU ) 
3 C O N T I N U E  
E N O  
\0 
m 
C TH I S  P ROGRAM I S  L A BE L E D  C A UC H Y-GAU S S- R E C E I V E R .  U N I V A R I A T E 
C C AU C H Y D A T A  I S  G E N E R A T E D  B Y  T H E T RAN S F O R M A T I O N l = X l / X 2 , WH E R E  X l , 
C X 2  A R E  G A U S S I A N V A R I A T E S O F  V A R I A N C E  S I G M A l ,  S I G M A 2  A NO  � E A N Z E R O .  
C B I V A R I A T E  G A US S I A N D A T A  O F  V A R I AN C E  S I G l , S I G 2 A N O  M E A N  0 ,  M E A N  A 
C 1 S  G E N E R A T E D  U S I N G S U B R OU T I N E G A U S S .  B O T H  S E T S  O F  S I G N AL S A R E  
C R E C E I V E D  A N O  C L A S S I F I E D B Y  A G AU S S I A N O P T I M A L  B A V E S  R E C E I V E R . -
C R E F E R E NC E S F CR T H I S  W O R K  A R E  P A P O U L I S  ( P R C B A B I L I T Y ,  R A ND O M  
C V A R I A b L E S ,  A N D  S T O C H A S T I C  P R O C E S S E S ) ,  P P  1 g 8 - 2 0 0  A N C  H A N C O C K , W I N T Z  
C ( S I G N A L  D E T E C T I O N T H EO R Y ) ,  P P .  3 0- 8 6 . 
C 
C 
C G AU S S I AN G P T I M I Z E D  B A Y E S ' R E C E I V E R  F OR C L A S S I F I C A T I O N Of  C UACHY R . V .  
C 
C 
D I M E N S I O N U ( l O ) , X ( l O ) , Y ( l O ) · 
R E A L  � E A N A  
C 
C I N PU T C A T A  R E A D  
C 
2 3  R E AD l l l , 1 O 2 ) S 1 G l , S I G 2 , M E A N A , CO S T K  
W R I T E . ( 1 2 , 2 1 2 )  S I G 1 , S I G 2 , M E ANA , CO S TK  
R E A D  ( 1 1 , 1 0 1 ) I X , 5 S , A M 
w R I T E ( 1 2 , 2 1 1 )  I X � S S , A M 
R t A D  ( 1 1 , 1 0 0 ) R , S I G M A l ,  S I G M A 2  
C 
C C O M P U T A T I ON O F  C O N S T A N T S  
C 
A = S l G l * S I G l  
B = S I G 2 * S I G 2 
C = B- A  
0 = 2 . 0 * � E A N A * A  
E = O * � � ANA  
F = 2 . 0 * A * B * ALOG C ( B *COSTK ) /A )  
A L P H A = O . O  
B E T A = O . O  
C L l OK= O . O  "° " 
C 
. 
C L 2 0 K = O . O  
W R I T E ( 1 2 , 2 1 0 ) R , S I GM A 1 , S I G M A 2  
W H I T E ( 1 2 , 2 0 7 ) 
C DO  L G O P  T O  C O N T R O L  T H E  T Y P E  O F  D I S T R I B U T I ON T O  B E  G E N E R A TE D .  
C 
C 
0 0 3  K = l , 4  
� M= K  
C DO  L O O P  T O  G E N ER A T E 1 2 5 T WO- O l M E N S I ON A L  R A ND O M  V A R I A T E S  
C 
0 0  2 J = l , 1 25 
GO  T O  ( 1 0 , 1 0 , 1 1 , 1 1 1 , � M  
C 
C G tN t R A T I O N  O F  CAU C HY V AR I A B L E S  
C 
C 
1 0  0 0 1 1 = 1 , 2 
C A L L  G AU S S ( I X , S S , A M , V t  
X l l ) -= S I G M A l * V  
T s·= R • S I G � A 2 * V 
C A L L  G A U S S ( I X , S S , A M , V ) 
Y t l ) = T S t l S Q R T ( l . O- R * R ) * S I G M A2 * V ) 
U l l ) = X ( l ) / Y l l )  
l C ON T I N U E  
� R I T E  ( 1 2 , 2 0 0 ) ( U ( I ) , 1 = 1 , 2 ) 
GO  T O  2 1  
C G E NE R A T I O N O F  G AU S S I A N  V A R I A B L E S 
C 
1 1  D04 L = l , 2  
C AL L  G AU S S ( I X , S S , A M , V )  
U ( L ) = V 
4 C ON T I NU E  
W R I T E 1 1 2 , 2 1 9 ) I U ( L ) , L= l , 2 1 \0 
(X) 
C C L A S S I F I C A T I ON OF  C AUCHY  AND  G AU S S I A N V A R I A T E S  B Y  ( GA U S S I AN )  B AY E S  
C R E C E I V E R  
C 
2 1 G = C * U ( l ) * U ( l ) &C * U ( 2 ) * U ( 2 ) & C * ( U ( l ) t U ( 2 ) > - E-F  
C 
C D E C I S I O N A N NOU NC E C  A N O  E R R O R S  I N  C L A S S I F I C A T I C N R EC O R D E D  
C 
G O  T O  ( 1 2 , 1 3 , 1 2 , 1 3 ) ,  � M  
1 2  l f ( G l l 4 , l 4 , 1 5 
1 3  I F ( G ) 1 6 , l 6 , l 7 
1 4  W k l T E ( 1 2 , 2 0 1 )  
C L  l O K ·= C L  l OK &  l .  0 
G O  T O  2 
1 5  W R I T E ( 1 2 , 2 0 2 ) 
A L P H A = A L P H A & l . O  
GO  T O  2 
1 6  W R I T E  ( 1 2 , 20 3 ) 
B t: T A = B E T A t l . O  
G O  T C  2 
1 7  W R I T E ( 1 2 , 2 04 ) 
C L 20 K = C L 2 0 K & l . O  
2 C ON T I N U E  
G O  T C  ( 1 8 , 1 9 , 2 0 , 2 2 ) ,  M M  
C 
C - T O T A L  E R R O R S F O R  O N E  C LA S S  R ECORDE D  ANO  C A T A  FOR  S E CON C  CL A S S  RE A D  
C 
C 
C 
C 
1 8 . R E AO l l l , 1 0 0 ) R , S I GM A 1 , S I G M A 2  
W R I T E  ( 1 2 , 2 1 0 ) R , S I GM A 1 , S I G M A 2  
GO  T O  3 
1 q W R I T E ( 1 2 , 2 1 8 ) 
W R I T E ( 1 2 , 2 1 5 )  
W R I T E ( 1 2 , 2 1 6 )  CL l DK , A L P HA 
W R I T E ( 1 2 , 2 1 7 )  B E T A , C L 2 0K 
O A T A  f C R  G AU S S I A N V A R I A B L E S  R E AD  I N  
A L PH A = o . o · 
'° '° 
C 
BETA = O . O  
C l l O K = O . O  
C L 2 0 K = O . O 
W .R  I T  E ( 1 2 , 20 8 ) 
2 0  R E A D  ( 1 1 , 1 0 1 ) I X , S S , A M 
W R I T E ( 1 2 , 2 1 1 )  I X , S S , AM 
3 C ON T I N U E  
2 2  w R l T E ( 1 2 , 2 1 8 ) 
W R I T E ( 1 2 , 2 1 5 )  
W � l T E ( 1 2 , 2 1 6 ) C L l OK , A L P H A  
W R I T E ( 1 2 , 2 1 7 )  B E T A , C L 20K  
C R E T U R N  F O R  G E N E R A T I O N  A N O  CL A S S I F I C A T I ON OF  N E X T  PROBLEM  S E T  
C 
GO  T O  2 3  
1 0 0  F O R M A T  ( 3 F l 0 . 4 ) 
1 0 1  F O R M A T  ( 1 5 , 2 F l C . 4 ) 
1 0 2  F OR M A T ( 4 F l 0 . 4 ) 
� 2 0 0  F O R M A T  ( 9 0 X , F 7 . 3 , 1 1 X , F 7 . 3 ) 
2 0 1 F ORM A T  ( l H + , ' S I GN A L 1 C L A S S I F I E D A S  S I G N A L  1 ,  COR R E C T  CEC I S I ON 1 ) 
2 0 2  F OR M A T  ( l H + , ' S I GN A L  l C L A S S I F I E D A S  S I G N A L 2 ,  E R R O R  O F  T H E  
l F I R S T K I N D 1 ) 
2 0 3  F O R M A T  ( l H + , ' S I G N A L  2 C L A S S I F I E D A S  S I GN A L 1 ,  E R R O R  O F  T H E  
l S EC O N O  K I N D • ) 
2 0 4  F O R M A T ( l H + , ' S I GN A L  2 C L A S S I F I E D A S  S I GN A L  2 ,  COR R EC T C EC I S I ON ' )  
2 0 7  F OR M A T ( ' O ' , ' C L A S S I F [ C A T I O N  O f  C A UC H Y  V A R I A T E S , S [ GN A L S  ON E  AND  TWO  
1 ' , 3 7 X , ' C AUCHY  V A R I A T E S  A R E 1 /9 1 X , ' U l = ' , 1 4 X , ' U 2 = 1 ) 
2 0 8  F OR M A T  ( 1 1 ' , ' C L A S S I F I C A T I O N  O F  G A U S S I A N V A R I A T E S , S I GN A L S  ONE  A NO  
1 T W0 ' , 3 5 X , ' G A U S S I A N V A R I A T E S  A R E 1 / 8 9 X , 1 U l = 1 , 1 4 X , ' U2 = 1 ) 
2 1 0 F O R M A T ( ' 0 ' , ' R = ' , F 8 . 4 , ' S I G M A 1 = ' , F 8 . 4 , ' S I G M A 2 = ' , F 8 . 4 )  
2 1 1  f O R M A T  ( 1 0 1 , ' ( X = ' , 1 6 , 1 S S = 1 , F 8 . 4 , ' A M = 1 , F 8 . 4 )  
2 1 2  F O R M A T ( ' 1 ' , ' S I G 1 = ' , F 8 . 4 , ' S I G 2 = 1 , F 8 . 4 , '  M E AN A = 1 , F 8 . 4 , '  CO S T K  
1 = 1 , F 8 . 4 )  
2 1 s f □ R M A T c • o • , 2 a x , • s 1 • , a x , • s 2 1 > 
2 1 6 F O R M A T ( ' 0 ' , 24 X , ' S 1 1 , 1 X , F 6 . l , 4 X , F 6 . l )  
2 1 7  F ORM A T ( ' 0 ' , 2 4 X , ' S 2 1 , 1 X , F 6 . 1 , 4 X , F 6 . l )  
2 1 8 F O R MA T ( ' 0 1 , 2 6 X , 1 C ON F U S I ON M A T R I X ' ) 
2 1 g  F OR M A T  ( 8 8 X , F 7 . 3 , g X , F 7 . 3 ) 
E N D  
..... 
0 
0 
C C O M PU T A T I ON Of E R R OR OF  T H E  S E C O N D  K I ND ,  B E TA . , U S I NG N UME R I CA L  I N T EGRA T I ON 
C B Y  THE  T R A P E Z O I DAL  R U L E . 
C 
C 
C 
2 0 0  F OR M A T  ( 1 0 ' , '  C UMUL A T I V E E R f A Y  C UM UL A T I VE E R F BU  SUM  TO  
1 AF Y B * * 2 N & l F AC T N 1 * 2 N & l  B SQ A * * 2 N & l  F A C T N 2 * 2 N& l ' ) 
2 0 1 F OK M AT ( 4 X , O l 4 . 6 , 8 X , D l 4 . 6 1 7 X , 1 3 , 5 X , O l 0 . 3 , 6 X , D l 0 . 3 , 7 X , D l 0 . 3 , 6 X , D l O .  
l 3 ) 
2 0 2  f OR M A T  l 1 0 ' , 4 X , ' 0 = ' , E l 0 . 3 , ' P =  ' , E l 0 . 3 , 1 SC A LE ! =  ' , 0 1 0 . 3 , ' 
1 5 C A L E 2 =  ' , 0 1 0 . 3 , ' L l M I T U= 1 , 1 3 , ' O E L T AY=  • , 0 1 0 . 3 )  
2 0 5  F OR M A T  ( 1 0 ' 1 1 AR G U M E N T  Y C O M P U T E D  F ( Y )  E RF A R G UM E N T  A F V B  
l E R RO R  F UNC T I ON E R F AY E R F  A RGUM E N T  BSQA  E R R O R  F U NC T I ON E R  
l F tl V ' ) 
2 0 6  F OR M A T l 3 X , F 5 . 2 , l O X , E 9 . 2 , l l X , F l 0 . 6 , L O X , D l 7 . l O , l O X , F l 0 . 6 , 9 X , D l 7 . 1 0 )  
2 0 7 F O R M A T  ( 1 1 ' , ' B E T A  E RROR= ' , F l 0 . 5 , 2 4 X , ' I N O I V I O U A L  T E R M S OF G ( J ) = 1 ) 
2 0 8  F O R M A T  ( 1 0 ' , 3 5 X , 5F l 0 . 5 ) 
DOU B L E  P R EC I S I ON R , A , S Q A , C B , C C , O , E , Y , B , C ,ABC , UL I M I T , A F YB , B S Q A , E R F A 
1 V , E R F B Y , F AC T N 1 , F AC T N 2 , S C AL E 1 , SC A L E 2 , T WON , U , V , W , W w , DE L TA Y  
U l M E N S l ON F ( l O l ) , G l l O l )  
C 
C S E T  U P P E R  L I M I T , Y I NC R E ME N T , I N I T I A L V A L UE S , AN D  C A L C UL A T E  CON S TAN T S  
C 
C 
0= 1 0 . 0 * * f -7 7 ) 
P = l 0 . 0 * *7 3 . 
SCAL E l = 0 . 1 0- 6 6  
S C AL E 2 = 0 . l 0-68  
U L I M I T = 0 � 8 0 0  
L I M J TU = 2 5  
U � L T AY = 0 . 1 0 0  
W R I T E ( 1 2 , 2 0 2 ) O , P , S C AL E 1 , SC A L E 2 , L I M I TU , DE L T A Y  
R = 0 . 900  
A= l . 00 / ( 2 . DO * l l . OO-R *R ) ) ..... 
0 ..... 
C 
S QA= O S Q R T ( A )  
C 0 = ( - 1 . DO *R ) / ( l . OO-R *R l 
C C= l . D0 / ( 2 . DO* ( l . DO-R* R ) ) 
D = l . DO/ ( D S Q R T ( 3 . l 4 1 5 9 2 6 5 3 58 9 l • 0 . 4 36 DO• SQA ) 
E = 2 . DO / D S QR T ( 3 . 1 4 1 5q 2 6 5 3 5 8 9 ) 
G l l ) = O . O  
Y = 0 . 00  
C D O  LOOP  T O  COM P U T E  VOL U M E  U ND E R  THE  P . D . f . U S I NG THE  T R A PE Z O I DAL  RUL E 
C 
C 
D O  2 J = l ,  L 1  M 1 TU  
t1 = C B * Y  
C = C C * Y * Y  
A BC = l 8 * 0- A* C ) / A 
AF Y B = S O A *0 . 2 46DO*OS QRT ( 3 . 0 5 DO+ Y * Y ) + B / SQ A  
B S Q A = t3 / S Q A  
C 00  L O O P  T O  C O M PU T E R E Q U I R E D  E R ROR  F UNC T I ON S  BY  S E R I E S E XP A N S I ON  
C 
C 
C 
C 
W R I T E ( 1 2  , 2 .0 0 ) 
N= 0  
S = 0 . 00 
F AC T N l = l . 00 * S CAL E l  
F AC T N 2 = 1 . D0* SCAL E 2  
T WO N = l . 00 
E R F A Y = A F Y B  
E R F B Y = B S Q A  
D O  l 1 = 1 , 10 0  
N=N+ l 
NN= N+ l 
S = S + l . 0 0 ..... 
0 
N 
C C O M PU T A T I ON O F  N F AC T OR I AL F OR  U S E  I N  E RROR  F UNC T I ON C A L C UL AT I ON 
C 
F AC T N l = S • F AC T N l  
F AC T N 2 = S • F AC T N2  
T WON = T W ON +2 . D O 
C 
C 
U= ( ( A F Y B * *N ) * SC ALE l ) * ( A F YB**NN ) 
V = ( ( B S Q A * *N l * S C AL E 2 ) * ( B S O A * * N N ) 
W = F AC T N l * T W O N 
W W = F A C T N 2 * T W ON 
UMAG = O A B S ( U )  
V MAG = O A B S ( V )  
C A R I T H M E T I C  I F  S TA T EM E N T S  T O  S TOP  S U M MA T I ON Of  E RROR  F UNCT I ON T E R M S  WHEN  
C E I T HE R  O . l E -7 4  OR O . l E  7 5  I S  E XC E E D ED .  I F  I N  1 2 5  R E P E T I T I ON S  O F  T H E  SUM MA-
C T I ON N E I T H E R O F  T H E S E  T WO L I M I T S A R E  R E ACH E D , T H E  SUM  l S  T E RM I N A T E D .  
C 
C 
l F  ( J - 1 0 ) 5 , 5 , 6  
5 l F  ( O -UMAG ) 7 , 7 , 3 
7 I F  l 0- V M A G ) 6 , 6 , 3 
6 I F  ( P - W ) J , 3 , 9  
9 I F  ( P - W W ) 3 , 3 , 8  
8 CONT I NUE  
C COMPU T A T I ON O F  E RR OR FUNC T I ON S  E R F AY AND  E RF B Y 
C 
C 
E RF AY= ( ( - l . DO l * * N ) *U/ W + ERFAY 
E RF B Y = ( ( - 1 . 0 0 ) ** N ) * V / W W + E R F BY  
W R I T E ( 1 2 , 2 0 1 ) E R F A Y , E R F B Y , N , u , w , v , w w 
l CONT I NU E  
3 E RF A Y = E • E RF A Y  
t RF B Y = E: * E R F B Y  
f ( J ) = O E XP ( A BC ) * ( E R F A Y -E RF BY ) ..... 
0 
w 
C 
W R I T E ( 1 2 , 2 0 5 ) 
WR I T E ( 1 2 , 2 06 ) Y , F ( J ) , AF Y B , E R F A Y , B SQA , E R F B Y  
Y = Y + D E L T AY  
C A R I THMET I C  I F  S T A T EMENT  ALLOW S  T E RM F ( l )  T O  B E  COMPUT E D  PR I OR TO A�P L I C AT I ON 
C Of  TH E  T R AP E ZO I DAL  RUL E . 
C 
l F ( J - U 2 , 2 , 4  
4 G ( J ) = G l J - l ) + OE L T AY * 0 . 5* ( F ( J ) + F ( J- l ) )  
2 CONT I NUE 
�\ 
B E T A= l . 00-G ( L I M l TU ) *O 
WR I T E  ( 1 2 , 2 0 7 ) B E T A 
W R I T E  ( 1 2 , 2 0 8 ) ( G l J ) , J= l , L I M I TU )  
t NO 
..... 
0 
.i::-
