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Abstract
The Collatz conjecture, also known as 3x+ 1 conjecture, can be stated in terms of
the reduced Collatz function R(x) = (3x + 1)/2m (where 2m is the larger power of
2 that divides 3x + 1). The conjecture is: starting from any odd positive integer
and repeating R(x) we eventually get to 1.
In [1] the set of odd positive integers x such that Rk(x) = 1 has been charac-
terized as the set of odd integers whose binary representation belongs to a set of
strings Gk. Each string in Gk is the concatenation of k strings zkzk−1 . . . z1 where
each zi is a finite and contiguous extract from some power of a string si of length
2 · 3i−1 (the seed of order i). Clearly Collatz conjecture will be true if the binary
representation of any odd integer belongs to someGk. Lately Patrick Chisan Hew
in [2] showed that seeds si are the repetends of
1
3i
.
Here two contributions to Collatz conjecture are given:
1. Collatz conjecture is expressed in terms of a function ρ(y) that operate on the
set of all rational numbers 1/2 ≤ y < 1 having finite binary representation.
The main advantage of ρ(y) with respect to R(x) is that the denominator can
be only 2 or 4 unlike R(x) whose demominator can be any power of 2.
2. We show that the binary representation of each odd positive integer x is a
prefix of a power of infinitely many seeds si and we give an upper bound
for the minimum i in terms of the length n of the binary representation of x.
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1. Introduction
The reduced Collatz function is defined as follows
R(x) =
3x + 1
2m
(1)
where x is an odd positive integer and 2m is the highest power of 2 that divides
3x + 1 (with no remainder).
Notice that m ≥ 1 (since 3x + 1 is even) and 3 does not divide R(x). Collatz
conjecture is
Conjecture 1. For all odd positive integer x there exists k such that R(k)(x) = 1.
If R(k)(x) = 1 for some k we say that x iterates to 1. If R(x) iterates to 1 then x
iterates to 1. Since R(x) is not a multiple of 3 in Conjecture 1 we can consider
only the set X of odd positive integers x which are not a multiple of 3, i.e. such
that x mod 3 ∈ {1, 2}.
For x ∈ X let ψ(x) = x/2n where n =
⌈
log2 x
⌉
. If 1b1 . . . bn−21 is the bi-
nary representation of x ∈ X then 0.1b1 . . . bn−21 is the binary representation
of ψ(x). By using the operator ~. with the meaning ”value of” we can write
x = ~1b1 . . . bn−21 and ψ(x) = ~0.1b1 . . . bn−21.
Clearly ψ(x) is one-to-one and 1/2 ≤ ψ(x) < 1. Let Y the set of all ψ(x) for
x ∈ X, i.e. the set of rational numbers 1/2 ≤ y < 1 with finite binary representation
y = ~0.1b1 . . . bn−21 and such that the odd positive integer y2
n = ~1b1 . . . bn−21
is not a multiple of 3, i.e. y mod (3 · 2−n) ∈ {2−n, 2−n+1}.
By using the one-to-one relation ψ(x) we can rewrite Collatz function as acting
on y ∈ Y
ρ(y) = ψ
(
3ψ−1(y) + 1
)
=
3y + 2−n
2h
(2)
where h =
⌈
log2(3y + 2
−n)
⌉
. Notice that 1 < 3y + 2−n < 4 and so h = 1 or h = 2.
More precisely h = 1 when 3y + 2−n < 2 (and so ρ(y) < 3/4) and h = 2 when
3y+2−n ≥ 2 (and so ρ(y) ≥ 3/4). Of course ρ(y) , 3/4 otherwise y = 1−2−n/3 < Y .
Thus
h = 1 ⇐⇒ 3y + 2−n < 2 ⇐⇒ ρ(y) > 3/4
h = 2 ⇐⇒ 3y + 2−n ≥ 2 ⇐⇒ ρ(y) < 3/4
Moreover ρ(y) = 1/2 iff 3y+2−n = 2, i.e. iff y2n = 2
n+1−1
3
and this can only happen
for odd n. For the particular case of n = 1 we have y = 1/2 and ρ(1/2) = 1/2.
Function ρ(y) is illustrated in Figure 1 both for even n and for odd n.
The Collatz conjecture can be rewritten as
Conjecture 2. For all y ∈ Y there exists k such that ρ(k)(y) = 1/2.
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Figure 1: The function ρ(y) for odd n and for even n. The y are on the top line and the ρ(y)
are on the bottom line; the ρ(y) with h = 1 are red, those with h = 2 are green and those such
that ρ(y) = 1/2 are black. The first value, the last value and the step δ are annotated on each
homogeneous interval of y and ρ(y).
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Figure 2: Representation of the set X16, for z = log2 3, on a circle of lenght 1. Points x ∈ Xk are
labeled by i such that x = (iz) mod 1.
2. Some useful lemmas
As usual we denote by q = ⌊x/y⌋ and r = x mod y the integer quotient q and
the remainder r of x/y.
For irrational z > 0 and integer i ≥ 0 let xi = (iz) mod 1 the fractional part of
iz and for k ≥ 0 let Xk = {xi : 0 ≤ i < k}.
Let represent the elements of Xk in increasing order as points on a circle C
of length 1 starting from point x0 = 0 and moving counterclockwise (see Figure
2). For x, x′ ∈ Xk let d(x, x
′) the length of the counterclockwise arc from x to x′.
Notice that d(x, x′) + d(x′, x) = 1.
Fact 1. Let xi, x j ∈ Xk. Then d(xi+t, x j+t) = d(xi, x j) for all t such that−max(i, j) ≤
t < k −min(i, j).
Proof. Adding tz to xi and x j resorts to a rotation of length tz along the circle and
so the distance does not change. The rotation is counterclockwise if t ≥ 0 and
clockwise if t ≤ 0. 
Points Xk split the circle into k arcs. Let dmin(k) and dmax(k) respectively the
minimum and the maximum of the lengths of those arcs and let ℓ the number of
arcs of maximal length and s the number of arcs of minimal length. Moreover let
q = ⌊dmax(k)/dmin(k)⌋ and r = dmax(k) mod dmin(k).
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The case of k = 1 is uninteresting: there is only the point x0 = 0 and dmin(1) =
dmax(1) = 1. So from now on we assume k > 1.
Fact 2. Assume arcs of Xk take only the two lengths dmin(k) < dmax(k). If k > 1
then r , 0.
Proof. If r = 0 then dmax(k) = qdmin(k) and dmin(k) = 1/(ℓq + s) that contrasts z
being irrational. 
Lemma 1. Assume arcs of Xk take only the two lengths dmin(k) < dmax(k). Also
assume that one of the two arcs adjacent to x0, say the arc (x0, xi), has length
dmax(k) and the other, say the arc (x0, x j), has length dmin(k).
Point xk splits (x0, xi) into one arc (xk, xi) of length dmin(k) and one arc (x0, xk)
of length dmax(k) − dmin(k).
Moreover points xk+1, . . . , xk+ℓ−1 split the same way the remaining ℓ − 1 arcs
of length dmax(k).
Proof. Point xk can not split any arc (xp, xq) which is not adjacent to x0 otherwise
x0 would split arc (xk−p, xk−q) into two arcs both of length less than dmax(k) (by
Fact 1) and that contrasts one arc adjacent to x0 has length dmax(k).
Point xk can not split the arc (x0, x j) of length dmin(k) otherwise (xk− j, x0) would
have length less than dmin(k).
Thus xk splits the arc (x0, xi) of length dmax(k). Moreover the length of (xk, xi),
which is the same as the length of (xk−i, x0), should be dmin(k) and the length of
(x0, xk) is dmax(k) − dmin(k).
By Fact 1 the arcs of length dmax(k) are exactly the arcs (xt, xi+t) for t =
0, . . . , k − i − 1 for a total of ℓ = k − i arcs.
Then, for t = 1, . . . , ℓ − 1, point xk+t splits arc (xt, xi+t) into an arc (xt, xk+t) of
the same length of arc (x0, xk) and an arc (xk+t, xi+t) of the same length of the arc
(xk, xi). 
Corollary 1. Assume that arcs of Xk take only two lengths dmin(k) < dmax(k) and
the two arcs adjacent to x0 have different lengths. Then:
1. for j = k + tℓ with 0 ≤ t < q, arcs of X j take only the two lengths dmin(k)
and dmax(k) − tdmin(k);
2. for k + tℓ < k′ < k + (t + 1)ℓ, arcs of Xk′ take only the three lengths dmin(k),
dmax(k) − tdmin(k) and dmax(k) − (t + 1)dmin(k);
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3. for k′ = k+qℓ, the set Xk′ splits the circle into s
′ = ℓ arcs of length dmin(k
′) =
r and ℓ′ = ℓq + s arcs of length dmax(k
′) = dmin(k) and the two arcs adjacent
to x0 have different lengths.
Proof. Use Lemma 1 q times. 
Let define inductively kh for all h ≥ 0 by k0 = 2 and kh = kh−1 +qh−1ℓh−1 where
qh−1 and ℓh−1 are the values of q and ℓ for Xkh−1 . Then kh = 2 +
∑h−1
j=0 q jℓ j.
There are exactly two arcs of Xk0 = X2 (of length dmin(2) = min(d, 1 − d) and
dmax(2) = max(d, 1 − d) where d = z mod 1). Moreover by Corollary 1 arcs of
Xk take only two lengths if k = kh + tℓh for some h and 0 ≤ t ≤ qh and take
three different lengths otherwise. Moreover, dmax(k) = dmax(kh) − tdmin(kh) for
kh + tℓh ≤ k < kh + (t + 1)ℓh.
Lemma 2. 1
kh
< dmax(kh) <
2
kh
.
Proof. Point 3 of Corollary 1 implies ℓh = sh−1 + qh−1sh and so sh =
ℓh−sh−1
qh−1
<
ℓh
qh−1
.
Thus
dmax(kh) =
1 − shdmin(kh)
ℓh
<
1
ℓh
=
ℓk + sk
khℓh
<
1 + qh−1
khqh−1
≤
2
h
and
1
kh
=
ℓhdmax(kh) + shdmin(kh)
kh
<
(ℓh + sh)dmax(kh)
kh
= dmax(kh)

The bounds from Lemma 2 holds only for those k such that k = kh for some h.
The next three lemmas show what happen for kh < k < kh+1.
Lemma 3. Let k = kh + tℓh + j where 0 ≤ t < qh and 0 ≤ j < ℓh. Then
1
kh
·
qh−t
qh
< dmax(k) <
2
kh
·
qh+1−t
qh+1
.
Proof.
dmax(k) = dmax(kh) − tdmin(kh) < dmax(kh) −
tdmax(kh)
qh + 1
<
2
kh
·
qh + 1 − t
qh + 1
dmax(k) = dmax(kh) − tdmin(kh) > dmax(kh) −
tdmax(kh)
qh
>
1
kh
·
qh − t
qh

Figure 3 show dmax(k) in the range k8 ≤ k < k9 for z = log2 3 compared to
the bounds from Lemma 3. The range k8 ≤ k < k9 is partitioned into q8 = 23
segments of ℓ8 = 655 elements each.
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Figure 3: The value of dmax(k) (black) in the range k8 ≤ k < k9 for z = log2 3 and the bounds (red)
of Lemma 3. The range k8 ≤ k < k9 is partitioned into q8 = 23 segments of ℓ8 = 655 elements
each.
Lemma 4. kdmax(k) < 2
qh−t
qh
(1 + t +
j
kh
) for kh ≤ k < kh+1.
Proof. Let k = kh + tℓh + j where 0 ≤ t < qh and 0 ≤ j < ℓh.
By Point 2 of Corollary 1 dmax(k) = dmax(kh) − tdmin(kh) and so
kdmax(k) = (kh + tℓh + j)(dmax(kh) − tdmin(kh))
< (kh + tℓh + j)(1 −
t
qh
)dmax(kh)
< (kh + tkh + j)(1 −
t
qh
)
2
kh
= 2
qh − t
qh
(1 + t +
j
kh
)

Lemma 5. kdmax(k) <
qh+5+5/qh
2
for kh ≤ k < kh+1.
Proof. Let k = kh + tℓh + j where 0 ≤ t < qh and 0 ≤ j < ℓh. The function
f (t) = kdmax(k) = (kh + tℓh + j)(dmax(kh) − tdmin(kh)) has a maximum for tmax =
dmax(kh)
2dmin(kh)
−
(kh+ j)
2ℓh
and, taking account that dmax(kh) < 2/kh, dmin(kh) ≤ dmax(kh)/qh and
ℓh < kh < 2ℓh, it follows that f (tmax) <
qh+5+5/qh
2
. 
Figure 4 shows kdmax(k) in the range k8 ≤ k < k9 for z = log2 3, the bound
2
qh−t
qh
(1 + t +
j
kh
) from Lemma 4 and the bound
qh+5+5/qh
2
from Lemma 5.1
1The bound
qh+5+5/qh
2
isΘ(qh). We can show that the q j are the partial quotients of the continued
fraction expansion z = q0 +
1
q1+
1
q2+...
. There are very few irrational z for which the quotients qh are
bounded by a constant. Unfortunately this seem not to hold for our case of interest z = log2 3.
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Figure 4: The values of kdmax(k) in the range k8 ≤ k < k9 for z = log2 3. The range k8 ≤ k < k9
is partitioned into qk8 = 23 segments of ℓk8 = 655 elements each. Red lines represent the upper
bound 2
qkh−t
qkh
(1 + t +
j
kh
) from Lemma 4 and the global upper bound
qkh+5+5/qkh
2
from Lemma 5.
3. Prefixes of seeds
For each k ≥ 0 let define the set
Pk =

2⌈i log2 3⌉−1
3i
: 0 ≤ i < k

(Thinking in terms of binary representations we simply remove from 1/3i the⌈
i log2 3
⌉
− 1 leading 0’s after the dot.)
Fact 3. Pk ∩ Y = {1/2} for all k ≥ 0.
Proof. Let p ∈ Pk. If i = 0 then p = 1/2 ∈ Y , otherwise p =
2⌈i log2 3⌉−1
3i
has infinite
periodical binary representation and so p < Y . 
Take z = log2 3 as the irrational number used to build the set Xk in Section 2
and let kh = 2 +
∑h−1
j=0 q jℓ j.
Lemma 6. For all y ∈ Y and all ǫ > 0 there exists k and p ∈ Pk such that
p ≤ y < p + ǫ.
Proof. The lemma is true for 1/2 ≤ y < 1/2 + ǫ since 1/2 ∈ Pk for all k.
8
Let 1/2 + ǫ ≤ y < 1; we are looking for i > 0 such that 2
⌈i log2 3⌉−1
3i
≤ y <
2⌈i log2 3⌉−1
3i
+ ǫ.
Let δ = 1+ǫ and let consider the strongest inequality 2
⌈i log2 3⌉−1
3i
≤ y < δ2
⌈i log2 3⌉−1
3i
.
Taking the logarithms we obtain
⌈
i log2 3
⌉
− 1 − i log2 3 ≤ log2 y <
⌈
i log2 3
⌉
− 1 − i log2 3 + log2 δ
that can be rewritten as
0 < − log2 y ≤ (i log2 3) mod 1 < − log2 y + log2 δ < 1 (3)
(since
⌈
i log2 3
⌉
= 1 +
⌊
i log2 3
⌋
, 1/2 ≤ y < 1 and δ ≤ 1/2 + y < 2y.)
Let h minimum such that 2
kh
< log2 δ and take k = kh. Then dmax(k) < log2 δ
and there is at least one i < k that satisfy Inequality 3. Thus p ≤ y < p + ǫ for
p = 2
⌈i log2 3⌉−1
3i
∈ Pk. 
Corollary 2. Let 1/2 = p0 < p1 < . . . < pk−1 < pk = 1 the ordered sequence
of p ∈ Pk with a last element pk = 1 added. For all ǫ > 0 there is k such that
p j+1 − p j < ǫ for all j = 0, . . . , k − 1.
Proof. Consequence of Lemma 6. 
Lemma 7. The binary representation of each y ∈ Y is a prefix of the binary rep-
resentation of 2
⌈i log2 3⌉−1
3i
for some i (indeed for infinitely many i).
Proof. Let y = ~0.1b1 . . . bn−11. In Corollary 2 chose ǫ = 2
−n−1 and let j such
that p j ≤ y < p j+1. Then y is a prefix of p j and p j =
2⌈i log2 3⌉−1
3i
for some i < k.
Moreover there are infinitely many i ≥ k such that p j ≤ p =
2⌈i log2 3⌉−1
3i
< p j+1
and y is a prefix of all those p. 
Theorem 1. The binary representation of each odd integer x is a prefix of some
power of a seed si (whit leading 0’s removed).
Proof. Let y = ψ(x) = x/2n and let i such that the binary representation of y is a
prefix of the binary representation of 2
⌈i log2 3⌉
3i
. Then x =
⌊
2⌊i log2 3⌉+n
3i
⌋
is a prefix of a
power of the seed si. 
Lemma 2 and Lemma 5 both give upper bounds for the minimum i such that
the binary representation of x is a prefix of a power of si.
The bound from Lemma 2 is kh such that 2/kh ≤ 2
−n−1 where n is the length of
the binary representation of x.
The bound from Lemma 5 is k such that kh ≤ k < kh+1 and
qh+5+5/qh
2k
≤ 2−n−1.
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