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Abstract
In March 2007 the KwaZulu-Natal coastline was devastated by an ex-
treme storm event. There is international concern that such events are
associated with climate change. There is evidence of global changes
in climate but there is still uncertainty as to whether they are anthro-
pogenic or part of natural decadal (or longer) cycles. The increase
in frequency and intensity of extreme storm events will impact on
the sediment dynamics of coastlines and the associated risks need to
be modelled and quantified so that they can be included in coastal
planning and management.
Durban is a coastal city on the east coast of South Africa and has
been used as a case study to identify trends in wave parameters
and beach profile volumes. The correlation between profile erosion,
waves and tides was explored using singular spectral analysis. The
dependence between wave parameters was modelled using copulas.
The decadal trends were introduced into these models using a non-
stationary generalised extreme value distribution. Numerical models
(SWAN, SBEACH, XBEACH) were used to transform the statisti-
cal model to near shore waves and estimate the associated erosion.
The copula model was used to investigate the relationship between
multivariate return periods and erosion return periods. Coastal de-
fence options were reviewed and those appropriate for Durban were
identified.
This study provides a review of Durban and Richards Bay’s 18 years of
Waverider data. It presents wave parameter exceedance statistics and
wave height return periods for Durban. Durban’s wave data showed
increasing trends in maximum significant wave heights, peak wave pe-
riod, storm event frequencies and a trend towards a more southerly
vi
mean wave direction. However, only the increase in peak period and
wave direction was statistically significant. The trend in wave direc-
tion is considered a potential coastal hazard as it has the potential to
increase the littoral drift by 1 % per annum. Durban’s beach profiles
have shown a long term erosion trend which is due to a combination
of wave and sea level trends, and a reduction in sediment supply. The
reduction in sediment supply from rivers was found to be both an-
thropogenic and natural. Storm, wave parameter and sea level trends
were estimated to contribute more than 75 % to the total long term
erosion. It was found that it takes an average of 2 years for a beach to
recover to its pre-storm volume. Different types of coastlines recover
at different rates and these recovery rates should be considered in risk
assessments. A method for estimating future impacts due to storm
and sea level trends has been proposed in the form of a non-stationary
copula based statistical model. In general a bivariate return period of
wave height and duration was found to approximate erosion return pe-
riods, while a method for estimating an analogous multivariate storm
and erosion return period was developed. Geotextile sand filled con-
tainers were found to be a suitable coastal defence as they satisfy
social, environmental and political pressure.
vii
“ The key to a successful research project is to have a wife and a mistress,
and ensure that both are aware of the others existence.
Then when you are not with your wife she thinks you are with your mistress,
and when you are not with your mistress she thinks you are with your wife.
That way you have more time for research”.
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1.1 The risks associated with wave and sea level
trends
Chronic coastal erosion is becoming an international concern. Beaches provide a
natural buffer zone between the hazards posed by coastal erosion and land-based
human developments and play a primary role in risk mitigation. While chronic
erosion may be induced by anthropogenic factors or natural cycles, a potential
contributor to these erosion trends is an increase in wave height, storm duration
and frequency and an increase in sea levels.
The erosion potential of a storm event is dependent on the wave height, wave
period, wave direction, storm frequency, storm duration and water level. There-
fore the quantification and or estimation of this risk needs to consider all these
factors. Furthermore the quantification of the risk associated with a given sea
state needs to be understood in terms of it’s relative erosion potential. i.e A sea
storm with a recurrence interval of 100 years may not be representative of an
erosion event of a 100 year recurrence interval. These statistical models also need
to include the trends in wave height and sea level which requires a non-stationary
model.
The statistical model can then be quantified in terms of coastal erosion using




The risks associated with trends in sea conditions are intuitive. The problem is
identifying these trends and estimating them in a mathematically consistent way
while maintaining a link to the physical characteristics of the sea states.
1.2.1 Research Questions
The main research question of this thesis is:
Can the risks from extreme waves be characterised by simple
measures such as a recurrence interval that accurately reflects the
associated hazards to developed coastal zones?
This research question will be investigated in the context of a case study in the
Durban area where it can be posed specifically as:
What is the return period of the waves experienced during the March 2007 storm
event, and what are the lasting effects of these storms on the coastline?
This question can be divided into the following questions:
1. Is there evidence of trends in Durban’s wave climate and sediment move-
ment?
2. What are the current and potential future impacts of these trends?
3. What is the global recovery time of storm damaged beaches?
4. Can a sea storm be described as a non-ambiguous multivariate return pe-
riod, representative of its erosion potential?




The March 2007 storm event exhibited the largest wave height ever recorded off
the KwaZulu-Natal coast and saw Durban’s coastline seriously damaged, opening
the debate regarding its return period. In the presence of global climate change
and sea level rise it is felt that wave heights are increasing and/or storms are
becoming more frequent resulting in serious storms having shorter return pe-
riods. If so, design wave characteristics need to be reviewed and adjusted for
coastal engineering applications, and for developing sustainable coastal protec-
tion and recovery processes. Considering controversial developments such as the
Durban small craft harbour and Promenade Upgrade, limited scientific analysis
was available to argue that the developments’ close proximity to the shoreline
would be unsustainable. Return periods in combination with beach recovery
processes and periods are vital for Durban’s local authority, the eThekwini Mu-
nicipality’s Coastal Management Plan. This thesis will aid the Municipality in
defending their sustainability policies, setback lines and implementing effective
coastal protection solutions.
1.2.3 Aims and objectives
Aims:
• To analyse historic wave data and sand movements to determine if there
has been a shift in the wave climate.
• To analyse post storm beach profiles to determine a sand replenish rate and
so a storm recovery period. To study the effects of the March 2007 storm
and determine the effectiveness of coastline protection options for increasing
severity of storm events.
• To use the analysed data to create a copula based multivariate statistical
model for estimating future storm events.
• To estimate future potential erosion by coupling a statistical model with




• To determine a multivariate return period for the March 2007 storm event
• To determine a recovery period of storm damaged beaches
• To determine if there has been a shift in the Durban wave climate
• To understand the risk associated with the probability of wave parameter
occurrences
• To critically evaluate and recommend appropriate options for sustainable
coastal protection
1.3 Approach
Durban is a coastal city on the east coast of South Africa and was used as the
thesis’ case study.
1.3.1 Case Study: Durban
Durban is located on the east coast of South Africa and is a coastal city of the
province of KwaZulu-Natal (Fig. 1.1). The eThekwini Municipality is Durban’s
local government authority and its jurisdiction stretches from the Tongati River
Mouth to the Mahlongwa River Mouth, nearly 100 km of coastline (Figure 1.2). In
this thesis Durban will refer to the stretch of coastline governed by the eThekwini
Municipality. Figure 1.3 defines the percentage of the Durban coastline as either
sand, rock or a mixture of sand and rock. The sand, rock and mixture categories
are further divided into developed and natural coasts. Developed coasts refers to
areas where the backshore has been stabilised by infrastructure and natural coasts
refer to beaches whose sediment dynamics are not influenced by infrastructure.
The eThekwini coastline is made up of approximately 44 % of sandy beaches
and 49 % of a mixture of sand and rock coasts. The remaining 7 % is rocky
coastline. 45 % of the coast has been impacted by development. Figures 1.2a











Figure 1.1: Map of South Africa showing KwaZulu-Natal and Durban
Durban has 18 years of wave data from 2 wave recording buoys and an ac-
coustic doppler current profiler. This data was analysed for trends and used to
create a statistical model. Richards Bay, a coastal city 170 km north of Durban,
also has 18 years of wave data from a wave recording buoy and was used to verify
and supplement the Durban data.
Durban has 37 years of beach profile data and this was used to identify erosion
trends, recovery rates and recovery periods of storm damaged beaches.
Historical storm events and pre and post storm beach profile data was used to
calibrate a SWAN and a 1D XBEACH model. The numerical models were used to
quantify potential future erosion as well as to establish a method of determining
physically appropriate sea storm return periods.
Durban’s history of coastal defences was reviewed and compared to inter-
national practices. Experiences of successful shoreline protections were used to





















































































































































































































































































































































1.3.2 The 2007 storm event
The March 2007 storm event refers to the 19 – 20 March 2007 when the storm
was most intense. The storm was a result of a “cut-off low” remaining trapped
offshore for several days. The 40 knot winds blowing over a 450 km fetch produced
a significant wave height of 8.5 m and a maximum wave height of 14 m. The
highest astronomical tide of the year occurred on the 19 March 2007 almost
at the peak of the 18.6 year Saros tidal cycle and only 2.4 cm below the highest
astronomical tide. The 2.24 m above chart datum (CD) tide coincided with a peak
storm setup of 40 cm to produce a total water level of 2.6 m CD. The combination
of these two extreme events produced severe erosion on approximately 350 km
of coastline. The wave heights were the largests ever recorded and only cyclone
Imboa in February 1984 produced waves of a similar magnitude. A typical winter
storm significant wave height ranges from 3.5 – 4.5 m.
1.3.3 Structure of the Thesis
This thesis begins with a literature review followed by eight chapters that are
reproductions of papers. The papers follow a logical order and are explicitly
linked. The key results of all the chapters are related in Chapter 11: Synthesis
and conclusion. The Thesis is structured as follows:
Chapter 2 is a literature review of the main subject areas.
Chapter 3 is a review of Durban’s existing wave data and a uni-variate anal-
ysis of the said data.
Chapter 4 determines the recovery rates and recovery periods of storm dam-
aged beaches in Durban and relates the recoveries to physical processes.
Chapter 5 identifies erosion trends and their causative effects.




Chapter 7 uses the copula based statistical model with a non-stationary gener-
alised extreme value model in conjunction with 3 morphological numerical models
to quantify the impacts of future storm events on beach erosion.
Chapter 8 discusses the ambiguity of multivariate return periods and proposes a
solution to the ambiguity problem.
Chapter 9 reviews Durban’s shoreline defences and identifies their successes and
failures.
Chapter 10 provides a detailed insight into the use of geotextiles as a coastal
defence.
Chapter 11 relates the major results of the previous chapters, provides the con-





This section reviews literature that is relevant to the aims and objectives of
this thesis. It initially looks at climate change (Sect. 2.2), wave climate trends
(Sect. 2.3) and sea level trends and cycles (Sect. 2.4). These sections are to
establish plausibility of a shift in wave climate along the east coast of South
Africa.
Observations in morphological trends (Sect. 2.5) are investigated in an at-
tempt to identify which factors and processes contribute to shoreline erosion and
recovery after erosion events.
The literature review then focuses on methods that have been applied to
achieve the thesis’ objectives. The mathematical background of singular spectrum
analysis (Sect. 2.6) is provided. This novel technique is used to identify trends in
wave, wind, tide and beach profile data. Statistical modelling is used to produce
univariate and multivariate recurrence intervals as well as simulate storm events
based on parameter interdependence. Section 2.7 reviews statistical modelling
methods in the context of copulas and Archimedean copulas.
Numerical modelling of coastal processes provide a means of quantifying the
potential effects of trends in wave parameters and water levels. Section 2.9 pro-
vides motivation for the use of the numerical models in this thesis.




Climate changes have always occurred as a result of natural processes. There
is also increasing evidence of human induced global warming due to increases in
greenhouse gas emissions. This thesis focuses on the engineering and planning
impacts of climate changes in the coastal zone. It is not concerned with the causes
of climate change.
From the perspective of anthropogenic climate changes the following infor-
mation is noteworthy. Annual carbon dioxide emissions grew by about 80 %
between 1970 and 2004 and comprised 77 % of total anthropogenic greenhouse
gas emissions in 2004 [IPCC, 2007]. Considering that coal fired power stations
are economical and arguably a necessity for developing countries the use of coal
is likely to remain an integral part of energy production. Institute of Mechanical
Engineers [2009] suggest that the growth in greenhouse gas emissions is evidence
that combating global warming will be politically delayed to such an extent that
the impacts of climate change will already be affecting the global population.
From a perspective of natural cycles it is accepted that over the past two mil-
lion years the earth has been subject to numerous glacial advances and retreats.
These glaciations effect the sea level and are evidence of the existence of natural
cycles in the absence of anthropogenic climate change.
In the context of coastal hazards, two important factors are a rise in sea level
[Han et al., 2010; Mather, 2008] and a change in wind regime [Rouault et al., 2009,
2010]. The combination of increased sea levels and higher wind speeds has the
potential to alter wave climates and produce significant storms more frequently.
Trends attributed to short data sets have the potential to be measures of nat-
ural variability rather than longterm systematic change. These issues of climate
variabilty were highlighted in water level trends by Douglas [1992], in wave cli-
mate trends by WASA [1998] and in storm surge trends by Zhang et al. [2000].
These researchers have shown that over 50 years of data is required to define a
coastal climate.
Even if coastal trends cannot be linked to anthropogenic climate change en-
gineers still have to be prepared to design for natural climate cycles.
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2.3 Trends in wave climates
The potential impacts of climate change need to be considered in formulating
plans to mitigate future risks. Engineers worldwide are realising the potentially
disastrous implications that climate change may have if design parameters are
not adapted to a changing environment. Various global climate models have
been used to predict these changes. In the northern hemisphere Wang & Swail
[2001, 2002] and Wang et al. [2004a] found that between 1958 and 1997 changes
did occur in winter and autumn significant wave heights. They also predicted
future changes due to global warming. Wang et al. [2004b] found that in the past
half century, the changes feature a significant increase in the number of strong
winter and spring cyclones over the North Pacific sector, and of strong autumn
and winter cyclones in the North Atlantic sector. Their findings also implied
that the cyclone track may be shifting. The shift in cyclone track is significant
as strong winds may become present in areas that do not have infrastructure to
cater for such incidents. Perrie et al. [2004], focusing specifically on wave climate,
found that wave heights in extreme events would slightly increase due to climate
change while moderate events and low intensity storms seemed to experience little
change. These results are consistent with those of Lambert [2004] and Knutson &
Tuleya [2004] suggesting that intensities of the strongest storms should increase
in a warmer climate. Analyses of a 45-year high resolution hindcast for the
North Sea by Weisse & Stawarz [2004] showed that storm activity and extreme
wave heights had increased from about 1960 onwards while the rate of increase
reduced from about 1990 to 1995. Seymour [2002] analysed the recent history
of El Nino events and found increases in the intensity, rate of occurrence and
duration during the past two decades. Keim et al. [2004] concluded from their
study of global climate models and empirical records that the past two decades
have shown a decrease in the frequency of tropical storms but that there is a
strong suggestion of an increase in the frequency of very strong (extreme) storms.
Komar & Allan [2008], undertaking similar research to the present study, analysed
30 years of records from 3 wave data buoys in the Atlantic. They found from
their analyses of the significant wave height histograms that there had been an
increase in the number of occurrences of waves exceeding 3 m, those generated by
12
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hurricanes, and in particular the most extreme significant wave heights recorded.
It was concluded that these increases were a result of the increased intensity and
occurrence of hurricanes produced from global climate changes. Although the
literature shows no general agreement with regards to intensity they generally
agree on two phenomena: the changing climate has the potential to produce
storms in parts of the globe that do not traditionally experience that type of
weather and that storms of high magnitude are occurring more often.
There is uncertainty to whether the documented trends are a result of anthro-
pogenic climate change or are part of natural cycles [Ruggiero et al., 2010].
2.4 Sea level trends
The prediction of sea levels is very important in coastal engineering for a mul-
titude of reasons. The most important of these, in the context of this study, is
the elevated damage a sea level can contribute to an impending storm. The basic
variations in sea level are attributed to tidal cycles, storm surge and long term
sea level rise. It is important to clarify the difference between global and relative
sea level trends. Global sea level is the average height of all the world’s oceans
while relative sea level is a local sea level which varies temporally and spatially.
The reader is refered to Pugh [1987] for a comprehensive overview on sea levels.
2.4.1 Astronomical tides
The astronomical tide is a long period wave that is generated by the gravitational
pull of the moon and to a lesser extent by the sun. This makes the principal lunar
tidal period 12.42 hours and the principal solar tidal period 12 hours [Sorensen,
2006]. Since lunar forces dominate, high and low tides progress by 0.84 hours
(50.47 minutes).
The highest astronomical tide (HAT) is the maximum tidal height reached in
an 18.6 year cycle of the precession of the moon’s ascending node, also known as
the Saros or nodal cycle. Extreme tides only occur at spring tides around full
and new moons. Spring high tides will always peak in the period of spring and
autumn.
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Considering that tides are influenced by the gravitational pull of celestial
bodies it is intuitive that extreme tides will occur when the sun and moon are
inline as well as at the closest point to the earth. These closest points are known
as the perigee for the moon and the perihelion for the sun. The moon and the
sun should also have zero declination to create a maximum semidiurnal tide. The
necessary condition to produce this maximum tide is simultaneous perihelion and
zero declination which will only occur again in the year 6581 [Pugh, 1987].
In short there are 3 important high tide cycles: (1) the 18.6 year nodal cycle;
(2) a 6 year cycle when the lunar perigee and zero lunar declination coincide and
(3) the 4.5 year cycle when the lunar perigee coincides with either the March or
September equinox.
2.4.2 Storm surge
If a storm has sufficient strength and the water body is shallow over a large enough
area then the storm can generate large water level fluctuations [Sorensen, 2006].
Storm surge or meteorological tide is a result of: surface wind stress and the
resulting bottom stress created by the generated currents; response to Coriolis
acceleration; atmospheric horizontal pressure gradients; wind wave setup; long
wave generation and precipitation and surface runoff.
Storm surge results in a water level increase above mean sea level that can
become extremely significant if the surge coincides with high or spring tides [US-
ACE, 2006; Sorensen, 2006; Woodroffe, 2003].
2.4.3 Sea level rise
Internationally much research has been done on the rate of sea level rise. Mather
[2008] has initiated South African research into sea level rise and has found, from
tide gauge recordings between 1970 and 2003, that sea level rise in Durban is
2.7 mm ± 0.05 mm per year at a 95 % level of confidence. This rise is comparable
to that of the mid-Atlantic region from New York to North Carolina which ranged
from a relative sea level rise of 2.4 mm to 4.4 mm per year, over the twentieth
century [USEPA, 2009]. Recent studies have suggested that global sea-level may
potentially rise a meter or more by the year 2100, and possibly several meters
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within the next several centuries [USEPA, 2009]. The IPCC [2007] have predicted
a somewhat less sensational worst case scenario of a 0.59 m rise by 2099. This
estimate excludes accelerated ice discharges from Greenland and Antarctica and
higher rates are possible.
2.5 Morphological trends
Morphological changes can be broadly thought of as anthropogenic and natural.
In this thesis we are mostly concerned with erosion and recovery processes. Long
term erosion of a coastline has three main contributors: sea level rise; wave climate
and a reduction in sediment supply. Woodroffe [2003] identified waves as the
principal energy source for erosion in the coastal zone, while Cowell et al. [2003a,b]
estimated that sea level rise was the main cause of long-term erosion with waves
causing variability. The recovery of storm damaged beaches is similarly dependent
on waves, water levels and sediment supply.
2.5.1 Morphological effects of wave and sea level trends
Approximately 10 % of the world’s population live near the coast and are highly
vulnerable to storms and sea-level rise [Lichter et al., 2011; McGranahan et al.,
2007]. Zhang et al. [2004] analysed the recovery of the U.S East Coast barrier
beaches and found that the beaches recovered to their long term trend positions
after storms regardless of storm severity. It was concluded that this finding
strongly suggested that storm events are not responsible for long term coastal
erosion. Zhang et al. [2004] stated that since no evidence has been given to
show significant increases in storminess and since human interference is neither
worldwide in extent nor uniform regionally, sea level rise is the most plausible
contributor. It is worth noting that this statement may not consider sediment
mining and river damming which is arguably a worldwide human interference and
a contributor to long term coastal erosion.
Gratiot et al. [2008] showed that although tides have no long term effect on
sea level trends they induce important fluctuations of the mean high water level.
Gratiot et al. [2008] claimed that of the predicted 150 m of erosion along the
15
2.5. MORPHOLOGICAL TRENDS
coast of the Guyanas between 2008 and 2015, 60 % would be attributed to the
18.6 year nodal cycle while the remaining 40 % would be a result of sea-level rise
due to global change.
Dette & Raudkivi [2002] stated that the southern coastline of the practically
tideless Baltic Sea has been retreating due to the locally rising sea level, at an
estimated rate of 70 to 150 mm per century. Dette & Raudkivi [2002] claimed
that this has led to erosion, narrow beaches and wave-cut dunes and cliffs.
2.5.2 The role of rivers in beach morphology
Rivers play an important role in sediment supply and have been estimated to
supply 80 % of the global beach sediment [GESAMP, 1994]. Reduction in sedi-
ment yield from rivers may be natural and anthropogenic. River sediments are
exported to the sea almost exclusively during large floods [Hsu et al., 2004; Rovira
et al., 2005] and so steady erosion trends may exist between these episodic flood
events. From a Durban perspective Cooper [2002] found that the Mgeni coastline
had steadily eroded after 1931 but following a large flood in 1987 the shoreline
accreted and continued to do so for at least another three years, re-establishing
the shoreline further seaward than that of 1931.
Anthropogenic impact on fluvial yield has become a global concern and sed-
iment mining and damming of rivers have been identified as significant impacts.
Recent examples of related international research include Dai et al. [2008]; Dang
et al. [2010]; Huang [2011]; Liquete et al. [2009]. In Durban the CSIR [2008] esti-
mated that at least 400 000 m3/annum are mined from the eThekwini rivers and
that dams trap a third of the sediment that should reach the coastline. Anthro-
pogenic reduction of sediment supply is therefore relevant to the case study site
of this thesis.
2.5.3 Shoreline recovery from storm events
A storm event erodes a beach and reduces the natural buffer between the ocean
and the hinterland. It is at this stage that an urbanized coastline is at risk of
sustaining severe damage from a subsequent, possibly less extreme, storm event
before it has fully recovered to its pre-storm level [Forbes et al., 2004]. Recovery
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times play an important role in the risk analysis of beaches as they describe a
window of vulnerability. This considered there are not many publications on the
recovery of beaches to their pre-storm positions [Morton et al., 1994].
Choowong et al. [2009] found that the Bang Niang to Khuk Khak coastline of
Phang-nga in Thailand after the 2004 Indian Ocean Tsunami took two years to
recover, similarly Liew et al. [2010] found the Khao Lak coast in Sumatra took
approximately two years to recover. Morton et al. [1995] found that the Texan
coastline requires 4 to 5 years for volumetric and geomorphic beach recovery
from moderate storm events. The consideration of geomorphic beach recoveries
is thought to make the recovery periods identified by Morton et al. [1995] longer
than those of Choowong et al. [2009] and Liew et al. [2010] who only considered
volumetric recovery. A beach’s recovery is dependent on its sediment supply
and the severity of the erosion event in question [Houser et al., 2008]. On steep
coastlines the sediment that is transported offshore by undertow during an erosion
event [Gracia et al., 2002] is slowly worked back onshore under calm conditions
[Shepard, 1950]. Depending on the severity of the event, the sediment may be
carried sufficiently far offshore to prolong or even prevent its return [Forbes et al.,
2004]. Location is important for recovery, not only because of wave shoaling
and refraction effects, but also because of the location of rivers (discussed in
Sect. 2.5.2).
2.6 Singular spectrum analysis (SSA)
Numerous methods exist for analysis of time series (e.g ARAR algorithm, Box-
Jenkins SARIMA models, Holt-Winter algorithm). Singular spectrum analysis
(SSA) is a novel technique for analysing time series. SSA essentially decomposes a
time series into the sum of its parts. From a coastal engineering perspective SSA
can be used for (1) the identification of trends and (2) the extraction of seasonality
components and cycles. The method has found application in numerous fields
and recent examples include: short term load forecasting of electricity [Afshar
& Bigdeli, 2011]; climatic variability [Ghil et al., 2002]; exchange rates [Hassani,
2010] and rainfall and runoff forecasting [Sivapragasam et al., 2001]. SSA has also
found coastal applications and examples include the analysis of sea level [Mather,
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2007; Jevrejeva, 2006], wave climate and shoreline trends [Rzynski, 2010].
Golyandina et al. [2001] and Hassani [2007] provide a good introduction to
SSA. SSA can be broadly divided into two parts: (1) Decomposition and (2)
Reconstruction.
The first step of decomposition is to embed the time series YT = (y1, ..., yT )
into a vector of dimension K. This is achieved by sliding a window length of L
over the time series, making K = T − L+ 1. The resulting trajectory matrix,
X =

y1 y2 y3 . . . yK−1






yL−1 yL yL+1 . . . yT
 ,
is a Hankel matrix.
The next step is singular value decomposition (SVD) of the trajectory matrix.
Let the eigenvalues of the L × L matrix XX ′ be λi. Where i = 1, ..., L in
decending order of magnitude. Denote the orthonormal system of eigenvectors




λi. Setting d = rank(X) allows the trajectory matrix to be written
as




Where si is the i
th singular value of X, and Xi (i = 1, ..., d) are matrices of rank
one.
The final step is reconstructing the time series. Firstly the matrices Xi are
split into groups and summed within each group. Let I be a group of indices
i1, ..., ip. The resultant matrix XI is then defined as XI = Xi1 + . . . + Xip. The
indices J = 1, ..., d are grouped into m disjointed subsets I1, ..., Im. The trajectory
matrix can then be represented as a sum of m resultant matrices
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X = XI1 + . . .+XIm (2.3)
The final step is diagonal averaging. This step transfers each matrix I into
a component of the original time series YT . Diagonal averaging is perfomed by
averaging the elements along diagonals i + j = k + 2. Diagonal averaging of the
resultant matrix XI produces a time series Yn of length T . The orginal time series
YT is therefore expressed as a decomposed time series
Ỹ = Y1 + . . .+ Ym (2.4)
2.7 Statistical modelling
In coastal engineering, compared to other areas of hydraulics, there are rarely
long historical records of wave data. This shortage of data is a result of accurate
and reliable wave recording data only being recently available and the expense
and difficulty in operating and maintaining this equipment. Coastal management
and development require return periods of storm events that can only be obtained
through extrapolation of limited data sets. It should be noted that extrapolation
of a data set based on a fitted probability distribution is limited. The rule of
thumb is that a data set should not be extrapolated to more than 3 times the
extent of the data set [Borgman et al., 1977].
2.7.1 Univariate modelling
The average recurrence interval or return period of independent wave events can
be estimated by fitting a theoretical probability distribution to the data and using
it to extrapolate to the event of interest. There are many available probability dis-
tributions and the use of an appropriate one is important to accurately model the
data and to realistically estimate the probability of rare events by extrapolation.
The literature identifies commonly used distributions but does not state which
is preferred or superior. USACE [1985, 2006] recommends the guidelines of Isaac-
son & MacKenzie [1981] while providing guidelines for the Extremal Type I
(Fisher Tippett I) distribution and also recommends Fisher Tippett II. Isaacson
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& MacKenzie [1981] provide guidelines for the Lognormal, Extremal Type I and
II and the Weibull distribution. Chadwick et al. [2004] noted that the Depart-
ment of Energy recommends using the Gumbel, Fisher Tippett I or the Extremal
value type I distribution. Goda [2008] provides guidelines for the use of the
Fisher-Tippett I, Fisher-Tippett II, Weibull and Lognormal distributions. The
Generalised Extreme Value distribution (GEV) encompasses the Fisher-Tippet
distributions and the Extreme Value distribution is equivalent to the Gumbel
distribution. The GEV distribution has been used extensively for extreme value
analysis of hydrological events and specifically for wave heights by Guedes Soares
& Scotto [2004] and Chini et al. [2010] while the Generalised Pareto (GP) distri-
bution has been used by Callaghan et al. [2008] and Hawkes et al. [2002]. Rug-
giero et al. [2010] considered both the GP and GEV distributions. Considering
the above sources the: Weibull, Lognormal, Generalised Pareto, Extreme Value
and the Generalised Extreme Value distributions are defined as follows,
Weibull y = k−kxk−1e−(
x
σ
)k :0 ≤ x <∞ (2.5)




















2σ2 :0 < x < inf (2.7)





















:θ < x, (2.9)
for k > 0
θ < x < −σ/k,
for k < 0
where µ is the location parameter, σ is the scale parameter, k is the shape pa-
rameter.
The fitting of these distributions requires the sampling of extreme events. The
sampling of data needs to ensure the independence of consecutive storms and the
simplest sampling method is the annual maximum method which fits a probability
distribution to the annual maxima wave heights. This immediately solves some
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problems by avoiding correlation among successive data, and by ensuring that
the maximum values are not influenced by the mix of sea states of a different
nature at lower probability levels [Guedes Soares & Scotto, 2004].
The use of this method requires at least 20 years of data [USACE, 2006].
The inherent problem with this method is that the quantity of data is limited
often necessitating the use of the peak over threshold method. The peak over
theshold method samples all events exceeding a specific threshold. Unlike the
annual maximum method the peak over threshold method allows more than one
event per year to be sampled and is therefore commonly used for analysing short
data sets. The threshold is generally chosen so that the number of data values in
the series is 1 – 3 times the number of recorded years [USACE, 2006].
The maximum likelihood method is probably the most popular parameter
estimation method. The method maximises the probability of observing the data
set that has been observed in the sample. This intuitive method has been referred
to as the most popular and best technique for deriving estimators [Casella &
Berger, 1990; Montgomery & Runger, 2003]. The maximum likelihood method is
popular with statisticians as its characteristics can be examined mathematically
[Goda, 2008].
2.7.2 Multivariate modelling
Univariate models are not approriate to describe a sea storm as it’s rarity and de-
structivity is a function of it’s wave height (H), wave period (T ), storm duration
(D), wave direction (A), water level (W ) and storm inter-arrival time (I). With
specific reference to coastal erosion the larger the wave height, storm duration and
water level the greater the erosion. The contribution of wave period to erosion is
less intuitive and van Gent et al. [2008] and van Thiel de Vries et al. [2008] found
that an increase in wave period lead to an increase in erosion. The wave angle is
not only important from a long shore and cross shore current perspective but also
in terms of beach orientation. For example a beach sheltered in a given direction
from a 100 year recurrence interval wave height may experience less erosion than
a 50 year wave height from its exposed direction. The inter-arrival time is very
similar to the storm duration. If the inter-arrival time between two consecutive
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storms is short the beach will not have sufficent time to recover and so will be
eroding from a lower level. In a sense a short inter-arrival time is similar to in-
creasing the storm duration of a single event.
In order to provide an appropriate statistical model the inter-dependence between
all these parameters needs to be considered. Numerous models exist for bivari-
ate relationships but few of them are easily transformed into higher dimensions.
Examples of bivariate models include the Gumbel logistic model [Yue, 2001]; the
Gumbel mixed model [Yue et al., 1999] and the log-normal model [Galiatsatou &
Prinos, 2008]. A recent and novel approach to multivariate statistical modelling
is the use of copulas. Copulas are not restricted to Gumbel marginals and so
have greater flexibility. Copulas can also be used in higher dimensions and will
make up the statistical model in this study.
2.8 Copulas
Copulas are, very basically, mathematical “functions that join or couple mul-
tivariate distribution functions to their one-dimensional marginal distribution
functions” [Nelsen, 2006]. For a good introduction to copulas see Nelsen [2006] or
De Michele et al. [2007] from which the following copula outline is drawn. Cop-
ulas may have n dimensions but we will first describe the concept of copulas in
only 2 dimensions, in an attempt to simplify the explanation.
A 2 dimensional copula or 2-copula is a mathematical function that maps
a bivariate probability distribution H(x, y) onto the unit square I2, using the
marginal cumulative distribution functions u = F (x) and v = G(y) as co-
ordinates (u, v). The unit square is the product I× I where I = [0, 1]. Figure 2.1
illustrates the concept of a 2-copula.
Before a n-copula can be formally defined the following notation is required.
Let R denote the ordinary real line (−∞,∞). We write x < y when xi < yi for
all i. For x < y, the n-box B = [x1, y1]× . . . × [xd, yd] is denoted by [x, y]. The
vertices of an n-box B are the points c = (c1, c2, . . . , cn) where each ci is equal to
either xi or yi. A real function H is a function whose domain, DomH, is a subset
of Rn, and whose range, RanH, is a subset of R. Let B = [x, y] be an n-box all



















Figure 2.1: An illustration of how copulas are used to create multivariate distribu-
tions H(x, y) from variables x and y and their marginal cumulative distributions




where the sum is taken over all vertices c of B, and sgn(c) is given by
sgn(c) =
 1, if ci = xi for an even number of i′s.−1, if ci = xi for an odd number of i′s. (2.11)
A n-copula can now be formally defined as a function C : In → I such that:
1. For all u ∈ In, C(u) = 0 if at least one coordinate of u is 0, and C(u) = ui,
if all coordinates of u are 1 except ui (uniform marginals);
2. For all x, y ∈ In such that x ≤ y,VC([x, y]) ≥ 0 (n-increasing)
Sklar’s theorem [Sklar, 1959] provides a link between n-copulas and multivariate
distributions.
Sklar’s Theorem:
Let H be a multivariate distribution function with marginals F1, . . . , Fn. Then
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there exists a n-copula C such that for all x ∈ Rn,
H(x1, . . . , xn) = C(F1(x1), . . . , Fn(xn)) (2.12)
If F1, . . . , Fn are all continuous, then C is unique; otherwise C is uniquely defined
on Ran(F1) × . . . × Ran(Fn). Conversely if C is a n-copula and F1, . . . , Fn are
distribution functions, then the function H given by Eqn. 2.12 is a n-dimensional
distribution function with marginals F1, . . . , Fn.
2.8.1 Archimedean Copulas
Archimedean copulas are a special class of copulas. They have been used in a
wide range of applications because of their properties that make them easy to
construct [Nelsen, 2006].
An Archimedean copula C is the solution of the functional equation
ϕ(C(u, v)) = ϕ(u) + ϕ(v) (2.13)
where u and v are marginal distribution functions (u, v) and the generator func-
tion ϕ : I → [0,∞] is a continuous, convex, strictly decreasing function such that
ϕ(1) = 0. An example of an Archimedean copula is the Clayton copula (for an





(tθ − 1) (2.14)
where θ is the dependence parameter and t ∈ I. Kendall’s tau τK is the sample





where c is the number of concordant pairs and d is the number of discordant
pairs. A valuable property of Archimedean copulas is that τK can be expressed
as a function of the generator:
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The dependence parameter θ can be found from the above expression using
Kendall’s tau.
2.8.2 Constructing multivariate Archimedean copulas
A 2-copula cannot simply be used to ‘couple’ another (n−1)-copula with a variate
by setting them as its marginal distributions. For example
Cn(u1, u2, . . . , un) = C(C
n−1(u1, u2, . . . , un−1), un) (2.17)
This technique often fails and is referred to as the compatibility problem [Nelsen,
2006]. The literature does however offer various techniques to create multivariate
distributions from copulas. Some of these techniques are presented below.
Chakak & Koehler [1995] present one of the simplest ways of forming a 3-
copula.









where u, v, w ∈ [0, 1]. Application of Eqn. 2.18 is appealing because of its simple
form and the fact that all the dependence parameters are available from the cor-
responding 2-copulas. However the resulting 3-copula is not uniquely determined



















The conditional mixtures approach was used by Salvadori et al. [2007], Joe
[1997] and De Michele et al. [2007] to combine two 2-copulas to form a 3-copula,
combining FXY and FY Z to obtain FXY Z . In this case the three dimensional
distribution can be obtained from the conditional distributions by
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F(X|Y )(x|t), F(Z|Y )(z|t)
)
FY (dt) (2.20)
where F(X|Y ) ,F(Z|Y ) are the conditional distributions and can be found from the
fitted two copulas
F(X|Y )(x|y) = P (X ≤ x|Y = y) = Q(FX(x), FY (y)) (2.21)
where Q(a, b) = ∂bCXY (a, b) = ∂CXY (a, b)/∂b.
A similar expression exists for F(Z|Y ). Note that CXZ is basically a measure of
conditional dependence between X and Z, given the behaviour of Y . Generally
an analytic solution of the integrals cannot be found and a numerical method has
to be employed.
Other methods considered have mainly been used in financial modelling. They
are the fully nested and partially nested methods suggested in Joe [1997] and
presented by Savu & Trede [2006] as a joint distribution of asset returns. The
method was also applied by Grimaldi & Serinaldi [2006], Nelsen [2006], Whelan
[2004] and Embrechts et al. [2001]. The term used is ‘hierarchical Archimedean
copulas’ which is a copula that joins two or more bivariate or higher order copulas
by another Archimedean copula. The construction of a multi-level hierarchical
Archimedean copula is conceptually simple but computationally and notationally
challenging [Savu & Trede, 2006]. To make the notation slightly less confusing
the operation “ ◦ ” is used to indicate the composition of functions such that
ϕn−1 ◦ ϕ−1n−2 (y) = ϕn−1(ϕ−1n−2 (y)). The n-dimensional copula for the fully nested
case requires (n− 1) generators, ϕ1, . . . ., ϕ1−n,






. . . (ϕ2 ◦ ϕ−11 [ϕ1(u1) + ϕ1(u2)] (2.22)
+ ϕ2(u3)) + . . .+ ϕn−1(un−1)] + ϕn−1(un))
The partially nested method is more flexible than the fully nested [Savu & Trede,




C(u1, . . . , u4) =ϕ
−1 (ϕ ◦ ϕ−112 [ϕ12(u1) + ϕ12(u2)] +
ϕ ◦ ϕ−134 [ϕ34(u3) + ϕ34(u4)]
)
(2.23)
with three generators ϕ, ϕ12 and ϕ34. The conditions required for nesting are
satisfied if θ < θ12 and θ < θ34 [Grimaldi & Serinaldi, 2006; Hofert, 2008, 2011;
Savu & Trede, 2006]. Only the random variates U1 and U2 along with U3 and U4
are exchangeable. The major modelling limitation is that the joint distribution
of (U1, U3) is equal to the joint distributions of (U2, U3), (U1, U4) and (U2, U4).
This is not general enough for modelling a sea state and needs to be considered
if the method is used for that application. The fully nested method provides a
better model in this regard as in the n = 4 dimension, only (U4, U1), (U4, U2)
and (U4, U3) will have the same joint distribution. Generally there are n(n−1)/2
(the number of bivariate marginals) ways to couple n variables and since there
are only n − 1 generators only part of all possible mutual dependences will be
uniquely modeled.
The partially nested method has the benefit of producing a 4-copula from only
two 2-copulas but is unable to produce a 3-copula. Three 2-copulas are required
to create a 3-copula via the conditional mixtures approach (Eqn. 2.20) and by the
Chakak & Koehler [1995] method (Eqn. 2.18). Equation 2.20 is likely to provide
the most complete model as it allows all the dependencies to be modelled by
different copulas.
2.8.3 Simulation
The aim of a simulation is to generate a vector (U1, . . . , Un) whose variables are
interdependent and lie in the interval [0, 1]. Let their joint distribution be a
copula C = C(u1, . . . , un). A sample from C can be simulated by the conditional
inversion method [De Michele et al., 2007; Nelsen, 2006; Savu & Trede, 2006,
2010]. In general a sample un can be simulated from Un based on the conditional
law of Un given the values U1, . . . , Un−1.
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Cn(un|u1, . . . , un−1) = P (Un ≤ un|U1 = u1 . . . , Un−1 = un−1)
=
∂u1,...,un−1C(u1, . . . , un, 1, . . . , 1)
∂u1,...,un−1C(u1, . . . , un−1, 1, . . . , 1)
(2.24)
for n = 2, . . . , d. The conditional law Cn can then be used in the following
algorithm to generate un:
1. Simulate d independent random variables t1, . . . , td on I.
2. Set t1 = u1
3. For n = 2, . . . , d, evaluate the inverse of the conditional distribution func-
tion to generate un = C
−1
n (tn|u1, . . . , un−1)
Evaluation of the inverse conditional distribution becomes increasingly com-
plicated as more variates are included in the model and can usually only be solved
numerically. Other simulation algorithms have been proposed and examples of
these can be found in Chebana & Ouarda [2011], Chakak & Koehler [1995], Whe-
lan [2004] and Embrechts et al. [2001].
2.8.4 Multivariate return periods
A return period or average recurrence interval TR is the average time (usually
expressed in years) between the realisations of two successive events. It is common
practice to use return periods to define a design event. Goda [2008] and Salvadori





where µ is the average interval between events and p is the probability of non-
exceedance. A multivariate return period can be described in numerous ways
depending on the required combination of probabilities. Salvadori [2004] details
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the probabilities of possible variate combinations in the bivariate case. The prob-
ability of u or v being exceeded can be expressed as
ρǔ,v = 1− C(u, v) (2.26)
and the probability of u and v being exceeded simultaneously can be expressed
as
ρû,v = Ĉ(1− u, 1− v), (2.27)
where Ĉ(u, v) is the survival copula defined by Salvadori [2004] and Nelsen [2006]
as
Ĉ(u, v) = u+ v − 1 + C(1− u, 1− v). (2.28)
Substituting these probabilities into the denominator of Eqn. 2.25 will produce
the associated return period.
A multivariate return period is inherently ambiguous because different combi-
nations of probabilities may produce the same return period. These events that
have an equal probability of occurence are called iso-hyper-surfaces or critical
layers LFq for a critical level q. Salvadori et al. [2011] expressed a critical layer as
LFq =
{
xd : F (x) = q
}
, (2.29)
where F is a d-dimensional distribution F = C(F1, ..., Fd) and q ∈ (0,1). This
definition provides 3 probability regions:
1. the sub-critical region R<q which encompasses all the points that are less
than the critical layer LFq ;
2. the critical layer LFq where the points equal the constant value q;
3. and the super-critical R>q region which encompasses all the points that
exceed LFq .
Salvadori et al. [2011] propose using the Kendall’s distribution function KC [Gen-
est et al., 2001] to define multivariate return periods. KC(q) is a measure of the
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probability of a multivariate copula C being less than or equal to a critical level






1(C(ui) ≤ q). (2.30)





where µ is defined in Eqn. 2.25. Although work has been performed on multi-
variate return periods and multivariate quantiles, it has been limited to bivariate
return periods [Chebana & Ouarda, 2011; Belzunce et al., 2007]. Only Salvadori
et al. [2011] provide a detailed methodology for describing higher order return
periods. Expressing multivariate return periods in terms of KC is currently the
best technique.
2.9 Numerical modelling
Numerical modelling is an integral part of all engineering. Modelling of coastal
processes can be divided into 4 parts: waves, flow, morphology and water quality.
In this thesis we are essentially interested in morphology driven by flow which
is governed by waves (including tide). Morphology is linked to long-shore or
cross-shore sediment movements. Since erosion due to storms is dominated by
cross-shore processes we limit the review to cross-shore models.
2.9.1 Spectral wave models
There are numerous spectral wave models. Arguably the most popular are SWAN
(Simulating WAves Nearshore) [Booij et al., 1999] and Mike 21 [DHI, 2005].
Strauss et al. [2007] showed that both models produced similar results. Generally
the SWAN model is preferred as the model and source code are freely available.
SWAN solves the spectral action balance equation. The spectral action bal-
ance equation encompasses the effects of spatial propagation, refraction, shoaling,
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generation, dissipation and nonlinear wave-wave interactions [The SWAN Team,
2008]. Offshore boundary conditions for the SWAN model are usually produced
by the Wavewatch III model [Tolman, 2009].
2.9.2 Cross-shore beach response models
There are numerous numerical models available for estimating cross-shore erosion
[Schoonees & Theron, 1995]. Schoonees & Theron [1995] concluded from their
evaluation of 10 cross-shore models that it was not possible to determine which
models are superior. The Bailard model [Bailard, 1981] was determined to be
amongst the models having the best theoretical basis as well as being substantially
validated. The other two models that have received extensive validation are the
Kriebel and Dean Time Convolution model [Kriebel & Dean, 1993] and SBEACH
[Larson et al., 1990].
Although SBEACH has been found to under estimate erosion [Seymour et al.,
2005; Zheng & Dean, 1997], it generally provides reasonable predictions [Schoonees
& Theron, 1995; Zheng & Dean, 1997].
The Convolution model was not intended to accurately reproduce erosion
processes but provide a fast and easy estimate of profile retreat [Kriebel & Dean,
1993]. It has recently been applied by Callaghan et al. [2008].
Schoonees & Theron [1995] evaluation did not include the relatively new
XBEACH model. XBEACH is a public-domain model which is still under devel-
opment. Although XBEACH has not been verified to the extent of the SBEACH
and the Convolution model it has been used in numerous recent studies that
have shown it’s results to be satisfactory (examples include Hartanto et al. [2011];
Roelvink et al. [2009]). The Bruun Rule [Bruun, 1962] is also a cross-shore model
and provides a simple relationship between sea level rise and profile retreat. The





There are numerous shoreline defences that have been implemented throughout
the world. There has been a global trend away from “hard” defences or those
defences that interrupt the dynamics of a coastline and are unsustainable. Exam-
ples of “hard” defences are: groynes; rock revetments and sea walls. This review
is limited to defences that the author deems the most sustainable. Namely: Beach
nourishment and geotextile sand filled containers (GSCs). Natural defences such
as vegetated dune systems are also precluded from the review.
2.10.1 Beach nourishment
Beach nourishment is the supply of sand to beaches usually from offshore dredging
and is an environmentally preferred method of shore protection [Belkessa et al.,
2008]. This technique is used worldwide usually in combination with a shoreline
stabilisation technique. Europe and the United States of America have adopted
beach nourishment as central to their soft engineering strategy [Hamm et al.,
2002; Hanson et al., 2002; Dean, 2003]. The additional sediment on the beach
essentially shifts the wave run-up further away from inland infrastructure creating
a buffer.
To protect dunes from erosion the dry beach has to be flat and wide enough
to approximate to the Bruun-type equilibrium profile at the raised water level
[Dette & Raudkivi, 2002]. This is usually ensured by numerical modelling or
historical beach profiles.
2.10.2 Geotextile sand filled containers
The use of GSCs was initiated in the USA, the Netherlands and in Germany more
than 50 years ago [Saathoff et al., 2007]. The application of GSCs can be divided
into the following 3 broad categories: (1) Geotextile sand bags; (2) geotextile
tubes and (3) geotextile wraps.
GSCs are often spoken of as a soft engineering solution. This is not entirely
correct because a soft solution is one that does not impede the natural morphology
of the coast. The GSCs prevent erosion and so can develop a static shoreline.
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They are considered a soft solution because if an unforeseen environmental impact
ensues they can easily be sliced open and removed spilling sand back onto the
beach.
Allan & Komar [2002] observed the effectiveness of an artificial dune for shore
protection by surveying a dune constructed with sand-filled geotextile bags cov-
ered by loose sand and dune vegetation from 1999 to 2002. They reported that the
dune survived fairly extreme conditions which included overtopping, but noted
that it remained to be seen if it would cope with the expected more severe storms.
GSC revetments at Jumaira Beach, Dubai, UAE had similar success [Saathoff
et al., 2007]. Heerten et al. [2008] found that securing the bags to each other
with a Velcro strip significantly increased their stability and verified this stating
that Oumeraci et al. [2003] claimed similar results.
Heerten et al. [2008] reported extensive research into the effectiveness of GSCs
for mitigating coastal erosion. They described the successful use of GSCs on the
island Sylt in Germany where geotextile cushions were covered with sand and sand
trap fences. Although the GSCs was exposed after a large storm they prevented
the high tide levels (2.5 m above normal) and large waves (exceeding 5 m) from
eroding the dune.
Hornsey et al. [2011] and Restall et al. [2002] described the successes of GSC
revetments at Stockton and Maroochydore beaches in Australia where they have
been in place since 1996 and 2001 respectively.
Recio & Oumeraci [2008] also did extensive research on geotextile bags. Through
rigorous model testing they were able to consider all the forces acting on the con-
tainers as well as the effects of container deformation. The impact of wave action
and submergence causes sand to be moved inside the bag from the back to the
exposed face. This movement has two negative effects. It decreases the contact
area between bags thus reducing the friction forces and it increase the surface
area in the front of the bag making it more susceptible to drag forces. Heerten
et al. [2008] noted in their model testing that bags constituting the crest failed
before those making up the slope. They found that the crest had an obvious
dependence on the freeboard and so developed two separate stability formulae.
The advantages of geotextile sand bags include being cost effective and easily
transported, which makes them ideal for emergency work. Their major disadvan-
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tage is also one of its desirable attributes. The material can be easily cut and
removed if it is required but at the same time permanent containers are suscepti-
ble to vandalism. This issue has been combatted by a composite vandal-deterrent
geotextile which traps 3 kg of sand per square meter within the geotextile. This
significantly increases the resilience and durability of the container [Saathoff et al.,
2007].
Geotextile tubes are several meters in length with a diameter exceeding 1 m.
They have been particularly successful in the construction of artificial reefs as
well as in other applications [Alvarez et al., 2007; Cantr et al., 2002; Shin & Oh,
2007].
A geotextile wrap is essentially a geotextile blanket that is covered with sand
and wrapped back onto itself creating insitu sand tubes. The geotextile wrap is
usually only considered as an alternative to sand bags and tubes when there are
cost and access restriction for construction machinery. Wraps have been shown
to be a realiable alternative to geotextile sand bag defences [Yasuhara & Recio-
Molina , 2007].
2.11 Literature review conclusion
Climate change and variability, be it anthropogenic or natural, is becoming an
increasing concern as people and nations begin to realise that these trends have
far reaching effects on our everyday lives. Sea level rise and shifts in global wave
climates are trends that have been associated with climate change.
There is general consensus within the greater scientific community that sea
levels are currently rising and weather conditions are changing. Both of which,
have a significant influence on wave behaviour. A higher sea level means waves
can penetrate further inland with higher energy capable of increased erosion. The
change in weather conditions is characterised by an increased frequency of high
magnitude events with associated high waves and storm surge. Although no firm
conclusions can be drawn from the literature about the changes in the intensity
of storms there is enough evidence to conclude that the increase in sea level and
an altered wave climate will impact internationally on coastlines and mitigating
measures are required.
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There is a need to estimate and minimise the risks associated with coastlines.
Singular spectrum analysis provides a means of identifying trends and periodicity
within wave and water level time series. The use of copula based statistical
models is an appropriate risk management and design tool for coastal engineering.
They allow more flexibility in statistical modelling than the common bivariate
distributions like the Gumbel logistic model. Archimedean copulas are a class of
copulas that can be expressed in terms of a generating function and Kendall’s tau.
Kendall’s tau is a non-parametric correlation easily determined from empirical
data. Multivariate copulas can be created to model various wave parameters and
to define multivariate return periods. However, the construction of multivariate
copulas is complicated and the legitimacy of these functions is still debated.
Regardless, the literature presents various methods for constructing multivariate
copulas, the easiest of which, in the author’s opinion, is the partially nested
method.
Once trends in waves and water levels have been identified using singular spec-
trum analysis and statistically modelled the implications of these trends need to
be quantified. Numerical modelling is widely used to investigate coastal pro-
cesses. The open source SWAN model is probably the most commonly used and
extensively verified spectral wave model. There are also numerous cross-shore
models available, some of which are too theoretically simple to provide confident
estimates, while others require commercial licences. XBEACH is a promising
model as it is technically appropriate and freely available.
Shoreline protection is inevitable as the value of certain land exceeds the cost
of defence. In the face of climate change there has been an increased realisation
that the dynamic natural environment needs to be preserved and so there has been
a definite shift away from hard engineering options to soft options. Undeveloped
land should be protected from future development through good management
techniques that consider the effects of global sea level rise. Developed land is
preferably protected by the often cost effective beach nourishment with GSCs
providing a favourable transition between hard and soft engineering options.
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Chapter 3
The wave climate on the
KwaZulu-Natal coast
This chapter is based on a paper published in the Journal of the South African
Institution of Civil Engineering, 54 (2), 45 – 54, 2012.
Abstract
The east coast of South Africa has been the subject of numerous coastal devel-
opments over recent years. The design of such developments requires a thorough
analysis of the local wave climate. Richards Bay and Durban’s Waverider data
are two relatively long east coast data sets (18 years). These data sets have
not been formally reviewed since Rossouw [1984] analysed existing wave data for
South African and Namibian coastal waters. This paper aims to provide a formal
analysis of the east coast wave data.
Seasonal exceedance probability plots, wave roses and typical wave param-
eter statistics are presented. Return periods for extreme waves are estimated
from the generalised extreme value distribution and the associated limitations
are discussed.
The average peak period on the east coast of South Africa is 10.0 seconds,
50
3.1. INTRODUCTION
the average significant wave height is 1.65 m and the mean wave direction is
130 degrees. Autumn has the most frequent and the largest wave events while
summer is the only season unlikely to produce either large or frequent events.
The recurrence interval of the largest recorded significant wave height (8.5 m)
was determined to be between 32 and 61 years.
3.1 Introduction
The estimation of statistical return periods (average recurrence interval) of storm
events is imperative for coastal managers and design engineers. An average re-
currence interval TR is the average time (usually expressed in years) between
the realisations of two successive events. If the risk of engineering failure due
to an event of a specified recurrence interval is not acceptable then it should be
redesigned or relocated accordingly. In light of recent developments, from prom-
enade and harbour upgrades to a prospective port and small craft harbour being
undertaken in vulnerable coastal zones, the accurate estimation of design waves
of specified return periods has become increasingly important.
The KwaZulu-Natal coastline on the east coast of South Africa (Fig. 3.1) ex-
perienced its largest recorded wave event in March 2007. The storm coincided
with the March equinox (highest astronomical tide of the year) and had devastat-
ing effects on the shoreline. Considering coincidence of tide and significant wave
height, Theron & Rossouw [2008] (cited by Wright [2009] and Smith et al. [2010])
referred to the event as having a 500 year recurrence interval. Phelp et al. [2009]
found the recurrence interval of the significant wave height to be between 34 and
85 years, but noting that a 35 year occurrence was more likely. CSIR [2008] esti-
mated the significant wave height return period of the storm to be 10 to 35 years,
but noted that it was probably closer to a 10 year return period. Apart from the
500 year recurrence interval that considers the coincidence of the tide and storm,
the analysis of the significant wave height return period therefore ranges from 10
to 85 years. This wide range further highlights the need for additional research
on the characteristics of design waves for the east coast of South Africa.
Once a coastal project has been designed in consideration of a specific return
period, the construction or operation of the project becomes the point of focus.
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Construction and operation of a development often depends on the exceedance
statistics of a given wave parameter (see Sect. 3.2). Exceedance graphs are a
tool used to identify the percentage of time parameters will be exceeded. Ex-
ceedance statistics are not very useful to the design engineer as the probability of
exceedance does not preclude dependent or related recordings of the same event.
Therefore this does not yield a recurrence interval estimate of independent storm
events. Exceedance graphs are however of value during coastal construction work
as a management tool. It allows the contractor, resident engineer or project man-
ager to estimate how often work will be disrupted. For example if a specific height
of a cofferdam is installed, exceedance statistics may be used to determine the
probable number of days that the temporary works will be overtopped.
The wave climate on the east coast of South Africa has not been formally
reviewed since Rossouw [1984] analysed existing wave data for South African and
Namibian coastal waters. Rossouw [1984] concluded that only the Waverider
data (refer Sect. 3.2) is reliable enough to consider for design purposes. The
relatively long records of data (18 years) making up the current east coast record
are from Durban and Richards Bay. Rossouw’s analysis was of a time when no
wave recording buoys were operational in Durban. Durban’s reliable data has
been analysed by various South African consultants and researchers (examples
include van der Borch van Verwolde [2004] and Rossouw [2001]).
From a coastal design point of view it was felt that there was a need to
identify what data was available for design applications and how representative
it was since Durban’s record was made up of three different instruments at three
different locations. Fortunately Richards Bay has a continuous wave data set
from its Waverider buoy that could be used to verify the results.
Storm waves are generated off the KwaZulu-Natal coast by tropical cyclones,
cold fronts or cut-off lows. Cold fronts move from west to east and generally
exist closer to the coast than cut-off lows and cyclones. Cold fronts occur more
regularly than the other forcings and produce relatively smaller wave heights and
wave periods with southerly direction. Tropical cyclones are rarely responsible
for extreme waves in Durban and between 1962 and 2005 only seven cyclones
affected the eastern parts of South Africa [Kruger et al., 2010]. Generally tropical
cyclones produce north easterly swell. Cut-off lows have been associated with the
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largest wave events on the KwaZulu-Natal coast (March 2007). They form further
offshore than cold fronts and are generally associated with large south easterly
waves with long wave periods. For a detailed description of South African weather
conditions the reader is referred to Hunter [1987], Preston-Whyte & Tyson [1993]
and Taljaard [1995].
This paper aims (1) to determine the reliability of the Durban and Richards
Bay Waverider data and to use it to establish return periods of wave heights for
the east coast of South Africa; (2) to present exceedance statistics of wave heights
and peak period and to provide other typical wave statistics; (3) to analyse wave
height return periods by different methods to illustrate the uncertainties and risks
of basing designs on a short wave record.
The methods of analysis as well as definitions of the wave parameters consid-
ered are described under Sect. 3.2 We then present the exceedance statistics and
other typical wave parameter statistics with seasonal variations. A discussion of
multivariate return periods is given prior to summarising the conclusions.
3.2 Methods
The first phase of the analysis was verifying the validity of the available data.
Analysis of the wave climate could then be performed with respect to seasonal
distributions; exceedance graphs; typical statistics; and a univariate statistical
analysis of extreme wave heights.
The wave parameters analysed included the significant wave height, Hs, which,
in deep water, is equal to 4
√
m0 where m0 is the area under the wave spectrum;
the maximum wave height, Hmax, is the largest wave recorded in a recording
period; the peak period, Tp, is the period at which the maximum energy density
occurs and is the inverse of the peak energy frequency fp, Tp = 1/fp; and the
wave direction is the mean wave direction from its genesis measured from true
north. Hs should be used to model coastal processes and shoreline response
while Hmax is more appropriate to calculate wave loading on structures. Tp is
used to define the surf similarity parameter and is consequentially used to quan-
tify wave runup, scour and forces on structures (the larger the period the larger
the wave runup and forces on structures), an increase in period has also been
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shown to increase erosion [van Gent et al., 2008; van Thiel de Vries et al., 2008].
3.2.1 Validity of the wave data
Durban’s 18 years of wave records are a combination of three different wave
recording instruments at three different locations (Table 3.1), two Waverider
buoys and an acoustic doppler current profiler (ADCP). Waverider is the trade
name of Datawell’s wave recording buoy, it is a spherical accelerometer buoy that
calculates wave heights from accelerations. The ADCP is located on the ocean
floor and uses sonar to measure wave heights. The different locations were a
concern because of the shoaling and refraction effects due to the different water
depths. Diedericks [2009] found that the Richards Bay data has a good corre-
lation with Durban’s data. Diedericks [2009] findings were verified by finding a
Pearson correlation coefficient and a ratio between the Durban Waverider buoy
and the Richards Bay Waverider buoy and between the Durban ADCP and the
Richards Bay Waverider buoy (Table 3.5).
There was still a concern that the ADCP data was not representative enough
of deepwater wave conditions and so the recorded waves were classified as either
deep water, transitional or shallow water by considering the range of their depth
over wave length ratio (Table 3.2). Newton’s method was used to iteratively solve
for the wave length L using the peak wave period Tp, depth d and gravitational
acceleration g (Eqn. 3.1).





1 +D(coth2x1 − 1)
, (3.1)
where D = 4π2d/gTp2 and x = 2πd/L , is the wave number.
It was decided that since the ADCP did not record the 2007 event, in addition
to being in much shallower water than the other instruments, that this entire data
set would be replaced by the Richards Bay data which had a strong correlation to
the Durban waverider buoys. The Richards Bay data is a continuous set from a
constant location and so it was also analysed to confirm and compare the Durban
results. Unfortunately Richards Bay was not without its limitations and although













































































   

























































Table 3.1: Historical wave recording instruments, their operating periods, water
depth and coordinates
Instrument Date
Depth Coordinates Missing data
(m) (WGS 84) (%)
Durban Waverider 1992-2001 42 -29.99 S; 31.00 E 18
Durban ADCP 2002-2006 15 -29.86 S; 31.07 E 13
Durban Waverider 2007-2009 30 -29.88 S; 31.07 E 26
Richards Bay Waverider 1992-2009 22 -29.00 S; 32.50 E 14
Table 3.2: Classification of water waves by the ratio of water depth d to the wave
length L (Adapted from USACE [2006])
Classification d/L (m/m)
Deep water 1/2 to ∞
Transitional 1/20 to 1/2
Shallow water 0 to 1/20
These events had to be incorporated into the Richards Bay data from the Durban
records. Richards Bay is approximately 155 km away from Durban. If we apply
linear wave theory and assume deep water waves with a wave period of 10 seconds
the wave celerity would be 15.5 m/s. This means that if waves are formed south
of Durban they can take as long as 3 hours to reach Richards Bay and vice versa.
Similarly for large wave periods this time can be as short as an hour. Since the
data sets are in three hour intervals there is no reason to apply a shift to the sets.
3.2.2 Seasonal distribution of wave parameters
Each data set was analysed independently to establish if there were any inconsis-
tencies or biases. The sets were analysed annually and seasonally. The months
were divided into seasons using the meteorological convention as defined in Ta-
ble 3.3.
All the recordings were counted and used to determine what percentage of
a specific season and year made up a data set. The data sets were made up of
3 hourly readings, meaning that a season may contribute a larger percentage to
the data set in terms of data points but be missing a significant amount of days
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Table 3.3: Seasonal definition of months
Seasonal Months
Summer 12 – 2
Autumn 3 – 5
Winter 6 – 8
Spring 9 – 11
of data. This problem was resolved by calculating a percentage of days missing.
The percentage of data and the percentage of days missing showed which seasons
or years had the potential to skew results or create bias and identified which
periods needed to be supplemented by the other data set. A few days of missing
data was deemed to be insignificant, if not during a storm event, but months to
years of missing data was supplemented.
Average direction was only available from the Durban ADCP (2002 - 2006)
and the Durban Waverider (2007 - 2009), making Hmax, Hs and Tp the only
parameters analysed for the full 18 years of data. The Richards Bay data had
wave directions from 1997 to 2009 and only differed from the Durban data as a
result of different local wind conditions.
3.2.3 Exceedance graphs
Supplementing Durban’s data with Richards Bay’s data created an 18 year data
set for Durban. Exceedance graphs were created for Hs, Hmax and Tp for each
of the four seasons. The exceedance graphs provided an initial idea of event
occurrences and allowed an Hs value to be selected for the peak over threshold
method.
The exceedance graphs were created by binning the parameter in question
and then calculating the frequency of occurrence per bin. The frequencies were
then used to find the frequency of events that exceeded each bin. The exceedance
frequencies were then divided by the total number of data points and expressed
as a percentage exceedance. The parameters were plotted against the percentage
on a log scale to produce the exceedance graphs. A best fit line was then used to
interpret the percentage of time a given wave height is equalled or exceeded.
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3.2.4 Wave climate variation and typical statistics
The following parameters were extracted from the data set annually and season-
ally: The maximum Hmax, Hs, Tp, and the average Tp, Hs and wave direction.
Comparing the parameters seasonally illustrated the degree of seasonal variation.
The mean wave direction was calculated as well as the significant wave height
weighted average direction. The results differed negligibly and so only the weighted
average directions are presented.
Since minor events had the potential of dampening major events in specific
seasons, the analysis of the Hs data was also done by only considering events
exceeding 3.5 m wave heights.
3.2.5 Univariate statistical analysis of extreme waves
The average recurrence interval or return period of independent wave events can
be estimated by fitting a theoretical probability distribution to the data and using
it to extrapolate to the event of interest. There are many available probability dis-
tributions and the use of an appropriate one is important to accurately model the
data and to realistically estimate the probability of rare events by extrapolation.
The literature identifies commonly used distributions but does not state which
is preferred or superior. USACE [1985, 2006] recommends the guidelines of Isaac-
son & MacKenzie [1981] while providing guidelines for the Extremal Type I
(Fisher Tippett I) distribution and also recommends Fisher Tippett II. Isaacson
& MacKenzie [1981] provide guidelines for the Lognormal, Extremal Type I and
II and the Weibull distribution. Chadwick et al. [2004] noted that the Depart-
ment of Energy recommends using the Gumbel, Fisher Tippett I or the Extremal
value type I distribution. Goda [2008] provides guidelines for the use of the
Fisher-Tippett I, Fisher-Tippett II, Weibull and Lognormal distributions. The
Generalised Extreme Value distribution (GEV) encompasses the Fisher-Tippet
distributions and the Extreme Value distribution is equivalent to the Gumbel
distribution. The GEV distribution has been used extensively for extreme value
analysis of hydrological events and specifically for wave heights by Guedes Soares
& Scotto [2004] and Chini et al. [2010] while the Generalised Pareto (GP) distri-
bution has been used by Callaghan et al. [2008] and Hawkes et al. [2002]. Rug-
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giero et al. [2010] considered both the GP and GEV distributions. Considering
the above sources the: Weibull, Lognormal, Generalised Pareto, Extreme Value
and the Generalised Extreme Value distributions were used in the analysis.
Weibull y = k−kxk−1e−(
x
σ
)k :0 ≤ x <∞














2σ2 :0 < x < inf






















for k > 0
θ < x < −σ/k,
for k < 0
where µ is the location parameter, σ is the scale parameter, k is the shape pa-
rameter.
There are numerous fitting methods available but probably the most popular
is the maximum likelihood. The method maximises the probability of observing
the data set that has been observed in the sample. This intuitive statement has
led to the method being referred to as the most popular and best technique for
deriving estimators [Casella & Berger, 1990; Montgomery & Runger, 2003]. The
maximum likelihood method is popular with statisticians as its characteristics
can be examined mathematically [Goda, 2008]. It shows a small amount of neg-
ative bias but seems to have the smallest degree of deviation [Goda, 2008]. The
method requires lengthy iterative manipulation [Isaacson & MacKenzie, 1981],
an issue that has largely been removed with modern computing capabilities. The
maximum likelihood method is therefore used in this study. The Akaike infor-




AIC = 2k − 2 ln(L) (3.2)
where k is the number of parameters in the probability distribution and L is the
maximised value of the likelihood function for the estimated parameters.
The length of the wave data record was only 18 years and so it was decided to
statistically analyse the Hmax and Hs wave heights with both the annual maxima
method and peak over threshold method (POT). The peak over threshold method
was only applied to the Hs data for a threshold of 3.5 m. A 3.5 m wave height
was used because experience has shown that a wave height exceeding 3.5 m is
associated with erosion. When performing the POT method it is imperative that
only independent events are considered. To ensure this, data was divided into
events using the following definition: a storm event commences when Hs exceeds
3.5 m and ends when Hs falls below 3.5 m and remains below for approximately
one month, based on the decay time of the autocorrelation. The Richards Bay
data was similarly analysed.
The 95 % confidence intervals were found for the return periods using boot-
strapping. Bootstrapping is a resampling technique with replacement. The boot-
strapped samples were used to calculate the critical t statistic which was in turn
used to bound the estimated return intervals. For a given value µ of a sample
there is a probability (1−α) of selecting a sample for which the confidence inter-
val will contain the true value of µ. The 100(1 − α) percent confidence interval








where x is the mean of the bootstrapped sample, s is the standard deviation, n is
the number of samples and tα/2,n−1 is the upper 100α/2 percentage point of the




The Richards Bay data is shown to be a representative measure of the Dur-
ban wave conditions. The two data sets are used in conjunction to establish
exceedance probabilities, typical wave parameter statistics, seasonal trends and
average recurrence intervals of wave heights along the east coast of South Africa.
3.3.1 Wave data validity
The wave data showed that the Richards Bay data was an acceptable supplement
to the Durban Waverider data. The waves recorded from all the recording instru-
ments were largely transition water waves (Table 3.4). The Durban Waveriders,
being in deeper water, recorded the most deep water waves and although the
Richards Bay Waverider data consisted of only 2 % deep water waves, it was still
ten times larger than the ADCP, making Richards Bay’s recorded waves more
similar to that of the Durban Waveriders than the ADCP.
Richards Bay’s Waverider showed a stronger correlation between the Durban
Waverider than the ADCP (Table 3.5). When comparing the average ratios of
significant wave height the Richards Bay data showed a 1.08 ratio with Durban’s
Waverider data while only a 0.85 with the ADCP data.
The final justification in replacing the ADCP data is shown in Fig. 3.2 and
3.3. These time series plots of the largest wave events (overlapping the data
sets) illustrate that the Richards Bay data is more representative of the Durban
Waverider than the Durban ADCP. Figure 3.4 shows a comparison of the wave
roses for the entire data sets of the Durban Waverider (2007 - 2009), the Durban
ADCP (2002 - 2006) and the Richards Bay Waverider (1997 - 2009). The Durban
and Richards Bay Waveriders show a similar southerly distribution reaffirming
the strong representation of one another. The Durban ADCP has a dominant
easterly component and is essentially the result of refraction occurring at the
ADCP’s shallow depth.
Consequently the Richards Bay data was substituted in for the ADCP data
and used to supplement other missing data points and a complete 18 year data
set was attained.
The Richards Bay data on the other hand was a continuous set from the same
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Figure 3.2: Comparison of Richards Bay’s Waverider (×) and Durban’s Waverider
(•) during May 1998
location, having wave direction recordings from 1997. The Richards Bay data did
contain minor gaps and Durban’s data was used to supplement two missing wave
events. The Richards Bay data was analysed to compare and verify the results
of the Durban data.
3.3.2 Exceedance probabilities and wave roses
As previously mentioned exceedance graphs are not useful in a design application
but are valuable in project planning.
The exceedance graphs are shown seasonally. Fig. 3.5 shows an exceedance
graph of significant wave height (Hs) and Fig. 3.6 shows an exceedance graph of
maximum wave height (Hmax). Wave direction barely shows a seasonal variation
and it is presented as wave roses in Fig. 3.8.
Fig. 3.5 and 3.6 show that autumn experiences the largest waves followed by
winter and spring and then summer. Autumn with regards to wave height ex-
ceedance (Hs and Hmax) is the only season that shows a significant statistical
difference from the other seasons at a 95 % confidence limit. Based on the avail-
able data, wave heights will exceed the 2007 event (Hs = 8.5 m, Hmax = 12.4 m)































































































































































































































































































































































































































Figure 3.3: Comparison of Richards Bay’s Waverider (×) and Durban’s ADCP
(•) during July 2002
Table 3.6: Intercepts and slopes of significant wave height exceedance regression
lines for summer, autumn, winter and spring and their associated R2 values. The
bracketed values show the 95 % confidence intervals
Season Intercept Slope R2
Summer 1.21 (1.01; 1.42) -0.37 (-0.41; -0.33) 0.99
Autumn 0.82 (0.54; 1.09) -0.68 (-0.73; -0.64) 0.99
Winter 1.25 (1.04; 1.46) -0.45 (-0.49; -0.41) 0.99
Spring 1.24 (1.01; 1,46) -0.45 (-0.50; -0.41) 0.99
is 0.0015 % of the time and the Hmax exceedance is 0.005 %. The event was
evidently rare relative to the data set. Table 3.6 and 3.7 define the regression
lines for Hs and Hmax respectively.
Fig. 3.7 and Table 3.8 show that the peak period does not exhibit a statistically
significant seasonal variation. The important result is that 90 % of the peak
periods fall between 10 and 20 seconds.
Fig. 3.8 shows the seasonal wave direction roses for summer, autumn, win-
ter and spring. The dominant wave angle is approximately south east and is






















































































































Figure 3.5: Significant wave height (Hs) percentage exceedance for summer (),




















Figure 3.6: Maximum wave height (Hmax) percentage exceedance for summer

















Figure 3.7: Peak period (Tp) percentage exceedance for summer (), autumn
































         
   
   
   
   







   
   
   
   
   
   




   






               
   
   
   





   
   
   
   
   
   
   
   
   
   
 
   
   





   
   
   
   
























































































































































































































Table 3.7: Intercepts and slopes of maximum wave height exceedance regression
lines for summer, autumn, winter and spring and their associated R2 values. The
bracketed values show the 95 % confidence intervals
Season Intercept Slope R2
Summer 2.0 (1.6; 2.3) -0.66 (-0.73; -0.60) 0.99
Autumn 1.8 (1.5; 2.1) -1.0 (-1.1; -0.98) 1.0
Winter 2.0 (1.7; 2.4) -0.80 (-0.87; -0.74) 0.99
Spring 2.1 (1.8; 2.4) -0.77 (-0.82; -0.72) 1.0
Table 3.8: Intercepts and slopes of peak period exceedance regression lines for
summer, autumn, winter and spring and their associated R2 values. The brack-
eted values show the 95 % confidence intervals
Season Intercept Slope R2
Summer 9.0 (7.0; 11) -1.7 (-2.2; -1.2) 0.95
Autumn 8.9 (6.9; 11) -2.3 (-2.9; -1.7) 0.96
Winter 9.1 (7.0; 11) -2.6 (-3.3; -1.9) 0.96
Spring 9.3 (7.0; 11) -1.8 (-2.4; -1.2) 0.93
3.3.3 Typical wave parameter statistics
The wave parameters were compared over the entire data set annually and sea-
sonally.
Referring to Fig. 3.9 the highest wave height occurred in 2007. The next high-
est waves were in 2001. The year 2001 also had the highest average wave height,
indicating a particularly rough year in terms of sea conditions. The average Hs
for the entire data set was 1.65 m with an average direction of 130 degrees. The
maximum Tp occurred in 2008.
Figures 3.10 to 3.13 are identical to Fig. 3.9 except they show the seasonal
results as opposed to the entire data set.
Summer’s maximum Hmax occurred in 1999 and summer’s largest Hsmax oc-
curred in 2001. Its largest average Hs occurred in 1997. The average Hs for
summer is 1.58 m, the average peak period is 9.52 s and the average direction is
135 degrees.
Figure 3.11 highlights that the largest Hmax and Hsmax of autumn correspond






















































































































Figure 3.9: Hmax (N), Hsmax (•), average Hs (♦), maximum peak wave period
() and average peak wave period (×) for the entire data set
than in the other years. Autumn of 2001 had the second highest Hsmax and the
third highest Hmax. The average Hs was 1.65 m, the average peak period is 10.4 s
and the mean wave direction was 132 degrees.
Figure 3.12 shows that Hmax, Hsmax and the maximum average Hs of win-
ter all occurred in 2001. This further enforces the expectation of 2001 being a
particularly rough year. The average Hs of winter is 1.64 m, the average peak
period is 10.8 s and the average direction is 124 degrees.
The largest Hmax and Hsmax of spring occurred in 1993, while the largest
average Hs occurred in 1996. The average Hs for spring is 1.72 m, the average
peak period is 9.56 s and the average direction is 129 degrees.
The data illustrates that 2001 had particularly rough sea conditions. It also
demonstrates that in terms of average Hs, Tp and direction there is not much
seasonal variation. The above statistics are those of the combined Durban and
Richards Bay data set.
3.3.4 Seasonal Trends
Seasonal trends, with regards to large wave heights, were identified by consider-
ing only the events that exceeded a significant wave height threshold of 3.5 m.
Table 3.9 shows the seasonal percentage of events, the maximum and minimum




















































































































Figure 3.10: Hmax (N), Hsmax (•), average Hs (♦), maximum peak wave period
















































































































Figure 3.11: Hmax (N), Hsmax (•), average Hs (♦), maximum peak wave period





















































































































Figure 3.12: Hmax (N), Hsmax (•), average Hs (♦), maximum peak wave period



















































































































Figure 3.13: Hmax (N), Hsmax (•), average Hs (♦), maximum peak wave period
() and average peak wave period (×) for spring
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Table 3.9 shows that autumn has the highest frequency of events followed by
spring and winter and then summer. Summer is definitely the calmest season
having the lowest frequency and smallest Hsmax and average Hs. Autumn is the
roughest period of the year having the largest Hsmax, Hsmin and average Hs. It
is important to note that autumn still experienced the highest Hs of 6.3 m when
not considering the 2007 event.
The results show that large events most frequently occur in autumn as well
as the largest events. Winter and spring have very similar events and event
occurrences, while summer appears to be the only season unlikely to produce
either large or frequent events.
3.3.5 Wave height return periods
For the estimation of average recurrence intervals of independent extreme wave
events, Borgman et al. [1977] suggest that a data set should not be extrapolated
to more than 3 times the extent of the data set. The results can also vary
extensively based on the distribution used as well as the data selected from the
data set. These two limitations were considered by using numerous probability
distributions and by applying the annual maxima method as well as the POT
method of sampling. The GEV was determined to be the best fitting probability
density function for all the data sets based on the Akaike information criterion.
Table 3.10 demonstrates the variations in the different methods. The annual
maxima method of both Hs and Hmax have the largest return periods, estimated
for the 2007 event, of 48 and 61 years respectively. The 95 % confidence intervals
are a function of the number of data points. Since the annual maxima method
only uses 18 data points the confidence intervals are relatively large, ranging
between 37 and 60 years for Hs and 49 and 76 for Hmax. It should be noted that
the Hmax values and the Hs values do not always coincide with the same event
evident by the different results.
The POT method uses 53 data points and yields significantly lower return
period estimates and confidence intervals. The Hs POT estimated the event to
have a recurrence interval of 32 years, with a 95 % confidence interval of 28 to 35
years. The estimates using the Richards Bay data were comparable (Table 3.10).
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Figure 3.14: Extreme wave height, Hmax, return periods with a 95 % confidence
interval (- - -) and the 2007 event (•) for the annual maxima method
The variations in the estimates are indicative of the short data set. The
estimates are limited to conclude that the event was between a 32 and 61 year
event. This is similar to the 35 to 85 year return period that was determined by
Phelps et al (2009). It should be noted that similar wave heights were experienced
during Cyclone Imboa in 1984 (prior to the wave record analyzed herein). The
23 year period between these major events suggests that the actual return period
of the 2007 event is at the lower end of the estimated range. Figures 3.14 to 3.16
have been created to allow easy estimation of return periods using any of the two
methods, considering the associated uncertainty demonstrated in Table 3.10.
3.4 Discussion of multivariate return periods
We have demonstrated that the estimation of average recurrence intervals is de-
pendent on the probability distribution used for estimation and the threshold
used to sample wave heights. Apart from the analysis limitations the estima-
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Figure 3.15: Significant wave height, Hs, return periods with a 95 % confidence
interval (- - -) and the 2007 event (•) for the annual maxima method
tion of a univariate return period is not a true estimate of the storm risk. The
2007 event’s wave height occurrence was estimated as a 32 year return period
but its coincidence with the highest astronomical tide (HAT) would make the
combined event far rarer. Considering two independent events the probability of
both events being exceeded is the product of the exceedance probability of each
event. In the case of the 2007 event, coincidence of the HAT (an 18.6 year return
period) and wave height (a 32 year return period) yields an average recurrence
interval of 595 years.
This extreme return period is actually incorrectly defined as it assumes the
HAT is a random process that has equal probability of occurence each year. The
HAT is deterministic and the coincidence of a wave height needs be described by
the probability of a wave height exceedance for that period of heightened water
level. Furthermore the 595 year return period is not a useful measure of risk since
the HAT only exceeds mean high water springs by approximately 30 cm. This
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Figure 3.16: Significant wave height, Hs, return periods with a 95 % confidence
interval (- - -) and the 2007 event (•) for the peak over threshold method. Events
defined by one month below the wave height threshold
demonstrates that the event characteristics should be related to their contribution
to the risk of failure. For example, the same amount of damage may have occurred
at any highest astronomical tide of the year for the given wave heights but would
have resulted in a significantly shorter return period estimate.
The estimation of risk becomes more complicated when events are interdepen-
dent and requires more advanced statistics. The Gumbel mixed model [Yue et al.,
1999]; the Gumbel logistic model [Yue, 2001] and copulas [De Michele et al., 2007]
are examples of multivariate models that may be appropriate for considering event
dependencies in the estimation of return periods. Depending on the requirements
of the risk estimation the multivariate analysis can be extended to include storm
duration, wave direction, peak wave period and any other parameters that may




We have re-analysed 18 years of reliable wave data for the KwaZulu-Natal coast
and provided a timely update to the existing statistics. Typical statistics of
wave parameters are now available without having to re-analyse the integrity
of the data sets. The average peak period of the data set is 10.0 seconds, the
average significant wave height is 1.65 m and the mean wave direction is 130
degrees. Exceedance curves are now available to aid the programming and risk
identification for coastal and marine projects. Autumn has been shown to be
responsible for the most frequent and the largest amplitude wave events while
winter and spring are similar with fewer events than autumn. Summer is the
only season where large events are infrequent.
Five probability distributions have been fitted to the extreme wave events
of which the generalised extreme value distribution best modelled the available
data. Design waves are now available for coastal projects and the return periods
of future events can be quickly estimated. The largest wave event on record
occurred in autumn and had an 8.5m significant wave height, with an estimated
return period between 32 and 61 years. Given past records, which have not been
considered in the analysis, it is most probable that the average recurrence interval
is at the lower end of the range. The Richards Bay return periods were found
to be longer and so it is recommended that the more conservative return periods
calculated for Durban’s data be used in design.
The 32 year estimated return period of the 2007 event would suggest that it
was not as rare as first assumed. This return period highlights the limitations
of risk analysis when only considering a single variable. Coastal storm damage
is caused by a combination of high waves, long duration storms, sea levels, and
possibly other factors. In order to fully assess the risks from the 2007 event,
the probability of the event’s wave heights coinciding with the highest astronom-
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Chapter 4
Shoreline recovery from storms
on the east coast of Southern
Africa
This chapter is based on a paper published in Natural Hazards and Earth System
Sciences, 12, 11 – 22, 2012.
Abstract
Episodic extreme waves due to sea storms can cause severe coastal erosion. The
recovery times of such events are important for the analysis of risk and coastal
vulnerability. The recovery period of a storm damaged coastline represents a time
when the coastline is most vulnerable and nearby infrastructure is at the greatest
risk. We propose that identification of the beach recovery period can be used as
a coastal management tool when determining beach usage.
As a case study, we analyse 37 yr of beach profile data on the east coast of
South Africa. Considering beach length and cross-sectional area, we establish a
global recovery period and rate and identify the physical characteristics of the
coastlines that either accelerate or retard recovery.
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The beaches in the case study were found to take an average of two years to
recover at a rate of approximately 90 m3 m−1 yr−1. Beach profiles with vegetated
dunes recovered faster than urbanized beaches. Perpendicular beach structures
have both positive and negative effects on beach recovery. Coastlines with rock
outcrops in the surf zone tend to recover slowly and long-term sediment loss was
identified in cases where storm damaged beaches have not recovered to pre-erosion
levels.
4.1 Introduction
Erosion of coastlines is an age old problem faced by coastal communities. Dur-
gappa [2008] claimed that sandy shores make up approximately 20 % of the
world’s coastline and of this more than 60 % has experienced severe erosion over
the past few decades. Apart from anthropogenic effects and sea level rise con-
tributing to erosion, various elements of wave climate cause erosion. It is easy
to perceive that a large wave height sustained for a long duration can produce
erosion (e.g,. Callaghan et al., 2009; Kriebel & Dean, 1993). An increase in wave
period has also been shown to increase erosion [van Gent et al., 2008; van Thiel,
2008]. The inter-arrival time of storm events does not necessarily influence the
quantity of sediment removed during a given event. This is because a new equi-
librium profile is established during the initial storm and a subsequent storm of
less or equal wave power will not erode the profile any more. However, the new
equilibrium profile does effect the vulnerability of coastal developments. A storm
event erodes a beach and reduces the natural buffer between the ocean and the
hinterland. It is at this stage that an urbanized coastline is at risk of sustaining
severe damage from a subsequent, possibly less extreme, storm event before it
has fully recovered to its pre-storm level [Forbes et al., 2004].
During these periods of heightened vulnerability, a global estimate of the
recovery time of storm damaged beaches is valuable to coastal managers for es-
timating the probability of storm events falling within the recovery period. The
analysis of inter-arrival times in sea storm applications has been used in risk mod-
elling by De Michele et al. [2007]. Research regarding shoreline erosion is plentiful
[recent examples include Callaghan et al., 2008; Miller & Dean, 2004; van Rijn,
85
4.1. INTRODUCTION
2009], but there is much less on the recovery of beaches to their pre-storm po-
sitions [Morton et al., 1994]. Coastal management is fraught with uncertainty
[Otter & Capobianco, 2000] and social conflicts abound over the use of coastal
resources [Cooper et al., 2008]. Information on beach recovery periods enables
coastal managers to make more informed decisions in planning for coastal haz-
ards and appropriate use of coastal resources. Choowong et al. [2009] found that
the Bang Niang to Khuk Khak coastline of Phang-nga after the 2004 Indian
Ocean Tsunami took two years to recover, similarly Liew et al. [2010] found the
Khao Lak coast took approximately two years to recover. Morton et al. [1995]
found that the Texan coastline requires 4 to 5 yr for volumetric and geomorphic
beach recovery from moderate storm events. The consideration of geomorphic
beach recoveries is thought to make the results of Morton et al. [1995] longer
than Choowong et al. [2009] and Liew et al. [2010] who only considered volumet-
ric recovery. A beach’s recovery is dependent on its sediment supply and the
severity of the erosion event in question [Houser et al., 2008]. The sediment that
is transported offshore by undertow during an erosion event [Gracia et al., 2002]
is slowly worked back onshore under calm conditions [Shepard, 1950]. Depending
on the severity of the event, the sediment may be carried sufficiently far offshore
to prolong or even prevent its return [Forbes et al., 2004]. Location is important
for recovery, not only because of wave shoaling and refraction effects, but also
because of the location of rivers which have been estimated to supply about 80 %
of global beach sediments [GESAMP, 1994].
The KwaZulu-Natal coastline on the east coast of South Africa experienced
its largest recorded wave event in March 2007. The event caused severe coastal
damage. Peoples’ perceptions about the recovery of the beaches vary with many
of them saying the coastline has fully recovered while others say it has not. This
chapter will show how both perceptions may be correct as well as providing an
average recovery period.
This paper reports observations of recovery times and recovery rates for beach
erosion from storm events on the east coast of South Africa. It also explores the
implications of cases where shorelines do not recover to their pre-storm level prior
to subsequent storm events.
The methods used for the case study are described in Sect. 4.2. We then
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present the recovery results of all the identified major erosion events in Sect. 4.3
before focusing on the largest erosion event on record (March 2007). Finally we
summarise the conclusions of the study.
4.2 Methods
4.2.1 Case study site
Durban is a coastal city on the east coast of South Africa (Fig. 4.1). Durban’s
local authority, the eThekwini Municipality, is responsible for almost 100 km of
predominantly sandy coastline. Durban’s struggle to balance the establishment
of a port against beach erosion has resulted in a substantial beach monitoring
and sand bypass scheme [Barnett et al., 1999]. Beach profiles have been recorded
since 1973, but were restricted to the central beaches (Fig. 4.2c). Numerous
profiles have since been included in the monitoring programme, some as recent
as 2007. All the profiles are measured at least every 3 months. Since not all
the profiles had the same record length, it was decided to analyse a period that
contained most of the profiles which conveniently coincided with the first records
from wave recording buoys, 1992 to 2010. The profile lengths and volumes were
also analysed from 1973 to 2010 for those that were available. All profile locations
are shown in Figs. 4.1 and 4.2.
The profiles are recorded relative to chart datum (CD) which is the height of
the lowest astronomical tide. The length and elevation of each profile is measured
from a constant and unique bench mark. Beach profiles are rarely measured below
1 m CD and, therefore, all volumes were calculated above the 1 m CD contour
which is approximately equal to mean sea level (Fig. 4.4). Based on the concept
of an equilibrium profile, an area well below CD would be inappropriate as the
sediment eroded from above CD would be deposited below CD, but above the
closure depth and no net profile erosion would be measured.
The average wave conditions on the east coast of South Africa are a signif-
icant wave height of 1.65 m with an average direction of 121 degrees. These
conditions produce a net littoral drift towards the north of between 300 000 m3

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































E (Walter Gilbert Road)
G (Argyle Road Outfall)













































































































































































































































































































































































































































































































































































































Figure 4.2: Locations of beach profiles and rivers. Coordinate system: Lo 31 –
WGS84. (a) From DN6 to DN13 of Durban North and from NC16 to NC35 of
the North Coast (b) From SB1 to BR13 of the Durban Bluff (c) From A to 23 of





The recovery of both profile volumes and profile lengths were considered. The
pre-erosion values before the event were used to establish an average level. The
profile was only considered to have recovered once it had passed the average level
on at least three consecutive recordings. The difference between the recovery date
and the event date defines the recovery period while the recovery rate is defined
as the volume recovered per unit time during the recovery period. Whence





where Devent denotes the date of the erosion event, Drecovery the recovery date
and Vrecovered the volume recovered. The definitions of recovery period and recov-
ery rate are illustrated in Fig. 4.3. On occasion, the profiles did not recover to the
average – these were noted along with the value that they were able to recover,
then used to estimate a recovery rate. This recovery rate was then used to estab-
lish what the recovery period would have been at that estimated rate. Volumes
were determined from the profile cross-sectional areas and the distances between
the profiles by the end areas method. The profiles are measured at different in-
tervals ranging from 112 m to 1809 m. The profiles with large gaps between them
may not be representative of the actual beach volume changes and so the areas
(or volume per metre) are the preferred analysis quantity. The volume recovery
periods and rates are ultimately the same measure as those of the volume per
metre. The volume results are, therefore, not presented as they can be estimated
by multiplying the length of coastline by the average profile volume per metre.
4.2.2.1 Volume recovery
The profile volume per unit length (Fig. 4.4) was defined as the profile area above
1 m CD. Beach profile volumes were analysed chronologically to determine erosion
events.
Since the recovery period depends on the location of the profile and the sever-























Slope = Recovery Rate
Figure 4.3: Illustration of the recovery period and recovery rate of beach volume.
Figure 4.4: Beach profile area (volume per metre) above 1 m chart datum (CD)
and profile length at the 2 m and 4 m CD contour.
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beach recovery period. Ensemble averaged recovery periods and rates were esti-
mated using three different groupings of data, namely:
• Location grouped volume recovery: The profiles were grouped together into
blocks based on location, especially with regards to rivers. The groups
created were: A – 23 shown in Fig. 4.2c, BR6 – BR10 and SB1 – SB5
indicated in Fig. 4.2b, DN6 – DN13, NC3 – NC10, NC34 – NC40 and
NC41 – NC44 shown in Fig. 4.2a, SC11 – SC15, SC16 – SC24, SC25 –
SC32 and SC33 – SC44 indicated in Fig. 4.2d. Ensemble averaged recovery
periods and rates were then calculated for each location group.
• Event grouped volume recovery: The profiles were grouped into erosion
events and then an average recovery period and rate were determined per
event.
• Individual profile volume recovery: An average recovery period and rate
was established for each profile by considering all the erosion events that
the profile experienced.
A global recovery period and rate was calculated from the average of all three
groupings.
Note that in some cases specific profiles could not be included in the above
analysis because they were inconsistent in their responses and no recovery period
or rate could be established. This is probably due to local sheltering effects.
4.2.2.2 Length recovery
Location group A – 23 was unique as it had the longest data record as well as
being directly affected by the sand bypass scheme. Certain profiles within A –
23 have been recorded since 1973. The Durban Bight has historically been a
major concern to the eThekwini Municipality as a result of the port’s dredging
activities. Profiles (1 – 23) were not useful in terms of recovery periods as they
are dependent on the sand bypass volumes. Only profiles A – G were considered
as they are furthest away from the sand pumping influence.
The lengths were not considered with the volumes as they are not truly rep-
resentative of recoveries. This is because a change in length does not necessarily
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mean a net change in the profile sediment amount and may simply describe an
evolution in profile shape.
The extensive record of lengths were analysed differently to that of the vol-
umes. The profile lengths at the 2 m CD and the 4 m CD contour (see Fig. 4.4)
were analysed as they represent approximately the lower and upper bounds of the
swash zone, respectively. A recovery period was defined as recovery to the average
length instead of the pre-event average as in the case of the volume calculation.
The results in location group A – G were ensemble averaged by grouping
according to events.
4.3 Results
Major events were defined as the profiles’ lowest levels and did not necessarily
coincide with the responsible storm event. The periods around 1998, 2004 and
2007 were identified as major erosion events between 1992 and 2009.
Before the results are presented, it must be noted that the majority of Dur-
ban’s beach profiles have been showing a long-term decreasing trend [Corbella,
2010]. New erosion events are, therefore, recovering to lower average levels. One
of the more extreme examples of this is shown in Fig. 4.5.
4.3.1 Sediment balance
The Durban Bight is affected by a sand bypass scheme (Fig. 4.2c). This pro-
vided the opportunity to identify erosion events by considering profile changes
in conjunction with sand bypass volumes. The sediment balance is presented in
Fig. 4.6 and shows the events of 1997, 2007 and 2003 (in descending order of
erosion magnitude) to be the main erosion events. The 1997 event is also referred
to as the 1998 event as this presented the lowest beach level following the 1997
event. Reference to the 2004 event similarly applies to the 2003 event. These
events will be referred to as the major erosion events.
Figure 4.6 shows that 2005 was the only year that recorded a gain in volume.
This is likely a result of the calm sea conditions and the fact that the beach
volume was already at a low level. The percentage annual change in volume
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relative to the previous year was used to identify major erosion events. The year
2007 had the largest percentage loss corresponding to a volume loss of 35 % of the
previous year’s volume. The year 1997 and 2003 accounted for a 33 % loss. Note
that pumped volumes from the sand bypass scheme are included in the sediment
balance so the loss of sand shown could have occurred even if the profile volumes
increased.
The major erosion events are typically attributable to individual severe storms,
while smaller storms may also play a secondary role. Storms in this context are
defined as episodic events with significant wave heights exceeding 3.5 m [Corbella
& Stretch, 2012a]. For example, the low level of sediment in 1998 was a result
of a large storm in 1997 followed by several smaller storms in 1998. The low of
2004 similarly resulted from the second largest storm on record in 2001 followed
by a series of smaller storms. The low in 2007 was the result of the largest storm
on record. The severity of erosion events may also be due to the coincidence of
high waves with a 4.4 yr extreme tidal cycle [Corbella & Stretch, 2012b]. The
extreme and infrequent events tend to have a general impact on all the profiles
while smaller storms may have more localized impacts. The smaller storms also
occur more frequently as part of the normal wave climate and are, therefore,
not expected to individually affect the recovery rates in a significant way. The
recovery rates that are being recorded in this paper may, therefore, be linked
directly to the largest storms and extreme tidal cycles that were the main factors
underpinning the major erosion events.
4.3.2 Location grouped profile volumes
Table 4.1 shows the location and event grouped profile volumes. The Durban
Bight (A – G) has a large variation in recovery period as its recovery is dependent
on sand being delivered via the sand bypass scheme which is limited to operate
when sand is available from the sand trap and when conditions are appropriate
for dredging. This recovery period is also dependent on the significance of the
erosion event. The recovery rate of the Durban Bight is also expected to have a
large standard deviation for similar reasoning. The Durban Bight is obviously a



































































Figure 4.5: The moving average volume of profile DN6 in Durban North (–). The
average profile levels prior to the following erosion events are shown: 29 June 1999
by the solid line; 4 December 2002 by the dashed and dotted line; 12 Septem-















Figure 4.6: Annual sediment losses for the Durban Bight (A – 23) accounting the
sediment volumes contributed by the sand bypass scheme.
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remainder of the coast.
Excluding the Durban Bight, the average beach recovery period is 1.82 yr at
a rate of 61.3 m3 m−1 yr−1 and the inclusive recovery period is 2.15 yr at a rate
of 80.3 m3 m−1 yr−1. The results show that the different blocks recover differently
from the same events. This difference in recoveries is the result of the different
locations as well as that some blocks are more eroded than others from the same
event. This suggests that erosion of a beach is dependent on the wave direction
and orientation of a beach to the impending storm. It must be remembered that
since the profiles show a decreasing trend, the 2007 event is generally recovering
to a lower average profile level and, thus, may have a shorter recovery period
relative to the other event.
It is interesting that the Bluff shows the shortest recovery time, but it has
the slowest recovery rate. This would seem to imply that the Bluff beaches
erode less from the events. This is only partly true, the reason they recover so
quickly is a consequence of the majority of the beaches consisting of vegetated
dunes (further discussed in Sect. 4.3.8) as well as the long-term erosion causing
consequent recoveries at lower levels. This is visually depicted in Fig. 4.8 showing
the pre-erosion event averages.
4.3.3 Event grouped profile volumes
It was evident from the location grouped recovery that recovery periods and rates
are dependent on the profile location and the erosion event. Therefore, the profiles
were divided into erosion events to establish how much the recovery periods and
rates varied from the location groups.
The events with the largest recovery periods in descending order are 2007,
2004 and 1998 (see Table 4.2). The average recover period is 2 yr and the rate is








































































































































































































































































Table 4.2: Event grouped ensemble average recovery period and rate for the major
erosion events




Std. Dev. 0.13 34.2
Mean 2.04 97.3
4.3.4 Individual profile volumes
Finally, to explore the recovery dependence on location, individual profile recov-
ery was averaged across all erosion events. Figure 4.7 clearly demonstrates that
the profiles are affected differently by storm events and also recover differently.
Profiles E and F are adjacent to one another and are affected by the same events.
Profile F recovers more than 4 times faster than profile E. This is a result of F hav-
ing an exceptionally fast recovery following the 2007 event. This is a consequence
of the location of low lying stormwater outfalls. Profile F is situated between two
outfalls while E is immediately up-drift of an outfall (Fig. 4.2c). This causes E
to erode less than F during storm events, but also results in it recovering slower.
F, on the other hand, erodes more, but consequently recovers faster as sediment
is trapped between the outfalls. Other location factors influencing recovery are
identified in Sect. 4.3.8 concerning recovery from the 2007 event.
The average recovery period is 2.27 yr and the average rate is 104.2 m3 m−1 yr−1.
Considering the averages in their location groups provides a very similar result.
Analysis of the volumes once again showed that each profile reacts differently to
erosion events as well as recovers differently.
4.3.5 Profile length recovery
The Durban Bight beach length data from 1973 to 2009 was put through a similar
recovery analysis to that of the volumes. Once again the profiles 1 to 23 were not





















































































Figure 4.7: Profile area recovery period shown by the bar graph and recovery































Figure 4.8: The Bluff Block (BR6 – BR10) average pre-erosion event volumes.
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The 37-yr data set was significantly longer than the others and so the analysis
was performed slightly differently to that of the volumes. Instead of creating
a dynamic average that depends on the profiles pre-storm average, an average
for all the profile lengths were created and this was used to establish a recovery
period and rate.
The years 1980, 1986/1987, 1998 and 2007 were identified as significant erosion
events. The recovery rates and periods were calculated and since they all made
up the same location group they were averaged into events. The 2 m contour has
an average recovery period of 1.3 yr and a standard deviation of 0.24 yr. It also
recovers an average of 39.4 m yr−1. The standard deviations are relatively small
for the 2 m contour with the 1979/1980 event being the only event responsible
for a significantly longer recovery period. The 4 m contour length has a recovery
period of 1.8 yr and a large standard deviation of 0.95 yr. The recovery rate is
26.6 m yr−1.
The difference in the recovery period between the 2 m CD contours and the 4 m
CD contours is half a year. This demonstrates the effect of the beach morphology
– although it may take only a year for the length to recover it may take much
longer for the profile to recover to its pre-storm shape. This recovery process is
what causes the perception of beach recovery. The beach is perceived to have
recovered once it returns to its pre-storm length, but it is yet to recover to its full
pre-storm cross-sectional volume.
4.3.6 Recovery comparison
Analysing the average recoveries of the profiles in different groups highlighted
the different dependencies in erosion and recovery. The various recovery periods
and rates were then compared and averaged to establish an appropriate global
recovery period and rate for the coastline. Table 4.3 gives a summary of the
results.
The volumes take between 1.82 and 2.27 yr to recover while the recovery rate
is between 61.3 and 104 m3 m−1 yr−1. The blocks and profiles erode and recover
differently as a result of location. This results in the beaches recovering from
storm events in 1.5 to 2.5 yr, depending on their location. These are consistent
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Table 4.3: Area recovery periods and recovery rates
Grouping Method
Average Average
Recovery Period Recover Rate
(yr) (m3 m−1 yr−1)




results since, by the end of 2009, the beaches had made a full visual recovery
from the 2007 event although they had not entirely recovered (recall that the
decreasing trend means it has recovered to a lower average level). Since the
waves are very similar along the 100 km of coastline [Corbella & Stretch, 2012a],
it is safe to assume that erosion and the subsequent recovery is highly dependent
on the location of the profile. In this regard the bathymetry, proximity of rivers
(Fig. 4.2) and orientation of the coast affects the sediment supply and the shoaling
and refracting of waves.
4.3.7 Unrecovered profiles
Two factors responsible for long-term sediment loss, apart from sea level rise,
are an overall decrease in sediment supply and the occurrence of multiple erosion
events within the recovery period.
Reduced fluvial sediment supply to the coast in this region has been attributed
to a combination of sediment mining and trapping of sediments in dams along
rivers [CSIR, 2008]. Large episodic flood events also contribute major sediment
inputs when lower river reaches are eroded [CSIR, 2008]. The last major regional
flood event was in 1987 and the KwaZulu-Natal coastline may require another
such event to counteract the chronic erosion.
If significant erosion events occur before a beach has recovered from previous
events, the outcome will be a long-term decrease in sediment. Since there has
not been any significant erosion events subsequent to the 2007 event, this factor
cannot be considered in the analysis of that event.
Table 4.4 shows the profiles that do not recover before the next erosion event
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Table 4.4: Unrecovered profiles from the corresponding erosion event
Event Year Profile Response
1996 A Does not recover before next event
1998
DN6 Does not recover before next event
DN7 Does not recover before next event
DN9 Never recovers
DN12 Does not recover before next event
DN13 Does not recover before next event
E Does not recover before next event
BR6 Does not recover before next event
BR7 Does not recover before next event
BR8 Does not recover before next event
2004 B Does not recover before next event
2006 DN9 Does not recover before next event
or do not recover at all. The 1996, 2004 and 2006 erosion events virtually made a
full recovery prior to the subsequent events, with only 5 % of the analysed profiles
not recovering. The 1998 event was far more significant and over 6 yr 45 % of the
analysed profiles were unable to recover. Only the Durban Bight, which is heavily
stabilized and protected, recovers from the 1998 event before the 2004 event. The
Durban North and Bluff beaches do not recover from the 1998 event before the
2007 event.
4.3.8 Recovery from the 2007 event
The recovery analysis demonstrated that the profiles recover differently depending
on their location and the severity of the storm event. The recovery of all the
profiles were analysed for the 2007 event to identify which physical features affect
the recovery of beaches. Recovery periods were not calculated for profiles SC11 –
SC44 and NC10 – NC35 because there was insufficient data to calculate a pre-
erosion level. Figure 4.9 presents the recovery rates and the recovery periods.
It can be seen from Fig. 4.9 that of the northern beach profiles DN6 and DN8
are amongst the profiles that take the longest time to recover. This is thought to
be a result of this stretch of coast being exposed to direct wave attack. Profiles
A to D take the longest to recover. This is a result of them being dependent
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on the sand bypass system and being the last beaches to receive the bypassed
sediment subsequent to it being trapped by numerous outfalls and groynes along
the way. In the Bluff area BR8 takes the longest time to recover. This appears
to be a result of the rock outcrop in front of the profile that limits the deposition
of sediment onto the beach profile. A stormwater outfall up-drift of the profile
may also contribute to its slow recovery as a result of sediment being trapped.
Numerous profiles had extremely slow recovery rates. Slow recovery rates
seem to be associated with open, unsheltered coastlines with rocky nearshore
profiles. The main Umhlanga beach, NC3 – NC5, and NC36, the Bluff, BR6 –
BR8, and the majority of the south coast, SC14 – SC33 are examples of this
type of coastline. The recovery rates of BR6 and BR8 were further hindered by a
large stormwater outfall intercepting sediment up-drift of their location. Profile
SC21 is located between two rocky headlands. It has a slow recovery rate as a
result of the up-drift headland starving the profile of sand as well as possible wave
focusing as they are refracted around the headland creating a rip current which
further erodes the profile. Two profiles, SC33 and SC25, have continued to lose
sediment after the event and, therefore, have negative recovery rates. In the case
of SC33 this is thought to be due to the large rock outcrop just up-drift of that
location. The continued losses at profile SC25 are due to northward migration
of the estuary mouth at that location which has significantly eroded the profile
(see Fig. 4.2d and photographs provided in supplementary material). The high
water table due to the perched back-barrier lagoon may also be contributing to
on-going erosion.
Amongst the profiles with the shortest recovery periods were DN10, DN13,
F and BR9. Profile DN13 has well established vegetated dunes while DN10 and
BR9 have the same type of dune system as well as small outfalls that aid the
trapping of sediment. A similar observation was made by Smith et al. [2010]
who noted natural beaches recovered faster than urbanized coastlines. Profile F
has an extremely fast recovery rate and, thus, a very short recovery period (only
presented in Fig. 4.7 to allow for an appropriate scale in Fig. 4.9). Apart from the
explanation given in Sect. 4.3.4, profile F was one of the few stretches of beach
that had vegetated dune protection.
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Figure 4.9: Profile volume recovery period and recovery rate of the 2007 event
shown by the bar graph and line graph, respectively.
having densely vegetated dunes. Profiles NC38, NC7, DN10, F and BR9 are
examples of this type of coast. Profile SB1 on the Bluff has a fast recovery as
the storm is thought to have caused minimal erosion since the area consists of
a rock revetment along the road and is enclosed by a large rock outcrop. As
noted previously, profile BR9, DN10 and F are also affected by their proximity to
stormwater outfalls. Profiles SC24 and SC26 are both down drift of river mouths
and this sediment supply is thought to contribute to their rapid recovery.
The volumes took an average of 2.08 yr to recover at a rate of 62.2 m3 m−1 yr−1.
This is comparable with the recoveries from other events. Tables 4.5 shows a
comparison of the volume recovery periods as well as the corresponding means.
The average recovery time of the 2007 event was 2.08 yr.
It should be noted that 33 % of the analysed profiles had still not recovered
from the 2007 event by the end of 2010 and their recovery periods are projected
from their recovery rates. Although they have virtually recovered, they are still
slightly below their pre-storm levels and in light of the long-term erosion trend
many are not expected to ever recover.
Considering the location averaged areas, only the northern beaches do not
fully recover which contribute to about a third of the recorded beach data. At the
end of 2009, this was a noticeable feature of the KwaZulu-Natal coastline where
there was visible evidence that the beaches had recovered, but still exhibited
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Table 4.5: Average volume recovery periods




traces of the past event.
4.4 Discussion
The 2007 event was the largest event in 18 yr and although it showed profile
recovery times ranging from 0.5 yr to potentially 6 yr it still suggests an average
recovery time of 2 yr. This is similar to a global average calculated for all the
major erosion events and is consistent with the findings of Choowong et al. [2009]
and Liew et al. [2010] who found that the Thai coastline took two years to recover
from the 2004 tsunami.
After erosion events, many of the profiles initially accrete very quickly creating
the perception of recovery while as much as half may not yet have recovered. This
is evident from the shorter recovery period associated with beach length. Morton
et al. [1994] reported similar perceptions. The 2 m CD contour profile length
recovery period is shorter than the 4 m CD contour length which in turn is shorter
than the volume recovery. These recoveries imply that a full volumetric and
geomorphic recovery of storm damaged beaches may require 4–5 yr as suggested
by Morton et al. [1995].
It was found that open, rock sheltered coastlines (NC3 – NC5 and BR8) take
longer to recover than the sandy vegetated dune coastlines (NC38, NC7, DN10,
F and BR9). Although a rock outcrop in the nearshore zone protects beaches
from eroding under normal conditions, it also restricts accretion after an extreme
event such as the 2007 event. Profiles up-drift of perpendicular beach structures
(F) recovered the fastest while down-drift profiles (BR6) eroded further in the
aftermath of the erosion events. Perpendicular beach structures include headlands
(SC21) which can also accentuate erosion before and after a storm event by
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focusing waves. Liew et al. [2010] also observed variations in recoveries as a result
of anthropogenic activities. Harris [2008] made similar observations with regards
to intensely developed coastlines. The dunes of natural beaches aid recovery
by providing a source of sand to replenish the eroded beach. During the storm
event, the lower portion of the dune is stripped of vegetation. The destabilized
dune then slowly collapses, contributing to the recovery. The remaining dune
vegetation traps wind blown sediment and the dune recovers. These observations
suggest that coastal managers should attempt to maintain natural coastlines with
vegetated dunes.
River mouths and estuaries seem to influence the recovery of beaches (SC24
and SC26) by providing a replenishing supply of sediment. The influence of
alluvial sediment is only evident in the later stage of recovery as the rapid initial
recovery is from offshore sediments being returned to the shoreline. Even with
the benefit of rivers, adjacent profiles are still considered as a management risk
because the mouth can potentially migrate, especially after large storm events.
The profile recoveries demonstrate how both longshore and cross-shore trans-
port processes contribute. The profiles that recover by both processes recover
faster than those that only recover by one. This is evident from the profiles down-
drift of stormwater outfalls and those sheltered by nearshore rock outcrops. The
profiles down-drift of stormwater outfalls (BR6) can only recovery by cross-shore
transport. The rock sheltered profiles (NC3 – NC5 and BR8) are not replen-
ished by cross-shore transport and can only recover from longshore transport.
CSIR [2008] estimated the longshore transport along the Bluff (SB1 – BR13) as
460 000 m3 yr−1, along the Bight (A – 23) as 260 000 m3 yr−1 and north of the
Umgeni River (Fig. 4.2a) as 315 000 m3 yr−1. The Bluff may recover faster than
the northern beaches because it has a larger longshore sediment transport rate.
However, this cannot explain why profiles A – G recover fastest while having the
smallest longshore transport, which suggests that cross-shore processes contribute
more to recovery in this instance.
Short [1999] presented various indices for the classification of beach types as
reflective, intermediate or dissipative. Harris [2008] used these indices to charac-
terise the KwaZulu-Natal beaches. Considering our division of the study area, the
Durban Bight (A – G) beaches are mainly intermediate with dissipative beaches
106
4.5. CONCLUSION
being restricted to the southern end of the Durban Bight (1 – 23) while the south-
ern (BR6 – BR10) and northern (DN6 – DN13) beaches are largely reflective.
Reflective, intermediate and dissipative beaches are characterised by potentially
low, medium and high cross-shore sediment transport, respectively [Short, 1999].
These characterisations explain why the southern and northern beaches have a
slow recovery rate and the intermediate central beaches have a relatively faster
recovery rate. Unfortunately the dissipative beaches are the ones influenced by
the sand bypass scheme and so do not represent a natural recovery. Based on the
analysed data, it can be generalized that the profile areas above 1 m CD of re-
flective beaches recover approximately 60 m3 m−1 yr−1 and intermediate beaches
recover approximately 120 m3 m−1 yr−1 along the KwaZulu-Natal coast.
The dependance of recovery rates on the beach type can also be linked to
sediment grain size. Based on two sediment samples taken in 2007 for all the
profiles the average D50 grain sizes were 0.88 mm on the northern beaches (N6 –
NC44), 0.38 mm on the Durban Bight (A – G) and 0.43 mm on the southern
beaches (SB1 – SC44). This implies that finer sediments are associated with
faster recovery which can be attributed to the fact that they are more readily
suspended and transported. Sediment grain sizes also affect the beach slope and,
thus, determine whether the beach is reflective, intermediate or dissipative.
4.5 Conclusion
We have analysed 37 yr of beach profile data. Profile lengths and volumes were
calculated along with their pre-erosion average levels. These were then used to
determine recovery rates and recovery periods. The recovery of storm damaged
beaches has been shown to be dependent on the location of the beach and the
severity of the storm event.
The beaches in the case study were found to take an average of two years to
recover at a rate of about 90 m3 m−1 yr−1. Long-term (chronic) sediment loss was
identified in cases where storm damaged beaches have not recovered to pre-erosion
levels. Beach profiles with vegetated dunes (NC38, NC7, DN10, F and BR9) re-
covered faster than urbanized beaches (G). Perpendicular beach structures have
both positive (F) and negative (SC21) effects on beach recovery. Coastlines with
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rock outcrops in the surf zone (BR8) tend to recover slowly. These observations
are consistent with simple physical arguments concerning the roles of longshore
and cross-shore sediment transport processes, the effect of different sediment char-
acteristics, and with changes in the overall supply of fluvial sediments to the
coastal zone. We, therefore, expect that the results from our case study may be
widely applicable.
Considering the observed differences in recovery rates, even for profiles that
erode similarly, it is recommended that the recovery period of post storm profiles
be included in risk analyses for coastal development. A fast recovering profile
possesses less of a development risk than a slow recovering profile since it has
a smaller probability of experiencing a subsequent erosion event before it has
recovered from the initial event.
The results reported here may have important applications for the manage-
ment of vulnerable coastlines.
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Chapter 5
Decadal trends in beach
morphology on the east coast of
southern Africa and likely
causative factors
This chapter is based on a paper published in Natural Hazards and Earth System
Sciences, 12, 2515 – 2527, 2012.
Abstract
Sandy shorelines are dynamic with constant changes that can cause hazards in de-
veloped areas. The causes of change may be both natural or anthropogenic. This
paper evaluates evidence for shoreline changes and their causative factors using
a case study on the east coast of South Africa. Beach morphology trends were
found to be location specific but overall the beaches show a receding trend. It was
hypothesized that wave, tide, sea level and wind trends as well as anthropogenic
influences are causative factors and their contributions to shoreline changes were
evaluated. Maximum significant wave heights, average wave direction, peak pe-
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riod and storm event frequencies all show weak increasing trends but only the
increases in peak period and change in wave direction are statistically significant.
The chronic beach erosion cannot be attributed to wave climate changes since
they are still too small to explain the observations. Instead the impacts of sea
level rise and reductions in the supply of beach sediments are suggested as the
main causative factors. The analysis also identifies a trend in the frequency of
severe erosion events due to storms that coincide with a 4.5-yr extreme tide cycle,
which demonstrates the potential impact of future sea level rise.
5.1 Introduction
Shoreline erosion has long been a concern to engineers [Kinmont et al., 1954].
Long term erosion of a coastline has three main causes – sea level rise [e.g. Han
et al., 2010; Mather, 2008], meterological changes [Rouault et al., 2009, 2010]
that may result in wave climate changes, and a reduction in sediment supply.
Woodroffe [2003] identified waves as the principal energy source for erosion in the
coastal zone, while erosion due to an increase in water level is a well-developed
concept [Bruun, 1962]. Zhang et al. [2004] analyzed the recovery of the U.S
East Coast barrier beaches and found that the beaches recovered to their long
term trend positions after storms regardless of storm severity. It was concluded
that storm events are not responsible for long term coastal erosion. Zhang et al.
[2004] stated that since no evidence has been given to show significant increases
in storminess and since human interference is neither worldwide in extent nor
uniform regionally, sea level rise is the most plausible contributor. It is worth
noting that this statement may not consider dams and sediment mining on rivers
that are arguably a worldwide human interference and contribute to long term
coastal erosion. Singh [1997] has previously analysed beach profile data from
Trinidad and Tobago in an attempt to identify climate related changes. Wave
data was not considered and Singh [1997] identified significant erosion. Since
anthropogenic impacts such as sediment mining are not an issue in Trinidad it
was speculated that the erosion was from sea level rise.
Rivers play an important role in sediment supply and have been estimated
to supply 80 % of the global beach sediment [GESAMP, 1994]. Reduction in
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sediment yield from rivers may be natural and anthropogenic. River sediments
are exported to the sea almost exclusively during large floods [Hsu et al., 2004;
Rovira et al., 2005] and so steady erosion trends may exist between these episodic
flood events. Anthropogenic impacts on fluvial yield has become a global concern
and sediment mining and damming of rivers have been identified as significant
impacts. Recent examples of related international research include Dai et al.
[2008]; Dang et al. [2010]; Huang [2011]; Liquete et al. [2009].
In March 2007 the KwaZulu-Natal coastline on the east coast of South Africa
suffered severe erosion due to an extreme storm event. This event stimulated
local debate on whether the wave climate on the east coast of South Africa had
changed causing more serious wave impacts more often. Changing wave climates
have been investigated by numerous authors. In the northern hemisphere Wang
& Swail [2001, 2002] and Wang et al. [2004a] found that between 1958 and 1997
changes did occur in winter and autumn significant wave heights. Wang et al.
[2004b] found that in the past half century, the changes feature a significant
increase in the number of strong winter and spring cyclones over the North Pacific,
and of strong autumn and winter cyclones in the North Atlantic. Analysis of a
45-yr high resolution hindcast for the North Sea by Weisse & Stawarz [2004]
showed that storm activity and extreme wave heights had increased from about
1960 onwards. Keim et al. [2004] concluded from their study of global climate
models and empirical records that the past two decades have shown a decrease
in the frequency of tropical storms but that there is a strong suggestion of an
increase in the frequency of very strong (extreme) storms. Komar & Allan [2008]
analysed 30 years of records from 3 wave buoys in the Atlantic. They found that
there has been an increase in the number of occurrences of waves exceeding 3 m,
those generated by hurricanes, and in particular the most extreme significant
wave heights recorded. Theron et al. [2010] analysed wave data from Slangkop
in South Africa and found that significant wave heights of storm events were
increasing. There is uncertainty as to whether the above-mentioned documented
trends are a result of anthropogenic climate change or are part of natural cycles
[Ruggiero et al., 2010].
Decadal trends in beach morphology need to be considered in formulating
coastal management plans to mitigate future risks. Through a case study of the
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east coast of South Africa, this paper aims to evaluate evidence for (1) trends
in shoreline/beach evolution; (2) changes in wave climate such as trends in wave
parameters and/or the frequency of extreme events; (3) links between shore-
line/beach changes and wave climate trends or other causative factors.
5.2 Methods
5.2.1 Case study site
The city of Durban is a popular tourist destination on the east coast of South
Africa (Fig. 5.1). Like many coastal cities Durban is concerned about the risks
posed by wave and sediment trends. The eThekwini Municipality (Durban’s local
authority) has adopted a pro-active approach to addressing climate change issues
and has recently begun to quantify the potential impacts. Mather [2007] initiated
this process when he analysed South African tide gauge recordings from between
1970 and 2003. He found that sea level rise in Durban is 2.7 mm ± 0.05 mm per
year at a 95% confidence level. A rise in sea level combined with possible changes
in wave characteristics can cause significant impacts. This has motivated further
research into the trends of the east coast wave climate and erosion of its beach
profiles.
5.2.2 Beach profile data and analysis
The Durban Bight (Profiles A – 23 in Fig. 5.3a) has historically suffered from
erosion as a result of the adjacent harbour activities (Sect. 9.2). Consequentially
the Bight has a comprehensive data set from 1973. As the Municipality grew so
did the monitoring of profiles and some profiles have been introduced to the mon-
itoring programme as recently as 2007. The analysis of the profiles was restricted
to those with data including or preceding the year 1992. The profiles are mea-
sured at least every 3 months using a theodolite referenced to fixed benchmarks.
Profile lengths were analysed at the 1 m, 2 m and 4 m relative to chart datum
(CD) contours as they approximate the swash zone. Profile areas (volume per




































































































































































Figure 5.1: A map of the South African coastline showing the location of the case
study site at Durban and Richards Bay and a map of the eThekwini Municipality
showing the beach profiles
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Figure 5.2: Beach profile area (volume per meter) above 1 m chart datum (CD)
(approximately mean sea level, MSL) and beach profile length at the 2 m and
4 m CD contour
(about mean sea level at this location). The definition of profile area or volume
per meter and profile length are shown in Fig. 5.2. The beach volume was calcu-
lated from the profile areas and the distances between the profiles using the end
areas method.
The available data can be summarized as comprising three time histories: (1)
a time series of profile lengths at the 1 m, 2 m and 4 m CD contour; (2) a time
series of profile areas or volumes per meter; and (3) a time series of beach volumes.
5.2.3 Singular spectrum analysis
Singular spectrum analyses (SSA) was performed on the profiles’ time series to
filter the data and identify any trends. SSA decomposes a time series into a
sum of constituent parts that characterize variations over different time scales.
The reader is referred to Golyandina et al. [2001] or Hassani [2007] for detailed
descriptions of SSA.
SSA was done on all the profile data from 1973 to 2009 and from 1995 to
2009. The beach profiles were grouped into blocks based on their position and
data record. Four blocks were created: B – F; 1 – 18; 19 – 23; BR6 – BR9
(see Fig. 5.3). The end areas method was then used to create block volumes. A
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SSA was also used to gauge the appropriateness of inferring a cause and effect
relationship between sea storm trends and erosion trends. Wave height and tidal
trends were compared to the four block volumes and Kendall’s τB correlation
coefficients were used to identify their association. Finally, SSA was used to
analyze the trends in local wind speed data for the period 1995 to 2009 and to
assess any influence on erosion trends.
5.2.4 Wave and wind data
Rossouw [1984] reviewed all of South Africa’s then available wave data and con-
cluded that only the wave recording buoy (Datawell’s Waverider Buoy) data was
reliable enough to use for design work. This limited Durban’s wave data set
to 18 years between 1992 and 2009 from two Waverider buoys and an acoustic
doppler current profiler (ADCP). The two Durban Waveriders have a compre-
hensive set of data while the Durban ADCP data has large gaps and is measured
at a shallower water depth than the other instruments (Table 5.1). Diedericks
[2009] found that the Richards Bay Waverider (the buoy is sited 170 km north-
east of Durban, Fig. 3.1) data has a good correlation with Durban’s data. His
conclusions were verified by finding a Pearson correlation between the Richards
Bay’s data, Durban’s Waveriders and the ADCP. There is a strong correlation
between the Waveriders but not the ADCP. The Richards Bay data was therefore
used in place of the ADCP as well as to supplement any missing data. Since any
trends in the Durban data may represent the shoaling and refraction effects of
waves being recorded in different water depths, the Richards Bay data were also
analysed to confirm the results of the Durban data. The Durban data will be the
focus of this paper and the Richards Bay data will only be refered to as required.
The Waveriders sample at a rate of 10 Hz and wave statistics are calculated
at 102 second intervals. The maximum wave parameters were then extracted at
three hour intervals and the following parameters were analysed annually and
seasonally: The maximum wave height Hmax is the largest wave recorded in a
recording period; the significant wave height Hs which in deep water is equal to
4
√
mo where mo is the area under the wave spectrum; the peak period Tp is the
period at which the maximum energy density occurs and is the inverse of the
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Table 5.1: Historical wave recording instruments, their operating periods and
water depth.
Instrument Period of operation Depth (m)
Durban Waverider 1992 – 2001 42
Durban ADCP 2002 – 2006 15
Durban Waverider 2007 – 2009 30
Richards Bay Waverider 1992 – 2009 22
peak energy frequency fp, Tp = 1/fp and the average peak period and average
significant wave height. The average wave direction is the azimuth from true
north and was analyzed as a vector of significant wave height.
Storm events were also analyzed in terms of occurrence, duration and calm
period. A storm event was defined as a wave event that exceeded a 3.5 m signifi-
cant wave height. The duration was defined as the time from when the significant
wave heights exceeded the 3.5 m threshold until the significant wave heights fell
below this threshold for at least two weeks. The two week interval is intended
to ensure independent consecutive storm events and is similar to that used in
previous work (e.g. Callaghan et al. [2008]. The Spearman autocorrelation coeffi-
cient of Hs shows a decay to low values (< 0.1) within two weeks which supports
the assumption that the selected storm events are statistically independent. The
calm period was defined as the time between consecutive storm events.
A linear regression analysis was performed on the wave data to evaluate trends.
Wind measurements at 20 minute intervals from the Durban port were ob-
tained for the years 1995 and 2009. The measurements were at elevations between
80 m and 90 m above sea level. The data was corrected for altitude using a 1/7th
power law approximation for the velocity profile. Wind data were analysed sim-




5.3.1 Beach Profile trends
The profile trends were extracted from the beach volume time series using SSA.
The trends were limited to a single slowly varying eigenvector. Figure 5.4 shows
the time series for the block volumes of B – F, 1 – 18, 19 – 23 and BR6 – BR9.
Figure 5.4 illustrates that beaches have been eroding over the 37 year period in an
approximately linear manner. Blocks B – F, 1 – 18 and 19 – 23 have more erratic
beach volumes relative to BR6 – BR9. This is because they are more strongly
influenced by the harbour sand bypass scheme and the beach profile evolution is
unnatural.
5.3.2 Quantifying long term trends
Following the results of the singular spectrum analysis it was evident that the
long term trends could be approximated by a linear trend. Long term beach
profile trends were therefore analyzed using linear regression. Figure 5.5 shows
the results of the long term analysis of profile volumes per meter from 1973/1988
to 2009. Figure 5.6 similarly shows the results from 1995 to 2009. The majority
of the central beach profiles (4 to 18) have been increasing over the past 37 years
(Fig. 5.5). This is expected as it is an area intensely managed by the eThekwini
Municipality in an attempt to mitigate the erosion potential developed by the
harbour breakwaters and maintenance dredging. The Vetch’s Bight (19 to 23)
and the majority of the Bluff beaches (BR6 to BR10) have been receding over
the years (Fig. 5.5 & Fig. 5.6).
Table 5.2 shows the percentage of profiles with regards to volume and length
that have increasing or decreasing trends. The percentage of statistically signif-
icant trends is also shown. Statistically significant trends are defined as trends
whose 95 % confidence intervals have the same signs. Over 37 and years (1973 to
2009) the length of the 2 m and 4 m CD contours has been increasing for almost
60 % of the profiles (Table 5.2). However over the same time period almost 60 %
of the profile areas and 100 % of the beach volumes have been decreasing. This


































































































Figure 5.4: Singular Spectrum Analysis of beach volume blocks showing the
original time series by the solid line and the reconstructed time series shown by
the dashed line. Each data point represents a 3 month interval. (a) Block Volume
B – F, (b) Block Volume 1 – 18, (c) Block Volume 19 – 23, (d) Block Volume
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Figure 5.6: Profile volume per meter annual rate of change (1995-2009)
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losses or gains. The volume per meter and volume measurements are therefore
more appropriate for quantifying long term erosion trends.
The 15 years (1995 to 2009) of data show approximately 70 % of the profiles
to be decreasing in terms of length and area.
5.3.2.1 Beach gains
From Fig. 5.6 it can be seen that the beaches have had significant gains from pro-
files G to 4 in descending order. This is a result of stormwater outfalls stretching
across the shoreline. Profile 4 marks the location of the Bay of Plenty groyne.
Profile 1 corresponds to Somtseu Road stormwater outfall and profile G is Argyle
Road stormwater outfall. Profile BR9 and BR10 are the only profiles in the Bluff
region that have accreted, which is also a result of stormwater outfalls. Unlike
the semi-permeable Bay of Plenty groyne which is designed to retard the littoral
transport, the stormwater outfalls are intended only for discharging stormwater
into the ocean. However the large concrete stormwater outfalls intercept the lit-
toral transport and trap sand on their up-drift sides. This causes accretion on
the up-drift beaches but consequentially starves down-drift beaches and induces
erosion.
5.3.2.2 Beach losses
Other than isolated gains Fig. 5.5 and Fig. 5.6 show that most of the profiles have
lost sediment. It is no surprise that north of the groyne field (G and 4) there
is a high loss rate which decreases gradually until it becomes a gain at profile
CD. As previously explained this happens because the groynes trap sediment on
their up-drift side and starve the down-drift beaches of sediment. The remaining
profile losses cannot be attributed to beach structures. They could be the result
of a reduction in sediment supply to the beaches or a result of increased frequency
and or intensity of storms. The potential contribution of these three factors is




















































































































































































































































































































































































5.3.3 Wave parameter trends
Tables 5.3 and 5.4 show the annual rate of change of wave parameters over the
past 18 years for Durban and Richards Bay respectively. Wave directions were
only measured at Durban after 2002 while Richards Bay has wave direction data
from 1997 onwards.
Table 5.3 shows that the maximum Hmax has been slowly increasing in each
season except for spring which has not experienced a change. The maximum
Hs also shows an increasing trend in all seasons except spring where it has been
decreasing. Average Hs shows virtually no annual change.
The maximum Tp behaves similarly to the maximum Hs. There is a trend
towards a more southerly mean wave direction in all the seasons except winter
where there is slow northerly trend.
The 95 % confidence intervals in Table 5.3 show that the majority of the
calculated trends are not statistically significant. The only exceptions are the
increasing trends in average and maximum Tp, and in the average wave direction.
Richards Bay’s data (Table 5.4) shows somewhat different results to Durban’s
data. In this case the only statistically significant trends are in autumn and show
a decrease in the maximum Tp and an increase in the average Tp. Furthermore
the average autumn wave direction is decreasing which contrasts with increases
in the other seasons, but the latter are not statistically significant at the 95 %
confidence level.
The limitations of short duration data are illustrated by considering the effects
of the 2007 storm event. The storm occurred in March and therefore affects the
results for the autumn season in particular, but also affects those for the data
set as a whole. For Durban, without the 2007 event, the autumn season showed
a decreasing trend in maximum Hs. This single storm event was large enough
to change the trend, and similarly for the combined all season results. In the
case of Richards Bay, the 2007 event did not affect the trends of the combined
seasons but did affect the autumn trend. These results, taken together with
the inconsistencies between the two locations, indicate that trends in the wave
parameters cannot yet be deduced with confidence from the available data. A








































































Figure 5.7: Frequency of events exceeding 3.5 m shown by the column chart and
simulated highest astronomical tides of each year relative to mean sea level shown
by the dashed line.
such as the 2007 storm event.
5.3.4 Storm trends
All the storm events, as per the definition in Sect. 5.2.4, were extracted from
the data to determine if there had been an increasing trend in the frequency
and duration and a decreasing trend in the calm period of these storm events.
Figure 5.7 shows the frequency of events exceeding an Hs of 3.5 m.
The data show an increasing trend in the frequency of events exceeding 3.5 m
at a rate of 0.015±0.16 events per year which is not statistically significant at the
95 % confidence level. There does however seem to be a four year cycle in which
a multitude of events occur within a year, namely 1993, 1997, 2001 and 2006.

















































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 5.5: Annual rate of change of storm attributes with 95 % confidence bounds
Storm attribute Annual rate of change
Frequency (no.) 0.015 (-0.14 ; 0.18)
Duration (h) −0.44 (-2.15 ; 1.27)
Calm period (h) −28.4 (-150 ; 93)
March or September equinox, a 4.5 yr extreme tide cycle [Pugh, 1987]. The tide
levels shown in Fig. 5.7 were simulated from the general astronomical tide formula
using the 8 most relevant astronomical constituents. Since both tidal levels and
storm frequency are associated with erosion the occurrence of the two mechanisms
simultaneously is a significant erosion concern. The cycle is not as clear in the
Richards Bay data and is not evident in the wind data. Table 5.5 shows the
trend in storm frequency, duration and calm period. The storm events and wind
data show a decreasing trend in duration and calm period. The smaller the calm
period the less time the beaches have to recover from storm events. However,
once again the trends are not statistically significant at the 95 % confidence level.
The Richards Bay results are similar.
5.3.5 Link between sea storms and erosion trends
Figures 5.8a – d compare the SSA filtered significant wave height trends to the
volume trends in blocks B – F; 1 – 18; 19 – 23 and BR6 – BR9. Table 5.6 gives
the Kendall’s τB correlation coefficients (with corresponding p-values) between
wave heights and beach volumes. The correlation coefficients for the first three
blocks are small and negative, but not statistically significant at a 95 % confidence
level. However the correlations for block BR6 – BR9 are larger and statistically
significant. A negative correlation is expected because wave height is a driver for
erosion that reduces beach volumes [e.g. Woodroffe, 2003]. However the profiles
north of the harbour entrance are strongly influenced by the sand bypass system.
The trends in erosion for blocks B – F; 1 – 18; 19 – 23 are better explained by
variations in the sediment supply from the sand-pumping scheme, as discussed





















































































































































































































































































































































































































Table 5.6: Kendall’s τB correlation coefficients and corresponding p-values be-
tween significant wave heights and beach volumes.
Correlation variables Kendall’s τB p-value
(Volumes B – F) : Hs −0.13 0.063
(Volumes 1 – 18) : Hs −0.059 0.38
(Volumes 19 – 23) : Hs −0.13 0.052
(Volumes BR6 – BR9) : Hs −0.32 1.3× 10−6
5.3.6 Link between water levels and erosion trends
Figure 5.9 shows the tide trends and the four block volume trends deduced from
SSA while correlation coefficients are compiled in Table 5.7. The plots show a
distinctive dip in beach volumes during the peak in tidal trend. Blocks B – F
and 1 – 18 have been recorded over 2 tidal peaks and have the largest correlation
coefficients with a mean of −0.25 and with p-values less than 0.002 (Table 5.7).
A significant negative correlation is again expected because higher water levels
extend the onshore penetration of wave energy. Blocks 19 – 23 and BR6 – BR9
are only recorded over one peak of the tidal trend and both of these blocks have
weaker correlations with the tidal trend that are not statistically significant at the
95 % confidence level. The weaker correlation at block 19 – 23 may be related to
effects of the sand bypass system, while block BR6 – BR9 has a weak correlation
because it is dominated by chronic erosion.
The Bruun rule [Bruun, 1962] provides a simple relationship between sea
level rise and profile retreat although is not always appropriately applied [see e.g.
Cooper & Pilkey, 2004]. In the present study it was used to identify and evaluate
the contribution of sea level rise to the observed chronic erosion. Closure depths
were calculated for profiles C, D, F and 13 (Fig. 5.3) and the Bruun rule was
applied to them. A linear sea level rise of 0.0027 m yr−1 was assumed based on
the estimate by Mather [2007]. Table 5.8 shows a comparison between measured
volume changes and those estimated by the Bruun Rule. The average measured
loss in profile volume is 1.97 m3m−1yr−1 with an estimated average loss due to
sea level rise of 2.06 m3m−1yr−1. Profile D has a measured annual gain and if we
remove it from the average the measured volume increases to 2.74 m3m−1yr−1.
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Table 5.7: Kendall’s τB correlation coefficients and corresponding p-values be-
tween tide levels and beach volumes.
Correlation variables Kendall’s τB p-value
Volume B – F : tide level −0.15 4× 10−3
Volume 1 – 18 : tide level −0.34 7.7× 10−12
Volume 19 – 23 : tide level −0.11 0.056
Volume BR6 – BR9 : tide level −0.099 0.10
Table 5.8: Comparison of measured annual erosion volumes (m3m−1) and esti-
mated annual erosion volumes (m3m−1) calculated from the Bruun Rule using a
sea level rise of 0.0027 m yr−1.
.
Profile







Taken together with the correlation between tide levels and erosion these results
suggest that sea level rise is contributing significantly to chronic erosion.
5.3.7 Link between wind and erosion
The wind data shows a strong seasonal trend in which high wind speeds are
experienced from August to December. The majority of the wind in all seasons is
from the northeast and southwest and there is no evidence of directional trends
or associated erosion consequences. Figure 5.10 shows the seasonal trends in the
wind speed and its relationship with erosion. There is no correlation between
wind and erosion evident in Fig. 5.10a. Figures 5.10b and 5.10c have a weak
negative correlation as a result of a long term trough in wind speed coinciding
with relatively high beach volumes. Overall there is no clear evidence of significant













































































































































































































































































































































































































































Fig. 5.10d shows the more exposed Bluff block which is expected to be more
dependent on the wind. The seasonal peaks in wind speed coincide with the
troughs in beach volume and explain the seasonal variations in beach morphology.
This is a significant result since if seasonal winds can explain beach morphology
then long term wind trends are a plausible contributor to long term erosion.
However the available data set is too short to provide meaningful information on
long term trends.
5.3.8 Link between sediment supply and erosion
The relationship between sediment supply and erosion was investigated by con-
sidering dredger operations for Durban’s sand bypass scheme. Durban’s sand
bypass system consists of a dredged sand trap (Fig. 5.3a) south of the harbour
entrance that intercepts sand movements up the coast to prevent shoaling of the
entrance channel. The sand trap is emptied by dredging and the sediment is then
pumped to the northern beaches. The Port of Durban regularly empties the sand
trap because excess sand blocks the harbour entrance channel and disrupts port
activities. The sand trap is not expected to have a 100 % trapping efficiency but
it is assumed that the pumped volume closely represents the sediment volume
entering the sand trap and thus approximates the average littoral drift.
Figure 5.11 shows a time series of the volume of bypassed sand and the as-
sociated decreasing trend. This means that less sediment is being deposited on
the beaches and suggests that the littoral transport is decreasing. Although the
stormwater outfalls are responsible for erosion on up-drift profiles they cannot
be accountable for the net volume loss as the gains should balance the losses. A
comparison of Fig. 5.11 and Fig. 5.8c illustrates the extent that the immediate
beach profiles are dependent on the sediment supply. The least sediment was
bypassed in the years 1996 and 2006 (Fig. 5.11) and the corresponding decrease
in beach volume is clearly visible in Fig. 5.8c.
Only limited studies are available on the effects of dams and episodic storm







































































































































































































































































































































































































































































































































Figure 5.11: Annual volumes pumped by the sand bypass scheme. The solid
horizontal line shows the average annual volume while the dashed line shows a
fitted linear trend.
5.4 Discussion
Durban’s beach profile records are long enough to confidently say that the beaches
have been eroding but there is uncertainty concerning the factors that are con-
tributing to this erosion.
Average Hs shows virtually no change, a result consistant with the findings of
Perrie et al. [2004], while all the other parameters showed increases when consid-
ering the entire data set. The maximum Hs, maximum Hmax and maximum Tp
are increasing in all seasons except spring. An increase in wave period is a concern
as it has been shown to increase erosion [van Gent et al., 2008; van Thiel de Vries
et al., 2008]. The fact that large events are getting larger is consistent with re-
cent findings elsewhere [Knutson & Tuleya, 2004; Lambert, 2004; Perrie et al.,
2004; Weisse & Stawarz, 2004]. Considering that spring is responsible for some
of the largest historical storm events it is surprising that it is moving against the
general trend. This difference may imply a shift in the wave climate, which is
consistent with the findings of Dodet et al. [2010]; Wang & Swail [2001, 2002];
Wang et al. [2004a]. Rouault et al. [2010] hypothesised that a poleward shift
of westerly winds as well as an increase in the magnitude of the trade winds is
causing a warming of the Agulhas Current system on the east coast of South
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Africa. Han et al. [2010] noted an increase in anomalous south-easterly winds
from the Southern hemisphere. These changes in seasonal wind conditions could
explain the wave height and direction trends. It is also reiterated that prior to
the March 2007 event, autumn (responsible for the largest events) was experienc-
ing a negative trend in Hmax and Hs. Ultimately the wave data set at our case
study site is still too short to confidently establish any trends. However, Ruggiero
et al. [2010], Theron et al. [2010] and Dodet et al. [2010] found similar increases
in wave parameters which were determined to be statistically significant.
Only Durban’s peak period and mean wave direction showed statistically sig-
nificant trends for the case study. Thetrend towards a more southerly wave
direction is potentially important. At this location the net littoral transport is
from south to north and the mean wave direction is from the south east. The
increasing trend towards a more southerly wave direction implies that the littoral
drift should be increasing. A simple application of the CERC formula [Shore
protection manual, 1984] shows that an annual increase in wave direction of 0.91◦
translates to a 1 % annual increase in littoral drift. However there is no increase
evident in the measured sand bypass volumes. In conjunction with the fact that
there has been a net sediment loss over the past 37 yr, this implies that there is
sediment being removed from the system.
One possible sediment “sink” has been identified as the low-lying concrete
stormwater outfalls that trap sediment movement. Other anthropogenic impacts
are dams that trap sediments in rivers and sand-mining for construction. CSIR
[2008] estimated that at least 400 000 m3/annum are mined from the eThekwini
rivers. They further estimated that dams trap a third of the sediment that should
reach the coastline. Although there are no significant dams on the rivers that
flow into the harbour, all of the sediment deposited in the harbour is removed by
maintenance dredging and dumped offshore. The cumulative effects of harbour
dredging, dams, and sand-mining results in a 63 % reduction in the total fluvial
yield into the area north of the harbor [CSIR, 2008].
The Richards Bay data on the other hand showed a statistically significant
decrease in autumn wave direction, which may eventually have an important
impact on Richards Bay’s sand bypass scheme. In this case the CERC formula
translates the trend into a 0.3 % annual decrease in littoral drift.
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Large episodic flood events also contribute major sediment inputs to the sedi-
ment budget because they erode accumulated sediments from rivers [CSIR, 2008].
The Mgeni river is located immediately north of profile A (Fig. 5.3). Cooper [2002]
found that the Mgeni coastline had steadily eroding after 1931 but that following
a large flood in 1987 the shoreline accreted and continued to do so for at least
another three years, re-establishing the shoreline further seaward than that of
1931. The steady erosion between major flood events in 1917 and 1987 is consis-
tent with the slow overall retreat of the coastline since the 1987 flood. Tinmouth
et al. [2010], based on 2005/2006 measurements, reported that there was more
sediment present within the Mgeni Estuary than prior to the 1987 flood. The
KwaZulu-Natal coastline may require another major flood event to flush these
sediments and balance the current sediment deficit.
Increases in storm frequency and intensity are potential contributors to beach
erosion – the more storms or the longer their duration, the more erosion is likely
to occur. Since sediment moves offshore during storm events and is then slowly
worked back during calm conditions the shorter the calm period between storms
means consecutive storms could be experienced before the beaches have fully
recovered. Durban’s data show a decrease in storm duration and so is unlikely
to be contributing to erosion. However there was an increase in storm frequency
and a corresponding decrease in average calm period. Storm events, as per the
definition, were found to be increasing at 1.5 events per 100 years. This slight
increase in wave events may be related to the minor increase in cyclone days
that has been reported by [Mavume et al., 2009] in the south-west Indian Ocean.
The increase in frequency is consistent with observations elsewhere by Komar &
Allan [2008]; Keim et al. [2004]; Seymour [2002]; Weisse & Stawarz [2004] and
is possibly contributing to beach erosion. The limited 13 yr of wind data was
unable to provide statistically significant long term trends but did provide an
explanation for seasonal trends in beach morphology. The fact that wind has a
seasonal effect on the beaches implies that any long term trend in wind conditions
will have a consequence on beach morphology. It was found that a number of
storm events coincided with a 4.5 yr extreme tidal cycle. The coincidence of these
two erosion mechanisms compounds the erosions effects and is a demonstration of
potential future sea level rise impacts [Chini et al., 2010]. However, as with most
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of the wave parameters at this location, none of the changes in storm attributes
are statistically significant and apart from the results being consistent with other
literature their interpretation remains speculative.
Sea level rise is a plausible contributor to chronic erosion. Bruun’s Rule with
a sea level change of 0.0027 m/yr [Mather, 2007] suggests that sea level rise can
explain a significant portion of the observed erosion. The difference is expected
to be made up by reduced fluvial sediment supply and the trends in wave and
storm parameters.
5.5 Conclusions
Shoreline changes can have significant implications for coastal planning and man-
agement in developed coastal zones. It is therefore important to monitor and un-
derstand trends over decadal and longer time scales. In this study 37 yr of beach
profile data on the east coast of South Africa have been analyzed for evidence
of trends. This has been combined with an analysis of 18 yr of local wave data
to investigate corresponding trends in wave parameters and storm attributes and
causative links to shoreline changes. To the authors knowledge this is the first
such analysis done for the east coast of southern Africa.
The beach profile data shows that the beaches in the region have been eroding
over decadal time scales.
Most wave parameters showed an increasing trend except for the average
significant wave height, which remained nearly constant over the 18 yr. However,
only the trends in peak period and average direction are statistically significant at
the 95 % confidence level. There is evidence of an increase in storm frequency and
decrease in the duration of calm periods, but neither are statistically significant.
Local wind velocity was shown to have a significant effect on beach morphology
but the data set was unable to provide any significant long term trends. The net
sediment loss experienced from beaches in the Durban area cannot therefore be
attributed directly to wave climate and wind changes since they are too small
to be major contributors. Nevertheless should the observed trends continue then
they could play a more significant role in the future.
Sea level rise has been shown to be a plausible cause of the current morpho-
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logical trends. Furthermore the analysis has shown that the coincidence of large
wave events with higher than average tide levels has coincided with extreme beach
erosion events. This is a harbinger of the implications of future sea level rise due
to global climate change.
We suggest that terrestrial anthropogenic activities such as the construction
of dams and the mining of river sand has reduced the sediment supply and is an
important factor in the observed erosion trends of the beaches in the case study
area.
Trends in natural processes such as beach erosion are often assumed to be
associated with global climate change. Although climate change and related
factors can cause significant impacts its role should not detract from other local
anthropogenic factors that may have more significant impacts before the full
effects of climate change are realized.
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Chapter 6
Simulating a multivariate sea
storm using Archimedean
Copulas
This chapter is based on a paper submitted to Coastal Engineering.
Abstract
Process based numerical models for coastal environments aim to realistically
model physical processes. These models may contain forcing errors and/or errors
within the model itself. Although the model errors generally outweigh the forcing
errors they are an issue and they should be minimised to improve the simulation
results. In order to provide realistic storm simulations the dependence between
the storm parameters such as wave height, wave period and storm duration need
to be considered. Copulas provide a means to satisfy these requirements by en-
abling the development of a multivariate statistical model of sea storms. The
dependencies between wave height, wave period, storm duration, water level and
storm inter-arrival time (or calm period) were investigated in a case study on the
east coast of South Africa using Kendall’s tau correlation coefficient as a depen-
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dency metric. Three methods of creating multivariate copulas were applied and
the results were compared using (1) Kendall’s measure (2) empirical multivariate
distributions, and (3) simulation. Only the wave height, wave period and storm
duration were found to be significantly associated. Hierarchical copulas provided
the best trivariate model for the case study data. The trivariate analysis extends
previous bivariate analyses and thereby enables a more detailed description of sea
storms to be incorporated in statistical models.
6.1 Introduction
The quantification of coastal storm risk has traditionally been done by considering
only the wave height (H) of an event [Isaacson & MacKenzie, 1981]. This practice
is flawed since the destruction potential of the wave event is also a function of the
storm duration (D), water level (L), inter-arrival time or calm period (I), wave
direction (A) and peak period (T ). In turn these factors are interdependent and
these dependencies have to be considered when modelling the sea state.
It is intuitive that the larger the wave height, the higher the damage poten-
tial, and that the longer a storm’s duration, the more damage can be inflicted.
The effects of the other variables are not as intuitive with regard to risks and re-
quire further discussion. A high water level alters the shoaling of waves allowing
larger waves to occur closer to shore and consequently act further inland which
heightens the risk to the shoreline. Woodroffe [2003] and Sorensen [2006] both
state that the significance of storm surge coinciding with high tide or spring tide
cannot be over emphasized. The inter-arrival time is of particular importance
to coastal erosion. Beaches act as a defense to coastal developments. These
beaches are eroded during storm events and will have less dry beach width to
defend inland developments while they are recovering from those events. Ac-
cording to equilibrium profile theory a given water level or wave condition will
produce a specific equilibrium profile once those conditions have been maintained
for a long enough time. Provided the equilibrium profile has not been achieved
during the initial storm a subsequent storm, of appropriate magnitude, may be
thought of as an extention to the previous storms duration allowing it to reach
the equilibrium profile. Erosion aside, if another storm event occurred during
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the recovery period the lack of beach buffer may mean the wave-runup reaching
coastal developments. Therefore the smaller the inter-arrival time the greater
the risk. The wave direction is significant for sediment movement as well as for
loadings on structures. For example the closer a wave is to striking a structure
at right angles the larger the force it exerts [Goda, 2008]. Wave direction is also
important from a sheltering perspective as a beach may have a lower risk to the
most probable extreme events. For example a beach sheltered by a headland from
south easterly swell may erode less from a 12 m south easterly wave than a 6 m
north easterly wave. An increase in wave period has been shown to result in an
increase in erosion [van Gent et al., 2008; van Thiel de Vries et al., 2008]. Having
said that, in terms of fluid acceleration, all else remaining constant, the shorter
the wave period the greater the fluid acceleration and conseqentially the greater
the bottom shear stress. Wave periods are also both deterministically and ran-
domly tied to wave height and storm duration. They are deterministic in terms
of their physical limitations such as maximum wave steepness but are random as
different combinations of wave height and period may be produced from similar
meteorlogical forcings depending on the travel distance. Although the relation-
ship between wave period, erosion and meteorlogical forcing is complicated it is
not a major concern for a statistical model because the probabalistic relationship
between wave height and period will include randomness while the consequential
erosion effects will be modelled in a numerical morphological model. The con-
sideration of all these factors allows the true risk of an event to be considered.
Copulas provide a tool to model the dependence between all the aforementioned
variables that characterize coastal storm events.
Wave climate simulation models and beach morphology models are becom-
ing increasingly popular in coastal, port and marine engineering (e.g. SWAN,
Delft3D, Mike3, SBeach, Xbeach, Unibest). The application of these models of-
ten requires the simulation of the effects of sea storms. To model a series of sea
storms without considering the dependencies between the storm parameters can
degrade the realism of these simulations. For example extreme wave height may
be unlikely to occur during short duration storms. Similarly the coincidence of
extreme wave heights with an extremely long storm duration may also be improb-
able. Incorporating the statistical dependencies between extreme wave heights
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and storm durations should produce a more realistic set of storm events. The
proposed multivariate copula model can provide a simulation of a wave climate
for a given probability level or be used to conditionally simulate storm events.
The creation of mathematically consistent multivariate copulas is a difficult
problem and methods of combining three 2-copulas into a 3-copula are still de-
bated [Salvadori & De Michele, 2006]. An appreciation of the difficulty associated
with constructing n-copulas is given by Nelsen [2006]. There have been numerous
methods proposed for the construction of multivariate copulas. For Archimedean
copulas some examples include: hierarchical [Nelsen, 2006], conditional mixtures
[De Michele et al., 2007] and the structure proposed by Chakak & Koehler [1995].
Recently multi-parameter multivariate extreme value (MEV) copulas have been
proposed by Salvadori & De Michele [2010]; Salvadori et al. [2011]. This paper
focuses on multivariate Archimedean copulas and since only the Gumbel copula is
both MEV and Archimedean we preclude multi-parameter extreme value copulas.
This paper aims to determine which sea storm parameters are interdependent
and tests which multivariate construction technique is appropriate to model and
simulate sea storms.
We initially provide an overview of Archimedean copulas and the available
multivariate construction techniques. The selection of an appropriate copula is
then described followed by the associated dependencies. We then use hierarchi-
cal, condition mixtures and the Chakak & Koehler [1995] structure to construct
multivariate Archimedean copulas for wave data from a case study on the east
coast of South Africa. We identify the best model through a simulation study.
6.2 Theoretical Background & Methods
6.2.1 Archimedean Copulas
Copulas are mathematical functions that join or couple multivariate probability
distribution functions H(x1, . . . , xn) to their one-dimensional marginal distribu-
tion functions F1(x1), . . . , Fn(xn). For a detailed introduction to copulas refer
De Michele et al. [2007]; Joe [1997]; Nelsen [2006]; Salvadori & De Michele [2010].
Archimedean copulas are a special class of copulas. They have been used in a
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wide range of applications because of properties that make them easy to construct
[Nelsen, 2006]. An Archimedean copula C is a solution to the functional equation
ϕ(C(u, v)) = ϕ(u) + ϕ(v) (6.1)
where u = F (x) and v = F (y) are marginal distribution functions (u, v) and ϕ is
the generator function. Simply put a copula maps a combination of two or more
probabilities to a single joint probability of non-exceedance. An example of an




(tθ − 1) (6.2)
where θ is the dependence parameter and t is a number from 0 to 1. Nelsen [2006]
provides an extensive list of other Archimedean copulas.
Kendall’s tau τK is the sample version of the measure of association defined





where c is the number of concordant pairs and d is the number of discordant
pairs. A valuable property of Archimedean copulas is that τK can be expressed
as a function of the generator:






The dependence parameter θ can be found from Eqn. 6.4 using Kendall’s tau.
6.2.2 Constructing multivariate Archimedean copulas
An n-copula cannot simply be used to “couple” another (n − 1)-copula with a
variate by setting them as its marginal distributions. For example attempting to
solve
Cn(u1, u2, . . . , un) = C(C
n−1(u1, u2, . . . , un−1), un) (6.5)
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often fails and is referred to as the compatibility problem [Nelsen, 2006]. The
literature does however offer various techniques to create multivariate distribu-
tions from copulas. Some of these techniques are presented below. The first two
techniques we describe are based on conditional laws. A conditional distribution
describes the probability of observing a variate given that we know the proba-
bility of occurrence of an associated variate. In physical terms, we may want to
know, given that there will be a wave height of 8.5 m, what storm durations can
occur. So F(X|Y ) would be the probability of observing X for a known value of
Y . Mathematical details of the below methods are provided in the appendix.
Chakak & Koehler [1995] present one of the simplest ways of forming a 3-
copula. This method uses bivariate conditional distributions to create a trivariate
copula (Eqn. 12.1). The Chakak & Koehler [1995] method is appealing because
of its simple form and the fact that all the dependence parameters are available
from the corresponding 2-copulas. However the resulting 3-copula is not uniquely
determined and is dependent on the order the copulas are combined.
The conditional mixtures approach was used by Salvadori et al. [2007], Joe
[1997] and De Michele et al. [2007] to combine two 2-copulas to form a 3-copula.
This method is conceptually similar to that of Chakak & Koehler [1995]. In this
case the three dimensional distribution is obtained from the conditional bivariate
distributions.
Other methods considered have mainly been used in financial modelling. They
are the fully nested and partially nested methods suggested in Joe [1997] and
presented by Savu & Trede [2006] as a joint distribution of asset returns. The
method was also applied by Grimaldi & Serinaldi [2006], Nelsen [2006], Whelan
[2004] and Embrechts et al. [2001]. The term used is ‘hierarchical Archimedean
copulas’ which is a copula that joins two or more bivariate or higher order copulas
by another Archimedean copula.
Hierarchical Archimedean copulas can either be created by the fully nested
method or the partially nested method. The partially nested method is more
flexible than the fully nested [Savu & Trede, 2006]. It is however not possible to
create a 3-copula as the lowest dimension is n = 4.
The major modelling limitation of hierarchical Archimedean copulas is that
not all combinations of joint distribution are modelled uniquely. This is not
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general enough for modelling a sea state and needs to be considered if the method
is used for that application. The fully nested method provides an improved model
in this regard.
The partially nested method has the benefit of producing a 4-copula from only
two 2-copulas but is unable to produce a 3-copula. Three 2-copulas are required
to create a 3-copula via the conditional mixtures approach (Eqn. 12.3) and by the
Chakak & Koehler [1995] method (Eqn. 12.1). Equation 12.3 is likely to provide
the most complete model as it allows all the dependencies to be modelled by
different copulas.
6.3 Case study
The east coast of South Africa has 18 years of reliable wave data from a wave
recording buoy near the city of Durban. Corbella & Stretch [2012a] provide
details of the data set. The data was aggregated into storm events following the
methods of De Michele et al. [2007] and the three multivariate copula construction
techniques were applied to the wave data to create a storm sea state model.
6.3.1 Univariate analysis
A storm event was defined as a wave event that exceeded a threshold significant
wave height H of 3.5 m (Fig. 6.1). Experience has shown that a wave height
exceeding 3.5 m is associated with erosion. The storm commenced when the
wave height exceeded 3.5 m and ended when the wave height fell below 3.5 m and
stayed there for a period of at least two weeks. The two week delay was intended
to ensure that consecutive storm events were statistically independent and was
selected based on the decay time of the autocorrelation. This two week period
is consistent with [Callaghan et al., 2008]. The reduced storm data set was then
manually assessed to ensure that each storm event represented one meteorological
system. Finally we select the 3 largest storms, on average, per year. This method
of selecting independent storms is similar to those of Callaghan et al. [2008];
Salvadori et al. [2007]; Mendez [2008]; U.S. Army Corps of Engineers [2006]. The
storm duration D was the time in hours between the storm start and end times.
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The storm inter-arrival time or calm period I was defined as the time in hours
between the end of one storm and the start of the next storm. The maximum
peak period T that coincided with the storm event was also considered along with
simulated water levels L. Wave direction was not considered due to insufficient
data.
The relative goodness of fit of various statistical models was assessed using
the Akaike information criterion, namely
AIC = 2K − 2 ln(L) (6.6)
where K is the number of parameters in the fitted probability distribution and L
is the maximized value of the likelihood function for the estimated parameters.
The variates H, D, T and L were best fitted with the generalized extreme value
(GEV) distribution. The GEV distribution has been used to model wave heights
by Chini et al. [2010]; Guedes Soares & Scotto [2004]; Mendez [2008]; Minguez







σ ) : −∞ < x <∞ (6.7)
where µ is a location parameter, σ is a scale parameter, k is a shape parameter.





where λ is the mean and variance. Seasonality of storm frequency can be included
by making λ vary in time. Seasonality has no relevance in this paper and will
not be discussed further.
De Michele et al. [2007] used a storm magnitude based on an equivalent tri-
angular storm model (see Fig. 6.1), following Boccotti [2000]. Let the storm
magnitude be M = (H − η)D/2, where η is the wave height threshold taken
here as 3.5 m. The storm magnitude provides a single quantity to measure the
magnitude of a storm produced by the interdependence of H and D. We extend
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the time in hours between the defined storm start and end time. The storm inter-arrival time (calm period), I, 
was defined as the period in hours between the end of a storm and the start of a consecutive storm. Figure 1 
illustrates the storm definitions. The maximum peak period, T, that coincided with the storm event was also 
considered along with simulated water levels, L. Wave direction was not considered due to insufficient data.   
 
Based on the Akaikie information critera (Equation 7), H, D, T and L were fitted with the generalised extreme 
value (GEV) distribution (Equation 8) and 1/I was fitted with the weibull distribution (Equation 9). 
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where K is the number of parameters in the probability distribution and L is the maximised value of the 
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where  is the location parameter,  is the scale parameter and  is the shape parameter. 
 
 De Michele and Salvadori (2007) consider the storm magnitude as an equivalent triangular storm model as 
described by Boccotti (2000) (Figure 1). Let the storm magnitude be M = (H-η)D/2, where η is the wave 
height threshold taken as 3.5 m. The storm magnitude provides a single quantity to measure the magnitude of 
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where g is gravitational acceleration, ρ is the density of salt water and the wave energy is 
 E =  


8"            (11) 
This expression of wave power quantifies the interdependence of H and T in a single value. The storm 
magnitude and the wave power are a clear example of how risk is an association between all three variables 



























Figure 6.1: Definition of storm magnitude (M), storm duration (D), calm period
(I) and wave height (H)







where g is gravitational acceleration, ρ is the density of salt water and the average





The wave power is an instantaneous measure of the storm peak and quantifies
the interdependence of H and T in a single value. It will be referred to as the
peak wave power. The storm magnitude and the peak wave power are examples





The dependence between the variates is required prior to constructing the mul-
tivariate copulas. Kendall’s tau is a nonparametric measure of correlation and
was used, along with the corresponding p value, to determine the degree of de-
pendence between the pairs: HD, HT , HI, HL, DT , DI, DL, TI, TL, IL.





where n0 = n(n − 1)/2, n1 =
∑
i ti(ti − 1)/2, n2 =
∑
j uj(uj − 1)/2, ti is the
number of tied values in the ith group of ties for the first quantity, uj is the
number of tied values in the jth group of ties for the second quantity, nc is the
number of concordant pairs, nd is the number of discordant pairs. A p value
less than 0.05 was considered acceptable to reject the null hypothesis of τb = 0.
Kendall’s tau was also calculated for the pairs as a function of storm magnitude
and peak wave power.
6.3.3 Selecting 2-copulas
The following Archimedean copulas were considered: Clayton, Gumbel, Ali-
Mikhail-Haq, Frank and copula 12 in Nelsen [2006] Table 4.1. These copula
functions, their generator functions and the relationship between their depen-
dence parameter θ and Kendall’s tau are shown in Table 6.1.
We determined the best-fitting Archimedean copula using a nonparametric
estimation procedure proposed by Genest et al. [1993] which has been successfully
applied by numerous authors [Acciolyet al., 2004; Dowd, 2008; Zhang & Singh,
2007]. Let Z = H(X, Y ) have a distribution function K(z) = P {H(X, Y ) ≤ z}
in the interval (0, 1). An empirical distribution of K(z) can be determined as
K̂(z) = proportion of Zi
′s ≤ z, where Zi = number of (XjYj) such that Xj < Xi
and Yj < Yi.
Genest et al. [1993] showed that a parametric estimator of K could be found





















































































































































































































































































































denoted by K̃ϕ(z), is given by




The best fitting copula was determined by plotting K̃ϕ(z) against K̂(z) (known as
a Q−Q plot) and performing a Chi-squared and Kolmogorov-Smirnov goodness
of fit test. All p-values were calculated for a 95 % level of confidence. The smallest







was used to select the best fitting copula.
6.3.4 Empirical non-exceedance probabilities
Various authors have proposed empirical non-exceedance probabilities as plotting
position formulae and those appropriate to wave parameters are presented by the
U.S. Army Corps of Engineers [2006]. We use the plotting position formula
proposed by Gringorten [1963] since Zhang & Singh [2007] successfully applied
it to a trivariate probability distribution. The empirical trivariate probability
distribution can be expressed as







p=1 nlmp − 0.44
N + 0.12
(6.14)
where N is the sample size and nlmp is the number of occurrences of the combi-
nations of ul and vm and wp.
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Table 6.2: Kendall’s tau and p values for the pairs HD, HT and DT
Variables Kendall’s tau p-value




6.4.1 Dependence between variables H, D, T, I and L
Kendall’s tau and the corresponding p values were calculated for the following
pairs: HD, HT , HI, HL, DT , DI, DL, TI, TL, IL. Only HD, HT and DT
showed a significant correlation (Table 6.2). This is not unexpected as it shows
that the three variates H, D and T are dependent while I and L are likely to be
independent. This weakness in association allows us to simplify our model as I
and L may be simulated independently from the other variates using only their
marginal distributions.
The results in Table 6.2 show the chosen variate pairs to be positively de-
pendent. This implies that the larger the wave heights and periods the longer
the storm duration. That is the longer the storm duration the greater the wave
power. Similarly the greater the storm magnitude the greater the wave period.
Figure 6.2 shows the correlation between (H,D) pairs for storm magnitudes
exceeding specified threshold values. Similarly the correlation between (H,T )
pairs with peak wave powers above specified thresholds are also shown in Fig. 6.2.
Both (H,D) and (H,T ) correlations are positive for low thresholds, but become
negative as the thresholds increase. The (H,D) correlation becomes positive
again at the high storm magnitudes. The (H,T ) correlation behave differently for
high peak wave power where after an initial increase it subsequently changes from
positive to (perfectly) negatively correlated. This is thought to be attributable
to the very few available data pairs in that extreme range. It is expected that
with more data pairs the increase to positive correlations would continue into the
upper range of peak wave power.
The trend of the storm magnitude can be explained as follows: small mag-
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nitudes are associated with positive HD correlations because as relatively small
wave events increase so do the event durations. The middle range becomes neg-
ative because relatively small waves coincide with long durations or large waves
coincide with short durations. The trend becomes positive again because ex-
treme storm magnitudes are formed by large wave events having long durations
and the larger the waves the longer the duration. A similar explanation can be
applied to the peak wave power. These results can be significantly influenced
by the storm event definition and De Michele et al. [2007], following Boccotti
[2000], concluded that the association should converge towards the limit of −1
as the peak wave power does in Fig. 6.2, when considering increasingly extreme
events. We appreciate that the negative correlation may exist as a result of
large events being caused by either large wave heights with short durations or
small wave heights with long durations. However, we propose that there is an
additional higher range that produces more extreme events with large waves co-
inciding with long periods. Overall both H,D and H,T will be modelled with a
positive correlation (Table 6.2) and so our explanation is appropriate and can be
well described by copulas. The Clayton copula can model lower tail dependence
and becomes less associative in the upper tail. This is an appropriate copula to
model the storm proposed by Boccotti [2000]. The model we propose requires
a positive dependence to be modelled in the upper and lower tail. Charpentier
& Segers [2007, 2009] evaluated tails of Archimedean copulas and showed that
Archimedean Copula 12 from Nelsen [2006] can model both upper and lower tail
positive dependencies.
6.4.2 Creating a multivariate Archimedean copula
The results of the Chi-squared test between the parametric measure (K̃ϕ(z)) and
the empirical estimate (K̂(z)) of K is presented in Table 6.3 with the dependence
parameters of the various copulas. Q − Q plots of the best fitting copulas are
shown in Fig. 6.3. The Clayton copula was the best fit for all the pairs.
The copulas in Table 6.1 were then used to create multivariate copulas based
on the three construction methods described in Sect. 6.3.2. The conditional
























Figure 6.2: Kendall’s tau for HD pairs as a function of storm magnitude thresh-
old (solid line) and HT pairs as a function of peak wave power threshold (dotted
line).
any further fitting as the trivariate copula can be determined from the 2-copulas.
The fully nested method requires an additional copula to fit the 2-copula to the
univariate marginal distribution to create a 3-copula. A dependence parameter
for this additional copula was calculated and the results are presented in Table 6.4.
6.4.3 Fully nested hierarchical copulas
In an attempt to explore the compatibility problem the trivariate copulas were
constructed with different 2-copulas as well as with different copulas that did
and did not satisfy the requirement θ < θ12. Table 6.4 shows the fitting results
of the trivariate copulas, Kendall’s tau, dependence parameters and goodness of
fit between the empirical trivariate distribution and the copula based trivariate
distribution. Let the marginal distribution functions of wave height, wave period
and storm duration be F (H) = h, F (T ) = t and F (D) = d respectively. Table 6.4
shows that C(h, d) and t nested with the Clayton copula has the best fit to the

































































































































































































































































































































































































































































































Figure 6.4 shows that the empirical cumulative distributions of both trivariate
copulas are similar. The nesting should be performed with C(h, d) and t which
satisfies the condition θ < θ12.
6.4.4 Conditional mixtures and the Chakak-Koehler ap-
proach
The conditional mixtures and the Chakak & Koehler [1995] approach can be used
to construct multivariate copulas from only the 2-copulas. Chakak & Koehler
[1995] had the smallest Chi-squared value of 1.04 while the conditional mixtures
approach was 4.43.
6.4.5 Simulation comparison
We initially simulate F (H), F (T ) and F (D) from the bivariate copulas C(h, t)
and C(h, d). The bivariate simulations yields a scatterplot very similar to the
measured data (Fig. 6.5).
The bivariate Clayton copulas provide an appropriate model for the associ-
ation between HD and HT . We now attempt to determine which construction
technique yields the best trivariate model.
The construction of the trivariate copula C(h, d, t) following both Chakak &
Koehler [1995] and the conditional mixtures approaches are performed by cou-
pling three 2-copulas into a 3-copula conditionally. The similarities in the tech-
niques suggest that the simulations should be similar. The results are shown in
Fig. 6.6 where it is evident that both methods do indeed produce similar results.
Figure 6.7 shows that the simulation results of the hierarchical copula
C(C(h, d), t) are also similar to those of the Chakak & Koehler [1995] and con-
ditional mixtures methods. A visual comparison with Fig. 6.5 indicates that the
hierarchical model has the most similar simulation results to the bivariate copula
simulations. The hierarchical copula is expected to produce the best simulation




















































Figure 6.3: Q−Q plots of the best fitting copulas to the pairs (a) H,D; (b) H,T ;
(c) D,T





















Figure 6.4: The empirical cumulative distribution of C(h, t) and d nested with
the Ali-Mikhail-Haq copula (shown by the dots) and C(h, d) and t nested with






























































Wave period, T (seconds)
(a) (b)
Figure 6.5: Simulations of: (a) wave height and storm duration shown in the top
plot as marginals F (H) and F (D) and in the bottom plot as physical parameters
H and D; (b) wave height and wave period shown in the top plot as marginals
F (H) and F (T ) and in the bottom plot as physical parameters H and T from
the bivariate Clayton copulas. The simulated data is shown by the dots and the






























































Storm duration, D (hours)
(a) (b)
Figure 6.6: Simulations of wave height and storm duration as marginals F (H) and
F (D) (top plot) and physical parameters H and D (bottom plot) from a trivariate
copula (a) constructed by Chakak and Koehler (1995) and (b) constructed by the
conditional mixtures. The simulated data is shown by the dots and the empirical






























































Wave period, T (seconds)
(a) (b)
Figure 6.7: Simulations of wave height and storm duration as marginals F (H)
and F (D) (top plot) and physical parameters H and D (bottom plot) from a
trivariate hierarchical Clayton. The simulated data is shown by the dots and the
empirical data is shown by the squares.
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Table 6.5: A goodness of fit comparison between the three different trivariate




Hierarchical (Clayton nested in Clayton) 0.742 0.214 0.133
Chakak & Koehler [1995] 1.04 0.196 0.205
Hierarchical (Copula 12 nested in Clayton) 2.43 0.268 0.029
Conditional mixtures 4.43 0.357 0.001
6.5 Discussion
The p-values in Table 6.5 show that the conditional mixtures construction tech-
nique did not provide an appropriate fit to the empirical trivariate distribution.
The hierarchical trivariate Clayton copula has the best Chi-squared value while
the Chakak & Koehler [1995] construction technique had the best Kolmogorov-
Smirnov statistic. Ultimately both techniques provide equally acceptable results.
The appropriateness of the trivariate Clayton copula is dependent on the bivari-
ate relationships. All our bivariate models are best modelled by the Clayton
copula and C(h, t) and C(d, t) have similar dependence parameters (Table 6.3).
This means that in our case study the limitations of hierarchical copulas are not
realized. It is expected that one of the other two construction techniques would
produce a better model if the bivariate distributions were not all described by
the Clayton copula. So although the fully nested hierarchical copula provided
the best fitting model it is unlikely to do so in all other circumstances as it does
not uniquely model all the dependencies between variates.
The Chakak & Koehler [1995] construction technique is the simplest and pro-
vided satisfactory model results (see Sect. 6.4.4 and Fig. 6.6). The fully nested
hierarchical technique provides the smallest Chi-squared statistic and is rela-
tively simple to apply. The conditional mixtures approach is the most difficult
construction technique of the three. The integral cannot be solved explicitly and
a numerical solution can be demanding. Chakak & Koehler [1995] is the most
appealing model from a practical point of view because it is so easy to apply.
The Clayton copula best represents the Durban data set and satisfies the storm
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model described by De Michele et al. [2007] [following Boccotti, 2000] where it is
assumed that the lower tail has a positive correlation and that the association con-
verges towards the limit of −1 in the upper tail. We however have hypothesized
that there exists a return to positive correlations for the most extreme events.
As we approach a physical limit to wave height and storm duration the only way
the storm magnitude can increase is by extreme waves coinciding with extreme
storm durations. This will result in a positive correlation in the upper tail. The
Clayton copula is not appropriate for such a model but copula 12 from Nelsen
[2006] can model both upper and lower tail dependencies, but has the worst fit
to our case study data. However, Fig. 6.8 shows that the simulation results of
copula 12 appear to have an appropriate scatter when compared to the empirical
data. Figure 6.9 illustrates the changes in the simulations using copula 12 for
cases where the dependence parameter increases (i.e. the correlation approaches
1). Figure 6.9b shows that even with a strong correlation copula 12 still models
a weaker association about the centre.
It is likely that most data sets will be modelled best by the Clayton copula.
This is because most data sets would not have enough upper tail data to describe
the positive correlation and so we suggest that the Clayton copula would only be
modelling the lower tail and the central bulk of the distribution. We suspect that
a more substantial data set including numerous extreme events would be more
appropriately modeled by copula 12.
6.5.1 The model limitations
This paper has been intended to identify appropriate techniques for creating
multivariate statistical models. In the model’s current form it has numerous lim-
itations, some of which can be improved. Firstly the model has no link to cyclonic
forcings. On the east coast of South Africa storm waves are generally produced
by either tropical cyclones, cut-off lows or cold fronts. Tropical cyclones are most
frequent in February and cut-off lows in March. These events behave similarly in
terms of wave production with the exception of wave direction. Tropical cyclones
generally produce north easterly swell while cut-off lows produce south easterly
































Storm duration, D (hours)
(a) (b)
Figure 6.8: Simulations of (a) the wave height marginals F (H) and the storm
duration marginal F (D) and (b) the wave height and storm duration from the
bivariate copula 12 from Nelsen [2006]. The simulated data is shown by the dots
and the empirical data is shown by the squares.
exceeding 3.5 m have directions which fall between south and east, inclusion of
the wave direction would improve the model. Between 1962 and 2005 only seven
cyclones affected the eastern parts of South Africa [Kruger et al., 2010]. Assum-
ing an average of 3 wave events per year means that cyclones only account for
5 % of the wave events. Similarly only 4 % of the case study’s wave data is
produced by cyclones of which the wave characterists are very similar to those
produced by cut-off lows. The statistical model is therefore modelling a mixture
of cold fronts and cut-off lows. The cut-off lows form further out to sea than the
cold fronts. The cut-off lows are associated with the large wave heights and wave
periods while the cold fronts produce the smaller wave heights and shorter wave
periods.
Seasonality effects the frequency and intensity of events and as explained in
Sect. 6.3.1 this can be included by using non-stationary probability distributions.
This is considered a major limitation in the current model and must be included
for realistic simulations.






























































Storm duration, D (hours)
(a) (b)
Figure 6.9: Simulations of wave height and storm duration shown in the top plot
as marginals F (H) and F (D) and in the bottom plot as physical parameters
H and D. Simulated from the bivariate copula 12 from Nelsen [2006] for a
dependence parameter of (a) 4 and (b) 8.
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steepness or a maximum water depth at wave breaking. The model is purely
statistical and could therefore produce a wave height that might not exist at the
given water depth. This however is not a major concern as the simulation results
may be conditioned to restrict physically impossible events.
6.6 Conclusion
The dependencies of sea storm parameters have been analyzed. Only the param-
eters H, T and D displayed a significant interdependence all of which were posi-
tively correlated. The dependence between H and D was the strongest, followed
by H and T . Three construction techniques were investigated for the creation of
a trivariate copula. It was found that in general from a theoretical perspective
the conditional mixtures approach provides the most complete model with no
limitations regarding dependencies. The Chakak & Koehler [1995] method is the
most appealing from a practical point of view as it provides similar results to
the conditional mixtures, only requires 2-copulas to create a 3-copula and avoids
solving the complicated integral produced by the condition mixtures. This simple
technique is likely to be very appealing to practitioners. The fully nested method
of creating hierarchal copulas provided the best results for our case study. This
method does not model all the dependencies uniquely and the reason why it pro-
vided the best results is largely a function of the case study data set. The results
highlight the importance of doing a thorough analysis of the bivariate data prior
to creating a multivariate model because a simple construction technique may
be appropriate and allow one to avoid the difficulties associated with the more
complete conditional mixtures.
We have extended De Michele et al. [2007]’s bivariate analysis of sea storm
data. De Michele et al. [2007] considered the dependencies of wave height and
duration as a function of storm magnitude, while we have included an analysis
of wave height and period as a function of peak wave power. From these bivari-
ate analyses we have proposed an extension to the sea storm model suggested
by Boccotti [2000]. We propose that there are three levels of storm magnitude
and peak wave power: the lowest levels display positive associations, the middle
levels negative associations, and as storms approach their physical limits there
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is another positive correlation. This concept can be modelled well by copula 12
from Nelsen [2006], which can mimic both the lower and upper tail dependencies.
The Boccotti [2000] model is well modelled by the Clayton copula.
In order to fully exploit the realism of numerical models the storm event
inputs have to be equally realistic. Statistical models and copula methods provide
appropriate tools to simulate realistic events to be used in numerical models of
coastal and marine processes.
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Predicting coastal erosion trends
using non-stationary statistics
and process-based models
This chapter is based on a paper published in Coastal Engineering, 70, 40 – 49,
2012.
Abstract
Storms and water levels are subject to seasonal variations but may also have
decadal or longer trends that need to be included when estimating risks in the
coastal zone. We propose a non-stationary multivariate generalised extreme value
model for wave height, wave period, storm duration and water levels that is con-
structed using Archimedean copulas. The statistical model was applied to a South
African case study to test the impacts of decadal trends on beach erosion. Erosion
was estimated using three process-based models – SBEACH, XBEACH, and the
Time Convolution model. The XBEACH model provided the best calibration re-
sults and was used to simulate potential future long-term trends in beach erosion.
Based on the simulated erosion results of 5 beach profiles for storms with 25, 50
and 100 year return periods, it is estimated that the erosion rate could increase
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by 0.20 %/year/storm and should therefore be a significant factor in long-term
planning.
7.1 Introduction
Increasing awareness of future climate change impacts has added a new dimension
to traditional design practice. The predicted and/or the measured increases in
storm intensity and frequency should be accounted for in failure risk assessment
based on an average recurrence interval. Erosion of coastlines is dominated by
three factors: sediment supply; wave forces and sea level rise. This paper attempts
to consider all these factors and forecast the erosion potential of future storms
using a non-stationary multivariate generalised extreme value statistical model
based on Archimedean copulas together with process-based models of the beach
response.
Numerous authors have proposed a combination of process-based models and
statistical models to estimate the potential impacts of climate trends. Only the
most relevant examples are mentioned here. Wang et al. [2004] analysed po-
tential changes in significant wave heights using a global climate model and
a non-stationary generalised extreme value distribution. They concluded that
there was variability of about 20 % between decadal extreme significant wave
heights. Coles & Tawn [1994, 1990, 1991] provide methods relating to multi-
variate statistical modelling in a coastal context while Coles & Tawn [1994] used
these methods with an empirical formula for overtopping of a seawall to estimate
a probability zone of failure. Wang & Reeve [2010] presented a probabilistic
model of long-term beach evolution near detached breakwaters using the numer-
ical model developed by Hanson et al. [2006]. Callaghan et al. [2008] used a joint
distribution of wave parameters to estimate erosion in combination with the time
convolution shoreline response model of Kriebel & Dean [1993]. Zacharioudaki
& Reeve [2011] performed a statistical analysis of beach response to wave condi-
tions arising from climate change scenarios. Zacharioudaki & Reeve [2011] used
a one-line beach response model which is appropriate for beaches dominated by
long-shore sediment transport. Our study is concerned with storm waves and
so uses cross-shore morphological models. Although much work has combined
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statistical models with numerical models this paper presents a unique use of a
copula based non-stationary multivariate statistical model in combination with
process-based models to quantify potential future storm induced erosion.
We initially provide a brief theoretical background to the statistical and
process-based models and outline the methods used. The methodology is tested
by applying it to a case study on the east coast of South Africa. The results are
then presented and discussed before concluding.
7.2 Theoretical Background and Methods
7.2.1 Case study site
The east coast of South Africa has 18 years of reliable wave data from wave
recording buoys near the city of Durban (Fig. 7.1). Corbella & Stretch [2012a]
provide details of the data set. A storm event was defined in terms of a signifi-
cant wave height threshold similar to the triangular storm concept proposed by
Boccotti [2000]: a storm event begins when a significant wave height Hs exceeds
a threshold of 3.5 m and ends when the significant wave height falls below 3.5 m
for a period of at least 2 weeks based on the decay time of the autocorrelation.
The reduced storm data set was then manually assessed to ensure that each storm
event represented one meteorological event. Finally we select, on average, the 3
largest storms per year. The period between the start and the end time is the
storm duration D and the time between the events is the calm period I. The
storm definition is illustrated in Fig. 7.2.
Corbella & Stretch [2012b] analysed Durban’s wave data and identified in-
creasing trends in significant wave heights exceeding the 3.5 m threshold. They
also noted an increase in peak period T and in the frequency of storm events (or
similarly a decrease in the average calm period). Only the increase in peak period
was found to be statistically significant.
The case study site at Durban also has a 37 year record of beach profiles
which exhibit a long term erosion trend [Corbella & Stretch, 2012b]. The records
of interest to this study are those that bound storm events. Only the 1998 and
2007 events met these requirements. The analysis is limited to profiles A, C, D,
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Figure 7.2: Illustration of the storm definition showing the significant wave height
Hs, storm duration D and calm period I.
F and 13 (Fig. 7.1) as they have the most frequent bathymetry data and provide
a good representation of the Durban Bight while avoiding most of the sheltering
near the harbour entrance and the influence of perpendicular beach structures
and sand bypass scheme.
In March 2007 Durban experienced its largest wave event on record. The 8.5 m
significant wave height and 16.6 second peak period coincided with an extreme
high tide of 2.2 m above chart datum (CD) and devastated the coastline. This
storm was a realisation that much of the current infrastructure is not capable of
withstanding potentially more frequent and intense events in the future. Since
the damage of the 2007 event can be easily quantified it will be used as a base
line to demonstrate the potential impacts of storm and water level trends.
7.2.2 The Generalised Extreme Value model
The Generalised Extreme Value (GEV) distribution has been used extensively for
extreme value analysis of hydrological events and specifically for wave heights by
Chini et al. [2010]; Guedes Soares & Scotto [2004]; Mendez [2008]; Minguez et al.
[2010] and Ruggiero et al. [2010]. The GEV encompasses three distributions often
185
7.2. THEORETICAL BACKGROUND AND METHODS
referred to as Types I, II and III. The probability density function is given by
















for (1 + k x−µ
σ
) < 0, where µ is the location parameter, σ is the scale parameter
and k is the shape parameter. This traditionally stationary model can be adapted
to model non-stationary events by making the GEV parameters time dependent
[Mendez, 2008; Katz et al., 2002; Minguez et al., 2010]. Non-stationarity is usu-
ally limited to time varying location and scale parameters µ(t) and σ(t). For ex-
ample Ruggiero et al. [2010] and Zhang et al. [2004] model the location parameter
as a linear function of time and the shape parameter as an exponential function of
time. Others who have been interested in cyclic behaviour (such as seasonality)
have used trigonometric functions to model the location and shape parameters
[Mendez, 2008; Katz et al., 2002; Minguez et al., 2010]. For the present study we
have assumed that the time dependency can be expressed simply as
µ(t) = µ0 + µ1t, σ(t) = σ0, k(t) = k0, (7.2)
where the location parameter is assumed to be linearly dependent on time and
the shape and scale parameters are assumed to be constant based on the findings
of Wang et al. [2004]. Corbella & Stretch [2012b] identified increasing trends in
Hs, T and the frequency of storm events. However, only the wave height Hs was
modelled with a non-stationary GEV model in the present study, while changes
in T and D were included through their dependence on Hs as captured by a
multivariate statistical model based on copulas and described in Sect. 7.2.5
7.2.2.1 Sea level estimating with the GEV model
Sea level can be broadly divided into astronomical forcing and sea level rise. Sea
level rise is well documented and the trend is usually described linearly (Mather
[2008] and references therein). A rate of 2.7 mm/year for sea level rise was
assumed for the present study based on the work of Mather [2008, 2007]. The
increase in sea level is included in the GEV through the location parameter and
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is expressed as
µSLR(t) = 0.0027t, (7.3)
where µSLR(t) denotes the sea level rise component of the location parameter.
The sinusoidal nature of astronomical forcing as well as the numerous cycles
makes it more complicated to include in the GEV model. Examples of the long-
term astronomical forcings include the 18.6 year nodal cycle due to the regression
of the lunar nodes and the 4.5 year cycle when the lunar perigee coincides with
the equinox [Pugh, 1987]. These two cycles do not have the same phase and
the interaction of these two cycles should be included in the model. To reduce
the complexity of the model we only consider the 18.6 year nodal cycle in the
present study. We include the nodal cycle in the location and scale parameter as
described by Mendez [2008], whence
µN(t) = βN1 cos(2πt/18.6) + βN2 sin(2πt/18.6), (7.4)
σN(t) = αN1 cos(2πt/18.6) + αN2 sin(2πt/18.6), (7.5)
where µN(t) and σN(t) denote the nodal cycle component of the location and
scale parameters respectively, and β and α describe the amplitudes of the nodal
cycle. The nodal cycle components were estimated from simulated tidal data
between the years 1980 and 2010.
7.2.3 Fitting the Generalised Extreme Value model
The fitting of these distributions requires the sampling of extreme events. The
simplest sampling method is the annual maximum method which fits a probability
distribution to the annual maxima wave heights. The peak over threshold method
samples all events exceeding a specific threshold. Unlike the annual maximum
method the peak over threshold method allows more than one event per year to be
sampled and is therefore commonly used for analysing short data sets. Generally
the GEV is used to model block maxima while the generalised pareto distribution
(GP) is used to model data that has a threshold. However, there is no theoretical
ground to recommend a specific distribution function for the peak over threshold
method [Goda, 2008]. For our data set the GEV and the GP provide similar
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results with the GEV having a superior akaike information criteria. We therefore
use the GEV to model all the parameters of interest. It should be noted that the
marginal distributions do no affect the dependence modeled by the copulas and
may be replaced with any preferred distribution.
The maximum likelihood method maximizes the joint probability of observ-
ing the data in the sample. This intuitive method has been referred to as the
most popular and best technique for deriving estimators [Casella & Berger, 1990;
Montgomery & Runger, 2003]. The maximum likelihood method is popular with
statisticians because its characteristics are underpinned by a well developed the-
ory [Goda, 2008]. The method was therefore selected for this study.
The significance of non-stationarity in the GEV distributions was evaluated
using a log-likelihood ratio test. The test identifies the statistical significance of
a trend when compared to a model without a trend. Let M1 be a model with a
trend and M0 be a model without a trend. If the corresponding log-likelihoods
are given by `M0 and `M1 respectively, then the log-likelihood ratio statistic given
by
LRS = 2(`M1 − `M0), (7.6)
which is asymptotically chi-squared distributed with degree-of-freedom equal to
the difference between the number of free parameters in the two models. We
reject the no trend M0 hypothesis at a significance level of 95 % if LRS exceeds
the upper 95th percentile of the chi-squared distribution.
7.2.4 Event frequency
The non-stationary GEV distribution has been used to model the change in wave
height. The annual increase in the frequency of these events still has to be
included in the model. The definition of an average recurrence interval for a





where τ is the average recurrence interval, λ is the average event inter-arrival
time 1/(D + I) (or inverse of the annual average event frequency f0) and p is
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the non-exceedance probability of an event. A trend in event frequency can be
included by making λ time dependent. Assuming a linear trend we represent the





Equation 7.7 can then be used to express p as a time dependent function of τ ,
namely
p = 1− 1
τ (f0 + f1(t))
, (7.9)
This frequency model can now be used in combination with the non-stationary
GEV model to estimate a future wave height for a given recurrence interval based
on the trend in frequency and intensity.
7.2.5 Archimedean Copulas
Erosion is not only dependent on wave heights but also on wave period, storm
duration, wave angle and sea level. A multivariate statistical model was therefore
used to model the dependency between these parameters. Since the physical
relationships between the parameters are not expected to change they can be
used with both stationary and non-stationary GEV distributions.
The multivariate model was constructed using Archimedean copulas. Copu-
las are mathematical functions that join or couple multivariate probability dis-
tribution functions F (x1, . . . , xn) to their one-dimensional marginal distribution
functions F1(x1), . . . , Fn(xn). For a detailed introduction to copulas refer to
De Michele et al. [2007]; Nelsen [2006]; Salvadori & De Michele [2010]. Using
a 2-dimensional case as an example, an Archimedean copula C is defined as
C(u, v) = ϕ−1[ϕ(u) + ϕ(v)], (7.10)
where u = F (x) and v = F (y) are marginal distribution functions and ϕ is the
generator function.
Corbella & Stretch [2012c] found that onlyHs, T andD of the case study wave
data are significantly inter-dependent. Based on this observation they created a
fully nested trivariate hierarchical Clayton copula. The same trivariate model
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(sθ − 1) (7.11)
where θ is the dependence parameter and s ∈ [0, 1]. The 3-dimensional hierar-
chical copula has 2 generators, ϕ1 and ϕ2 and is expressed as











This model can be used to simulate events conditionally given the expected future
wave heights estimated by the non-stationary GEV model. We perform this sim-
ulation using the conditional inversion method [De Michele et al., 2007; Nelsen,
2006; Savu & Trede, 2006, 2010]. Given the non-exceedance probability of a wave
height h the non-exceedance probability of duration d can be estimated from the
conditional law G of the bivariate copula as
G2(d |h) = ∂hC(h, d) (7.13)
The non-exceedance probability of the wave period t can then be estimated
conditionally based on the given values of h and d from the bivariate and trivariate
copulas as




Sampled values for Hs, D and T can then be found by inverting the associated
GEV models. It should be noted that Hs, D and T are also dependent on wave
direction. Wave direction was not included in the copula model because all the
sampled storm events fall between 110◦ and 180◦ with an average direction of
147◦. There is no significant rank correlation between wave height and wave
direction so we assume that all extreme events are equally likely to arrive from
any direction between 110◦ and 180◦.
The main advantage of copulas is that they are not limited to dependence
described by linear correlation. Dependence measured as a linear correlation is
only suitable for a special class of distribution (i.e. elliptical distributions) and
its uses outside of these distributions leads to numerous fallacies (see McNeil
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et al. [2005]). We therefore use Kendall’s tau rank correlation as a measure of
dependence. The Clayton copula interpolates between dependency structures.
For the limits θ → 0 the Clayton copula becomes the independence copula. For
θ → inf the comonotonicity copula is produced and for θ → -1 the Frechet-
Hoeffding lower bound is obtained. The Clayton copula therefore interpolates
between countermonotonicity, independence and comonotonicity.
7.2.6 Erosion estimation by numerical modelling
There are numerous numerical models available for estimating cross-shore ero-
sion [Schoonees & Theron, 1995]. We limit our analysis to SBEACH [Larson
et al., 1990], the Time Convolution model [Kriebel & Dean, 1993], and XBEACH
[Roelvink et al., 2009]. Although SBEACH has been found to under estimate
erosion [Seymour et al., 2005; Zheng & Dean, 1997] it generally provides reason-
able predictions [Schoonees & Theron, 1995; Zheng & Dean, 1997]. Kriebel and
Dean’s model is the simplest of the three models and is based on the theory of
idealised equilibrium profiles where the water depth
h =

















where x is the cross-shore distance offshore, B is the dune height above mean
sea level, and A is an empirical coefficient that depends on the sediment settling
velocity [Kriebel & Dean, 1993]. Storm surge for the Time Convolution model
was limited to the sum of the tidal anomaly and wave setup. Assuming saturated
wave conditions and ignoring bed shear stresses the maximum wave setup can be





where γb = Hb/hb and Hb is the wave height where wave breaking initially occurs
and hb is the depth that wave breaking occurs. The values of Hb and hb were
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estimated for the simulated events in the SWAN model (refer to Sect. 7.2.6.1).
The Time Convolution model has been previously applied to estimating ero-
sion (e.g. Callaghan et al. [2008]). However, it is not intended to accurately repro-
duce erosion processes but rather to provide a fast and easy method to estimate
profile retreat.
The XBEACH model is a relatively new public-domain model that is still
under development. Although XBEACH has not yet been tested as extensively
as the SBEACH model, it has been used for a number of recent studies and has
given satisfactory results (e.g. Hartanto et al. [2011]; Roelvink et al. [2009]).
The three models were calibrated using the 2007 storm event and verified
using the 1998 event. The 1998 event had profile measurements one day before
the storm peak and two days after the peak. The 2007 event had measured
profiles one month before the event and 9 days after the event. These were
the only two storm events that had profile data close enough to the event for
calibration purposes.
All the models predict erosion of the profile but the sediment remains within
the model domain and there is no net loss of sediment. Therefore, only the erosion
above mean sea level (MSL) was calculated and compared with the field data.
The wave events simulated by the statistical model are based on recordings
from the waverider buoy and so we use the numerical wave model SWAN (Simu-
lating WAves Nearshore) to transform these events to the required locations. The
significant wave height and storm duration estimated from the statistical model
are used to create an idealised time series of a storm (Fig. 7.8). This time series is
transformed to a nearshore time series by the SWAN model and the transformed
time series is used in the cross-shore models.
Since the statistical model did not include wave direction we simplify the
erosion simulations by setting all the offshore deepwater wave directions equal to
145 ◦ (south east).
7.2.6.1 The SWAN model
The SWAN model used in this study was set up using three grid resolutions.
The largest, offshore rectangular grid had approximately 1000 m × 1000 m grid
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Table 7.1: The calibration parameters of the SWAN model
Parameter Value
Water level (Mean Sea Level) (m) 0.0
Directional sector 0 – 360
No. directions in directional space 72
Lowest frequency (Hz) 0.05
Highest frequency (Hz) 1
No. frequency bins 36
Spectrum JONSWAP
Spectral peak enhancement factor 2.5
Directional energy spreading 15 (Cosine power)
Depth induced breaking Battjes and Janssen
Alpha - breaking 1
Gamma - breaking 0.73
Bottom friction Madsen et al. [1988]
Friction coefficient 0.01
Non-linear triad interaction De-activated
Wind growth De-activated
Whitecapping Komen et al. [1984]
Quadruplets De-activated
Frequency shift Activated
cells. A medium grid had 400 m × 400 m cells and the smallest curvilinear
grid had approximately 100 m × 50 m cells. The statistically simulated wave
conditions were transformed to 20 m water depths in front of each of the selected
profile locations. Hind-cast data for the two storms were obtained from the
WAVEWATCH-III global wave model [Tolman et al., 2010] and used as offshore
boundary conditions to calibrate and verify the SWAN model with the wave
recording buoy data. Table 7.1 shows the SWAN model setup and Fig. 7.3 shows
time series comparison of the measured and SWAN simulated significant wave
heights during the 1998 storm event. The average measured significant wave
height over the 1998 storm duration was 3.5 m and the modeled wave height was
3.4 m. The results were similar for the 2007 event.
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Figure 7.3: A time series comparison of the measured and SWAN simulated
significant wave heights during the 1998 storm event. The dots are measured
significant wave heights from a Waverider buoy. The line and crosses are SWAN
simulated significant wave heights
7.2.7 Summary
We have outlined the creation of a time dependent statistical model and have
described four numerical models. We now summarise the section by providing an
algorithm for the process used to quantify future erosion.
1. Sample storm parameters Hs, D, T and λ using the POT method and the
storm definition given in Sect. 7.2.1.
2. Identify appropriate functions to model any trends in Hs and λ.
3. Fit a non-stationary GEV distribution to Hs.
4. Fit GEV distributions to D and T .
5. Create a copula model of Hs, D and T .
6. Estimate the time dependent non-exceedance probability p (Eqn. 7.9) of
Hs corresponding to a 31-year recurrence interval τ (the 2007 event) for a
forecast of 10, 25, 50 and 100 years.
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7. Simulate 1 000 000 non-exceedance probability samples, at specified non-
exceedance probabilities of h, for storm duration d and wave period t from
the conditional laws of the bivariate (Eqn. 7.13) and trivariate copulas
(Eqn. 7.14).
8. Calculate an event equivalent to the probability levels of the 2007 event
from the 1 000 000 samples of d and t.
9. Estimate the value of Hs, D and T from the inverse of the cumulative GEV
distribution with the time dependent location parameter (Eqn. ??).
10. Simulate sea levels for a 10, 25, 50 and 100 year forecast from the inverse
of the cumulative GEV distribution using the time dependent parameters
(Eqn. 7.3 to 7.5).
11. Use the simulated values of Hs and D to create an idealised storm time
series with the maximum significant wave height occurring at half the storm
duration (Fig. 7.8).
12. Use the simulated sea level and a sine function to create a time series of the
tide. Make the high tide coincide with the maximum wave height.
13. Calibrate the SWAN, SBEACH, XBEACH and Time Convolution model
using past storm events.
14. Use the SWAN model to transform the simulated wave events to the re-
quired locations and to calculate the wave breaking heights and water
depths for the Time Convolution model.
15. Use the SBEACH, XBEACH and Time Convolution model to estimate the
erosion corresponding to the simulated wave events.
The shoreline response models require Hs, T , D, wave direction and water
level as inputs. Wave direction could not be included in the statistical model
because the 7 years of data is too short to establish a trend or dependence between
the other parameters. We therefore use the most common wave direction of south





As previously mentioned we limit our analysis of trends to Hs and water levels.
We then use the dependency between the storm parameters Hs, D and T to esti-
mate the associated changes of D and T . Water levels were modelled separately
because Corbella & Stretch [2012c] found them to be independent of the other
storm parameters.
7.3.1.1 Trends in significant wave height
The observed trend in the significant wave height was not found to be statistically
significant at a 95 % confidence level [Corbella & Stretch, 2012b]. The difficulty
in establishing trends from a relatively short data set is illustrated by the return
period estimates using the stationary GEV model in Fig. 7.4. The limited data
in the upper tail causes the bootstrapped 95 % confidence interval to become
large very quickly. Despite the uncertainty, the observed trend in Hs was mod-
elled and is shown in Fig. 7.5. The rate of increase of significant wave heights
exceeding 3.5 m was estimated to be 0.02 m/year. This trend was incorporated
into the GEV model using the location parameter as described in Sect. ??. The
negative log-likelihood method estimated the rate of change of the location pa-
rameter to be 0.0057 m/year. The log-likelihood ratio test between the stationary
and non-stationary models confirmed that the trend in Hs was not statistically
significant. The 0.020 m/year trend is similar to the trends identified by Bacon
& Carter [1991]; Dodet et al. [2010]; Ruggiero et al. [2010]; Theron et al. [2010],
but because there is limited statistical confidence in the data we analyse both the
0.0057 m/year and 0.02 m/year trends.
The significance of an increasing wave height is illustrated in Fig. 7.6. The




























Figure 7.4: The recurrence intervals of significant wave height and the boot-


































Figure 7.5: The significant wave height events exceeding 3.5 m between 1992 and
2010 and their linear regression shown by the solid line and the 95 % confidence









































































































































































































7.3.1.2 Trends in storm frequency
The trend in storm frequency was estimated from the occurrence of wave heights
exceeding 4 m. It was found that the average of f0 = 3 events/yr was increasing
at an average rate of f1 = 0.01 events/yr.
7.3.1.3 Trends in water level
Unlike the GEV model of Hs which used the POT method, the GEV for the water
levels was fitted to the annual maxima tide levels. As previously mentioned an
estimate of 0.0027 m/year was assumed for sea level rise. Similar to Mendez et al.
[2007] the contribution of the scale parameter to the nodal cycle was found to
be negligible. The amplitude of the nodal cycle (β2N1 + β
2
N2
)1/2 = 0.03 is similar
to Mendez et al. [2007] and Sobey [2005]. βN1 = 0.004 and βN2 = 0.03 while
the nodal cycle contribution in the scale parameter (αN1, αN1) is not significant.
Figure 7.7 shows the linear trend in sea level, the sinusoidal trend in the nodal
cycle, and the combination of the two trends in the GEV model.
7.3.2 Simulated events
Table 7.2 shows the simulated events. The copula model incorporates the de-
pendence between the significant wave height, duration and peak period. This
dependence allows the trends in duration and peak period to be modelled con-
ditionally on the trend in significant wave height. Table 7.2 shows an increasing
trend in duration. The simulated rates of D and T are not consistent with the
findings of Corbella & Stretch [2012b]. The reason for this is because the trivari-
ate copula has no upper tail dependence and does not represent the average trend
of the data set. If an event in the centre of the distribution, such as a wave height
of 5 m was used, then there would be a larger change in D and T . For a detailed
explanation of this concept the reader is referred to Corbella & Stretch [2012c].
This concept of tail dependence makes the use of copulas very powerful when
forecasting conditionally dependent events.
Figure 7.8 illustrates the evolution of an idealised 2007 storm event over time.
If we define the storm magnitude as the area under the plots in Fig. 7.8 it can
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Table 7.2: The storm parameters of the 2007 event (significant wave height Hs,
duration D, peak period T and water level WL) and the equivalent event storm
parameters forecasted 10, 25, 50 and 100 years. The un-parenthesised values are
for a 0.0057 m/year increase in significant wave height and the parenthesised
values are for a 0.02 m/year increase in significant wave height.
Forecast (years) 0 10 25 50 100
Hs (m) 8.5 8.64 (8.78) 8.84 (9.20) 9.18 (9.89) 9.82 (11.3)
D (hrs) 55.4 55.5 (55.6) 55.6 (55.9) 55.7 (56.1) 55.9 (56.4)
T (s) 16.6 16.6 (16.6) 16.6 (16.6) 16.6 (16.6) 16.6 (16.6)
WL (m) 1.33 1.36 1.42 1.45 1.62
be seen that the overall storm magnitude increases with time. This increase in
combination with the increase in peak period means that the total wave power
will increase. Furthermore this increased storm magnitude and wave power are
able to act further inland as a result of the increase in water level, which will in
turn increase erosion.
7.3.3 Comparison of the numerical erosion models
We do not present the Time Convolution results as a goodness of fit because
the method only shifts an equilibrium profile that has been fitted to a historic
profile. Instead the results are presented in Table 7.3 as relative percentage errors
between the measured and modelled retreat and erosion volumes.
The average error for the two events and for all the profiles is 48 %. This may
be an acceptable initial estimate but is not a suitable alternative to a process-
based model. The profiles that show the best results are those that have the
closest approximation to the equilibrium profile described by Eqn. 7.15. The
limitation of assuming a constant wave breaking height is one of the reasons why
the erosion of profiles F and 13 is over estimated in Table 7.3.
SBEACH is a more sophisticated model than the Convolution model but
because it’s calibration parameters are limited it does not have the same flexibility
as XBEACH. Figure 7.9 shows the modelled beach response of profile A for both
the SBEACH and XBEACH models. XBEACH modelled the response of profile
13 worse than any other profile while it was the best of the SBEACH simulations.
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Table 7.3: Relative errors of the Convolution method for profile retreat and vol-
ume erosion fro profiles A, C, D, F and 13.
Storm event Profile
Retreat error Volume error Average error
(%) (%) (%)
1998
A -66 -6 36
C 9 -35 22
D -61 24 42
F 101 -49 75
13 -58 95 76
2007
A -67 -38 52
C 75 -47 61
D -57 -44 50
F -35 -29 32
13 -53 -19 36
SBEACH estimates the correct profile shape but shows no net erosion while
XBEACH has a similar shape and over estimates the erosion by almost 20 %.
The SBEACH results are not tabulated as they mostly show no net erosion above
the 0 m MSL contour.
The XBEACH calibration results are shown in Table 7.4. The model was
calibrated on the 2007 event and predicts the erosion volumes within 10 % on
average. The calibration was verified with the 1998 event and simulated erosion
volumes were between 1 % and 57 % of the measurements with an average error
of 30 %. XBEACH is the preferred of the three models and will be used to
estimate the erosion of the forecasted events. The calibration is acceptable given
that it does not include longshore currents and that we are essentially interested
in relative erosion volumes.
7.3.4 Predicted erosion
The forecast storm conditions and modelled erosion trends are shown as relative
percentage changes in Fig. 7.10. The significant wave height and water levels were
modelled with increasing trends with the 18.6 year nodal cycle included in the
water level trend. The peak period and duration have a minor increasing trend,
neither of which contributes to the estimated increase in erosion. The average
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Table 7.4: XBEACH 1D model relative profile erosion volume errors and Chi-
squared statistics for profiles A, C, D, F and 13.













annual erosion trend of the profiles was estimated to be 0.14 %/year/storm and
0.20 %/year/storm as a result of the 0.16 % and 0.32 % increase per year in wave
height respectively and the 0.21 %/year increase in water level.
7.4 Model limitations
The non-stationary GEV and copula method proposed here for forecasting storm
events is more appropriate than simulating events based purely on marginal dis-
tributions because it includes the dependence between parameters. The method
however assumes that the dependence relationships that exist between storm pa-
rameters do not change over time. This may not be correct because there could
be changes in the meteorological forcing processes. For example Durban’s storm
waves are produced by either cut-off lows, cold fronts or tropical cyclones. It
is estimated that only 5 % of Durban’s storm waves are produced by cyclones
and so the current model is mainly representative of a mixture of cold fronts
and cut-off lows. Although the relationship between the meteorological forcing
and storm durations is still unclear at the case study location, it appears that
the larger wave heights and longer period waves are associated with cut-off lows.
If there is a trend in only a single forcing process it may eventually affect the
relationship modelled by the multivariate copula. If only one of the forcing pro-
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cesses is increasing our assumption of a constant dependence relationship will be
incorrect.
The proposed method of conditionally simulating peak wave period from a
significant wave height should be applied cautiously. In the presented case study
the method performs well because of the above described forcing processes. If
local storm conditions produce extreme waves the proposed method will overes-
timate the peak wave period and thus the extreme storm conditions. If there is a
possibility of this occurring at the location of interest the copula based simulation
of peak wave period may be replaced by a preferred method described by Monbet
& Prevosto [2001] or references therein.
Further caution must be observed for the use of Archimedean Copulas. Cop-
ulas provide a very general model of dependence and although they have found
various successful applications their generality makes it difficult to estimate cop-
ulas from data. Copulas that are derived from multivariate distributions (e.g. the
Gaussian copula) provide powerful models because the marginal distributions
and the dependence structure can be disentangled and handled independently.
Archimedean Copulas however do not stem from multivariate distributions and
have their structure mainly because of mathematical tractability. Therefore their
appropriateness as natural models for dependence should be verified for each
application.
The erosion simulations have been performed from a constant average profile.
This method does not allow for long term retreat due to sea level rise. The
method also neglects any trends in wave direction. The long term erosion effects
of changing wave directions are an important factor [Zacharioudaki & Reeve,
2011] and a notable weakness in the current study. Although the method is not
realistic but it allows the effects of storms to be quantified separately to that
of long term sea level rise and wave direction effects. Since cross-shore erosion
processes are dominant during storms the absence of wave direction trends does
not significantly affect the quantification of storm erosion trends.
The trends used for the case study are based on analysis of limited data and
are not statistically significant. This is expected to be a common problem since
most areas in the world have short wave data sets. The absence of statistically
significant trends is not a sufficient justification to dismiss the inclusion of such
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trends in medium to long term planning. The methods outlined in this paper are
intended to allow potential future impacts to be quantified so that they can be
assessed as part of a holistic planning and design process.
7.5 Discussion
Three cross-shore erosion models have been evaluated for predicting the impacts
of wave and water level trends. The Time Convolution model [Kriebel & Dean,
1993] was the simplest model evaluated and showed an average relative error
between the measured and modelled erosion volumes of 48 %. SBEACH is
considered a far more sophisticated model than the Time Convolution model.
SBEACH modelled the erosion volumes well with regards to shape but the ero-
sion volume was largely balanced by the accretion volume above 0 m MSL and
therefore yielded no net erosion. The Time Convolution model provides reason-
able initial estimates of profile erosion relative to its simplicity. SBEACH is an
appealing model because it has an easy to use graphical user interface and the
simulation times are short. The user interface unfortunately removes a degree of
flexibility. The calibration parameters are also limited to the Transport Rate Co-
efficient and the Coefficient for Slope-Dependent term [Sommerfeld et al., 1996].
XBEACH gave the best calibration results and was therefore selected for predict-
ing future trends. A disadvantage of XBEACH is that the simulation times are
significantly longer than the other two models. Simulation times can be reduced
to some extent by using a morphological time factor. The required length of the
XBEACH simulations necessitates the use of a multivariate statistical model. The
more pragmatic engineering approach (e.g. Reeve [1998]) would require a lengthy
time series as an input into XBEACH. Although the results of the engineering
approach can be simply analysed as univariate erosion the extensive XBEACH
simulations make the engineering approach impractical.
Average erosion was estimated to increase at a rate of 0.14 %/year/storm and
0.20 %/year/storm for increases in wave height Hs of 0.0057 m/yr and 0.02 m/yr
respectively. Corbella & Stretch [2012b] found that most of the Durban beach
profiles have a long term erosion trend and they identified numerous reasons for
the erosion trends. Although this paper has only analysed the erosion associated
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with storm trends at a single probability level, the results provide an indication
of general storm erosion trends. We can therefore estimate the proportion of
long-term erosion due to either trends in storm characteristics or to sea level rise.
Table 7.5 shows the long term erosion trends estimated from historical profile
data compared to the erosion estimated due to storm and water level trends.
Table 7.5 shows that the storm and water level trends potentially contribute
25 % to 42 % of the overall erosion trend. The remaining 58 % to 75 % of the
erosion can be attributed to a decrease in sediment budget and long term sea
level rise. Corbella & Stretch [2012b] suggested that the decrease in sediment
budget is due to a combination of sediment mining and trapping by dams and
the episodic nature of large flood events. These results should be interpreted
cautiously. The simulations show that the maximum potential contribution to
long term erosion may be the result of storm and sea level trends. However, these
trends may not contribute to long term erosion at all if there is sufficient recovery
time between the storms for the beaches to recover to their pre-storm volumes.
Corbella & Stretch [2012d] found that on average the shoreline recovery takes
2 years, regardless of the storm magnitude. In this regard, based on our current
model and estimates, it is not anticipated that storm trends will contribute to
long term erosion for the next 100 years. Sea level rise on the other hand will
influence long term erosion based on the Bruun rule. Corbella & Stretch [2012b]
found that the Bruun Rule attributes 75 % of the current beach erosion to sea
level rise. The combination of sea level rise and storm trends is therefore likely
































































































































































































































































































In this paper we have introduced an integrated modelling approach for assessing
future coastal erosion trends under changing climatic conditions. The method
combines a multivariate, copula based, non-stationary statistical model for storm
waves with deterministic shoreline response models.
The non-stationary GEV model is a useful means for forecasting time depen-
dent wave parameters. Coupling non-stationary GEV models via copulas allows
the time dependent parameters to be modelled conditionally based on the depen-
dence between parameters. This paper has used both of these methods to create
a multivariate statistical model of a time dependent sea state.
The statistical model has been used to estimate future storm erosion trends
for a South African case study. The investigation of three morphological models
(Time Convolution, SBEACH and XBEACH) showed the XBEACH model to
have the best results while the Convolution model provided a simple means to
find reasonable erosion estimates. Callaghan et al. [2008] concluded that their re-
liance on the Kriebel & Dean [1993] model was a limitation to their full temporal
simulation method. The use of the XBEACH process-based model is an improve-
ment on the Convolution model. We have also improved the statistical description
of storm events by including the dependence between wave height, wave period
and storm duration using copulas. The predicted future erosion due to storm
and sea level trends was estimated to increase at a rate of 0.14 %/year/storm
and 0.20 %/year/storm as a result of the 0.0057 m/yr and 0.02 m/yr increase
wave height respectively. It has been estimated that storm trends are unlikely to
contribute to long term erosion prior to the year 2100 while it is plausible that
sea level rise is already contributing to long term erosion.
The methods presented in this paper should be useful for medium to long
























































Figure 7.7: A 100-year forecast of sea levels from the non-stationary Generalised
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Figure 7.8: Plots of the idealised 2007 equivalent storm event over 10, 25, 50 and
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Figure 7.9: A model comparison of the response of profile 13 to the 2007 storm
event. The solid line shows the pre-storm profile and the double line shows the
post-storm profile. The dashed line is the SBEACH simulated storm response

















































Figure 7.10: The forecast percentage increase of: significant wave height shown
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Chapter 8
Multivariate return periods of
sea storms for coastal erosion risk
assessment
This chapter is based on a paper published in Natural Hazards and Earth System
Sciences, 12, 2699 – 2708, 2012.
Abstract
The erosion of a beach depends on various storm characteristics. Ideally, the risk
associated with a storm would be described by a single multivariate return period
that is also representative of the erosion risk, i.e. a 100 yr multivariate storm re-
turn period would cause a 100 yr erosion return period. Unfortunately, a specific
probability level may be associated with numerous combinations of storm charac-
teristics. These combinations, despite having the same multivariate probability,
may cause very different erosion outcomes. This paper explores this ambiguity
problem in the context of copula based multivariate return periods and using a
case study at Durban on the east coast of South Africa. Simulations were used
to correlate multivariate return periods of historical events to return periods of
estimated storm induced erosion volumes. In addition, the relationship of the
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most-likely design event [Salvadori et al., 2011] to coastal erosion was investi-
gated. It was found that the multivariate return periods for wave height and
duration had the highest correlation to erosion return periods. The most-likely
design event was found to be an inadequate design method in its current form.
We explore the inclusion of conditions based on the physical realizability of wave
events and the use of multivariate linear regression to relate storm parameters to
erosion computed from a process based model. Establishing a link between storm
statistics and erosion consequences can resolve the ambiguity between multivari-
ate storm return periods and associated erosion return periods.
8.1 Introduction
Return periods based on univariate statistical analysis of independent extreme
events are widely used to quantify risk in order to specify design conditions in
engineering. Typical examples are the estimation of design flood conditions for
dam or stormwater designs. In coastal zone management the characterization of
storm events that result in beach erosion is an important issue. Univariate return
periods are not sufficient for describing a sea storm as it’s rarity and destructive-
ness are a function of wave height (H), wave period (T ), storm duration (D),
wave direction (A), water level (W ) and storm inter-arrival time (I). With re-
spect to coastal erosion the larger the wave height, storm duration and water
level the greater the erosion. The contribution of wave period to erosion is less
intuitive. van Gent et al. [2008] and van Thiel de Vries et al. [2008] found that
an increase in wave period leads to an increase in erosion. However, local fluid
particle accelerations decrease with increasing T , all else remaining equal, which
in turn should provide less erosion potential. The wave direction is not only im-
portant from a longshore and cross shore current perspective but also in terms
of sheltering. For example, a beach sheltered in a given direction from a 100-yr
wave height may experience less erosion than a 50 yr wave height from its ex-
posed direction. The effect of storm inter-arrival time (or it’s inverse the storm
frequency) is complementary to that of storm duration. If the inter-arrival time
between two consecutive storms is short, the beach will not have sufficient time
to recover and therefore will be eroding from a lower level. Short inter-arrival
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times are therefore in effect similar to an increase in the duration of individual
events.
The synthetic design storm [Carley & Cox, 2003] only considers wave height
and duration and it assumes that an x-yr storm produces x-yr erosion. Consid-
ering the interdependence of H, T , D, A, W and I together with their individual
and collective influence on erosion, it is overly simplistic to assume that the re-
turn period of H and D corresponds to the return period of the corresponding
erosion volume. The return periods of design events should therefore be derived
from multivariate statistics. In this paper we estimate these multivariate return
periods using the approach of copulas and Kendall’s return periods as described
by Salvadori et al. [2011].
A relationship between sea storm multivariate return periods and erosion re-
turn periods could be established from empirical data. However, this is difficult to
achieve in practice since beach survey data must be available for both before and
after storm events and be close enough to the events that only the effects of the
storm are measured. This type of data is often too rare to establish a confident
statistical model. In this study we overcome this data shortage by calculating
the consequential erosion from historical storm events using the process-based
XBEACH model [Roelvink et al., 2009]. We then calculate the average recur-
rence intervals for the simulated erosion volumes and identify which multivariate
return periods correspond to the erosion return periods. In essence we attempt to
verify the assumptions of the synthetic design storm. We also investigate the se-
lection of a multivariate design event using the Salvadori et al. [2011] most-likely
design event method.
8.2 Case study
The east coast of South Africa has 18 yr of reliable wave data from wave recording
buoys near the city of Durban (Fig. 8.1a). Corbella & Stretch [2012a] provide
details of the data. Corbella & Stretch [2012d] defined a storm event in terms
of a significant wave height threshold as follows: a storm event begins when
a significant wave height H exceeds a threshold of 3.5 m and ends when the





































































































































































































8.3. THEORETICAL BACKGROUND AND METHODS
the time in hours between the defined storm start and end time. The storm inter-arrival time (calm period), I, 
was defined as the period in hours between the end of a storm and the start of a consecutive storm. Figure 1 
illustrates the storm definitions. The maximum peak period, T, that coincided with the storm event was also 
considered along with simulated water levels, L. Wave direction was not considered due to insufficient data.   
 
Based on the Akaikie information critera (Equation 7), H, D, T and L were fitted with the generalised extreme 
value (GEV) distribution (Equation 8) and 1/I was fitted with the weibull distribution (Equation 9). 
  2  2ln	      (7) 
where K is the number of parameters in the probability distribution and L is the maximised value of the 
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where  is the location parameter,  is the scale parameter and  is the shape parameter. 
 
 De Michele and Salvadori (2007) consider the storm magnitude as an equivalent triangular storm model as 
described by Boccotti (2000) (Figure 1). Let the storm magnitude be M = (H-η)D/2, where η is the wave 
height threshold taken as 3.5 m. The storm magnitude provides a single quantity to measure the magnitude of 
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where g is gravitational acceleration, ρ is the density of salt water and the wave energy is 
 E =  


8"            (11) 
This expression of wave power quantifies the interdependence of H and T in a single value. The storm 
magnitude and the wave power are a clear example of how risk is an association between all three variables 



























Figure 8.2: Illustration of the storm definition showing the significant wave height
H, storm duration D and calm period I.
period between the start and end time, not including the 2 weeks, is the storm
duration D and the time between the events is the calm period I. The storm
definition is illustrated schematically in Fig. 8.2. The values H, D, T and W are
all defined in deep water and experience no sheltering effects.
Durban has an extensive record of beach profiles over 37 yr. Profile C (Fig. 8.1b)
was used exclusively for the present study as it is representative of the Durban
Bight, while avoiding most of the sheltering influence of the harbour breakwaters
and from the perpendicular beach structures. The records of interest in this study
are those that bound storm events and only two events from 1998 and 2007 met
these requirements.
8.3 Theoretical background and methods
8.3.1 Marginal distributions
The generalized extreme value (GEV) distribution was used as the marginal dis-
tributions of H, D, T and W . The GEV has been used extensively for extreme
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value analysis of hydrological events and specifically for wave heights by Chini
et al. [2010]; Guedes Soares & Scotto [2004]; Mendez [2008]; Minguez et al. [2010],
and Ruggiero et al. [2010]. The GEV encompasses three distributions often re-
ferred to as Type I, II and III. The probability density function is given by


















) < 0 and where µ is the location parameter, σ is the scale parameter
and k is the shape parameter.
The maximum likelihood method was used to estimate the GEV parameters
and the Akaike information criterion (AIC) was used to evaluate the appropri-
ateness of the GEV model. The AIC is given by
AIC = 2n− 2 ln(L), (8.2)
where n is the number of parameters in the probability distribution and L is the
maximized value of the likelihood function for the estimated parameters.
8.3.2 Archimedean copulas
Copulas provide a method of modeling the dependencies between the variables
responsible for erosion. They are mathematical functions that join or couple mul-
tivariate probability distribution functions to their one-dimensional marginal dis-
tribution functions. A detailed introduction to copulas is provided by De Michele
et al. [2007]; Nelsen [2006]; Salvadori & De Michele [2010].
An Archimedean copula C is a solution to the functional equation
ϕ(C(u, v)) = ϕ(u) + ϕ(v) (8.3)
where u = F (x) and v = F (y) are marginal distribution functions and ϕ is the
generator function.
Corbella & Stretch [2012c] concluded that only H, T and D of the Durban
wave data are inter-dependent and they created a fully nested trivariate hierar-
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chical Clayton copula to represent this wave climate. The Corbella & Stretch
[2012c] model will be used in this paper. It should be noted that this is typical of
a deep ocean coast and shallow seas will have a strong correlation between wave





(qθ − 1) (8.4)
where θ is the dependence parameter and q is a number between 0 and 1. The
3-dimensional hierarchical copula has 2 generators, ϕ1 and ϕ2 and is expressed as











The simulations presented in this paper have been performed by the condi-
tional inversion method [De Michele et al., 2007; Nelsen, 2006; Savu & Trede,
2006, 2010]. Given the non-exceedance probability of a wave height h the non-
exceedance probability of duration d can be estimated from the conditional law
G of the bivariate copula as
G2(d|h) = ∂hC(h, d). (8.6)
The non-exceedance probability of the wave period t can then be estimated con-






The non-exceedance probability of water level w is assumed independent of
h, d and t and is therefore simulated independently.
It should be noted that H, T and D are also dependent on wave direction.
Wave direction was precluded from the copula model as all the sampled storm
events fall between 110◦ and 180◦ with an average direction of 147◦. Since there
is no significant rank correlation between H and wave direction, we assume that
all storm events are equally likely to arrive from any direction between 110◦ and
180◦.
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8.3.3 Return periods
A return period or average recurrence interval τ is the average time (usually
expressed in years) between the realizations of two independent successive events.






where µT is the average inter-arrival time of the storms.
8.3.3.1 Multivariate return periods
An engineer may be concerned with the risks associated with storm events that
have various combinations of wave height, storm duration, wave period, etc. With
regards to erosion we are interested in the most-likely combination of H, D, T and
W for a given probability of exceedance. Unlike dam design where droughts make
non-exceedances important, in coastal engineering we are usually only interested
in the probability of exceedance. Storm inter-arrival time is an exception, but
if parameterized in terms of its inverse, namely as a storm frequency, then the
same consideration applies.
The usefulness of multivariate return periods in design work is often debated
and the difficulty in their application is associated with linking the statistics to
physical consequences. Examples of previous work on multivariate return periods
from copulas are Salvadori et al. [2007]; Salvadori [2004]; Salvadori & De Michele
[2010]; Salvadori et al. [2011].
A multivariate return period is inherently ambiguous because different com-
binations of probabilities may produce the same return period. Events that have
an equal probability of exceedance define iso-hyper-surfaces or critical layers LFq
for a critical level q. We adopt the notation from Salvadori et al. [2011] and define
a critical layer as
LFq =
{
~x ∈ Rd : F (~x) = q
}
(8.9)
where ~x is a vector, F is a d-dimensional distribution F = C(F1, ..., Fd) and
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F ∈ (0, 1). This definition provides 3 probability regions:
1. a sub-critical region R<q that includes events with F < q;
2. a critical, set on LFq where all events have a constant F = q;
3. a super-critical R>q that includes events with F > q.
From a coastal engineering perspective we are interested in potentially de-
structive events, or in other words events in the super-critical region. Salvadori




P ( ~X ∈ R>q )
. (8.10)







where KC is the Kendall’s distribution function [Genest et al., 1993] associated
with the d-copula C and is given by
KC(q) = P (C(U1, ..., Ud) ≤ q). (8.12)
Kendall’s KC expresses a multivariate quantile relationship [Genest et al., 2001]
and measures the probability of events occurring in the region R<q , i.e. in the
sub-critical region delineated by LFq . Since a general analytical expression for KC
does not exist for all copula families [Salvadori et al., 2011], we estimate KC from
simulations such that for a simulated sample of m variables u1, . . . ,um, from a






1(C(ui) ≤ q). (8.13)
8.3.4 Kendall’s return period
The return period τx in Eqn. (8.11) is referred to as the Kendall’s return period
(KRP). In order to use the KRP in practice, a relationship between the critical
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Figure 8.3: Simulated relationship between the Kendall’s distribution function
KC and the critical level q (solid line). The dashed line represents a KRP of
100 yr given by KC = 0.997142 for a critical level of q = 0.705626.
level q and KC is required. Using Eqns. (8.6) and (8.7), we simulate 5 000 000 sam-
ples of h, d, t and w in an attempt to produce an almost continuous distribution.
The samples were then used to estimate KC for various critical levels q. The
resulting relationship is shown in Fig. 8.3 and the dotted line shows the value of
KC and q corresponding to a KRP of 100 yr. The critical levels corresponding to
KRP’s of 25, 50 and 100 yr were all calculated and corresponding critical layers
inferred for the copula C(h, d, t, w).
8.3.5 The most-likely design realization
Salvadori et al. [2011] presented a solution to the ambiguity problem discussed
in Sect. 8.3.3.1 by proposing the most-likely design event method. The method
essentially uses the density of the multivariate distribution to identify which val-
ues lying on LFq are relatively more likely to occur than others. The most-likely
design realization δML for a critical level q was defined as
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where f(~x) is the multivariate density and for our model is given by
f(~x) = f(H,T,D,W ) (8.15)
= c
(
F (H), F (T ), F (D)
)
f(H).f(T ).f(D).f(W ) (8.16)
and where c(·) is the trivariate copula density given by
c(h, d, t) =
∂3
∂h∂t∂d
C(h, t, d). (8.17)
The most-likely design realization unfortunately does not have any direct link
to physical processes and so cannot in general provide a design storm event that
is meaningful in terms of its physical consequences. This can only be achieved
by linking storm characteristics to erosion, which is considered in Sect. 8.4.3.
8.3.6 Erosion estimation by process-based models
There are numerous process-based numerical models available for estimating
cross-shore erosion [Schoonees & Theron, 1995]. Corbella & Stretch [2012e] com-
pared XBEACH to SBEACH [Larson et al., 1990] and the Time Convolution
model [Kriebel & Dean, 1993]. They concluded that XBEACH provided the best
results for the Durban beaches and it was therefore adopted for the present study.
XBEACH is a public-domain model and although it is not yet fully developed,
it has been used in numerous recent studies that have shown it’s results to be
satisfactory [e.g. Hartanto et al., 2011; Roelvink et al., 2009].
The copula model was constructed from wave data recorded in a water depth
of approximately 40 m. Simulated waves therefore need to be transformed into
nearshore conditions. The SWAN model was used to transform the wave condi-





The empirical erosion data was limited to storms that occurred in the years
1998 and 2007. The 1998 storm event caused profile C (refer Fig. 8.1) to erode
133 m3 m−1 and the 2007 storm event caused the profile to erode 137 m3 m−1. Us-
ing the relationship developed between KRP and the critical level q in Sect. 8.3.3.1,
the return periods for the 2007 and 1998 storms were estimated as 120 yr and
15 yr, respectively.
Although there is a large difference in the storm return periods, the resulting
erosion was almost identical. This demonstrates the difficulties associated with
multivariate return periods. The relationship between storm return periods and
erosion return periods is non-linear and different profiles can behave differently.
8.4.2 Erosion return periods
In order to calculate erosion volumes a beach profile measurement is required
before and after a storm. Since such data was only available on two occasions we
estimate the erosion of past events using XBEACH. The historical storm events
were first idealized using the definition in Fig. 8.2 and then used to quantify the
erosion at profile C. The limitations of these simulations are the idealization of
the wave height, the constant wave direction of 147◦ (refer to Sect. 8.3.2) and the
identical pre-storm beach profile shape. Figure 8.4 shows the calculated erosion
volumes (m3 m−1) for recurrence intervals up to 100 yr with a fitted exponen-
tial distribution. These erosion return periods represent a volume lost from the
average volume of profile C and do not consider storm inter-arrival time1. If a
designer is concerned with the effects of inter-arrival times we suggest that it can
be included by increasing the storm duration or alternatively modeling the calm
period using a non-stationary Poisson process.
In an attempt to identify which storm return periods best represent erosion
return periods we calculate Kendall’s tau rank correlation coefficients between
1Note that the volumes are calculated above 1m Chart Datum while mean sea level is about




























Figure 8.4: The return periods of XBEACH simulated erosion volumes for profile
C with the fitted exponential distribution (solid line).
the erosion return periods and univariate storm return periods τ(H), τ(D), τ(T ),
τ(W ), and multivariate storm return periods, τ(HD), τ(HDT ) and τ(HDTW ).
The results are shown in Table 8.1. Storm duration D had the strongest corre-
lation with erosion, followed by wave height H. Wave period T has a moderate
correlation and water level W has no significant correlation. The Kendall’s return
period τ(HDTW ) has a weaker correlation than τ(H) mainly because it includes
the water level that has no correlation. The multivariate return period correla-
tions improve with fewer variables – the correlation with τ(HDT ) improves on
τ(HDTW ), and τ(HD) gives a further improvement. Note that all these corre-




Table 8.1: Kendall’s tau correlation coefficients between the simulated erosion
return periods and the various multivariate storm return periods. The statistical
significance of the correlations are indicated by their corresponding p-values.
Erosion vs Correlation coefficient p-value
τ (D) 0.78 6.77 × 10−17
τ (H) 0.56 2.88 × 10−09
τ (T ) 0.30 1.49 × 10−03
τ (W ) 0.03 7.50 × 10−01
τ (HD) 0.76 4.47 × 10−16
τ (HDT ) 0.63 1.94 × 10−11
τ (HDTW ) 0.50 9.21 × 10−08
The correlations provide insight into an appropriate multivariate description
of an erosion event but do not undisputedly determine the combination of H
and D as the best multivariate descriptor. To illustrate this we consider the
2007 event. The 2007 event was the largest event ever recorded in Durban. The
Kendall’s return periods τ(HDTW ) and τ(HD) of the 2007 event were 120 yr
and 57 yr, respectively. Return periods τ(HDT ) and τ(H) were 34 yr and 31 yr,
respectively. The return period of the erosion predicted by XBEACH for the
idealized storm event was 34 yr. This demonstrates that in this case τ(HDT )
or τ(H) provide the best descriptions of the probability of the erosion event. In
fact, considering the 5 largest erosion volumes, the erosion return periods may be
described best by any of the return periods τ(H), τ(D), τ(T ), τ(W ) or τ(HDT )
depending on which parameter dominates the erosion process. Generally τ(HD)
provides a reasonable estimate of the erosion return period.
Ideally, the erosion return period would be identical to the storm return pe-
riod. The following section is an attempt to provide a method to estimate events
with improved correspondence.
8.4.3 Selecting design storms
The most-likely design realization is a purely statistical definition. It could be a
rare event that does not cause significant erosion of the coastline. For example
it may select the storm with the smallest significant wave height and water level,
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Table 8.2: The most-likely design realizations for multivariate return periods 25,
50 and 100 yr and the associated erosion return periods.
Storm return period (yr) 25 50 100
Storm characteristics:
H (m) 4.51 4.67 4.87
T (s) 16.0 16.7 16.7
D (h) 29.9 39.9 51.4
W (m) 1.00 1.01 1.03
Erosion volume (m3 m−1) 50 70 93
Erosion return period (yr) 3 4 8
but with an extremely improbable duration. That combination of parameters
may result in a long return period but in reality the duration of such an event
may be infinitely long without causing any erosion, i.e. erosion may be insensitive
to duration for that parameter range.
Table 8.2 shows the results of the most-likely design estimate. Significant
wave heights between 4 m and 5 m were estimated for the return periods of 25,
50 and 100 yr. The actual observed values ranged between 3.5 m and 8.5 m which
places the most-likely design events at the lower end of the observed range. The
most-likely design method selects events that we can expect to see more often.
However there is an immediate problem evident – all the event parameters share
an equal weighting statistically but not in terms of their physically influence on
erosion. Given that wave height is a principal parameter in erosion it should have
greater importance. The result is that the 25, 50 and 100 yr storm return periods
correspond to erosion return periods of 3, 4 and 8 yr, respectively (Table 8.2).
The risks associated with the recurrence of the storm events are not consistent
with those associated with their consequential erosion levels.
The following sections consider ways of constraining or refining the selection of
the most-likely design realization by including the physical relationships between
H, T , D and W , and the sensitivity of the erosion consequences to each.
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8.4.3.1 Constraints due to wave mechanics
The statistical model has no accommodation for the mechanics of water waves,
namely the processes in the generation and propagation of ocean waves. Purely
statistical models may need to be constrained to avoid unrealistic results. For
example there is a physical limitation on wave steepness before they break and
dissipate. Wave steepness is defined as the wave height (H) divided by the wave







The maximum wave steepness is usually assumed to be 1
7
[Michell, 1893]. It
should be noted that the 1
7
-th relationship is for regular waves and has limited
value when applied to random wave conditions.
Physical constraints on wave heights and/or periods may also be associated
with the wave generation processes and their distance from the area of inter-
est. Storm durations may have realizability constraints related to atmospheric
circulation patterns or other factors. All these additional constraints are highly
location specific.
Applying the wave steepness constraint alone to the selection of the most
probable design event does not change the results shown in Table 8.2 for the case
study site.
8.4.3.2 Linking erosion to storm characteristics
The next issue is to link the storm characteristics directly to their erosion conse-
quences. As already noted in Sect. 8.4.1, direct measurements of the erosion due
to specific storm events are rare and difficult to obtain. A method of overcoming
this limitation is to use a process-based model, such as XBEACH, to quantify
the erosion due to each storm event. Since the model attempts to represent the
dominant physical processes that drive erosion, this approach should reflect the
underlying physics of the problem. However, identical antecedent conditions are
assumed for each profile response simulation which does not reflect the actual
situation for all events. Furthermore, it is currently not practical to use this
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approach to accurately map the erosion caused by a comprehensive range of all
possible storm parameters. Instead we use the simulation results previously em-
ployed for the analysis of the erosion return periods (Fig. 8.4) and extrapolate
from this sample by relating the erosion magnitudes to the storm parameters H,
T , D and W using multiple linear regression. The regression equation was chosen
to have the form of a truncated Taylor series expansion, namely
E = E0 + EHH + EDD + ETT + EWW
+ EHHH
2 + EHDHD + EHTHT + EHWHW
+ EDDD






where the coefficients E0, EH , . . . are chosen to minimize the sum of the squared
errors ε. The results are plotted in Fig. 8.5 and indicate that the regression model
is adequate in this case. Higher order terms could be included in Eqn. (8.19) to
improve the results if necessary. The important outcome of this analysis is that
Eqn. (8.19) allows iso-surfaces of erosion (and their associated return periods) to
be located in the H, T , D, W parameters space. For example Fig. 8.6 shows a
surface plot of erosion, together with iso-erosion contours, for a constant wave
period, T = 16 s, and water level W = 1.0 m above mean sea level. In this
way individual storms can be related directly to their erosion consequences. For
example to estimate a storm event (HTDW ) representative of a 100 year erosion
level (180 m3 m−1) we use the regression model to determine the H, T , D, and
W combinations that produce the erosion within a specified tolerance. We then
use the most-likely design event to choose the most probable events associated
with the desired erosion level. The method is illustrated in Fig. 8.7 that shows
level curves for storms (solid lines) and erosion (dashed lines) for return periods
of 100, 50 and 25 yr and for constant T = 15 s and W = 1 m above mean sea
level. The intersection of storm lines with the erosion lines represents a point
where the erosion return period is equal to the storm return period. In four
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Table 8.3: The storm parameters associated with the multivariate return peri-
ods 25, 50 and 100 yr and the associated erosion return periods calculated by
incorporating a multiple linear regression with the most-likely design event.
Storm return period (yr) 25 50 100
Storm characteristics:
H (m) 4.63 5.00 10.3
T (s) 16.9 17.5 17.4
D (h) 90.4 95.0 83.9
W (m) 0.85 0.86 0.87
Erosion volumes (m3 m−1) 132 160 193
Erosion return periods (yr) 25 56 141
dimensions this intersection is not unique and so the most-likely design event is
used to select the most probable event. This method was performed for 25, 50 and
100 yr erosion return periods. The resulting storms (combinations of H,T,D,W )
were then run through XBEACH to verify the method. Table 8.3 shows that
the method produces erosion return periods that are consistent with the storm
return periods. The 25 yr return periods correspond exactly and there is only a
minor difference between the 50 yr events. The 100 yr storm event translates to an
erosion of 141 yr. Although this difference seems significant, when comparing the
erosion volumes there is less than 10 % difference between the 100 yr (180 m3) and
141 yr (193 m3) erosion event. The difference can be attributed to errors and/or
uncertainties in the regression model and the erosion probability distribution for
extreme events.
8.5 Discussion
In an ideal situation a multivariate return period of a storm would be equivalent to
that of the erosion associated with that storm. This would provide a quantifiable
risk to the multivariate return period and make the design process simpler.
The most-likely design event has been suggested as a method for identifying
design events, but without a direct link to its physical consequences (in this case
erosion) it cannot provide a meaningful measure of the associated risks. A link






























Figure 8.5: A comparison of the erosion estimated from the multiple linear re-
gression and XBEACH.
Callaghan et al., 2008). The complexity in achieving this can be appreciated by
considering the effects of storm duration. Equilibrium profile theory suggests
that an increased water level and wave height will cause a beach profile to retreat
to a new equilibrium level. For this new equilibrium to be established the sea
conditions must be sustained for a certain amount of time. Once this threshold
of time has been exceeded the profile will cease to change further. This means
that a statistical model may predict a rare storm duration of say 300 h but it
will not cause any more erosion than a 100-h storm. That is, the sensitivity of
erosion to the storm duration may decrease as the duration increases. Therefore,






















































Figure 8.6: Surface plot of erosion as a function of wave height H and storm
durations D, for the given wave period T = 16 s and water level W = 1.0 m
above mean sea level. Contours of erosion levels 50, 100, 150, 200, 250 m3 m−1
are shown on the surface. Corresponding erosion return periods can be inferred
from Fig. 8.4.
occurrence of larger wave heights instead of longer durations.
The ambiguity of multivariate return periods has not been sufficiently devel-
oped for practicing designers to employ them in coastal applications. We have
proposed a method that can estimate storm events that are analogous to that
of associated erosion events. The multivariate analysis is fairly complicated to
implement and although it is the correct way to define a storm return period,
we suggest a univariate analysis of H and D and a bivariate analysis of HD may
provide a reasonable engineering estimate of the associated erosion return period.
We suggest that if the wave height return period is significantly larger than that
of the duration then the erosion return period will approximate the wave height
























Figure 8.7: Level curves of storm parameters H and D for storm (solid lines)
and erosion (dashed lines) return periods of 100, 50 and 25 yr for T = 15 s and
W = 1.0 m above mean sea level
similar then the bivariate return period may be representative of the erosion and
thus satisfy the assumptions of the synthetic design storm [Carley & Cox, 2003].
Typically, a univariate analysis of storm parameters inadequately describes
the erosion potential of a multivariate storm event. Table 8.4 shows the various
return period definitions for the events presented in Table 8.3. None of the
return periods except the trivariate τ(HDT ) are close to being consistent with the
corresponding erosion return periods. In this case the lower dimensional return
periods overestimate the risk (or underestimate the return periods) associated
with the storm erosion.
The use of return periods that are directly linked to erosion consequences is
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Table 8.4: The magnitude of different return periods (univariate, bivariate, etc.)
for the events listed in Table 8.3 which were selected to have multivariate return
periods of 25, 50 and 100 yr with matching associated erosion return periods.
Storm return period (yr) 25 50 100
Return period definition (yr):
τ(H) 2.0 3.1 58
τ(T ) 7.3 13 11
τ(D) 3.2 3.3 3.0
τ(W ) 1.6 1.7 1.8
τ(HD) 4.0 6.3 14
τ(HDT ) 16 37 100
important for well-informed coastal management. Coastal managers often make
decisions on wave parameter based return periods without understanding that
the associated impact may be significantly different. The method demonstrated
in this paper allows the estimation of an unambiguous return period from limited
field data by simulating sea storm erosion in XBEACH. Combined with multi-
variate regression, this essentially yields a structure function in the spirit of those
described by Coles & Tawn [1994] and Reeve [1998]. The regression derived
structure function is expected to be site and project specific and would have to
be re-computed using XBEACH (or from a detailed record of beach surveys) for
each application.
8.6 Conclusions
This paper has explored the relationship between multivariate return periods and
erosion return periods through a simulation study. Kendall’s return period pro-
vides a promising description of copula based return periods. Durban’s largest
storm event on record, the 2007 storm, was estimated to have a 120 yr (multi-
variate) return period with a 34 yr erosion return period. Based on simulations
of idealized historical storms, the multivariate return period with the strongest
correlation to erosion return period was a bivariate return period of wave height
and duration. We have shown that a univariate analysis of storm parameters
cannot adequately describe erosion risks and will lead to overestimation. Cau-
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tion is required when attempting to define erosion risks by simple return periods
of few dimensions. The most-likely design event proposed by Salvadori et al.
[2011] provides a means to overcome the ambiguity of multivariate return peri-
ods by selecting the most probable events for a specified exceedance probability.
However, the method is purely statistical and the lack of any link to the under-
lying physical consequences limits its usefulness for design applications. We have
created a type of erosion structure function using multiple linear regression and
based on the XBEACH model. This erosion structure function has been used to
improve the appropriateness of the design event estimates. The results suggest
that appropriate conditioning can provide a method for estimating multivariate
storm return periods that are consistent with the return periods of their conse-
quential erosion events. Further research is required to investigate the generality
of this approach and should involve testing at other locations with different wave
climates and shoreline characteristics.
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Chapter 9
Coastal Defences on the
KwaZulu-Natal coast: a review
with particular reference to
geotextiles
This chapter is based on a paper published in the Journal of the South African
Institution of Civil Engineering, 54 (2), 55 – 64, 2012.
Abstract
Modern coastal defences have to satisfy economic, environmental and sustain-
ability criteria. The balancing of these criteria can make the implementation of
coastal defences socially, environmentally and politically complicated. Durban’s
local authority, the eThekwini Municipality, has had experience with numerous
forms of coastal defences in its attempts to balance the operations of a port and
associated beach erosion problems. Recently, in March 2007, the KwaZulu-Natal
coastline suffered severe damage from an extreme storm event which necessitated
the installation of additional coastal defences. This paper evaluates Durban’s
experiences of coastal defences and details the successes and failures in order to
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provide practical insight to those faced with similar circumstances or considering
the implementation of coastal defence.
9.1 Introduction
The implementation of coastal defences has historically been dependent on the
value of the hinterland and the nature of the coastline. Environmental and sus-
tainability considerations have become more prevalent in the implementation of
coastal defences and are often the governing factors when determining an appro-
priate defence [Airoldi et al., 2005; Moschella et al., 2005; Zanuttigh et al., 2005].
Consideration of these three factors often leaves municipalities and coastal engi-
neers struggling to find a solution that optimally satisfies all the considerations.
Durban is an important port city located on the east coast of South Africa
(Fig. 9.1). The local government was faced with a challenge concerning coastal
defences when an extreme event in March 2007 devastated the KwaZulu-Natal
coastline. This paper reviews the defences implemented before, during and after
the event and identifies their successes and failures. The description of these
successes and failures is intended to aid authorities and interested and affected
parties to make insightful decisions when undertaking a coastal defence. The
review also identifies the importance of monitoring with respect to coastal man-
agement. Durban’s beach profiles have been recorded since 1973 and have played
an integral part in the Municipality’s coastal management.
Gilbert & Vellinga [1990] identified five alternative ways to mitigate the dam-
age of coastal storms, namely accommodation; protection; beach nourishment;
retreat and the do-nothing alternative. These solutions can be further divided
into two major categories of “hard” and “soft” engineering solutions. Hard solu-
tions typically result in permanent structures that have continual effects on the
environment. Soft solutions are the environmentally preferred options and do
not involve permanent structures. Durgappa [2008] defined groynes, breakwa-
ters, seawalls, revetment etc. as hard solutions and only beach nourishment as
a soft solution. We suggest that the soft category should include accommoda-
tion, retreat and the use of geotextile sand filled containers (GSC). Although soft
solutions are always a priority they are often difficult to implement effectively.
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Accommodation is essentially part of a management or planning programme to
reduce risk, an example is the establishment of setback lines or designing struc-
tures to accommodate occasional flooding. Retreat is the relocation of existing
structures to a less vulnerable area and is often seen as a last resort because of
its socio-economic complications [French et al., 2001].
While the eThekwini Municipality (Durban’s local government authority) did
implement retreat and the do-nothing approach in the aftermath of the March
2007 event, the experiences from these solutions were trivial and did not warrant
inclusion in this review. Minor public owned structures were relocated outside
of vulnerable zones following their failure without any public objections. Private
properties were not protected with public funds and many of them recovered
naturally. Setback lines were successful in mitigating damage during the March
2007 event and are consider an essential part of coastal planning. This review is
limited to physical defences and precludes setback lines.
The review aims to compare Durban’s coastal defence experiences with inter-
national experiences in an attempt to highlight and recommend successful prac-
tices. The review commences with a brief history of Durban’s beach protection
and then describes Durban’s coastal defence experiences with respect to: groynes;
beach nourishment; loffelstein walls; geotextile sand filled containers; geotextile
tubes and geotextile wraps. The conclusion recommends coastal defences based
on the Durban experience.
9.2 A brief history of Durban’s beach protection
Durban’s history of beach protection has largely revolved around efforts to effec-
tively operate a port. There is evidence of the beaches being stable for a period
of almost 100 years prior to the commencement of harbour works [CSIR, 1976;
Kinmont et al., 1954].
In 1857 construction began on the North and South breakwaters of the har-
bour. It soon became necessary to deepen the channel to cater for vessels with
larger drafts, and dredging operations commenced in 1895. Dredging operations
intensified from 1897 onwards and this marked the onset of erosion [Kinmont
et al., 1954]. The channel dredging remained approximately 650 000 m3/year
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which was approximately equal to the longshore drift estimated at that time
meaning no sand was reaching the beaches north of the harbour.
In response to the beach erosion the eThekwini Municipality started pumping
sediment as beach nourishment to the South and Central beaches in 1935 [Barnett
et al., 1999]. What followed were a series of different schemes implemented to
discharge dredged material to the beaches. These schemes included a failed fixed
bypass scheme attempted between 1950 and 1953.
The so called Paterson Groynes were built between 1954 and 1956. These two
groynes were constructed to stabilise the central beaches in light of the fact that
maintenance dredging was not providing the required quantities. The groynes
did little to alleviate the problem.
Further effort was made to mitigate beach erosion in 1966 when construction
of the underwater mound commenced. The mound was a large underwater sand
bank constructed from dredged sediment and was aimed at protecting the Central
and Northern beaches against storm waves. The mound was never completed to
its design height [Barnett et al., 1999] and in 1977 the CSIR had found it more
beneficial to pump the sand available for the mound directly to the beaches.
The long standing sediment supply problem was eventually solved by the sand
bypass scheme, completed in 1982 and the new groynes completed in 1985. These
groynes called the Bay of Plenty and North Beach Piers (Fig. 9.2) replaced the
Paterson Groynes. In 1989 a third groyne, the Dairy Beach Pier (Fig. 9.2), was
constructed [Mather et al., 2003]. The sand bypass scheme consisted of a concrete
hopper and a series of four booster stations, each approximately 700 m apart and
connected with a 400 mm diameter high density polyethylene pipe. The hoppers
could receive 5000 m3 of fluidised sand. This sand would then be re-dredged by
a fluidising and pumping mechanism at the hopper station and could then be
pumped to various outlets between Vetch’s (Fig. 9.1) and Bay of Plenty beach,
totalling approximately 3.5 km.
The widening of the Durban harbour in 2007 necessitated the demolition of
the hopper station. A new design has been completed and the scheme is due to be
operational by 2013. Until such time there is a temporary scheme, consisting of a
bund in the northern breakwater and operating similarly to the original scheme.
Table 9.1 provides an inventory of all the physical defences that have been
249
9.3. THE MARCH 2007 EVENT
installed in the eThekwini Municipality. Table 9.1 shows the date of installation,
the length of coast defended and comments on the defences’ performance. The
length of the defence is only an estimation and does not include ad hoc defences
that have been installed by private home owners. The eThekwini coastline is
approximately 100 km and it is estimated that 11 % of it is defended. Almost
90 % of these defences are made up of rock revetments, loffelstein walls and
geotextile sand bags. The bulk of the defences are loffelstein walls which were
installed in the Bluff, Umdloti and Umhlanga Rocks in the 1980s. These retaining
walls make up 34 % of all eThekwini’s coastal defences. The oldest form of coastal
defence is rock revetments. Almost the entire stretch of Durban’s central beaches
is protected by rock revetments. The rock that was installed in the 1900s is now
permanently covered by sand but makes up 29 % of eThekwini’s coastal defences.
The first geotextile sand bags were installed in 2007 but already make up 24 %
of the eThekwini coastal defences.
9.3 The March 2007 event
The March 2007 storm event refers to the storm’s climax on the 19th and 20th of
March 2007. Approximately 350 km of the KwaZulu-Natal (KZN) coastline was
subject to severe erosion [Breetze et al., 2008].
An extreme high tide cycle of 18.6 years and an offshore storm coincided to
produce wave heights of up to 8.5 m. The combination of equinox tide level and
peak storm wave setup resulted in a water level of almost 2.7 m above chart
datum [Phelp et al., 2009].
What followed were a multitude of coastal defences, many implemented under
emergency conditions. The remainder of this paper reviews the successes and
failures of defences pre and post the 2007 event.
9.4 Groynes
Groynes are shoreline stabilisation structures that retard the natural flow of sedi-
ment causing accretion. They are constructed perpendicular to the shoreline and
are designed to provide a minimum beach width.
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Table 9.1: Coastal defences along the eThekwini Coastline, their installation






Table 1: Coastal defences along the eThekwini Coastline, their installation dates, physical 
characteristics and encountered issues 
 
Defence Locations Installation Date 
Physical 
characteristics Encountered issues 
Groynes 
Bay of Plenty 1985 214 m long In 1998, following a large storm event, the 
seaward southern piles of Bay of Plenty 
Groyne kicked from excessive scour. The 
structure required repair. 
North Beach 1985 214 m long 
Dairy Beach 1989 214 m long 
  Affects 1000 m 
Beach 
nourishment 
Vetch’s to South Beach 
1982 650 000 m3 
High beach scarp 
2009 250 000 m3 
2010 250 000 m3 
 Affects 2000 m 
Gabion 
baskets 




20 kg sand 
bags 
Ansteys Beach 2007/2008 20 m 
The gabion baskets deformed from the sand 






1000 m Numerous walls failed in 2007. 
A section failed in 2011 at Brighton Beach 
and Umhlanga Rocks. 
Umhlanga Rocks 2000 m 
Umdloti 850 m 
Fibreglass 
sheet piles 
Ansteys Beach 2008 70 m No issues to date 
Geotextile 
sand bags 
Vetch’s Beach 2007 120 m 
See GSC section 
Ushaka Beach 
2007 300 m 
2009 200 m 
Addington Beach 2010 200 m 
Battery Beach 2010 250 m 
Thekwini Beach 2012 110 m 
Country Club Beach 2012 100 m 
Blue Lagoon 2012 300 m 
Ansteys Beach 2008 100 m 
Umdloti 
2007/2008 300 m 
2011 300 m 
Umhlanga Rocks 2008 300 m 
Total  2660 m 
Geotextile 
tubes 
Amanzimtoti 2008 50 m No issues to date 
Geotextile 
wrap 
Numerous private homes 2008 500 m  
Inappropriate materials (such as non-woven 
polyester/bidim) suffer from severe 
abrasion and pull apart.   
The wrap was also used as a secondary 




Umdloti sewer pump 
station 
 
2007 30 m 
Social issues but are very effective. 
Amanzimtoti 2007 30 m 
The Bluff 1900s 1200 m 
Central beaches (South 
Beach to Bay of Plenty 
Beach) 
1900s 2000 m 
The mound Bay of Plenty Beach 1966 1000 m 
Never completed. Waves of sufficient 





Durban’s groyne field was constructed between 1985 and 1989 (Fig. 9.2). This
groyne field, in conjunction with the sand bypass scheme has been successfully
maintaining a stable beach over their existence. The groynes are semipermeable
rock groynes, making the beach width dependent on the rock elevation. The rock
levels are monitored annual by the eThekwini Municipality and were adjusted to
their design levels in 2009 with a combination of rock and geotextile sand bags.
The piers are constructed on precast friction piles and so the elevation of
the sand determines the stability of the structure. The dynamic environment
necessitates monitoring and scour levels around the piles are determined every 6
months.
Corrosion of reinforcing steel is a major concern for all coastal structures.
Although the groynes are still in good condition it is worth noting corrosion ob-
servations. When the Bay of Plenty and North Beach Groynes were constructed
in 1985 the handrail posts were reinforced with ordinary high tensile steel bars
with a concrete cover of 50 mm (a minimum cover of 25 mm was specified). The
Dairy Beach Groyne was constructed four years later in 1989 with handrail posts
consisting of hot-dipped galvanised high tensile steel reinforcing bars but with
only 25 mm concrete cover. By 2010 all of the Dairy Beach handrail posts had
to be replaced with polymer concrete posts as a result of server concrete spalling.
The superstructures and piles of all three piers were constructed similarly but the
galvanised Dairy Beach Pier was in a far superior condition than the two older
groynes. The fact that the steel in the handrail posts was galvanised, had less
concrete cover and was installed more recently implies that concrete cover cannot
be neglected because the reinforcing is galvanised. A 20 mm concrete cover is
inadequate to protect a galvanised bar under highly corrosive conditions [Yeo-
mans, 2004] and SANS 10100-2:1992 specifies 60 mm concrete cover in extreme
environments for normal density concrete. The eThekwini Municipality Coastal
Department use galvanised steel in all their coastal structures with a minimum
cover of 60 mm.
Groynes are an expensive investment and are often difficult to construct. They
also have the potential to intensify erosion if not designed correctly. This was the
case in 1936 when a loose stone groyne was constructed. It accentuated erosion
on either side of the groyne and so it had to be removed [Kinmont et al., 1954]. A
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strong rip current is often induced by a groyne and although a pleasure for surfers
they can be precarious to an uninformed bather and consequentially require the
presence of life guards. Their effective and safe functionality necessitates a fair
amount of monitoring and consequentially requires a good management structure.
The groyne field did not prevent the 2007 event from overtopping the prom-
enade and damaging the adjacent commercial node. The wave heights also ex-
ceeded the soffit of the deck and broke numerous precast concrete slabs. With
such an extreme event it is not expected that the groynes will completely prevent
damage but they did minimise the impacts by providing a beach buffer between
the promenade and ocean.
In Durban’s case the groynes have been worth the expense and effort, pro-
viding not only stable beaches but a recreational attraction to the public. The
groynes are currently exceeding their 20 year design life and, other than some
minor concrete spalling, are still in a safe operating condition.
9.5 Beach Nourishment
Beach nourishment is the supply of sand to beaches usually from offshore dredging
and is an environmentally preferred method of shore protection [Belkessa et al.,
2008]. This technique is used worldwide usually in combination with a shoreline
stabilisation technique. Europe has adopted beach nourishment as central to its
soft engineering strategy [Hamm et al., 2002; Hanson et al., 2002]. The additional
sediment on the beach essentially shifts the wave run-up further away from inland
infrastructure creating a buffer.
To protect dunes from erosion the dry beach has to be flat and wide enough
to approximate to the Bruun-type equilibrium profile at the raised water level
[Dette & Raudkivi, 2002]. This profile shape and thus a nourishment volume are
difficult to estimate. The so called equilibrium profile develops from predominant
wave action and so a storm profile will be different from a calm weather profile.
This is also true when widening a beach as the wave conditions may change
seaward. A way of avoiding this is to base the nourished profile on a desired
historic profile. This in itself is erroneous since a beach that is being nourished
is typically eroding and so is not at an equilibrium profile. A numerical beach
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Figure 9.2: Photograph looking south-west across the main Durban beachfront
showing the Bay of Plenty, North Beach and Dairy Beach Piers, from closest to
furthest, 3 June 2010.
response model is usually used to predict changes in the nourished profile. When
attempting to reclaim beach for recreational purposes the inability to predict a fill
volume can result in a failed project. The recently acquired dry beach can adjust
under wave action and return the dry beach width to the pre-nourishment dry
width. Although the sand is not lost but simply moved to an unstable portion
in the lower profile the nourishment in terms of reclaiming recreational beach
would have failed. The existence of a good and substantial beach profile record
is needed to perform a suitable nourishment design.
Failure of nourishment projects that are generally government funded are
criticised by the public who may not support a future beach nourishment scheme.
In relation to other coastal protection nourishment is cheaper but it is still very
expensive to not see a visible result. Tax payers are often happier knowing that
their contribution is in a visible seawall as opposed to thousands of cubic meters
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of sand sitting just offshore. It is therefore extremely important to not under
nourish a beach.
The 2007 storm event had left the beaches in a similar state to 1982 and the
hopper was no longer available to replenish the starved beaches. The issue was
intensified by the looming 2010 World Cup and prompted the city engineers to
initiate a beach nourishment project where offshore sediment would be dredged
and pumped ashore.
A 900 mm diameter pipe was laid 1,4 km from the Harbour’s North Breakwa-
ter to Addington beach (Fig. 9.3). An offshore borrow site that had previously
been used to reclaim Berth’s D to G within the harbour was used. The site was
surveyed and sediments sampled to ensure that the grading was suitable. Sed-
iment grading is important as fines produce plumes and increase the sediments
erosion susceptibility. At the same time the sediment cannot be too coarse as
traversing the beach can become an uncomfortable barefoot experience. A good
way of determining a suitable grading is to compare the grading of a popular
and stable recreation beach with the borrow site. It was found that the borrow
site was slightly coarser (a mean of 304 µm) than the destinations, Vetch’s and
Addington Beach (Fig. 9.1). The project was undertaken in two phases the first in
2009 and the second in 2010, each phase contributing approximately 250 000 m3
of sediment to the beaches.
A project of such a nature is technically trivial but management intensive.
The dredger is chartered on an hourly rate and so the more sand that is pumped
the smaller the cubic meter cost. At the time the dredgers stand by rate was
R 36 000.00 an hour necessitating that no delays were incurred at the discharge
pipe. The success of the project was largely indicative of good project manage-
ment.
The project was successful as it introduced new high quality coarse sediment
(about 500 000 m3) into the system, aiding a correction in the sediment budget.
The project was unfortunately not a complete success. The importance of creating
a suitable beach profile was neglected in the first phase of pumping, largely due
to time constraints. The resulting profile was quickly corrected to an equilibrium
profile which produced unexpected earthworks costs to counteract the 3 m scarp
that formed. The borrow site was originally surveyed with a single scan sonar as
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Figure 9.3: Beach nourishment at Addington Beach (Dredging International,
June 2009)
a higher resolution multibeam was considered an unnecessary expense since the
site had been dredged extensively in the past. The initial dredging phase was
without incident except dredging of small ammunitions. The second dredging
phase saw the dredging of steel elements (Fig. 9.4) resulting in the cracking of
the dredger impeller.
The cracking of the impeller was a major setback in the project and resulted
in a large insurance claim. In hindsight an expensive multibeam survey may have
been more economical should the insurance not cover the delays.
9.6 Retaining walls
Retaining walls in the coastal context are different from seawalls. In Durban a
large number of dry stacking, interlocking retaining walls have been used inappro-
priately or have developed into an inappropriate situation as a result of chronic
erosion. Although there are various types of dry stacking, interlocking walls Dur-
ban’s coastal retention structures are loffelstein walls. Water loffel is a variation
of loffelstein having interlocking wings. They are commonly used for hydraulic
applications and had been extensively used as seawalls at Brighton Beach, Umh-
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Figure 9.4: Dredged steel elements and cracked dredger impeller (Dredging In-
ternational, April 2010)
langa and Umdloti. Seawalls are the most common form of coastal defence and
the physical barrier between the land and sea is often considered most desirable
by residents [French et al., 2001]. Unfortunately they can create a static coast
and are one of the least environmentally acceptable solutions. Loffelstein walls
are essentially coastal retention structures that are constructed at the backshore
and are not intended to withstand direct wave action. Unfortunately due to
chronic erosion the walls at Umhlanga and Umdloti are exposed to wave attack
fairly regularly. Although in these situations a more substantial defence, such as
the fibreglass sheet piles at Ansteys Beach, is preferable the loffelstein walls have
performed relatively well.
A large amount of these walls failed during the 2007 event. The failures
were a result of water down rush and overtopping washing sediment out from
behind the walls. This combination of sediment loss caused the walls to collapse
on themselves (Fig. 9.5). This failure mechanism highlights the need to have
substantial drainage and filtration behind the walls. A geotextile filter layer
ensures that water can drain from behind the wall while the filter retains the
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Figure 9.5: Failure of loffelstein seawall at Umhlanga main beach (eThekwini
Municipality data base, 20 March 2007)
sediment. Some of the walls that had a geotextile filter parallel to the wall still
failed, while none of the walls that had a filter parallel and perpendicular to the
wall failed. It is felt that having these perpendicular geotextile tiebacks (Fig. 9.6)
limits the likelihood of sediment escaping through gaps in the parallel filter. This
was the only failure mechanism experienced during the event as none of the walls
were undermined. This was a consequence of the walls being either founded on
rock or on a bed of gabion mattresses below the lowest scour profile.
Although Loffelstein walls are not a favourable solution, the majority of the
loffels that failed during the event were reinstated. Only certain sections of the
walls had failed and it was more aesthetically pleasing and economical to retain
a continuous loffel wall. Where walls were severely damaged they were replaced
with geotextile sand bags.
9.7 Geotextile sand filled containers (GSC)
The use of GSCs was initiated in the USA, the Netherlands and in Germany more
than 50 years ago [Saathoff et al., 2007]. GSCs have become increasingly popular
because of their multitude of applications as well as their environmental benefits.
GSCs are often spoken of as a soft engineering solution. This is not entirely correct
because a soft solution is one that does not impede the natural morphology of the
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Figure 9.6: Typical section through loffelstein wall
coast. The GSCs prevent erosion and so can develop a static shoreline. They are
considered a soft solution because if an unforeseen environmental impact ensues
they can easily be sliced open and removed spilling sand back onto the beach.
Allan & Komar [2002] observed the effectiveness of an artificial dune for shore
protection by surveying a dune constructed with sand-filled geotextile bags cov-
ered by loose sand and dune vegetation from 1999 to 2002. They reported that the
dune survived fairly extreme conditions which included overtopping, but noted
that it was still to be seen if it would cope with the more severe storms.
Heerten et al. [2008] did extensive research into the effectiveness of GSCs to
mitigate coastal erosion. They described the successful use of GSCs on the island
Sylt in Germany where geotextile cushions were covered with sand and sand trap
fences. The geotextile was exposed after the second largest storm surge yet it
had prevented a 2.5 m above normal water level and waves exceeding 5 m from
eroding the dune.
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Recio & Oumeraci [2008] also did extensive research on geotextile bags. Through
rigorous model testing they were able to consider all the forces acting on the con-
tainers as well as the effects of container deformation. The impact of wave action
and submergence causes sand to be moved inside the bag from the back to the
exposed face. This movement has two negative effects. It decreases the contact
area between bags thus reducing the friction forces and it increase the surface
area in the front of the bag making it more susceptible to drag forces.
GSCs are a relatively new technology and have only recently found applica-
tion in South Africa. Their advantages include being cost effective and easily
transported which makes them ideal for emergency work. The geotextile can be
easily cut and removed if required but at the same time permanent containers
are susceptible to vandalism. This issue has been combatted by a composite
vandal-deterrent geotextile which traps 3 kg of sand per square meter within
the geotextile. Although this significantly increases the resilience and durability
of the container [Saathoff et al., 2007] it has little effect on the penetration of
a knife. GSCs used to protect dunes should always be covered with sand and
vegetated to protect them from vandals and to restore a natural appearance to
the coastline. Vegetation has the advantage of mitigating blown sediment and
stabilising backshore morphology [Udo et al., 2002].
Based on the documented success of GSCs in Australia [Restall et al., 2002;
Saathoff et al., 2007], the Municipality decided to pursue their installation as
an emergency and permanent measure. The use of GSCs or geotextile sand
bags became the eThekwini Municipality’s favoured form of sea defence after the
2007 event. Their extensive use warrants an extended section dedicated to their
application.
9.7.1 Manufacture
Kaytech Engineered Fabrics was approached to manufacture and supply the
GSCs. The bag dimensions were initially 2 x 2.5 x 0.5 m which resulted in a
fill weight of approximately 4 tons. These dimensions were based on a geotextile
container of 2.6 x 1.9 x 0.58 m used in Australia [Hornsey et al., 2011]. After
the emergency production of bags had subsided Kaytech refined their manufac-
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Figure 9.7: Filling of Geotextile Sand Bags with frame (April 2007)
ture and optimised the bag size to 2.1 x 1.8 x 0.55 m. The bags consist of
a double layer, an inner geotextile and an outer UV stabilised staple filament
polypropylene. The two fabrics are bonded together and stitched into a bag. The
bag contains two chutes that can be extended from the bag creating a conduit
to convey sand into the bag. Since the pioneering of the first bags numerous
manufactures have entered the market.
The filling of the bags required a steel frame (Fig. 9.7). The manufacture of
this frame should be governed by the geometry and layout of the bag. This proved
to be an issue as new bag manufacturers entered the market and the manufacture
of the bag evolved. When the bag’s chute diameter varied the frame’s funnel
diameter remained constant, this necessitated the removal of some stitching to
allow installation of the bag into the frame. This is problematic as the stitching
has a tendency to run, potentially causing the bag to pull open.
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The stitching of the bags is done in the factory by sewing machines and the
seam has 80 % of the bag material strength. The chutes however have to be
sealed onsite and this is done by hand stitching with nylon string. This stitch is
therefore the weakest part of the bag and has been mitigated by placing the bags
with the hand stitched portion facing landwards. Supervision and quality control
of the hand stitching is essential as labour have a tendency to fluctuate quality
which may lead to the leaking of sand. A manufacturing technique which has
proved to successfully increase quality is the pre punching of holes. This means
the spacing of hand stitches is predefined and so ensures more consistency with
regards to the quality of stitch. All that still has to be ensured is that the nylon is
knotted correctly. A handheld sewing machine was initially used to stitch the bags
but was abandoned during the emergency work following associated installation
delays. The reintroduction of the sewing machine has not been supported due
to cost implications as well as there being no present evidence of the adverse
effects of hand stitching. It is the authors’ opinion that the bags should be sewed
similarly to the factory stitching.
9.7.2 Installation
The bags are filled to 80 % of their capacity (based on the German construction
technique [Oumeraci et al., 2003] ensuring that the sand is sufficiently compacted
by flooding with water. If the bags are filled any more it becomes difficult to stitch
them closed, jeopardising the quality of the stitch. Overfilling the bags also causes
rounding. Since some of the bag’s stability is determined by its mass and friction,
it was hypothesised that the more rounded it is the less contact each bag will have
with the surrounding bags, lowering the stability. Not filling the bags to capacity
allows them to be levelled for the next bag layer as well as providing a large
contact area. It must be noted that Hornsey et al. [2011] findings contradict this
theory showing that the Australian practice of filling bags to capacity is more
stable.
In certain circumstances there may be uncertainty as to where the lowest scour
level is or additional confidence is required in minimising the undermining risk.
This was accommodated by providing a Dutch toe (self-healing toe). A Dutch
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toe is a row of bags in front of the wall’s toe and tied back into the bottom bags.
The theory is that as the beach profile approaches the founding level of the bag
wall the Dutch toe will settle giving the structure an additional 2 m (length of
one bag) scour resistance.
9.7.3 Slope
The slope of the bag protected dune is still debated, with engineers designing
slopes from 30 to 45 degrees. The stability of the bag wall is dependent on the
friction forces developed between the bags which is a function of their roughness,
the net normal force (weight above the contact area) and the contact area. Recio
& Oumeraci [2008] identified, from flume tests, that the friction between contain-
ers affects the hydraulic stability much more than assumed in past and present
literature. In order for the bags to be stable this frictional force must be equal
to or greater than the active soil force behind the bags Fig. 9.8. So although the
friction increases as the bag wall approaches the vertical so does the active soil
pressure. A balance of these two forces was used to calculate an optimum bag
slope. Figure 9.9 shows a plot of how many bags will be stable out of the 20 bags
retaining 10 m of soil, through a range of slopes. The calculation includes a safety
factor used on the soil properties as advised by Henkel [1981]. For comparative-
ness, results shown ignore cohesion, place the water table below the bag wall, and
use a constant soil weight of 18 kN/m3 and a friction angle of 30 degrees. Active
pressures were calculated using Coulomb’s active earth pressure coefficient. The
bag dimensions and weight are as previously stated.
Figure 9.9 illustrates that the angle range of 18 – 26 degrees can retain the
most soil. The flatter the slope of the wall the less the wave loading but the
greater the wave run-up. This simply calculation does not consider the hydraulic
stability of the bags and because the sand is displaced to the bags front face by
the lifting and dropping of the exposed portion it is thought that the less bag
length that can be lifted the more stable the bags. It is felt that the increased
restriction of this movement is what makes the bags more stable at steeper slopes
[Hornsey et al., 2011] and not the increased friction.
The bags are prone to vandalism and degradation by ultraviolet radiation.
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Figure 9.8: A typical section through a geotextile sand bag wall illustrating the
soil pressure and bag friction
Figure 9.9: The number of stable retaining bags per wall inclination
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They also look untidy once people have traversed them and have been subject
to wave action. The bags should therefore be covered with sand and vegetated.
Since beach sand generally cannot maintain a slope greater than 30 degrees it
also dictates that the bags should follow a similar slope. The ground conditions,
space restrictions and retained height all influence the bag wall slope and thus a
standard orientation cannot be specified and each situation should be considered
independently.
9.7.4 Geotextile sand bag performance
The bags endured their first substantial test on the 26 July 2011 from a significant
wave height of 5 m and all the issues identified in the literature were realised.
Vandalised bags leaked sand and created weak spots in the walls. The lower
layers of bags shifted forward making the lower wall face steeper. This appears
to be the combination of three factors: the bags not being filled sufficiently, the
bags leaking sand and the bags’ geotextile elongating. All these factors enable the
sand to move to the bag’s exposed face lowering the friction forces and increasing
the drag forces. In an extreme case a bag was completely removed from the
lower portion of a wall (Fig. 9.10). We propose that our local bags need some
refinement in terms of elongation and that stringent quality controls are required
during installation. The significance of bag deformation is perhaps more evidence
that the Australian method of filling the bags to capacity and using a 45◦ slope
is more appropriate.
9.8 Geotextile tube
Geotextile tubes have been used all over the world and have been particularly
successful in the construction of artificial reefs. The geotextile tube was exper-
imented with as it was potentially faster, cheaper and more structurally sound
than using geotextile sand bags. The theory was that the 1.4 m diameter by 25 m
tube could be laid in position and then pumped full of sand (Fig. 9.11). This
however was not as simple in practice.
Pumping slurry into the tube caused air to be trapped in the tube which had
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Figure 9.10: A geotextile bag wall failure at Isipingo (July 2011). The red rectan-
gle highlights where a bag was removed from the wall and the red circle identifies
the removed bag.
limited venting points. The slurry was also pumped at a ratio of about 30 %
sand to 70 % water. The geotextile drained slowly causing the tube to fill with
water and air faster than it could expel them, resulting in the slurry discharge
pipe being forced out the tube inlet. This issue was overcome by having scuba
divers inside the tube directing the pump discharge. The tube also had to be
braced every 5 m.
The tube was successfully installed and has been in place for almost 4 years
without any issues. Structurally the tube is more stable than individual bags as
it is continuous, weighs more and only has one piece of hand stitching. The tube
has the added advantage of being able to be placed and filled in the water. With
all the tube’s complication’s it ended up costing twice as much as installing the
geotextile sand bags. Although it was discontinued due to its difficult installation
and associated costs their use has been successful in other applications [Alvarez
et al., 2007; Cantr et al., 2002; Shin & Oh, 2007]. We propose that similar success
is possible if more appropriate equipment is used.
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Figure 9.11: Geotextile tube installation at Amanzimtoti (April 2008)
9.9 Geotextile wrap
The geotextile wrap was used as an alternative to the geotextile sand bags where
access was limited and have proved to be a reliable alternative [Yasuhara & Recio-
Molina , 2007]. A 5.3 m by 25 m geotextile fabric was used to create an insitu sand
bag or tube. The geotextile is laid flat, half is topped with sand and the other
half is then folded over and stitched on the landward side. This method allows all
the work to be done by hand. If the wrap will not be exposed (always be covered
by sand or by geotextile bags) bidim may be used. If the bidim will be exposed to
sunlight and wave action it should be replaced with 1200 g/m2 ultraviolet (UV)
treated geocontainer fabric as the bidim is not UV protected and pulls apart under
wave attack. The long continuous hand stitching is the wrap’s main weakness
but also makes the installation cost effective and has become increasingly popular
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amongst private home owners along the KwaZulu-Natal coast.
9.10 Conclusion
Durban has had a long history of beach protection and some of its recent experi-
ences have been shared in this review. From these experiences it is recommended
that soft solutions, primarily as a combination of coastal setback lines, beach
nourishment and GSCs be prioritised. Admittedly soft solutions are not always
practical or appropriate.
Durban’s groyne field has been a valuable investment aiding in successfully
stabilising the central beaches since their construction. Experience has shown
that concrete cover should be seriously considered as corrosion mitigation even
when providing galvanised reinforcing. It is recommended that all structures,
including seawalls and GSCs, are founded on rock or at a depth that ensures
structural stability when the lowest historical scour level is exceeded.
Beach nourishment and geotextile sand bag seawalls are the eThekwini Munic-
ipality’s preferred soft protection to be implemented in conjunction with coastal
setback lines. A successful beach nourishment project can be executed by sub-
stantial preliminary research of the borrow site as well as good project manage-
ment. For a geotextile sand bag defence it is recommended that the bags are filled
to capacity and installed at a slope of 45 degrees, covered in sand and vegetated.
Although geotextile wraps have proven their reliability as coastal protection [Ya-
suhara & Recio-Molina , 2007] the Municipality’s experiences have only found
them to be an appropriate substitute for the bags in severely restricted areas.
In areas of high vulnerability it is recommended that a bidim wrap be installed
and draped with bidim prior to overlaying it with one or two layers of geotextile
sand bags. The bidim wrap acts as a second defence against extreme events as
well as a substantial filter layer, which has proven to be significant. A Dutch
toe should also be installed as additional risk mitigation of undermining. The
bags elongation at breaking point still needs to be refined and parity has to be
achieved on the filling percentage of the bags’ capacity.
Many situations require more robust solutions than geotextile sand bags or
beach nourishment. Such situations need to be individually accessed but rock
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revetments and sheet piled seawalls have been successfully installed in Durban.
A good monitoring system is essential for successful coastal management. The
beach profiles recorded in Durban since 1973 have been instrumental in the design
of all its coastal defences from seawalls to beach nourishment. To the authors’
best knowledge the record is the most extensive in South Africa and is the core
of the eThekwini Municipality’s coastal management and defences.
The March 2007 event gave the eThekwini Municipality the opportunity to
be innovative. It is hoped that other organisations will be able to convert the
failures into successes and use the stories of success to improve the sustainability
of defending our coast.
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Chapter 10
Geotextile sand filled containers
as coastal defence: South African
experience
This chapter is based on a paper published in Geotextiles and Geomembranes,
35, 120 – 130, 2012.
Abstract
Geotextile sand filled containers (GSC) have rapidly become the preferred coastal
defence on the east coast of South Africa. Their growth can be attributed to
political, social and environmental factors. This paper details South African ex-
periences and the observed performance of GSCs. The main failure mechanism of
geotextile sand bag seawalls is identified to be the movement of sand within the
bags. This movement is observed to be a result of insufficient filling, bag elonga-
tion and sand leaking. Through a review of local and international manufacturing
and construction techniques we identify methods of reducing the internal move-
ments of sediment. The observed performance of local bags provide a practical





Sandy beaches make up approximately 20 % of the world’s coastline and Dur-
gappa [2008] claimed that of these more than 60 % have been eroding in recent
decades. Erosion is likely to intensify with predicted trends in sea level rise, storm
frequency and storm intensity [Komar & Allan, 2008; Mather, 2008]. The ero-
sion trends, combined with the estimate that over 60 % of the global population
lives within the coastal zone [EEA, 1999], will necessitate more widespread use
of coastal defence systems. An increasing awareness of anthropogenic impacts
on the environment has driven demands for “soft” defences to replace “hard”
defences such as groynes and seawalls. The development of geotextile sand-filled
containers (GSCs) has been pursued as such a replacement.
The use of GSCs was initiated in the USA, Netherlands and Germany more
than 50 years ago [Saathoff et al., 2007]. Durgappa [2008] did not include GSCs as
a soft solution, although they are often placed into this category. Defining GSCs
as a soft solution is not strictly correct because a soft solution is one that does
not impede the natural morpho-dynamics of the shoreline. The GSCs prevent
erosion and so can develop a static shoreline. However they can be considered to
be a “pseudo-soft” solution since, in certain applications, they can be removed
relatively easily if an unforeseen environmental impact ensues, and do not require
the mining of rock.
The authors believe the increasing popularity of GSCs in South Africa has
been driven by (1) social, (2) political and (3) environmental factors. Coastal
residents often perceive a physical barrier between the land and the sea as a more
desirable defence [French et al., 2001] than soft mitigations such as beach nour-
ishment. A seawall is also preferred from a political perspective as it serves as
a reminder and measure of a political contribution. The potential for seawalls
to develop static shorelines and accentuate erosion makes them environmentally
unacceptable. Environmental and sustainability considerations are becoming the
governing factors when implementing coastal defence (e.g. Airoldi et al. [2005];
Moschella et al. [2005]; Zanuttigh et al. [2005]). The GSCs provide a middle
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ground that is appealing to both politicians and residents while being environ-
mentally acceptable.
Allan & Komar [2002] discussed the effectiveness of an artificial dune for shore
protection. They monitored a dune constructed with sand-filled geotextile bags
and covered by vegetated loose sand. The dune was reported to have survived
fairly extreme conditions which included overtopping. The 3-year monitoring
period was too short to confirm the dune’s survival under extreme conditions.
Heerten et al. [2008] reported extensive research into the effectiveness of GSCs
for mitigating coastal erosion. They described the successful use of GSCs on the
island Sylt in Germany where geotextile cushions were covered with sand and
sand trap fences. Although the GSCs were exposed after a large storm they
prevented the high tide levels (2.5 m above normal) and large waves (exceeding
5 m) from eroding the dune.
Hornsey et al. [2011] and Restall et al. [2002] described the successes of GSC
revetments at Stockton and Maroochydore beaches in Australia where they have
been in place since 1996 and 2001 respectively.
The implementation, successes, and failures of GSCs are well documented
in Europe and Australasia but this relatively new technology has only recently
found application in South Africa. This paper aims to contribute to this body of
knowledge by describing the use of GSCs from a South African perspective. To
the authors’ best knowledge this paper is the first to document the successes and
failures of GSCs in South Africa. We start by describing the case study area and
it’s local wave conditions. The observed performance of local non-woven GSCs are
reported and attempts made to link the observations to local manufacturing and
construction methods. South African practice is then compared to international
practice, followed by conclusions and recommendations for future research and
development.
10.2 Case Study: Durban, South Africa
Large GSCs as coastal defences were first installed in South Africa in 2003. The
geotextile bags were used to construct two groynes at Langebaan [McClarty et al.,
2006]. Since then the use of large GSCs for coastal defence in South Africa has
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been dominated by Durban. Durban is an important port city located on the
east coast of South Africa (Fig. 10.1). Durban’s history of beach protection is
linked to the development of the port since the beaches were stable for a period
of almost 100 years prior to the commencement of harbour works [CSIR, 1976;
Kinmont et al., 1954]. The city implemented beach nourishment, constructed an
underwater mound and a unsuccessful groyne field [Barnett et al., 1999] before
successfully stabilising the beaches with a new groyne field and a permanent
sand bypass scheme [Mather et al., 2003]. Durban has also implemented various
seawalls and therefore has a range of experience in coastal defence systems.
Durban’s coastal defence issues received renewed attention after an extreme
storm event devastated the KwaZulu-Natal coastline in March 2007. A wave
recording buoy, in 22 m of water, measured a significant wave height of 8.5 m and
a peak wave period of 16.6 seconds. The wave height was the largest ever recorded
and the combination of an equinox tide level and peak storm wave setup resulted
in a water level almost 2.7 m above chart datum or about 1.7 m above mean sea
level [Phelp et al., 2009]. The long-term average significant wave height along
the east coast of South Africa is 1.65 m with a peak period of 10 seconds and an
average wave direction from the south east. Based on the documented success of
GSCs in Australia [Restall et al., 2002; Saathoff et al., 2007] and the successful
installation at Langebaan [McClarty et al., 2006], the local government authority
(eThekwini Municipality) decided to pursue GSC installations as an emergency
and permanent measure. The use of GSCs became the eThekwini Municipality’s
favoured form of sea defence after the 2007 event and over 20 000 units have been
installed in seawalls along a 100 km long section of coastline.
10.2.1 Performance of geotextile sand bag seawalls
The bags endured their first substantial test on the 26 July 2011 from a significant
wave height of 5 m (measured by a wave recording buoy in a water depth of
18 m). The event highlighted numerous short comings in the bag manufacture
and installation. Although there was damage to some seawalls none of them failed
and considering the total failure of certain loffelstein seawalls (Fig. 10.2 and 10.3)
the bags performed relatively well. A bag seawall near the failed loffelstein seawall
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is shown in Fig. 10.4. During the event the slope of the bag seawalls steepened
near the toe and flattened near the crest and in an extreme case a bag was
completely removed from the lower portion of a seawall (Fig. 10.5). It appears
that the lower bags were being pulled out of the seawall in a similar manner to
that described by Recio & Oumeraci [2007, 2008]. Basically the sand within the
bags is moved to the exposed face under wave action. This movement decreases
the contact area between bags thus reducing the friction forces and increasing the
surface area in the front of the bag making it more susceptible to drag forces. The
sand movement also means that the bags above no longer have sufficient support
underneath them and so the bag seawall settles and moves forward. The bag
seawall in Umhlanga Rocks (Fig. 10.1) settled about 0.5 m and moved forward
about 0.3 m. The vertical settlement of the wall was almost 10 % of the wall
height. This movement is shown in Fig. 10.4 and illustrated in Fig. 10.6. The
bags were never intended to take full wave loading but rather wave run-up. As
indicated in Fig. 10.6 the bags did not experience direct wave impacts but run-
up of approximately 4 m MSL. The up-rush and down-rush of the water moved
the bag’s internal sediment and displaced the bags seawards. These observations
have essentially provided a full scale validation of the deformation effects analysed
by Recio & Oumeraci [2007]. The movement of sand within the bags has been
identified to be the main cause of failure and is attributed to the bags not being
filled sufficiently, the geotextile elongating, and the leaking of sand.
The remainder of this paper identifies why this failure mechanism occurs and
proposes ways of avoiding it. The specification of the GSCs as a sea defence
has recently been revised for the Durban Central Beachfront Upgrade. The new
specification (Table 10.2) is in part intended to minimize the failures described
here.
10.3 Manufacture
GSC’s are unlike the usual applications of geotextiles as they are required to
function for a considerably longer design life under exposure to the elements.
This significant difference has to be accounted for in their manufacture.




Figure 10.2: (a) Waves breaking on a loffelstein seawall in Umhlanga
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Figure 10.4: A bag seawall in Umhlanga Rocks (29/08/2011) showing (a) the
movement of the seawall relative to its original position and (b) the steepening
of the seawall toe and the flattening of the seawall crest
Figure 10.5: A geotextile bag seawall failure at Isipingo (July 2011). The red
rectangle highlights where a bag was removed from the seawall and the red circle







































Figure 10.6: A cross-section of the geotextile bag seawall at Umhlanga Rocks.
The red bags show the location of the bags after the 26/07/2011.
sultant and manufacturer of the GSCs. The filled bag dimensions were initially
2.5 × 2 × 0.5 m which resulted in a fill weight of approximately 4 tons. These
dimensions were based on a filled geotextile container of 2.6 × 1.9 × 0.58 m
used in Australia [Hornsey et al., 2011]. After the emergency production of bags
had subsided Kaytech refined their manufacture and optimised the bag size to
2.1 × 1.8 × 0.55 m. The slight change in dimensions was to optimise the com-
ponent geotextiles as they come off the production line. The optimisation was
essentially to mobilise the stronger cross direction strength of the bag’s outer
staple fibre component. The bags consist of a double layer - an inner polyester
and an outer ultraviolet (UV) stabilised staple filament polypropylene. The two
fabrics are bonded together and stitched into a bag. The bag contains two chutes
that can be extended to create a conduit for conveying sand into the bag.
The lifetime of a geotextile is difficult to determine and estimates are based
on limited case studies. In an attempt to estimate their lifetime, three of the
bags were tested, each from a different location. Table 10.1 shows the exhumed
bag locations, approximate installation date and the corresponding test results.
All the bags came from seawalls with 30 – 35 degree slopes. The bag wall at
Vetch’s Beach was approximately 3 m high, the Umdloti seawall was approxi-
mately 4 m high and the Umhlanga seawall was only 1.5 m high. The oldest bag
was 4 years old and was exhumed from Vetch’s Beach. This bag had periodic
UV exposure and was estimated to be overtopped by the sea on at least three
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occasions. The Vetch’s bag lost the most tensile strength of the three exhumed
bags – approximately 10 % of its strength in the cross direction and none in the
machine direction. It also lost 5 % of its seam strength. The newest bag was
from Umhlanga Rocks and was installed for approximately 2.5 years. These bags
were used as a cofferdam during the reconstruction of a loffelstein seawall and so
sustained wave impacts and UV exposure for approximately 2 months. Since then
these bags have been completely covered with sand. The bag only lost 4 % of its
tensile strength in the machine direction. All the bags exceeded the specified elon-
gation of 50 % (Table 10.1). The fact that many of the bag properties exceeded
the original specification (Table 10.1 & 10.2) may be evidence of the variability
in the manufacturing process although it has been proposed that the ingress of
sand into the fabric may affect the geotextile properties. Oberhagemann & Hos-
sain [2011] reviewed existing literature of geotextiles used in hydraulic, coastal
and landfill applications and noted that their life expectancies ranged from 35 to
110 years, although some geotextiles protected from weather and sunlight have
reportedly survived for several centuries. Based on local observations of geotex-
tile sand bags the authors agree with Oberhagemann & Hossain [2011] that an
appropriate lifetime estimate of a geotextile bag is 30 years, provided that UV
exposure is seasonal and/or the wall consists of multiple geotextile bag layers to
limit the weather exposure.
The new bags comprise multi-component geotextiles as apposed to the pre-
ceding bi-component geotextiles.
10.3.1 Durability
A bag is only contributing to the stability of a seawall if it is full of sand. The
leaking of sand is therefore a risk to the structural and hydraulic stability of
the seawall. Although minor loss of sediment may occur through the geotex-
tile [Muthukumaran & Ilamparuthi, 2006] the major losses occur from damaged
geotextiles. Hornsey et al. [2011] categorized potential damage to the GSC as
either incidental or due to vandalism. Applications in South Africa have been
restricted to situations that minimize or eliminate incidental damage such as that



















































































































































































































































































































































Figure 10.7: Geotextile sand bags that have been (a) cut and (b) burnt
due to vandalism and is well documented. An observation that has not been well
documented is biological damage to GSCs. For an extended discussion regarding
the durability of GSCs as coastal protection the reader is referred to Oumeraci
& Recio [2010].
10.3.1.1 Vandalism
Geotextiles can be cut with a knife. This issue has been combatted by a composite
vandal-deterrent geotextile which traps 3 kg of sand per square meter within the
geotextile. Although this significantly increases the resilience and durability of
the container [Saathoff et al., 2007] it has little effect on the penetration of a knife
(Fig. 10.7a). GSCs have also been burnt by vandals (Fig. 10.7b). GSCs used to
protect dunes should always be covered with sand and vegetated to protect them
from vandals and to restore a natural appearance to the coastline. Vegetation
also has the advantage of mitigating blown sediment and stabilising backshore
morphology [Udo et al., 2002].
10.3.1.2 Biological damage
Encouraging vegetation cover in order to mitigate vandalism is important but
sufficient depth of growing medium must be provided as dune vegetation can
otherwise root into the GSC (Fig. 10.4). This is an issue if the GSCs are intended
as a sleeping defence because storm surges may cause the vegetation to be stripped
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from the GSCs thus creating sand leaks.
Rats have also been observed nesting between installed bags. There is no
visible evidence that the rats have gnawed into the containers but it is plausible.
The existence of rats is thought to be a result of adjacent restaurants and vagrants
that often take shelter in coastal structures such as piers. The risk of encountering
both rodents and vandals in such locations should be carefully considered when
installing GSCs.
10.3.2 UV Resistance
South African UV radiation is of order 180 kilo-Langleys making UV degrada-
tion of GSCs a major concern. South African bags have been subjected to the
Australian UV resistance testing standard, AS 3706.11, which is based on the
American standard, ASTM D4355. The UV stabilised geotextile experiences less
than 20 % change in ultimate tensile strength after being exposed to a Xenon
arc-type apparatus for 672 hours. Saathoff et al. [2007] claimed that this is equiv-
alent to a minimum design life of 10 years, while TenCate [2010] found that 500
hours of Xenon arc testing equates to roughly 0.5 to 2 years of field exposure.
The correlation between UV laboratory testing and field exposure is unclear and
design life estimates are still restricted to limited case studies. In this regard
Hornsey et al. [2011] found that the GSCs in the Maroochydore beach groynes
had lost less than 15 % of their tensile strength after 6 – 8 years. Although long-
term testing is defined as exposure greater than 500 hours Hornsey et al. [2011]
recommends testing to a minimum of 2000 hours. This uncertainty in UV resis-
tance has been combatted by covering the bags in sand while all new bags will
be required to retain a minimum of 90 % of their geo-composite tensile strength
after 2000 hours as per ASTM D4355. In 2008 Kaytech commissioned Roediger
Agencies, an analytical laboratory at the University of Stellenbosch, to analyse a
recovered sample from Langebaan. The sample at the time was over four years
old and its degradation was assumed to be from UV radiation. From the anal-
ysis it was concluded that the degradation was mechanical de-lamination of the
outer fibre rather than UV light degradation. While the analysis provided some
confidence in the bags’ UV resistance it ultimately highlighted a manufacturing
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Figure 10.8: Delamination of a sample geotextile composite
weakness. This motivated the thermal fusing of the outer fibres to the inside of
the inner layer in the new multi-component bags (Sect. 10.6).
10.3.3 Abrasion and delamination resistance
The German rotating drum test method [BAW, 1994] is often considered the best
representation of the near-shore surf abrasion environment [Hornsey et al., 2011;
Saathoff et al., 2007]. The test uses 10 mm and 4 mm gravel with water to form
an abrasive slurry which is used to abrade the fabric. A minimum of 75 % tensile
strength retention is recommended [Saathoff et al., 2007]. The rotating drum
test has only recently been adopted locally while the American ASTM D4886
abrasion test has been used in the past. The latter uses 300 grit sandpaper as
an abrading medium and is well suited for thin fabrics. The local bags have a
95 % tensile strength retention following this test. Since the relationship between
the two test methods is unknown all new bags are required to retain 85 % of
their tensile strength after 80 000 drum revolutions as described by the German
rotating drum test.
The tensile strength of the composite geotextile is determined by the inner
polyester. The performance of the material is therefore determined by the extent
that the two materials act as one. De-lamination is a concern since if the outer
layer is not correctly fused to the inner it can be easily removed exposing the
unprotected inner fabric to UV attack. The peel resistance is tested in accordance
with ASTM 6496-04a and is not less than 1.9 kN. Figure 10.8 shows the de-




A high ultimate elongation of the bag geotextile is thought to reduce installation
damage and allow flexibility in the structure [Saathoff et al., 1994]. This high
elongation allows the bags to mould themselves and to be self-healing during
settlements or when bags are removed from a seawall (Fig. 10.4 and Fig. 10.5).
Saathoff et al. [2007] recommend an ultimate elongation of greater than 50 %.
Recent observations have shown the advantages of high elongation but have also
highlighted potential disadvantages. As previously noted the only observed fail-
ure mechanism was produced by internal sand movement (Sect. 10.2.1). It is
believed that the handling of the bags during installation and, to a lesser extent,
their service lives, cause them to undergo plastic elongation. This permanent
elongation means that the sand-filled volume of the bag decreases relative to the
bag dimensions. This volume change allows more sand to move freely within the
bag which then becomes more susceptible to the failure mechanism described in
Sect. 10.2.1. A solution to the elongation issues is still under debate and the new
specification requires that the tensile strength, when measured in both the cross
and machine direction, be at least 75 kN/m at an elongation of 10 % when tested
to SANS 10221 - 2007. Past bags exceeded elongations of 50 % at these loads
and more testing is required to investigate the advantages and disadvantages of
reducing the elongation.
10.4 Construction techniques
The effects of different construction techniques on the long term performance of
GSCs is not well documented and it is believed that it has a more important
role than the literature suggests. The filling of the bags required a steel frame
(Fig. 10.9). The manufacture of this frame is governed by the geometry and
layout of the bag. This proved to be an issue as new bag manufacturers entered
the market and the manufacture of the bag evolved. When the bag’s chute
diameter varied the frame’s funnel diameter remained constant, this necessitated
the removal of some stitching to allow installation of the bag into the frame. This





Figure 10.9: Sequence of filling a bag using an excavator and a steel frame. (a)
The bag’s chutes are placed over the frames dual funnels. (b) The bag is loaded
into the frame. (c)/(d) The bag is filled alternating between buckets of sand and
water. (e) The filled bag is removed from the frame in order to be stitched.
to pull open (Fig. 10.10).
10.4.1 Filling the bags
The filling of the GSCs has become a contentious issue in South Africa. The ori-
gin of the issue stems from the difficulty in defining a fill ratio, the construction
technique and the uncertainty of an optimal fill ratio with respect to hydraulic
stability. The filling of GSCs has been performed in various ways in different
countries. They have been commonly filled by dredge pump in underwater appli-
cations [Lee & Douglas, 2011; Oh & Shin, 2006] but modified machinery [Mar-
tinelli et al., 2011], hand filling [Oberhagemann & Hossain, 2011] and conveyor
belt with frame [Heibaum, 1999; Saathoff et al., 2007] have all been used. Locally
the bags have been filled either by pumping a sand and water slurry into the bags
or by filling with an excavator. Pumping is theoretically superior to that of the
excavator but unfortunately it is not more practical. The bags are almost always
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Figure 10.10: Running of bag stitching following the widening of the chutes
installed after an erosion event when the beach volume is at a minimum. This
means that the bags can be installed at the lowest historic profile level with little
or no excavation. The low beach level also means that there is no buffer from
wave runup. The slurry pump is therefore under constant attack and a tracked
machine is required to periodically re-position it. It was found that the time
lost from the pump being disturbed by the waves and tides as well as requiring
an excavator available to continuously move the pump, made the operation less
efficient and almost more expensive than having two excavators on site filling
bags.
The current preferred method is filling the bags by excavator as shown in
Fig. 10.9 (this practice is common in Australia [Hornsey et al., 2011]) with one
bucket of sand followed by one bucket of water. A second excavator relocates the
bag to a safe position where it can be stitched prior to placement.
The bags were originally filled between 80 % and 90 % of their capacity (based
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on the German construction technique [Oumeraci et al., 2003] ensuring that the
sand is sufficiently compacted by flooding with water. If the bags are filled any
more it becomes difficult to stitch them closed, jeopardising the quality of the
stitch. Overfilling the bags also causes rounding. Since some of the bag’s stability
is determined by its mass and friction, it was hypothesised that the more rounded
it is the less contact each bag will have with the surrounding bags, lowering the
stability. Not filling the bags to capacity allows them to be leveled for the next
bag layer as well as providing a large contact area. However, the findings of
Hornsey et al. [2011] contradict this theory showing that the Australian practice
of filling bags to capacity is more stable. The fill ratio was defined as the height
of sand within the bag against the height of the bag when suspended in the filling
frame. This definition is accurate but impractical to measure within the frame.
The fill height can be measured when the bag has been placed for stitching but
this is prone to errors because the bags deform substantially. Quality control can
be compromised with numerous bags being insufficiently filled. Filling the bags
to their physical limit is appealing as it makes the problem of defining a fill ratio
less problematic.
Not filling the bags to capacity and insufficient compaction of the sand has
been highlighted as a reason why the sediment is able to move within the bags.
The geotextile composite has a hydraulic conductivity of 0.03 m/s (the new spec-
ification will be 0.05 m/s) while sand is approximately 0.01 m/s [Das, 2002]. This
means that the current method of placing an excavator bucket full of sand fol-
lowed by a bucket full of water is not compacting the sand sufficiently as the water
escapes through the geotextile before it can flood the sand and compact it. So if
the bags were to be filled to capacity the current method may result in the bags
only being about 90 % full. It is not expected that the 10 % of sand movement
within the bag will significantly affect the stability but when the target is 80 %
of the full capacity the resulting 20 % deficit probably will. There has been an
attempt to mitigate this issue by specifying a constant flow of water into the bag.
This method has not yet been applied and it is expected that the same issues
experienced with the slurry pumping will be encountered. There is now general
consensus in KwaZulu-Natal that the bags should be filled to capacity. All bag
installations from 2012 have been done at fill capacity. The fill ratio is strongly
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Figure 10.11: Hand stitched nylon rope to seal the landward end of the bags
dependent on the filling technique and the excavator filling technique (Fig. 10.9)
is unable to consistently achieve a 100 % fill ratio. Although the excavator filling
technique has been retained additional hand filling by shovel has been required
to ensure capacity filling.
10.4.2 Installation
In South Africa the bags have been orientated with their longitudinal axis per-
pendicular to the wave attack in a stretcher bond arrangement. This arrangement
has undergone physical model tests by Hornsey et al. [2011] and Coghlan et al.
[2009]. While Recio & Oumeraci [2007] conducted physical model tests with the
longitudinal axis parallel to the wave attack. Although Recio & Oumeraci [2007]
arrangement may improve the hydraulic stability it requires a significantly larger
amount of bags and so has a serious cost implication.
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Figure 10.12: Cable tied bags as an alternative to nylon stitching
The stitching of the bags is done in the factory by sewing machines and the
resulting seam has 90 % of the bag material tensile strength in the machine
direction. To minimize the risk of the stitch unravelling there is a Lock stitch
over the full depth of the continuous seam which is also covered with an Overlock
stitch. The chutes however have to be sealed onsite and this is done by hand
stitching with 5 mm diameter nylon rope (Fig. 10.11). This stitch is therefore
the weakest part of the bag and has been mitigated by placing the bags with
the hand stitched portion facing landwards. Careful supervision and quality
control of the hand stitching is essential as labour-based methods can fluctuate
in quality which may lead to leaking of sand. A manufacturing technique which
has proved to successfully increase quality is the pre-punching of holes (Fig. 10.11
and Fig. 10.12). This means the spacing of hand stitches is predefined and so
ensures more consistency with regards to the quality of stitch. All that still has to
be ensured is that the nylon is knotted correctly. Nylon cable ties (Fig. 10.12) have
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comparative properties to nylon rope and were used as an alternative. The cable
ties have not proven to be superior but remain a viable alternative. A handheld
sewing machine was initially used to stitch the bags but was abandoned during
the emergency work following associated installation delays. The re-introduction
of the sewing machine has not been supported due to cost implications as well as
there being no evidence at present for the adverse effects of hand stitching. The
system of chutes into the bag become sand tight after they have been rolled up
and sealed within the bag.
There may be uncertainty as to where the lowest scour level is or additional
confidence may be required in minimizing the undermining risk. This has been
accommodated by providing a Dutch toe (self-healing toe). A Dutch toe is a row
of bags in front of the seawall’s toe and tied back into the bottom bags. (refer
Fig 10.6). In theory as the beach profile approaches the founding level of the
bag seawall the Dutch toe will settle giving the structure an additional 2 m scour
resistance (i.e. the length of one bag) .
10.5 Slope
The slope of bag protected dunes is still debated, with engineers designing slopes
from 30 to 45◦. Flume tests have shown that 45◦ is the most stable [Hornsey
et al., 2011]. The stability of the bag seawall is dependent on the friction forces
developed between the bags which is a function of their roughness, the net normal
force (weight above the contact area) and the contact area. Recio & Oumeraci
[2008] identified, from flume tests, that the friction between containers affects the
hydraulic stability much more than assumed in past and present literature. In
order for the bags to be stable this frictional force must be equal to or greater
than the active soil force behind the bags (Fig. 10.13). So although the friction
increases as the bag seawall approaches the vertical so does the active soil pres-
sure. A balance of these two forces was used to calculate an optimum bag slope.
Figure 10.14 shows a plot of how many bags will be stable at a specific slope.
The calculation includes a safety factor used on the soil properties as advised
by Henkel [1981]. For comparison purposes the results shown ignore cohesion,









TYPICAL SECTION THROUGH GEOTEXTILE SAND BAG WALL
GEOTEXTILE FILTER LAYER
Figure 10.13: Cross-section of a geotextile sand bag seawall showing the bag
friction and the lateral earth pressure
18 kN/m3 and a soil friction angle of 30◦. Active soil pressures were calculated us-
ing Coulomb’s active earth pressure coefficient Ka as given by Lambe & Whitman
[1969], namely
Ka =
 csc(β) sin(β − φ)√





where β is the angle of the bag slope measured from the horizontal, i is the surface
slope of the retained soil, φ is the soil friction angle and φw is the friction angle
of the wall. The bag dimensions are 2.5 x 2 x 0.5 m and have a fill weight of 4.5
tons based on the assumed soil weight of 18 kN/m3.
Figure 10.14 illustrates that the angle range of 18 – 26◦ can retain the most
soil. For the assumptions used, a 45◦ bag slope will be unable to retain 5 m of soil
while a 30◦ slope will. This simple calculation does not consider the hydraulic
stability of the bags and because the sand is displaced to the front face of the
bags by the lifting and dropping of the exposed portion, it is thought that the less
bag length that can be lifted the more stable the bags are. Given this apparent
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Figure 10.14: The number of stable retaining bags per seawall inclination
contradiction we speculate that the increased restriction of this movement is what
makes the bags more stable at steeper slopes (45◦) and not the increased friction
[Hornsey et al., 2011].
10.6 Bi-component and multi-component bags
Throughout this paper we have identified shortfalls in the geotextile bag design
and have described ways to mitigate them either through construction techniques
or bag design. Table 10.2 summarises the main improvements to the new bags and
Fig. 10.15 provides a visual comparison. The tensile strength has been increased
by 154 % in the machine direction and 20 % in the cross direction. Restall et al.
[2002] discussed the ultimate strengths of GSCs used in 7 projects on the Aus-
tralian coast of which the maximum GSC tensile strength was 75 kN/m. Alvarez
et al. [2007] reported an ultimate tensile strength of 90 kN/m for geotextile tubes
used as submerged breakwaters, while Shin & Oh [2007] reported geotextile tube
tensile strengths of 175 kN/m. The South African bags are in the upper range of
tensile strengths with regards to marine and coastal geotextiles. To the authors’
best knowledge the bags represent the highest tensile strength of any geotextile
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Table 10.2: Comparison of the bi-component (original specification) and multi-
component bag specifications
Properties Bi-component bags Multi-component bags
Mass (g/m2) 2100 1566
Thickness (mm) 12 8.8
MD Tensile strength (kN/m) 50 127
XD Tensile strength (kN/m) 95 114
Ultimate elongation (%) 50 17
Notes: MD = machine direction; XD = across direction
sand bag on record. The higher tensile strengths have been driven by the desire
to achieve a lower ultimate elongation. The percentage elongation has been more
than halved in the new bags making the bags vulnerable to damage during instal-
lation and thus requiring greater tensile strengths. Kaytech were able to achieve
these requirements with almost 30 % reduction in geotextile thickness and weight.
This was possibly due to the fusion technique that joins the inner polyester to the
outer polypropylene resulting in a superior product that is less expensive than
its predecessor. The first multi-component bags were installed in 2012 and it re-
mains to be seen if they have the same robustness as the bi-component bags and
whether the advantages from the additional stiffness outweigh the disadvantages.
10.7 Conclusion
Coastal defences are necessary in the presence of increasing coastal population
densities, sea level rise, and occurrence of extreme events. GSCs have become
the preferred defence along the east coast of South Africa as they have political,
social and environmental appeal. KwaZulu-Natal installed over 20 000 sand bags
between the year 2007 and 2011. The experience of these bags in seawalls has
shown that the failure mechanism of the bags is associated with movement of sand
within the bags, as described by Recio & Oumeraci [2007, 2008]. Observations
of installed bags have shown that this movement is intensified by under filling of
the bags, bag elongation, and the leaking of sand. The leaking of sand is mainly





Figure 10.15: Geotextile sand bag (a) bi-component and (b) multi-component
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sand or by limiting their installation in high risk areas.
Experience has shown that the Australian practice of filling the bags to ca-
pacity may make the bags more hydraulically stable as suggested by Hornsey
et al. [2011]. The fill ratio has significant effects on the long term performance of
geotextile sand bags. Under filling of bags increases the potential sand movement
within the bags and the related failures. The authors’ propose that defining an
optimum fill ratio is essential for the long term performance of GSCs and should
be a priority candidate for future research and development.
From observations of installed bags the authors’ can confidently say that a
45◦ slope is more stable than 30◦. This appears to be the result of more of the
bag being confined for the 45◦ slope rather than the increase in friction which is
offset by the forces of the retained dune sand. Since physical model tests have
been limited to stabilised retained slopes the authors’ suggest that retained sand
slopes be modelled to verify these observations.
The use of GSCs for shoreline protection requires UV and abrasion resistance.
Although specifications and testing standards are available there is no clear indi-
cation how those specifications relate to life expectancy. Such an indication would
add considerable value to the cost and risk analysis in using GSCs for shoreline
defences and should be considered in future research.
The high elongation of a bag allows it to stretch and thus increases the po-
tential sand movement within the bag. This effect may not warrant limiting the
elongation percentage of the geotextile given the benefits of flexibility (Fig. 10.4
and 10.5). Experience has shown that the majority of the bag elongation occurs
during installation and construction methods should be revised to limit this ini-
tial deformation prior to altering the geotextile characteristics. We propose that
the effects of construction techniques on the long term performance of GSCs is
an aspect that is poorly understood and should be included in future research
and development.
The testing of exhumed bags showed that many of the properties exceeded
the specified properties. This may be because of variability in the manufacturing
process but it has been suggested that the ingress of sand into the geotextile may
alter its properties and this hypothesis should be tested in future studies.
Based on the South African experience it is recommended that the bags be
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filled to capacity and where possible be placed at a slope of 45◦. Elongation
during construction may have significant effects on the long term service life of
the bags and it is recommended that a construction method that minimises bag
elongation be adopted. The bags are sensitive to abrasion, UV degradation and
vandalism. It is therefore recommended that the bags be covered with sand and
vegetated wherever possible.
This paper has added the South African experience of GSCs in coastal de-
fences to the well documented experiences of Europe and Australia. We have also
provided practical full scale validation of the physical model results of Hornsey
et al. [2011]; Recio & Oumeraci [2007].
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This chapter provides a synthesis of the eight papers (Chapters 3 to 10) with
regards to coastal risk. The conclusions are then presented in terms of the research
questions and recommendations are made for future research.
11.2 Coastal risk
This thesis has identified and analysed trends in waves, water levels and beach
profiles. These three trends describe the risk of a beach in terms of increasing
wave parameters, water levels, chronic erosion of beaches and the recovery time
of beaches.
The most urgent concern is chronic erosion as it is likely to exist in the absence
of wave and water level trends. Chronic erosion may be the result of a reduction
in sediment supply, an increase in storm trends and sea level rise. It was found
that on average storm damaged beaches recovery to their pre-storm profile within
2 years (Chapter 4). This implies that storm trends are not currently contributing
to chronic erosion and that the erosion may be attributed to a decrease in sediment
budget and sea level rise. The Bruun rule attributes 75 % (Chapter 5) of the
total current erosion to sea level rise and we suggest that the remaining 25 % is
accounted for by sediment mining and damming of rivers as well as the absence
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of large episodic flood events (Chapter 4).
We can put these trends into a time perspective by considering the March
2007 storm event. The narrow beaches did not provide a sufficient buffer to
protect coastal developments as well as there not being sufficient recreational
beach area. On average more than 20 % of the beach volume was lost from
the 2007 event. Therefore a loss of 20 % beach volume from the current level
represents a critical level. The current average chronic erosion for all the beach
profiles is approximately 0.8 % per annnum (Chapter 5). At this current rate the
beaches will be at a critical level by the year 2040. This makes it imperative that
the sediment supply deficit is corrected through the restricting of mining permits
and the use of beach nourishment (Chapter 9). It is possible that a large flood
event will provide the sediment correction (Chapter 4). If the supply is addressed
only sea level rise will be contributing to the erosion and consequently will bring
the beaches to a critical level by 2060.
Chronic erosion has the potential to be amplified by increasing storm pa-
rameters. It was estimated that current storm trends could potentially increase
erosion by 0.14 % to 0.20 % per annum (Chapter 7). However, in Chapter 4
it was concluded that beaches make volumetric recoveries within an average of
2 years regardless of the magnitude of the event. There is a threshold of storm
frequency and intensity above which beaches will be unable to recover prior to a
consecutive storm event and chronic erosion will set in. It is unclear what this
theshold is so to be conservative let us assume that the threshold has already
been exceeded and beaches are eroding an additional 0.14 %/annum. Once again
we define an unacceptable beach volume as 20 % less than the current volumes.
The erosion associated with trends in wave parameters and water levels will then
be at a critical level before the year 2030. We do not believe this to be the case
because the estimated current increase in storm frequency of 1 event in 100 years





1. A combination of all the measured trends will produce a critical beach
volume by 2030.
2. A combination of sea level rise and sediment supply reduction will produce
a critical beach volume by 2040.
3. An increase in sea level will produce a critical beach volume by 2060.
These results may have great value in coastal management but must still be
considered cautiously. As highlighted in Sect. 2.2 over 50 years of data is required
to define a coastal climate. This thesis has only analysed 37 years of beach profile
data and 18 years of wave data. These limited data sets may describe a period
of climate variability as opposed to climate change but are currently the only
available estimates.
Although sediment budgets may be corrected via beach nourishment or con-
trolled by legislation, natural climate cycles producing sea level rise will require
interim solutions. The author believes that geotextile sand bags will provide a
politically, socially and environmentally acceptable sea defence (Chapter 10).
11.3 Research answers
The research questions were presented in Chapter 1 and are repeated below with
their answers.
The main research question was:
Can the risks from extreme waves be characterised by simple mea-
sures such as a recurrence interval that accurately reflects the associ-
ated hazards to developed coastal zones?
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This research question was investigated in the context of a case study in the Dur-
ban area where it can be posed specifically as:
What is the return period of the waves experienced during the March 2007 storm
event, and what are the lasting effects of these storms on the coastline?
This question can be divided into the following questions:
Is there evidence of trends in Durban’s wave climate and sediment movement?
This question is answered in Chapter 5. Increasing trends were found in wave
height, wave period, storm frequency and a trend towards a more southerly wave
direction. Decreasing trends were found in duration and calm period. Of these
identified trends only the trends in peak period and mean wave direction were
found to be statistically significant at a 95 % confidence level.
There is evidence of chronic erosion along the eThekwini coastline. Approx-
imately 70 % of the measured beach profiles have been eroding from 1973/1988
of which almost 80 % were estimated to be statistically significant at a 95 %
confidence level (Sect. 5.3.2)
What are the current and potential future impacts of these trends?
This question is addressed in Chapter 4, 5 and 7. Currently chronic erosion
is a major concern and on average, beaches are loosing approximately 0.8 % of
their volume per annum. Sandy beaches are a major tourist attraction and the
decrease of recreational sandy beach width may have an immediated impact on
tourism. It has been estimated that the chronic erosion will become critical before
the year 2040.
It is unlikely that the trends in storm parameters are currently affecting ero-
sion. These trends were estimated to increase erosion by 0.14 %/annum to
0.20 %/annum and should become critical, in terms of beach volume, by the
year 2200. The trends in sea level, as per the Bruun rule, describe a 40 % loss in
beach volume by the year 2100 for a 0.3 m rise. The profile retreat in this case is
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critical and relates to 25 m. If any confidence can be put in the Bruun rule we
are likely to experience increased coastal flooding by the year 2060.
If all 3 of these trends were contributing to erosion the beaches would be at a
critical level by 2030 (Sect. 11.2).
What is the global recovery time of storm damaged beaches?
This question was answered in Chapter 4. It was found that on average, beach
profiles take 2 years to make a volumetric recovery to their pre-storm status,
regardless of the event magnitude.
Can a sea storm be described as a non-ambiguous multivariate return period,
representative of its erosion potential?
This question was explored in Chapters 6 and 8. The author has provided a
method of creating non-ambiguous multivariate return periods that are repre-
sentative of erosion volumes. Although the generality of the method still has
to be determined the author is confident that the method will provide a sound
foundation for development.
The March 2007 storm event was estimated to have a wave height univari-
ate return period of approximately 30 years (Chapter 3). However, although it’s
multivariate return period τ(H,T,D, L) was estimated to be a 120 year return
period it resulted in an erosion return period of 34 years. (Chapter 8).
What are the most sustainable coastal defences?
Chapters 9 and 10 address this question. Beach nourishment and geotextile
sand bags were found to be the most sustainable forms of coastal defence. These
defences will be necessary in short and medium term planning but will eventually




This thesis has provided an updated review and analysis of Durban’s wave data.
Such a review has not been formally presented since 1984.
The global recovery times of storm damaged beaches was estimated to be
approximately 2 years.
Trend analysis was performed on wave heights, water levels and beach volumes
using the novel approach of singular spectrum analysis. Increasing trends were
found in wave height, peak period and wave direction. Only peak wave period
and wave direction were found to be statistically significant. Sediment mining,
damming of rivers as well as the absence of episodic extreme flood events and sea
level rise were estimated to be the principal causes of chronic erosion.
The relationship between storm parameters and wave heights was modelled
statistically using the novel method of copulas. A trivariate Clayton copula has
been created for the Durban wave climate. The copula model was used, in con-
junction with non-stationary probability distributions, to forecast future events
with a probability equivalent to that of the 2007 event. From the forecasts it
was estimated that future events would contribute an additional 0.14 % erosion
volume per year.
This thesis has provided a method of consistently representing multivariate
return periods in a non-ambiguous way. Physical constraints have been proposed
along with a multivariate linear regression iso-erosion surface to improve the
estimates of the most-likely design event method. The 2007 storm event was
found to have a multivariate return period (the occurence of wave height, peak
period, storm duration and water level) of 120 years and an erosion return period
of 34 years.
This thesis provides a review and critical comparison of all Durban’s coastal
defences to international practices. It suggests that the use of geotextile sand
bags and beach nourishment are the most appropriate coastal defences. The
South African experience and development of geotextiles for coastal defence has
also been added to international knowledge.
This thesis has quantified risks for coastal managers. In order of priority the
risks are: a decrease in sand supply; an increase in sea level; an increase in storm
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parameters and an increase in storm frequency. Without mitigation these trends
will have significant impacts by the year 2030.
11.5 Future research
Multivariate statistical modelling is a difficult subject and one that still needs
considerable development. In this thesis independent storm events have been
identified by applying a commonly used and well accepted theshold sampling
method. Although the author is confident that the method provides suitable
sampling of independent events the correct approach would be via climatic forc-
ing. Meteorological events should be identified and associated to wave direction.
This would immediately solve the problem of wave period being both determin-
istic and random (Chapter 6).
Similarly, meteorological trends should be identified (Chapter 7). For example
in Durban the three major meteorological forcings are tropical cyclones, cold
fronts and cut-off lows but only one of these forcings may have a trend. This
would then allow extensive modelling of seasonal cycles and long term trends.
The author believes that the inclusion of direction into the statistical model will
solve a significant portion of the limitations as sheltering plays a major role
in erosion. This study has been unable to include wave direction because of
limited data and many years of data collection may still be required before the
recommended reseach can be undertaken.
Multivariate return periods should ideally be described in a way that is re-
lated or analogous to erosion. This thesis has proposed a method of estimating
analogous events. Further research is required to investigate the generality of
this approach and should involve testing at other locations with different wave




This appendix provides the mathematical expressions for the three construction
techniques described in Sect. 6.2.2 and the simulation algorithm used in this
study.
Multivariate copula construction techniques
The Chakak & Koehler [1995] method uses the bivariate conditional distribution
of (X, Y ), given that Z = w, to create a trivariate copula




























The conditional mixtures approach is conceptually similar to that of Chakak &
Koehler [1995] and was used by Salvadori et al. [2007], Joe [1997] and De Michele
et al. [2007] to combine two 2-copulas to form a 3-copula. The three dimensional
distribution can be obtained from the conditional distributions by









MULTIVARIATE COPULA CONSTRUCTION TECHNIQUES
where F(X|Y ), F(Z|Y ) are the conditional distributions and can be found from the
fitted two copulas
F(X|Y )(x|y) = P (X ≤ x|Y = y) = ∂CXY (u, v)/∂u (12.4)
A similar expression exists for F(Z|Y ). The notation can be rather confusing but
the conditional distributions are simply the partial derivatives of the relevant 2-
copulas. Note that CXZ is basically a measure of conditional dependence between
X and Z, given the behaviour of Y . Generally an analytic solution of the integrals
cannot be found and a numerical method has to be employed.
The construction of a multi-level hierarchical Archimedean copula is concep-
tually simple but computationally and notationally challenging [Savu & Trede,
2006]. To make the notation slightly less confusing the operation “ ◦ ” is used to
indicate the composition of functions such that ϕn−1◦ϕ−1n−2 (y) = ϕn−1(ϕ−1n−2 (y)).
The n-dimensional copula for the fully nested case requires (n − 1) generators,
ϕ1, . . . ., ϕ1−n,






. . . (ϕ2 ◦ ϕ−11 [ϕ1(u1) + ϕ1(u2)]
+ ϕ2(u3)) + . . .+ ϕn−1(un−1)] + ϕn−1(un)) (12.5)
To make the method clearer consider the 3-dimensional copula C(u, v, w). It
can be written as a fully nested hierarchical copula C(C(u, v), w), assuming the
same dependence parameter. Writing the copulas in terms of their generating
functions ϕ (Eqn. 6.1) would produce an equation similar to Eqn. 12.5.
Although the partially nested method is more flexible than the fully nested
method it is not possible to create a 3-copula as the lowest dimension is n = 4,
whence
C(u1, . . . , u4) = ϕ
−1 (ϕ ◦ ϕ−112 [ϕ12(u1) + ϕ12(u2)] +
ϕ ◦ ϕ−134 [ϕ34(u3) + ϕ34(u4)]
)
(12.6)
with three generators ϕ, ϕ12 and ϕ34. The conditions required for nesting are
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satisfied if θ < θ12 and θ < θ34 [Grimaldi & Serinaldi, 2006; Hofert, 2008, 2011;
Savu & Trede, 2006]. Only the random variates U1 and U2 along with U3 and U4
are interchangeable. The major modelling limitation is that the joint distribution
of (U1, U3) is equal to the joint distributions of (U2, U3), (U1, U4) and (U2, U4).
The fully nested method provides a better model in this regard since for n = 4
dimensions, only (U4, U1), (U4, U2) and (U4, U3) will have the same joint distribu-
tion. Generally there are n(n − 1)/2 (the number of bivariate marginals) ways
to couple n variables and since there are only n − 1 generators only part of all
possible mutual dependences will be uniquely modeled.
Simulation
The aim of a simulation is to generate a vector (U1, . . . , Un) whose variables are
interdependent and lie in the interval [0, 1]. Let their joint distribution be a
copula C = C(u1, . . . , un). A sample from C can be simulated by the conditional
inversion method [De Michele et al., 2007; Nelsen, 2006; Savu & Trede, 2006,
2010]. In general a sample un can be simulated from Un based on the conditional
law of Un given the values U1, . . . , Un−1.
Cn(un|u1, . . . , un−1) = P (Un ≤ un|U1 = u1 . . . , Un−1 = un−1)
=
∂u1,...,un−1C(u1, . . . , un, 1, . . . , 1)
∂u1,...,un−1C(u1, . . . , un−1, 1, . . . , 1)
(12.7)
for n = 2, . . . , d. The conditional law Cn can then be used in the following
algorithm to generate un:
1. Simulate d independent random variables t1, . . . , td on I.
2. Set t1 = u1
3. For n = 2, . . . , d, evaluate the inverse of the conditional distribution func-
tion to generate un = C
−1
n (tn|u1, . . . , un−1)
Evaluation of the inverse conditional distribution becomes increasingly com-
plicated as more variates are included in the model and can usually only be solved
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numerically. Other simulation algorithms have been proposed and examples of
these can be found in Chebana & Ouarda [2011], Chakak & Koehler [1995], Whe-
lan [2004] and Embrechts et al. [2001].
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