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PREFACE 
This document is a collection of technical reports on research conducted by the participants 
in the 1995 NASAIASEE Summer Faculty Fellowship Program at Kennedy Space Center 
(KSC). This was the eleventh year that a NASAIASEE program has been conducted at 
KSC. The 1995 program was administered by the University of Central Florida (UCF) in 
cooperation with KSC. The program was operated under the auspices of the American 
Society for Engineering Education (ASEE) with sponsorship and funding from the Office 
of Educational Affairs, NASA Headquarters, Washington, D.C. The KSC program was 
one of nine such Aeronautics and Space Research Programs funded by NASA Headquar- 
ters in 1995. The basic common objectives of the NASAIASEE Summer Faculty Fellow- 
ship Program are: 
a. To further the professional knowledge of qualified engineering and science faculty 
members; 
b. To stimulate an exchange of ideas between participants and NASA; 
c. To enrich and refresh the research and teaching activities of participants' institu- 
tions; and, 
d. To contribute to the research objectives of the NASA centers. 
The KSC Faculty Fellows spent ten weeks (June 1 through August 9,1995) working with 
NASA scientists and engineers on research of mutual interest to the University faculty 
member and the NASA colleague. The editors of this document were responsible for 
selecting appropriately qualified faculty to address some of the many problems of current 
interest to NASAIKSC. A separate document reports on the administrative aspects of the 
1995 program. The NASAIASEE program is intended to be a two-year program to allow 
in-depth research by the Umiversiq faculty member. In many cwes a faculty member has 
developed a close working relationship with a paflicular NASA group that has provided 
hnding beyond the ~ o - y e a r  1imj;t. 
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ABSTRACT 
Existing NTSC standard will be phased out and replaced with HDTV standard within the 
next 10 years. Accordingly, the existing video network system operated by NASA will 
become obsolete and requires either replacement or modification to accommodate digital 
transmission. Network replacement is extremely expensive, hence, several digital 
modulation schemes are investigated in this report to accomplish digital transmission over 
existing analog links saving NASA from the cost of network replacement. There are two 
competing transmission systems available for HDTV transmission over limited bandwidth 
channels. The cost and performance of the two competing schemes are remarkably 
similar. However, the input data rate in such a case is limited to 40 Mbitls. Transmission 
of higher data rates is possible using simple signal processing techniques. On the other 
hand, a third transmission system, multilevel pulse amplitude modulation (M-PAM) is 
proposed. M-PAM is the frrst stage of the well known M-VSB. This M-PAM scheme is 
much simpler and uses the channel more efficiently. The three schemes are compared and 
preliminary conclusions were made. Despite of several similarities, each modulation 
scheme has it unique merits. To determine the suitability of each scheme, more 
investigations and laboratory tests for all schemes are needed. 
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DIGITAL MODULATION SCHEMES FOR HIGH SPEED 
TMNSMISSION THROUGH LOW BANDWIDTH 
LOWPASS ANALOG LINKS 
1. INTRODUCTION 
1.1. Objective 
To study present digital transmission technologies and their suitability for the new 
High Definition Television (HDTV) digital signals. Determine if the 12 MHz 
baseband of present video network can be economically utilized to transmit high data 
from the expense of development and deployment of new 
1.2. Motivations 
The impact of HDTV will greatly enhance NASA's scientific, engineering and 
operational effectiveness. This includes improved resolution for TV images 
enhancing research, and technology activities, computational fluid dynamics, flow 
visualization, and material analysis. Moreover, NASA's requirement to disseminate 
information and video generated video to the public necessitates the prompt response 
to TV technology advances. 
Video networks operated by NASA in general and KSC in particular will become 
obsolete within the next ten years. Several digital modulation techniques for 
terrestrial and cable broadcast have been proposed by HDTV Grand Alliance and 
other organizations. Unfortunately, none of these digital techniques is directly usable 
with the existing video network system operated by NASA. However, with some 
minor modifications, off-the-shelf components developed for terrestrial and cable 
digital broadcast could be utilized for digital transmission over the existing KSC 
analog links. 
1.3. Scope * 
Recent advances in video compression techniques have spurred interest in the idea of 
digital television. Hence, the television industry is taking major steps toward a total 
digital television environment for both the existing National Television System 
Committee (NTSC) standard [I] and the new High Definition Television (HDTV) 
standard 121. 
The Federal Cornmunicatiom Commission (FCC) has approved and tested the new, 
total digital, HDTV standard [3-51. The FCC stated that the existing NTSC standard 
will be phased out and replaced with HDTV standard wim the next 10 years. 
AccordingIy, the exbtlng video network syskm operated by NASA will become 
obsofe~e and requires eirher replacement or m s d f i c a ~ o n  to accommodate digital. 
msmission. 
The Movhmrg Picmf-e Experls Group (MPEG) develop& &e MPEG-2 Video Slandard 
whish specifies the coded bit streams for high-quality digieal video. MPEC-2 defmes 
& r e  p r o r d ~  and h r e  lexls of p i c t u ~  complefity. "6he m& profile h s  a low-level 
moluf on of up to 288 Eneslfme (VEILS raoludon), 30 
pixeldsw m d  4 Mbius, n e  m& level has up to 576 h e  
qu&tgr moludon), 30 frmedsm, 10.4 on pixewse~ a d  15 Mbius. n e  kgh 
level has up to 1125 lineslframe (high de on television resolution j,60 framedsec, 
62.7 million pixeldsec and 60 Mbit/s. 
United States Advanced Television Systems Committee (ATSC; a subcommittee of 
the FCC,) has approved Digital Television Standard for High Defmition Television 
Transmission on April 1995 [3-51. Uncompmsed Digital Television Standard 
HDTV bit rate is 1.2 Gbit/s. The Digital Television Standard describes a system 
designed to transmit high quality video, audio, and ancillary data over a single 6 MHz 
channel. This means that encoding a video source whose resolution can be five times 
that of conventional television (NTSC) resolution requires a bit rate reduction factor 
of 50 or higher. To achieve this bit reduction, the system is designed to be efficient in 
utilizing available channel capacity by exploiting video and audio compression scheme 
based on MPEG-2 syntax. The allowable values for the field bit-rate-value are 
application dependent. In the primary application of terrestrial broadcast, this field 
shall correspond to a bit rate which is less than or equal to 19.4 Mbit/s. In the case of 
cable systems the corresponding bit rate shall be less than or equal to 38.8 Mbitls. 
ATSC also approved 8 VSB (vestigial side band modulation with 8 discrete 
amplitude levels) for terrestrial broadcast in standard NTSC 6 MHz bandwidth. 
Furtfiermore, 16 VSB (vestigial side band modulation with 16 discrete amplitude 
levels) is approved for the high data rate cable mode. Other digital modulation 
techniques have been extensively investigated and tested for terrestrial and cable 
HDTV broadcast transmission [6-111. Several vendors developed chips, chip sets, 
and evaluation kits to achi transmission for terrestrial and cable broadcast 
applications. 
2. PRESENT SITUATION 
Kennedy Space Center (KSC) is currently utilizing thousands of fiber-optic links for video 
transmission. The fiber optic-links consist of the following three basic units:l) transmitter 
(5000X-KSC); 2) fiber; 3) receiver (5000 RX-KSC). The transmitters and receivers are 
manufactured by Video Products Group (formerly known as PCO). 
2.1 Communications Network Layout 
These links are combined to produce a communication system that is primarily used to 
transmit, high quality, analog television from the launch pad areas to the appropriate 
control rooms and other areas. There are around eighty cameras for each of the 
center's two launch pads. The video signals are transmitled via ?V-39 cable from the 
camera to a room under the launch pad, the Pad Terminal Connection Room (PTCR). 
From here the electronic signds are converted to optical signals and sent to the 
hunch  Conbrol Center (Lee). It is here that the qu&q of he signds can be 
monitored md the video signds are recorded. From the LCC the signals are sent to 
the Commmicahon D i s r ~ b u ~ o n  Switchkg Cenkr (CDSC). m e n  the CDSC Ihe 
signals ase dispersedi to the rest of bhe KSC. The dishnce &at each 13mak. expands is 
2.2 Tras l s~Ltes  and Receiver SpedTaa 
The signal that is to be transmitted has a nominal banc%widh of appro~mateliy 8M&. 
To prepare this signal for transmission, it is passed through a pulse frequency 
modulator (PFM). The PFM's usable baseband bandwidth (3dB bandwidth) had been 
specified to be 12 MHz or greater [12], The IF bandwidth is 32 MHz or greater. The 
signal is then transmitted using either a Light Emitting Diode (LED) or a Laser Diode 
(LD) through fiber. Either multimode or single mode fiber is used. The signal is then 
received and demodulated. The overall system has a baseband carrier-to-noise ratio 
(CNR) of 50dB or greater. Figure 1 shows a block diagram of the transmitter and 
receiver in some detail. 
~RGW va.ucEmmmpu) 
\ 
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Figure 1: Block Diagram of Existing Systems 
2.3 Investment 
KSC has a considerable investment in the thousands of existing fiber-optic links. Each 
transmitter/receiver pair is purchased for approximately 5000 dollars. The lengths of 
fiber for each link range from one to seven krn. The cost of the fiber (labor included) 
is estimated at twenty cents per meter. The initial cost of a Iink is estimated to range 
from $5200 to $6400. 
2.4 Reliability 
The exisling system has been proven to be reliabIe. %his particular equipment has 
been operating for 10 years with a mum amount of failures. The majority of 
failues have been LED or E D  failures. Many of the optical di 
o p e r a ~ n g  for 15 years without bcident The exishg old copper 
asflahed to rlslese Gkr-optic liinks. Eventually the copiper wire l ink  will be phased ou t  
3. PROPOSED SOLUS"I(3NS 
mksion over f ik r  is aaccompEshed m u d y  whg base-bmd, on-off kyislg 
modula~on, i.e. by switching the light-source on and off. However, long-haul digid 
bransmission, whcrr: he. spselflilm is scarce, q u i ~ s  con~mensus wave (CW) modulaLion 
to generate a band-pass signal suited to the transmission medium- be it radio, cable, or 
hybrid fiber-optic/coaxial networks. In CW modulation [13], a digital. signal can modulate 
the amplitude, or phase of a sinusoidal carrier wave. There are two competing band-pass 
modulation schemes for HDTV digital transmission systems: quadrature amplitude 
modulation (QAM), and vestigial side band modulation (VSB) [6]. Both QAM and VSB 
are bandwidth efficient, and have the same bandwidlh erficicncy. In this section, several 
conceptual and technical design considerations for the two competing transport schemes 
are $esented. However, the KSC application is much simpler than what both of these 
two schemes are designed to do. A transmission scheme, uses a lowpass transmission 
channel, known as M-ary pulse amplitude modulation (M-PAM) is presented in Section 
3.3 as an alternative for both two previous systems 
3.1. Multilevel Quadrature Amplitude Modulation (M-QAM) 
Multilevel Quadrature Amplitude Modulation (M-QAM) techniques have been 
generally developed for implementing spectrally efficient modems used in a band- 
limited communication systems, such as telephone channel and microwave radio links. 
QAM is, a public domain, and mature modem technology requiring no license fees or 
royalty payments and it has a broad base of support. 
The basic principal of quadrature modulation is to increase the spectral efficiency in 
transmission systems. In the basic QAM system shown in Figure 2, the symbol 
mapper divides the incoming serial bit stream into two parallel bit steams. Each od 
them is M / 2  bits wide. The Digital-to-Analog converter @AC) then converts the 
two digital signals to analog signals. The signals are then filtered and multiplied by 
two perpendicular sinusoidal signals with frequency equal to the intermediate 
frequency (IF). The sum of the two signals is a M-QAM signal with spectral 
efficiency rb/BT equal to: 
where r, is the data bit rate, BT is the transmission bandwidth, and M is the number 
of M-ary levels. Hence, for 256 QAM, rb/BT = 8. At the demodulator side the 
reverse operation is performed to retrieve the original transmitted data stream. 
Figure 3 illustrates the F I-Q Constellation for QBM signal with M=16. Many 
attractive features can be found when this scheme is applied to HDTV signal 
Lransporb. 
SERIAL lNSrr DATA 
A 
Figure 2: Block Diagram of Basic QAM 
Figure 3: 16-QAM IF I-Q Constellation 
The fxst feature is that this transport system can be economically implemented, has 
been tested, and proved its reliability. Recenlly, proponen& of this modulation 
scheme produced reasonably priced VLSI modem chips [1418]. 
The second feature is hat ,  by using multiievel modulation, the ef5cient utilizarion of 
bmdwidlh becomes possible and, consequently, ex ishg KSC malog 
relauvely high bit mres. For 256 QAM, bandwid& efficiency is 8 b i m z ,  i.e, the 
urn bit rate to be msmitlecl via I I MHz of e h m e l  bmdwidbhr &;hes~Gcdy is 
88 MbiUs. 
The lhird kature is that muItileveI QAltl makes it possible to accept parallel bi& more 
w i l y .  The number of p d e l  bits to be accepted by rhe modulator as a func~on of 
the M-ary levels is given by: 
where m is the number of parallel bits and M is the number of M-ary levels. Hence, 
for 256 QAM modulation the number of parallel bits to be handled is 8 bits. 
3.1.1. Vendor Implementation of M-QAM Technology 
Major proponents of QAM technology are Broadcom Corp., AT&T, 
Scientific-Atlanta, Samsung, Hewlett-Packard, and General Instruments [19]. 
To the best of authors' knowledge, the only 256-QAM modulatordemodulator 
chip set available in the market is developed by Broadcom (QAML'mkm). The 
complexity of typical QAM modulators is greatly reduced by combining 
advanced digital signal-processing techniques (DSP) and high-speed VLSI 
fabrication. Broadcom's design elegantly removes the typical DACs from 
inside the chip to the outside significantly reducing its complexity and 
consequently its cost. Hence, using Broadcom's QAM modulator requires only 
a single, external DAC chip instead of the typical two DAC's used in classical 
QAM modulators. The QAMLinkM Modulator chip BCM3023 provides 
baseband filtering and quadrature modulation of a QAM signal at which the 
digital IF center frequency is equal to the baud rate 1191. Theoretically, 8 bit 
DAC is sufficient for error free operation (2' = 256 levels), however, the 
QAMLinkTM Modulator chip BCM3023 has 12 bit outputs. For normal bit- 
error rate requirement, 10 bit DAC (such as Analog Devices AD9721) is 
adequate. For lower bit-error rates, 12 bit DAC (such as Analog Devices 
AD9713) is required. Due to a joint nondisclosure agreement between KSC 
and Broadcom Corp., the block diagram of actual QAMLinkTM Modulator- 
Demodulator chip set (BCM3020 QAM Demodulator, BCM3021 QAM 
Adaptive Equalizer, BCM3022 QAM Synchronization IC, and BCM3023 
QAM Modulator) can not be provided here for publication. However, all 
Q A M L i M  Proprietary Information is available to interested individuals 
working with the KSC Communications Group. 
Broadcorn also manufactures integrated chips such as the 
receiver (BCM3100) and the ink Dual-Channel Rseiver with Fornard 
Error Correction (BCM3115). 
The BCM3 1CX! integrates the BCM3020 QAM Demodulator, BCM3021 QM 
Adapcive Qualizer, and BCM3022 QtlaRl functions into one c%p. It is ;a 
complees; skgle chip d ig i a  HH" rseiver suppordng progrmmable QPSK, 16, 
64 and 256 QBAII ~msmission. Moreover, the BCM3115 is a eomplek single 
chip digital B; receiver which accepts a high bandwidth (40 Mbids m 
alaym Jg qpl~pueq ytlm wwmds pa~pq pmq a '5 am%y ayrT qool 
pu%ys paltmmsue~~ aq os pueq apls auo wo~j 9 qp!m jo azgsaa e 1nq r@ saAouraJ 
uav Jaqj au -slaAal h-~ jo Jaqwnu q rn pm 'alw 3lq nep aq q ?L aJayM 
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Figure 5: Digital VSB Power Spectrum 
Hence, the upper limit for the spectral efficiency rb/BT is equal to: 
This upper bound holds when P, << rand << r. 
3.2.1. Vendor Implementation of M-VSB Technology 
Major proponents of VSB technology are Zenith, Philips, Compression Labs 
Inc.(CLI), and HDTV Grand Alliance. The Grand Alliance, in cooperation 
with the FCC's Advisory Committee on Advanced Television (ACATS), 
concluded extensive testing of Zenith's "VSB" and General Instrument "QAM" 
digital transmission systems. Based on simplicity, ruggedness, and Grand 
Alliance recommendation, ACATS approved Zenith's VSB system as the 
standard for terrestrial broadcast of highdefinition television (HDTV). 
M-VSB method applies Nyquist pulse shaping [13] to a symbol train witfi a 
bandwidth r. For a 6 MHz channel, the theoretical maximum (Nyquist) rate is 
12 MsymboVs but is unachievable because it requires "brick-wall" filters. 
Using surface acoustic wave (SAW) fdter technology, 10.76 Msymbolls is 
economically feasible [20]. At this symbol rate, if binary symbols are 
tnnsmitted the maximum data rate to be transmitted will be 10.76 Mbitfs. If 
4-level symbols are sent, the maximum data rate to be transmitted is 21.5 
Mbids. For 8-level and 16-level symbols, the maximum data rate to be 
transmitted is 32.3 Mbids and 43 MbiVs respectively. Zenith VSB modem is 
actually designed to handle 2-, 4-, 8-, and 16-level VSB modes. The VSB 
receiver will be able to automatically lock with modes under head end control. 
The H-; frequency response of Bnith's 16-VSE? can be seen in Figure 6. 
a) Spectrum at Interpolation by 3 Output b) Spectpurn crl Digital Filler Output 
c) Spectrum at DIA Converter Output 
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Figure 6: Zenilh's 16VSB Modulator Frequency Specmm 
3.3. EM-ary Pulse Amplitude Mdulsa&on (M-PAM) 
S*ar to the fust suge of M-VSB modularion, &is dig id  Pulse hp l i t ude  
M o d d a ~ o n  (M-Pfikl) mehod applies N y q ~ s t  puke shaping to a polar hpmt signd 
producing a band limited modulating signal with a bandwidth B given by equation 
(3) r 131 
where 
filters 
filters 
: r is the symbol rate, and PN is lhe rollorf factor. For thcorcticd brick-wall 
&, = 0 (0 % rolloff), while P, = r /2  for the spectrum with smooth rolloff 
(100% rolloff). The Symbol rate r can be expressed in turns of the data bit rate 
given in equation 4 as 
r = rb/log, M 
where rb is the data bit rate, and M is number of M-ary levels. Unlike VSB, this 
filtered pulse train is directly applied to the input of the low pass transmission channel 
achieving the same spectral efficiency and performance as the two previous schemes. 
4. COMPARISON OF PROPOSED TRANSMISSION SYSTEMS 
4.1. Feasibility Study 
The three proposed digital transmission systems theoretically have many differences 
and very few similarities. However, practically they have many similarities and very 
few differences. Laboratory tests and simulations [6] showed that the frrst two 
schemes (M-QAM and MVSB) have very close behavior (almost similar) for the 
following: 
e spectrum. efficiency, 
e CM vs. bit error rate, 
carrier recovery (without inserting pilots), and 
susceptibility to jitter. 
No practical information is available for the M-PAM modulation scheme in the 
literature, however, theory indicates that its' performance should be identical to M- 
VSB if not better. 
4.1.1. Spectrum Efficiency 
Theoretically, spectrum efficiency for 256-QAM, 16-VSB, and 16-PAM, as 
given in equations (1) and (6), are the same and it is equal to 8 bit/Hz. 
However, practical speclrum efficiency is less than ideal. In QANl systems, 
spill over limits the spect efficiency to -7.2 bitmz. Similarly for 
VSB scheme, roll-o8 of boa  N y q ~ s t  Pdter and VSB Fdter limit the sgesln;lm 
efficiency to the s m e  as the QAEtl. 'I"neosaf bdicates &at the spestraam 
efficiency for M - P M  is in the s m e  range as the two oher schems  if not GtQe 
bit better. 
4,1,2. Mr"nimum Requked Car~er-lo-riiohe Ratio 
Bit error rate (BER) for my M-ary syskm is a funcbion of Ihe eber-to-noise 
ratio (CNR) md the number of M - q  levek (M). A~ordisag t s  besrebicd and 
laboratory research, the behavior of all systems is identical [6]. Therefore, the 
performance of the QAM system is explored then, by induction, the 
performance of the M-VSB and M-PAM systems are estimated. 
The symbol error rate of a QAM signal is [9] defined as 
where Q(x)  is defined as 
In addition, if the multilevel signal is assumed to be Gray coded, as is 
conventionally adopted, the bit error rate PB (e) is given by 
From equation 7 and equation 9, the bit error rate P, (e) can be written as 
For bit error rate PB (e) M = 256 levels and using equation (lo), 
minimum CNR is then calculated to be equal to 34.6 dB. 
Present analog TV has a CNR equal to, or better than 50 dB [12], Therefore, 
either system (256-QAM or 16 VSB) will achieve a bit error rate PB(e) < 
Figure 7 shows the relationship between the probability of error vs. CNR for 
both QAM and VSB systems with and without forward error correction (FEC). 
SM db(RMS) 
Figure 7: The probabiIity of error vs. CNR for both QAM and VSB systems 
with and without forward error correction (FEC) 
4.1.3. Local Oscillator Frequency Selection 
With data bit rate of 40 Mbitls, the upper comer frequency of the signal is less 
than 12 MHz for both Broadcorn BCM3023 QAM Modulator (256 levels) or 
Zenith VSB modulator kit (before the mixer) [20]. Therefore, no further 
frequency processing is needed. However, the output of both evaluation kits, 
has an IF center frequency much higher than the upper 3-dB comer frequency 
of the channel. In such case, a frequency mixer is needed to shift the signal's 
spectrum down to PC0 lowpass channel range (i.e. 10Hz-12MHz range.) 
Following is a procedure for the selection of a local oscillator frequency to shift 
the spectrum of Broadcorn's Evaluation System down to lay within the lowpass 
bandwidth of the PC0 transmission channel. Similar procedure is valid to shift 
the spectrum of Zenith's VSB Evaluation Kit. 
DATA IN WUOD.EVAL.KlT 
Figwe 8: Block d i a g m  of expeltlmenk setup using 
Elroadcorn BCM93 100 QMLinlc Development System 
$f &e evduaGon ~t has m kkrmediak f ~ u e n c y  (F) of uip radls, n e  K O  
I f  (wif + wlo) is selected much larger than the upper 3-dB frequency of the 
transmission channel, then the signal co3[(wij + wio)t + +y(t)] is filtered out. At 
the receiver side, the QAM demodulator input signal Sdi s given by: 
where K is a constant (function of received signal level). To avoid aliasing the 
following condition should be observed: 
Where BWis the bandwidth of the IF signal. For Broadcorn BCM93100 
QAMLink Development System, the IF frequency is 43.75 MHz, 
B W = 1 lMHz (for r, = 80 Mbit/s with 256-QAM). Hence, if we select 
fb = fi, - (BW/2), i.e. f, = 38.25 MHz, we find that the difference between 
these two frequencies (f, - fi,) is equal to 5.5 MHz, which is the center of the 
transmission band. While the- distance between two adjacent images after the 
receiver mixer is 2fb = 76.5 MHz, that is to say, no aliasing will occur at the 
receiver's side. 
Differences between the two competing techniques and the associated advan~ges and 
disadvantages are listed in the following sections 
4.2. Differences 
4.2.1. Cam'er Presence 
One of the most ~ i g ~ c a n t  diffe~ences is the fact the VSB do not nesd carAer 
wMe Q-4M needs two ~ p n d i c u l a r  cawiea OM-VSB vvilh no carrier 
converges to M-PPSIA.) M makes VSB more sui~ble for t rmswithg high 
d a u  rates on lowglass chmnels, However, n"or dab rats  Ijihted to 40 
Mbius, the: IF signal, kfore the up-eswverter, fi& arecbly *&in the 
%owpass transmksiorr band. n u s  this point h o m e s  irrelevmt for low data 
rate msmiss ion systems, 
4.2.2 Gompal%U@ wabz Future m6DTV Sel 
m e  Kc's Adviisov Gommitm on Advmced TeleGsion %mi= (ACATS) 
endsrsd VSB Lechnology for cable and e h ~ s ~ d  &mmksion. 
Therefore, it is more likely that consumer's HDTV sets w3.I be equipped with 
VSB receiver and demodulator. On the other hand, in case of QAM 
transmission, both the receiver and the demodulator has to be provided to users 
as a set-top box. 
4.2.3. Required CNR For Acquisition 
VSB as proposed by Zenith, transmits a pilot tone at the carrier frequency, 
which is in the roll-off of the transmitted VSB signal. The pilot is easily made 
by adding a DC bias at baseband. The pilot increases the transmit signal power 
by 0.3 dB, resulting in an effective signal-to-noise (SNR) loss of 0.3 dB. 
However, this pilot signal enables the acquisition of 16-VSB signal to be 
possible even a t  CNR = 0 dB compared to minimum CNR = 18 dB for 256- 
QAM. 
4.2.4. Availability Of The Technology 
VLSI modem chips for both modulation techniques are readily available of-the- 
shelf manufactured by Broadcom and Zenith. However, if carrierless VSB is 
used (i.e. Digital M-PAM), all components needed are readily available from 
vendors other than the aforementioned two vendors. This may reduce the cost 
of the system. 
5. RECOMMENDATIONS 
The performance and inherent cost of QAM and VSB are remarkably similar for high 
speed digital transmission over analog links. Therefore, both modulation techniques 
should be investigated and their suitability for KSC networks should be carefully 
examined. This section proposed a plan consisting of three phases. These phases may be 
implemented in orderly fashion or more than one phase simultaneously. 
Phase one concentrates on the transmission of relatively low data rates (40 Mbit/s or 
less). This rate is sufficient to transmit two 19.3 Mbitls HDTV compressed signals or one 
distribution quality HDTV signal. Moreover, the first phase will give KSC engineers and 
scientists more understanding for vendor's VLSI chip design, pinout, and system design. 
During this first phase, more understanding for the suitability of each scheme will also be 
acquired. Transmission of higher data rates will be experimented during phase two. Data 
rates up to 80 Mbit/s 256-QAM with shifted carrier will be expekmented on existing fiber- 
optic @mmission systems. Baseband carrierless VSB (M-PAM) also should be simulated 
and practically tked with data rates higher thm 40 MbiVs. Selwtion of the most suitable 
scheme, design, expe~menbtion md documentation of the selected modulator/ 
demodulator pair w a  be ;accomplish& during this last proposed p h a e  (phae h ~ e )  of Ihe 
project. 
5.1. P h s e  1 
e k"rmu~menb of the followkg evduabon syskms: 
System cost 
- Broadcorn BCM93 100 QMLlnkm Development Syskm; $30,W 
- Zenith VSB Modulation System Test Transmitter and Receiver $9,800 
- Miscellaneous (Filters, mixers, connectors DACs, ADCs, etc.) 
TOTAL $45,000 
e Experiment in laboratory the transmission of 256-QAAiI IF signal with input data 
rate of 40 Mbit/s. The QAM center frequency and the bandwidth of the IF signal is 
within the limits of KSC low pass transmission band. The power frequency spectrum 
of KSC superimposed on the power spectrum of the QAM signal is shown in Figure 
9. 
e Experiment in laboratory the transmission of 16-VSB IF signal after the LPF and 
just before mixer as depicted in Figure 7 (d). The power frequency spectrum of KSC 
superimposed on the power spectrum of this VSB signal is shown in Figure 10. 
Figure 9: Power Frequency Spectrums of KSC Channel Freq. Response and 256- 
QAM With Input Data Rate of 40 Mbitls 
1 1 
Figure 10: Power Frequency Spectrums of KSC Channel Freq. Response and 16- 
VSB With Input Data Rate of 40 Mbit/s 
e Measure the bit error rate for both schemes as a function of CNR 
e Measure the bit error rate for both schemes as a function of the jitter. 
e Using computer simulations, predict the behavior of both schemes under 
unsymetrical distortions and unsymetrical attenuation. 
m Experiment in laboratory the behavior of both schemes under mymetrical 
distortions and unsymetrical attenuation. Simulation results should be used as a guide 
to avoid any discrepancies. 
5.2 Phase II. 
e Increase the input data rate for the 256 QAM system while shifting the IF 
spectrum to fit within existing low pass transmission band. 
e Simulate and implement VSB base band transmission (carrierless VSB or Digital 
M-PAM as illustrated in Section 3.3) for data rates higher than 40 Mbit/s. Simulation 
will determine the order of filters required and expected system performance. 
e BER vs. CNR and BER vs. jitter for high data rates for both schemes will also be 
experimented. 
e Evaluate all schemes under consideration and disciminate results to other NASA 
centers. 
5.3 Phase 
e Select the more suitable scheme or scheme-s. -Most probably more &an one 
scheme will be used depnding on the spesifie appEcaGon. 
es Design m d  build a prototype for tlse select& moddabion schemes. 
a Test md buiid a prototype wnoduhtaddetnoduIator sysesn sing the selected 
scheme. 
r, Write documentation and maintenance manual for the system. 
6. CONCLUSION 
Eiekea one of the two competing moddation schemes, M - Q M  or M-VSB, could 
used for transmitting digital signals over KSC's analog links. The cost and performance of 
the two competing schemes are remarkably similar. In the simplest form, the IF signal 
output from the modulator chip, could be transmitted with no further frequency shifting or 
processing. However, the input data rate in such a case is limited to 40 Mbivs. 
Theoretically, KSC video communications network is capable of carrying bit rates up to 
90 Mbitls Therefore, vendor's VLSI chip implementation of the two schemes do not take 
full advantage of the video network of KSC, i.e. the transmission channel is not used the 
optimum way. 
To use the transmission channel more efficiently shifting the IF signals to occupy the 
low pass frequency range, of both systems is essentiaL Better off, a simplified version of 
M-VSB (M-PAM) is proposed. This M-PAM scheme is much simpler and uses the 
channel more efficiently. With either shifted M-QAM IF carrier, or M-PAM, 
transmission of data rates close to the maximum possible rate is feasible. 
Hands-on experience is needed for aIl modulation schemes to definitely rule out the 
suitability of each scheme. Therefore, the procurement of Broadcorn's evaluation kit and 
Zenith's test board is recommended. Since there is no system available yet to evaluate the 
M-PAM scheme, a small extra funding is recommended to build a system for testing and 
evaluate the M-PAM scheme. This evaluation system could easily be built and tested here 
at KSC laboratories. 
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ABSTRACT 
Purpose: APT is a relatively inexpensive electro-mechanical device that reduces both time and 
manpower required to make shuttle payload transfers. 
Objective: Explore possible mechanical sources of measurement error. 
Develop an improved prototype design that is compact, inexpensive, and addresses 
the measurement error issues. 
Motivation: During the last two feet or so of transfer, for a large or heavy payload to its restraining 
fixture, the consequences of unplanned contact (or impact) between payload and support structure 
can range from merely annoying to something approaching disaster.. Current transfer methods 
employ technicians with meter sticks stationed at the various hold-down locations to estimate the 
distances to contact. This information is communicated orally to the crane operator. It is 
understandable that this work proceeds carefully and therefore slowly. APT measurement system 
would provide a GUI for the "move-conductor" ( crane operator ) so he could see the displacements 
of all hold-down interfaces as they move together and thus have a more accurate, comp~hensive and 
"real-time" picture of the engagement activity. 
Accomplishments: 
An error model attemp@ to include all eslirnaable sources of mmhanical error. 
Design feat~res were introduced to reduce or eliminak major sources of error. 
Purpose: is a relalively inexpensive elec~o-mechanical device &at reduces bouh lime and 
manpower required to make shuttle payload &msfers. 
Objective: Explore possible mechanical sources of measurement error. 
Develop an improved prototype design that is compact, inexpensive, and addresses 
the measurement error issues. 
Description: AFT has a spring loaded retractable cable that is attached to a moving object whose 
location must be monitored. The drum (or reel) on which the cable is stored is gimbled and 
instrumented to supply the spherical coordinates of the moving object relative to the APT device. 
These may be converted to rectangular coordinates or whatever form best facilitates a useful GUI for 
the operator trying to guide the moving object. 
Motivation: During the last two feet or so of transfer for a large or heavy payload to its restraining 
fixture, it is difiEicult to avoid undesirable contact (or impact) between payload and support structure. 
Current transfer methods employ technicians with meter sticks to estimate the distances to hold-down 
locations. This information is communicated orally to the crane operator. It is understandable that 
this work proceeds carefully and therefore slowly. APT measurement system would provide a GUI 
for the "move conductor" ( crane operator ) so he could see the displacements of all hold-down 
interfaces as they move together and thus have a more accurate, comprehensive and "real-time" 
picture of the engagement activity. 
Accomplishments: An error model attempts to include all estimatable sources of mechanical error 
which fall into two categories: cable guide errors, bearing friction errors. 
Estimates of positional error for the first prototype ranged from .5" to nearly 3" as the radial 
distance approached the limit of 72" for the device. Since the goal is an error on the order of .050" 
at a radial distance of 24", this is clearly unacceptable. 
Cable guide errors could account for as much as 213 of the error, some effort was expend* 
designing a better one. The so-called Zero Clearance Cable Guide was proposed as a possible 
solution to this part of the problem. 
Bearing Friction is difiicult to model. We have drawn from several sources to put together a model 
with as much of the geometric characteristics of the bearings and their operating environment as are 
available rather than relying on empirical aggregated numbers for specific bearings. 
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1.1 HISTORY 
APT-MS is the brain child of Eduardo Lopez. Concept investigation of mechanical aspects was 
initiated 6/94 by N.S.Mall;~di El], followed by work of E.Lopez and R.Bennett since then [2,3]. 
During that time an earlier hardware prototype was built and tested [2], primarily to develop the 
electronics associated with reading of angular displacement sensors. The electronic work was done 
by others in this multi-disciplinary effort. Electronic aspects are indispensable to the results of the 
project, but are beyond the scope of this discussion of mechanical functions. 
1.2 MOTIVATION 
Undesirable contact (or impact) between a large, cumbersome payload and its restraining fixture is 
difficult to avoid during the last 2ft. of transfer (Figure 1-1). Current transfer methods employ 
technicians with meter sticks to estimate the distances to hold-down locations. This information is 
communicated orally to the crane operator. It is understandable that this work proceeds carefully and 
therefore slowly. APT mcasurement system provides a Graphic User Interface (GUI), shown in 
Figure 1-1, lower left. A "move-conductor" can see displacements of all hold-down interfaces as they 
move together and thus have a more accurate, comprehensive and "real-time" picture of engagement 
activity. Optical devices are an alternative shown in Figure 1-1, lower middle, but these may be more 
expensive and require greater stand-off than the mechanical APT system discussed here. 
1 3  DESCRIPTION 
APT has a spring loaded retractable cable that is attached to a moving object whose location must 
be monitored (Figure 1-1, lower right). The drum (or reel) on which the cable is stored is girnbled 
and instrumented to supply spherical coordinates for the moving object relative to an APT device. 
These may be converted to rectangular coordinates or whatever form best facilitates a useful GUI for 
an operator trying to guide the moving object. 
Figure 1-2 shows the cable dnun or spool nested inside a cable guide cage or pointer. These elements 
interact but rotate on separate horizontal bearing shafts: cable shaft on the right; cage on the left. 
These in turn are carried in the uprights of a "Y" shaped yoke whose lower stem shaft pivots about 
a vertical axis on bearings set in the fixed base. At the outer end of each shaft is an optical encoder 
to read one of the spherical coordinates.. The base mounted encoder measures "yaw" angular 
displacement of the yoke stem code wheel. On the left, a yoke mounted encoder measures the "pitch" 
angle of the cage shaft and lherefore of the cable-eit, guide-the. On the right, a yoke mounled 
egcoder mezsws ro~Lion of the cable storage d m  shaft. Radig eoordin~te meswenens  subt-act 
cage rolation from drum ro~t ion  and convefi the dzfe~nce  to lengrh of ca1)le playd out. Cable 
relracdon LS accomp5sibed wiLh a "clock" s p h g  mounted between cage md drum. 


EmOR SOURCES 
Btimatable sources of mechanical error considered, fall into two categories: 
Cable clearance errors, Bearing friction errors. 
2.1 CABLE GUIDE 
In this case the term "cable guide" is an inverse of its usual meaning. Cable tension is used to 
guide cage rotation about both horizontal and vertical axes and thus obtain pitch and yaw angle 
readings. To understand this function, consider the diagram in Figure 2-1.a. Initially the cable is 
horizontal and the pitch angle reads zero. Then the object to which the right end of the cable is 
attached moves upward. This should be reflected with a change in pitch angle reading which is 
controlled by cage rotation. Only tangential components ( i.e. perpendicular to the radial ) of 
cable tension are able to produce momentx about cage ( or yoke ) rotational axes and thus bring 
the cage cable guide in line with a new cable direction. The two error sources indicated above 
prevent a perfect alignment. 
2.2 CABLE CLEARANCE 
A cable guide contains the last 2 points where cable contacts the cage. Clearance should be 
minimized at these points. To whatever extent the cable may move without contacting the last 
bearing point, an error is introduced. Figure 2-1.b shows orifices of radius R being guided by a 
- cable of a smaller radius r . Initially the cable is taken as horizontal where the object to which it is 
attached has been moving down from above the horizontal axis. The cable is therefore bearing on 
the lower surfaces of guide orifice peripheries. If the moving object then reverses its direction and 
returns upward, a distance e = 2(R-r) is traversed by the cable between lower and upper exit contact 
points before a moment producing force can be applied to rotate the cage. This rotational lag is cable 
clearance error. It is approximated as Er for small angles E as indicated in Figure 2-1.b . 
2.3 BEARING FRICTION 
As cable presses against the cable guide exit orifice, shown in Figure 2- l.a, resistance to cage rotation 
is expressed as a moment M, causing the cable to deflect until a tangential component of cable tension 
produces sufticient counter moment for equilibrium. Cable deflection results in a pointing error Er. 
Similar deflections are caused by rotation resistance about the vertical bearing axis. 
An error model attempts to capture as y of the conlribuling effects as possible. Infomation from 
several g vendors contfibuted to the model. Compuk;ltions r e f l ~ t  those meb%ods &%at consider 
the somewhat molre compGcateQ and v d b 1 e  qtatic: loadings and geomelrg, of &is haring applicalion. 
Gompulaeons using Ma&Cad 5.0 ape. disglityed on the followkg pages: 

ERRORS fmm RoQa~oml Redstance 
Tension in eable 
T := 5.000 
Spring force, 
z component 
Sz := 0 (neglect) 
d := 24.0 
from tube exit 
to cable end 
n := 1.0 radius 
1 := 2.0 from y axis to tube edt 
a := 1.5 from y axis to cable guide 
i := 1 .. 2 z, y axis 
j :=1. .4 ball 
b := 0.0 y distance free cable from reel to guide y := 90.deg z axis from vertical 
b 0 := 90.deg x axis from 
a := asin(:) sins := horizontal 
$i := pitch angle 
always zero 
BEARING GEOMETRY 
Pi := bearing ci := center pdi := pitch 
contact distance diameter pi effective 
angle ,4155 of bearing of bearing moment 
,3798 set 
measured arm 
Pi 
check 
PCi  
- check 
BEARING LOADS 
assumes all loads 
additive 
Soums: 
Welght, preload, Tension in cable moment arms: 
Wi := pLi := Tr, := ~ . c o s ( ( ~ )  Ta, :=  sin((^) r, := 0 always zero 
Rx := T.(2 - cos(a)) Rx =5.67 Tat := TesinG 
r2 := 0 TsinS not zero 
Rz := T+sin(a) + Sz Rz = 2.5 ai := but neglected for simplicity 
Y j  Tr2 :=J= Wal := W1.cos(y) 
Radial Loads: Pri := Wri + Tri Axial Loads: Pai := Wai + Tai + pLi Moments: Mi := ri.Pai + ai.Pri 
APT - MS 
ERRORS 
from 
Rotational Resisbnee 
page 2 of 2 
BEARING REACTIONS 
Pr. Pa. 
ROTATION RESISTANCE 
Rolling Resistance of Bearing Ball 
f := .0018 ( this factor obtained by R.B. from F.A.G. bearing Co.) 
Wi Moment 
2 rotation j =  1 O. 24 resistance 
0.039 
ERROR from ROLLING RESISTANCE 
Er, Error 
2.4 EmOR MODEL 
An explanalion of model p eters will sepve to both iPndicak error sources and desepilre 
device &tiom (also s e  Figurs: 1-2). Spbo l s  are listed in roughly the order of bheir inlroduction 
in the error model on the previous two pages, together with a discussion of their significance where 
appropriate: 
cable Tension rotates the cage (beneficial) and increases bearing loads (detrimental). 
radial Spring force is included for completeness but neglected in calculation. 
distance from cable guide exit to the outer end of the cable. Two feet or less is 
believed to be the range of interest for most payload transfers. 
reel (or drum) radius used to compute the radial component of spherical cool dinates. 
length from y rotational axis to cable guide exit. 
distance from y rotation axis to cable guide entrance. 
y distance spanning free cable between leaving drum to contact with cable guide. 
a angle wrt x-axis of internal cable between drum and cage cable guide. 
6 angle between internal cable tension component and the y-axis. 
1 i = 1 pertains to bearings on the y-axis, i = 2 those of the z-axis. 
j j = 1 to 4 pertains to bearing ball locations in each bearing set ( cage or yoke ). 
The foregoing assumes for purposes of explanation that, the z-axis is vertical, x and y axes are 
horizontal, and the cable is in an x-z plane. The error model allows the z-axis to tilt away from the 
vertical causing the x-y plane to be tipped wrt the horizontal. Bearing loads attributed to conlponent 
weights are affected. 
Y angle between z-axis and the vertical. 
0 angle of x-axis from intersection of x-y plane and horizontal plane. 
pitch angle of cable wrt x-y plane. 
Pitch mgle must be b i c e d  since Ihe error in robtisnal posil-;on mesasurernent &out the z - ~  
becomes unbounded as the pitch approaches Wdegrws. 
G G E O m m Y .  R o h g  r e s k ~ c e  is a func~on of n o m d  forem on the be 
rn depend on k & g  geomety: k & g  pilcb dimekr (pd); cenkr dismee 
gs (c); conmt mgle between ball and m e  (9) .  Effective moment arm for e c c e n ~ c  
g lo& is a computed qaamtity depending on the above physicd parmeters. Effmtive center 
distance ( C )  and pitch dimeter (PD) are intermediate compubtions on the way to finding the 
effective moment arm (p ). 
2.4.2 BEARING LOADS. Contributions to aggregate bearing loads come from three major 
sources: weight of mechanical components (W); bearing preloads (pL); and tension in the cable Q. 
These have been broken into their contributions to orthogonal components, (Pr) r:dial or 
perpendicular to bearing axes, (Pa) axial or parallel to bearing axes, and (M) the aggregate moment 
that both of these forces cause. Of the load sources, T and W ay treated in some detail. Preload has 
merely been added to the axial component of aggregated bearing loads. Physically, preload behavior 
is somewhat more complicated. In this application preloads are expected to be small therefore 
modeling of them has been postponed. They are included to recognize there presence hut then 
neglected. 
2.4.3 BEARING REACI?ONS are the normal forces (R) acting on a diameter of the bearing ball 
where it is in contact with the races. Reactions are modelled as if they are all applied to just 4 bearing 
balls located in the plane of the aggregated loads (Pa and Pr). Two balls for each bearing are at the 
extremes of their respective pitch diameters. 
2.4.4 ROLLING RESISTANCE is expressed as a moment (Mrr) resulting from tangential forces 
in the same fashion as friction on a sleeve bearing. The factor (0 is used like a friction coefficient but 
is not the result of sliding contact. We do not have a very certain number for this crucial cluantity. 
2.4.5 ERROR (Er) varies directly with rolling resistance (Mrr) and cable played out (d) and 
inversely with cable tension (T), distance from rotation axis to cable exit (I), and cos(4) of pitch 
angle. Since Mrr is also a function of T, the expression can be put in a form similar to 
Er(T)=K+C *(W/T) where K and C are constants 
Increasing T reduces the error attributed to component weights (W) but does not affect thosc caused 
by T, expressed here as K. 
Clearly, the cable direction cannot be allowed to approach the z-axis since a pitch angle of 
90 degrees results in unbounded error. 
Only compactness of the mechanism prevents the obvious alternative for error mitigation: increasing 
the distance from rotation axis to cable exit (1). 
R o h g  raismce c m  be r d u e d  in v ~ o m  ways: reduce factor f ; hcreae b e ~ n g  sepa~.a~on c;  
reduce component weighas; hcrease cable ension; etc. 
3.1 D R U M & C  
Subassembly shown 1 calls out the various components that were not included in 
schematic Figures 1-2 and 2-1. Major components listed first are called out in the central column. 
Most components are indicated in both top ( left ) and side ( right ) views. Parts will be re' crenced 
by their number in the discussion th 
3.2 FUNCTION 
Cable 19 is drawn from a helical storage groove in drum 3 . Tension is maintained in the ci~ble with 
retraction "clock spring 4 . The spring is anchored to the cage 2 by insertion of a tab at the inner 
end into a slot in post 5 , and fixed to drum 3 by a 180 degree loop at the outer end enga zing the 
spring stud 10 . cable is guided to the exit with rollers 6 and finally with the cable guidt 1 . Set 
screw 11 fastens cable to drum. Counter weights 12 mounted on stud 13 serve to balnce the 
heavier exit end of the cage subassembly on its bearing shaft. 
3.3 CABLE GUIDE 
Zero Clearance Cable Guide, part no. 1, Figure 3-2, is a response to cable clearance error d ~scussed 
in section 2.2 and illustrated in Figure 2-1 above. Thread on the HOUSING left end attache:, to cage 
. 2 with a nut. Thread on the right end is used by a CAP to compress the CORE. The CORE has two 
greatly reduced sections which act as thin-walled tubes. Axial compression causes the tubes ro bulge 
radially inward reducing cable clearance which can be adjusted to the minimum tolerable. 'I 'o insure 
that t&es bulge inwardinstead of outward as is their wont, voids surrounding the tubes are fi'ied with 
silicon rubber. Rubber is considered incompressible under normal conditions. As the volume 
containing it is compressed, the metal housing prevents outward expansion therefore it m i l l  move 
tubes are teflon to reduce cable 
Guide cage 2 and its components are detailed in Figure 3-3. Rollers 6 are identical and made of 
teflon to reduce friction. Likewise the studs on which they are mounted are identical. Roller studs 
are mounted on the cage in " T " slots SO their position can be adjusted to accommodate a range of 
cable and roller diameters. Thread on the snap ring groove end of the studs serves only to sr cure the 
outer (radid dkction) roller cavity dust cover and has no fmcdot? in. the inner roller location. 
no. drscrlotlon rea'd na t2  no. drscrlotlon rra'd. nat'l. 
APT-MS 1 cable puldr 1 sub-ass* 0 ' T-nut. 45-40 3 c.r.9. 
2 puldr cnpr 1 nlunlmul 9 mop rlng 3 S t r r l  
Drum & Cage 3 cable drun 1 alunmrn LO sprtnp stud 1 c.r.s. 
4 clock sprlng L 3.1. I1 set  screw I MS-40 Sub-Assembly s sprlnp post 1 niuninurr 12 contr. w t .  N Pb 
6 pulde roller 3 t r f lon 13 c. v. stud 1 c.r.5. 
7 roller stud 3 c.r.5 14 std. nut 3 M3-40 
na dcscnphon r e d &  natal. 
11 s t d  nut 1 25-20 
16 d ~ n  COVW 1 ~LuFUOUR 
17 roller cover f alunwn 
!9 flt. hd scrr. 4 182-56 
19 cablr, ,030.d t coated 
20 cnblr t m w a l  I mb-assob 
21 rrprlng covrr  1 o~unlnun 
Figure 3-1: Drum & Cage Sub-Assembly 
HOUSING 
Teflon 
Note: 
CORE 
all threads 
1/4 - 28 aiUcon rubber fill APT-MS 
Zero Clearance Cable Guide Part No: Cable Guide sub-assembly 
1 
Figure 3-2: Zero Clearance Cable Guide 

Gable d r m  3 and eomponene are d e M d  h Figure 3-4. ExplansaGon of the crakr feature 
opposite the left end of the shaft may be appropriate. Wen Drum 3 and Cage 2 ale b b g  
assembw, the spring 4 is ' ible and invisible. The crater fits over the right end of spi Ing post 
5 forcing the spring against the base of the post at its left end thus centering it in the sprin:: cavity. 
3.6 TERMINAlLS 
Cable terminals, Figures 3-5 and 3-6, part no. 20, are not shown in the DRUM & CAGE 
subassembly. Friction error caused by these features has not been evaluated. 
3.6.1 RING-ENDS, Figure 3-5, allow 360 degrees of pitch rotation but only 90 degrees of 
yaw motion. Stand-off may be required to prevent interference with the yaw motion Roll rotation 
is not required and may be detrimental to performance, A "fish line swivel" can be inl~.oduced 
between terminal and cable to nullify some of the latent cable roll which may be presenl due to 
varying tension. 
Reference points on an object being tracked are not completely fixed relative to that object when ring 
type terminals are used. If the center of the least diameter on the mounting finial is taken as reference 
then it is fixed for pitch rotation of the terminal. Yaw motions cause this reference to move thru an 
arc: 
s = r 6 = +I-- ( .086" )( 45x 1180 ) = +I-- .068" 
where r = .086" is the least finial radius and yaw is +/-- 45deg.. If the center (: 'yaw rotation is 
. the reference then it is fixed relative to yaw rotations but moves with pitch rot: lion. The same 
formula above describes the arc length of travel. 
3.6.2 BALL - ENDS, Figure 3-6, achieve a stable reference point. Disadvantages to this 
approach include: higher cost, less compact, and rotations limited to a cone angle of less than 180 
degrees.' Practical cone angles are much less. Angles of less than 90 degrees are used in the design 
shown in Figure 3-6. Friction increases with cone angle of the finial due to higher normal forces 
caused by "wedging" action of the ball in its socket. 

Ring-End 
Cable Terminal 
No. 20-a 
Ring-End 
Swivel Terminal 
NO. 20-b 
Figure 3-5: Ring-End Cable Terminals 
Modified 
Set 3et , - - . l O Q " d .  
.125"d. Bearing Ball 
APT-MS super glue f to MoWied Cable Terminals I Set Screw 
Part No. 20-B I 
Off I I 
.03d%. cable, 
crush t o  anchor. 
Ball-End 
Cable Terminal 
No. 20-B-a 
Ball-End 
Swivel Terminal 
NO. 20-B-b 
Figure 3-6: Ball-End Cable Terminals 
DISCUSSION 
4.1.1 G E N E R A L m .  Repeatability is more important than absolute positional accuracy for 
most of the tasks envisioned for the APT mechanism. This observation does not affect thr: course 
of development for the device since most identifiable sources of non-repeatability are the same as 
those causing measurement error. 
Goals for positional accuracy are on the order of .050" at a distance of 24" from the devict.. 
"Worst case scenario" vector error was estimated .800" at the same distance for the daign in- 
progress when the error model was introduced. An order of magnitude difference is not encouraging. 
Error models that accurately reflect loading and geometry of the operational environment are most 
apt to be useful. Effort in this direction produced the model described in section 2.3. 
Uncertainties regarding model input parameters, rolling resistance factor and weights in pr rticular, 
leave the above error estimates in some doubt. 
Usefulness of the model will come after the hardware is realized. It can then be calibr;~ted and 
validated or revised as a predictive tool toward further development. Until then it selves to provide 
an understanding of the influence of relevant parameters. ' 
- 4.1.2 CABLE CLEARANCE. Zero clearance would eliminate this source of guide (nor. In 
the real world zero clearance is unlikely to be achieved without encountering anotllcr Achilles heel 
in the mechanism: friction. After reducing sliding friction as much as possible and clearance :s much 
as is tolerable ( with the device proposed in section 3.3 above or some other scheme with tlie same 
goals ), error can be further diminished by increasing distance between the last contact points of cable 
to guide ( Figure 2-1 .b ). 
4.1.3 BEARING FRICTION. Using the model described in section 2.4 as a guide, it appears 
that the effect of moment on bearing loads and therefore rolling resistance is likely to be greater than 
that of the forces causing them, for this mechanism design. Reducing the ratio of a I p  would be 
beneficial ( where "a" is the moment arm of eccentric radial loads and p is the effect of space 
between bearings in a pair ). Smaller bearing pitch diameters and rolling resistance coefficient are 
bearing parameters that would help. Reducing component weights helps. Increasing tension reduces 
the effect of component weights. Tension appears to be neutral in effect, with rolling resistance being 
offset by greakr t g force at the cable @e. Increasing the length " 1 " from bearing axis to cable 
guide exit is an easy way to improve pedormance. 
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o Error Model is based on mechanism attributes as far as that information is available, 
including: geometry, component weights, cable tension, device orientation, bearing 
characteristics, etc. 
o Error indicated fiom worst case scenario is an order of magnitude greater than desired. 
o Detailed Design of second prototype, produced in 2 versions depending on spring 
width, has some parametric flexibility where contact with the cable is concerned. 
o Hardware is being fabricated for the narrower of two spring widths considered. 
CONCLUSIONS 
o Error model results are inconclusive because of input data uncertainties. 
o Calibration of the error model requires hardware test data. 
o Evaluation rather than prediction is the best use of the error model. 
. 5.3 RECOMMENDATIONS 
o Build and test the second prototype. 
o Calibrate the error model. 
o Use the error model to identify the greatest error sources. 
o Consider design alternatives: replacement of the cable with metal tape in particular. 
111 Mdadi, M.S., "Rack Inseaion End Effector (NEE) Guidance", 1984 Weearch Reports, 
NASA / ASEE, Sutnmer Paculty Fellowship Progrm, NASA CR-197448, p.338. 
[2] Lopez del Castillo, E, Advanced Payload Transfer Measurement System 30% Design Review, 
DM-ASD, NASA I KSC, FL 32899, (unpublished document), 2/21/95. 
[3] Lopez del Casflo, E, Advanced Payload Transfer Measurement System 60% Design Review, 
DM-ASD, NASA I KSC, FL 32899, (unpublished document), 4120/95. 
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Abstract 
This article reports on the results of numerical experiments with various techniques such as 
linear least squares, nonlinear least squares, statistical estimates, cluster analysis and angular 
filters for calculating the location of lightning events from time of arrival data for the Lightning 
Detection and Ranging (LDAR) System at Kennedy Space Center. 
Summary 
This article reports on the results of numerical experiments on finding the location of 
lightning events using different numeiical methods. The methods include linear least squares, 
nonlinear least squares, statistical estimations, cluster analysis and angular filters and 
combinations of such techniques. The experiments involved investigations of methods for 
excluding fake solutions which are solutions that appear to be reasonable but are in fact several 
kilometers distant from the actual location. Some of the conclusions derived from the study are 
that bad data produces fakes, that no fool-proof method of excluding fakes was found, that a 
short base-line interferometer under development at Kennedy Space Center to measure the 
direction cosines of an event shows promise as a filter for excluding fakes. The experiments 
generated a number of open questions, some of which are discussed at the end of the report. 
I. IPdT%e.ODUC'I?BN 
11. MEASUREMENT ERRORS 
III. METHODS CONSIDERED 
IV. AN ANGULAR FILTER 
V. CONCLUSIONS AND OPEN QUESTIONS 
VI. REFERENCES 
APPENDIX: FIGURES AND TABLES 
The Lightning Detec~on and Ranging (LDAR) Syslem developed over a number of years by 
Carl k n n o n  and col%eagues at the Kennedy Space Center is based on the times of arrivd at 
seven locations of electromagnetic radiation in the 66MH frequency range emitted by electric 
charge movement in thunder storms. The differences in the times of arrivals are converted into 
differences in distances from the point of origin (x, y, z) of the radiation to the various receiving 
sites # i = 0, . - a ,  6 located at (xi, yi, 0), i = 0, . a s ,  6, where site #O is taken to be the origin (0, 0,O) 
of the local rectangular coordinate system with the positive x-axis directed east, the positive y- 
axis directed north and the positive z-axis directed up. The geographic locations are shown in 
Figure 1 along with their latitude and longitude coordinates. Relative to the local coordinate 
system the site locations in kilometers from Site #O are 
xi 
Site #O 0 
Site #1 3.255 
Site #2 7.466 
Site #3 5.532 
Site #4 -3.854 
Site #5 -8.424 
Site #6 -3.738 
Remark: The origin (0, 0,0) is located at the top of the antenna at Site #O and the heights of the 
antennas at the other sites have been adjusted taking the curvature of the earth into account to be 
nearly in the xy -plane. A recent survey has shown the various antenna to be within a meter or 
so of the xy -plane. 
Denoting the time of arrival of the signal at Site #i by ti, i = 0,1, . . a ,  6, and the distance from 
the point of origin of the signal (x, y, z) to (xi, y,, 0) (Site # i )by 
we see that 
(2) 
where 
and 
is the measured speed of light. Current practice is to use Site #O as the trigger for the initiation of 
a time of arrival measurement at all sites. Transmission times to and from the other sites are 
taken into account in the determination of the ti, i = 1, ..-, 6. From these time measurements the 
six equations 
which are solved for x, y and z .  The equations appear to be nonlinear at first glance. However, 
setting 
- we find that 
where 
Shifting do to the right side of ( S ) ,  squaring both sides, and employing (6), (7) and (8), we find 
after some elementary calculations that ( x ,  y, z )  satisfies 
where r;: is contained implicitly in the u&own r and 
We note here that equations (2) for i, j $0  do not admit this simplification and remain x d n e a r  
in x, y and r . The pairs of three equations i = 1,3,5 and i = 2,4 ,6  are solved for x, y -. with 
z determined from 
Let (xodd, yo,, , zodd ) and (xeven , yeven, zeven) denote the respective solutions. 
where 
(13) 
and 
(14) 
then 
.35km if R < 7krn 
.={ (.05) Rkm if R2 7km 
On the other hand if (12) is not satisfied, &en each of the 20 cornbina~ons of & r e  i n x ~ ~ n d e n t  
equaGons &om the six quadons in (9) are solved and each soludon is compared with -2 .)hers 
to find at least eight solutions which satisfy the tolermce limits in (12) with W in (14) ;kcdated 
from the xy -coordinares of &e solution us%d as the base for each c o m p ~ s o n .  Preference is 
given to %Ime odd and even sites by counting them twice when they are used as the c o m p ~ ~ s o n  
base. If 8 such solutions are found to satisfy (12), then the solution ( x ,  y, z) is de&mined from 
ae i r  average. If 8 solutions satisfying (12) cannot be found, then no solution is dekmined md 
the system proceeds to the next event. The choice of 8 stems from the combinatoric possibility of 
10 good solutions if one site is down, etc. Currently, solutions are determined for 20 to 50 
percent of the events observed by the LDAR system. We should note here that the even and odd 
combinations are nearly optimally configured to minimize the amplification of measurement 
errors which explains their preference in the current process. We shall expand this brief 
explanation in our discussion on errors in section 11. To illustrate the problem the reader is 
referred to Figure 2 which shows the xy -plot of the -42 solutions determined from synthetic 
data subjected to the addition of error samples from a uniform distribution of magnitude + or - 
750 meters. 
As noted in the abstract the purpose of this report is to discuss the results of numerous 
computer simulations which were carried out from April through August 1995. We begin with a 
discuss of errors in Section 11 and proceed to a discussion of methods considered in Section III. 
In Section IV, we focus on the utility of additional angular information that may become 
available via measurements from a short base line interferometer which is currently under 
development for location at the central Site #O. In Section V, we summarize conclusions and 
open questions for future study. 
11. Measurement Errors 
We begin with the system (9) which we rewrite as 
where here and in all that follows we set 
(17) Ui = uio. 
Given any three equations i, j, k, i # j # k ,  we can write 
where 
and 
Note that we have displayed the dependence of x, y, and r on i, j ,  k via subscripts. For perfect 
data, the x,, y, and r,  are all equal respectively. Suppose that u, is replaced by ui + E, and that 
v, is replaced by v, - U ~ E ,  -( ~ : / 2 )  in (16) above. Then, the system (18) can be written as 
where the solution qjk denoted in (20) above has its dependence on the errors E,, E ~ ,  and E, 
displayed in (22) and 
where 
Subuacting (18) from (22), we see that 
We note two things. First, for fixed measurement errors, the overdl solution enor 
where the Landau Order symbol is employed here: 
where C is a positive constant, i.e., 
This effect of the increase in error with the distance of the event can be observed 
computationally. Second, the analysis of relative error in solutions of linear systems depends on 
a factor called the condition number of the matrix; i.e., 
where 11 11 denotes some vector norm such as the maximum of the absolute values of the 
components, 
is the condition number of the matrix A,,,, and 114,kl and llA&!11 are the matrix norms induced by 
the vector nonn /I 11 via rhe relation 
For derivations md discussions of vector noms, mae-pjix noms, c o n d i ~ m  numtser, md relaGve 
error, see [ 181 or my oher rmonable on nume~cal miilysis or nhaaan&cd l i n m  algebra. For 
the vector norm defined as the maximum absolute value of the compoments of the vector, ~ l i a e  
corresponding matrix nom is che maimurn of the row sums of the absolrue v d u e  sf the e r a L ~ a  
in each row; i.e., for the matrix A = (a,) 
is induced by the vector norm 
where s, is the irh component of a vector 
The point here is that the matrix A,,, depends on the measurements ui, u,, and u, which depend 
in turn upon (x, y, z). Thus, as ( x ,  y, z) vary with fixed r, the condition number ~(4,~)  varies. 
See Tables 1-4. The "Y-configurations" of the odd and even numbered siotes is an approximation 
to the optimal perfect Y-configuration which minimizes the maximum of the condition number 
over the .r,, x,, x,, y,, y,, y,, y , y , and u, for fixed r. Taken together the increase in error with 
respect to r and the variation in the condition number of A,, as (x ,  )., z )  vary is called the 
Geometric Dilution of Precision (GDOP). 
While GDOP is a problem for (x, y, r),  it is a major problem for z .  Consider the expansion 
of :,(si, g j ,  E ~ )  in its Taylor series: 
it follows that 
32, drijk d ~ i j k  
- = ( r i j k - - x i j k - -  3.5, a&; a&; Yijk - " i j k ) / . i j k  a&; 
and 
(37) 
a2rijk a2xijk + -L (rVk - xqk - Yijk , etc. 
zijk a&, a ~ ,  asi kj 
From spherical coordinates, we recall &at z =. rsin @ where 4 is Ike angle of elevation out of the 
.n. -plane. By differentiating the equations (2%) with respect to E,,  E,, E , ,  we observe (Not 
Proved-altkougk a messy induction argument looks feasible) that 
and similarly for yii, and r*. Consequently, the expansion for z4, behaves like 
1 
o(,(o,o,o)J-{E+E~ sin Q, + } +  
where 
has been employed to simplify the expression in (39). This behavior in the error in z can be seen 
cornputationally by fixing z and letting r increase. For fured z as r increases @ and sin @ tend 
to zero and together r and @ rapidly destroy the accuracy in z while one can still obtain 
-reasonable estimations of x and y . 
Before we turn to a discussion of the methods explored we shall conclude with a few 
comments on the data error versus the current solution method at Kennedy Space Center. First, 
the calculation of q in (13) is a recognition GDOP and builds an approximation of the error 
behavior into what the system accepts as a solution. Next, the second phase of the current 
solution practice is the recognition of down time of a single site for maintenance and repairs. 
Taken together both phases impose a strict fdter on the data acceptable for a solution. As seen by 
the scatter of solution points in figures 2-9 and discussed above, the system of equations (16) is 
very sensitive to measurement error magnitude, distance of the event, and the elevation angle. 
Thus, it is not unreasonable to impose such a filter as bad data generates bad answers and the 
electronics is subject to various interference sources that corrupt various portions of the data. 
Given the sensitivity of the system to errors, it is feasible that an error in the data could occur 
which would fake an acceptabie solution to the system. It would be inkresung to investigate the 
v ~ o u s  possible types of enors  in the system which could produce such f&es md whelher or not 
the enor woh;%d be an occsional fake or a frequent cne. RTe shdl comment on this again. 
$11. Methods Considered 
Many Combinations and permutations of the following general  rnzrhods 
were considered: 
A. Linear Least Squares for x, y and r .  
B .  Linear Programming for x, y and r .  
C. Nonlinear Least Squares for ui, i = 1, . -, 6. 
D. Nonlinear Least Squares for x, y and r .  
E. Statistical Estimation for x,  y and r . 
F. Cluster Analysis for x,  y and r .  
We shall discuss each of the above in turn. However, i t  is worth pointing out first thar all of 
the above methods work well for good data. When one encounters bad d a u  all methods 
considered fall apart. The study focused upon the possible mix of "good" data from four of the 
outer sites combined with the central site with "bad" data from two of the outer sites. Another 
way of looking at this would be the determination of x, y and z from the bes four of the 
measurements u,, i = 1, . -, 6. With these comments in mind, we turn to the discussion of the 
above methods. 
A. Linear Least Squares. Linear least squares for all six equations in (16) can be ulitten as 
(41) p = min s(x7 y, r ) ,  
* . y . r  
where 
Linear least squares also gives the possibility of solving for an ( x ,  y, r )  using any combinarion of 
three, four, or five equations. It was observed that solutions were always generated ,4n example 
of a reasonable approach to finding a solution from the best four of the sites is r~ find the four 
sites for which the corresponding y is the least of the 15 possible p 's obtained fwm considering 
9 fro112 all combinations of four equations Oom the six equations in (16). The (x ,  y, z) rzsulrim, 
that best combinarron could be taken as the approximation to the lightning evc'z11 loeauon. Pn 
trials wieh synthetic data with addition of errors selected from uniform distributio~i rangmg u p  to 
k.5 blomekr one could dways find arn enror combina~on which would produce a, f&e solta~on, 
i.e., the solution corresponding to the lease p would be several kilomeers away from the 
"correct" known synheljic solu~on. 
B. Linear Programnzing. The problem of minimizing the linear function 
(43) L(x, y, r, r )  = rl 
subject to the constraints 
(44) Ix; x + y i  y+ui  r - -v , I~  ?-/ 
is a feasible linear programming problem. However, employing the simplex method with slack 
variables introduced to convert the constraint in equalities into equations, we could not eliminate 
all of the slack variables from the solution of the programming problem. Hence, we had to resort 
to a brute force approach of examining all solutions of combinations of three equations selected 
from the six equations in (16). For each such solution (x ,  y, r), we defined the residuals 
(45) qi = Ixi X +  yi y+ui  r -viI, i = 1, . --, 6.
Then we ordered the residuals 
(46) Wj = 77i, 
so that 
Note that w, = 1v5 = w, = 0 to machine accuracy via solution of three of the equations.. We 
considered the resulting three minimization problems. The 
(47) rnin w, 
yields the solu~on (.x, y ,  r) to Che Iineap programming problem (43)-(M), 
(48) min w, 
yields the s o l u ~ o n  (x,  y, r) conresponding to the best fit of five of the six equations in (16) 
and 
(49) min w, 
yields the solution ( x ,  y, r) corresponding to the best fit of four of the six equations in (16). As 
noted above fake solutions were observed for the solutions corresponding to the minimization 
problems (47), (48) and (49). 
C. Nonlinear Least Squares for ii. Considering the least squares problem (41), we considered 
x = x(Z), y = y(H) and r = r(P) as ii = (u,, 4, u,, u,, u,, u,) is the basic input for the calculation of 
(x, y, r). We can state the problem as 
where 
and (~ ( i i ) ,  y(P), r(C)) is the solution of (41)-(42) noting that v, = vi(u,). In effect this can be 
viewed as modifying the measured data P to a nearby consistent data set. The measured data set 
ii was taken as the input to a Newton's method iteration for the solution of the equations 
when the data is good this method works. Shifting to the question of using the best four at the 
11,. i = 1,. -, 6, (50)-(52) can be modified for four of the ui and coupled to any reasonable linear 
least squares or linear programming method which produces a set of ui, uj, u,, u, associated with 
the optimal (.u, y, I.) that can be taken as the initial u 3 for the Newton method iteration for the 
soluLion of the modified nonlinez l e s t  squares problem. When the solution to the linear me&od 
was reasonable and eke Newton ~teration converged, the calculalion cost for the Newton method 
did not yield nsuch of a gain in solution accuracy. Sometimes the linear solution was reasonable 
and the Newton rnelktod failed to converge. Gradient procedures to find a good s 
were t ~ e d  and discarded as we;rr: simple sexch methods. Bccaionally, the Newton melkaod 
would converge to a fake solution especidly when the linear procedure produced one. 
ID. Nonlinear Least Squares for x, y and r . We recall equation (5) and consider the problem 
(53) v = min G(x, y, y) 
x , y , r  
where 
and its modifications using four and five of the measured data ui, i = 1,2, . -., 6. As in C. above, a 
Newton's method iteration is required to solve the equations 
a G  
- (x, y, r )  = 0, 6%- 
and an initial reasonable (x, y, r) is needed to start the Newton iteration. The starting ( x ,  y, r) 
can be obtained from any of the linear processes mentioned above. As before good data yielded 
convergence to a good solution, but the improvement in the solution was not significant enough 
to justify the computational overhead of the Newton method. An attempt was made to consider 
the method (53)-(55) as a filter for identifying bad data and the exclusion of fake solutions. 
However, convergence to fake solutions of the nonlinear least squares was observed. So, 
divergence of the process cannot be taken as a filter for fake solutions. 
E. Statis~cal Estima~ons. Lots of solutions can be generated when the data ui, i = 1, .-, 6, 
contain error. For example, three equations from six yields 20 different solutions, four equations 
from six yields via leasr squares 15 more different solutions, five frorn 6 yields 6 more and leasr 
squares for all six yields another for a toQl of 42 different solutions which can be seen to 
soa_lesse into the correct. (x, y, r) as the error in the data tends to zero. There are many ways to 
a?, = a!, (8s) 
ja7[ '(~1) u! aAoqe paugap ST qep $uaura;mseaw ayl sajouap !n alaqm 
'1 Fn - qnl = qy ( LS) 
1- .uognlos asuqxoldde yl y ayl jo uopeln3p3 ayl jo 1n&no/sajeu!p1003 
ayl 01 Jaw qduxqns y ayi apqM sa1eu!p~oo3 !# avs aqj 03 slajal ~dpsqns !aq alaq alayM 
jal pue u '.. . '1 = 1 b(T~ '?L "x) 
Lq pajouap aq -3la 'salenbs  sea-( se yms ssa3o~d auros UIOJJ suo!jew!xoldde 
uoynlos ayl la? -ssa3old alqeuoseal e 'du~aq jo a~1ey3 poo8 e peq 1eql ldnraue auo 
aqno mys afi -uope-rauaS uopnlos apj jo ssaz~old ayl u~op MOIS 01 papuaj !n pamseaw ayl 
03 y3eq a3ua~ajaa -pasea131q loua qep ayl se ~01e~aua8 laqnrnu uropuw e ow! L1p~de-r urn1 plno3 
aep pa~nseanr pp8po ayl ol y3eq a3ualajal tnoqj!M qpod %q~alas jo ssa3o~d Lm ~eq STM 
.1asnl3 isaq aql jo uope3gpuap~ JO ssa3o~d aqj u! uogeuasqo Apea uv .s!sAleuv JaqsnlD *a 
'AEM ~~meu e u! saw ley, ssa3old layloue s! uopeuu~xo~dde uognlos ayl 
ST ~asnp jerl, ~q syod ayl jo saleu!p.~oo:, JO a8s~a~e ayi %vsn pm suoye~xo~dde JO 1asnp lsaq 
ayi %u!Ljguap! jo uopsanb ayl os '6-2 sa~n8yg aas 'aldwexa JO~ *y.~!od uopnlos u~ouy ayJ nau 
last113 yms auo ~I!M suopnlos aeqo~dde JOs~a~snp JO a3uaslxa ayl s~oqs sapnj!u8ew loua 
3yaq1uAs snoph jo a3uasa~d ayl u! suopnlos aeuryxo~ddv ayl JO qold jo uopelapTsuo3 -Lpp!nb 
sawa.13u! uo!ie!aap p~puqs aqj pue Llpidw sae~aua%ap a%vla~e ayl jo d~ern~e ayl sasea~3ur 
1oua juaura~nseaw qep ayl sv -x ans aq, JO uoyjowyjsa alqeuoseaJ e s! s,x alew!xo~dde 
ay $0 a3.eaa~e ayl qep poo3 lo$ 'x am ayl pue x ajew~xoldde ayl uaaPnjaq a3uaaajyp ayJ s! '3 
pm qeraua8 01 qs~~ nole jeyl suoynyos ;rlew!xondde jo Jaqurnu ayl s! u aaaqM 'u ". . " I "3 -t- x 
WOJ aql uj rram-IJ13ii aq ues q4jq~ 2:JO suopeurpsa 10 aas e ssam~d latiaieqnn moaj ulvqo arn 
uopnios aq jo avqpaoos x atg uo Fdu1sn30d "sqa "a~nbs a~;r?ai[ ~q%jal~\ asn plno3 31.10 %@dur-r?xa 
Jog -o~az MOU s! Joaa ~U~ZU~J~SB~UI aq3 uaqm suopnjos 3ualaj~!p jo Llddns a3rugPrr ue 3.leraua8 
Various data fit measures for each solution (x,, y,, r,) can be calculated. For example, 
kf6 ( k )  = W l k  k = 1, . a * ,  Pa, 
M,(k)=wzk, k= l , - - , n ,  
M, (k) = w,, , k = 1, .+, n, 
G(k)= C w j k  , k= l , - - , n ,  
( j  z)" 
represent respectively the l,, norm on the Euclidean space of vectors Z = (ui, -, u, ), the 1- semi- 
norm of the 5th largest absolute value, the 1, semi-norm of the 4th largest absolute value, the I, 
norm, the 1, semi-nom of the smallest to the 5th largest absolute value, the 1, semi-norm of the 
smallest to the 4th largest, the 1, norm, the 1, semi-norm of the smallest to the 5th largest 
absolute value, and the I, semi-norm of the smallest to the 4th largest. Each normldata fit 
measure was ordered large to small and say the bottom 115 (could be 114 or whatever) were 
selected and a tally mark placed next to the solutions contained in that position of the list 
representing a "good data fit" relative to that measure/norm/semi-norm The approximate 
solutions with the highest number of tally marks defined the cluster. The approximate solutions 
in the cluster could be viewed as reasonable approximations in a broad sense. However, as the 
data error increased fake solutions were observed. 
To filter out fake solutions some additional rneasurernenls could be very helpful. 
Currently a short base line interferometer is under development for location at the central Site 
#O. The digital sample rate is estimated at a voltage measurement per 2 nanoseconds versus a 50 
nanoseconds rate for the current LDAR system. The outcome of these measurements would 
allow the estimation of the direction cosines of the (x ,  y, z )  event location pointlvector; i-e., an 
estimate of azimuth angle 8 and angle of elevation @ would yield an estimate of 
z,x, 4 = (cos 9 cos 8, cos # sin 8, sin #) ( r  r r )  
Assuming that these angles could be determined to within a", tests were run on synthetic data 
which added error into the true angles selected from a uniform distribution of 3 2 " .  The solid 
angle 
(62) n = { ( e , @ ) : ~ m - 4 0 s e < 8 m + 4 ' , ~ m - 4 0 s ~ ~ ~ m + ~ }  
was designated as the angular filter, where 8, and @, denote, respectively, the measured azimuth 
angle, and the measured elevation angle. Solutions outside of Q were discarded. Figures 2-5 
show the effect of the SZ filter on the 42 least squares solutions. These figuredresults show the 
promise of the filter while its use in practice may differ from that of eliminating approximate 
solutions to find a good cluster. For example, one may wish to use it to test a solution obtained 
from some process - say the current method in operational use. Figures 6 and 7 show a good 
solution cluster excluded by the Q filter. Use of the filter may incur the cost of exclusion of 
some good solutions. Figures 8 and 9 show a fake solution cluster, from which the current 
operational method would generate a solution. Clearly IR would designate such a solution as a 
fake. Also, the volume V(Q, r )  of the tetrahedron with "vertex" at (O,O, 0) and "height7' r 
dV 
which is generated by 0 has a rate of increase - - r2. Thus, for large r  , the SZ filter would dr 
probably accept some fakes. 
V, Gonclusiom and Open Questions 
Conclusions: 
A. Any method will work with good measurement data. 
B. No fool-proof method for eliminating fake solutions was found. 
C. The Q Filter shows promise of eliminating fakes with the possible cost of excluding 
some acceptable solutions. This cost might be acceptable given the rate of generation of 
lightning events within a thunder storm. 
Open Questions: 
A. Which method is best? "Best" would need careful definition. No attempt was made to 
find a "Best" method. 
B. What is the best way to utilize the Q filter to minimize acceptance of fakes. 
C. What are the possible ways that fakes can be introduced via errors in measurements? 
Electrical Interference, etc.? 
D. The condition number of the various matrices corresponding to the Sites i, j, and k ,  
1 l i < j  < k l 6 ,  needs to be employed in the solution process to reduce error 
amplification. 
E. Design of other mathematical filters or measurement filters to eliminate fakes. 
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The CELSS resource recovery system, which is a waste processing system, uses aerobic 
and anaerobic bioreactors to recover plants nutrients and secondary foods from the inedible 
biomass. The anaerobic degradation of the inedible biomass by means of culture of rumen 
bacteria, generates organic compounds such as volatile fatty acids (acetic, propionic, butyric, 
VFA) and ammonia. The presence of VFA in the bioreactor medium at fairly low concentrations 
decreases the microbial population's metabolic reactions due to end-product inhibition. 
Technologies to remove VFA continuously from the bioreactor are of high interest. 
Several candidate technologies were analyzed, such as organic solvent liquid-liquid 
extraction, adsorption andlor ion exchange, dialysis, electrodialysis, and pressure driven 
membrane separation processes. The proposed technique for the on-line removal of VFA from 
the anaerobic bioreactor was a nanofiltration membrane recycle bioreactor. In order to establish 
the nanofiltration process performance variables before coupling it to the bioreactor, a series of 
experiments were carried out using a 10,000 MWCO tubular ceramic membrane module. The 
variables studied were the bioreactor slurry permeation characteristics, such as, the permeate 
flux, VFA and nutrient removal rates as a function of applied transmembrane pressure, fluid 
recirculation velocity, suspended matter concentration, and process operating time. 
Results indicated that the permeate flux, VFA and nutrients removal rates are directly 
proportional to the fluid recirculation velocity in the range between 0.6 to 1.0 mfs, applied 
pressure when these are lower than 1.5 bar, and inversely proportional to the total suspended 
solids concentration in the range between 23,466 to 34,880. At applied pressure higher than 1.5 
bar the flux is not more linearly dependent due to concentration polarization and fouling effects 
over the membrane surface. It was also found that the permeate flux declines rapidly during the 
first 5 to 8 hours, and then levels off with a diminishing rate of flux decay. 
NASA has been studying the viability of a conlrolled ecological life support system 
(CELSS) for long term space nzissions for several years. The purpose of this system is to provide 
all the basic human needs required for life support (food, water, oxygen). Previous studies have 
been carried out using aerobic and anaerobic bioreactors to recover plant nutrients and secondary 
foods from the inedible biomass. The anaerobic degradation of the inedible biomass by mean of 
culture of rumen bacteria , generates organic compounds such as volatile fatty acids (VFA) and 
ammonia. The presence of VFA in the bioreactor medium at fairly low concentration decreases 
the microbial metabolic reactions due to end-product inhibition. Technologies to remove VFA 
from the anaerobic bioreactor is therefore of high interest. 
The technique proposed for the on-line removal of VFA from the anaerobic bioreactor 
broth was a nanofiltration membrane recycle bioreactor. In order to establish the nanofiltration 
process performance variables before coupling it to the anaerobic bioreactor a series of 
experiments were carried out using a 10,000 MWCO tubular ceramic membrane module. The 
variables studied were the bioreactor slurry membrane permeation characteristics such as, the 
permeate flux, VFA and nutrients removal rates as a function of applied transmembrane pressure, 
fluid recirculation velocity, suspended matter content, and process operating time. 
Results show that the permeate flux, VFA and nutrients removal rates are directly 
proportional to the fluid recirculation velocity in the range between 0.6 to 1.0 mls, applied 
pressure when these are lower than 1.5 bar, and inversely proportional to the bioreactor effluent 
total suspended solids concentration. The operation at applied pressure higher the 1.5 bar, the 
permeate flux was not more linearly dependent on applied pressure. The asymptotic flux- 
pressure relationship observed at high applied pressure is due to concentration polarization and 
fouling effects over the membrane surface. The permeate flux decreased exponentially with the 
total suspended solids concentration due to the increase of medium viscosity and polarization and 
gel layers hydraulic resistances. The VFA and nutrients removal rates were found to be 
proportional to the total fluid filtration rate and component composition in the bioreactor 
effluent. It was also found that the permeate flux declined rapidly during the first 5 to 8 hours 
and then leveled off with a diminishing rate of decay. This phenomena occurred as consequence 
of the accumulation of suspended matter over the membrane surface which no longer participates 
in the mass-transport to or away from the membrane. 
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AIBBREVlATIONS, ACRONYMS AND NOWNCLATUWE 
BPC = Biomass Production Chamber 
CELSS = Controlled Ecological Life Support System 
CSTR =. Continuous Stirred Tank Reactor 
g = gram 
hr = hour 
L = liter 
LMWS = low molecular weight solute 
MRB = membrane recycle bioreactor 
MW = molecular weight 
MWCO = molecular weight cut-off 
NF = nanofiltration 
TMP = transmembrane pressure 
TSS = total suspended solids 
VSS = volatile suspended solids 
VFA = volatile fatty acid 
H2S04 = sulphuric acid 
NH, = ammonium 
PO, = phosphate 
Fe = iron 
Ca = calcium 
A = experimental constant 
A, = water membrane permeability constant, Lh -m2  
C ,  = bulk solute concentration, mg/L or mMole 
C, = permeate solute concentration, mg/L or mMole 
C ,  = membrane wall solute concentration, mg/L or mMole 
D = molecular diffusivity, m2/s 
d, = hydraulic diameter, m 
k = polarization boundary layer mass transfer coefficient, m/s 
Jv = permeate flux, Lkr-m2 
R,,, = adsorbed solute hydraulic resistance, bar-s2/kg 
R,, = concentration polarization hydraulic resistance, bar-s2/kg 
R P = gel layer hydraulic resistance, bar-s2/kg 
R,, = intrinsic membrane hydraulic resistance, bar-s2/kg 
U, u = fluid recirculation velocity, m/s 
a = experimental constant 
p = experimental constant 
AP,, = uansmembrane pressure, bar 
AYE = transmembrane osmotic pressure, bar 
p = \liscosity, kglrn-s 
6) = density. kg/m3 
The National Aeronaulical and Space Admj;nis%pation (NASA) has been studying the 
viability of Controlled Ecological Life Support System (CELSS) for long term space missions for 
several years. The purpose of this system is to provide all the basic human needs required for life 
support. The CELSS breadboard project is a large-scale integration system with two main 
components, a full-scale Biomass Production Chamber @PC) and the Resource Recovery 
system. The BPC is a closed system where plants are grown under controlled hydroponic 
conditions. The plants in CELSS generate oxygen, purified water, and produce edible foods. 
The resource recovery system which is a waste processing unit uses aerobic and anaerobic 
bioreactor processes to recover plants nutrients and secondary foods from the inedible biomass. 
The anaerobic bioreactor is actually operated in a feed and bleed mode of operation. The 
bioreactor is fed with a microbial population obtained from the cow's rumen together with the 
inedible portion of plants. Anaerobic degradation of inedible biomass, generates organic 
compounds such as volatile fatty acids (acetic, propionic, butyric, VFA) and ammonia. The 
presence of VFA in the fermentation medium at fairly low concentrations decrease the 
microorganism's metabolic reaction rate due to end-product inhibition. Technologies to remove 
VFA from the anaerobic bioreactor are therefore of high interest. 
1.1 BACKGROUND 
Anaerobic digestion a is naturally occurring biological process in which organic material 
is converted to reduced end products. The anaerobic decomposition of solid organic wastes 
proceeds in two consecutive steps, liquification and methanogenesis (1,2). In the first step, 
microorganisms hydrolyze various components of the solid matter into smaller soluble molecules 
likes sugars and amino acids. These soluble products are adsorbed by the microbes and are 
rearranged into CO, and volatile fatty acids (acetic, propionic, butyric). The first phase of the 
anaerobic digestion is known as the acidogenic phase. In the second phase a second group of 
organisms, the methanogens, complete the digestion process converting the VFA to highly 
reduced CH, and CO,. Manipulation of bioreactor conditions allow for higher production of 
VFA and less production of methane. Previous studies have indicated that these acids are 
phytoxic at certain concentrations (3). VFA at fairly low concentrations in the fermentation 
medium cause inhibition of the degradation of complex plant polymers, such as cellulose and 
hemicellulose (4). In order to obtain higher anaerobic conversions of the inedible biomass, it is 
important to remove VFA to non-toxic levels. One way to remove continuously the VFA from 
the anaerobic bioreactor fermentation broth is by mean of a membrane recycle bioreactor (MRB). 
Basically a membrane recycle bioreactor (MRB) is a reaction vessel, operated as a stirred 
tank reactor, is coupled in a semi closed-loop configuration via suitable pump to a membrane 
module containing the appropriate semi-permeable membrane. The membrane should be chosen 
to retain the microorgznisms, enzymes, and most macromolxules while minimizing retention of - 
end-pmduc" that affect rnjcroorrganisrns metabolic reactions. For exmple, in the ptroduction of 
ethanol by yeast, alcohol productiviry at 6% (v/v) is only half that at the zero dcobof level, while 
i t  is only 111 00 at 12% (5). Gerhxdt md coworkers perEomed severd pioneering exprimewts 
on the use of in vttro dialysis culture systems for a v&ety of apphcations (6) .  They showed that 
continuous removal of metabolic producls would result in a supeiior ferrnenalion process. The 
ethanol productivity using M M  was found to be 30-50 times higher than batch ethmol 
fermentation (5). The production of propionic acid utilizing culture of Propionibacterium acid- 
propionici, using renewable resources has been found to be a slow rate fermentation process due 
to strong product inhibition (7). The use of membrane fdter systems for cell recycling improved 
greatly the fermentation process, allowing to maintain a continuous high-cell-density culture by 
removing inhibitory metabolic products (8). Propionic acid productivity was 17 times greater 
than obtained using a continuous stirred tank bioreactor (CSTR). Xavier et al. (9) studied the 
lactic acid production with cell recycling on an ultrafiltration tubular membrane reactor. They 
found that the volumetric productivity (36 g/L-hr) was larger than the traditional batch 
fermentation (3 g/L-hr), or others continuous systems, i.e., CSTR (6 g/L-hr) and immobilized 
bioreactor (20 g/L-hr). 
Nanofiltration (NF) is a rate governed process in which the pressure is the driving force. 
The feed solution containing macromolecular solutes is introduced into the membrane separator 
where the solvent and certain microsolutes pass through a semi-permeable membrane and is 
collected as nanofiltrate. Both theoretically and practically, NF offers an attractive alternative to 
a number of unit operations in food processing, chemical processing, pharmaceutical, and 
biotechnological industries. The major limiting step in the use of pressure driven membrane 
processes (such as NF), particularly with multicomponents feed streams, is the decline of 
permeate flux as a function time caused by "fouling" of the membrane (10, 11). The decline of 
flux in NF of a solution or suspension is attributed to concentration polarization and fouling 
phenomena (such as adsorption, pore blocking, and deposition of solidified solutes, a long term 
-and more or less irreversible process). 
During nanofiltration of macromolecular solutes, the linear relationship between 
permeate flux (J,) and applied transmembrane pressure (AP,) does not hold very well. At this 
point solutes get accumulated near the membrane causing permeate flow resistance to rise. The 
flux become independent of pressure at higher values .of AP,. This gives rise to the phenomenon 
of concentration polarization (10, 12). The steady state mass balance based on the relative rates 
of solutes transport to the membrane surface by convection and back diffusion, give the 
foll ate flux is practically independent on pressure 
(1 3 
r 1 
The polarization boundary layer mass transfer coefficient, k, is conelated to ilie solution physical 
propefiies, flow channel dimensions and operating parameters exist in the literature (1 4, 15). As 
the solutes bulk concentration increases, the permeate flux decreases exponentially. Using the n 
heorem, one can obt in  a general correlation of the fom: 
As can be observed in the above equation the mass transfer coefficient depends on fluid 
recirculation velocity (U), solution physical properties (p, p, D), and flow channel dimensions 
(d, ). The boundary layer mass transfer coefficient is proportional to the fluid velocity, which 
mean that increasing the fluid velocity reduces greatly the concentration polarization layer. 
The water flux through the porous membrane can be describe by Darcy's law: 
where R, is the intrinsic hydraulic membrane resistance and A,,,, is the water membrane 
permeability constant. It is a function of pore size, tortuosity, membrane thickness, porosity and 
inversely proportional to fluid viscosity. The permeate flux through the membrane is directly 
proportional to the applied transmembrane pressure when there is not evidence of concentration 
polarization and fouling over the membrane surface. From the concentration-polarization model 
it is evident that the concentration polarization on the membrane polarization will be 
considerably higher than that in the bulk. This high concentration on one side of the membrane 
.and the very low concentration on the other side create an osmotic pressure difference (An:) 
which acts opposite to the applied pressure (AP,). So in Eq. 3, AP, is now replaced by the 
effective pressure (AP, - Ax), 
APm - An: 
Jv = 
R m ~ s  
(4) 
However, this equation is still not adequate to predict the flux. Solutes may get adsorbed, which 
also cause fouling and also form a distinct polarized layer. These phenomena are accommodated 
by introducing the resistance in series model (l6), 
where R,,, is the resistance of solutes adsorbed onto the membrane sudace or the pore wdls, R,, 
IS the resistance of the concentration polarization boundary layer and R, is the resistance of a 
layer of concentrate at the membrme sufFace (often refemd to as &e gel layer). The hfluence of 
the different resistances may be established by varying the she% rate. 
1.2 CANDIDATE TECmOLOGIES FOR 'PIm ON-LINE IQ3EMOVAE OP VFA 
FROM THE ANAEROBIC BIORlEACTOR 
. . 1.2.1 Or~anic solvent liquid-liquid extraction. This technology requires to put the 
fermentation broth in contact with solvents that have high selectivity for VFA. 
There are few organic solvents with this capability, but have been found to be 
toxic to the microbial population (17). 
1.2.2 This technique has received attention for 
removal of VFA from dilute fermentation broth using basic polymer sorbents. 
Sorbents containing basic groups provide selective removal of VFA from complex 
solutions (18). The CELSS anaerobic bioreactor fermentation broth contains a 
large variety of chemical compounds, such as: proteins, enzymes, inorganics, 
polysaccharides, ammonia, and many others. Many of these compounds compete 
for sorbent sites, which require continuous sorbent regeneration and difficult 
down-stream separation processes. 
1.2.3 Dialysis. This is a diffusion mass transfer membrane process. This system 
provides the capability to remove selectively the compounds of interest by 
controlling membrane opposite side solution composition (dialyzant). Due to the 
nature of this process, which is diffusion mass transfer controlled, it takes a long 
period of time to obtain the desired separation (19) 
1.2.4 Electrodialvsi~. This is a thin ion-exchange membrane compartments between a 
pair of electrodes separation process. It contains inter-membrane spacers, which 
are very susceptible to clog by suspended matter. All the ionic compounds, 
including broth nutrients will also be removed together with the VFA (20,21). 
1.2.5 Pressure driven membrane separation processes. These membrane permselective 
separation processes are based on particle or molecular size, shape, and other 
factors affecting the separation. The five major membrane separation processes 
are: reverse osmosis, for separation of low molecular weight compounds (MY4 < 
1,000); nanofiltration, for molecules with molecular weight (MW) in the range 
between 1,000 - 10,000; ultrafiltration, for separation of macromolecules with 
in the range of 10,000 to 500,000; and microfiltration for the separation of 
fine particles in the range of 0.1 to 10 microns. Due to the wide separation 
spectrum of this technology, many biotechnologicd separa~ions em Be carried 
our by means of selecting the appropriate membranes and optimum operating 
conditions. 
1.3 PROPOSED a'eCmC)&C)G$! 
The technique proposed for the on-line rernovd of VFA from the anaerobic bioreactor 
fermentation broth is a nanofiltration membrane recycle bioreator (MRB, see Fig. 1). This 
system consists of a reaction vessel operated as a stirred tank reactor, which is coup14 in a serni- 
closed loop via a suitable pump to a membrane filtration module. The content of the bioreactor 
is continuously pumped through the membrane module and recycled back to the vessel. The 
membrane should be chosen to retain the microorganisms, suspended matter, enzymes, and most 
macromolecules, while minimizing retention of end-products. A MBR using nanofiltration 
membranes with nominal molecular weight cut-of (MWCO) between 1,000 to 10,000 will 
greatly remove VFA from the anaerobic bioreactor inedible biomass medium. Due to the high 
content of suspended matter and large particle sizes of the bioreactor medium is recommended to 
use tubular membrane configuration systems with large internal diameter. The membrane 
module selected to accomplish with this requirement was a porous carbon support, internally 
coated with a DO,-TiO, layer, with a length of 0.4 m and an internal diameter of 0.6 cm 
(RhBne-Poulenc Tech-Sep, Cranbury, New Jersey). 
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Figure 1. Proposed Nanofiltration Membrane Recycle Bioreactor for On-line 
Removal of Volatile Fatty Acids from CELSS Anaerobic 
Eioreactor. 
1.4 OBJECTIVE 
The main objective of this s r project was to ne the nanofileation membrae 
separation process performance v using a 10,000 tubular ceramic membrane 
module before coupling it to the anaerobic bioreactor. The variables to be studied are: the 
bioreactor slurry permeation characteristics such as; permeate flux as a function of 
transmembrane pressure, the effects of dissolved and suspended matter content on permeate flux, 
the effects of the recirculation hydrodynamic conditions on membrane fouling, on-line VFA 
removal rate and nutrients removal rate. 
nr. ~m~ltrrrvrema~ SET-UP 
The experimental equipment flow diagram is shown in Fig. 2. The nanofiltration module 
is constituted of a tubular ceramic membrane composed of a porous carbon support internally 
coated with a Zr02-TiO, layer, with a length of 0.4 m and an internal diameter of 0.6 cm 
(Rh6ne-Poulenc Tech-Sep, Cranbury, New Jersey). The total membrane filtration surface area is 
0.008 m2 and has a nominal molecular weight of 10,000 Molecular Weight Cut-Off (MWCO). 
2.2 ANALYTICAL METHODS 
Volatile fatty acids (VFA), such as acetic, propionic, and butyric acid concentrations were 
determined with a Perkin Elmer Series 4 High Performance Liquid Chromatograph, using a Bio- 
Rad Aminex HPX-87H column. The mobile phase was a 0.008N H,SO, solution at a flow rate 
of 1 mL/rnin and 55 "C. Detention was performed with a Perkin Elmer UV Detector at a 
wavelength of 210 nm. Samples were prepared by mixing 5 mL of the original sample with 1mL 
of 25%(w/v) metaphosphoric acid to separate out the VFA and then centrifuged for 20 rnin at 
14,000 rpm. 
Inorganic analysis of calcium, phosphate, ammonium, and iron concentrations were 
carried out using EPA methods: EPA 200.7, EPA 365.1, and EPA 350.1. Analyses of total 
organic carbon (TOC) concentrations were determined using the EPA method: EPA 415.1. Total 
suspended solids (TSS) concentrations were determined by weighting known samples volume 
.previously dried in a vacuum oven at 75OC and 0.5 bar of vacuum for 24 hours. 
Fig. 2. Nanofiltration Experimental Equipment Flow Diagram 
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111. RWULTS AND DISCUSSION 
3.1 MEMBRANE CHAMCTFEWIZATIdbN 
The hydraulic: pernneability of the membrane was determined before subsequent use  in the 
separation studies. Fig. 3. shows the de-ionized water permeate flux versus applied 
transmenlbrane pressure relationship at three different recirculation velocities. The average 
me~ilbrane water permeability constant. A,, as determined by Eq. 3, is 89.2 Uhr-m2-bar. It. is 
almost independent on fluid recirculation velocity. The membrane does not have any d e g ~ e  of 
cotnpressibility under pressure, as indicated there is not deviation from linearity in the proflie. 
After each experimental run using the effluent of the anaerobic bioreactor the membrane w:as 
cleaned, following inanufacturer procedures for biotechnology fluids. After the cleaning 
procedure the de-ionized water permeability constant was checked to be a least 95% of the initial 
value. 
Fig. 3. De-ionized Water Permeate Flux vs Transmembrane 
Pressure at Different Recirculation Velocities 
350 1 
1 2 3 
Transmembrane Pressure, bars 
3.2 ANAEROBIC EiOlfO~AGTBR EFFLUENT Cj"I-LcbMC%EWSTICS 
The CELSS bench-scale anaerobic bioreactor is a 8 liter worfing volume reactor. The 
bioreactor is fed with a previously dried and ground potato inedible plant pads, and is inwulated 
with culture of rumen bacteria. This microbid ppcailation has the enzymatic capability to 
degrade the cellulose and hemicellulose portion of the biomass. Nitrogen is pumped into the 
bioreactor so that pressure is high enough to keep oxygen from flowing in, therefore maintaining 
the anaerobic nature of the system. The bioreactor is operated in a feed and bleed mode of 
operation, one liter of the bioreactor effluent is harvested each day and replaced with one liter of 
de-ionized water and 50 g of inedible biomass. 
To carry out each nanofiltration experimental run 3 liters of harvested bioreactor effluent 
were collected. The bioreactor effluent composition of total suspended solids (TSS), volatile 
suspended solids (VSS), total organic carbon (TOC), volatile fatty acids, and some inorganic 
nutrients is given in Table 1. The bioreactor effluent V.A. composition is about 84% acetic acid, 
8.6% propionic acid, and 7.4% butyric acid (molar percent). As can be observed from Table 1 ., 
it contains a large amount of suspended matter. 
The bioreactor effluent also contained some large particles, which clogged the back 
pressure regulator connected at the outlet of the nanofiltration module. To apply a given 
transmembrane pressure, it is required to close this valve slowly, reducing the available fluid 
flowing opening area. Some of the larger particles contained in the bioreactor effluent clogged it 
and the pressure rise-up drastically, producing unstable operating conditions. To solve this 
problem the bioreactor effluent was filtered with an 0.04 x 0.04 rnrn opening stainless steel wire 
mesh. The filtration step reduced the total suspended solids concentration from 36,972 to 24,648 
m g 5  (33% reduction on TSS concentration). The total suspended solids concentration of the 
bioreactor effluent before and after the filtration step changed from one to another harvest. The 
filtered effluent total suspended solids concentration varied from 26,500 to 23,000 mg/L. In 
practice this filtration step can be done by installing an on-line filter probe to the bioreactor when 
it will be coupled to the nanofiltration module. 
3.3 EFFECT OF APPLIED TRANSMEMBRANE P SURE AND FLUID 
RECIRCULATION VELOCITY ON TOTAL FLUID PE ATE FLUX, VFA 
AND NUTRIENT REMOVAL RA 
Several experiments were carried out to establish the best nanofiltration operating 
conditions. At fluid recirculation velocities lower than 0.5 mls, the pump was not able to keep a 
constant flow rate operation. This phenomenon is mostly produced due to the high content of 
suspended matter and high viscosity of the anaerobic bioreactor effluent, where the pressure 
forces are not enough to overimpose viscous forces. The operation at fluid velocities higher than 
1.2 nlfs generated a persistent foam which produced pump cavitation. Therefore, the most stable 
fluid recircuiarion velocities were found to be between 0.4 to 1.0 d s .  
Table 1. Anaerobic Bioreactor Effluent Average Composidon. 
The permeate flux as a function of applied transmembrane pressure at three different 
velocities is shown in Fig. 4. As can be observed, the permeate flux increases with applied 
transmembrane pressure and fluid recirculation velocity. At applied pressure lower than 1.5 ha i  
the permeate flux is directly proportional to the transmembrane pressure. At applied pressure 
higher than 1.5 bar the permeate flux is not more linearly dependent on pressure. This 
asymptotic flux-pressure relationship observed at high applied pressure is due to the effects of 
the concentration polarization and fouling over the membrane surface. As shown in Fig. 5, the 
permeate flux is also directly proportional to the fluid velocity. This means that increasing the 
tangential fluid velocity increases the boundary layer mass transfer coefficient, thus m i n i m i z e  
the concentration polarization layer and therefore produce higher permeate flux. For example: 
the operation at AP, of 1.5 bar and u = 0.65 m/s the permeate flux is close to 15 Lhr-m2, while a t  
the same applied pressure but at velocity of 1.0 d s ,  the flux is 30 ~ f h r - m ~ .  The filtration rate 5 
increased by 100% when the fluid recirculation velocity is increased by 67 %. 
Figures 6,7 and 8 show the effect of applied transmembrane pressure and fluid 
recirculation velocity on VFA removal rate. As can be observed in these Figures, the VFA 
removal rates have a similar permeate flow pattern as the bulk fluid filtration rate. The VFA 
removal rate is directly proportional to the bulk permeate flux, because these acids are practicdly 
not retained by the membrane. It was found that the concenlration of these acids in the feed 
srreanl to the mernbrme module was very similar to those in the permeate stream. The rate or 
Fig. 4. Bioreactor EIFf4uent Pemeate Flux vs Transmembrane 
Pressure at Different Fluid Wecircuia~~n Velocities 
Transmembrane Pressure, bars 
Fig. 5. Bioreactor Effluent Penneate Flux vs Fluid Recirculation 
Velocity at Different Applied Transmembrane Pressure 
Recirculation Velocity, d s  
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removal of acetic acid is higher &an both propionic and butyric er. The rate of =ids 
removal is propoplional to tkeir concentration in the feed strem. As c m  be observd in T&le 1 ., 
the VFA is rnostiy cornposed of acetic acid. Other possible reaon is that acetic acid has a 
molecular size smaller than propionic and butyric acid, which let it to p a s  through the membrme 
pores with less restriction . It is possible to obtain low total VFA removal rate as 60 m - m 2  at 
AP, = 0.6 bar and u = 0.65 m/s, and high removal rate as 340 g/hr-m2 at AP, = 2.4 bar and u = 
1 .O m.s. 
Figures 9, 10 and 11 show the effect of applied transmembrane pressure and fluid 
recirculation velocity on some bioreactor effluent nutrients removal rates. The rate of removal of 
these nutrients depends on the nutrient concentration in the bioreactor effluent and the rate of 
total fluid permeation rate. Also, is was observed that the nanofiltration membrane did not 
retain any of these nutrients. It was found that the concentrations of these nutrients in the 
bioreactor effluent were similar to that of the filtrate stream. Therefore, for a proper anaerobic 
bioreactor operation to avoid nutrients wash-out when coupled to a nanofiltration module it is 
then required to supply them at the same rates as they are removed by the nanofiltration system. 
One possible alternative is to remove the VFA from the membrane permeate stream by means of 
an anion ion exchange process and then recycled back these nutrients to the bioreactor andlor 
plants. 
3.4 EFFECT OF TOTAL SUSPENDED SOLIDS CONCENTRATION ON TOTAL 
PERMEATE FLUX, VFA AND NUTRIENT REMOVAL RATES. 
To study the effect of total suspended solids (TSS) concentration on nanofiltration 
'process performance, a high recirculation velocity of 0.9 d s ,  and applied transmembrane 
pressures in the range of 0.6 to 1.5 bar were selected. The reason to select these operating 
conditions was obtained from previous experiments as shown in Fig. 4., which demonstrated that 
the operation at pressure lower than 1.5 bar and high fluid recirculation velocity higher than 0.6 
rn/s reduced greatly the concentration polarization and fouling effects over the membrane 
surface. 
Figure 12 shows the effect of feed TSS concentration on the membrane filtration rate for 
process applied pressure ranging from 0.6 to 1.4 bar. As can be observed, the permeate flux 
decreased exponentially with the feed TSS concentration. A plot of the permeate flux versus the 
natural logarithm of TSS is shown in Fig. 13. All the experimental data fitted very well with a 
correlation coefficient of 0.99. All the regression lines at different applied pressures are almost 
parallel, which means that the operation at a fluid recirculation of 0.9 d s  produce the same 
degree of mixing or turbulence over the membrane boundary layer and is independent of the 
applied pressure. The average boundary layer mass transfer coefficient obtained from the slopes 
of the regression lines and using Equation I., is 5.98 x 10" d s .  It is found to be almost 
independent of applied TMP. 
Fig. 6. Volatile Fatty Acids Removal Rate from Bioreactor 
Effluent at a. RecirculaGon Velocity of 0.65 d s  
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Fig. 7. Volatile Fatty Acid Removal Rate from Bioreactor 
Effluent at Recirculation Velocity of 0.90 m/s 
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Fig. 8, VoZa~le Fatty Acids Wemovd Rate from Bioseactar 
Effluent At a Recirculation Velocity of 1.0 d s  
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Fig. 9. Nutrients Removal Rate from Bioreactor Effluent 
at a Recirculation Velocity of 0.65 m/s 
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Fig. 10. Nutrients Removal Rate from Bioreactor Effluent 
at a Rwlrculation Velocity of 0.90 anls 
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Fig. 1 1. Nutrients Removal Rate from Bioreactor Effluent 
at a Recirculation Velocity of 1.0 m/s 
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Fig. 13. Effect of Bioreactor Effluent Total Suspended Solids 
Concentration on Permeate Flux at U = 0.9 rn/s (Semi-log Plot) 
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As noted in QuaGon 3,4, md 5 the gemeate RUX is inversely p r o p ~ o n d  to solution 
viscosity. Any increae in the f d  concentration wiII also increae the medium viscosity md 
therefore, affect inversely the membrane filtrate rate. Also, as the feed TSS concentration 
increases, there is more resistmce of the fluid moving from the solution bulk to the membrane 
surface due to polarization and gel layers over the membrane surface. 
The feed TSS concentration was changed from 23,466 to 34,880 mg/L, which represent a 
47% increase in TSS concentration. For this increase in TSS concentration, the permeate flux 
was reduced from 13.9 to 6.0 L/hr-m2 (59% reduction) at AP, = 0.6 bar, from 2 1.1 to 13.2 Uhr- 
m2 (37% reduction) at AP, = 1.0 bar, and from 28.2 to 18.7 L/hr-m2 at AP, = 1.4 bar. As 
observed in Fig. 14, the permeate flux is directly proportional to the applied pressure for all the 
bioreactor effluent feed TSS concentrations. The operation at u = 0.9 rn/s and AP, < 1.5 bar 
keep the filtration operation with minimum effects of polarization and fouling. 
Figures 15, 16, and 17 show the effect of TSS concentration on VFA removal rates 
operating at u = 0.9 mfs and applied pressure ranging from 0.6 to 1.4 bar. For and increase of 
feed TSS concentration from 23,466 to 34,880 mg/L, the total VFA removal rate was reduced 
from 108.8 to 48.0 gh-m2 (56% reduction) at AP, = 0.6 bar, from 164.4 to 104.8 gh-m2 (36% 
reduction) at AP, = 1.0 bar, and from 220 to 148 g/hr-m2 (32% reduction) at AP, = 1.4 bar. This 
means that the total VFA removal rate is directly proportional to the applied pressure, but is 
inversely proportional to the feed TSS concentration. As observed in these Figures, the removal 
rate of acetic acid is much higher than the removal rates of both propionic and butyric acids, but 
the total reduction percent in removal rates due to the increase in TSS concentration are almost 
the same for the acids. 
Figures 18, 19, and 20 show the effect of TSS concentration on some bioreactor effluent 
nutrients removal rates. The nutrients removal rates were found to be directly proportional to the 
applied pressure, total filtrate rate, nutrient concentration in the bioreactor effluent (see Table I), 
and inversely proportional to the TSS concentration. 
3.5 EFFECT OF PROCESS OPERATING ON FLUID PE ATE FLUX. 
Figure 21 shows the effect of the nanofiltration membrane separation process operating 
time on permeate flux at u = 0.9 m/s and applied pressure ranging from 0.6 to 1.5 bar. The 
concentration of feed TSS was kept constant at 23,780 mg/L during all the transient period. As 
can be observed, the permeate flux declines rapidly during the first 5 to 8 hours, and then levels 
off with a diminishing rate of flux decay . This occurred as consequence of the accumulation of 
suspended and some dissolved matter over the membrane surface which no longer parlicipates in 
the mass-transport to or away from the membrane. A cake or gel layer may be formed which 
constitutes a considerable hydraulic resistance. At operating time higher than 8 hours the flux- 
time relationship reaches asymptotically steady-state operating conditions. This mems that the 
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Fig. 14. Effect of Applied Transmembrane Pressure on Permeate 
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Fig. 16. Effect of Bioreactor Broth Total Sus ended Solids 
Concentration on VFA Removal Ra e at 
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Fig. 18. Effect of Total Suspended Solids Concentration on Nutrients 
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Fig. 21. Variation of Permeate Flux with Time at Different 
Applied Transmembrane Pressure at U = 0.9 m/s 
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gel layer hhickness is highly suscep~ble to &e s h a  rate produced by fie Ruid hydrodyn 
conditions (16). The layer tbckness reached a finite vdue wkeh  is coneoiled by the fluid shear 
rate, and my additional ter deposited over &is layer is swept away by the cross- 
Row fluid. 
During the flux-time decline period (0 to 10 hours) the flux decreased from 15.5 to 6.0 
Uhr-m2 (61% flux reduction) at AP, = 0.6 bar, from 25 to 13 L/hr-m2 (38% flux reduction) at 
AP, = 1 .O bar, and from 33 to 21 ~ h r - m 2  (36% flux reduction) at AP, = 1.5 bar. One practical 
way to restore the permeate flux is by means of high cross-flow velocities, which produce higher 
shear rate conditions to sweep deposited matter away, also by interrupting the permeate flux. As 
the permeate flux is interrupted the cake is not longer forced against the membrane surface by the 
permeate flux and may flow laterally over the membrane surface and is discharged with the 
retentate stream. 
Based on the results obtained using a nanofillration tubular ceramic membrane module to 
study the anaerobic bioreactor perneation chxacteristics, the following conclusions were 
reached: 
The bioreactor effluent permeate flux is directly proportional to the fluid recirculation 
velocity in the range between 0.6 to 1.0 mfs and to the applied transmembrane pressure when this 
is lower than 1.5 bar. The filtrate rate flux is significantly affected by polarization and fouling 
effects at pressure higher than 1.5 bar. The total permeate flux decreases exponentially with the 
increasing of the bioreactor effluent total suspended solids concentration. The permeate flux 
declines rapidly during the first 5 to 8 hours and then levels off with a diminishing rate of decay. 
This occurred as result of the accumulation of suspended matter over the membrane surface 
which no longer participates in the mass-transport to or away from the membrane. One practical 
way to restore the permeate flux is by means of high cross-flow velocities, which produce high 
shear rate conditions to sweep deposited matter away, also by means of interrupting the permeate 
flux. 
The volatile fatty acids removal rate from the bioreactor effluent is proportional to the 
applied pressure, fluid recirculation velocity, acid concentration in the fermentation broth, and 
permeate flux, but inversely proportional to the total suspended solids concentration. 
Fermentation medium nutrient, such as ammonium, phosphate, calcium, and iron are also 
removed in the permeate stream at rates proportional to nutrient concentration in bioreactor 
medium, total permeate flux, and inversely proportional to TSS concentration. 
The nanofiltration separation using Zr0,-TiO, membrane over a carbon support with 
large internal diameter enough to avoid system clogging proved to be an acceptable technique for 
the on-line removal of VFA from the CELSS anaerobic bioreactor. Due to bioreactor effluent's 
nutrients are also removed simultaneously with VFA when coupling it to the bioreactor, it is 
highly recommended to supply them at the same rate as they are removed. One possible 
alternative to recover permeate stream nutrients is to remove the VFA by mean of basic ion- 
exchange resins and then recycle the nutrients to the bioreactor. 
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Being an infrastructure system, the computer network has a fundamental role in the day to day 
activities of personnel working at KSC. It is easily appreciated that the lack of 'satisfactory' network 
performance can have a high 'cost' for KSC. Yet, this seemingly obvious concept is quite difficult to 
demonstrate. At what point do we say that performance is below the lowest tolerable level? How do 
we know when the 'cost' of using the system at the current level of degraded performance exceeds 
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I INTRODUCTION 
In almost every walk of Me, we are regulated by standards and limits imposed or recommended by 
some organization. A truck comes with a recommended load capacity. A boat or an elevator comes 
with its recommended number of people to be carried. Air conditioners have recommended volumes 
to be cooled depending on their capacity. FDA recommendations exist about how much fat, sugar, 
fiber, etc. one should consume per day. We can go on giving examples of such recommended limits 
practically forever. An area where no organization seems to have bothered with is computer networks. 
There are no recommendations or guidelines that advise on how much traffic to be carried on 
computer networks. Computer networks are now entering every organization, some serving criiical 
functions such as hospitals and chemical plants, where network congestion may have catastrophic 
results. In other organizations, network congestion may not have immediate consequences, but may 
never the less have long term impact in operational costs or employee productivity. 
\ 
The purpose of this research is to develop simple crleria that may be used in decision making in 
regards to upgrading computer networks. Most computer networks in use today have been installed 
more than 10 years ego. Due to the recent proliferation in new networking products, network 
managers throughout the world are faced with the difficult question of whether to continue using their 
old network that served them so well in the past, or whether to replace it for a new product in the 
market. 
After much literature research and intense discussions with colleagues here at KSC, the answer to this 
enormous question turns out to be extremely easy and hard simulaneously, at least in the contexl of 
the KSC network. What makes it easy is a fact, that became obvious to us in a short time alter starting 
this research, that future applications requiring network services will saturate the existing system 
much b afi was due to the fact, that unless the network is saturated 
beyond its capacity, any level of utilization below may be interpreted as being acceptable or not based 
purely on interpretation. There is no single indicator that dominates all other factors to favor rcjplasing 
the network for a new one. Moreover, simple management level decisions may be made to postpone 
the poht of catastrophy, for a cost in employee produclivPy or the range of network services &at may 
be supported, Ultimately, upper management must decide when it is time to upgrade the network, 
11. COSTIPERFORMANCE FACTORS 
When making such decisions, upper mana or cost and 
performance. Clearly, it is necessary to clariiy the two key words: 'cost" and 'performance.' In doing 
so, we take a close look at cost factors and performance factors in detail. 
11.1 COST ELEMENTS: 
We can divide the involved cost factors into three categories as follows: 
~ l rek t  Costs: These are the direct costs w lh  two components: (a) direct costs for maintenance and 
management, and (b) direct cost of personnel time {for those personnel using the network) for time 
lost due to slow response time. \ 
. Older technology usually has higher maintenance cost. Contrasting to the state-of-the-art technology, 
such costs can be predicted with reasonable accuracy. Direct cost due to slow response time can also 
be computed reasonably accurately since every second of employee time has a cash value based on 
the salary. 
Subjective Corts: These are the cost factors for lost opportunity, If the existing system does not offer 
the necessary capacity required for state-of-the-art facilities, the inability to use such facililies may 
have high cost for an organization. For example, video conferencing is one area gaining signnicant 
market in recent years. Other examples include electronic marketing, or access to digital tibraries, 
etc. 
This is a relatively difficuQ cost category to quantify. For some organizations, the need for state-of - 
the-art laciliaies may be as real as [he need lor a telephone on the executive director" desk, Far other 
companies, these may be nothing more than fancy toys. Nevertheless, there is already a sizable 
customer base for these laeilities. Several companies offer free access to their data bases (analogous 
to the 800 numbers for telephone access;) so that customers can easily obtain produel: information, 
place orders, etc. In the near future, a substantial increase in the number of users is expected for 
remote access to such on-line data which may have Been stored in graphics, video, audio, or text 
format. AT&T and MCI are now offering up to 1.5 Mbls bandwidth (per connection) for 800 calls for 
institutions that want to offer computer access to their on-line data. Various uses of such data bases 
in education, commerce, etc. are anticipated. 
For the purposes of this research, It is assumed that the ability of KSC personnel to access such 
facilities offered by others has a "high' value (even though it is difficult to quantify this value due to its 
subjective nature). 
Cost Efficiency: The amount of bandwidth purchased per dollar spent is a measure of cost efficiency. 
Also, the concept of cost efficiency can be applied to maintenance, i.e., the amount of bandwidth 
maintained per maintenance dollar spent. As defined, the maintenance cost efficiency can be easily 
calculated for a network by using the maintenance records. 
11.2 PERFORMANCE CONSIDERATIONS: 
Performance considerations are addressed under two categories: required performance, and offered 
Required Performance: This refers to the level of performance needed in y certain 
quality of service parameters arising from applications that are deemed necessary for an organization. 
The amount of required bandwidth is among the major parameters that determine the quality of 
service. Other parameters include the delay, the probability of packet loss, the amount of jitters 
tolerated, etc. To do a formal study of total network capacity needed, the relationship between these 
parameters needs lo be well understood. Far the time being, it should be interesting Is consider the 
bandwidth requirements arising from mhdi&imedia applications, for a single user, as P will allow us tier 
do a quick and dirty analysis for the existing FDDl backbone network at KSC, "Te table below lists Lhe 
requirements far video, graphics, audio, and data eommurticatiows, as lhese are typical modes of 
display h mutimedia, vabfe is compiled from reference [I]). 
Bandwidth Bursty vs. Tolerable Loss DelaylJlters 
Continuous Sensitivity 
CBR Video Several' M bls Continuous 10" Tight 
VBR Video SeveralRM bls Bur sty 10" Tight 
Image Several Mbls Bursty lo-s Medium 
Audio Under 100KbIs Continuous 1 o - ~  Tight 
* TextIData Flexible Bursty 10-lo Loose 
* MPEG I specified rate is 1.5 Mbitls for CBR video, and 2.5 Mbitls for VBR video. 
Table 1: Quality of service parameters for multimedia applications. 
The specified bandwidths for CBR and VBR Video are expected to increase to 6 and 19.2 MbiVs, 
respectively, in the MPEG I1 standard for HDTV. If we use the 1.5 Mb/s value, and since the FDDl 
network operates at 100 Mbls, we can allow only about 60 users at a time engaging in a video session 
( e.g., to search through a manufacturer's on-line catalogue). This quick and dirty computation does 
not consider the other traffic normally on the network, Also it does not take into account other qualily 
s such as delays in accessing the network, 
Offered Psrlomance: Offered performance refers to the actual qually of service offered by the 
existing system. Network monitoring tools exist that measure various parameters such as the number 
of packets sent, the length of each packet, the delay taken for a packet to reach its destination, and so 
on. Presumably, the management would USE this information to determine the bottleneck points on 
the network, and make decisions about upgrading the system if and whe e j ~  
there are no standards organizations !ha! make recommendations for computer networks. However, 
there are voluntary standards observed by telephone companies for their switching systems. In 
telephone hdustry, grade of service Is specHied as the percenfage of calls lost due Lo busy swlcHng 
sydem (at peak time), li appears reasowable to d s  a delai/ed study of Ihe underlying theory behind 
these qualily of service standards used by telephone companies and investigate their sulability for 
compuler networks. We do so in Section 4. 
Ill. TREND ANALYSIS FOR NETWORK UTILIZATION 
In marketing literature, one curve often used is the S-curve that describes percentage of customers 
having purchased a given product. This curve generally looks like that in figure below. When a new 
product (e.g. automobile, television, computer, etc.) is introduced to the market, initially 0% of the 
potential customers actually have that type of product. In the first few years after the product his the 
market, acceptance is low, and only a small proportion of potential buyers actually acquire that 
product. Eventually more and more people buy the product and the percentage of people that have 
bought the item begins to increase sharply. After some time, the increase in the percentage begins to 
level off, and reaches the 100% level gradually. 
\ 
This type of curve can also be applied to model the behavior of network users, and ultimately to 
analyze the level of required network services. Given a network, initially we anticipate a low usage as 
potential users have not yet acquainted themselves with benefits and conveniences of such a service. 
After a while more and more people use the network causing a sharp increase in the number of users. 
Eventually, all people that are likely to use the network become regular users, and the proportion of 
people using the network levels off gradually, reaching it maximum possible level in the long run. 
OWNERSHIP 
Figure 1: A typical curve representing market growth. 
From the network point of view, this pattern of behavior manifests itself in the corresponding increase 
in network traffic. Therefore, this curve will also describe the pattern of change in network utilization 
and may be verified by network monitoring tools. 
If we assume that this curve represents utilization patterns for computer networks, management 
questions to be considered are (a) what amount of traffic coiresponds to the 100% level on the 
curve?, and (b) if that level is more than the offered capacity, then how long it will take to reach that 
level?. 
The first question can be answered by considering the number of users, and the expected level of 
usage per user. Since these are difficult measures to quantify exactly, we may consider best case or 
worst case scenarios depending on management attitude. Best case could be defined as a conservative 
estimate on the usage patterns. For example, if we use the MPEG-1 bandwidth requirements for the 
required bandwidth per user, we can estimate the required bandwidth as 1.5N Mbls, where N is the 
expected number of active users, If N=1000, then the estimated traffic would be 1.5 Gbls. Note that N 
corresponds to the number of users active at any time. Thus, if for example only 20% of users are 
active at Ihe same time, then 1000 active users would correspond to a total of 5000 employees. A 
worst case estimate can be used by considering MPEG-2 bandwidth values which is expected lo  be 
close to 20Mbls, and assuming that a higher proportion of employees will use the network at that 
level. 11 50% of the 5000 employees use the network at any time, requiring 20 Mbls bandwidth each, 
the total bandwidth will be 58 Gbls, As can be seen a wide range of possibiities exist for h e  maximum 
expected Lra%lic Isad, and depending sn whether or not a ceeain applieatisw Is made atraiable to the 
users, different numbers may be used as the estimate for the highest traffic revet. 
The second question, ie. that of how long it will take to reach a certain point on the curve, is 
somewhat more complicated. The reason is, although conceptually simple, this curve may come out 
as an aggregate function of several components, each of which having a lifetime curve by itself. The 
corresponding curve might look more like that in the following figure: 
USAGE 
TIME 
Figure 2: More detailed representation of market growth. 
In this figure, the thick line represents the aggregate behavior of individual usage patterns. While at 
any time some of the commodities may have reached their peak usage, there may be other 
commodlies that are in the mid-point of their usage and still others that are just entering the user 
domain. A detailed analysis and forecast method may therefore benefi from analyzing the usage levels 
of different items individually, It is very likely, for exampl r email usage may have 
exceeded its mid-point while other applications such as W W  may be just beginning to claim its share 
of bandwidth. 
tll.1 FORECASTING 
The question one normally asks at !his point: is how do we know where we are wah respect to a 
particular curve. This is a very difficut question to answer as one can only know %Re pas% usage levels 
with absolute certainty. For future usage levels, we can only argue about approximate usage levels 
under certain assumptions. One assumption we will be making is that rates of increase do not change 
abruptly. In other words, we will be assuming that the lifetime curve for a commodity is not like those 
in the figure below. 
USAGE 
TIME 
Figure 3: Some anomalous cases in market growth. 
In this figure, A represents an abrupt an indefinite blockage to increase of the commodity usage and B 
represents a temporary blockage. Our smoothness assumption appears to be valid on intuitive 
grounds, but examples exist to show the contrary. For example, pheno 
figure A has occurred in household TV dish antennas, when cable co 
having their own receiving dish antenna of B occurred in cellular phone sales when a user 
filed law suit claiming that the cellular phone has caused brain tumor. 
Having pointed out a few drawbacks of our assumption, we proceed to discussion of what can be said 
about the future, The assurnpiisn of forbidden abrupt change allows us to at leas! predict where we are 
on the usage curve approximately. We can argue, for instance, whether we have reached the mid-point 
or not, The utilily of this analysis is lhat P allows us fo predicl whether Is expect significant change ail 
usage levels or a modest change in the near future, 
To explain, consider three usage levels sampled at three different times. Suppose that at times &t,,t2, 
we have the measured usage levels of yo,yl,y2. We can use interpolation polynomials to li a curve 
that crosses the three points (to,yo),(t,,yl),(t2,y2). Since three points define a second degree 
polynomial, we can use the equation: 
to derive the desired curve. If at present time the curve has an increasing rate, then we conclude that 
we have not yet reached the mid-point of the lifetime curve and thus steep increases are expected in 
the near future. If this curve has a decreasing rate, then the expected increase will probably begin to 
level-off, and future increases will not be as steep as what has been observed in the past. 
Example: Traffic readings on the KSC backbone network has shown that the utilization has doubled 
every year for the last two years. If we denote the utilization of two years ego as u, then last year's 
utilization is 2u, and the current utilization is 4u. If time of two years ego is to = 0, then last year is 
t, = 1, and this year is t2 = 2. Using these, we evaluate the above equation at points 
and we obtain: 
This equation has the beriirative: 
which is positive for every poslive vatue of u and t. Evaluated at time t=2, the slope is y"(B2)u, 
where for I==!, I is y"(312fu. "This means that the increase now has a higher raPe than one year ego, 
and even if this rate does not change in fulure, we can expect steep increases in the volume sf 
communication on the network Moreover, we also conclude that the current utilization rate is below 
the 50% level of the final saturation level of user demand, as beyond the 50% level the rate of increase 
would decline instead of increase. 
IV. NRWORK PERFORMANCE ANALYSIS 
The above model of trend analysis focuses on the required network usage by the user population, and 
does not say anything about whether or not the available system will be able to provide the required 
bandwidth to satisfy user community. To predict if the network will still satisfy the user needs in 
future, we need a method of performance analysis for the available system. 
The system of computer networks at KSC is probably one of the most complex networks in the United 
States. it serves more than 10,000 users under three administrative authorities, using nearly 150 local 
network segments. All of the major vendors and networking protocols are represented, including 
Appletalk, Novel, Ethernet, token ring, DECnet, etc. These networks are connected together by three 
major backbone local area networks, which are in turn connected through the Kennedy metropolitan 
area network. A second metropolitan area network is dedicated to connect these three major units to 
other NASA centers. 
No method of analysis, whether analytical or simulation-based, can handle the system of networks at 
KSC as a whole. While analytical models in the literature can yield very accurate results when a 
sufficiently detailed model of the network is considered, these models are mostly specialized for a 
single network running under a single protocol. Simulation models generally allow even more 
accurate representation of the real world environments, but they are inefficient and take a long time to 
run even for simulating a single network protocol in isalatisn. When nearly one hundred networks 
connected through multiple backbones is considered, the required running lime of the simulation 
program will be prohibitive.Here we present a simple method that can be used lor estimating 
performance bounds in any network regardless of the camrnunicalion protocol The major advantage 
0% $he method is 8s; remarkable simplicity. 
Consider some network with 1 Mbls bandwidth, 1000 users connected to it, and average frame ske 
1000 bits. Clearly, if each user generates data at rate exceeding 1 frame per second, then the total 
offered load exceeds the network bandwidth of 1 Mbls, and the delay at each station w l  grow without 
bound. Below this level of traffic, we identify two regions of delay: a region of low delay where capacly 
is more than adequate to handle the offered load, and a region of high delay where the network 
becomes a bottleneck (i.e. a source of noticeable delay). The crucial question is: What region will the 
network operate in, based on projected offered load. To develop a method of analysis, we define five 
quantities: 
X : the average time required to transmit one frame, once medium access has been gained by a user. 
t : mean time that a user spends between two frames generated by that user. 
D : system delay, which is the sum of queuing and transmission delays experienced by an average 
- frame. 
S : mean total throughput (number of frames sent per unit time) on the network for all users. 
N : the number of users having direct access to the network. 
Here we wish to use t and X as the input variables and compute upper bounds on S and N, and a lower 
bound on D. Before proceeding further, we also define two intermediate values in terms of the input 
variables t and X. 
Define: 
Inluiaivery, A measures the arrival rate of frames at each user cfie, since a user generates one frame 
every t seconds. Also, pmeasures the utilization by a user gt l  the network. It equals to the arrival 
rate, ~ormalned by the amount of time taken lo send one frame, 
Having defined some system parameters, we can readily make some general comments about 
recommended usage levels for computer networks. To do so, consider the general behavior sf a 
queuing system as shown below. 
0 1 Utilization 
Figure 4: Typical delay curve for computer networks. 
As shown, delay tends to infinity as utilization tends to 100% level. Below this level, delay may appear 
small, but such values may be deceiving. For example, we will show later in the case of an FDDl 
network that for about 50% utilization the mean delay could be around 40 microseconds. Yet the 
utilization level giving this average behavior frequently reaches 100% level giving rise to frequent 
occurrences of network congestion. The reason for this abnormal behavior can be easily explained by 
the Poisson property. Arrivals to a queue following poisson property are extremely irregular, so much 
ihat if the mean value of the inter-arrivai times is i, its variance is t2. (A good sst;rce k (21). 
It lolfows from Chis observation that, if r is at a level that will yield 50% utilization on the network, 
there are frequent occurrerlces of exlremely long queues. To avoid frequent congestion that would 
arise from this phenomenon, it is necessary to keep the utilization level below SO%* 
IV.1 Approximate methods for multi-access (shared) networks: 
Here we give approximation methods for throughput and delay analysis for any network. In the 
appendix we will give extremely simple methods to derive the exact values for delay for some specific 
cases. To find an upper bound on the total throughput, assume that t > 1, and thus all the messages 
generated by a user are transmitted with some bounded delay. Then the throughput for one user is just 
S = A = Ilt. Since each of the N users have this amount of traffic, the total throughput is: 
This upper bound cannot increase more than the total network capacity, which is: 
1 S I -  
X' 
Thus, equating the right had sides of the two equations above and solving for N, we find that: 
or, using t = 11 A , we have: 
When the equaliiy is satisfied the network is congested at the saturation point. For N less than this 
value the network is able to transma all the frames submitted to it, but the amount of delay may be 
large if N is close to its maximum value, 
We can compute a lower bound on delay by using MIGI1 approximation. The justirication for Ule 
approximation is that the users can at best have access to the network like there is ws 'mtefierenee due 
to network access protocols. Let 
denote the &ibalion by a l  users of the network. fn terms of p delay for MIGII queue is given as: 
for exponentially distributed service times, and, 
for deterministic service times (i.e. all customers have equal service time). The first of these two 
formulae may be used when the frame size is variable for a network, and the second may be used 
when the packet sizes are fixed, 
An interesting property of these delay equations is that they are both in the form 
In other words, both of these are equal to X multiplied by some function of utilization Since X is the 
time that would be needed to send an average frame, once a user gains control of the network, the 
function f (p )  may be used directly to obtain a comparative measure of the delay. 
Here we give some examples to illustrate the use of these equations. 
Example 1: A workstation is attached to a 1-Mbls network, and it generates, on average, three frames 
per minute, with messages averaging 500 bits. Thus, message transmission time is X = 500p, and 
the mean inter-arrival time is t=20s. The maximum number of workstations that can be supported is: 
Example 2: On a 100-Mbl k, each user generates 30 frames of 36000 bts every second. This 
siiluation would arise, far instance, # video information is sent  over the network. "Tus X - 36 x 10-' 
seconds, with t = 33.33 x seconds. Then, using the above formula, we find that N--92. 
This example #lustrates that at most 92 users can use the network at the same time, fn an 
organization, it may be reasonable Lo assume that only about 5 -10Wf  users are engaged 6rp video 
communication at any lime. Using the 5% level, we find that total number sf employees h such an 
organization should not exceed 92 x 20 = 1840, 
Example 3: For the above example, suppose there are 90 users actively engaged in video 
communication. Then, 
and, by using the second delay formula, the corresponding maximum delay will be at least: 
By using the above value for X, we can easily compute that delay is at least b6.63 milliseconds. 
While this delay may appear insignificant at first, we remind the reader that it represents at least 18 
times the delay that would occur on a lightly utilized network. This indicates that the network is very 
close to its total congestion state. 
For the purpose of approximate calculations X may be replaced for a larger value X' if we wish to 
account for overheads due to network protocols. The following example illustrates this point, 
Example 4: In an FDDl network, the end of each packet is indicated by a free token. Assume that the 
number of bits in the token is negligible compared to the total frame length. However, two consecutive 
stations are 10 Km apart, which means that time taken for the tation to know that 1 can 
send messages is equal to the token flight time, If we assume that network propagation delay is 1' per 
nanosecond, then we have & =; 3.28 x seconds. Since = X i -  XW, replacing every occurrence 
of X far X; anel performing the camputation as above, we find tkat only 84 users win aelually saturate 
the network. Here we assumed tkat each time the token is obtained, a user; sends just one packet, 
even if there are many wa~ing to be sent. 
A more delalled treatment sf delay for FDDl is given in the appendix, 
IV.2 Methods for rswittc 
In telephone circuits, the criterion used to upgrade the system is as fonows 131. Traffic levels are 
monitored continuously, and peak hours of utilization are determined. Traffic for 10 of the busiest 
hours (30 hours in Europe) occurring on distinct days are averaged and the corresponding probability 
that an arriving customer finding all the switches busy is computed. If this probabliy is between 0.001 
and 0.01, then grade of service is considered good. If the probability exceeds 0.01, then more switches 
are added to the system. 
To adopt a similar approach for computer networks it is necessary to have a model that is applicable to 
both multi-access systems and to switched systems. For this purpose, we can model the FDDl network 
as a time division multiplexer. If each user required 1Mbls bandwidth, we divide the total bandwidth of 
100 Mbls into 100 switches. If each user requires 20 Mbls, this corresponds to having 5 switches, 
With this analogy, we can compute the utilization level needed for the switching system to give 1% 
probability of queuing. Having found the utilization level, we can then compute the corresponding 
delay for the FDDl network. This should give a good idea about the kind of delay faced if we used the 
same criterion as those of telephone systems. 
In queuing terms, switched systems can be modeled as MlMlm queuing systems and solved by the 
help of Markov Chains. Unfortunately, there appears to be no simple way to explain these models, thus 
in this section we just summarize the main results and explain how these formulas may be used. 
The MlMlm system is a queue with m servers. Each server may correspond to a swatch in a telephone 
exchange system. Alternatively, for data networks such as ATM, each server corresponds to an input 
Po& 
NAX Define: p '-. 
M 
Were N is the number of users, R is the arrival rate of messages generated by each user, X k the 
service time for each call (or packet), and m is the number of switches, For an arriving customer for 
packel, ~r telephone call) probability of finding ail servers busy, thus having to wait is: 
P The number of frames waiting is: NQ = P, - 
1-p'  
and the corresponding waiting time is: 
NQ NQ W=-=-= pep 
a N ~ ( 1 - p j  
These are well known equations originally due to Erlang. For a given value of PQ it is not possible to 
solve for the corresponding value of p  since PQ is a complex function of m and p .  We therefore 
write computer programs which solve for the desired values by iterative methods. Sample results of 
these algorithms are given below. 
# Of switches Utilization (pr.=O.Ol) Utilization (pk0.05) Utilization (pr.=O.l) 
10 0.409 0.529 0.599 
i 20 0.550 0.651 0.706 
30 0.621 0.709 0.757 
40 0.665 0.745 0.788 
50 0.697 0.770 0.809 
60 0.721 0,789 0,825 
Table 2: Utilization values for various grade-of-service parameters and diFferent system sizes. 
As can be observed from tMs table, the utilization values increase qule high For lnereashg number of 
swkches regardless of what P;, value is used. Phis shows that, by the time telephone Industry reaches 
PQ =0.01, they are indeed receiving quite high utilization levels. This is particularly true far very large 
number of switches, (which is the case normally in industrial settings) when ullization approaches 
close to 100% even for P, =0.01. We have already pointed out that utilization levels above 50% are 
not advisable for multi-access data networks. This shows that the criteria used in telephone industry is 
not applicable for multi-access networks. 
As an example of this, we illustrate a hypothetical situation of using the FDDl network for muttimedia 
applications. First, recall that maximum packet length for FDDl is 36000 bits. Assume that part of the 
computer screen of size 512 by 512 is used for video, and the rest is used for text. The video part, in 
8-bit color and 32 to 1 compression ratio comes to about 30,000 bits. Thus each screen nicely fits in a 
Figure 5: Belay vase klZiIization in FDBI (M/G/4 approximation with deterministic service times). 
single FDDI packet, leaving ample rssrn for the accompanying text, As a resuff, we assume that each 
user sends; 30 such packels every second (corresponding to refresh rates for video pictures), "Phe 
question we want to answer is how many users can be supported. 
Using the delay equation for MlGll case (which is a generous model for FDDl network) we plotted the 
delay as a function of increasing number of users as shown above. 
Here we used the deterministic equation since all the packets have equal length of 36000 bits. The 
vertical axis shows the delay in multiples of XI which is, as before, the time taken to send a single 
packet. X itself is very small, in the range of a few tens of microseconds. Never the less, as the 
number of users reaches around 90, the multiplication factor on the vertical axis reaches close to 
infinity. Thus, using the 50% rule of thumb, we should not really try to support more than about 45 
users on that network. Contrasting the situation with the switched systems, we see that for 60 
switches we reach the probability Po = 0.01 at about 72% utilization. This is clearly a forbidden 
- 
region to operate the FDDl network. 
V. CONCLUSIONS AND RECOMMENDATIONS 
This research has addressed the problem of developing practical criteria to upgrade computer 
networks. The problem turns out to be extremely easy and difficuft simultaneously. It is easy when 
network traffic generated by those applications deemed desirable far exceeds the network capacity. It 
is difficult, however, when the current utilization levels are far below the network saturation point.. For 
this reason, we suggested various costlperformance factors that may be used to asses the desrability 
of increasing the offered bandwidth. We also suggested methods for forecasting future traffic patterns 
and interpolation methods to determine the current position in a demand curve. Simplilied analytical 
tools are described and examplfied to predict network behavior under expected future utilization 
levels. Some speenic recommendations resuling from this research include: 
4) Network utilization at or above 58% levels is not recommended due lo  frequent congestion. 
A method sf msnPoring network traffic based on appficaiion is deskable, The ~ b t a h e d  ata can 
beiter represent expected traffic growlh by bdfeienl applications, leading lo more accurate prediclians. 
3) A traffic measurement method similat to that used in telephone industry is advisable. Average Lrdfic 
levels can be very low, yet the traffic at busy time is a more accurate representation of what the users 
experience. It is advisable to record the 10 busiest traffic levels in a year for use in decision making. 
4) It is advisable to use the forecasting method presented in this paper, based on past data, to see how 
accurately it reflects the future, using the "future' data collected later. 
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Derivallon of MIGI1 delay equation: 
Here we offer a simple minded but exact derivation for delay equations considered in this paper, in 
order to provide further understanding of how these equations may be used. Consider the different 
components of delay in a ciueue with a single server. Specifically, we focus on the time W spent 
waiting in the queue. Once we compute W, the total delay is just: 
D = X + W .  
The waling time consists of: 
where R is the remaining time for the frame being serviced, X is the average time needed to send one 
frame, and N, is the number of frames waiting to be serviced ahead of the arriving frame. From 
. 
Little's law, we know that N, is equal to throughput times delay, that is, NQ = AW. Using this in the 
- 
above equation and solving for W, we find that 
Now it remains to compute R, the expected value of the remaining service time for the frame being 
transmated. If all the messages have equal length (deterministic service time assumption), and the 
transmission has just started, then the remaining time is obviously X. If transmission is about to finish, 
then the remaining time is zero. The average value is thus X/2, but we must also consider the fact that 
this delay is experienced only while the served is busy (an even which occurs w8h probability p). If 
the server is not busy (which happens with probability 1- p )  the term W is equal to zero. Thus we have 
Using ahis in the above formula, for systems in which all frames have equal lengh, we fhd that 
If the frame lengths are not equal, then we need to know the distribution of frame lengths in order to 
value of R above. From observations, it has been found that an exponential 
can be used to represent the distribution of frame lengths in data networks. 0 
interesting property of exponential distribution is its "memoryless" property. This means that no matter 
how long time has been already spent servicing a customer (or transmitting a frame in a data network) 
the expected value of the remaining time is statistically equal to the mean service time (or mean frame 
length). Many examples of such phenomena exist in real life. The most famous example is the light 
bulb; no matter how long a light bulb has been in use, the expected remaining time it will last before 
burning out is equal to the mean letime over all light bulbs. 
With these consideration, we expect that, given that the system is busy, the length of time needed to 
\ 
finish a frame in transmission is just X instead of W2. in other words, we have R = pX, and using this 
- we find 
XP W=- 
l -p'  
Delay equation for FDDl network: 
So far, we assumed that the amount of overhead due to network protocols is negligible. If this 
overhead is known, or can be approximated, then we can also replace X for X', where A? = .X+ X,,,. 
This reasoning assumes that every packet sent experiences the overhead, and such a method can be 
applied for and FBDl network where each time a station acquires the token it sends only one packet. In 
an exhaustive algorilhm where a station empties its queue, the siluation is mo:e complicated. Below 
we treat this case in detail ko give an idea abolrt how to approach such problems. 
Consider the equations we have seen before for the MIGI1 queue: 
In FDDl Token Ring with exhaustive policy an arriving frame wats for the lime periods of R units ior 
the current frame to finish transmission plus an additional time needed to acquire the token. That is, 
where V is the time needed to acquire the token, and the rest of the terms are as before. Here we do 
not aler the term X x N, since once the token has been received all the waiting frames are 
transmitted. We just need to add the term V to R, since R is now larger than what it would have been if 
the user had not waited for the token. 
To compute V, let v denote the time needed to pass the token from one user to the next. In an FDDl 
network, this time can be approximated by the network propagation time since the idle token 
immediately follows the last message sent by a user. Suppose that there are N users with equal 
\ 
distance from one another. Then, total propagation time of the token around the network is Nv. In the 
worst case, a new frame arrives just after the local user has finished passing the token to its neighbor, 
and the new frame may need to wait for N-1 other users before it obtains the token again. In the best 
case, token may be already at the local station, thus no time is needed for token rotation. The average 
case is, however, the case of waiting for (N-1)/2 users, but all of this wait occurs only if the network is 
utilized by some user. This happens with probability p. If the network is not being used, an event 
which occurs with probability 1- p, then the arriving frame may arrive just as the token arrives to that 
station but has no chance of being transmitted, and its average waiting time will be Nvl2 Expressing 
these quantlies in more formal terms, we have 
Alter simplHieatbn, we obtain 
Since we already knew how to compute the rest of the terms in delay equation (e.g. the terms R and 
X x 41, combining all of these terms we obtain 
This is the waiting time expression for an FDDl network when packet lengths are distributed 
exponentially. We simply divide the first term by 2 when packet lengths are equal. Justification for this 
is similar to that we gave for the MIGI1 queue. Note that, throughout the appendix we defined p = AX. 
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This report provides: 
1. A discussion of the origination of decision analysis problems (well-structured 
problems) from ill-structured problems. 
2. A review of the various methodologies and software packages for decision 
analysis and related problem areas. 
3. A discussion of how the characteristics of a decision analysis problem affect the 
choice of modeling methodologies, thus providing a guide as to when to choose 
a particular methodology. 
4. Examples of applications of decision analysis to particular problems encountered 
by the IE Group at KSC. 
With respect to the specific applications at KSC, particular emphasis is placed on the use of the 
Demos software package (Lamina Decision Systems, 1993). 
A problem can be defind a a simtion in which   ere is a gap between what is md what &muld 
be. Most problems in business and indusq ofiginak as ill-smcmred problems- am^ is, 
problems in which the criteria, stakeholders, alternative solutions, etc. are not immed*ly 
obvious. A problem formulation process (e.g., involving a procedure such as the Why-What's 
Stopping Technique) is helpful in defining well-structured problems, in which the c r i b ,  
stakeholders, etc., are clearly defined. These well-structured problems originate from. ill- 
structured problems. 
A well-structured problem is a decision problem in which one has several alternative problem 
solutions, each leading to a different outcome (as defined by the performance measures of  the 
situation). The problem then is to select and implement the best alternative solution. 
The field of operations research/management science (OWMS) provides a variety of modelss and 
techniques for solving well-structured problems: simulation models, analytic models, garming 
models, payoff tables, judgmental models, influence diagrams, decision trees, mathemidcal 
programming, goal programming, multiattribute value functions, multiattribute utility functhons, 
and the analytic hierarchy process, to name a few. By listing the characteristics of a prohilem, 
relating to the following descriptors: problem importance, number and types of decision makers, 
number of performance measures, complexity of functional relationships between alternative 
solutions and the performance measure space, and the amounts of uncertainty/risk associated 
with various alternative solutions; one can develop guidelines for the selection of appropriate 
ORIMS techniques. 
Many of these ORIMS techniques can be useful tools for the Industrial Engineering G r o q  at 
the Kennedy Space Center. In particular, those techniques which allow for the consideration of 
uncertaintylrisk in the decision making process (often termed decision analysis techniques;) are 
appropriate for a variety of problem situations. Example applications of these technques 
presented in this report include the evaluation and ranking of Phase I SBIR proposals, OMS 
heater modification benefits analysis, assessment and ranking of proposed  modification?^ of 
orbiter processing procedures, and the splash vs. NC process decision for the manufactun-e of 
orbiter tiles. Implementation of appropriate mathematical models for those decision situanions 
is accomplished through the use of the Demos software package. 
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A ean be definexl as "my situation in which a gap is prceivd to exist betwen what 
is should be," (VanGundy, 1988). One way that a problem can be classifid is by the 
amount of structure contained within it. That is, a problem can be well-structured, semi- 
structured, or ill-structured. A well-structured problem in characterized by the fact that all of 
the information required to generate a good solution to the problem is readily available. Such 
information includes explicit, well-defined criteria, well-defined alternative n 
example of a well-structured problem might be the following: 
Management has asked you to determine whether an orbiter processing 
modification should be implemented. The simple criterion specified is a required 
payback period of one year. 
Note that in this problem, the alternatives (implement the modification, do not implement the 
modification) and the evaluation criterion (required payback period of one year) are well-defined. 
Most problems encountered in business and industry are ill-structured problems. That is, the 
criteria involved in selecting a solution are not explicit, and the various alternative solutions are 
not easy to come by. An example of an ill-structured problem might involve something like the 
following situation. 
Management has determined that there have been too many incidents involving 
safety. They have asked you to look into the problem. 
Note that in this situation the alternatives and the criteria to use for evaluating alternatives are 
not immediately obvious. Hence, this is an ill-structured problem. 
Operations ResearchlManagement Science is basically concerned with solving well-structured 
problems. A variety of methodologies, procedures, techniques, algorithms, software packages, 
etc. have been developed to solve such problems. 
The purposes of this report are to illustrate how well-structured problems can be formulated 
from ill-structured problems; to provide a taxonomy by which problems can be classified; to 
relate this taxonomy to the variety of ORIMS modeling methodologies and software packages 
available for use; and to provide example applications for the Industrial Engineering group at 
the Kennedy Space Center (KSC). The relationship provided between problem taxonomy and 
ORIMS methodologies should provide the IE group with a set of rough guidelines for the 
selection of modeling methodologies for solving problems. The emphasis will be on decision 
analysis methodologies, which explicitly consider the uncerlaintylrisk a s p t  of problem solving. 
The next section of this ;eprt briefly describes the elements associated with problem and their 
assxiat& solution mekhdologies. The &ird s ~ ~ o n  f this reprt discusws problem 
Pormulalionldefinition, as a way of constructing well-structured problems from ill-stmcturd 
problems. Particular emphasis is placed on the Why-What's Stopping Technique, and on the 
process of smcturing objectives and attributes. The fourth section of the repR briefly dercribes 
various modeling methodologies and techniques, and associated software packages for solving 
well-structured problems. The fifth section lisb and discusses the important characteristics of 
well-structured problems, especially as they relate to the selection of appropriate 
methodologies, software packages, etc., listed in the fourth section of the report. 
Examples of the uses of the techniques for solving various decision problems at the 
Kennedy Space Center is given in the sixth section of the report. Particular emphasis is placed 
on applications involving the use of a relatively new software package, Demos, recently acquired 
by the Industrial Engineering Department. Finally, the last section of the report provides a 
summary. 
2, E k.B1\B ASSOCUTm SOLUTION m m O % ) % ) m G Y  
me elemen& of a problem and a problem mlution meh<xiology can be defined amrding to the 
following groups of entities: 
1. Decision Makers, Stakeholders, and Analysts. 
2, Performance Measures, Objectives, Goals, and Attributes. 
3. Alternative (Solutions), Decision Variables, and Design Variables. 
4. Constraints. 
5. Future States of Nature. 
6. Model(s) for Evaluation. 
7. RankingIOptimization Models and Techniques. 
8. Implementation Issues. 
A decision maker is the person responsible for making the decision about the best course of 
action (i.e., alternative) for solving a problem. Typically, a problem will have several decision 
makers. As an example, a group of corporate executives may be decision makers with respect 
to determining on which projects a comparing should bid. 
A stakeholder is one who will be affected by the problem and its ultimate solution, but has no 
direct say in how the problem should be solved. As such, decision makers should take into 
account the goals and objectives of the stakeholders in solving a problem. An example of a 
stakeholder would be someone who owns shares of stock in the company referred to above. 
An analyst is a technical expert in solving problems. As such, an analyst helps the decision 
maker in the structuring of performance measures, and the development of models for problem 
solution. 
Performance measures, objectives, goals, and attributes are all things that can be used to rank 
alternatives for problem solution. As examples, an objective represents a "directionw for 
improvement, e.g., minimize cost. A goal represents a desirable level with respect to an 
objective: obtain a cost of less than $10,000. An attribute represents a measure for an 
objective: yearly cost is thousands of dollars. 
Typically, a problem has several conflicting objectives which must be considered in the solution 
process. For example, objectives relating to quality typically conflict with objectives relating 
to cost. The reasons for these conflicts have to do with the multidimensional nature of products, 
processes, etc., as well as the varying types of stakeholders which may be associated with a 
problem. 
A ~ b u t e s  may be quanti~ative or quaiibative in nature. For example, prestige ori a scale of 0 
to 10, wihh " 10" maning "world-renown& prestige," would be qualitiltive in nature; y w l y  cost 
in thouwcls of dollars would be a quantiative attribute. In addition, o b j ~ ~ v e s  may also be 
measure$ by proxy at~butes. An example of this would be rneasuPing quality of arnbulmce 
=mi= &rough &e u s  of r e s p n z   me: in minuks. Proxy at~butes ze: often u M  when aw 
obje~tive is difficult to measure exactly; hence, a proxy atkpibute masures the degree sf  
achievement of an objeclive in an indirmt fashion. 
Alternatives, or alternative solutions, are just different specific approaches for solving a 
problem. For example, one approach for solving a problem with a factory's production rate 
would be to implement a new inventory system. Of course, this solution could lead to another 
problem of choosing the parameter values for the inventory system. 
Sometimes complete alternatives are specified as combinations of alternatives. For example, a 
company may have up to 10 different projects that it can undertake. It can chose none, one, 
two, etc., or all 10 projects. The combination of projects to undertake is the alternative, and 
since there are a large number of combinations, there will be a large number of alternatives. 
In addition to situations where one would have just a few (e.g., two to ten) alternatives and a 
large number of alternatives, (e.g., hundreds, thousands, or millions), there are problem 
situations involving an infinite number of alternatives. This can occur, for example, when one 
has continuous decision variables. An example of this would be when one must set the velocity 
of a conveyor. 
Constraints are used to restrict the alternatives that one can consider for a problem situation. 
For example, alternative solutions to a problem may be restricted by the fact that no alternative 
may have an initial cost of greater than five million dollars, regardless of the future profits 
resulting from that alternative. 
- Future states of nature can basically be represented as parameter values, over which the decision 
maker has no control, that can affect the outcome (i.e., performance measure values) associated 
with an alternative. For example, the cost savings associated with a suggested change in a 
maintenance activity for the orbiter is dependent upon the number of times that the activity is 
to take place, which, in turn, is dependent upon the number of orbiter flows. Since the number 
of orbiter flows is not under the control of the decision maker, it is an uncertain quantity, and 
its value does affect the outcome (i.e., cost savings) associated with implementing the change, 
it is a state of nature. 
One of the primary tasks associated with problem solving is identifying the future states of 
nature and determining the likelihoods (i.e., probabilities) associated with these states. The 
uncertainty associated with the state of nature can result in uncertainty associated with the 
outcome associated with an alternative. 
A model for evaluation is basically a way to map alternative solutions into the outcome space 
(i.e., athribute values). The outcome associate with the alternative may be either deterministic 
or probabilislic in nature, depnding on the sates of nab= that exist. A wide vaPiety of 
mMeling me&hedolsgies are available for evaluation, including analytic models, simulation 
mdels,  g m i n g  models, and judgmental models (Miser and Quade, 1985). An example o f  part 
of m mdytie m d e I  would be an quatiion which relates the wst assmiat& wik& phporming 
wme e to the number of limes that the g ure is pepforprrd. 
The evaluation model used for a particular situation is depndent upon the complexity of the 
relationships between the alternative chosen and the attribute values. For example, in a factory, 
the relationship between the numbers of machines in various work centers and the production 
rate is a complex one. In order to establish this type of relationship, one must usually develop 
a simulation model of the factory under study. 
As another example, the relationship between the number of direct man-hours saved from the 
elimination of some procedure and the total cost savings associated with the elimination could 
probably be written in the form of a single linear equation: 
S = atx + bmtx 
where 
S = total cost savings 
x = number of hours saved from the elimination of the procedure 
t = the number of times that the procedures would have been performed 
a = the cost per hour for direct manhours 
m = the number of indirect manhours required per direct manhours 
b = the cost per hour for indirect manhours 
Rankingloptimization models and techniques are used to rank alternative outcomes and lor 
choose the best feasible outcome (associated with a particular alternative). These 
models/techniques are sometimes "part of" evaluation models. For example, a linear program 
is a model which evaluates; and, with the revised simplex method as an optimization technique, 
allows one to find an optimal solution to the linear program. "Sophisticated" 
rankingloptimization models and techniques are only needed when either of the following two 
condition exist: 
1. There are too many alternatives involved (e.g., as a result of the use of 
continuous decision variables or combinations) to allow a complete evaluation of 
each of them. 
2. The evaluation model allows for multi-attributed output and/or uncertainty in the 
outcome. 
When neither of the above two conditions holds, then the ranking of alternative outcomes is a 
simple process. For example, if the sole criterion or attribute is to maximize the predicted 
(deteministic) net present worth of the chosen alternative, and there are only four dternatives 
to consider, then the alternatives can just be ranked. in order of dxreasing net present wsflh. 
If both conditions listed above exist in a problem situation, then two types of prwesses are 
rquird of mEnglopbimimIj~n mdels md Whiques: an opti-imim~on prmss  Cfm eiae f is t  
condition) and a preference structuring prmss (for Ihe wand condition). The optfimizatisn 
function is required when there are just too many alternatives to allow a complete evraluation of 
each alternative. Optimization techniques are typically associated with mathemaeieal p o g  
linear programs, nonlinear programs, integer programs, etc. A preference structuring function 
is required when one has multiple, conflicting objectives to consider and/or pmbabilistic 
outcomes. Examples of models/techniques which one can employ in these areas irnclude the 
scorecard approach; payoff tables; various optimization techniques such as revised simplex, 
interior point methods, branch-and-bound, dynamic programming, etc.; lexicographic ordering; 
goal programming; multiobjective mathematical programming; multiattribute value functions; 
multiattribute utility functions; and, the analytic hierarchy process. Ranking/optimizatkon models 
and techniques are discussed in greater detail in Section IV of this report. 
Finally, issues involving implementation of a selected alternative are often neglected. In fact, 
little attention is given to this important area is the OWMS literature. Suffice i t  to say, 
however, that the implementation process becomes much simpler when one has a g o d  solution 
(as a result of a good problem formulation) and has kept the decision makers heavily involved 
through the problem formulation and solution processes. 
PROBL 
The steps associated with solving an ill-slfuctuI-ed problem are @age 122 of Miser and Quade, 
1985): 
1. Formulation/definition of the problem. 
2. Generation of alternatives. 
3. Forecasting future "states of nature". 
4. Identifying the consequences associated with the alternatives. 
5. Comparing and ranking alternatives. 
6. Implementation of the selected alternative(s). 
The step which results in most of the difficulty associated with problem solution is problem 
formulation/definition. That is, most people in solving ill-structured problems do not correctly 
identify the problem, and hence, their "solution" does not address the real problem. Instead, 
what's often done is that a problem symptom is identified as a problem. Hence, correct problem 
formulation is a crucial, perhaps the most crucial, aspect of problem solving. As noted by 
Ackoff @age 8, 1974): 
"We fail more often because we solve the wrong problem than because we get the 
wrong solution to the right problem." 
Formulation of a problem will provide, among other things (Miser and Quade, 1985): 
1. A list of decision makers and stakeholders. 
2. A preliminary list of objectives and attributes. 
3. A specification of some promising alternatives. 
4. A definition of at least some of the constraints. 
5. A specification of the states of nature. 
6. Specification of the types of evaluation and criterion models that one might use. 
7. A plan for the analysis. 
Note that some of these specifications may be very general in nature. For example, one 
alternative for solving a problem in a manufacturing system might be to install a new inventory 
control system. The specification of the parameters of the system might not come until later, 
or not at all, depending on whether or not the alternative was later rejected from consideration. 
The point here is that the problem formulation stage of the problem solution process is dynamic 
in nature. Objectives/attributes can be revised, alternatives can be more spscifically defined, 
conslrainls can be relaxed, etc. 
%he problem formulation sbge should be approach& autiously, b ~ a u s e  the aim is to develop 
an appr~iation for the problem context, and to not impose a rigid structure on the problem 
@age 153, Miser and Quade, 1985). 
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m a t  would be o b ~ n d  f d l o ~ n g  &is would be a gorhion of a problem network a shown in 
Figure I ,  where PS 1 w a  $ke initial pmblem statement, and PS2 was an answer to the questior?: 
"Why is this a problem?" and PS3 and PS4 are answers to the ques~ons "Why el%?" 
Figure 1. A Portion of a Generic Problem Network 
At this point, the facilitator (with input from the participants) could continue to ask "why else" 
questions in relation to the initial problem statement (PSI), or hdshe could select one of the 
other problem statements (e.g., PS3) and commence the why-why else questioning process all 
over again. Hence, the facilitator might have a network like the one in Figure 2. 
Figure 2. An Expanded Portion of a Generic Problem Network 
After a "sufficient" expansion in the upwards direction through the "Why-Why else" questioning 
process, the facilitator may wish to expand the network in the other direction. This can be 
accomplished by asking the question: 
t4 us from solving this problem (e.g., problem PSI)?" 
This question is usually asked in relation to the initial problem statement (PSI), but it could be 
asked in relation to any of rhe other problem statements. 
Following this prmess, one should have a problem satement network which would a p p  
s o m e ~ i n g  like the one in Figure 3. 
What's stopping?) 
Figure 3. A Totally Expanded Generic Problem Network 
Note that an answer to a "why" question is indicated by an upward arrow, and an answer to a 
"what's stopping" question is indicated by a downward arrow. The facilitator must use hidher 
experience (with appropriate input from the participants) to decide how far to expand a particular 
branch of the network. The basic criterion has to do with whether the participants are getting 
outside the scope of their responsibility. Answers to the "why" question basically result in an 
expanded problem scope, while answers to the "what's stopping" question result in condensing 
the problem area, even leading to specific alternatives for problem solution. 
The exercise also leads to the realization that there is a fine line between alternative solutions 
and objectivelattribute measures. For example, an answer to the question of 
"What's stopping us from improving quality?" 
might be: 
"A lack of well-trained inspectors. " 
This I ads  one t~ s u s p t  that m dtemative solution might be: 
"Gee more welX-t6;sin& insptors**'  
In addition, in a different, but reIate8, problem context, bke number of' well-tAn& insptors 
might be an atiribute, ssmiatd  with the problm of developing a plan for incrming ti.le 
number of well-train& inspectors. 
One other activity which the facilitator does is reffame the problem into an "opportunity" or at 
least a more optimistic statement, by attaching the phrase: "How might we" at the beginning 
of each problem statement. For example, instead of writing: 
"A lack of well-trained inspectors, " the facilitator would write: 
"How might we increase the number of well-trained inspectors?" 
on the blackboard. 
Structuring: Obiectives and Attributes 
Objectives and attributes for a problem typically fall into a "hierarchy". At the top of the 
hierarchy are the more general objectives, while towards the bottom of the hierarchy are the 
more specific objectives. Finally at the bottom of the hierarchy are the specific attributes, each 
one connected to a specific objective. As an example, consider the hierarchy below, reprinted 
from page 105 of French (1986). 
Financial factors ~ernporal factors social factors 
Cost-effectiveness 
Construction running of Working life Traffic Employment 
costs costs completion congestion opportunities 
1
pounds pounds years No. of hills, Size of 
junctions. etc. workforce 
to trunk routes 
Figure 4. A Hierarchy of Objectives 
\
Note that at the top of this hierarchy is the overall objective: optimize cost-effectiveness. This 
overall objective is achieved by optimizing financial factors, temporal factors, and social factors. 
Optimizing financial factors means minimizing construction costs and minimizing annual running 
costs. Attributes are used to measure the lowest level objectives. For example, the objective 
of minimization of construction cost is measured by consmclion costs in dollars. Constntction 
of a hiemchy is an impsrlanb apt of problem definition. A set of lower Ievel objectives can 
be ataained from a higher Ievel objative by as$cing a question such as: 
How do we achieve (6ke higher ieve1 objwhve)? 
For example, the way to optimize financial factors is to minimize consmction cosb and to 
minimize the mnud running costs. 
The question of how far to extend a hierarchy for a particular problem is subjective in nature, 
relating to several different aspects of the problem (e.g., the orientation of the decision maker-- 
quantitative or nonquantitative; the nature of the evaluative models to be used; etc.). If one does 
not extend the hierarchy very far then, typically, the attributes that would be used to measure 
the associated higher level objectives would be subjective in nature. See Chapter 2 of Keeney 
and Raiffa (1993) for further discussion on construction of a hierarchy. 
Attributes associated with the lowest level objectives of a hierarchy may be either quantitative 
or nonquantitative (i.e., subjective) in nature. Quantitative attributes (e.g., construction cost in 
current dollars) can typically used when the hierarchy is extended to include very specific 
objectives. Nonquantitative, or subjective, attributes are used when the hierarchy is not extended 
very far; i.e., when the lowest level objectives of the hierarchy are subjective in nature. 
Obviously, there are tradeoffs associated with the decision of how far to extend a hierarchy. 
For example, if one does not extend the hierarchy very far, one will have the advantage of 
having to deal with only a very few attributes. However, these attributes will probably be 
subjective in nature. If one does extend the hierarchy very far, then there may be many 
attributes to deal with in the analysis (a disadvantage); however, these attributes will probably 
be quantitative in nature. 
4, M8DELmG SOLWON m W 0 W Z A $ G m  
As diseussd wlier, here we wo f ~ s  of mdels and aswiated solution methodologies 
r q u k d  for sslving a wellensmeted problem: evalmtion models and a w i a M  solution 
methodologies, and ranking/optimization models andl associated solution methodologies. This 
section of the report discusses several types of these models and solution methodologies, as well 
as associated software packages. 
A model refers to a representation of a system and/or a decision maker's preference structure 
over the outcome space, while a solution methodology refers to how you experiment with (or 
solve) the model in order to select a best alternative solution to the problem. 
Evaluation models provide a mapping from the alternative space to the outcome space (as 
measured by the attribute values). For example, in a problem situation involving a modification 
to orbiter processing procedures, the two alternatives to consider would be: 
1. Do not implement the modification. 
2.  Implement the modification. 
The objective that might be considered here would be: 
Maximize the net present worth of expected savings. 
Hence, one would need some type of evaluation model (represented as a sequence of equations) 
which would output the net present worth of expected savings as a function of the proposed 
modification. 
The various types of models, methodologies, and techniques from operation research cannot be 
easily classified as either evaluative in nature or optimization-based in nature; often, a particular 
type of model allows the performance of both functions. However, the emphasis is usually on 
one area or the other. 
For the purpose of this report, we will classify the following types of models as emphasizing the 
evaluative process: simulation models, analytic models, gaming models, judgmental models, 
decision trees, influence diagrams, and decision tables. These model types are discussed below. 
Simulation models are useful evaluation tools when a detailed representation of a process in 
required. As defined by Pegden, Shannon, and Sadowski (1990), simulation is "the process of 
designing a model of a reaI system and conducting expePiments with this model for the purpose 
of understanding the behavior of the system and/or evaluating various strategies for the operation 
of the system." Simulation models are characterized by the fact that they contain no inherent 
sophisliated opGmizaljon capzbbility, and hat their oupuls are typically multiattfibuted, 
probabilis~c outcomes. 
Usudly, several different sl;l~sl-;cal problem must be address& when one is using a simulation 
mdel, One reason for this is &at one run of a simulation model correspnds to a statistid 
expPiment, Examples s f  satistid problems that one must address when using a simulation 
model include input modeling (fitting distribution functions to data), genemting amples from 
probability distributions, setting initial conditions for the simulation runs, determining a "warm- 
up period" for the run, and various problems related to interpretation of output--estimating 
expected values and variances, determining confidence intervals, hypothesis tests, and ranking 
probabilistic outcomes with a specified degree of confidence. See Law and Kelton (1992) for 
further discussion of these and other statisti ts. 
A variety of software packages have been developed to aid in the simulation modeling process. 
In fact, the number of these packages has grown tremendously in the last 10 years, indicating 
the popularity of this modeling methodology. A good source for detailed descriptions of many 
of these software packages is the SoftwarelModelware Tutorial Section of the annual Proceedings 
of the Winter Simulation Conference. 
A few years ago, one could classify these simulation software packages as being either 
simulators (in which no programming was required to build a model) or simulation languages. 
Recently however the distinction between these two categories has blurred. For example, the 
Arena package of System Modeling Corporation allows programming inserts which make it 
extremely flexible. Examples of some of the other simulation software packages include 
SIMANICinema, SLAMSYSTEM, GPSS, SIMSCRIPT, WITNESS, PROMOD, MODSIM, 
Taylor 11, etc. See Pritsker (1995) for additional discussion on simulation. 
-In an analvtic model, mathematical statements are used to represent the relation that hold 
between the variables of interest (page 195, Miser and Quade, 1985). These models typically 
do not represent a system in as much detail as a simulation model, hence they are typically not 
as accurate as simulation models. Instead, analytic models represent a system as a group of 
(either simultaneous, or serial) equations. 
In addition to consisting of either a simultaneous or serial system of equations, analytic models 
can be either deterministic or probabilistic in nature. If the system is probabilistic in nature, 
then typically one may need to employ some type of sampling procedure in the solution process. 
The Demos software package (Lumina Decision Systems, 1993) is an example of a package 
which will solve a probabilistic analytic model consisting of a series of equations. 
Basically, whenever the relationship(s) between a set of alternatives and the chosen 
attributeslobjectives can be represented as closed form equations, then an analytic model can be 
used. If the relationship(s) cannot be represented in this fashion, or are not even known, then 
one may have to employ a simulation model. 
Andytic models can be btsekl in the calculation of e~snomic performance measures such as net 
present woah, or in solving inventory control problems, queueing problems, and network flow 
problems. Mathematical programs are basically analytic mdels. 
A is a fsm of simulafion mdeling where &e p p l e  involvd with h e  system 
under study simulate the behavior of major elements of the system. Typidly ,  these models 
require much effort to develop since they require interaction between humans and computers. 
Gaming models, which have been used extensively by the military establishment, are quite useful 
as Uaining tools and to improve communication among players of different disciplines. See 
pages 197 to 199 of Miser and Quade (1985) for further discussion of gaming models. 
Judemental models basically involve gathering a group of experts to forecast the outcomes 
associated with various alternative problem solutions. Them models can be useful when there 
is little data available for building simulation or analytic models. The various types of 
judgmental models differ in the way they structure the group discussion. Examples of 
techniques associated with judgmental modeling include scenario writing (see Section 9.5 of 
Miser and Quade, 1985), the Delphi technique (Linstone and Turoff, 1975), cross-impact 
analysis, and various team and workshop approaches. 
In problem situations where the alternatives are expressed in terms of sequences of interrelated 
decisions, a decision tree may be an appropriate modeling technique. Them decision trees 
explicitly account for uncertain factors in the decision making process, as illustrated by Figure 
5, reprinted from page 260 of French (1986). 
C O ~ U W C ~ J  
Cornpan). uses factory 
high to full capacity, 
making large profits. 
Demand satisfied 
Company only uses part 
of factory's capacity. Breaks 
build large even. Demand satisfied 
Company uses factory to 
full capacity; makes 
moderate profits. But 
unsatisfied demand causes 
customer dissatisfaction 
Company uses factory to auth full capacity; makes 
develo 
moderate profits. Demand 
satisfied 
Company loses devel 
c m  
No g s i ~  no lass but 
 product 
Figure 5 .  An Exampie of a Decision Tree @age 260, French, 1986) 
En Uhis problem, ~e i n i ~ d  Bxision to be mmade (autfio~ze or abanndorn devefopment) is depndemnt 
upon fie outcomes asswiated with later decisions. In addition, the problem includes 
probabilislic even& (e,g,, developmmt su s or devdopment fails) over which the decision 
maker has no control. A decision tree analysis would indicate which decision is the best to take 
initially. 
An influence dia~ram might be thought of as a generalization of a decision tree, in which the 
influences which affect variables are indicated through a graph of nodes and arcs. The nodes 
represent the variables and an arc leading from one node to another indicates that the first 
variable has an affect on the second. The software package, Demos, utilizes the concept of 
influence diagrams. Other software packages which model decision trees and/or influence 
diagrams include DPL, Arborist, and Supertree. See recent issues of the journal OWMS Todav 
for reviews of these and other software packages for decision analysis. In particular, see the 
article by Shachter (1986) or Bunn (1984) for further information on influence diagrams. 
The scorecard approach to problem solving (see pages 231 to 236 of Miser and Quade, 1985) 
is fairly informal in nature. In this approach, all of the consequences associated with an 
alternative (quantitative or qualitative in nature) are displayed in a tabular array. Probabilistic 
consequences are also displayed. In the tabular array, the entries in each column represent the 
consequences associated with an alternative, while the row entries show how a particular 
consequence varies from one alternative to the next. The decision makers gather in a room, 
develop the scorecard, and decide on the best alternative through a discussion process. 
Scorecard approaches are appropriate when there are only a few alternatives (say 10 or fewer) 
. to consider, when there are several decision makers, and/or when there are many attributes, at 
least some of which may be probabilistic in nature. 
A construct which is somewhat similar to a scorecard is the decision table @age 163 of French, 
1986). A decision table shows the outcome associated with each alternative for each state of 
nature. Once the alternatives have been expressed in terms of a decision table, one can employ 
any of several different criteria for selecting an alternative, including Wald's maximim return, 
Hurwicz's optimism-pessimism index, Savage's minimax regret, and Laplace's principle of 
insufficient reason (see pages 36 to 39 of French, 1986). One could also employ a more 
sophisticated approach, involving a multiattribute utility function, to be discussed later. 
Ranking/optimization models/processes include multiattribute value functions, multiattribute 
utility functions, the analytic hierarchy process, and various types of mathematical programs 
(linear programs, integer programs, dynamic programs, multiobjective mathematical programs, 
etc.). The first three of fie%: multiatlribute value functions, multiatlribute utility functions, 
ax! the mdytic hiemhy prwess coneenmte on modeling the de~ision m&er(s) preferen= 
smcture over a m~ltidimensiond~ possibly pl-obabilis~c, outcome space. 
is a francdon which maps scores over multiple aeefibutes 
into art intend of the real number line, usually [0,1]: 
v: X,, X,, ... 3& -"", [0,1] 
where x,,  x, . . , , x, u e  the n attpibute values. A MAV function has the propay hat if the 
decision maker prefers one outcome to another, in tx=ms of its multiple atlribute values, then the 
MAV function value associated with the first outcome will be higher than the value associated 
with the second outcome. In symbolic terms: 
(xl', x,', ..., &I) (x,", x,", ..., xu") 
if and only if 
where the symbol " >" means "is preferred to." 
Once a MAV function has been developed, instead of optimizing over n attributes, one only has 
to optimize over one measure. 
MAV functions are formulated through interview sessions between the analyst and the decision 
makers, in which the decision makers must answer hypothetical questions concerning histher 
tradeoffs over multiple, conflicting objectives. Note that two different rational and reasonable 
decision makers could have different MAV functions, depending on how they value the different 
objectives. See Chapter 3 of Keeney and Rai more information on MAV 
functions. 
A multiattribute utilitv N A U )  function represents a generalization of a MAV function in that 
it allows a ranking of alternatives in situations with multiple objectives uncertaintytrisk. 
More formally, a MAU function is a mapping from an n-dimensional attribute space: x = (x,, 
. . . , xJ to a closed interval: [0, 11 of the real number line. It has the property that: 
i f  Eu(x'9 > Eu(x''9 
5 I and 5 are two different n d i m a i d  pmbbWc outcomes and ~ ~ ( 2  9 and E U ( ~  '9 
are the expected utilities associated with those outcomes, respectively. The above basically says 
that the decision maker prefers outcome 21 to outcome 211 if and only if histher expected 
utility for outcome 2' is larger than the expected utility for outcome 2" . 
A s ~ s s m e n t  of a MAU function is usudly much more difficult than the assessment of a MAV 
func~on since eke decision m&er muse mswer questions about h y p t h e t i d  situations involving 
multiple objestives uncerlainty/rmsk. See Keney  md RaiFfa (1993) or French (1986) for 
h ~ e r  information about MAU funcfions. 
A MAU Ifhlaac~on m be arn execllent devie for ramfing outmmes involving mulliple objsc~ves 
and uncertaintylrisk. They can be used in conjunction with other methodologies such as 
simulation, decision trees, influence diagrams, and decision tables. In addition, just the 
assessment process by itself can be useful in helping the decision makers to think about their 
preferences in a structured fashion. 
The analvtic hierarchv process (AHP) relies on the development of a hierarchy of important 
problem factors (e.g., objectives or attributes) to rank alternatives over multiple attributes. In 
the hierarchy, the higher level objectives are at the top of the hierarchy, while the lower level 
objectives are towards the bottom. The second lowest level of the hierarchy will typically 
consist of problem attributes while the lowest level will consist of the various alternatives. 
Through sets of pairwise comparisons of the factors at each level of the hierarchy, local and 
global weights, reflecting importance, are computed for each element of the hierarchy. The 
global weights computed for the respective alternatives are the scores for those alternatives--the 
higher an alternative's score, the more desirable that alternative is. 
AHP is implemented in a software package called Expert Choice, advertised in OWMS Todav. 
The score by AHP for an alternative is comparable to the score that the alternative would receive 
through the use of a MAV function. AHP is typically easier to use for a ranking process than 
a MAV function, because of the difficult assessment process associated with a MAV function. 
However, there are theoretical problem associated with AHP, as reported in the literature (e.g., 
see various issues of Management Science). One of the most basic problems with AHP is that 
- the decision maker must answer questions such as: 
"How much more important is safety than cost?" 
without the use of any type of scale. A MAV function assessment on the other hand involves 
asking the decision maker detailed questions concerning tradeoffs between specific outcomes, 
e.g. : 
"How much would you be willing to pay in order to decrease the 
probability of serious injury in a particular year from -00001 to . ?" 
Ln summary, if an accurate representation of the decision maker's preference structure is needed, 
then a MAV function in probably more appropriate to use than AHP. If one needs a quick 
answer to a problem, than AMP is probably more appropriate. See  Saaty (1988) for further 
discussion of AHP. 
None s f  Ihe T_Iare approaches disussd above (MAV functions, MAU function, or AHP) include 
my inherent sp~miation ~ h i l i t y .  Wen there x e  a smdl  number of dtematives to wnsider 
(e,ga, 10 or fewer) no sopklisbmtd optimimrjon mpabiliity is n&&, md a "wmplete 
enumeration" of id1 of the alternatives can be perfsrmd, W e n  there is a lxge number or even 
an infinite nude r  s f  drernagves, some t p  sf implicit enumemeisn is weed&. This turns out 
to be b e  ease when one has combinalions of things to mnsider or bere are continuous decision 
varisdbles to mnsider. Exasnples of &e first situation (cornbination) would be the following: 
1. A committee has 100 different (but dependent) processing enhancement 
suggestions to consider. Any number and combination of suggestions can be 
implemented; hence, the number of alternatives is actually the number of 
combinations (2'00) to consider. 
2. Shuttle processing requires literally thousands of activities. The timings (when 
they are performed) of these activities are important decisions to be made. The 
timinglsequence of activities is restricted by precedence relationships (e.g., it's 
necessary to inspect some item before it can be replacedlrepaired), resource 
constraints (e.g., the number of technicians available is limited), or capital 
constraints, among other types of restrictions. However, at any particular point 
in time (e.g., 7 am on August 7) there still may be dozens of activities from 
which to choose. The various alternatives in this case correspond to the 
combinations of activities that can be performed at any particular point in time. 
Note that this is an ongoing decision problem for any large project, and that this 
area of research (resource-constrained project scheduling) has been addressed 
extensively in the literature. 
An example of a continuous decision variable would be the determination of the length of time 
to test some item. Since this length of time is continuous, the number of alternatives is, in 
effect, infinite. 
A wide variety of mathematical programming models allows one to represent optimization 
situations like the ones described above. Examples of these mathematical programs include 
linear programs, integer programs, dynamic programs, goal programs, and multiobjective 
mathematical programs. See Nemhauser (1989) for further discussion of some of these models. 
A survey of the literature reveals the existence of a large number of sophisticated optimization 
techniques for solving optimization problems. These techniques can be categorized as being 
either heuristic or exact in nature. 
Heuristic optimization techniques are those which give a good, though not necessarily optimal, 
solution to a problem. One advantage of these techniques is that they are usually easy to 
understand and explain to others. They do not usually require any type of sophisticated 
mathematical formulation of the decision problem, and can usually be easily implemented on a 
computer. One example of a heuristic optimimtion technique would be to evaluate 1OOO 
altema(ive, randomly chosen, solutions to a problem (out of say approximately one million 
feasible alternative solutions), and then select the best one out of the 1000 to implement. 
Rwurce-coias~n& prejat x h d u l i n g  i s  rn example of m xea which relies heavily on 
heuPisfic optimization techniques. Many sf these tahniques  have b e n  implementd in several 
different softwarre pacbges for p r a s e  schduling. 
ures for solving nonlinear optimimtion problems is mother example of 
a body of techniques that can be thought of as being heuriseie in nature. These p 
typically have somewhat subjective terminati a, and in addition, usually achi 
a local optimum to a problem. 
Examples of exact optimization techniques include those often associated with mathematical 
programming models: linear programs (revised simplex method, interior point methods), integer 
programs (branch-and-bound methods, dynamic programming), nonlinear programs (methods 
based on differential calculus, dynamic programming). These complex techniques are often 
difficult to explain to others, and often require the formulation of the problem into one of the 
mathematical constructs listed above. Sometimes exact techniques can be used in a heuristic 
fashion; for example, one has the option in a branch-and-bound procedure (for solving an integer 
program) to terminate the procedure when the algorithm has achieved a solution that is within 
x % of an optimal solution in terms of the objective function value. 
The choice of which optimization technique to choose for situations where there are a large 
number of alternative is, of course, somewhat subjective in nature. When the evaluation model 
is very complex (e.g., highly nonlinear or not even of a closed-form), then one would probably 
want to use a heuristic optimization technique. A situation involving the use of a simulation as 
an evaluation model is one where the model would not be of a closed form, and hence one may 
want to use a heuristic technique. 
- When the evaluation model can be formulated as a mathematical program, then the possibility 
of using an exact optimization technique exists. Typically, however, such an optimization 
technique can only be implemented through the use of an "expensive" software package, such 
as CPLEX for solving linear program or integer programs. See various issues of the journal 
ORiMS Today for description of the various software packages available for the optimization 
process. See Nemhauser (1989) for further discussion on optimization techniques. 
Several of the models and associated solution methodologies can be incorporated into a single 
decision support system for a particular problem situation. For example, it may be reasonable 
to combine a simulation model with a utility function and a numerical optimization technique in 
order to select a best solution to a problem with multiple objective and uncertain outcomes. The 
best techniques to use for a particular problem depend upon the characteristics of that problem, 
discussed in the next section of this report. 
mE CHOICE OF APPROPRUTE 
SOWTION ME9pIODOU)GnES 
In this section of the paper we briefly discuss the important chacteristics of a problem which 
affect the methodologies chosen to solve that problem. 
Problem importance is probably the major characteristic associated with the choice of 
techniqueslmethodologies for solving a problem. Importance can be measured in terms of 
performance measures related to cost, schedule, safety, etc. or in terms of political pressures 
(e.g., who in the organization is interested in the problem). Obviously the amount of time and 
money that one will spend in solving a problem (and hence, the solution methodologies chosen) 
should depend on problem importance. 
The number and types decision makers involved in a problem is also an important problem 
characteristic. The predisposition of the decision maker(s) towards the use of quantitative 
techniques is an important factor to consider, especially as it relates to the choice of a preference 
structure model. (Note that while it is important for the decision maker to be involved in 
building both the evaluation models and the preference structure models, this involvement is 
more crucial in terms of the preference structure models). Also, the larger the number of 
decision makers involved in a problem, the more difficult that situation. Most 
methodologiesltechniques for development and analysis of preference structure models make the 
assumption that there is only one decision maker. For example, the procedure for formation of 
a multiattribute value or utility function assumes that there is me decision maker answering 
question concerning tradeoffs among performance measure. If there were multiple decision 
- makers, an analyst would basically have two choices: 
1.  Assemble the decision makers as a group and, for each question regarding 
hypothetical tradeoffs, have them provide a consensus answer. 
2. Assess a valuefutility function for each decision maker, and then rank the 
alternatives for each decision maker. 
In the second case, the decision makers would meet as a group and discuss their individual 
rankings in order to amve at a consensus first choice alternative. Hopefully, the individual 
ranking would not differ from each other too much. 
Of the two approaches listed, the first one would be the preferred approach with respect to time 
and effort, especially if there were not too many decision makers. 
The number of attributes associated with the problem aff'ects both the type of evaluation mdel(s) 
and the type of rmkinglopfmimtion model(s) used for problem formulation. Note that often 
an analyst will have much leeway with respect to the number of attributes used in the analysis, 
dewmtding upon how far down the hierxchy of objativeslathbutes he wishes to move. In cases 
where only a very few attfi-ibutes are us& in  the malysis (say, one to thre), the attributes 
themselves may be very subj~tive in nature. Hence, it may be difficult to get a good, 
"quanljhtive," evafrraGon mdd; what may be us& instad is a judgmenM mdel r e I e  
altema~ves to a t~bu te  vdues. 
An example of this situation may be one where a department must rate Small Business 
Innovation Research (SIR) Program proposals, over four subjective attributes: 
scientific/technical merit, anticipated commercial applications, qualification, and merit of 
proposed work plan. In this case, the alternatives are the individual proposals, respectively, an6 
the evaluators, through their mental models, give scores to each of the proposals over each of 
the attributes. 
Of course, there may also be situations with a very few attributes where these attributes are 
quantitative in nature. In these situations, more sophisticated quantitative models (e.g.. 
simulation or analytic models) may be used. 
Also, in situations where there are very few attributes, the preference structure model used can 
typically be very sophisticated (e.g., a multiattribute utility or value function). The reason for 
this is that the amount of "preference" information required to assess a multiattribute utility or 
value function becomes onerous as the number of attributes becomes large. 
In situations where the analyst decides to use a large number of attributes (either because the 
problem situation calls for it, or for more arbitrary reasons), the attributes themselves may very 
well be quantitative in nature; hence, a sophisticated, and explicit, quantitative evaluation mod& 
may be appropriate. However, as discussed above, a sophisticated preference structure mode5 
(e.g., a multiattribute value or utility function) would be very difficult to develop in situation 
- involving a large number of attributes. In this case, therefore, the decision maker may want to 
use a scorecard approach (Miser and Quade, 1985) or a constraint-based approach, as discussxi 
below. 
There are many different constraint-based procedures that one could employ when there arz 
many attributes to consider. For example, the analyst might assess a utilitylvalue function over 
one or two of the more important attributes, and then constrain the other attribute values to attain 
particular levels. The approach may be "interactive" in nature in that the decision maker(s) may 
vary the goal levels, similar to one of the approaches involving multiobjective mathematid 
programming. 
The complexity of the relationships between the alternatives and the outcomes and the arnoum 
of hard data available to assess these relationships affects the choice of the type of evaluation 
model used. For example, if there is little or no data available, and the relationship is a 
complex one, then judgmental model(s) may have to be used. 'I'his may be the ease if 
dtemalive being evaluatd relates to a completely new type of system. 
If Ike rela~onship(s) a e  complex, yet the grmesses whisk give the relatianships x e  weE- 
u n d e r s t d ,  then a simulation m&eX may be approphlate to use as m evduation tml, XE alae 
relarionship(s) are well-understood and ean be written as a series of quations, than an a n d p s  
The amount of unee~ntylrjisk involvd in the relationship between the altema~ves and b e  
outcomes can affect the type of evaluatisn model used and the methods used to experiment with 
the model. For example, simulation models are excellent choices for representing the 
uncertainty in a system. However, if a simulation model cannot be used, then sensitivity 
analysis of an analytic model may be appropriate for analyzing how changes in inputs can affect 
the outputs associated with a system. 
The number of alternatives under investigation affects the choice of a ranking/optimization model 
and associated solution technique. For example, when there are only a very few alternatives to 
consider (e.g., ten or fewer) then a complete enumeration of all alternatives can be performed - 
- no sophisticated optimization procedure is needed. In cases with many alternatives (as a result 
of continuous decision variables or combinations of decisions) some type of efficient 
representation of the alternatives is needed, as well as a sophisticated optimization technique. 
There are several other considerations that could affect the choice of modeling techniques. In 
particular, the time available to solve a problem affects the choice, as well as whether or not the 
problem situation is an ongoing one. For exarnple,if one does not have a lot of time to solve 
the problem and there is little or no data available to help in the development of an evaluation 
model, than a judgmental model might be appropriate. As another example, if the problem 
situation is ongoing (e.g., scheduling and allocation of resources for orbiter maintenance), then 
a decision support system, which allows for collection of data to continually update a data base, 
may be an appropriate approach. 
6 .  APPLICATIONS AT Y SPACE CmTER 
a e  Whniqaes of dmision d y s i s ,  md relaecsci mehdologies, can be etruemely usful tmls 
to the Industrial Engin Staff at a C .  Some example apalications that come to mind 
include: 
1. Scheduling/allocation of resources for orbiter maintenance and repair. 
2. Development of an inventory policy for impoftant spare parts of the orbiter. 
3. Investigation of the affects associated with retraining of technicians to allow 
greater sharing of resources among orbiter bays. 
4. Investigation of flow time change as a result of a major change in the orbiter. 
5. Investigation of the relationship between resource levels (e.g., number of 
In this section of the report, we will describe four specific applications of some of the techniques 
discussed earlier to problems arising at the Kennedy Space Center. The emphasis in these 
applications is on the consideration of probabilistic aspects of the problem, through the use of 
the Demos software package. A separate report has been submitted on the use of the Demos 
software package (Evans, 1995). 
Evaluation and Ranking of Phase I Small Business Innovation Research Propram Proiect 
Proposals 
Each year, members of the Industrial Engineering Group at KSC evaluate Phase I Small Business 
Innovation Research (SBIR) program proposals. As specified in the Phase I Evaluator 
Handbook, the rankings are accomplished by scoring the proposals in each of four different 
criteria: 
1. Scientific/Technical Merit. 
2. Anticipated Commercial Application of the Technology. 
3. Qualifications (of the key project personnel). 
4. Merit of the Proposed Work Plan. 
Each proposal is given a score of 0 to 40 points on the first criterion, 0 to 25 points on the 
second criterion, 0 to 25 points on the third criterion, and 0 to 10 points on the fourth criterion. 
The total score for a proposal is the sum of its scores on the four criteria. 
The Industrial Engineering Group desired a p ore for s~okng that would allow probabilistic 
inpuls for each of the four criteria. For example, an evaluator may be very uncertain about the 
anticipztd commercial applications associated with a parlicula proposal. Ne/she may think that 
the potendal might be excellent or might be only fair. 
After csnsrati&bisn with the IE Group, i t  was dzicdd that m approach involving the use of a 
muldathbute utility function would be appropriate for this application, In addition, it was 
deermind fiat expmsion of &e hiemchy past &e four c f i k ~ a  list& ahve  would not be 
desirable. Hence, since ahese critePia are somewhat subjw~we in nature, subjecdve a t ~ b u k s  
were usexi in the evalua~on prmss. These S U ~ J W ~ V ~  atlPibuks assign numerid d n g s  to 
various attribute levels, as follows: 
10: excellent, 
2: poor, 
0: very poor. 
Intermediate scores were also allowed. For example, a score of 8.5 is one-quarter of the way 
from "very good" to "excellent." 
Also, since the weightings had been established as 40, 25, and 10 points, respectively; and since 
it was specified that a proposal's total score was to be computed as the sum of its scores on the 
four criteria, an additive utility function of the following form was chosen for this application: 
u(x,, X,, X3, x,) = .4uI(xI) + .25uz(xJ + .25u3(x3) -k . ~u,(xJ 
where ui(xJ represents the i"' individual attribute utility function and xi is the (possibly 
probabilistic) score for the i"' attribute. (See Keeney and Raiffa (1993) for discussion of additive 
utility functions and individual attribute utility functions). 
As noted by Keeney and Raiffa (1993) and others, an additive utility function is very restrictive 
with respect to the decision maker's preference structure. However, given the restrictions 
imposed by the Evaluator Handbook (that the total score be the sum of the individual scores), 
the additive utility function was an appropriate choice. 
The utility function approach yielded two important advantages. First, probabilistic (or 
uncertain) scores could be entered for each of the four criteria. Second, the risk preferences of 
the evaluators could be explicitly considered. For example, an evaluator may prefer a proposal 
which has a score of 8 (very good) on technical merit for certain, to a proposal which has a 50% 
chance of a score of 6 and a 50% chance of a score of 10, even though the expected scores on 
each proposal are the same. 
The individual attribute utility functions were then assessed through an interview process with 
the staff of the Industrial Engineering Dep ent. This process employed the midvalue splitting 
technique as described by Keeney and Raiffa (1993). The output from the process was a series 
of p in t s  on the graph of ehe individud a ~ b u t e  utility functions. The linear irttevlation 
fgature sf the Demos pacbge was employed to Gomgute the urility function vdues associated 
wirh a t ~ b u t e  scores. These cmrdinates on the gnphs are given below: 
where x,, x,, x,, and x, refer to the scores attained on the four criteria: Scientific/TechnicaI 
Merit, Anticipated Commercial Application of the Technology, Qualifications, and Merit of the 
Proposed Work Plan, respectively. 
These utility function values were input to a Demos model for computation of expected utility. 
The model is currently set up to accept probabilistic (or deterministic) scores for a proposal on 
each of the four criteria for a particular proposal by a particular evaluator. Specifically, the 
model accepts parameter values for a triangular distribution over each of the four criteria: 
a: worst possible score 
m: most likely score 
possible score 
If the evaluator decided that he/she were certain about a score on a particular proposal for a 
particular criterion, then the three inputs (a, m, and b) would have the same values. In addition, 
if an evaluator wished to use a different distribution to represent hislher uncertainty about a 
proposal's score on a particular criterion, then one of the other standard distribution functions 
from Demos could be employed with little change to the current model. 
Output from the Demos model includes expected weighted utilities over each of the four criteria 
as weld as expec:t& total utility. The Demos diagram for the model is shown in Figure 6. 
Figure 6. Demos Diagram for the SBIR Proposal Ranking Model. 
In this model, the probabilistic scores for the four criteria are input through the appropriate 
expressions for the nodes MZRITSCORE, COMMSCORE, QUALSCORE, and PLANSCORE, 
respectively. The points on the individual attribute utility function are input through the nodes 
MVAL, 11, CVAL, 12, QVAL, 13, PVAL, 14. 
OMS Heater Mod Benefits Analvsis 
In 1990 a suggestion was made concerning a modification to orbiter processing activities. By 
incorporating a simple wiring modification to each orbiter, the necessity to remove the 59-63 
and 59-64 doors for the Orbiter Maneuvering System (OMS) Pod, Heater checks could be 
eliminated. Cuaen~y,  door removal subjects tiles, filler bar, and associated hardware to 
potential damage. Removals, inspection, reinsdlation, associated PWDRs (e.g., as a result 
of' TPS repairs) resule in sevepal hundred manhours of d i rs~t  labor efforl. In addilion, if the 
dosrs are rernsvd on the gad, &e possibility of impacling the c i t i d  path exists, which m 
result in ovedme and o&er ptentid sicosts, 
A v ~ o u s  f mdgrses kwe bem p ~ o r r n d  sinm 1990. Findly, in 1995 a gmup from h e  
Industrial Enginering Depmment at llke University of C e n ~  Flopida submitted a 
"dekministic" benefib mdysis. The KSC Induslrid Engine~ng Beparlment thought that, as 
a result of the large numBer of uncertain variables asmiat4  with the problem, a probabilistic 
benefits analysis would be appropriate. 
A Demos model was developed to implement this probabilistic benefits analysis. The main 
output of this analysis is a probability distribution over expected cost savings per year as a result 
of implementation of the proposed modification. The major sources of uncertainty in the model 
(represented as random variables in the Demos model) include the following estimates: 
1. The number of indirect labor hours required for each hour of direct labor (labeled 
RATIO in the model). 
2. The expected number of door removals per flow (labeled PDRFLOW for door 
removals on the pad, and NPDRFLOW for door removals not on the pad). 
3. The expected number of flows per year (labeled FLOWS). 
4. The expected number of direct labor hours required per door removal (labeled 
PDHOURDR and NPDHOURDR, respectively, for expected pad and non-pad 
door removals). 
5. The expected material cost per door removal (labeled PMCOSTDR and 
NPMCOSTDR, respectively, for pad and non-pad material costs). 
Savings are divided into pad and non-pad savings. The uncertainty in total savings is a result 
of the uncertainties associated with the variables listed above. 
The diagram corresponding to the Demos model for this application is shown in Figure 7. 
An arc pointing from one node to a second node in the diagram indicates a dependence of the 
second node's variable on the first node's variable. Each node has a specific definition, which 
defines its relationship to other variables. For example, for the variable NPSAVINGS (expected 
yearly savings from door removals done off the pad), this definition is given by: 
NPSAVINGS = NPDRY * (NPMCOSTDR + NPDCOSTDR + NPICOSTDR) 
where, 
W R Y  = number of non-pad door removals per year. 
NPMCOSTDR = material cost per non-pad door removal. 
Figure 7. Demos Diagram for the OMS Heater Mod Benefits Analysis Model. 
NPDCOSTDR = direct labor cost per non-pad door removal. 
NPICOSTDR = indirect labor cost per non-pad door removal. 
Other variable definitions in the model are given by: 
PCOSTIH (NPCOSTIH) = Pad (non-pad) cost per indirect hour of labor. 
PCOSTDH (NPCOSTDH) = Pad (non-pad) cost per direct hour of labor. 
PIHOURDR (NPIHOURDR) = Number of indirect hours generated per door removal 
on the pad (not on the pad). 
Assuming the following values of some of the input variables of the model: 
- 
1. RATIO is normally distributed with a mean of 4.6 and a standard deviation of 1. 
2. FLOWS* has a value of 6 with a probability of .2,7 with a probability of -6, and 
8 with a probability of -2. 
*Note &at, more realisbcally, sin= F1LOWS is s u p p s d  to represent the number of 
flows in a y w ,  it should be mcadeld as a mnfinuous rather than a discrete random v ~ a b l e .  
3, WBRFILQW is wornally Q i s ~ b u t d  wibh a m a  06 4 md a s m d z d  devia~on 
of 1, 
4. PDWLOW is nomally dishjibuM widh a m a  of ' 5  a d  a s m a d  deviaajon 0% 
.l. 
5. PCOSTIH, PCOSTDH, NPCOSTDH, and NPCOSTIH each have values of 40. 
6. PDHOURDR and NPDHOURDR are each normally distributed with a mean of 
250 and a standard deviation of 50. 
7. PMCOSTDR and NPMCOSTDR are each $5000. 
Demos was able to output a sample distribution of expected savings per year resulting from the 
proposed modification. For example, the expected savings was computed to be at least 2.283 
million dollars with a probability of .25, at least 1.84 million dollars with a probability of .5, 
and at least 1.56 million dollars with a probability of .75. 
One advantage of Demos is that the model can be easily, and quickly, changed to allow for 
alternative assumptions. For example, if the expected number of non-pad door removals per 
flow were changed from its current value of normally distributed with a mean of 4, standard 
deviation of 1, to a mean of 1.5, standard deviation of .5, the new probability bands for 
expected total savings per year would be given by: at least 1.042 million dollars with a 
probability of .25, at least 840000 dollars with a probability of .5, and at least 597000 dollars 
with a probability of .75. 
Another feature of Demos is its ability to perform an "importance analysis." This allows the 
model user to understand how much each uncertain input contributes to the uncertainty in the 
- output, by computing the rank order correlation between the sample of output values and the 
sample for each uncertain input. See pages 4-12 and 4-13 of the Demos User's reference for 
instructions on how to perform an importance analysis with a Demos model. 
A General Approach to Assessment of Orbiter Processing Modifications 
It was suggested by the personnel of the KSC Processing and Enhancements Division that a 
Demos model could be developed to assess the value of orbiter processing modifications in 
general. This section of the report outlines a general Demos model for this type of applicaiton. 
Processing modifications can generally result in changes relating to four different types of 
criteria: costlsavings, time, safety, and quality. With repect to safety and quality, certain 
standards must be met--i.e., if a processing modification does not meet these standards for 
safety and quality, it will not be considered further. Hence, the problem reduces to the 
consideration of eosl/savings and time. 
Cosdsvings ezin be a one- me weuppence (e.g., %PI initial cost for a mdifieation) or ongoing 
(e.g., rela~ng lo a savings in d i r e ~ t  labor hours assmiat& with a s h  arbiter flow), Time refers 
to rn inerase/deer@ase in exp ted  Row "brme for orbiter prwessing. A d z r a s e  in orbiter flow 
lime will occur only if the relevmt activity/group of activities are on the cPitical path for the 
Given these asumpfions therefore, a utility fune~on can be used to rank propod  orbiter 
press ing  modifications. The uttiity function would have three attributes: 
x, = expected yearly costlsavings associated with the proposed modification, in dollars. 
(In this case, x, will be positive for a savings, negative for a cost). 
x, = expected initial costlsavings associated with the proposed modification, in dollars. 
(In this case, x, will be positive for a cost, negative for a savings). 
x, = expected increaseldecrease in orbiter processing flow time associated with the 
proposed modification, in days. (In this case, x, will be positive for a decrease, 
negative for an increase). 
In each case, the positive sign was chosen for what would be expected from a modification. 
That is, one would expect a processing modification to result in a cost savings for each flow, 
an initial cost, and a decrease (or at least no increase) in flow time. 
Typically, one would expect a processing modification to result in some type of change to 
existing procedures. Therefore, important variables to consider would be: 
NOCCPF = the number of occurrences of the change per flow (e.g., the number of 
times doors were not required to be removed per flow). 
DLHOURSOC = the increaseldecrease in the number of direct labor hours per . . 
occurrence. 
MCOSTOC = the increaseldecrease in the material cost per occurrence. 
FLOWS = the expected number of flows per year. 
RATIO = the number of indirect hours required per direct hour of labor. 
DLCOST = the cost per hour for direct labor. 
LCOST = the cost per hour for indirect labor. 
Note that several of these variables would typically be uncertain quantities, espe~ially NOCCPF, 
DLHOUBSOC, MCOSTOC, and FLOWS. 
A Demos m d e l  could be ernplsyd to compute the e x ~ t d  utility for a p r o p s &  mdification. 
The Demos diagmm for such a andel is shown in Figure 8. fn  this diagram, the v ~ a b l e s ,  not 
d r a d y  defined, are given as: 
DUAVINGS = e x p t &  y a l y  sibvhgs in dolfxars from r&uctioan in disx.t labor 
hours. 
=. NOCCPF * DLHOURSOC: * FLOWS * DLCBST. 
ILSAVINGS = expected yearly savings in dollars from reduction in indirect labor 
hours. 
= NOCCPF * DLHOURSOC * FLOWS * RATIO * ILCOST 
MCSAVINGS = expected yearly material cost savings in dollars. 
Figure 8. Demos Diagram for Assessment of Orbiter Processing Modifications. 
= MCBSTOC * NOGCPF * FLOWS 
SAVINGSU -- expected yearly savings, in dollars. 
TEMEDEC - e x p t d  d ~ r a e  in arbiter flaw time, in days as a result of the 
modification. 
Note that the individual attribute utility function values are computed at the nodes with labels 
USAVINGS, UCOST, and UTIME for the variables x,, x,, and x3, respectively. The functional 
values themselves are computed through linear interpolation. The points on the individual 
attribute utility function graphs are input as values through the nodes labeled SAVINGSVAL and 
I1 for u,(x,), COSTVAL and I2 for u,(xJ, and TIMEVAL and I3 for u3(x3). 
Finally, the overall utility function value is computed at the node labeled UTILITY, and is itself 
a function of the three individual attribute utility functions. A multiplicative form for the utility 
function was used, as follows: 
Note that this form can be easily reduced to the additive form by settling all of the scaling 
constants except for k,, k,, and k, equal to 0. 
Choosin~ Between the NC Machining and The Svlash Manufacturing Processes for 
- Orbiter Tiles 
After each flight of an orbiter approximately 20 to 100 of the orbiter tiles must be replaced. 
Two different processes are available for the manufacture of tiles: an NC machining process 
and a splash process. Individual TPS engineers make the decision as to which process to 
choose. The decision is currently made based upon the individual engineer's intuition about the 
cost and time required to manufacture the tile by each type of process. 
It was thought by the IE Group at KSC that employing some of the techniques of decision 
analysis would be helpful to the decision making process. The first step was to understand the 
process as it occurs now. This was accomplished through interviews with various TPS engineers 
and through the gathering of data associated with past studies by the IE Group. The results of 
this data gathering process are illustrated in Figures 9 and 10. 
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Figure 9. Overall Decision Process for Splash vs. NC Tile Manufacturing Dxision 
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me dmisisn as to which rnmufaetblfing s to clam% can be made at six different pin& 
in the overall process, numbered DP I,  , . . . , DP6 in h e  relevant Figures. Nok &at *Sn 
aaad "Nw refer to h e  splmh and r?he prmss, rew~vely ,  and no& &at the 1st dsision pint, 
DP6, occurs aker the NC process has been eied at least once. Also, note that the 
decision point, DP2, differs from the others in that the decision is to either choose the splash 
process, or to gather more data by evaluating the perimeter of the tiles. 
Each decision point corresponds to a different set of information about the tile in question. For 
examples, at decision point DP4, one knows that the tile is not a close-out tile, excessive 
perimeter gaps are not present, rework has been done on the tile in a previous flow, and this is 
a critical path tile. All of this information can be useful in making the appropriate decision. 
For example, by gathering and analyzing data on the time and cost associated with the 
production of tiles by each manufacturing process, categorized by type of tile (hard, medium, 
and easy) and by point in the overall process at which the decision is made @PI to DP6), one 
can develop evaluative models giving probabilistic estimates of the time and cost required to 
manufacture a tile. More specifically, let 
f,(x,y,z) = a density function over the time required to manufacture a tile given that 
process x is chosen, for a tile of type y, for a decision made at point z in 
the overall process. 
f,(x,y,z) = a density function over the cost required to manufacture a tile, for x, y, 
and z. 
In the above functions 
x = 1, for the splash process 
2, for the NC process 
y = 1, for hard 
2, for medium 
3, for easy 
z = i, for decision point DPi for i = I, 2, ..., 6. 
In an ideal situation, one could assess and use the TPS engineer's utility function to allow him 
to choose the manufacturing process that would maximize his expected utility over time and cost. 
The expssted utility would be computed hrough the use of three functions: the utility funciton, 
c, arid f,. 
A more likely approach, given &at the qpropllate data could be collwtecd, would be for the TPS 
engineer to just use the f, a d  f, functions as inputs to his ddisian prmess. This Input could 
work in the following fashion. 
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The Wkniques of d~ision malysis a d  refat& methdologies m be i m p m t  Iwls far Ike 
Industrial Engineering Staff at the Kennedy Space Center. This report has dmribed how well- 
structured problems can be constructed from ill-structured problems, and how the various 
methodologies of decision analysis can be applied in solving well-structured problems. 
Important problem characteristics which affect the choice of modeling methodologies are also 
discussed. Finally, specific applications at the Kennedy Space Center are described. 
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LSAR discharge patterns. 
Software has been written to overlay and display the various data sets as color 
imagery. However, human intervention is required to canfigure the data sets for 
proper interccmparison. Future efforts will involve additional software 
developnent to autmate the data set intercanparisom, to display multiple 
overlay combinations in a windows format, and to allow for animtion of the 
imagery. The software package will then be used as a tool to examine mre fully 
the current cases and to -lore additional cases in a timely m e r .  This will 
enable the formulation of mre general and reliable forecasting guidelines and 
rules. 
t tlhe rrteteo 
of this re 
Research during 1995 built u p n  studies conducted during the previous two years. 
Over that period we sequentially developed capabilities to use Lightning 
Detection and Ranging (UlAR) data in conjunction with Lightning Location and 
Protection (LLP) , Dappler radar, sounding, w i n d  tower (surface mesonet) , wind 
profiler, and field mill (Launch Pad Lightning Warning System--LPLWS) data. 
Beginning in surmier, 1994, we developed canputer software to overlay these data 
sets and display them as color images. In sumner, 1995, we used these tools to 
pursue a number of case studies aimed at providing insight toward the solution 
of several lightning forecasting challenges. 
One of the key lightning forecasting challenges is to anticipate where and when 
lightning will a ~ r p e a r  in the vicinity of the NASA and US?@ sites. 
Surface mesonet data can provide useful information by highligfitmg regions of 
convergence of the wind, where cIynamic forcing can augment the buoyant process 
of thunderstorm formation. This type of forcing is tmst effective when the 
convergent location is colocated with a local t-ture ( w c y )  maximum. 
The convergence can be a result of the sea breeze f m t ,  the outflow £ran some 
previous or nearby convective storm, or other phenomena. We have found that 
mappings of the temperature and w i n d  vector change over short (15 to 30-minute) 
time intervals can highlight areas where local hot spots are forming and where 
the air is becoming mre convergent. Radar and satellite can also show the 
location where clouds are grawing largest and tallest. We have found that once 
the radar reflectivity of the storms reaches 30 dBZ at or above the 8 Ian level, 
then the develcpent of lightning can be expected if the storm remains active. 
The existence of storm-top divergence using Doppler radar signifies that the 
-storm continues to have updra£t and should proceed to generate lightning. 
Another key lightning forecasting challenge is to determine when the threat of 
cloud-to-ground lightning has ended. In m y  situations anvil and other cloud 
debris--generated within convective towers and then either carried dmnwind of 
slow-mnchg storms or left behind by storms wing faster than the winds aloft-- 
rmins electrically active for tens of minutes to hours over points where the 
ground strike threat has not yet begun or has long ago ended, respectively. 
These clouds can be aff iliated with laxye surface electric fields and w i t h  
nunemus discharges aloft detected by LRAR. Tkis research seeks ways to identify 
where and when the threat of ground strikes is sufficiently small that phase 2 
lightning advisories are not needed. OLlr studies to date indicate that ground 
strikes are rare beyond regions where the 20 dB2 reflectivity cantour reaches the 
ground, even if there is higher reflectivity aloft. However, there are notable 
exceptions. Also, lightning activity rrray cease once no portion of the storm or 
adjacent storm has reflectivity of tmre than 30 dBZ abwe abut 7 km. Adjacent 
storms must be mitored because cloud-to-cloud discharges initiated in the 
elevated regions of active stom ly travel along the anvil or other 
cloud layers to inqpact weaker cells nearby. 
of where the 20 dBZ reflectivity contom lies in t h e  lmest 4 h. 
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'EQle Space C a t e r  (KSC) 
Stat even the world) that 
per unit area (refs. 1,2,3). The possibi 
aloft is, of course, a hazard that must be avoided 
basis, however, there are m y  operations at KSC which must be curta'iled if there 
is a threat of a lightning strike to gruund in the vicinity. The accuracy and 
timeliness of lightning advisories, therefore, has both safety and ecamnic im- 
plications. The ultimate goal of the research described in this report is to pro- 
vide information that can be used to improve the process of real-time detection 
and warning of lightning by weather forecasters who issue lightning advisories. 
1.1 DATA SEXS USED IN THE RESEARCH 
Special networks of r m t e  sensing equipment have been established to provide 
highly accurate infoxmation concerning lightning in the vicinity of KSC: the 
Lightning Location and Protection (ID) system, the Lightning Detection and 
Ranging (LDAR) system, and a Launch Pad Lightmng Warning System (LPLWS) . In 
addition, a Catenary Wire Lightning Instrumentation System (CWLIS) detects 
electrical surges in wires at the launch pads when struck by lightning. The 
first two systems detect lightning signatures. LPLWS , by contrast, responds not 
only to lightning but also detects electric fields at the surface *ced by 
electrified clouds, thunderstorms, and other atrmspheric conditions. Data f run 
the LLP, LPLWS, and LIlAR systems were used in this study. 
The LLP system (ref 4) detects lightning ground strikes through use of a network 
of magnetic direction finding antennae which sense electmgnetic disturbances 
triggered by lightning in a broad band of f reqpencies . Individual antennae de- 
tect a particular ground strike at different azimuth angles, and the location of 
-the ground strike is essentially determined by finding the point of intersection 
of lines drawn £ran the antennae toward the source of the disturbance. The LLP 
system is appmximtely 90% efficient in detecting ground strikes near KSC, w i t h  
position accuracy o 
The LDAR system was Carl Lennon and colleagues at KSC TE-CID-3 (ref 
5). Its antennae -induced disturbances at 66 MHz (VIP) fre- 
quency of the stepped-leader type. This system uses a tirrre of arrival (TOA) 
app~ch, and achieves extremely accurate timing through use of the Global 
Poslticlning System (BS). The lightning-induced disturbance, travelling at the 
speed of electramgnetic propagation, arrives at different antennae at slightly 
different times. The three-dimensiord position of the lightning source is 
determined by essentially converting these time offsets into distance 
differences, and then performing a triangulation. The LllAR system began real- 
tine operation in June, 1992. 
, yielding nu- 
, dual - p P a r i z a t  ion 
stom precipitation 
(ice crystal, smll or labge liquid droplet, hail). Its scan strategy was 
d field mi19 mtwrks 
tely, as will be s 
rage is oftm not 
limited number of elevatian angles to be scanned.) 
This was the third sumner of study involving research to utilize Lightning 
Detectian and Ranging (LI1AR) data, tclgetha with m a n  data sets, aimed at 
developing rules, algorithms, and training materials that can be used by the 
operational weather forecasters who issue weather advisories for daily grm;md 
operations and launches by NASA and the United States Air Force. Research during 
1993 (ref 6) enabled the develapnent of a computerized scheme for clustering the 
LSAR data into groups of data points associated with individual thunderstorms (as 
described above), tracking these --defined storms, and con$aring the positions 
of the L11AR-detected lightning to those of other remote sensmg systems. It was 
determined that LDAR-detected discharges aloft within the stonn precede ground 
strikes by abaut 5 minutes in the region w i t h i n  60 km of KSC, making KW? a very 
useful tool for issuing very-short-term weather advisories and W s .  By rec- 
ognizing and including storm mement in a forecast scheme, mappmgs of current 
LSAR data points can, to some degree of accuracy, be extrapolated with a storm 
motion vector to mdke forecasts of future cloud-ground strikes. 
Research during 1993 shawed, e v e r ,  that be- about 10 minutes areal storm 
growth and the developnent of new thunderstorm cells (as apposed to the 
translation of steady- state lightning patterns) became increasingly inportant 
factors in the prediction of f utwe lightning graund strikes. Hence, one f oms 
of the 1994 research (ref 7 )  was to include a storm growth factor in the forecast 
scheme. The 1994 study showed that only &st gains in forecast accuracy could 
be achieved through use of a symnetric gruwth factor, and that the sudden 
-developnats or decays of thunderstorm cells and their evolutians ultirrrately 
limited the accuracy of forecasts beyond abaut 10 minutes. Thus, research was 
begun to explore ways to use companion meteorological data sets and develup 
forecast schemes to help the forecasters anticipate new thunderstorm formation. 
In addition, forecasters must determine when the lightning threat at a site has 
ended--a task made difficult because electrified anvil clouds are often left 
behind above a site long after the core of the storm has exited the region. 
Thus, work was begun to examine this problem. Much of the work entailed the 
developnent of software to analyze and generate overlay displays of the various 
data sets. 
The objectives of the 1995 research were  to use the software that had been 
previously devel perform a rnrmber of case studies, using 1994 and 1995 
data. The goals case studies were to (1) examine relatianships between 
lic#&dng and storm structure as depicted by radar, ( 2 )  identify signatures in 
other data sets that can be useful in the forecasting of lightning, and seek 
guidelines es that forecasters might use in determining (3) where and when 
1 i~~ strikes will first o c m  at a forecast sxte and (4) when the 
strike threat has ended at a forecast site. W l e  1-1 lists the dates and 
ter of the cases to date. 
%m B& of the &ta s com&rlilabltes ml-le inf ion, mne of 
the h t a  one a e  to s w l y  answers to aLI foremst decisions. 
Thus, ~e is sf t.21 ch will be to use d t i p l e  &ta seLs .in srrler 
CMD USmG m& WLW 
10 June 1994, Day 161 -- Storm initiation on msoscale I 
quasi-horizontal discharges 
1 July 1994, Day 182 -- Storm formation 
18 July 1994, Day 199 -- Storm formation 
19 July 1994, Day 200 -- Storm formation; 
impact of peripheral storms on LPLWS readings 
29 July 1994, Day 210 -- Thunderstorm initiation; micraburst storm 
11 June 1995, Day 162 -- Storm formation 
thmugb layered cloud at end of storm 
12 June 1995, Day 163 -- Storm formation; end of storm cloud layer 
20 June 1995, Day 171 -- Mostly lightning aloft 
20 July 1995, Day 201 -- Storm formation 
21 July 1995, Day 202 -- Storm formation 
through layered cloud at end of storm 
When the forecaster is dealing with the problem of when to issue phase 2 
lightning warnings (cloud-ground lightning imninent) , the case studies suggest 
that there are limitations to the stand-alone capabilities of individual systems. 
(1) LDAR and W inherently only show the existence of lightning, but can help 
a forecaster anticipate when lightning from an approaching storm might becam? a 
threat at a particular site. (2) -re, while the first LIAR discharges 
in a storm are typically aloft, and thus give a 4-5 minute lead time relative to 
ground strike threat, in abxt 25% of the storms the first grcnmd strike occurs 
within a minute of the first appearance of IIDAR. (3) In the cases studies, there 
are a number of instances where L;IAR detects cloud-ground discharges that L;LP 
does not detect. According to Iauna Maier (personal ccnmmication) , this tends 
to occur when the cloud-ground discharge is not very energetic. (4) Hwever, 
LDAR also can fail to detect sane gruund strikes because of the d4ninance of the 
return stroke discharge at low levels (whereas LDAR detects stepped leader 
discharges). (5) Field mill readings can be large over a site in some instances 
long prior to any valid ground strike threat, due to electrified cloud blowoff 
from qwind storms or due to other low-level meteorological conditions. (6) 0x1 
other occasians, with rapid storm developnent or small-diameter storms, the field 
mill readings may only become large briefly before lightnbg activity begins. 
Thus, the use of radar and surface rnesonet data can 'eld invaluable clues 
regardhg the location of thunderstorms and the state optheir progress t d  
electrificaiton. 
When the forecaster is dealing with the problem of when to terminate the phase 
2 lightning warnings (imninent ground strike threat has passed) , case studies 
again indicate that no individual data set is adequate. (1) LlXR often shows 
the existence of extensive quasi-horizontal discharge patterns aloft lang after 
strikes have ceased. (2) L;LP may mis scharges aloft as 
strikes. 13) may fail to detect s 
(4) Field mill readings can remain large long after s 
ceased, b e  to 1-erhg electrified c l d  layers 
-- 
. 
Need to factor it1 accuracy 
witti wliicli future LDAR eetltroid 
call be forecasted. 
that within t3e 
discharge pattern, 
2 Ian be- the edge of the . These data were canbined w i t h  storm 
diameter to came up with a sk analysis for ground strike threat 
during the next minute relative to the current LaAR pattern. Ground strike 
probability has been conputed as a function of radius from the LllZAR pattern 
center per unit area within a series of cancentric rings, and is plotted as 
Figure 1-1. Also shown is the edge of the ccrrposite W data pate:1 m e  
absolute probability of a granzd strike decreases from abut 0.01 Ian- near 
the center of the IDAR pattern, to about 0.001 near the edge of the IlaAR pattern$ 
to el at about 3 )on beycold the edge of the LW4R pattern and to abut 10 Ian- ' - at about 6 km beyond the edge of the LS3AR pattern. Statistics were 
compiled from 319 LDAR-detected thunderstorms that occurred during 33 hours on 
in June and July 1993 and within +/- 52 km west/east and +/- 40 km 
north south of KSC. 
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0.001 RADIUS 
0 I 10 20 km 
STORM EDGE 
5 
1.00Q: 
. L4%smi$ity sf a Eightni 
of the edge of the 
Gives currexlt LDAI1 S ~ O I I I ~  ce~ltroid. 
area in 
square km 
. . . 
I T 
0.1OQ. 
. RELATIVE TO STORM 
. POSITION AT TIME 0 
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discharge appears to have travelled toward ground in locations outside c l d  edge 
for at least a portion of the path. The ground strike position in these cases 
is about 6 and 5 km, respectively, from the 20 dBZ position. 
It also became obvious that LaAR and LLP do not always give exactly the same 
numbers and locations of ground strikes. There are daily exanples where LDAR 
shows strings of data points progressing to within a kilometer of the surface, 
and w h i c h  are inevitably wound strikes, that are not shown by LLP. Presumably 
these flashes had weak 'return strokes that were missed bv IX@. Similarlv, a 
daily records ground strikes not accorrpanied by LDWl pohts near the d a c e .  
This is not totally surprising, since LDAR detects stepped leaders and, in 
contrast, return strokes duninate the low-level portion of sraund strikes. 
owever,. on some occasions the IJ9 points m y  be e~rroneous resent 
ischarges aloft as ground strikes. 
fm-ref P s t i v i t g r  rqiw, dqicted by 
crns~-sec&im sf z;a& refl~tivity. 
ities are k L a d  to disth~ish inblack 
at a f e w  elevatim a g l e s ,  stom top 

Many studies (e.g., ref 8) that the location of 
initiation can often be inf careful use of satellite, 
surface data. Radar and satellite can reveal the initial develapnent of small 
clouds in areas of enhanced ascent due to low-level canvergence 
from smll-scale features such as the sea-breeze, river breeze, or 
outflow collide with the prevailing large-scale wind. Wind and 
patterns shown by the KSC wind tawer msonetwork can also reveal these 
convergence zones and local hot spots of enhanced hmpncy. 
The surface mesonetwork can reveal preferred areas of thunderstorm developnent: 
a. Strclng convergence precedes new thunderstorm development; 
b. New thunderstorm develarment is enhanced where convewmce 
intersects a thermal -(buoyant) plume or them b u d a q  
(mesoscale front ; 
c. Develapnent is enhanced where convergence intersects the gradient 
between a region of tenperature change aver the last 15 to 30 
minutes, with war+ng on at least one side of the gradient; 
d. Sites of future m i m u m  convergence are samtimes revealed by charts 
showing w i n d  vector change aver the last 15 to 30 minutes. 
Convergence of these streamlines highligfit regions becomhg mre 
convergent with time. 
Figures 3-1 and 3-2 illustrate the abwe rules, using real data fran 18 July 
1994. Figure 3-la shrrws the surface mesonet data £ran 1650 UTC, and Fig. 3-ib 
shows the change in tenperatme in the straddling period ending at 1700 UTC. 
Figure 3-2 shows the streamlines and convergence at 1650. The data show a well- 
defined convergence zone over Merritt Island near KSC between the Banana and 
Indian Rivers that is also warming w i t h  time, whereas the adjacent regions have 
remained constant or cooled. Terrpratures just south of the canveqmce center 
-were already warm and are becaning even more buayant. This combination of 
convergence (which will force upward motion and help trigger cloud f omtion) and 
buoyancy suggests a preferred location for thunderstorm initiation over or just 
west of KSC on this occasion. Vector changes of the w i n d  (not) shown, also 
indicate a need to focus on this location. 
Figure 3-3 shows the first radar conpsite (from 1704-1708 UTC) with 
precipitation in the developing thunderstorm. In the preceding 5 minutes the 
reflectivity has increased from 10 dBZ and is naw in excess of 30 dBZ. lbn@ 
the radar scan strategy is chopping off the top of the echo in the cross-section, 
reflectivities exceed 30 dBZ at 8 km, suggesting that ligfitning is imninent in 
this storm. 
Figure 3-4 shaws that the storm also has mked storm-top divergence. There is 
also convergence at law levels near range of 8 lan along the cross section. 
Hence, the storm should have a vigorous updraft, and precipitation-pawxed 
electrification should be well underway. 
rm is in gmeml too 
s at this stage. 





IV. JOINT USE 
3-6. Radar and LDAR depiction of the storm £ram 1715-1721 VTC. Left, 
ite reflectivity w i t h  L;LlIAR and LLP (black XI superimposed. Right, cross- 
section. 
Figure 3-7. Doppler velocities in the storm of Fig. 3-6. Left, velocities in 
the scan at 14.76 elevation angle are positive (dark ; northhmd) in the northem 



echo occurred above the 7 km level. As shawn in Fig. 3 - 11, the UXR discharges 
then propagated along the tap of the cloud and along the gradient atop the reglan 
of highest reflectivities. This resulted in primarily a dommad  slope, except 
near abut 25 km on the section where a lodized turret elevated cloud top for 
a short distance. Ground strikes were quite unccmKrm on this day, as only 5 
ground strikes were indicated within 5 n.mi . of any warning site us- both LDAR 
and LLP to detect ground strikes. 
Figure 3-12 shews another LDAR discharge pattern on this occasion, and the only 
ground strike indicated by both LDAR and LLP. Once again the LDAR discharge 
pattern appears to have initiated not fratt the region of highest reflectivity but 
£ran the region of highest reflectivity above a critical altitude, at position 
near 10 km along the cross section. Use of the hypothesized 20 dB2 edge rule 
would have been difficult in this case, as there is so much low-level echo above 
20 dBZ. Further, this case points out a potential danger in the inference drawn 
r ' Fig. 3-10. In that case a lower layer of echo > 20 dBZ was ignored 
=t was not the one in which LDAR discharges were occurring. In the case 
of Fig. 3-12, an echo £ran low-levels protruded upward into the base of the LDAR 
layer, perbags not coinci~tally becuning the site for a gxamd strike. Clearly 
additimal study is needed to clarify the circumstances under which gzamd 
strikes occur beneath primarily layered LSAR discharges. 
Figure 3-13 shows echo from the same case at a later stage. All ground strikes 
affecting any warning site have ended as of 2323, though field mill readings 
rermin very larye. Aworking hypothesis in this case might have been that the 
ground strike threat would cease once no longer reached the 7 h 
level. Additional study of the meteoro s for phase 2 tian is 
needed. 
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of all available wtwmlogical data 
d a r ,  the fo 
sites rwires knf 
IJ9 data, which only indi lightning has deve 
times provide a-ce information in these cases, but the 
radar, satellite, and surface w i n d  tower mesonet data is also crucial. Likewise, 
it is difficult to be sure that lightning graund strike the 
use of field mill and. especially radar data to augment ta . 
To mst effectively use the various data sets, they should be overlaid on radar 
or satellite inragery. We have developed a software package that allows LT1AR, 
LLP, field mill, and surface data to be overlaid onto radar imagery, as 
illustrated in this report. The software package produces plan and cross-section 
views of the radar and overlaid data sets. It can also produce maps of -site 
reflectivity (largest value in the column abwe each point) , storm tops, and 
vertically integrated liquid water content (VIL) . Additionally, we have 
developed software to implenaent the Velocity-Azimuth-Display (VAD) method for 
generating time-height series of mean wind, def omtion, divergence and vertical 
velocity above the radar. The software package currently runs with archived data 
sets, but is expected to be adaptable for real-time use. 
We have used the display software to examine 10 cases frwn June and July of 1994 
and 1995. Some preliminary conclusians have been drawn, but they shmld be 
m e d  in mre detail with further case studies, or examined on a real-time 
basis. 
1. Radar, satellite, and -ace mesonet data can help to pinpoint the 
location of thunderstorm formation. Mesoscale boundary detectian, 
through use of satellite and radar imagery, streamline and 
convergence plots, t-ture and temperature change plots, and 
vector wind change plots can yield valuable clues. 
2. Lightning did not first appear in mst developing thunderstorms until 
a sufficient IMSS of precipitation had developed at levels where 
temperatures at least as cold as -15 to -20°C would alluw mixed-phase 
electrification processes to operate. Thresholds suggested to date 
are 30 dBZ or greater at altitudes of at least 8 km. Storm-top 
divergence should be mmitored to help anticipate whether storms 
approaching this threshold are still in a growth stage (still 
divergent aloft ) . 
3. In one case of small-scale convection embedded within larger-scale 
forcing, attaining 30 dBZ at 7 km a w e d  to be sufficient to 
initiate lightning. 
4. The end-of-threat lightning forecast appears to require just as much, 
if not more, meteorological judg-t. In rmst cases lightning did 
not strike ground mre than about 2 lan outside regions of the storm 
where low-level (0-4 lan) reflectivities fell below 20 dBZ. However, 
there were notable exceptions. 
5 .  Field mill readings typically remained abwe 1 kV/m tens of minutes or 
mre after ground strikes had ended at a site, due to layered cloud 
left behind after the thunderstorm core had passed. tianal study 
is needed to determine joint meteorological conditions that enable 
forecasts of lightning threat cessation that are maximally safe and 
yet not overly cautious. 
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n i s  project is mo~vated by the need for temporafy or emergency provisiokg of LBM 
service at KSC. The main goal of the project was to evaluate existing wkeless bridge quipment 
in the KSC environment. Wireless bridge equipment can be used to make a wireless connection 
between two remotely located LAN segments. This report describes the experimental setup used 
to evaluate the equipment, including antenna connections, workstation connections, bridge 
software and workstation software. The rangefinder program on the bridge was used to gather 
data about how the RF propagation environment at KSC affects the performance of the wireless 
bridge. Data was gathered for indoor as well as outdoor propagation. The report concludes with 
recommendations on how to take into account the particular terrain and building structures at 
KSC to design future applications of wireless bridges. 
\ 
SUMMARY 
n i s  project is modvated by the need for k m p o r q  or emergency provisioPljsng of LAf\a 
service at KSC. There are two ways that wireless technology may be used in a LAN 
environment. One is to provide a wireless connection from a single terminal to a remote wired 
network The other is a bridge connection between two remotely located network segments. In 
this project we will only be discussing wireless bridge equipment. This can address situations 
such as emergency disruption of LAN connectivity to a certain key location, or the need for LAN 
connectivity to temporary structures such as trailers. Additionally, wireless LAN technology can 
provide flexibility in managing network topology and reduce labor costs for cable installation in 
situations where the arrangement of work areas is subject to ongoing change in response to 
changing projects, personnel and equipment. The wireless bridge equipment available at KSC is 
the MTERSECT(TM) bridge made by PERSOFT Inc., of Madison, Wisconsin. The main goal 
of this project was to evaluate the capabilities of this existing equipment in the KSC environment. 
The experimental setup consists of two remote sites linked by wireless transmission. At 
each site, the setup consists of a wireless bridge, antenna, and workstation. The antenna can be 
indoor or outdoor depending on whether the application calls for in building or out of building 
transmission. The indoor antenna is omni-directional patch antenna about six inches in size. The 
outdoor antenna is 4-element Yagi antenna, approximately 2 feet, or a 10-element Yagi, 
approximately 4 feet. If an outdoor antenna is used, it needs to be mounted on a proper mast, 
taking into account weather and safety considerations. Normally many workstations may be 
connected to the bridge at each site. In our experiment, only one workstation was connected to 
each bridge using UTP null-modem cable with RJ-45 connectors. 
The bridge comes equipped with a range finder program that can be used to assess the 
- quality of the radio link. Other features of the bridge software are the bridge configuration 
program which can be used to set up traffic screening and spanning tree parameters for traffic 
routing. These latter features were not used in our project. The workstations used were UNIX 
workstations with ftp (file transfer protocol) software. This allowed remote login, remote 
directory, and two-way file transfer between the workstations over the wireless link for 
demonstration purposes. Wireless file transfer was demonstrated indoors from the East end of the 
EDL building to the West end, and outdoors between EDL and CIF buildings. 
The rangefinder software on the bridges was used to gather RF propagation data under 
various application situations, both indoors and outdoors. Data was gathered for indoor 
propagation and link quality at many locations throughout EDL building. Data for outdoor 
propagation was gathered by setting up one site in the EDL building, and the other site in a 
mobile van. Outdoor propagation data was gathered throughout the KSC industrial area, as far 
West as the S II park. 
The propagation data show that equipment performance and radio Link quality are 
seriously affected by physical structures that affect RF; propagation. For outdoor propagation, 
these Include high terrain, d l  buildings, trees etc. For indoor propagation, the factors are, number 
sf walls m d  consuucGon materials, and propagation be twen  floors. P l s&r  waUs are quite 
forgiving, but masonry walls cause significant signal loss . 
The f ind  conclusion of the projab is that the PERSO- quipment is suiQble for use at 
KSC, bur the pedomance for any given application depends on the physical W propagadon 
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This project is moa-ivatd by the need dPQr temporary or emergency pmvisioning of LAN 
service at KSC. This can address situations such as emergency disruption of LAN connectivity 
to a certain key location, or the need for LAN connectivity to temporary structures such as 
trailers. Additionally, wireless LAN technology can provide flexibility in managing network 
topology and reduce- labor costs for cable installation insituations where the arrangement of work 
areas is subject to ongoing change in response to changing projects, personnel and equipment [I]. 
There are two ways that wireless technology may be used in a LAN environment. One 
is to provide a wireless connection from a single terminal to a remote wired network. The other 
is a bridge connection between two remotely located network segments. In this project we will 
only be discussing wireless bridge equipment. r 
The wireless bridge equipment available at KSC is the INTERSECT(TM) bridge made 
by PERSOFT Inc., of Madison, Wisconsin. The main goal of this project was to evaluate the 
capabilities of this existing equipment in the KSC environment. The nominal capabilities of the 
Intersect bridge are delivery of data at the rate of 2 Mbls between remote locations upto 3 miles 
apart outdoor, or upto 800 feet indoors. The equipment uses 26 MHz of bandwidth in the FCC 
unlicensed ISM band (902-928 MHz). Spread spectrum technology is used to keep the transmitted 
power to only 250 mW. The receiver sensitivity is -72 dBm. 
1%. EXPERMEWAL SETUP 
The Intersect remote bridge connections are first briefly described. Please refer to the User 
manual [2] for a more detailed description. There is one connector for the antenna cable. This 
connector is F-type. The antenna cable is 75-Ohm RG-6/U type cable. Each bridge has the 
function of forwarding traffic between a wired Ethernet segment and the wireless remote 
connection. There are three possible ways of connecting the Intersect bridge to the wired Ethernet 
segment. The default method is Unshielded Twisted Pair (UTP) cable to the hub of a standard 
lOBaseT ethernet. An RJ-45 port is provided for this. Other Ethernet adapter ports are provided 
for alternate connections to the Ethernet. An AUI port is available for connecting to 10Base5 
standard equipment, also called thick ethernet. If this method is used an AUI drop cable and a 
transceiver would be required. A third alternative is available to interface to thinwire ethernet, 
also called 10Base2 or coaxial cable equipment. For this a BNC port is provided on the bridge. 
A coaxial cable would have to be connected from the BNC port to a T-connector on the ethernet 
cable. The network connection used in our experiment was a modified UTP connection, as will 
be described later. 
2.2 Antenna Connections 
Each bridge is supplied with two types of antennas. One is a flat antenna about 6 inch 
size that can be mounted on the wall and is for use in indoor wireless applications. The other is 
a 4-element Yagi antenna about 18 inch size, and is for outdoor applications. The wall-mount 
- antenna is supplied with its own 5-feet cable with F-type termination to connect directly to the 
bridge. The outdoor antenna is supplied with an N-type connector, A separate 33 feet cable is 
required. This cable should be 75-Ohm cable with N-type termination on one end to connect to 
the antenna, and an F-type male termination on the other end to connect to the bridge. 
2.3 Workstation connections 
Any type of workstation with ethernet interface can be used to connect to the bridge. For 
normal operation, both the workstation as well as the bridge would be connected to a hub of the 
ethemet LAN segment. In our case, for demonstration purposes, it was decided that only one 
workstation would be used on each side of the wireless connection, instead of a LAN segment. 
Since there is only one workstation to be connected to the bridge, the hub can be eliminated, and 
the workstation can be connected directly to the bridge by UTP cable. But if this is done, it is 
necessary to cross-connect the receive and transmit terminals at the two ends of the cable. Such 
a cable is called a null-modem cable. A $iagrm showing the RJ-45 &final  pin connections that 
should be cross-connected is shown in Fig. 2.1. 
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2.4 Expeimentd setup 
Fig. 2.2 shows the overall schematic of the experimental setup, including bridges, 
antennas and workstations. The connections between the elements of the setup were made a s  
described above. Note that antenna may be an indoor antenna or an outdoor antenna. 
2.5 Outdoor Antenna Installation 
Outdoor antennas should be installed using manufacturer's recommended safen 
precautions.The antennas should be grounded to protect against lightning. Accidental contact with 
power lines during installation can cause injury or death. More complete instructions on safety 
precautions for roof-antenna installation are available from the Consumer Safety Commission, 
For this project, outdoor antennas were installed on CE and EDL buildings, a distance of 
approximately 1 mile. A 10 element Yagi antenna supplied by Persoft was installed on the roof 
of the EDL building using U-bolt mounting to a vertical mast of 2 inch diameter aluminum pipe. 
It is important that mast height be chosen so as to allow line-of-sight access between the two 
antennas. Any intervening structures can cause problems with reception. A 75 feet long 75-0hm 
cable was connected from the antenna to a window terminal in the building wall. The 30 foor: 
long antenna cable supplied by Persoft was installed from the window terminal to the bridge 
terminal. In the CIF building, the 10-element Yagi antenna supplied by Persoft was installed on 
an existing antenna mast. An existing cable was used to connect to the bridge placed on the 
second floor of the CIF building. This cable is 200 feet long and is 50-Ohm rating. Antennas 
should be installed on both sides so that the antenna elements are vertical with the driven element 
- (gray) up. 
2.6 Software 
The bridges come supplied with software on floppy diskette. The floppy diskette is a 3.5 
inch, 720K diskette. For protection against accidental deletion, a copy of the diskette supplied 
should be made using any IBM-compatible PC workstation. Each bridge has its own unique 
floppy diskette. The two diskettes should not be interchanged. 
Figure 
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When the bi-idge is gswered up with the appropriare floppy diskette inserled in rlhe Roppy 
disk drive, a menu appears. Option no. 2 from the menu invokes a mgefmder pro 
be used in measuring the quality of the radio link and in fine-tuning the antenna 
rangefinder program transmits data packets between the two sites. Statistics of the link quality 
are displayed on the consoles at both ends. Thus it is possible to monitor the reception quality 
at both ends of the link from one end alone. The rangefinder program transmits a fured 72 
packets per second from each station. It displays the percentage of packets received without error. 
It also displays the signal quality, signal level and signal-to-noise ratio at both ends. The signal 
level can be from 0 to 36 dB. 18 dB is required for satisfactory operation. Signal-to-noise ratio 
can be from 40 to 80 dB. 60 dB is required for satisfactory operation. The signal quality factor 
can be 0 to 12. A quality factor of 7 is required for satisfactory operation. 
2.8 Bridge configuration 
Option no. 3 on the main menu of the bridge software allows custornization of each 
bridge within its environment. The various parameters that can be set are briefly discussed. Each 
bridge is assigned a network id ranging from 0100 to 7FFF hexadecimal. All bridges of a given 
id will communicate with one another. This allows multiple pairs of remote bridges to operate 
on the same frequency band without interfering with one another. Other parameters that can be 
used to customize each bridge are spanning tree parameters and traffic screening parameters. 
Spanning tree parameters determine whether the Intersect bridge will become the root bridge or 
the preferred bridge in a situation where a loop of bridges develops [3]. The spanning tree 
parameters that can be chosen for each bridge are: Bridge id and priority, wireline port cost and 
wireless port cost. These parameters are more fully described in the references. Traffic screening 
parameters can be set to delimit the type of traffic that will be either forwarded or blocked by 
the bridge. Traffic to be forwarded or blocked can be identified by ethemet station id, or by 
TCP/IP traffic type. 
2.9 Workstation network software 
Many types of network software could be used for communicating between workstations 
such as fip, email, etc. The network software takes application data and converts it to ethernet 
packets. In our experiment, the two workstations were both running Xenix operating system and 
were both supplied with ftp (file transfer protocol) program. With this p r o p m  it is possible to 
logn to the remote workstation, do a directory listing from the remote workstation, and transfer 
a file from remote to iocai (get command) or iocal to remote (put command). By measuring the 
time it takes to transfer a large file (approx. 1 Megabytes) we can get an idea of the link speed. 
IniI, PROPAGATION TEST RESULTS 
4.1 Indosr Network Test 
The experimental setup described in Fig. 2 was set up in Room 140 of the EDL building. 
Remote login, remote directory and a file transfer from one workstation to the remote workstation 
was demonstrated to NASA personnel on June 7, 1995. During this demonsmtion two indoor 
antennas were used in close proximity. The rangefinder software showed that the signal level and 
quality were 12 and 80 dB respectively, the highest achievable values. 
3.2 Indoor Propagation Test with Patch Antennas 
For measuring radio propagation data, the two workstations were disconnected from the 
experimental setup of Fig. 2. Since the bridge generates its own traffic of Ethernet packets during 
the rangefinder test, a workstation is not necessary. Only a bridge and antenna are needed at each 
end of the link. One bridge and indoor antenna was left remaining in Room 140. The other 
bridge, along with monitor for display were placed on a can. The rangefinder program was 
initialized at the stationary location. The site name was chosen as "Room 140." The screen then 
displayed the message "Waiting to synchronize with partner." At this point the mobile bridge was 
moved to a suitable location where AC power is available, and the rangeftnder program was 
initiated. The site name was chosen as "mobile". At this point the two stations initiated wireless 
contact, and the monitor of the mobile station displayed signal statistics which were recorded. 
The rangefinder program was terminated at the mobile station. However, when the message 
"Notify partner to exit?" was displayed, the "no" option was chosen. Hence the stationary bridge 
- in Room 140 remained in the original rangefinder mode, "waiting for partner to synchronize", 
even though the mobile station had exited the program and even powered down. The process was 
repeated at different locations around the EDL building, each time ensuring that the stationary 
bridge remained in the rangefinder mode. At each of the selected locations, signal level, quality, 
signal-to-noise ratio, and percentage of packets received correctly were recorded for both ends 
of the link. Table 3.1 shows the data obtained. The goal at this stage of the project was to test 
for successful link from one end of the EDL building to the other, i.e. from Room 140 on the 
West end of the fust floor to Room 125 on the East end. 
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TABLE 3.1 : I n d m  hopagaGow Data with Patch h t ennas  
As the table shows, perfect reception was not achieve between Rooms 140 and 125, even 
though the distance is only 300 feet, and the equipment has a nominal range of 800 feet indoors. 
We will see later that this was due to two concrete walls that block the direct path of the radio 
- wave between the two rooms. The walls are the West wall of the hallway adjacent to Room 110, 
and the East wall of Room 124. As a result perfect 100% correct reception was not possible, It 
should be noted that even when the percentage of correctly received packets is less than 100%, 
communication is still possible but at a rate proportionately reduced from the rated 2 Mbls. It 
should also be noted that in this case since the straight line path was blocked by concrete walls, 
communication depends on radio waves reflected by building structures and traveling along 
hallways and through doors etc. This type of propagation mode is subject to so-called multipath 
effects, whereby drastic variation in signal strength is observed by small changes in location, 
antenna orientation etc. The table gives data for the best possible antenna location and orientation 
for a fixed workstation location. It was observed that in the presence of multipath, sometimes the 
best signal is obtained by pointing the antenna toward a comer facing the door, as if the radio 
wave enters the room through the door, is reflected from a comer and then picked up by the 
antenna. The best reception with the most range is possible when there is an unobstructed straight 
line path for radio waves between the two antennas. It was seen that the signal propagated 
through plasterboard without much loss, but was unable to propagate through masonry conmete 
walls. Notice that the loss characte~stic of the mdio signal through various matesials is suongly 
dependent on the frequency s f  &anrs&ssion used. 
3-3 Bndmr Ropagatien With One D h c ~ o m d  Anknaa 
Since the fint indmr test wa not saitisfifetov, another &st w a  conduct&. This time the 
tional patch antenna on the mobile site was replaced by a Celement directional 
Yagi antenna It was hoped that the increased antenna gain would improve performance so 100% 
of the packets would be correctly received. Please note that in taking the following data, the 
bridge in Room 14-0 was connected to an omnidirectional patch antenna, while the bridge on the 
mobile station was connected to a k l emen t  directional Yagi antenna. The data is presented in 
Table 3.2. For each location noted in the table, the data reflects the reading obtained with the best 
possible antenna location and orientation within a 5 foot radius of the fixed bridge location. It 
was observed that when a direct straight line unobstructed signal path was available, small 
changes in antenna location and orientation were not signifcant. But whew the direct path was 
blocked by masonry or concrete wall, the received signal exhibited severe multipath effects, and 
in these cases, antenna location and orientation were very important for obtaining the best signal. 
All the readings were taken in the main hallway outside the referred mom, except for Room 125, 
where an inside reading was also taken. 

Notes: 
(1) The ~cepaon  qualiry was very sensitive to antenna p s i ~ o n  and orienra~on, sugges~ng 
the existence of severe mulhpath. The k s t  results were obeacind vr6ih the manna dirwtd 
toward an arbitrary direction not necessarily toward the other site, suggesting that we 
were picking up a reflection from a building structural element. 
(2) It is interesting that the signal quality is poor just outside the door to Room 170, and is 
acceptable just inside. This is because the location just inside Room 170 is outs 
"shadow" created by the concrete walls that are on the West side of Room 110, 
the East side of Room 124. 
After the above data were taken, the two workstations were connected to the bridges and an ftp 
connection was demonstrated between Room 140 to a location just outside the door to Room 125. 
3.4 Outdoor Propagation Data 
Outdoor propagation data are presented in Table 3.3. These data were taken on June 23, 
1995, using a mobile studio van.The conditions were wet and cloudy. A 6 dB Yagi antenna with 
50 feet of 50-Ohm cable was mounted on the van. The van has the capability to raise, lower and 
rotate the antenna. It can also supply AC power for the bridge. The stationary site was 
established on the 2nd floor at the West end of the EDL building. A 10-element Yagi antenna 
was mounted on the roof of the EDL building. It was connected outdoors to an existing window 
terminal by a 75 foot length of 75-Ohm antenna. The inside of the window terminal was 
connected to the bridge by the Persoft-supplied 30 foot 75-Ohm cable. The antenna was directed 
West toward the C F  building. Data were taken by driving the van in a Westward direction. 

Notes: 
1. By rotating the antenna in this location it was seen that good signal quality is maintained over 
a 90 degree range. 
From the above data it is seen that although the equipment is rated for 3 mile range, in practice 
. the range is greatly affected by the shadowing effects of buildings, trees, and by land features 
such as high and low spots. We note that in the KARS II location, no signal was obtained with 
the antenna lowered. But when the antenna was raised so it cleared the treetops, then a good 
signal was obtained. 
3.5 EDL to CIF Networking Test 
For this demonstration one 10-element Yagi antenna was installed on the roof of EDL, and 
CH: buildings each. In the EDL building the antenna was connected to a window terminal (West 
end of second floor) with a 75 foot long 75-Ohm cable. Another 30 foot long 75-Ohm cable 
(RG-6/U) was connected from the window terminal to the bridge . This type of cable is rated for 
a loss of 6-10 dB per 100 feet depending on the manufacturer. In the CIF building an existing 
200 foot long run of 50-Ohm cable was used to connect from the roof antenna to the bridge 
located in a second floor lab. When both bridges were powered up, they automatically enter 
normal bridge operation mode in 30 seconds. It turned out that it was difficult to fund s u i ~ b l e  
antenna positions on the two buildings that provided unobstrucded he-of-sight view from one 
antenna to the other. The water tower on the ObEC building creates an obstruction. B m a w  of 
%Itis rhe rnrast on rhe ED&, building u s d  for tlne outdoor propaga~on d a ~  proved to be urtsuiable 
for the networEng cEemons&ation. The 8 foot mast was replaced by a 10 foot mast, and Ihe 
demonseation was conducted for NASA personnel on July 4, 1995. 
When opera~ng in its n o m d  mode, the bfjidge console, if ccsnnne@td &splays d f i c  
statistics in both directions. This data was not recorded for chis project. A worksrarion was 
connectd to the bridge at each end, md an ftp connec~sn was es~ablishd k m ~ n  the mo 
workstations. A file of approximately 1 MByte size was transferred, and the process took about 
30 seconds. This indicates a transfer rate of about 250Kb/s, which is less than the rated data rate 
of 2 Mbls. The reason for this is that with only one workstation transmitting at a time, the data 
rate is limited by the disk access time needed to access the file to be transferred. In order to load 
the bridge to a level of 2 Mbls traffic, it will be necessary to have multiple workstations on each 
end sending data simultaneously. This experiment was not conducted during this project 
3.6 Indoor Propagation Data with Two Directional Antennas 
For these data, directional antennas were used on both sites. The stationary site was again 
set up in Room 140 of the EDL building, with the antenna directed East, so that the signal would 
propagate down the main hallway. Most of the readings were taken along this direction. For the 
last few readings, beginning with location no. 17, the antenna in ~ o o m  140 was reaimed to point 
toward the mobile. The mobile was equipped with a battery backed UPS (Unintemptible Power 
Supply) that allowed readings to be taken without turning power off and outdoors. The data is 
shown in Table 3.4. 

1. Room 123, antenna pint& to N,W. top corner of room 
2. Room 198, North side 
3. Hallway between Rooms 128 and 170 
4. Room 128 West 
5. Room 132 
6. Hallway between Rooms 132 and 125 
7. Room 125 West, antenna pointed to N-W comer 
8. Room 126 
9. Room 126 West, close to concrete wall. 
10. Room 124 West 
1 1. Room 124 near door, Antenna pointing toward door 
12. Hallway near door to Room 122 
13. Inside Room 122 (20 feet) 
14. Hallway near Room 106 (restrooms). Note that there is a concrete wall to the West. 
15. Room 150. Approximately 20 feet to the South of location 14, so the receiver is out of 
the "shadow" caused by the concrete wall. 
16. Hallway outside entrance to Room 104. 
17. Outside the building, West, 20 feet, antenna pointed to main glass door. 
18. Same as loc. 17. Antenna pointed to steel entrance door to Room 102, i.e. more toward 
stationary antenna in Room 140. 
19. Directly West of stationary antenna, just outside West external concrete wall. 
20. Directly North of stationary antenna, just outside North external concrete wall. 
Notes 
-
1. By turning the cart, it was observed that signal quality was maintained over a 90 degree angle. 
nv. coNeLusnoNs 
The Penoft equipment used was found function satisfactorily and user-fiendly. m e  
equipment is suitable for incorporation into KSC networks for the purposes stated in the 
introduction. The maximum range specified for the equipment can be obtained only with line-of- 
sight contact between the two antennas. In practice, the range of the equipment is very much 
dependent on building materials for indoor use, and terrain for outdoor use. For any given 
application, careful consideration should be given to such factors as intervening masonry walls 
(for indoor use), intervening buildings, high terrain and trees (for outdoor use). This report 
incorporates general propagation data that should be helpful in evaluating each intended 
application. Based on the numerical data the propagation loss can be modeled as approximately 
1 dB loss for every 7 feet. Concrete walls add approximately 5 dB loss. Outdoor propagation loss 
can be modeled as approximately 1 dB per 150 feet. The reception is improved in clear areas that 
are far away from buildings etc. 
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ABSTRACT 
A i S I 4 3 a  is obsemed to undergo stress ccsnosisn crachng when subjected to a consmt 1-d 
duPi;ng expsure to a 3.5% NaCP solution. Crack initiation, nucleation, and growth has h e n  
monitored as a function of time. Skpped regions consisting of fast and slow crack growth lpePiods 
we shown to cowespnd to microstmcturd ckaniga observd in the fracture sudace sf the skel. 
These regions of fast and slow crack rate variations with time show that the crack growth rates do 
not increase continuously with an increase in the stress intensity. 
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INTRODUCTION 
Environmental crachng or stress corrosion cracking (SCC) of a material is the result of a 
synergistic effect of exposure to a corrosive environment while under stress (i.e., a tensile stress). 
The combination of the environment and a tensile stress acting on a material is more deleterious 
than either the effect of the environment, or the effect of stress, acting alone. Thus, brittle 
catastrophic failure may occur in structural components in the presence of a corrosive environment 
even if the applied stresses are well below the yield strength of the material. The threat of SCC 
failures at NASA-KSC is a major concern for the shuttle and ground support materials due to the 
corrosive environment that these structural materials are subjected to. For example, the shuttle 
launch pads are located only 2500 feet (762 m) from the Atlantic Ocean, and a shuttle launch spews 
HCI as a by-product of the solid rocket booster combustion process. The abundance of chloride 
ions allows for the tremendous potential for corrosion failures on and around the launch facilities. 
Hence, it is very important to understand SCC mechanisms, so that materials selection and 
structural design can be incorporated into this harsh environment. 
Structural materials are seldom loaded in a static condition. In addition, environmental conditions 
usually fluctuate. That is, structural materials are usually exposed to both cyclic loading conditions 
as well as cyclic environmental wet and dry periods. The ultimate goal of this project is to evaluate 
the effect of cyclic loads and exposures on AISI 4340 steel. However, the incubation and 
nucleation of crack growth during static loading and constant environmental exposure must first be 
understood. 
The relative influences of electrochemical and mechanical factors in the corrosion and SCC damage 
of a material is shown in the crack growth vs. time curve in figure l(ASM 1987). There exists an 
incubation and nucleation time period for crack growth which is primarily driven by 
- electrochemical driving forces. Then, as time progresses, the driving force for crack growth leans 
toward the mechanical factor in the system. There is no accepted model for this particular crack 
growth phenomenon. That is, either a gradual transition of crack growth may occur until specimen 
failure as in figure 1, or, repeated succession of short steps of initiation and growth may occur 
until specimen failure. 
The path of cracking in high strength steels is intergranular along prior austenite grain boundaries 
(Phelps and Loginow, Davis, and Dean and Copson). Mixed inter- and transgranular cracking has 
been observed in 4340M and 4330 steel (Davis et al.). In AISI 4340 steel, stress corrosion 
fracture surfaces were characterized as surface nucleated, intergranular fractures with secondary 
cracking or deep crevices (Phillips et al.). Transmission-electron microscopy on AISI 4340 
exposed to a 3% NaCl solution has shown that epsilon carbide precipitates were found to be 
preferentially attacked (Tiner and Gil pin). The attack was attributed to microstrains anlor depletion 
of alloying elements from the are adjacent to the carbide. 
h a e 1 a b c  fwltlse m w h a  ( h s i s n w d m c  z ~ :  h e  m w l a ~ d  mmpnent  
of Pane dpsving oh SCC, Th inlemitgr, K, is h of a makwid resist 
pa SLt an applied saw (i'e., Lhe lnlensily of sgess at &e 
K = stress intensity (units of MPa dm) 
a = crack length 
a = applied stress 
F = f(geometry, .alW) 
For a compact tension C(T) specimen, whose schematic diagram is shown in figure 2: 
where: 
B = specimen thckness 
W = length of specimen from the load axis 
F = f(geometry, a/W) and F # F' 
/ 
and 
F = (2ca) (0.886 + 4 . 6 4 ~ ~  - 13.32a2 + 14.72~~3 - 5.6a4) where a = alW (1-a)3/2 
In order for LEFM to be applicable: 
where h = dismce from the crack center line to the specimen edge, Klc is the critical fracture 
toughness, and 9 is the yield strength. 
If plane s t k n  conditions do not exist (i.e., plane stress conditions exist), KlC will be 
overestimated, because Klc increases as thickness, B, decreases. Therefore, the critical stress 
intensity factor should not be determined under plane stress conditions. The crack mouth opening 
displacement (CMO) is related to the material properties and crack growth as follows: 
where q(aW) = f(geometry, aN), and E' is the effective Young's modulus (=E for plane stress, = 
E(l-v2) for plane strain). The crack growth rate is then related to the stress intensity as shown in 
figure 3 (ASM 1987). In stage I, the crack growth begins at a stress intensity = Klscc and the 
crack growth rate increases as K increases. In stage 11, the crack growth rate is constant and 
independent of K and depends on the materiallenvironrnent interaction. In stage 111, the crack 
growth rate increases as K increases and approaches K I ~ .  
There are several methods available for evaluating the stress corrosion susceptibility of a material. 
Each method, of course, has advantages and disadvantages. The method chosen in the present 
study consisted of constant load, K increasing, conditions. The advantage of these conditions is 
that they best mimic the loading conditions of structural members. The disadvantage to these 
parameters is the potentially long duration of each test. 
Transition 
Fracture of 
A. locrltzed breakdown of oxtde ftlrn; 0. 
formatton of corrosion ptts or ftssures. 
wtth 
stress 
F i p e  1. k h e m ~ c  d i a g m  sf SCC c w k  growth k b v i o r  (from ASM lm. 
Figure 2. Schematic diagram of the C(T) specimen. 
Arbitrary propagation 1 
Crack-tip stress intensity, Kl 
K-increasing test 
K-decreasing test 
Rgure 3. Schematic diagram of crack growth mtes as a function of stress intensity (from ASM 
EXPERIMENTAL PROCEDURES 
The material chosen for this study was AIS steel plate of 3.1 mm in thickness. The 
steel was heat-treated to acheve a Rockwell hardness value of HRC = 42.8 * 0.7. At least twenty- 
nine (29) compact tension C(T) specimens were macbned from the plate according to ASTM 
standard E399 (see figure 2). It shouId be noted that the plate thickness was such that plane stress, 
and not plane strain conditions, were operating during tension testing. Several material properties 
of AISI-4340 are listed in Table 1. 
Table 1. Properties of AISI-SAE 4340 
UTS- 1500MPa 
Precracks were incorporated into the specimens by fatigue testing on an MTS Hydraulic Tester. 
Stress corrosion cracking tests were initiated by placing a piece of gauze fabric into the C(T) notch. 
The gauze fabric was then soaked with a 3.5% NaCl water solution. The C(T) specimen was 
loaded after a 0.5 hr pre-soak in the NaCl solution. Prior to loading, a clip strain gauge was 
fastened to the machined knife edges (not shown in figure 2) of the crack mouth of the specimen, 
so that the crack mouth opening displacement could be monitored throughout the test. The wet 
gauze remained in the C(T) notch throughout the duration of the test and served as the source of 
corrosive media. The gauze was replenished with NaCl solution as needed by squirting solution 
into the notch area using an eye dropper. Constant load tests were performed on a SATEC 
Universal Testing Machine equipped with the Nuvision I1 Software Package for automation of the 
testing. The crack mouth opening displacement, load, and crosshead displacement were monitored 
as a function of time, for each test. In addition, each test was video monitored and recorded so that 
an independent method of crack growth rates could be calculated. 
The 4340 steel was polished for microstructural analysis using traditional metallographic polishing 
operations, followed by etching in Nital. Polished and etched surfaces were examined in a LECO 
metallograph. Macrographs of the C(T) fracture surfaces were obtained using a SONY CCD 
camera and video printer. Fractography was performed in a E O L  scanning electron microscope 
(SEW. 
RESULTS AND DISCUSSION 
Light optical micrographs of the micrmtnucture of the 4340 steel are shown in figure 4. As evident 
from the micrographs, the microstructure of the steel consists primarily of martensite. The region 
in figure 4a is parallel to the direction of the crack plane, figure 4b shows the microstructure from 
the plane perpendicular to the crack direction and parallel to the C(T) thickness, and figure 4c 
shows the microstructure from the front surface of the C(T) specimen. Note that the bar on the 
micrographs corresponds to 25  pm. 
Table 2 summarizes the SCC tests which were performed and lists the specimen identification 
number, the applied load, in kN, the total change in crack mouth opening displacement after 
loading (A CMO), in (m), and the length of time of each test at load in days, hours, minutes, and 
seconds. Test specimen 29 was the only specimen listed which did not fail in the time shown. 
Note that the time to failure does not correspond to the applied load, but depends on the initial 
applied stress intensity which varied with the initial crack length for each specimen (not listed in 
table 2). 
29 5.9 6.4 x lo-7 1:22:35:24 + (no failure) 
The CMO vs. time for each specimen listed in Table 2 are plotted and shown in figures 5-10. Note 
that only specimen 14 shows a smooth transition from the initiation and nucleation stage of a crack, 
to crack growth, and subsequent failure. All of the other tests show one or more stepped crack 
groivth arrest ~ r i o d s  prior to fast fracmre of the specimen. Note that SCC testing of spe~imen 29 
was intemptea and &erefore, the test did not result in spwimen failure. Due to time wnstr~ar&, 
the data could not be present& in the thadiaional mmner which plots the log of the cmck growth 
m%e asa function sf instanmeous stress intensity (as in figure 3). However, it is evident that as 
the crack grows, the stress intenslry, K, inerwes. Thus, while K 1s eonsbnlly i n c r a i n g  
throughout the duration sf a lest, &e velwity of h e  cmck may incrme or dec 
fashion a evident by &e c w k  gmwth anrat p~& in figures 5- 10. Hence, the t d i t i o n d  s&ge 
I, sage %I, and sage I11 portions of &e log crack mk vs. K khavior during SCC is o d y  obsewed 
for s p i m e n  14 in this study. 
The entire fracture surface from specimen 13 is shown in figure 11, and is typical of all of the SCC 
fracture surfaces which were observed. Extending from right to left, the fracture surface consists 
of the notch, the fatigue precrack region, the SCC region (darkest area on 
(largest and brightest area showing cleavage). 
Fractography was performed on all of the SCC specimens and select SEM micrographs are shown 
below. The typical stress corrosion morphology which was evident in all of the specimens is 
shown in the SEM micrograph of figure 12a. Figure 12b shows a typical region which has 
undergone fast fracture. A low magnification SEM micrograph from specimen 28 is shown in 
figure 13. Note that the fatigue precrack region, the stress corrosion cracking region, and the 
region of fast fracture is contained within the frame of micrograph extending from left to right. 
The stress corrosion cracking microstructure can be divided into alternate regions of slow and fast 
crack growth which correspond to the CMO vs. time curve as shown by the arrows in figure 13. 
Figure 14 shows the surface of specimen 29 which did not fail during testing. Note the plastic 
zone associated with local deformation at the crack tip. 
Figure 4. Polished and etched surfaces of the AISI-4340 C(T) specimen from a) parallel to the 
crack plane. b) pyndicular  to the criick plane. c)  the C(T) surface. 
Rgure 6 Crack Mouth Opening Displacement vs. time for specimen 13. 
tiw 8 bul (r) 
Figure 7. Crack Mouth Opening Displacement vs. time for specimen 28. 
Sample 14 
bad = 5.9 kN 
w 9 lord (r) 
Figure 8. Crack Mouth Opn ing  Displacement vs. tlme for s~c i rnen  14. 
Figure 9. Crack Mouth Opening Displacement vs. time for specimen 7. 
Figure 10. Crack Mouth 8~ninOBisplwement  vs. time for s p i m e n  23. 
Figure 11. 
Figure 1%. SEM micrograph of a typical SCC fracbre surface Prom: a) the SCC region b) the fast 
%=cue region. 
Figure 13. SEM micrograph of the fracture surface of specimen 28. 
figure 14. The plastic zone associated with local d e h a U o n  at the crack tip during crack growth. 
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Aqhaesus: 
which deplete stratosp ozone. In ultrasonics, bbles ate created by 
frequency vibrations which can cause stresses at so 
study was to see if the effects from ultrasonic cavitation bubbles was severe enough to 
damage the surfaces of metals and non-metals being cleaned. If damage from ultrasonics 
was found, it would limit the applicability of nded use for cleaning 
ground support 
stainless steel, alurmnum, b were exposed to a 
full-scale ultrasonic cleaning process consisting of four ultrasonic baths. The fitst bath 
operated at 27 kHz and contained the degreaser Brulinw, the remaining baths all 
operated at 40 kHz. The second and fourth baths contained only deionized water and the 
third bath contained the surfatant Zbnylm. After twenty cleaning cycles, the mass losses 
fkom the metal were very low: 0.22 mg/cm2 surface area for the alumhum coupons and 
0.014 mg/cm2 for both stainless steel and titanium. The aluminum coupons showed 
visual evidence of minor cavitation erosion 'in regions of previously existing surface 
irregularities. The non-metal samples showed some periods of mass gain. 
The distribution of ultrasonic activity throughout the large cleaning baths was evaluated 
using sheets of aluminum foil spanning the entire widths of the baths. Aluminum foil is 
easily damaged by ultrasonics and the pattern of damage to the foil was used to map the 
areas of greater and lesser ultrasonic intensity. The sheets of aluminum foil were placed 
approximately 10" apart in the baths. The ultrasonic intensity in the baths was found to 
be far from uniform. The aluminum foil sheets in Bath A, operating at 27 kHz, showed a 
greater amount of damage than those in the other baths operating at 40 kHz. Within a 
given bath there was a great amount of variation on a single sheet as well as from adjacent 
sheets. These findings suggest that parts being cleaning in ulhsonic baths should be 
moved throughout the field to obtain the best cleaning efficiency. Evidence of the presence 
of standing wave patterns were observed on some of the aluminum foil sheets from two of 
the ultrasonic baths, B and CR, and the space between clusters of holes agreed with the 
theoretical value for the wavelength. 
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1.1 Bacwound 
Researchers at Kennedy Space Center and elsewhere have be to develop 
replacement chemicals for chlorofluorocarbons (CFCs) because of tween CFCs 
and the depletion of the protective layer of ozone in the stratosphere. For example, 1,1,2 
trichloro - 2,2,1 tduoroethane (CFC-113) was used at the Kennedy Space Center for 
precision cleaning of aerospace hardware. Many of the replacement cleaning systems that 
have been developed have focu 
s the use of ultrasonics with acpeous 
solutions to enhance the cleaning. In ultrasonics, cavitation bubbles are created at the 
solid/liquid inte-e by high frequency vibrations. The stresses caused by the foxmation 
and collapse of the bubbles loosens debris fkom the surface, and the turbulence caused by 
the bubbles helps to transport the debris into the bulk solution. [Reference 11 
Ultrasonic cavitation can produce high temperatures and pressures that are very localized 
and are present for short durations of time. The stresses at the solid surface due to the 
cavitation are severe enough to potentially corrode the solid suxfhce. A previous study 
[Reference 21 investigated the effect of pure water and ultrasonics on the surtaces of small 
precision parts for cleaning verification. Using Scanning Electron Microscopy and weight 
loss measurements, the study concluded that the corrosion effects and mass losses were 
insignificant for ultrasonic exposure periods of up to 2 hours. 
An ultrasonic cleaning system proposed for cleaning of flight hardware at the Component 
Refurbishment and Chemical Analysis Laboratory (CRCA) at the Kennedy Space Center 
includes the use of surfactants, B r u E n T M  or ZonylTM, which reduce the surface tension of 
the water, enhancing the cleaning of small cavities. This system involving surfactants has 
not been evaluated as to its possible effects on the surfaces of the parts being cleaned. 
1.2 Purpose 
The purpose of this study was to evaluate the effects of cavitation ftom ultrasonic cleaning 
. . 
on the suIZaces of metals and non-metal coupons. It will be necessary to assure mrnlmnl 
effects fi-om ultrasonic cle before the process can be approved for cle 
hardware. The se of the second part of evaluate the uniformity of 
the ultrasonics baths. The motivation study was to ensure that 
coupons being studied would be placed in areas o 
m e  nic cl used in this study are used for of aeroqze 
hardware at the Component Re nt and Chemical Analysis Laboratory (CRCAJ 
located at the Kennedy Space Center. The baths are part of a cleaning process that has 
been developed as a replacement for a vapor degreasing process that used CFC-113. 
Four large ultrasonic baths, as described in Table 2-1, are operated in se e 
ultrasonic transducers are in the bottoms of the tanks. Parts to be cleaned are placed into 
baskets which rest on support racks, approximately eight to ten inches Erom the 
transducers. The baskets are moved fiom bath to bath after each ultrasonic cycle. The 
solutions within each tank are circulated through filtration systems to remove particulates. 
During actual cleaning operation, the parts may be placed into one of various chemical 
baths between immersion in Bath B and Bath C. 
Table 2- 1. Ultrasonic Bath Descriptions 
2.2 Metal and Non-Metal Coupons 
TWO merent 
simulate larg 
coupox1 specifications are 
2.3 Coupon Preparation 
WitPz i d e n a d o n  nmBe:rrs. The disks 
with a handheld VitOnTM disks Bphich were 
concerned d t f i  ca~tabion 
egecb and not cle clean coupom in order to 
loss. of Che meQal coupons were cleaned 
fist ~& CFC- 1113 m d  en wetone. 
T&le 2-2. Test Coupen Swfim~ons 
LaPge Coupons (bee 
Titanium 
Small Coupons (disks) 
Aluminum 
Stainless Steel 
Shore durometer uAw scale 
- 97 % -98 
- 79 76 - 82 
* Note: Values of HRB over 100 are usually converted to Rockwell C scele. 
2.4 Coupon Arrangement 
Most of the large coupons were bolted to the washing baskets so that they w o a  
stationary, simulating the cleaning of large parts. The large coupons were fabricand =&k a 
hole (approximately 1 cm diameter) at one end of the rectangle, used for the bol* TeSun 
washers were used to eliminate abrasion. Six large coupons were bolted to ea&x af * 
baskets, designated a and $. One coupon of each material lype (aluminum, stakkss 
and titanium) was positioned vertical and one horizontal in each basket. All of &e d 
coupons plus one large coupon of each material were placed in a mesh basket TES& E lid 
that allowed some movement during the ultrasonics. Thus, a total of five large c&eapoles af 
each material were tested and fo 
and orientations of the coupons 
the cavitation effects. Figure 2- 
baths. These locations were chosen because they represented areas 
ultrasonic activity as described in Section 3.2.1. Care was taken to 
coupons in the same locations on the baskets, which was placed in the same 
the baths. (The designations A6, AS, etc. shown in Figure 2-1 were used for the abL.-am 
foil tests and will be discussed in Section 2.7.) 
2.5 Coupon Test Procedure 
The coupons were exposed to a number of ultraso 
performed aRer 1, 10, and 20 complete cycles. nty cycles was cho 
reasonable upper bound for the number of times that a piece of hardware 
returned during its lifetime to the CRCA for cleaning. A complete cycle refers to 
of ultrasonification at 150oF (65.50C) in each of 
Before evaluation of the coupons, the coupons were 
and d o m d  to dry. 

r 1, 10, anaI 20 eomp1.eLe qcles, Ql%e 
Elecbon Micrs=opy (SEM) md X-my h5kio 
s m c m e  on the 
SEM, a xnicrohardness e as a reference, each 
ss of the metal 
Foil Test Procedure 
metimes used to evaluate 
ultrasonic intensity because of the ease with which the foil erodes. In this study rather 
than using small strips, large sheets of aluminum foil were used to obtain a full cross- 
sectional cut of the bath to develop a map of the activity in the bath. The sheets of 
aluminum foil were held taut in a h e  such as those used to hold window screens. The 
sheets of aluminum foil were placed in the baths, one at a time, approximately 10 inches 
apart, for a duration of three minutes of ultrasonification. Figure 2-1 shows the placement 
of the foil sheets by the marks A6, AS, etc. The lower numbers (Al, B1, Cl, CR1) indicate 
the inlet of the recirculated liquid. 
2.8 Aluminuxn Foil Evaluation 
After exposure to the ultrasonic baths, the aluminum foil sheets were examined visually 
for cavitation effects. Each 4" x 4" square of a sheet was given a rating as to the damage to 
the foil and then a map was compiled h m  the data In addition, several localized areas 
from selected sheets were examined using the SEM. 
All of the coupons were weighed initially and alter 1, 10, and 20 cleaning cycles. This data 
is presented in Table 3-1, along with the basket identification (a, $, or Eesh) and the 
orientation of the coupon Eertical or flotizontal). The al-um coupons lost between 
0.05% and 0.11% mass after 20 cycles, depending on the alloy and coupon dimensions. If 
the data is expressed as (mass loss/surface area) then the data for both coupon Qpes is 
very close with an average of 0.22 mg/cm2. The surfkce area used is an apparent surface 
area using the area of just the two faces of the coupon. No difference in mass loss was 
observed for vertical versus ho orientation and only a slight Were 
basket location. 
The stainless steel and titanium coupons showed very low mass loss rates with average 
losses after 20 cycles of 0.0014% and 0.0019% respectively. When expressed as (mass 
loss/surface area) the stainless steel and titanium coupons lost an average of 0.014 mg/ 
cm? . 
The behavior of the non-metal coupons was more complex. The VespelTM gained mass after 
10 cycles, presumably absorbing liquid, and then lost some of its mass between 10 and 20 
cycles, but stdl ended above its original weight. The VitonTM coupons lost weight after 1 
cycle but then appear to have absorbed liquid, gaining weight after 10 and 20 cycles. (Note 
that Table 3- 1 reports mass loss and thus negative values are actually mass gain,) 
The mass loss data is s u x n m h d  in Figures 3-1 and 3-2 where the mass loss/surface 
area is presented graphically as a function of the number of cycles. The data for the two 
different types of aluminum. have been combined and the data for the stainless steels and 
titanium have been combined. 
3.1.2 Scanning Electron Micrographs 
Scanning Electron Micrographs (SEMs) were taken of one coupon of each material type 
before exposure to the ultrasonics (initial) and after 1, 10, and 20 cycles. Very little change 
was observed in all cases. Figures 3-3 to 3-7 present the SEM's of the coupons in the 
initial conditions and after exposure to 20 ultrasonic cleaning cycles. In all of these 
photos, the diamond-shaped mark in the center is the microhardness mark that was used 
for reference enabling on of exactly the same microstructure each time. 
In Figures 3-3 and 3-4, some of the inclusions of the aluminum alloys appear more evident 
after exposure to the ultrasonics. The large stainle 
-6, appears to have 



Figure 3-3. SEM of Aluminum (sample AL5-01) in its initial condition (left) and after 20 
ultrasonic cleaning cycles (right). Microhardness mark in the center is for reference. 
Figure 3-4. SEM of Aluminum (sample AE-A3) in its initial condition geft) and after 20 
ultrasonic cleaning cycles (right). 
Figure 3-6. SEM of S ess Skel (sample SS-A1) h its k i ~ d  condition (lee) apld d k r  20 
g cycles (right). 
. its 
with the SEM but 
Ray Photoelectron 
data is presented 
in Table 3-2. 
levels suggesting an increasingly 
3 -2.1 Overall Evaluation 
The aluminum foil sheets that were placed in the ultrasonic baths for a duration of three 
minutes were evaluated visually as to the extent of the damage caused by cavitation. Each 
sheet spanned the entire width of the bath (36" or 28") and the complete depth above the 
rack frame (18"). To summarize the damage, each sheet was divided into a grid of 4 x 4 
inch squares and a number assigned to each square of 1 to 5 with 5 
darnage. This data was then converted into gray-scale values and is 
9. Each column of rectangles represents the h&ly of sheets from one b 
left-most column shows the six vertical slices from Bath k The lo 
were previously shown in Figure 2- 1 and are approximately 10 inches 
A s  can be seen in Figure 3-9, the ultrasonic intensity of the baths 
Bath A showed the highest intensity of the four baths which was no 
was the only bath operating at 27 kHz. What is surprising is the variation in intensity 
within a given sheet, such as B 1, or from sheet to sheet, such as B 1 and B2. The foil sheet 
ally no cavitakion effects, yet it only 10 inches h m  sheet B1 which 
showed the highest intensity in Bath B. 
are the intensity of Baths C and CR because both baths are 
e frequency (40 IrW: the difference betwe that 
Pont 2hnyl'fM FSN and Bath is a h s e  bath only 
R showed a ]much er ktensily &an Baeh C. 
F i m  3-8. SEM of lBal um (sample A15-01) d k r  20 ultraso~c l e ~ n g  cycles showkg 
caviation damage in the vicinity of the engraved nurnber "1". 
Table 3-2. XPS Analysis of Coupons. 
Figure 3-3. Ultrasonic intensity maps of baths as measured by aluminum foil cavitation damage. Each rectangle illustrates 
the damage to a sheet of aluminum foil placed vertically in the baths. For locations (A6, A5, ... ) see figure 2-1. 

3- 10. Examples of damage to al 
(below). 
Figure 3-12. Examples of holes in duanin~m foil 
Ixge h , resulfing from nurnert 
F i g ~  3-14. Examples of holes ipl aluminum foil #em: holes gokg in bolk. diPections (left); 
large hole formed by several smaller holes (right). 
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One of methods of cleaning fouling in tubes will be a turbine-brush 
unit to replace R%13 as a cleaner after 1995, The turbine-brush 
consists of a turbine and a brush with a connector between the two, 
The turbine-brush was created in KSC,NASA and demonstrated its 
rotational motion while it was held at' a position. 
Objective of the program is to optimize the geometry of the 
turbine-brush in terms of the blade angle, the number of blades, 
and arrangements of the connector and brush, flow rates, rotational 
speeds, diameters of tubing and performance of cleaning before a 
final product is designed and manufactured. 
A prediction of a rotational speed was made without considering the 
blade angle in the beginning stage of the project and later the 
blade angle was taken into account. In the analysis of rotation 
speeds, empirical relations were used for drag forces. The drag 
forces were determined in a situation where the turbine-brush was 
held in a position. One suspects whether the drag force measured in 
this way would be the same as the unit moves. Because of this 
reason, a numerical simulation was thought of as a method of 
understanding the nature of the flow in a turbine-brush flow and of 
determining a way to use the simulation technique to a freely 
moving turbine-brush unit i tubes. 
NEKTON was available for analyzing a simmlation model. A simplified 
model, and an improved model for the blade section were made and 
these models were being tested. It seems that a superposition 
- method of two solutions, one out of a rotating model and the second 
one of that model without rotation in a turbulent flow - 
should be sought for a final simulation of the turbine-brush flows. 
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A Area of a f l o w  cross-seetion, m2 
a Constant used in the boundary conditions 
b Constant used in the boundary condilions 
CI, Constant used in the boundary conditions 
CZ, Constant used in the turbulence model 
c3, Constant used in the turbulence model 
Cv Constant used in the turbulence model 
c Constant used in the boundary conditions 
d Diameter of the tube, m 
E Available energy for rotation Joule/m3 
F(x,t) Function used in the boundary condition 
Fi Body force in the i-the direction 
G, Function used in the turbulence due to buoyancy 
GK Function used in the turbulence due to dissipation 
kinetic energy 
g i Gravitational acceleration, m2/s 
Jbta, Sum of the momer!t of inertia of rotating elements 
mdot Mass rate, Kgis 
P Static pressure, pa Q Volume rate along the blades, m3/s 
%I Mass source of dispersed states 
t time, s 
(At)2 Convergence criterion 
U I ~angential velocity component in the y-direction 
U i Velocity component in the i-the direction 
U ,I Velocity component to no~mal to the surface 
U x Velocity component in the x-direction 
u~ Velocity component in the y-direction 
UZ velocity component in the z-direction 
Uiu j Reynolds stress 
V Velocity, m/s 
Wdrag Rate of work of drag 
Wkinetic Rate of work due to rotation 
Xi coordinates 
Greek Letters 
b Angle between the relative velocity and tangential 
velocity 
61, Kronecker delta 
E Dissipation energy in turbulence 
K Dissipation kinetic energy 
P Molecular viscosity 
Pt Turbulent viscosity 
Y e x i d ~  Turbulent kinematic viscosity 
P Density of the fluid 
Zi j  Shear istress tensor 
0, Constant defined in t h e  turbulence model 
ae: Constant defined i n  t h e  t u r b u l e n c e  model 
B ~ D  Angula r  ve loc i ty  
CPC refrigerantslcleansers will not be allowed to use in cleaning 
fouling in tubes starting in 1996. A mechanical device was devised 
$8 clean inner surfaces of tubes in order to cope with the 
situation in which R113 is not available as a cleanser. An 
analytical expression of an angular velocity of the turbine-brush 
was developed in terms of geometries of the unit, the blade angle, 
number of blades, and the incoming velocity of the flow. The 
expression includes a drag coefficient which was derived from a 
series of experiments from an open loop and a closed loop 
experimental set-ups, respectively. 
A numerical simulation was conducted first to understand the nature 
of the turbine-brush flows as the unit rotated while it was held at 
a position, and second to determine whether the numerical 
simulation may be extended to a case in which the turbine-brush 
moves forward while it rotates. For this purpose, a simplified 
model was developed and tested. An improved numerical model for the 
blade was also developed for further test. 
At present, a numerical simulation with the simple model has not 
been completed. The test data from the closed loop set-up have not 
been analyzed, yet. The parts which are not completed will be 
further looked into on campus of UNC-Charlotte. 
\ 
11. APPROACH TO A SIMULATION 
A numerical simulation was conducted for the turbine-brush 
flows by NEKTON of FLUENT Inc. 
NEKTON is based on a finite element method incorporated with 
a spectral element technique originated by Patera(1984).  his 
scheme employs a five point interpolating polynomial, known as the 
Legendre polynomial on a finite element network. As a result of the 
higher order power series, the software produces a fast converging 
numerical result with a relatively crude element network. However, 
this works for Stokes flows of a low Reynolds number up to 12,000 
with a K-e turbulence model(Fluent,Inc.,l994). 
The results of the numerical simulation will be compared 
with the results of experiments in terms of pressure and velocity 
distributions. The results of the lower Reynolds number flows may 
not represent the real flow conditions at all because of 
sLxplifying assumptions to build a model for  simulation, 
In the beginning sf simulation procedures, a relatively easy 
construction of t h e  grid network and Pow rotational speed of the 
turbine b r u s h  lead to a u s e  o f  NEMTON, Simplifying assumptisns 
will be explained in Later sections, 
The  procedure and r e s u l t  of the simulation analysis give  a 
firs$ hand insight in generating the elements and flow patterns, 
Application of this sort, a brush in the region of wake generated 
by a turbine, did not exist in a real world. The turbine brusH1 was 
invented and its patent agplieatisw was submitted in Hoveher 1993. 
2.1 Geometric Model 
A simplified geometric model is explained as follows. The 
simplified model is a first step for an eventual success of the 
simulation. Rather than the transient rotation of the turbine, 
steady angular velocity or a tangential velocity is assumed fcr the 
turbine-brush. Four blades are placed normal to the 
direction of the flow 90' apart in the outer race of a bearing. The 
bearing is located at the center of a blade housing. A wire is 
attached to the center of the bearing in such a way that the 
turbine-brush can rotate being held in a position. The liquid 
turbine and the rotating part of the bearing are connected to the 
brush by a two bar linkage, consequently make the brush rotating. 
The brush cleans fouling from the surface of the tube. 
' 
The first section of the simplified geometric model 
is the entering section of a fluid. The distance of this section 
is Id, d being the diameter of the tube, since an incoming 
velocity of the flow is uniform. The second section consists of 
the entire structure of the turbine including the ring, blades, and 
bearing. The ring, blades and bearing are simplified to be a 
circular plate with four radial bars on each side. The turbine ring 
. holds an 0-ring so that the fluid may not pass the blade section in 
the direction of tube axis but moves in radial direction through 
the ring section of the turbine. The turbine runs without the 
O-ring. The third section is the connecting linkage. The fourth 
section is the brush section including the brush hub and a cut-off 
brush in four places separated equal distance along the 
circumference. It is assumed that fluid does not pass at all 
through the brush. The last two sections are the flow leaving 
sections which will be of a distance of (5 to 8)d. A sketch of the 
turbine-brush is shown in Figure 1. A discretization of the flow 
domain is illustrated in Figure 2. 
2.2 Construction of a NEKTON Network 
A main idea of finite element construction in a three 
dimensional flow domain for NEKTON is to make a two-dimensional 
element on a plane and extend it along the third axis. ~inite 
elements should have four vertices on the plane, and the four 
vertices should be specified in the counter-clockwise direction. 
Since a five point interpolating scheme is used between two 
connecting points, a crude initial network is affordable, 
The element network can use global refinement techniques, s u c k  as 
'zipper" ,picture frmer,~csneer~nd so forth, Thereby, an easier 
construction of elements is possible, The number of elements 06 an 
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body forces in the i direction, respectively. 
The s"ceess "e, is given by: 
where p is the molecular viscosity and the second term on the right 
hand side is summed over all three component directions. In the 
computation, the term (2/3)p(auk/axk) is ignored under the 
assumption that the divergence of velocity has a negligible effect 
on the stresses. 
3.3 Model for Turbulent Flows 
Modeling of turbulent flows requires appropriate modeling 
procedures to describe the effects of turbulent fluctuations of 
velocity and scaler quantities on the basic conservation equations 
presented in the previous section. The z-E turbulence model is a 
basic model from which a turbulence is described. This model is an 
eddy-viscosity model in which the Reynolds stresses are assumed to 
be proportional to the mean velocity gradients, with the constant 
of proportionality being the turbulent eddy viscosity, p,. This 
assumption, known as the Boussinesq hypothesis, provides the 
following expression for the Reynolds stresses(Fluent,Inc.,1994): 
Here K is the turbulent kinetic energy: 
The term (2/3)pt(8u,/8x,) is ignored under the assumption t h a t  the 
divergence of velocity has a negligible effect an the turbulent 
stress tensor. The equation for the Reynolds stresses is analogous 
to that describing the shear stresses that arise in l a m i n a r  flow 
w i t h  t h e  t u r b u l e n t  viscosity p, playing t h e  s a e  role as t h e  
molecular  v i s cos i t y  p, Therefore the form of the t u r b u l e n t  mmeaatum 
e q u a t i o n s  r e m a i n  i d e n t i c a l  t o  t h e  f e r n  of t h e  l m i n a r  momentum 
equa t ion  except  %hat  yl i s  r ep l aced  by an e f f e c t i v e  v i s c o s i t y ,  perf 
= p + pt, The t u r b u l e n t  v i s c o s i t y  p, i s  ob ta ined  by assuming t h a t  
it i s  proportismail t o  t h e  product  s f  a t u r b u l e n t  v e l o c i t y  scaSe and 
l e n g t h  scale. 
are 
and 
u=5 
I n  t h e  K - E  model, t h e s e  v e l o c i t y  and l e n g t h  scales 
ob ta ined  from two parameters:  K ,  t h e  t u r b u l e n t  k i n e t i c  energy 
E ,  t h e  d i s s i p a t i o n  rate o f  u. The v e l o c i t y  scale i s  taken t o  be 
and t h e  l e n g t h  scale i s  t aken  t o  be Hence,& i s  given by: 
where C, i s  an e m p i r i c a l l y  de r ived  c o n s t a n t  o f  p r o p o r t i o n a l i t y  (set 
t o  a d e f a u l t  v a l u e  of  0.09). The va lues  of  K and E are obta ined  by 
s o l u t i o n  o f  conse rva t ion  equa t ions  (F luen t ,  I nc  . ,1994 ) 2 
where C,. and C t ,  are empirical constants, q and n, are "Prandtl" 
naurrtbers govearnlng the turbulent d i f f u s i o n  s f  K and E ,  G, i s  t h e  
rate of production of t u r b u l e n t  k i n e t i c  energyr 
and G, is generation of turbulence due to buoyancy: 
The above equations are applied to minimizing energy 
principle, in return, one obtains a series of finite element flased 
equations, These equations are solved under physical boundary 
con@itions. Actually, these boundary conditions are derived from 
experiments, 
1V.BOUNDARY CONDITIONS 
'. 
Two types of boundary conditions for elements exist in the 
. flow 
domain in consideration. The first is on the boundary surface of 
each element, and the second is on the element itself. There are 
also conditions of the inlet and exit of the flow. Variables 
involved with the boundary conditions are the pressure and 
velocity. The first condition we consider is an incoming velocity. 
Unless otherwise specified, the incoming velocity is fully 
developed, meaning that either a uniform speed or a profile of the 
velocity of the flow is known. A simulation analysis yields the 
velocity at the exit of the flow field. Variations of velocity at 
the exit are usually shown in the region of 7 to 9d downstream of 
the inlet. These are identified VELOCITY and OUTFLOW. 
4.1 Pressure Boundary 
The pressure is reduced as the fluid flows due to friction and 
changes in cross-sections of the flow passages, In general, this is 
expressed as: 
dp/8x + F ( x , t ) =  8 
where p is the s t a t i c  pressure, x, the coordinate in the flow 
direction, t, the t h e  and F is a function in x and t, 
4,2 Boundary Conditions for Velocity 
The fluid is in contack with a stationary surface(inner 
surface of conduits) and with a moving surface(blades,ring 
structure, connector, and brush). In continuum condition, the 
velocity does not exist at the stationary surface: 
U, = 0, uy = 0, and u, = 0 
On the other hand, at the moving boundary, the fluid layer next to 
the surface, moves with the same speed as the surface and 
expressions of velocity components are given by: 
u, = 0, u, = 0, u, = rco=o(y2 + z2)Oe5 
where u, is the component of the velocity normal the surface, u, is 
the'first tangential(y-axis) component, and u2 is the second 
tangential component(z-axis) of the velocity. . 
For each element of the fluid in the field, the above boundary 
conditions entered. A partial list of elements and their boundary 
conditions are shown in Appendix starting with the element 1 
through the element 4 and element 328. In the list, 
. initial conditions of the velocity is also provided. 
Specifically, the current project uses the following for the 
above expression, 
Incoming velocity,~, = f(x) or constant, u, = 0, and 
u, = 0 
Pressure, pa=a - bx 
Moving Layer, u, = 0, u1 = 0, 
U2 = c*(y2 + z2)O-5 
where a, b, and c are determined based on the specific runs sf 
experiments, With an existing set of experimental data, the list 
shows those specific num$ers. A sinusoidal equation is assigned for 
u, to indicate that the at t h e  end o f  the turbine-brush unit, u, 
vanishes, implying that o n l y  the rotational speed influences the 
flow domain, 
4 , 3  Body Force 
The force h o l d i n g  the turbine-brush at a point is considered 
a body force opposite to the flow direction, 
The fluid in consideration is liquid water at room conditions. 
Therefore, variables in mind are the density and viscosity which 
are constant because the temperature variation is not considered. 
V1,SOLUTION METHOD 
NEKTON provides a unsteady solution for three dimensional 
~avier-Stokes problems. The convective terms are treated explicitly 
by using a third order Adams-Bashforth multiple step scheme 
which is accurate to 0(At2). The diffusion terms are treated 
implicitly by using a third order backward differentiation 
multistep scheme.For problems with time-dependent domains, the 
geometry is updated explicitly using a third order Adams-Bashf orth 
multistep scheme. 
Once an element network is constructed, an input file is 
submitted into the SOLVER of NEKTON. Based on error messages, the 
number of elements or of orders may be increased. 
6.1 Current status of Computations 
The first solution was tried with the number of elements of 
about 150. The NEKTON solver did not provide a converging solution. 
By using the global refinement techniques, the number of elenents 
were increased to the neighborhood of 450.  The upper limit of the 
three dimensional elements is 450 .  Thus, a consistent attention 
must be paid in a process of building elements. 
There are two versions of the blade models. At present, the 
simplified version has been investigated. Because of a few reasons, 
a solution has not been produced yet. In order to determine whether 
the geometry of the model is possible at all, a flow of Reynolds 
number of 100 was tried. A result was produced. Therefore, the 
model used for simulation is possible, 
Further trials will be made on campus of UNC-Charlotte. The 
trials will include the first and second models cf the blade 
section as we11 as establishing the steady flows far the both 
models, 
VII, MODIFIED EQUATION FOR P W D I C T I N G  ROTATIONAL SPEEDS 
Shepherd(l96'9) gives the r equ i r ed  r o t a t i o n a l  energy i n  terns 
0% an available energy for r o t a t i o n  as fol lows:  
where Q is  t h e  volume rate f lowing a long  t h e  b l ades ,  A, t h e  cross- 
s e c t i o n  o f  t h e  f low and t h e  a n g l e  between t h e  r e l a t i v e  v e l o c i t y  o f  
t h e  f low rate and t h e  t a n g e n t i a l  speed u  i s  denoted as $(see F igu re  
1 3 ) .  S u b s c r i p t s  1, and 2 r e f e r  t o  an e n t e r i n g  and l eav ing  
s e c t i o n s ,  r e s p e c t i v e l y .  Applying t h e  above equa t ion  t o  t h e  t u rb ine -  
brush w i t h  $, = n/2,  one o b t a i n s  t h e  r e q u i r e d  energy f o r  r o t a t i o n  
as: 
7.1. An Equat ion f o r  t h e  Angular v e l o c i t y  
The e x i s t i n g  tu rb ine-brush  has P2 = z/4. Based on 
report(Kim,1994 and K i m  and Werlink,1995),  t h e  conserva t ion  energy 
equa t ion  i s  g iven  by: 
where Wdrag i s  t h e  rate of  work due t o  t h e  d rag  f o r c e  and 
 friction,^,^,,,,, i s  t h e  minimum k i n e t i c  energy f o r  t h e  turbine-brush 
t o  r o t a t e  and i s  expressed  as: 
Wkinet ic  = Jtota1*02/2 
where Jto,,, i s  t h e  sum o f  moment o f  i n e r t i a  o f  t h e  e n t i r e  r o t a t i n g  
body and mdot i s  g iven  by: 
Therefore ,  a r e l a t i o n  f o r  t h e  angu la r  v e l o c i t y  o i s  obta ined  by 
o p t h i z i n g  t h e  energy equa t ion  w i t h  r e s p e c t  t o  o under t h e  
c o n s t r a i n t s ,  t h e  mass rate 2 0 and 
W closed Loop apparatus for the turbine-brush and its 
instrumentation were completed very late. Specially, a ultra-sonic 
volume rate reading device did not function properly, and a series 
of second testings were done again. Instrumentations were described 
elsewhere(Kim,l994 and Kim and Werlink,1995). The loop with the 
test section is shown in Figure 14. A quick inspection of the 
current data indicated that there are variations between the data 
of an open loop and closed loop systems. A careful investigation is 
necessary for the new set of data before any comparison is made 
between the current and old data sets. 
1X.CONCLUDING REMARKS 
A numerical simulation of the turbine-brush flows was 
conducted with a simplified model and computations are on going. 
After a successful result comes from the simplified model, the 
improved blade model will be simulated. A series of new data sets 
were obtained from a closed loop fluid circuit. An analysis of the 
new data will be done. 
Unfinished portions of the project will be reported as soon 
as possible. 
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&ridged Input  
2 . 9 0 0 0 0  NERTON VERSION 
3 DIMENSIONAL RUN 
55 PAEbAMETERS FOLLOW 19 
IOQQ.00 DENSITY 
0,18800QE-02 'VISCOS 
0 .  BETAC 
8. GTMETA 
0 * P5 
0. EP6 
1.00000 RHOCB 
1,00000 CONDUCT 
0. QVOL 
0. FINTIME 
1.00000 NSTEPS 
0. DT 
0. IOCOMM 
0. IOTIME 
0. IOSTEP 
0. MAXH I S 
0. . PATCHMESH 
O.5OOOOOE-OI GRID 
- -~,ooooo - . INTYPE 
5.00000 NORDER 
0. DIVERGENCE 
O.1OOOOOE-03 , HELMHOLTZ 
0. NPSCAL 
0.IOOOOOE-01 TOLREL 
1.00000 TOLABS 
0.250000 , C O U M T  
2.00000 TORDER 
0. TMESH 
0. MAXCGHELM 
0. PoPRESSURE 
0. GAS CONS R \ 
0. Lo Ma GRAV 
~00.000 MXGEOM 
100.000 MAXNEW 
O. ~ O O O O O E - O ~  TOLDIR 4 
O.1OOOOOE-03 TOLNEW 
O.1OOOOOE-01 TOLVNORMAL 
0. SSFSLIMIT 
0. P39 
0. I FMAGNET 
0. SIGMAMAG 
0. SSFSLENG ., -. 
1.00000 VHScaleFac 
-POISSONRA 
". 8 0. 
. . . ..0. . . .. .. - . . FSDTFAC '... . . . , - .  , , ... .. ., ,. . . , . . , . . , . .  
0. IRSTART 
0. CNFAC 
0. PGEOM 
0.140000 MIXLFAC 
0. CGFS 
0. SETSIGMA 
4.00000 REMESN 
e , PRFSBATA 
0. PSTEPS 
0, VRELWXFAC 
4 L i n e s  of pa s s ive  s c a l a r  d a t a  fo$$sws2 CONDUCT; 2RHOCP 
1.00000 31.00000 1.00000 1.00080 1. 00000 
1.00000 1.00000 1,00000 1.00000 
1,00000 9.00000 1.00000 1.00000 1 00000 
1.00000 1.00000 1.00000 1.00000 
18 LOGICAL SWITCHES FOLLOW 
T IFFLOW 
323 
1 FHEAT 
1 FTMN 
F F F  
T T T  
I FAX1 S 
P PSTRS 
I F S P L I T  
IFHGRID 
I FMODEL 
I EKEPS 
IFMVBD 
I FCHAR 
I EVSHT 
PFTLOG 
IFDIRS 
I EPTBG 
20 
F F F F F F I F N A V  & I I 'ADVG ( convec t i on  i n  P . S .  f i e l d s )  
T T T T T $ T IFTMSW { I F  mesh f o r  t h i s  f i e l d  is T mesh)  
F I FCOMP 
2.00000 2.00000 -1.OOOOO -1.OOOOO XFAC,YFACIXZEROI YZERO 
**MESH DATA** 6 l i n e s  a r e  X,Y,Z;X,Y,Z. Columns c o r n e r s  1-4;s-8 
328 3 328 NEL,NDIM,NELV 
ELEMENT 1 I 1Al GROUP 0 
0 %  .-0,100000 0. 0.100000 
0.100000 , . 0. -0~.100000' . 0. 
0. 0. 0. 0.' - 
0. -0.100000 0. 0.100000 
0.100000 0. -0.100000 0. 
0.100000 , 0.100000 0.100000 0.100000 ' 
ELEMENT 2 [ 1Bl GROUP 0 
0. 0. -0.200000 -0.100000 
0.100000 0.200000 0. 0. 
0. 0. 0. 0. 
0. 0. -0.200000 -0.1Q0000 
0.100000 0.200000 0. 0. 
0.100000 0.100000 0.100000 0.100000 
ELEMENT 3 [ 1Cl GROUP 0 
-0.100000 -0.200000 0. 0. 
0. 0. -0.200000 -0.100000 
0. 0. 0. 0. 
-0.100000 -0.200000 0. 0. 
0. 0. -0.200000 -0.100000 
0.100000 0.100000 0.100000 0.100000 
ELEMENT 4 [ ID] GROUP 0 
0. 0. 0.200000 0,100000 
-0.100000 -0.200000 0. 0. 
0. . 0. 0. 0. 
0. 0. 0.200000. 0. 100000 ', 
0. -- 
-0.100000 -0'. 200000 0. 
0-10OOOO Oe~lOOOOO 0.100000 - - - -  .".U. lOOOOO A .  
ELEMENT 
- - - -  - - - - - - - -  
GROUP 0 
: uz=o .. .. , . ., .. - . . - . . . ,. 
E 328 1 113.Cl00 4.00000' 0. 0. 
E 328 2 156.000 4 .OOOOO 0. 0. '.. 
E 328 3 155.000 4.00000 0. 0. 
E 328 4 111.000 4 .OOOOO 0. 0. 
328 5 0. 0. 0. 0. 
E 328 6 90.0000 5.00000 0. 0. 
*****  NO THERMAL BOUNDARY CONDITIONS *****  
1 PRESOLVE/RESTRRT OPTIONS * * * * *  
PRESOLVE 
7 INITIAL CONDITIONS * * * * *  
uy=O 
uz=o 
C Default , 
C Default 
C Default 
C Default 
r m n R n  Un.&.V& r u f i L l  UH'I.A X X X x X  BUUY k u K L ' c ,  k'LUW, 
4 Lines of Drive force data follow 
f fx=51000 
ffy=O 
- f f z=O 
C 
* * * * *  Variable Property Data * * * * *  Overrrides Parameter data. 
1 Lines follow. 
0 PACKETS OF DATA FOLLOW 
* * * * *  HISTORY AND INTEGRAL DATA * * * * *  
6 POINTS. Hcode, I,J,H,IEL 
UVWP H 2 3 4 303 
UVWP H 5 5 3 110 
UVdP H 5 5 2 110 
UVWP H 3 3 1 162 
UVWP H 2 3 1 162 
UVWP H 5 3 5 24 
*****  OUTPUT FIELD SPECIFICATION * * * * *  
6 SPECIFICATIONS FOLLOW 
F COORDINATES 
T VELOCITY 
T PRESSURE 
F . TEMPEWTURE 
F TEMPEmTURE GPZADIENT' 
0 PASSIVE SCALARS OUTPUTS 
a * * * *  gBJECT SPECIPICATIQM * * * * *  
8 Surface Objects 
O Volume Objects 
0 Edge Objects 
0 Point Objects 
* * * * a  CURVED SIDE FORT FUNCTIONS * * * * *  
0 Lines of Fortran 
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SUMMARY 
Each year, the Education Sewiees Branch (ESB) provMes educational sewices 
to nearly 1500 educators. Program evaluation is needed to insure that these services 
continue to m w t  th 
Two instruments were designed to evaluate the workshops, curriculum updating 
materials, and Educator's Resource Center (ERC). Questionnaire #I was designed to 
gather data on teachers' attitude toward the workshop and ERC. The second 
questionnaire was developed to gather data on teachers' usage of resource materials 
and desire for additional training. 
The first questionnaire was administered to the Summer Teacher Enhancement 
Program (STEP) and the University of South Florida (USF) groups on the last day of 
their workshops. The evaluation data revealed that both groups had a positive attitude 
toward the workshop and ERC. Both groups also shared several common responses 
and recommendations for program improvement. 
The second questionnaire was field and pilot tested, not administered. There 
was a low return rate from the educators. Since the pilot test may be representative of 
the actual study, measures should be taken to induce a high response rate. 
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KSG has many ressurws available to current and future educators. "The Public; 
Afiairs Office, Education Services Branch (ESB) provides aerospace workshops, 
curriculum updating materials, and an Edmmtcsr's Resource Center to help teachers 
gain practical aerospace information and experiences. A description of these services 
is as follows: 
Teacher Worksho~s 
Various workshops are offered to help teachers gain a greater understanding of 
space and aeronautics. The length of these workshops ranges from one to four weeks 
in the summer and as short as four hours during the school year. Some workshops are 
held for local teachers. Other workshops include participants from all over the country. 
The NASA Education Workshop for Math and Science Teachers (NEWMAST) is 
targeted toward math, science and technology teachers of grades 7-12. The NASA 
Education Workshop for Elementary School Teachers (NEWEST) is geared toward 
teachers of grades 1-6. The Pre-teacher Program is for college students who plan to 
become teachers. The Summer Teacher Enhancement Program (STEP) is designed 
for teachers of all subjects and grades. 
Other workshops are held for professionals who are interested in being certified 
to teach. This group includes students from the University of South Florida (USF) and 
other institutions. 
Curriculum Updatina Materials 
A teacher kit is available to all educators. This kit contains numerous brochures, 
booklets and audio-visual information on the American space program and the 
Kennedy Space Center. These publications are designed to help educators update 
textbook materials as well as provide new aerospace-related information. The purpose 
of disseminating this information is to assist teachers with incorporating aerospace into 
their classroom activities and lessons. 
Educator's Resource Center 
The Educator's Resource Center (ERG) houses a variety of aerospace 
information. Educators can duplicate all materials, including videotapes, slides, books 
and other publications, audio cassettes, photographs, laser disks, computer softvvare, 
and lesson and activity plans. There is no charge for this service. 
Each year, ESB provides sewices to nearly 1500 educators. TCI insure that 
these workshops and resource materials continue to rneet the needs of teachers, 
evaluations must be conducted. 
EVALUATION MODEL 
During the summer, my role was to serve as an external evaluator with the task 
of creating a system for evaluating the teacher wo&shops, curriculum updating 
materials and Educatots Resource Center. Development of an evaiusutisn system 
requires a model or series of steps. I used Fink & Kosecotf's (1 978) model to guide the 
evaluation. They suggest the following steps: 
1. Formulate evaluation questions; 
2. Construct evaluation designs; 
3. Plan information collection; 
4. Collect evaluation information; 
5. Conduct information analysis; 
6. Report evaluation information; and 
7. Manage the evaluation. 
Step 1. Formulate Evaluation Questions 
The evaluation questions were developed from previous evaluations and 
meetings with the primary stakeholder, Dr. Steve Dutczak, Chief, ESB. The questions 
were categorized into four main areas: 
Training 
1. What are teachers' attitude toward the workshop (topics, activities, instructors 
and length of time)? 
2. What workshop topics did teachers find most useful? 
3. What workshop topics did teachers find least useful? 
4. Is follow-up training desired? 
5. What are teachers' suggestions for improving the workshop? 
Materials 
1. To what extent are teachers utilizing the resource materials from the teacher kit 
in their classrooms? 
2. What are some examples of #I? 
3. Which materials are most useful? 
4. Which materials are least useful? 
5. What additional materials are needed in the kit? 
ERC 
P
1. What sewices were most helpful? 
2. What services were least helpful? 
3. Was assistance with using the center readily provided? 
4. What are teachers' suggestions for improving the ERG? 
2. Age; 
3. Educational background (highest degree obtained, prior knowledge sf 
aerospace before PI; 
4. Grade(@ taught; 
5. Subject@) taught; and 
6. School Name and Location. 
Step 2. Construct Evaluation Designs 
Since the primary stakeholder wanted to know teachers' attitude toward the 
services after participation or usage, a summative evaluation design was developed for 
this project. Summative evaluation is conducted to deterrni of a program 
after completion. 
Step 3. Plan lnformation Collection 
Two instruments were developed to gather data. Questionnaire #I, Aerospace 
Workshop Evaluation, was designed to assess participants' attitudes toward the 
workshop and ERC. Questionnaire #2, Aerospace Teacher's Kit Evaluation, was 
designed to assess teachers': 1) usage of the materials in the kit; and 2) desire for 
follow-up or additional training. Examples of these questionnaires are located in 
Appendices A and B. 
.Step 4. Collect Evaluation lnformation 
Questionnaire #1 was administered to two groups (STEP and USF) on the last 
day of their workshops. To ensure validity of the instrument, field and pilot tests were 
conducted before it was administered. The field test consisted of a panel of experts 
(measurement and content). The two measurement experts were Dr. Andrew Zekeri of 
Tuskegee University in Tuskegee, Alabama and Dr. Annette Ellis of Morehouse School 
of Medicine in Atlanta, Georgia. They assessed the instrument to insure that all 
variables were measurable. Dr. Dutczak and Peggy Ross, Program Management 
Specialist, were the content experts to insure appropriate use ogy and clarity 
of information relative to ESB. 
A four-point Likert scale ranging from to was 
used to determine attitudes toward the workshop and materials. Open-ended 
questions were included to gain more insight into the scaled responses. 
The tesl-retest method (Gamines and Zeiler, 1979) was utilized Is  assess 
reliabifw csf the instrument for the @lot test. Five STEP parlicipants were asked to 
sewe as the pilot group. T h q  assessed the instrument far overall efarQ, len@h and 
wording. They were given the first questionnaire and cover letler (Appndix C) on July 
17, 1995. One w e k  later, July 24, the pilot group was given the second questiownaire. 
The questionnaire was revised based on their comments. 
A re1 s computed by performing the following steps: 
responses on the first questionnaire were compared with responses on the 
second questionnaire; 
two columns (alike and different) were created; 
responses that were similar on both instruments were recorded in the alike 
column; 
0 dissimilar responses were recorded in the different column; 
responses within one point were considered to be similar; 
0 the alike column was totaled, then divided by the total number of possible points 
if all responses were similar, and multiplied by 100. 
Questionnaire #2 was field tested using the same panel of experts. The pilot 
test consisted of mailing the instruments and cover letter (Appendix D) to 37 STEP 
paiticipants from the 1994 workshop. They were asked to complete the questionnaire, 
comment on overall clarity, length, and wording and return it in the enclosed envelope 
by August 18, 1995. Eight questionnaires were returned yielding a 22 percent 
response rate. An open-ended format was used to gather the data. Therefore, the 
instrument was deemed valid after revisions. 
This questionnaire will be administered to all teachers who participated in 
workshops during the summer of 1995. Surveys will be mailed approximately three 
months (November 1995) after workshop completion to allow teachers time to use the 
materials. A second questionnaire will be mailed app ely three months later 
(February 1996) to the non-respondents. 
Step 5. Condust Information Analysis 
Descriptive statistics were used to analyze the r the two groups (STEP 
and USF) who completed Questionnaire #I. Frequency tables and column graphs 
were constructed to display the data. Table and Figure 1 display data results from the 
STEP parlicipants. 
rkshop topics were 
evant to the subjects that I 
applying the information in 
Maten'als and services in the 
ERC were useful to me. 
h fellow teachers. 
Thidy-three pespiet paeicipatnlsd in the STEP Workshop. One questionnaire w ~ s  
incomplete and deemed unusable; therefore, 32 questionnaires were analyzed. 
Overall, the STEP group had a positive aRitude toward the workshop and ERG. 
1 (TOTAL columns 3 & 4) indicate that 92 percent of the STEP group agreed and 
strongly agreed with the statements. Only 8 percent disagreed and strongly disagr 
with the statements (TOTAL columns 1 & 2). 
Figure 1 shows that at least 50 percent of the STEP participants strongly agreed 
with seven statements. However, statement 5 indicated that 28 percent disagreed as 
well as strongly agreed. 
Rguw 1. STEP responses by pmntage to Parl I of the Aerospace Worhshop EvaluaNon. 
Part II of the Aerospam Woptcskop Evaluatin contained four open-ended 
questions. The responses were as fsllsws: 
A total of 90 percent of the STEP group who completed the open-ended questions 
indicated the most useful workshop topics or activities were: 
0 job shadowing; 
rocket propulsion; 
KSC tours; and 
technology. 
Sixty percent noted that the least useful topic or activrty was the Lego 
Seminar. 
Question #lo: Mv suaaestions for improvina the workshot, are: 
decrease workshop from four to three weeks; 
spread out activities (too much was included in the first week); 
establish hurricane contingency plans; 
plan morning classes and afternoon tours; 
eliminate Space Camp or do i t  in two afternoons; 
0 do not include a high-powered technology sales pitch as part of workshops; 
0 provide clearer details concerning clothing, stipend, housing, etc.; 
make sure workshop presenters know in advance what they are to present; 
schedule tego demonstration and other topics by teachers' grade level; 
add more hands-on activities especially for elementary teachers, too much 
time sitting; 
after each workshop, plan KSC tours to show application of material; and 
plan some evening workshops and activities. 
No significant amount of responses were noted in terms of least helpful ERC 
sewices. 
create a time schedule for each Pea~her ts use the equipment to insure that 
all teachers have an oppsrlunity; 
train s t a ~  on using the equipment so that they are able to help teachers; 
provide faster equipment for copying videotapes; 
allow time during the workshop to copy videos; and 
provide Macintosh computer and software. 
Part Ill or Questions 13-20 gathered demographic data on the STEP group. The 
data revealed the following: 
8 1 percent were female; 
19 percent were male; 
59 percent have a bachelor's degree; 
38 percent earned a master's degree; 
3 percent have specialist degrees; 
0 13 percent have less than five years of teaching; 
31 percent have taught between five and ten years; 
56 percent have been teaching for more than 10 years; 
all grades (K-12) were taught by the group; 
3 percent were math teachers; 
22 percent were science teachers; 
44 percent taught math and science; 
31 percent taught other subjects: media, technology, music, agribusiness, 
computer, general; 
included in the group was a Resource Coordinator; 
@ 63 percent have not completed other aerospace courses; 
22 percent have completed 1-3 courses; and 
0 15 percent completed more than three courses. 
Everyone did not indicate a school location. Of the participants that 
responded, most of them were Florida residents. Only three were from 
Illinois, Colorado and Missouri. 
Tabb 2, USF responses lo Parl1 of the A ~ ~ Q S ~ B W  Wop9rsIrap EvaIui~~Nm. 
orkshop topics were 
relevant to the subjects that 
interest in aerospace. 
Between workshops, I had 
ample time to explore the 
areas that were of special 
interest to me. 
terials and services in the 
tion that I acquired 

USF's responses to the open-ended questions are as fratfsws: 
* Eighty percent o"lhe USF group who complet n-ended questions 
indicated the most useful workshop topic or aetiviw were the tours. 
No significant amoun s were noted for least useful workshop. 
Question #lo: Mv sua~estions for im~rovina the workshop are: 
provide better program coordination; 
add more meaningful hands-on activities; 
have separate workshops for middle and high school teachers; 
schedule as many visits as possible; 
increase time for individual exploring; 
send information before workshop begins; and 
* schedule morning classes and afternoon tours. 
Question #I 1: What services in the ERC were most and least helpful to vou? 
Fifty-three percent indicated the most helpful service in ERC was the 
videotaping. 
least helpful ERC services. 
designate a time schedule for copying; 
create a list of most requested materials; 
add Macintosh software; 
need new information on IBM compatible formats; 
0 need more equip 
o more information 
Questions 13-20 revealed t 
@ 21 
79 percent were male; 
47 percent have a bachelor's degree; 
c 42 percent hsve master's degrees; 
1 1 percent have doctorates; 
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CONCLUSION AND RECOMMENDA"BBgDN3 
The dsta from the Aer~spae IIV~fishap Evakuabion c%early showed that STEP 
and USF had favorable opinions of the workshop and ERG, Both groups shared these 
common responses and rwommendations for improvemnt: 
duplicating videotapes was the most helpful ERC service; 
create a time schedule to insure that everyone has an opportunity to 
duplicate tapes; 
schedule morning classes and afternoon tours (afternoon lectures are not 
productive); 
provide more hands-on activities; 
add more Macintosh computers and software in the ERC; and 
schedule more time for teachers to explore their individual interests during 
the workshop. 
Since both STEP and USF indicated these responses, it is recommended that the ESB 
. staff consider these suggestions for implementation during future workshops. 
The return rate on the pilot test for the Aerospace Teacher's Kit Evaluation was 
low. A low return rate may occur when the actual questionnaires are mailed during 
the school year. To increase the number of completed and returned questionnaires, 
several items are recommended: 
mail the questionnaires to educators approximately three months after their 
summer workshop to allow them time to use the materials in class; 
include a stamped and addressed envelope with the questionnaire; 
allow them ample time for them to respond; 
send another questionnaire in February to the non-respondents; 
provide an incentive for them to complete and return the questionnaires by 
the due date; 
mail questionnaires to the school principal; 
give questionnaires to Spacemobile representatives to take with them to the 
schools and distribute to teachers; and 
keep questionnaires in the ERC and distribute to teachers. 
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APPENDIX A 
Aerospace Workshop Evaluation 
National Aeronautics and 
Space Adminisbation - 
John F- Kennecdy Space Center 
Kern@ Space GePtt-r, R 3%% 
, . Y w  obajnion is exlremely impsrlant to cds. Please take a few minules to mmplefe the 
survey to let us know your feelings towad his wokshop. 
a I. Please respond to each statement using the following key (circle your answer): 
1. lnstNd0fS were well prepared for dass. 1 2 3 4  
2 Workshop topics were relevant to the subjecrs that I teach. 1 2  3  4  
3. 1 received practical ideas for applying the information 
in my dass. 1 2 3 4  
4. l n s t ~ d o n  stimulated my interest in aerospace. 1 2 3 4  
5. Between woticshops, I had ample time to explore the 
areas that were of special interest to me. 1 2  3  4 ' .  
6. Assistance with using the Mucaton Resourcs . . 
Center (ERG) was readily provided. 1 2 3 4  
7. Materials a .  services h the ERC were useful to me. 1 2 3 4  
8. I plan to strare the new hfDrmation that I acquired with 
fellow ..teachers. - . . , . . 1 2 3 4  
Part IL Please answer the fohwing qucstfons: 
9. What wo were: 
. ~ u s e h r l  to you? 
. least useful to you? 
My suggestbns for hpmving the wohhatp are: 
1 1. What services m the ERC were: 
e most helpful to you? 
e least helpful to you? 
12 My suggestions for impming the ERC are: 
Part 111. Please cirde fhe appmpriate inf'unn~ffon or fill in the blanks (when applid~le): 
13. Gender: 1. Femzle 2 Male 
14. Hghest degree o b t ~ i n d  1. Bachebt's 2 Master's 3. Speclakt 4. Dodorate 
15. Nurnber of years te iching: 1. Less than Eve 2 FweTen 3. More than Ten 
16. Gradelevd(s)you;each: K 1 2 3 4 5 6 7 8 9 10 1 1  12 
17. Subject(s) you teac 1: 1. Matfimaffa 2 Science 3. Other 
18. Number of munes you've vernpleted related to aemspace (exduding this workshop): 
1. Zero 2 One-Three 3. More than Three 
APPENDIX B 
Aerospace Teacher's Kit Evaluation 
National Aeronaacs and 
Space Adminis$ation 
John F- Kennm Space Cefiker 
Kennm S p x e  C m t ~  13- 
Pzrt 6, l$&ed belaw are 5'Zles of mod of fl-te booklets and bmekues in your kit. Please 
anwer fhe ~ & - o n s  belcw: 
14. Teacher Resource Center Network 
15. The Earty Years: Mercury to Apollo-Soyuz 
. 16. Vieo Cafak>g 
17. Wardrobe for Space 
1. Which of the pubritions have you used to create ciassrwrn adiviiies (indicafe 
numbers only)? 
2 Indicate the activities you've developed (if possible, provide sample lesson pians or 
continue details on bad). 
3. Do you need a training workshop to help you fully incorporate these materials into your 
class lessons? - YES NO 
4. What other worksbps would help you to provide comprehensive lessons related to 
space and aeronaulics? 
KSC M R M  01.528 ( a 1  (ONEWE m- 
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Part 11. Please cirse the appmpriate infomation or fill in fhe blanks (where applicable): 
7. School name 8 location: 
8. Gender: 1. Female . 2. Male 
9. Highest degree obtained: 1.  ~&heloh 2 Master's 3. Specialist 4. Doctorate 
10. Number of years teading: 1. Less than Five 2 Fwe-Ten 3. More than Ten 
11. Gradelevel(s)youteach: K 1 2 3 4 5 6 7 8 9 10 11 12 
1 2  Subject(s) you teach: 1. Mathematics 2 Science 3. Other 
Thanks for your assistance! 
Use this space to provide additional jnbrmathn 
APPENDIX C 
Cover Letter accompanying the 
Aerospace Workshop Evaluation 
(pilot test) 
National Aeronautics and 
Space Administration 
John E Kennegdy Spa= Center 
Kennedy Space Center, R 32899 
July 13, I995 
Dear Teacher: 
In the nearficnve, the Education Services Branch will use a new rype of 
questionnaire for workshop evaluations. You have beenselected to be a pan of the pilot 
group to test this new questionnaire. Please complete the survey and comment on the 
following: 
1. Length of 
2. Wording (too dincult, too simple, just right 
- -  - 
3. Length of survey (too long, too short, just right) 
4. Overall clarity (easy to understand, not clear, just right) 
Since the test-retest method is being used to insure the reliabilizy of this 
questionnaire, you will be given another copy to complete in one week. The two sets of 
responses will be compared and a reliability coefficient will be calculated. Thanks for 
your assistance! 
Education Sewices Branch 
APPENDIX D 
Cover letter accompanying the 
Aerospace Teacher's Kit Evaluation 
. . .. 
. . . . .  :...., .I 
. .  . 
. . National W e f ~ n a ~ c s  and 
. . 
- -. 
. . 
. . <, Space Adminis~atisn 
. . John 9". &nnw Spa- Gm&a 
Kennedy Space Center, R "b32899 
August 7, 1995 
. .  . 
. . .  Re& 10 ~ m ,  of: PA-ESB 
Dear Teacher: 
Last summer you received an Aerospace Teacher's Kit from the Education 
Sewices Branch at the Kennedy Space Center. in the near More, we will be 
conducting a survey to determine the extent to which teachers incorporate this 
information into their classroom activities. You have been selected to be a part of the 
pilot group to test the new questionnaire. If you have used any of the infomation 
from these materials to teach lessons related to space and aeronautics, please 
take a few minutes to complete the survey and comment on the following: 
I .  Length of time to comp/ete the sutvey: minutes 
2. Wording (too difficult, too simple, ok): 
3. Length of survey (too long, too short, ok): 
4. Overall clarity (easy to understand, not clear, ok): 
Please return the completed survey and your comments by Fdday, August 
18, 1995. It is crucial that we receive your response by this date. A return envelope is 
enclosed for your convenience. We greatly appreciate your assistance! 
Sincerely, 
- &eve Chief a 
Educaljon Services Branch 
Enclosure 
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INTRODUCTION 
The need for a hydrazine sensor. 
Hydrazine chemiluminescence reaction with 
tris[2,2'-bipyridine]ruthenium@I). 
Electrostatic immobilization of 
tris[2,2'-bipyridine]mtheniwn(n)/(rn) and 
electrochemical generation of the Rum complex. 
Need for compensation of solvent evaporation. 
MATERIALS AND =ODs 
Instrumentation. 
Chemicals and Solutions. 
Preparation of Nafion-Immobilized tris[2,2'- 
bipyridine]ruthenium@) polymeric film on top 
of the platinum screen. 
RESULTS AND DISCUSSION 
Cyclic voltammetric studies. 
Study of ionic communication between the screen 
and the supporting electrolyte reservoir. 
CONCLUSIONS 
Observations resulting from the performed work. 
Suggestions for further work. 
Alternatives open to consideration. 
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I would like to express my appreciation for being selected as a 1995 N A S U S E E  Su 
Fellow at Kennedy Space Center. I am particularly indebted to all.the people in the Toxic 
Vapor Detection/Contamination Monitoring Laboratory (LC 34) for their friendship and 
their constant facilitation of my work. Thanks are extended to my NASA colleague Dale 
Lueck (NASA Instrumentation Section ) for providing me with the opportunity to 
participate in this project. Finally, I wish to acknowledge the administrative support of Mr. 
Gregg Buckingham and Dr. Ray Hosler, and the always friendly help received of Mrs. 
Kari Stiles. Matt Russell, a senior at Cocoa Beach High School, helped in some phases of 
this work and provided the opportunity and the challenge of having to explain at his level 
why things did or did not work. 
This work was motivated by the reco ndation of the American Gonfe~nce of 
Governmental Industrial Hygienists (ACGIH) that threshold limits for hydrazine, 
H,N-NH,, in air be lowered from 100 to 10 parts-per-billion (ppb) concentration levels. 
Hydrazine is one of the high-energy propellants used in large volumes in Space Shuttle, 
Titan, payloads, and other aerospace operations. Since analytical methods presently 
available for hydrazine detection andfor determination do not satisfy such low levels of 
detection, the ultimate goal of this research is the development and characterization of a 
portable and compact chemical sensor ideally capable to detect (in real time) 1 ppb of 
hydrazine, continuously and reversibly. The laboratory prototype developed as part of 
this project is comprised of: (1) a reactor part in which H,N-NH, reacts, generating 
chemiiuminescence emission, with tris[2,2'-bipyridine]mthenium0lI), which is 
immobilized on an ion-exchange polymeric material of a perfluorinated hydrocarbon 
containing sulfonate groups as exchange centers (Nafion), (2) an electrochemical three- 
electrode cell posed at a potential at which the immobilized ruthenium complex could be 
reoxidized to the III-oxidation state (as to provide reversible and continuous detection), and 
(3) a low power consumption photomultiplier tube to collect and quantitatively 
integrate the enritted photons with the help of auxiliary eleclronics and readout device. 
The scope sf this project was to test the fea~sibility of h y b z i n e  detection wiQh a sensor 
designed to integrate, in a single unit, chemiluminescence'detection and electrochemical 
regeneration of the main reagent. The unit designed and built as part of this research 
incorporated the main reagent (a ruthenium complex) immobilized on an ion exchange- 
polymer (perfluorosulfonic acid). Cyclic voltammetry (an electroanalytical technique based 
on applying a programmed potential which varies, at a given rate and in a cyclic form, 
between an initial and a switching potential) was used to characterize the polymeric films 
with the immobilized main reagent. Limitations of the approach, avenues for improvement, 
as well as alternatives for further sensor development are presented in the text of this final 
report. 
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1.1. THE NEED FOR A HYDRAZmE SENSOR 
Hydrazine is one of the high-energy propellants used in large volumes in Space Shuttles, 
Titan, payloads, and other space operations. Hydrazine has been identified as a carcinogen 
or potential carcinogen. It may cause lung damage and upper respiratory tract irritation if 
inhaled, and relatively high concentrations of hydrazine may be fatal. The acute oral LD, 
in rats, ingested as hydrazine sulfate, is 50-400 rng.~g-' [I]. Alergic skin irritations are 
known to be caused by skin contact with hydrazine or hydrazine salts. 
The American Conference of Governmental Industrial Hygienists (ACGIH) has 
recommended that threshold limits for hydrazine in air be lowered from 100 to 10 parts- 
per-billion (ppb) [2]. Compliance with this recommendation requires highly sensitive 
methods of detection, and present methods in use are not capable of satisfying such 
requirement. 
1.2. HYDRAZINE CHEMILUMWSCENCE REACTION WITH 
Chemiluminescence (emission of light resulting from a chemical reaction) offers very high 
sensitivity (low limits of detection) and wide dynamic concentration ranges for analytical 
determinations 131. In 1966 Hercules and Lytle [4] reported the generation of visible light 
when tris[2,2'-bipyridine]ruthenium(III), ~u(bpy)?, was reduced either by hydrazine or 
hydroxide ion. Since then, several other papers have appeared in the literature discussing 
the mechanism and kinetics of this chemiluminescence, as well as the reduction by several 
aliphatic amines leading to light emission [5]. The chemical slructure of the ~ u ( b p y ) p  is 
shown in Figure 1. 
The cherniluPnnierescence is probably due lo the Eonnation of sa short-lived a ~ n e  radical 
cation resulting from the reduction of ~ u ( b ~ y ) , ~ '  by hydrazine, which further reacts with 
FIGURE 1. Chemical arrangement in the tris[2,2'-bipyridine]ruthenium(II) complex. 
Ru(bpy):+ or excess ~ u ( b p ~ ) F  to form the excited state of the Ru(I1)-complex as shown 
in the following chemicophysical sequence: 
Ru(bpy)? + hydrazine [Ru(bpy)?]* 
[ R ~ ( ~ P Y  >32"1 * Ru(bpy)F + hv (600 nm) 
in which [ ~ u ( b p ~ ) F ] *  indicates the excited state of the Wu(H)-complex. The process is 
vey q i d  and offers the potentid of a f i d i n g  very low l i d t s  of  deteceion, hence its 
selection for t%s project. Lee and Nieman 663 have recently provided a brief ;review of 
mechanistic aspects of the chemiluminescent reactions involving ~u@py);f and their 
analytical applications. 
1.3. ELEmRBSTATIC 
BIPURID~E]RUTWENIUM(In)/(En) AND ELEC"TROCmM1CAL GENIEMTION 
OF THE Wu(EIT) COMPLEX 
The orange-red ruthenium(I1) complex can be electrostatically immobilized on a cation 
exchanger in the general form illustrated below: 
in which (R=SO;'), represents a typically sulfonated cationexchange site in a polymeric 
backbone R. 
Nafion, the trade mark for a chemically stable perfluorosulfonic acid polymer (E. I. du 
Pont de Nemours, Wilmington, DE) commonly used in membrane form for the 
manufacture of chlorine and caustic soda 171, is effective in storing in insoluble form 
- significant amounts of ~ u ( b p ~ ) , 2 '  [8]. The green ruthenium(II1) complex was prepared and 
immobilized on Nafion by a similar route during the course of these studies, and for this 
reason these two complexes were singled out for use in this work. The direct attachment of 
the ruthenium(LII) complex was made part of these studies in an attempt to circumvent that 
when the ruthenium(II) complex is the main electroactive species on the surface of the 
screen, only a fraction of its total amount is converted to the III oxidation state and the 
electrogenerated ~ u ( b ~ ~ ) F  is the limiting reagent for cherniluminescence. 
Oxidation of the immobilized ruthenium(II) complex is possible chemically (e.g. by 
reaction with lead dioxide or chlorine gas) or electrochemically at an applied potential of 
about +1.38 V vs. a silver/silver chloride (AgIAgCI, 3.0 M NaCl) reference electrode, 
according to: 
Oxidation at potentials higher than +1 .SO V need to be avoided because of electrolysis of 
water at platinum surfaces. Electrochemical oxidation of the ruthenium(II) complex affords 
a clean avenue for the regeneration of the main reagent [i.e., the Ru(II1) complex], and can 
be incorporated into compact sensing units. 
Consequently, with the prototype sensor developed during this work, the utilization 
of electrochemical regeneration of the main reagent at a platinum screen working electrode 
as part of a three-electrode cell (Figure 2) was included as part of strategies explored. 
Figure 3 provides a closer view of the platinum screen working electrode which also serves 
as receptacle for the immobilized ruthenium redox couple. 
1.4. NEED FOR COMPENSATION OF SOLVENT EVAPORATION 
When Ru(bpy),2' is the immobilized species, continuous contact of the polymeric film of 
Nafion-immobilized Ru(II/III) complex with the air sample (potentially containing the 
analyte hydrazine) should result in superficial drying of the film impairing the ionic 
mobility required for sustainment of the electrochemical regeneration of the Ru@I) centers. 
Moreover, such a drying can result in flaking of the polymer film, and eventual 
deterioration of the sensing unit. Nafion is a hydrophilic material and can be rehydrated. 
The rate of rehydration, however, is not fast and air-drying may prevail between these two 
processes if a device for compensation for solvent evaporation is not part of the overall 
FIGURE 2. Schematic diagram of integrated chemiluminescence reactor chamber, three- 
electrode reagent regeneration cell, and optical window for photon detection. Measurements 
in mm. E r  reference e!ectrode (AglAgCV3.0 M NaCl); AE.: a u x i l i a ~  electrode 
(platinurnwire); M: working electrode connection (worEng electrode: Pt-S, platinum 
screen); 6: copper contact; OW: optical window (to photomultiplier tube). For fueher 
details see nmative (mSTRUMENTATION under MATEHP;LS AND METHODS). 
FIGURE 3. Detail of platinum screen anode for regeneration of tris[2,2'- 
bipyridine]ruthenium(III) reacting centers. a: Platinum rings; b: cellulose-based filter 
material; c: platinum screen; d: Nafion-immobilized tris[2,2' bipyridine]ruthenium(II) layer. 
sensing device. The semi-solid layer of Nafion-complex in contact with the minigrid 
platinum working electrode is in dir artment in which the 
reference and auxiliary electrodes are located. This comp t can be filled with aqueous 
supporting electrolyte solution which is in contact with the Nafion-complex layer via the 
central orifice machined at the bottom of the upper body of the unit. Gravitational flow 
provides a continuous path for compensating the water loss produced by air-drying. This 
strategy facilitates electrical as well as ionic communication, both required for the operation 
of the Ru(II)/Ru(III)/Ru(II) cycle: 
hydrazine + Ru(IDI) 
This mmgement also provides convenient segsegalion sf the working electrode from the 
auxiliary one and of the electrochemical and optical parts of Ihe sensor. It requires, 
however, a compromise between ionic mobility and percolation of the liquid to keep the 
screen wet. For this reason the intercalation of cellulose-based filter pads (see Figure 3) 
was implemented. 
a. M A E  AMB mTHOD% 
The prototype sensor was constructed of Teflon and black Delrin, and essential details are 
shown in Figure 2. The platinum rings and platinum screen were cut and forced molded 
from the reinforcement rim and mesh body of a discarded platinum electrode similar to the 
type used in electrogravimetric determinations. The reference electrode was a R-5 
siIver/silver chloride minielectrode with Vycor tip and 3.0 M NaCl filling solution 
(Bioanalytical Systenls, West Lafayette, IN). The Teflon tubing (1 mm i.d.) used for 
sample transport into and out of the sensor as well as the tube end fittings were of the type 
used in liquid chromatography and were obtained from Upchurch (Oak Harbor, WA). The 
optical window was a 0.10 mm thick borosilicate glass circular microscope cover. 
Cyclic voltammetric information was collected with the aid of a CV-1B Voltammograph 
connected to a RXY-MF8050 recorder. Amperometric measurements were performed with 
the help of a LC4B potentiostatJarnplifier, all obtained from Bioanalytical Systems (West 
Lafayette, IN). 
A photosensor module type H5783-01 from Hamamatsu Photonics K K. (Bridgewater, 
NJ) with broad spectral response (300 to 820 nm range) was attached to the lower part of 
the cell (just in front of the glass window shown in Figure 2) for light detection. This type 
of detector exhibits high sensitivity, wide dynamic range, and fast response. Dimensional 
outlines, module functional diagram, and wiring for sensigvity adjustment me shown in 
Figure 4, The -s- I. 1.5 lo 15.5 V power: supply 60s sensitivity adjustment was designed by 
Module Funetional Diagram 
........................... 
:MEIAL PACKAGE PMT 1 
I 
I 
I 
I 
I 
I 
I ! 
signai output (Currm Outprt) UJM 
v a  1npr1 (i-11.5 to i-1S.sV) 
GND 
Wlring For Sensitivity Adjustment 
maximum + 1 .OV. 
FIGURE 4. Dimensional outline, module functional diagram, and wiring for sensitivity 
adjuslment (~sistmce prog ng) for the H a m a e u  H578341 photosensor modulea 
-1 Mat&ow md bu3t by David Counts of tihe c%8ec V q o r  k tecdodcon 
Con%rol %abor&ov, 
2.2. CHEMICALS AND SOLUTIONS 
All chemicals were of analytical reagent grade and used as received, except as noted. 
Nafion as a 5% (wlw) solution in a mixture of low molecular weight aliphatic alcohols 
containing 10% water or in a Teflon reinforced membrane (0.007 inch thick) was obtained 
from Aldrich (Milwaukee, WI). Perchloric acid, sodium perchlorate, 2,2'-bipyridine and 
the 2,2'-bipyridine rutheneous dichloride were from GFS Chemicals (Columbus, OH). 
Ruthenium(III) chloride trihydrate was obtained from Aidrich. 
2.3. PREPARATION OF THE NAFION-IMMOBILIZED ~u(bpy)? POLYMERIC 
FILM ON TOP OF THE PATINUM S C E E N  
The working electrode was assembled by cementing one of the two platinum rings to the 
copper contact (C in Figure 2) with a fine suspension of silver metal in butyl acetate (GC 
Electronics,Rockford, IL, distributed by Allied Electronics, Fort Worth, TX) and allowing 
the organic solvent to airevaporate. This silver print provides good electrical conductivity, 
keeps the ring in place, and protects the copper contact. A Nafion solution was deposited 
onto the screen with the aid of a small brush (of the type used for painting in toy-model 
construction) until it appeared covered by a fine layer of polymeric film. After air-drying, 
helped with the use of a heat gun, the film was swollen by immersion of the screen for a 
minimum of 2 to 4 hours into a 1.0 x 10" M Ru(bpy),2', 2 C1- or Ru(bpy),*, 3 Cl- 
aqueous solution (on occasions this contact was allowed to last overnight). The assembled 
working elecbbode (see 3) was then ineo,rpor2ted into the cell. m e  screen was kept 
moisten with electrolyte solution? by insefling two or b e e  circles sf cellubosic cloth f lter 
in d imeter  and I tEck) between the screen and the upper cell body. 
ID. ESULTS A9.3D DISCUSSION 
3. I. CYCLIC VOLT NC STUDES 
Cyclic voltammetry is a powerful technique for the characterization of electron exchange 
processes taking place at electrode surfaces [9]. Figure 5 shows the typical cyclic 
voltammogram for Ru@py)," immobilized on Nafion. For thin layer electrochemistry of 
immobilized species performed under reversible electrochemical conditions (fast electron 
exchange) the anodic and cathodic peak potentials coincide; with the conditions used here a 
peak separation of 0.103 V indicates a quasi-reversible behavior (i.e. a moderate slow rate 
of electron exchange). As expected, peak heights increased with increasing scan rate from 
10 to 200 m~.s- ' ,  and peak separation also increased with increasing scan rate. A plot of 
cathodic peak current as a function of the square root of the scan rate follows a linear trend 
with regression coefficients in the 0.975 to 0.990 range, as it should be expected. The 
voltammogram of Figure 5 was obtained by casting a film of Nafion-immobilized 
~ u ( b ~ y ) , 2 '  on a small platinum disk electrode. Voltammograms at scan rates higher 
than150 mV.s-' developed cathodic and anodic currents out of scale with the instrument 
used here. 
Films deposited on the platinum screen, and assembled as the working electrode in the 
prototype sensor, exhibit, however, voltammograms as the one illustrated in Figure 6. The 
appearance of a single reduction peak indicates: (a) the electrochemical process tends 
toward "irreversLSility", i.e. the electron-exchange mechanism is even slowei on the screen 
than on a small platinum electrode directly immersed into a solution of supporting 
elec~olye (this may be the result of the geometry of the cell, andlor a relatively poor ionic 
usaicaeion between the cell reservoir and the platinum screen), and fb) oxidation does 
rake place during the modic scan, and Ru(bpy),3' foms in the vicinity of the platinum 
filaments constituting the screen. Direct visual observation of screens kept for 24 Is at a 
FIGURE 5. ~ ~ p i c a l  cyclic vollamtnogram of Ru(bpy)? immobilized on Nafion. Platinum 
ciisk eiectrode (2 mm diameter); supporting electrolyte: 0.025 M KH PO,, 0.10 M K2S04, 
pH = 4.04. Scan rate: 100 rnv.gl. Reference electrode AglAgCI. 3 h3 NaCI. 
F f G U E  0. Cyclic volt o g m  of Ndon- imobi l i zd  R~(~PY):' on the platinum 
screen of the sensing u n i ~  Supporting electrolyte: 0.025 M KH PO,, 010 M &SO,, 
pH ~ 4 . 0 3 .  Scan rate: 50 mV.gg. Initial scan potential: 0.148 V. &witching scan potential: 
1.54 V. Reference: AdAgCl, 3 M Na61, 
potential of +1.%5 to +1.42 M vs. the Ag/AgCl, 3 M NaCl electrode, however, did not 
show evidence of external green Wu(bpy),'* formation. This observation and the cyclic: 
ogrm of Figure 6 suggest that oxidation occurs in the interior parl of the 
polymeric film deposited on the screen. Microscopic observation of a screen oxidized at 
constant potential did not rule out such a possibility; it rather pointed in such direction in 
some isolated portions of the screen. This indicates the development of preferential paths 
for electron transfer within the screen. 
In the suspicion that high concentrations of positively charg 
the supporting electrolyte can compete with ruthenium(II/III) 
negatively charged sulfonate groups on Nafion, a cyclic volt 
with the small platinum electrode coated with a film of Nafion-immobilized R U @ ~ ~ ) ? .  
The result of this test is shown in Figure 7. Although rather slowly, supporting electrolytes 
containing rather high ionic strength removed the ruthenium complex from the Nafion 
film. The rate of leaching, however, does not seem of consequence with electrolyles of 
moderate ionic strength which are most IikeIy to be used in sensor development. 
3.2. STUDY OF IONIC COMMUNICATION BETWEEN THE SCREEN AND 
THE SUPPORTING ELECTROLYTE RESERVOIR 
As indicated earlier, the need for compensation in solvent evaporation and for the sensor 
unit to keep a wet environment on both sides of the screen requires a compromise between 
ionic communication and solution percolation. Cyclic voltammetry, again, provided the 
guiding information. The original design gave very poor ionic mobility impairing the redox 
process at the platinum screen. As shown in Figure 8A, no clear redox peaks were visible. 
By increasing the diameter of the hole that provides comunicaGon witA the ce!luloslc 
padslscreen aea,  or by decreasing the number of cellulosic pads, the redmc~on pe& of 
oxidized mchenium becme apparent (Figures 8B and 86). Although the optimurz 
FIGURE 7. Successive cyclic voltammograms of ~ u ( b ~ ~ ) , 2 '  immobilized on Nafion 
showing the slow removal of complex by a high ionic strength supporting electrolyte 
(0.10 M KII,PO,, 0.50 M &SO,, pH 4.03). Working electrode: platinum disk of 9 xmm 
diameter. Scan rate: 100 m~.s-'. Initial scan potential: 0.343 V. Switching potential: 
1.435 V. Reference electrode: Ag/AgC1,3 M NaCl. Leaching is shown by a decrease i n  
current in successive scans. Time between scans: 15 minutes. 
compromise was not reached for lack of time, the direction to arrive at such an optirmun 
has been shown. 
FIGURE 8. Effect of cellulosic filter pads inserted between the bottom of the upper cell 
body and the platinum screen and the diameter of the perforation at the bottom of the upper 
cell body which communicates the screen area with the supporting electrolyte reservoir. A: 
1 mrn dimeter communicating channel, 4 filter pads; B: 1 mm diameter communicating 
pads; C: 2 rnm diameter communicating cllannel, 3 filter pads; D: 2 
nicating channel, 2 filter pads. Scan rates: 50 mV. s". Initial scan potential: 
0.398 V. Swiiching potential: E.4iii) V vs. kglkgCI, 3 NaCb. 
4.1, OBSERVATIONS ES'ULTNG FROM T E  PEWOWED WORK 
1. Both, RU(~~Y): and ~u (b~y) ,3 f  immobilize very well and easily on Nafion deposited 
on solid platinum surfaces as well as on the platinum screen that is part of the prototype 
sensing unit which was the focus of these studies. The thickness of polymeric films can 
be controlled within certain limits. 
2. Cyclic voltammetry shows that: (a) oxidation takes place on the screen, because no 
oxidation peak is observed, but a reduction peak is. No reduction peak should be 
'observed if oxidation did not take place, (b) the redox process is slow (polymer films in 
direct contact with stirred supporting electrolyte solutions show quasireversible 
\ 
electrochemical behavior, and films immobilized on the platinum screen revealed 
irreversible electrochemistry), (c) high concentrations of positive ions (from supporting 
electrolyte solutions) compete for the -SO; sites on Nafion, and remove from the 
polymeric backbone the immobilized ruthenium complex, and (d) the ionic 
communication with the present sensor geometry is not fast enough and may be the rate 
determining step responsible for the observed irreversible electrochemistry (increasing 
the size of the co of supporting electrolyte increases 
the apparent overall rate of electron exchange). 
3. The oxidation of all nrthenium(ll) centers (when Ru(bpy)p is &e i 
has been unrsmccessfraf. No green color was visudly observed when keeping 
overnight at a constant applied potential of +1.38, +1,4%, +1.55, and even +2.W "9 vs. 
a Ag/AgCl. 3 M NaC% elecbrode as reference. Poten~ds  0E-a-1.55 and +2.W reveded 
considerable oxidation around the copper contact (point C in Figure 2) and the 
electrolysis of water. Typically, currents of a few tenths of a mA were detected during the 
oxidation process. This was observed even with very thin polymeric films. However, 
after an oxidation attempt, and in the process of removing the film, the polymeric 
material close to the screen appeared pale green. The final portions of wahing liquid (a 
, . 
1:3 solution of 20% nitric acid and acetone) were also of very pale greenish coloration). 
This and the cyclic voltammetric observations listed above lead to the conclusion that 
oxidation is limited to the interior part of the polymeric film in contact with the platinum 
screen. This seems consequential of a very slow charge hopping within the polymeric 
film. 
- 4. The Ru(bpy),3' complex ion can be prepared reacting RuCl, with a large excess of 
2,2'-bipyridine in aqueous solution (final pH between 3 and 4). 
5. The idea of amperometric monitoring and electrochemical regeneration of R u m  centers 
is limited to very thin films. Consequently, a sensor based on the strategy studied here 
would provide very low limits of detection, but restrict the linear response to 
concentration change. A sensor can be built using ~u(bpy),~/Nafion films prepared by 
chemical means. Low limits of detection and wide dynamic concentration range should 
be accessible by this route. The films will require, however, periodic chePnical restoration 
of the mthenium central metal ion to the III oxidation state. 
4.2. SUGGESTIONS FOR FURTHER WORK 
1. Vetification that Nafion-i obilized ~u(bpy),3" grepmed by direct reaction between 
R U ~ *  and 2,2'-bipyridine produces chePniluPninbescence upon reaction with hydrazine. 
2. Preparation of very thin films for efficient electrochemical regeneration of Ru(III) 
centers. 
3. Optimization of ionic communication/flow of supporting electrolyte solution and pH 
optimization (compromised pH) for simultaneous operation of both chemiluminescence 
and electrochemical processes. The compromised pH is needed because the 
electrochemical process is favored by a pH of or below 4 and the chemiluminescence 
process operates better at pH values higher than 7. 
4.3. ALTERNATIVES OPEN TO CONSIDERATION 
1. Search for an inert support other than Nafion for anchoring of the ruthenium complexes. 
This inert support should provide reasonably fast charge transfer conditions. 
2. Explore the development of a hybrid sensing strategy based on a segmented continuous- 
flow approach of alternate liquid and gas plugs. This approach should permit operation 
at the optimum pH for chemiluminescence as well as electrochemical restoration of 
Ru(II1) centers. 
[ I ]  Eastman Kodak Company, Material S~fety Data Slzeei, Accession Number 980575, 
Rochester, NY, 1988. 
[2] Documentation of tlze Threshold Limit Values and Biological Exposure Indices, 6th. 
edn., ACGIH, Cincinnati, OH, 199 1. 
[3] Ingle, Jr., J. D. and Crouch, S. R., Spectrochemical Analysis, Prentice-Hall, 
Englewood Cliffs, NJ, 1988, Chapter 15. 
141 Hercules, D. M. and Lytle, F. E., "Chemilurninescence from Reduction 
Reactions", Journal of the American Chemical Society, Vol. 88, 
pp. 4745-4746 (1966) 
[5] Noffsinger, J. B. and Danielson, N. D., "Generation of Cherniluminescence upon 
Reaction of Aliphatic Arnines with Tris(2,2'-bipyridine)Ruthenium(lFI)", Analytical 
Cltemistry, Vol. 59, pp. 865-868 (1987), and references 2-6 in this publication. 
[6] Lee, W.-Y. and Nieman, T. A. "Evaluation of Use of Tris(2,2'-bipyridyl) 
ruthenium(II1) as a Cherniluminescent Reagent for Quantitation in Flowing Streams", 
Analytical Chemistry, Vol. 67, pp. 1789-1796 (1995). 
[7] G. G. Hawley's Condensed Chemical Dictionary, 1 1 th. edition, revised by N. Irving 
Sax and R. J. Lewis, Sr., Van-Nostrand-Reinhold, New York, 1987, p. 805. 
[8] (a) Rubinstein, I. and Bard, A. J. "Polymer Films on Electrodes. 5. Electrochemistry 
and Cherniluminescence at Nafion-Coated Electrodes", Jotirnal of the American 
Clze~nical Society; Vol. 103, pp. 5007-5013 (1981) (b) Downey, T. M. and 
Nieman, T. A., "Cherniluminescence Detection Using Regenerable Tris(2,2'- 
bipyridyl)Ruthenium(II) Immobilized in Nafion", Analytical Clzemistry, Vol. 64, pp. 
261-268 (1992). 
[9] Bard, A..J. and Faulkner, L. R., Electrochemical Methods, Fundamentals and 
Applications, Wiley, New York, 1980, Chapter 6. 
1995 NASAIASEE SUMMER FACIILm FELLOWSHIP PROGRAM 
90HN 9"". KENNEDY SPACE CENTER 
UNIVERSIW OF CENTRAL FLORIDA 
SCHLIEREN OPTICS FOR LEAK DETECTION i - 
Dr. Robert E. Peale, Assistant Professor 
Mr. Patrick L. Summers, Student 
Physics Department 
University of Central Florida 
Orlando, Florida 
Mr. Alranzo B. Ruffin, Student 
Physics Department 
University of Michigan 
Ann Arbor, Michigan 
KSC Colleague - Carolyn McCrary 
Instrumentation and Hazardous Gas Monitoring 
Contract Number NASA-NGT-60002 
Supplement 19 
IMTEf\,lTICN:',: LY RI. A: :':. 
The purpose of this re h was to develop an optical method of leak detection Various 
modifications of scNieren optics were explored with initial emphasis on leak detection of the 
plumbing within the orbital maneuvering system of the space shuttle (OMS pod). The schlieren 
scheme envisioned for OMS pod leak detection was that of a high contrast pa- on flexible 
reflecting material imaged onto a negative of the same pattern, We find that the OMS pod geometry 
constrains the characteristic length scale of the pattern to the order of 0.001 inch. Our experiments 
suggest that optical modulation transfer efficiency will be very low for such patterns, which will 
limit the sensitivity of the technique. 
Optical elements which allow a negative of the scene to be reversibly recorded using light 
from the scene itself were explored for their potential in adaptive single-ended schlieren systems. 
Elements studied include photochromic glass, bacteriorhodopsin, and a transmissive liquid crystal 
display. The dynamics of writing and reading patterns were studied using intensity profiles from 
recorded images. Schlieren detection of index gradients in air was demonstrated. 
l"he resmch des&W here cornis& of a &es of shple ew&ents desilgnd to 
determine the suitability of a variety of optical schemes for detecting leaks. All schemes are 
variations of the classic scNieren method, which enhances imaging of index gradients by blocking 
undeflected rays. This work can be divided into two parts. 
The first is an investigation of so-called zebra schlieren with emphasis on leak detection in 
the orbital maneuvering system of the space shuttle (OMS pod). A high contrast pattern (e.g. zebra 
stripes on reflecting cloth) is imaged onto a negative of this pattern (e-g. a Ronchi ruling), so that 
only rays deflected by a disturbance can pass the image plane. We find that the sensitivity of this 
technique is highest close to the imaging optics and far from the zebra stripes, precisely opposite of 
what is desired for the OMS pod situation. Simple considerations of geometrical optics explain 
this observation. An estimate of the maximum deviation expected from, for example, a He leak 
permits an estimate of the necessary length scale for the zebra pattern. This scale is so fine that 
loss of contrast in the image is expected from considerations of modulation transfer efficiency and 
a simple experiment. Hence, it appears that fundamental physical limitations will prevent this 
method of optical leak detection from finding use in OMS pod processing. 
The second stage of the research concentrated on potential schemes for single ended 
schlieren. Here, the ill-ted high contrast pattern is eliminated and a brightly lit outdoor scene 
is substituted, but the basic idea is the same. The negative of the distant scene must exist in the 
image plane, and the significant new idea here is to write this negative using reversible media 
Media studied were photochromic glass, bacteriorhodopsin, and a transmissive liquid crystal 
dsplay. Procedures for measuring the modulation of the written pattern and the dynamics of 
writing and reading the pattern were developed. Schlieren imaging was demonstrated in the 
laboratory, suggesting that single ended schlieren is nearly ready for field tests. Prototype designs 
based on each of the reversible media are suggested. A successful single ended schlieren system 
will have far reaching applications beyond and including the at Kennedy Space Center. 
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Gaseous leak deweion is an irnnpomt problem at Kemdy Space a n e r ,  as it is in any 
large scale industrial activity. The leaks can be classified roughly into two types according to the 
geometry of the situation. The first type are those which occur in an enclosed and cluttered 
environment such as the internal plumbing associated with rocket engines. The second are those 
which occur in large open spaces, such as overland transfer lines, where remote sensing 
techniques are conceivable and desirable. 
In this work, optical methods were explored for the imaging of leaks in both types of 
situations. The methods are variations of the classic schlieren optics[l]. Experiments described 
here begin with standard laboratory schlieren and work toward systems with industrial potential. 
Familiarity with principles and operating conditions at each step were sought and results were 
documented. 
Many variations of schlieren optics have been developed during its long history[l]. By 
"standard" schlieren we mean all well established and documented variations. None of these is 
particularly useful for leak detection in industrial settings such as KSC, where the configuration of 
gas plumbing is determined by considerations other than convenience for schlieren. Specifically, 
in cramped and cluttered situations such as the internal plumbing of rocket engines the optics of a 
standard schlieren head cannot be placed around the test region. At the other extreme, for the 
situation of overland transfer lines, a standard schlieren head would need dimensions on the order 
of 100 m to simultaneously monitor the entire region of interest. In some situations, setting up of a 
-schlieren head might be prohibited by safety concerns. Hence, a goal is remote schlieren having 
optics only near the operator. 
I3 
S S 
classic schPieren variations w2.I k descsiM. %jjlwe 2-1 gresen@ a 
schematic of the optical set up. Two optical systems are superimposed. The h t  is the 
illumination and imaging system for the Ronchi ruling. This system is composed of a diffuse 
illuminator, a telescope mirror, and a Ronchi ruling (black stripes on glass with a 50% duty cycle). 
The diffuse illuminator (5 V lamp below 1/16 inch teflon) uniformly illuminates the lower half of 
the Ronchi nrling as shown. The Ronchi ruling is placed at the mirror's center of cwature (twice 
the focal length) and symmetrically about the optical axis so that the illuminated half is below the 
axis. An inverted image of the illuminated part is formed above the axis with unity rnal=niftcation 
and is superimposed on the unilluminated part. By moving the Ronchi ruling perpendicular to the 
optical axis (vertically in Fig. 2-1) the dark parts of the image can be made to line up with the open 
stripes of the physical ruling. When this occurs, no light will pass the nrling. 
To set this system up, look through the upper half of the ruling with your eye located 
where the camera is in Fig. I. Then move the ruling together with your head in a plane 
perpendicular to the optical axis until the illuminated part of the ruling is observed in the mirror. 
Now move the ruling and your head along the axis until the virtual image fills the minor, which 
will then appear uniformly bright. At this point the ruling is nearly at the center of curvature, and 
stripes should be observed. Further motion along the axis will cause the stripes to increase in size 
and separation until a single bright or dark stripe fills the mirror. 
The schlieren effect is easiest to explain when a dark field exists. Under these conditions, 
none of the light from the illuminated part of the ruling is getting past the upper part of the ruling. 
A phase object, such as an index of refraction irregularity in the gas between the mirror and the 
observer, can cause rays which pass through it to leave the group of rays which form the image of 
the lower ruling on the upper one. These deviated rays may fall on an open part of the upper ruling 
and get through. The second optical system operates with these rays. 
The second optical system consists of an imaging apparatus, such as the camera shown in 
Fig. 2-1. The camera images the test region in front of the mirror onto a ccd. Larger index 
gradients within the test region permit more light to reach the camera so that the intensity 
distribution in the recorded image maps out the disturbance itself. In practice, imperfect 
cancellation of undisturbed 
Figure 2- 1. Standard schlieren optics. 
rays by the first optical system permits an image of the disturbance to be formed with intensity 
changes of both signs and conveniently allows an image of reference objects to be simultaneously 
recorded. 
Characteristic data collected with the standard schlieren apparatus of Figure 2-1 are 
presented in Figure 2-2. The data were recorded using an Elmo ccd television camera and the 
Macintosh based NuVision image processing system by Perceptics. In Fig. 2-2 the disturbance is 
caused by a squirt from canned air of the type used to dust electronic components. The gas is 
1,1,1,2-tetrafluoroethane and has a refractive index signiscantly different from air. Intensity 
changes of both signs map out an image of the turbulent flow of gas from the nozzle, located just 
above and in front of the telescope mirror. None of the disturbance recorded here is visible to the 
naked eye. With this system, heat waves from warm body parts and even air conditioning currents 
are easily observed. This standard schlieren system is unsuited for leak detection in industrial 
s e h g s  like KSC h a u s e  the telempe or is too buUPy to use behind plmbing in6ernal to 
rocket engines and too sriiil: to encornpas the luge aeas m v a s d  by overlmd emsfer hes .  
Figure 2-2. Test results of standard schlieren. Cam 
from the expanding jet is observed. Bright bands at 
aberratio 
aed 
the 
air is sprayed from the top and turbulen 
mirror edges are a result of spherical 
The following schlieren meth 
the bulkiness of the mirror in situations with 
engines. The name "zebra" comes from the s 
Figure 2-1. Figure 3-1 presents a schematic 
black construction paper are placed in front of 
with a projector at close to normal incidence. 
to take advantage of the strong retmn of the re 
instead of the diffuse illuminator because the 
telescope mirror. The zoom lens superimposes 
the subsequent theory of operation is similar 
to set it up is different however. 
Initial alignment is done with the Ron 
the zoom lens is set to infinity to move the foc 
possible. This allows more room for placement of the Ronchi ruling. A simple lens of short focal 
length is adjusted so that the image formed by the zoom lens is separated from the simple lens by 
its focal length. Rays leaving this lens are then parallel. The camera is focused at infinity to form 
an image from these parallel rays. This arrangement allows translation of the camera along the 
optical axis without losing focus. In particular, the camera can be placed directly behind the simple 
lens so that the object of interest fills its field of view. Everything is set up correctly when a sharp 
image of the zebra stripes appears on the TV monitor. 
The front of the zoom lens is now blocked and the Ronchi ruling is inserted at the location 
of the stripe image behind the zoom. A sharp image of the Ronchi ruling should appear on the TV 
screen. The zoom is unblocked so that the image of the stripes is superimposed on the Ronchi 
ruling. Moire h g e s  will be seen in the TV monitor if the image of the stripes has a different scale 
than the Ronchi ruling. The Ronchi ruling is the correct distance from the zoom when this Moire 
pattern has its maximum contrast The Ronchi ruling has the correct orientation when the Moire 
pattern is parallel with the direction of the stripes. By adjusting the zoorn the scale of the image of 
the stripes can be matched with the scale of the Ronchi ruling. As this condition is approached, the 
separation of the Moire bands and their width increases until a single dark or light band fills the 
view. The focus sf the zoorn may have to be readjusted by monitoring the contrast of the Moire 
bmd since changing the zoom causes a change in the position of the stuipe image. The Ronchi 
g can now be mslated perpendicda to the optical to get the appropriate level of 
extinc~on. This ~rmslatjon is sensitive md best done wi& a ficrom&r sBge. 
the entrance aperture of the zoom gives the best sensi 
back so that the image of the disturbance formed by the 
Figure 3-1. Zebra schlieren optics. An illuminated high contrast stripe pattern is precisely imaged 
onto its negative (Ronchi ruling). Ordinary rays are blocked and deviated rays form an image of 
the disturbance farther back. This image is viewed with the ccd camera. 
Figure 3-2 presents data taken with the zebra schlieren set up. A jet from the inert gas 
duster is imaged just in front of the zoom The zebra stripes and Ronchi ruling are out of focus 
and therefore invisible. The zebra schlieren method studied here is much less sensitive than the 
standard schlieren, where the turbulent plume of gas can be observed far down stream, as shown 
in Fig. 1-2. The stream recorded in Fig. 3-2 can also be seen with the naked eye (shadowgraph) 
though Fig. 3-2 records a significant enhancement Heat waves from w MY P m  were not 
observed. The acmal set up cap. be s l p s m d y  improved by figdng the criticd optical elements 
Figure 3-2. Test results of zebra canned air nozzle is pl st in front of the 
zoom lens. The distant illumin is out of focus. 
with micrometer stages, but the region of sensiti from the stripes as will be 
shown next. 
Figure 3-3 gives the pertinent geometrical p s for zebra schlieren. For the schlieren 
effect, the disturbance must be large enough that deflected rays from a bright stripe appear to the 
Ronchi 
I 
i 
Figure 3-3. Geomehcal considerations for zebm xhlieren. An h a g e  of the stripe p ~ r n  is 
f o m d  in regismtion with the Rowhi ru- h y s  which p a s  to fo-m m- image of the 
dismbmce a p p  to subsequent opkics to have o~ghilrs;d in a dxk slmjipe-. 
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Figure 3-5. Projected Ronchi rulings. This plot demo the well known loss of modulation 
transfer efficiency with increased spatial frequency. The data are digital photos of the projection 
screen for Ronchi rulings of different line densities. 
We turn our attention now to the problem of lea& detestion over large 
encountered with cross country transfer lines. As already said, standard schlieren is limited by the 
smallness of the available telescope mirrors to dimensions on the order of meters. Simultaneous 
monitoring of areas on the order of 100 m is desired. 
As shown in the previous section, zebra schlieren is most sensitive far from the zebra stripe 
pattern. If the test region is to be remote from the imaging optics, then the zebra stripe pattem 
needs to be even further remote. The total area of the zebra pattern needs to be large so that it 
subtends a signifhint portion of the imaging system's field of view. This area requirement leads 
to significant practical difficulties. A new idea is needed. 
A potential remedy is to eliminate the reflecting optics (mirror or stripes on cloth) altogether 
and to use instead a high contrast scene composed of natural elements such as clouds, trees, distant 
industrial structures, etc. This single ended schlier 
because of the r 
record the negative w 
registration, and whic 
Distant 
scene ot scene 
Figure 4- 1. Single ended schlieren. The zebra stripes and Ronchi g of zebra schlieren have 
been replaced by a distant outdoor scene and its negative, respectively. In adaptive schlieren the 
negative is written on an erasable 
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Initial exposure 
140 Intensity Profile 
Pixel Pixel 
Figure 4-2. Contrast measurements with photochromic glass. The raw data are in the form d 
images of a W cuing lamp. Pictures are taken upon initial exposure and after 10 minutes- -4 
darkening is evident Intensity profiles are determined across the image and the co is 
calculated from them as their difference normalized by their sum. 
4.2 Bacte~orhoQopsjua 
Figure 6 3  pr.zsenks a x h e m a ~ c  sf  s o m  sf h e  p g s l l  chmges W t  ean be k d u d  in 
bacteriorhodopsin us- momhromtic Light[3]. In its gsomd "bK' s&& bacteriorhodopsin has 
an absofplioa band in the yeUow which can be blached by expsure to yellow light 
410 nrn 570 nrn 
Wavelength 
Figure 4- 3. Schematic representation of bacteriorhodopsin photocycle. 
n e  bleacbg of Ihe ye1l~w band is a a o m p ~ d  by t&e ce of m absoqfion bisnd in h e  
a& ~& fie exciCq e6rv%b@(h: of &e mieeule. 'TTiljis phensmnon is h e  
negati.ve of that irnage in blue light. One complication is that blue light induces a relaxafisn back to 
the bR state. The rate of this reverse reaction is controlled by the intensity of the blue light used. 
Part of our initial study of bacteriorhodopsin was to uncover the dynamics of the yellow writing 
and blue reading processes. 
Figure 4-4 presents the results of the dynamics study using bacteriorhodopsin film sample 
number 107190A from Bend Research Inc.[4]. The set up was again like that in Fig. 4-1, except 
that the scene was a bright diffuse white light source. Colored filters were mounted in a cardboard 
holder on a slide in front of the film so that the exposure could be quickly alternated between 
yellow and blue. The filters used were Schott OG550, which passes light with wavelength longer 
than 550 nm, and Schott BG12, which is a band pass filter peaking at 400 nm. Neutral density 
filters were used to cone01 the intensity of each color separately. The procedure was to collect an 
image using blue light, then expose the film in yellow light for a measured time, 
and finally quickly record the image in blue li sity profiles of the blue pictures 
before and after the yellow light exposure were obtained, and the contrast was calculated as before. 
Figure 4-4a shows that the rate at which contrast is induced increases with the intensity of 
the yellow light used to burn the image. Moreover, the saturated contrast increases with the total 
intensity of yellow light used. This is because bacteriorhodopsin has a thermal relaxation pathway 
which proceeds at a constant rate for fixed temperature. The excited state population, and hence 
contrast, is determined by the balance in this relaxation rate and the excitation rate. 
Figure 4-4b is a study of the erasing effect induced by blue light. The method here was to 
record the second blue image after varying delays. The contrast is seen to decay with blue-light 
exposure time at a rate which decreases as the blue light intensity is reduced. 
Since the ultimate goal is single sided schlieren using ambient outdoor light, we perfomed 
writing and reading experiments using outdoor light as well. The door to the lab was opened and 
the optics aimed at the side of a building, which happened to be in shade. Tbk light was sufficient 
to both write and read, as the data in Fig. 4-4 confirm. All the measurements in Fig. 4-4 are 
naturally very crude and preliminary. Tjrning was performed with wrist watches and the filters 
were moved in and out by hand. These measurements should be repeated with precisely timed 
electronic shutters or more elaborate time resolved spectroscopy. Nonetheless, our results describe 
the basic photodynamics of bacteriorhodopsin. 
The maximum contrast obtained in our experiments with bacteriorhodopsh was 0.2. A 
smdard schlieren apparatus similar to Fig. 2-1 was set up and schlieren was observed, as 
demonslraeed in Fig. 4-5. Fig. 4-5a is a biue picme -&ore yenow exposure. A hot soldering iron 
Figure 
intensity profiles nomralized by the sum for images of a lamp taken in blue light before and after 
yellow light illumination. a) Maximum contrast is plotted against yellow light illumination time for 
diffe~nt yellow light intensities. b) Conbrast is p l o w  vs ation time of the blue read light 
for diffment blue light inknsitiss. 
or at the bottom. 
image taken after yellow light ill ation. hdex distau'b; 
~ldering iron is in fkont 
anw are sbsewd in d 
the tdescope 
Blue light 
spger ~ g h k ,  
is at &e bogom d g e  of eke h g d  on &e 
bacteriorhodopsh h by the 
is therefore not obsemd. So 
field is uniform and feature1 light picture mken after the 
has been written into the bacteriorhodopsin film with yellow light. An overall darkening is 
observed since now the bright stripes of blue are falling precisely on regions of the 
bacteriorhodopsin which have been made to absorb blue. In addition, the image appears mottled in 
the upper right quadrant as a result of index gradients induced by heat waves from the soldering 
iron. 
Fig. 4-6. Bacteriorhodopsin schlieren with image processing. Fig. 4-5a has been subtracted from 
Fig. 4.5b and a resulting histogram. 
Figure 4-6 shows the same results as Fig 4-5 but with image proeessiag applied. This piclure has 
been inciuded h a u s e  it is expe~teci to reprduce better &ran fig. 4-5. Pn actrraliq, Fig. 4-5 
c o n ~ n s  more Soma~orn,  but & c m  oWlgr k appre;@ha m y  when p a d  *& pho@ppEc 
qu&y (on Teh.b:oe Phaser 
To vem &at Figs. 4-5 md M ~ p r w n t  a %amen 
the Rochi ruling removed. The same exposuxe steps were 
film was uniform. The f-stop on the camera, which is behind the film, was stopped down by one 
to compensate for the two-fold intensity increase caused by removal of the 50% duty cycle Ronchi 
ruling. Hence, the pictures collected during the control appear to have the same level of brightness 
as those in Fig. 4-5. (The intensity of light falling on any part of the bacteriorhodopsin film is the 
same as that which fell in a bright region during the real experiment, but the average intensity 
entering the camera is doubled). The result of the control was that no effect such as seen in Figs. 
4-5b and 4-6 was observed. Hence the Ronchi ruling is essential and Figs. 4-5 and 4-6 are a 
Figure 4-7. Scheme for steady state bacteriorhodopsin schlieren. A negative of the distant scene is 
continuously written in yellow light from the back side of the bacteriorhodopsin film. The scene is 
continuously observed in blue light through the front surface. The lens and 
e magniffcation, so it is conveniea to u oorn lens. lndex changes of i n e ~ s t  
must be rapid conapud with the charackfistie -=mite 
TPlre aansim mli3n: of &e bxMorhdopsh aand r d  qcle  is c11mIy mdmWle in a 
pradcal devim. Figme 4-7 prmn@ a props& d-a~ve in w K ~ l r  gre114.0~ ~& Eght a d  blue 
read fight are always praent, &e disadvanbge is hat g a d  ~ h g  is done vvih 
indepndent optical system, so that automatic registrarion is IosL A mom Pens shoaald be: used to 
form the blue image. The relative intensities of yellow and blue light will have to be carefully 
adjusted with ND filters so that disturbances observed in blue are rapid compared with the change 
in the image stored in the film with yellow. 
Figure 4-8 presents the set up for a schlieren experiment using a transmissive LCD display. 
An illuminated stripe pattern on reflecting cloth is placed at the center of curvature of the mirror but 
displaced to the left of the optical axis. Initially the LCD is removed fiom the set up. The minor 
forms an image of the stripe pattern with unity magnification to the right of the actual grid. The 
camera is focused on this image and displays it on the LCD, which acts as a TV monitor. The 
Figure 4-8. Set up for LCD schlieren expep&- en^ ?3e ill 
or onto a liquid crysLal display, on wGch a Ereex &me h a g e  of &e pamrn is displayed. 
cmem is m v e d  k k  &om &e h a g e  p1.me md rhe s ~ p  &;spphy& on &e L a  me &e 
width as %hose on the a c w  @d md its h g e ,  Now Ilhe &spliiy on Ilhe LCD is frQ%en. usin,g a 
frame p b k r ,  md the LCD is reaUrnd to ehe set up. m e  c m a a  is moved bacfr close: t~ 
plane so that the LCD picture fills the cimera's field of view. The a now looks through both 
the LCD and the grid image and is focused on the test region in fiont of the mirror. The LCD is 
translated perpendicular to the optical axis to put its displayed stripe pattern in registration with the 
image of the grid. 
Figure 4-9 presents results obtained with the LCD schlieren apparatus just described. Heat 
waves are clearly visible from the soldering iron in fiont of the telescope mirror. It is important to 
realize that even with the LCD removed, a strong shado observed which is enhanced by 
Figure 4-9. Results of LCD schlieren. Heat waves from a soldering iron are observed. 
L ~ ~ & o n s  of he  present LCD e 
shar;, dges, lirnsileQ congast md r~dsolution of &e L a .  Iloweva, high-resolu~on g - a a s ~ s l v e  
LCDs do exist for heads-up diqlay appEcabons so &at a coqae t  emnl me bt of Eg- 4- 1 
Variations of schlieren optics have been explored with emphasis on leak detection. For 
leak detection within confined and cluttered situations (e.g. OMS pod), geometrical and optical 
considerations indicate a severely Limited usefulness for the technique. On the other hand, single 
ended schlieren using adaptive optical elements such as photochromic glass, bacteriorhodopsin, 
and electrically controlled liquid crystal displays hold considerable promise as demonstrated by 
successful preliminary laboratory experiments. 
Future work on single ended schlieren will explore other types of photochromic materials, 
bacteriorhodopsin schemes using continuous illumination and illumination modulated by 
electrically-switchable color filters [5],  and small high-resolution LCDs. In addition, prototypes of 
actual systems will be developed and tested in field experiments. 
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ABSTRACT 
Four advanced technologies that could be used in a new shuttle launch processing center are 
described. The latest methods for high capacity data storage technology, disk arrays and magneto 
optical disks, are described and their advantages and disadvantages compared. A 3-D protein 
based optical memory, now being researched, is also described as a possible future technology 
for data storage. An overview of neural network technology" is presented together with several 
commercial software development options now available for neural network applications. The 
feasibility of Asynchronous Data Transfer technology as the networking technology to integrate 
- video, voice, and data in a new launch processing center is also considered. Different 
applications of expert system technology at KSC are enumerated together with a number of 
commercial expert systems development packages presently available. 
This reppl  describes the lollswing advanced tecknsalsgies which a n  play an dmwrbarah role in a 
new design for the shuttle launch processing center at KSC: high capacity data storage, neural 
networks, asynchrsnous data transfer and expee systems. 
The latest high capacity data storage technology today consists of disk arrays and magneto optical 
disks. Each is capable of storing more than the 1.3 Terabytes of data that it is estimated 
constitute today NASA's requirements for launch related data. Disk arrays are more expensive 
than magneto optical disks but they provide faster access to data, although it is expected that the 
access speed for optical disks will decrease within a year or two. Disk arrays make all of the 
data available online, while a jukebox of magneto optical disks may provide only about 4 
gigabytes of online data. It is quite possible that a storage system that combines both of these 
technologies, i.e. disk arrays for critical data that must be accessed quickly and optical disks for 
the rest, may provide a good solution for storing data in a new launch processing center. 
Neural networks software has been successfully used for a variety of problems. This technology 
is most effective for problems where the relationships between cause and effect have not been 
explicitly identified but where there is sufficient historical data from which to learn these 
relationships. Neural networks can be retrained quickly to learn new relationships and 
therefore can also be effective for problems that frequently change. A number of software 
vendors provide reliable and effective development packages for neural network solutions which 
can execute on Dos, Windows, Mac, or Unix environments. Reasonable hooks from these products 
to databases are provided so that integration with a data storage system would be feasible. 
Asynchronous transfer mode (ATM) is the latest technique tleveloped for communication in 
computer networks and is expected to become the dominant networking technology in the future. 
Its main advantages are a transmission speed on the order of gigabits per second and a dedicated 
- switched connection between sender and receiver nodes. These can allow the simultaneous 
transmission of audio, video, and data within the same network. Presently the main 
disadvantages of ATM are the lack of standards and the high cost of ATM products. It appears that 
at the present time most vendors are concentrating on offering ATM as a solution to the problem 
of limited bandwidth with existing networks. It is rare to find an application which integrates 
audio, video, and data. Increasing data bandwidth seems to be the bulk of today's demand for ATM 
products. 
Expert systems technology has been successfully used since the 1970's for a wide range of 
problems. It is considered today by most people to be a proven technology. At KSC there are a 
significant number of expert systems projects underway or recently completed. A number of 
reliable software vendors was identified and their brochures provided. As with neural network 
software, hooks to databases are also available with expert system development software on a 
variety of operating systems and platforms making integration within an advanced launch 
processing center very feasible. 
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IP\ TRODNTIm 
A new design for a Shuttle hunch Process ng Center requires the identification of advanced 
systems available today and those that ma , become available in the near future. The complexity 
of a shuttle launch processing center is suc 1 that many different subsystems need to be 
carefully integrated into its design. Many di ferent design issues also need to be considered such 
as: System Architecture, Computers, Netw )rking, Software, Data Storage and Retrieval, 
Operational procedures, etc. 
Identifying advanced technologies that imp; ct all of these design issues is a very large task. This 
report addresses only the following areas: 
High Capacity Data Storage Technolo jy 
Neural Networks Technology 
Asynchronous Data Transfer Techno ogy 
Expert Systems Technology 
The sections below describe the informatior. obtained in each one of the areas. 
The approach laken to obtain information ;!bout this technology was Po first contact reputable 
commercial vendors of data storage technc logy and request information on the latest product 
they sold as well as new products that the! planned to introduce in the near future (one or two 
years ahead). Second, researcli labs were contacted to find information on products still in the 
research or prototype stage. The following vendors were contacted. Telephone numbers are given 
to make it easier to make future contacts with these vendors i f  needed: 
* m T m  
800-3349191 John Aiken 
http://www.andataco.com 
Very good web page. Register first, . ;id the select "tech info" and within that select "raid 
disk arrays". 
FUJITSU 
800-6264686 
* HEWLElTPACKARD 
' 800-6377740 
http://www.hp.com 
Very good web page. Select "produc 's" then select "computing" then selec 
storage". 
\ 
HlTACHl 
800-4482244 415-2447515 Toni Maglaya 
* IBM 
800-4262255 
http://www.ibm.com 
MAxomcs 
800-8483092 Less Jones Customer Service 
408-9549700 Akyra Pagoulatos Marketing Manager 
no web page 
SLE\J 
81 3-2897228 George Perkir 1s 
407-3800058 Phil Murray 
http://www.sun.com 
Very good web page. Select "product overview" then select "mass storage and peripherals" 
then select "disks". 
Amreling l o  these vendsrs and other technical rewas (provided Is  my NASA mileages), it is 
generally agreed that the latest technology for mass data storage isday mnsisls of disk arrays 
and magneto optical disks, lmparlanl inforntaliorr abut  each of these is given below. 
2.1 DISK AFSWAYS 
These consist of a group of disk drives that are considered as one logical storage device and which 
work in cooperation to improve speed and reliability over individual disk operation. Such a 
technique is referred to as RAID, an acronym for Redundant Arrays of Independent Disks. This 
technique is ideally suited for environments with large amounts of data needed on line and where 
data must be protected from disks failures. 
RAlD improves the speed with which data can be accessed by storing different portions of data 
blocks on different disks. When the data is needed it can be accessed in parallel from all the 
different disks with resulting faster access. Reliability can also be improved by this technology 
by using block interleaved parity, where a parity bit is associated with every block of data. If a 
disk crashes data can be rebuilt using the rest of the data on the other disks. Most vendors 
provide "hot spare" capabilities so that disks can be replaced without having to turn the disk 
array system off. Most vensjors also provide software to make it easier to manage storage space 
allocation. 
A technical detailed description of this technology is provided in the "RAID Report". A copy of 
this report was included in a separate document given to my NASA colleagues together with all 
the brochures and other information obtained from the different vendors contacted. 
\ 
Figure 2-1 shows a typical configuration for a RAlD and indicates how the configuration could 
be extended to provide for 1 Terabyte of data storage. 
RAlD is available from many of the vendors contacted - Andataco, Fujitsu, Hitachi, IBM, and 
SUN. Typical disk seek times of 10 milliseconds and latency times of 5 milliseconds were 
reported in the brochures obtained from the different vendors. The RAlD storage capacity can be 
extended considerably. For example a SUN SPARCcenter 2000 connected to 15 Model 200 array 
cabinets can provide access to 4.86 Terabytes of data storage. The cost of this type of storage is 
approximately $0.45 per Megabyte, not including the server. For example a 180 Gigabyte 
system would cost $80,000 today. 
2.2 MAGNETO OPTICAL SYSTEMS 
These consist of a group of magneto optics1 readlwrite disk drives. These drives can be grouped 
in "jukeboxes" and considered as one logiatl storage device to provide large amounts of storage 
space. Most vendors also provide soflware to make it easier to manage storage space allocation. 
one fasvwide 
controller 
one raid 
controller 
I I 6 disk drives (3 112") 4 GBytes each 
6 disk drives (3 112") 
4 GBytes each 
48 GBytes X 20 controllers = 1 TeraByte of storage 
Can increase # of controllers, # of racks per raid cohtro~~er and # of drives per rack 
Figure 2-1. Raid Configuration 
Magneto optical disks provide low cost on-line access to data and enables data to be stored for 
very long periods of time. Access speeds, however, are slower that for disk arrays. 
Presently there are 3 112 inch disks capable of storing 230 Megabytes and also 5 114 disks 
capable of storing 1.3 Gigabytes. It is predicted that by the end of 1995, 5 114 inch disks will 
be able to store 2.6 Gigabytes and that by the end of 1996, they will store 5.2 Gigabytes. Notice 
that since both surfaces on the disk are used to store information, only half of the storage per 
disk is available online. For example, today, a jukebox with 6 drives would provide 
approximately 4 Gigabytes of storage online as shown in Figure 2-2. Such a jukebox is capable 
today of handling 138 optical disks for a t 180 Gigabytes of storage at a cost of 
approximately $50,000. 
Magneto optical disk storage systems are available from several of Ihe vendors contacted - 
Fujitsu, IBM, Wewlen Packard, and Maxopiix. Typical disk seek times of 24 milliseconds, 
latency times of 12 milliseconds, and disk exchange limes of 8 seconds were reported in the 
brochures obtained. However it is expected that access limes wilt fati down in the near future to 
a b u l  40 millisecond when a direct ovennrrite lealure is introduced. The storage capacity can be 
extended considerably to provide "Terabyte ; of data by adding more SCSI conlrol!ers with their 
respective jukeboxes to the serder. A I .3 Gigabyte caflridge loday costs approximately $80. 
JUKEBOX 
I 
- 
6 disk drives (5 114") 
with 650 MBytes 
each online 
A total of 138 optical disks, 1.3 GBytes each 
for 180 GBytes in Jukebox 
Can increase # of controllers 
Figure 2-2. Jukebox Configuration 
2.3 3-0 OPTICAL MEMORIES 
This type of memory belongs to the category of future technologies. It is predicted that a working 
prototype might be available in 3 years and as a commercially available product in 8 years. 
At the Center for Molecular Electronics at Syracuse University, Dr. Robert Birge is developing 
a 3-D memory using a photoreactive protein called bacteriorhodopsin. Writing to this type of 
memory is accomplished by the absorption of two iaser beams at different wavelengths. Reading 
is accomplishsd by detecting the light emitrl2d by the protein when excited by a iaser beam. 
This vpe of rrtearo~ can be used lo implement write-once-read-many (WORM) devices or also 
I s  implement read-write-erase devices. Other advantages include room temperature operation, 
inexpensive material, and parallel operation. 
Dr. Birge was very helpful when asked about this technology and provided eopies of quite a few 
of his publications that describe his ongoing work. These papers have been included with the 
separate document given to my NASA colleagues. 
Neural networks are essentially a group sf highly interconnected and relatively simple 
computational units as illustrated on Figure 3-1. Each of these computational units gerforms 
relatively simple processing of its inputs to produce a single output. The output of a unit is 
connected to the inputs of many other units through different weights. 
Figure 3-1. An Illustration of a Neural Network 
Figure 3-2 shows a typical artificial neuron which adds all of its weighted inputs and uses a 
sigmoid output function to generate its output. Instead of a sigmoid function a threshold logic 
function is often used when binary functions are being implemented by neural networks. 
3.1 WHY NEURAL NEMlORKS ARE USEFUL 
There are several reasons why neural networks have been used to solve a variety of problems. 
Probably the most significant capability of neural networks is that of learning previously 
unknown relationships directly from raw data. Indeed, neural networks are best suited for 
problems for which data exists that associates a set of inputs and outputs but for which no 
explicit relationships between them has been established. A typical example of this is the 
automatic recognition of printed characters. 
XI 
\ 
Figure 3-2. A Typical Artificial Neuron 
Neural networks are capable of discovering nonlinear relationships from a training set and then 
apply these relationships to previously unseen data from that problem domain with very 
accurate results. This learning capability makes neural networks adaptable and very useful in 
environments where the relationships between input and output change over time. 
Another important capability of neural networks is that they are fault tolerant. As individual 
neurons fail the performance of the entire network does not drop suddenly to zero but instead it 
slowly degrades in proportion to the number of failed units. This is in stark contrast to 
traditional algorithmic solutions where a single bit failure can have catastrophic results. 
Finally, neural networks can fu lction in parallel. The corresponding increase in speed that 
results from this can be used in applications requiring real-time responses. 
3.2 TWINING A W I C A L  NEURAL NETWORK 
There are many iypes o i  neurai networits. Among the ones most ~ammonly described in the 
literature and included in the commercial software packages are: Muililayer Feedfornard 
nelvvorks, RCE nelworks, Radial-basis Function networks, Hopfield networks and Self- 
Organizing networks. Among these, 2-layer feedloward networks are probably the tilost 
ppular because it has been shown that they are theoreiieally capable of implementing %ny 
association between input and output and because there is a well defined training method 
(Backpropagation) for them. 
A typical 2-layer fully connected feedforward network is shown in Figure 3-3 with an n- 
dimensional input and m-dimensional output. 
I'igure 3-3. A 2-layer Feedforward Networ 
Training a network usually consists of f indi~~g 11 e weight values so that previously known 
associations between input and output can e d ~plicated by the network. This implies that 
training requires a set of input data for wh h cdrrect outputs are known. The learning that the 
network does through this method is called :upervised learning. The correct weights can be 
found by an iterative procedure called bac propagation. Training also normally requires 
manually changing the number of neurons the hidden layer and sometimes increasing the 
number of layers. 
An example of a training set of data is giv 11 in figure 3-4. The number of training examples 
required depends on the size of the nehwork and the accuracy desired. Also a percentage of the 
training data collected (10 % is given as a guideline) is set aside for testing the network and is 
not used for training. 
actual network input desired network outpa 
Figure 3-4. Training Data 
Backpropagation uses the training examples to change the weights so that the error between the 
desired network output and the actual output is minimized. It is possible however to have a 
small training error but a large error when the test set is used. In many of these cases the 
problem is that the numbel. of neurons in the hidden layer is too large. Thus the test set results 
and the training set result5 must be used in combination to arrive at the best network 
architecture - one that wo~lld perform well not only on the training set but also on the test set. 
If the network has been trained properly, it will be able to correctly identify inputs that were 
not included in the training set. This is illustrated in figure 3-5. When this occurs the network 
has not memorized the training set but instead it has learned the basic relationships that exist 
in that problem domain between input and output and has stored those relationships in the 
weights of the nehhlork. 
pctual network input 
Figure 3-5. Network Response 
\ 
3.3 TRAINING GUIDELINES 
- Guidelines for collecting network training data and for preparing the data for input to the 
network have been published in several books. The one by Jeannette Lawrence "Introduction to 
Neural Networks" is especially helpful on this topic. 
When selecting a training set the following guidelines can be used: 
The number of training examples should be greater than the number of hidden neurons 
divided by the error criteria. 
Save a b u t  10% of the training data for testing the network. 
Noise may be added to the original training data to increase the size of the training set. 
If implementing a network to classify data into different categories, include examples 
from each category. Include "border" examples for training and testing. If the network is 
to approximate a continuous function, include data throughout the entire range. 
Make sure that no c~nlradictions exist in the training data. Also make sure that data that 
covers a long period of 'rime has not been afiected by exlrenuous factors. 
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Figure 3-7. Cc ntinuous Data Preparation 
\ 
After the data has been prepared, selecting the number of hidden layers and neurons in those 
- layers is the next step in the Wining proce 2s. There are no clear guidelines on the number of 
hidden layers. Some suggest that one hidd ?n layer is preferable because it is theoretically 
sufficient and improves training speed. Othl!rs suggest two hidden layers because the network 
architecture would fit the problem more e fectively by allowing the first hidden layer to detect 
local features and then the second hidden I: yer to use th detect global 
features. 
The number of neurons in the hidden layer ; should be selected small at the start. After the 
network is trained it should then be tested. /! few hidden neurons should then be added and the 
network retrained and retested. This proce5.5 should be continued as long as the test performance 
continues to decrease. This should ensure that the network does not memorize the training set 
but that instead learn eneral r en input and output. 
Other guidelines that are useful for trainina include the following: The learning rate should be 
smaller in the last layers than the front lavers; initialization of the weights should be 
uniformly distributed within a small range; the training examples should be presented to the 
nehwork in a randon; fashion arid not amnjing tc categories. 
There is a fair number of neural network sinulalion packages available. Some are commercial 
products from relatively small companies a ~d others are available free of charge from 
university development labs. A representati~ : sample of good packages from both calegories are 
intruded below. The platforms on which they run, iheir list price, and a brief comment on their 
best distinguishing features are included. 
3.4.1 COMMERCIAL NEURAL NETWORK SOF WARE 
* NeuralWorks Predict 
DOS, Windows, Macintosh $1 995 
Automatic selection of best architecf ire 
Trained network is converted into C Fortran, or Visual Basic 
* NeuralWorks Professional IllPlus 
PC/MAC $3995 - SUN $6995 - R! 6000 $7995 
SGI $7995 - HP $7995 
Very complete and powerful system with many network models 
C code generation 
Both 'packages above are available from: 
Neuralware 
Penn Center West Bldg IV 
Pittsburgh, PA 15276-991 0 
4 1  2 -7878222  
* IBM Neural Network Utility 
Windows, 0S2 $1500 
RS6000 $4995 
AS400 $550 to $9075 depending on the number of users 
Graphical interface, many network models, access to databases 
C code generation 
TheOwl 
DOS, Windows $295 
UNlX Workstations $995 
Many network models 
HyperLogic 
1855 E. Valley Parkway, Suite 210 
Escsndido, CA 92027 
6 1  9-7462765  
NeuroWindsws 
DQS, Windows $369 
Neursshell2 
DOS $195 - Windows $495 
Graphical interface and many network mc dels 
Both packages above are available from 
Ward Systems Group, Inc 
Executive Park West 
5 Hillcrest Drive 
Frederick MD 21702 
Brainmaker Pro 
DOS, Windows $795 
California Scientific Software 
10024 Newton Rd 
' Nevada City, CA 95959 
800-28481  1 2  
3.42 FREE NEURAL NETWORK SOWARE 
PlaNet 
UNlX 
Nice graphical output, very good tutorial 
ftp://bouIder.colorado.edu/pub/generic-sources/ 
e-mail miyata@sccs.chukyo-u.ac.jp 
SNNS 
UNlX 
Graphical interface for creating and running network 
ftp://ftp.informatic.uni-stuttga.rt.de/pub/SNNS/ 
* Xerion and UTS 
UNIX 
Nice graphical output 
ftp://ftp.cs.toronto.edu/pub/xeron/ 
e-mail xerion@ai.toronto.edu 
* PDP 
UNiX arid DOS ( ~ s i i r ~  mde) 
Simple lo run but primitive interlace 
Itp:l/nic.funet.lilpubfsciInekeraI/sims/ 
3.4.2 HARDWARE AVAIMBLE 
NilQOO digital chip 
-$I 0000 for board and development software 
3.7 million transistors, 46.5 billion operalions/see 
256 inputs and 64 outputs 
Significant number of commercial applications 
Nestor, Inc. 
One Richmond Square 
Providence, RI 02906 
401  -331  9 6 4 0  
I V 
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Asynchronous transfer mode (ATM) is the latest technique developed for communication in 
computer networks. It is being promoted as the most effective way to increase the bandwidth of 
existing computer networks. It is also pronloted as the communication technology that will allow 
the simultaneous transmission of audio, video, and data within the same network. 
There are several reasons given for the prc dicted success of ATM. ATM, in contrast to ethernet 
or token-ring, uses a switching scheme tha connects two nodes for the time needed to transfer 
data and it uses fixed size data packets. It also has theoretical speed capabilities on the order of 
gigabits per second. This makes ATM capable of transmitting audio and video signals which 
require large bandwidth and are very sensitive to the time and the sequence in which the 
information arrives. ATM is also independent of upper layer communication protocols and can be 
used with existing network architectures such as ethernet, and token ring providing a 
reasonable migration path for existing networks requiring increase bandwidth. 
The following specific questions regarding ATM technology are of special interest to NASA: 
* Is ATM being offered by a significant number of reputable vendors ? 
Have ATM standards been agreed upon ? 
* Does ATM implement multicasting ? 
\ 
Which fault tolerant features, if any, are offered by ATM ? 
What interfaces are available for ATM ? 
These questions are addressed below. 
4.1 VENDORS OF ATM TECHNOLOGY 
There are significant numbers of reputable vendors of ATM products. The picture that emerges 
from the different brochures and white technical papers from these vendors is that ATM 
technology will dominate the computer network market as existing networks try to increase 
their bandwith. The following vendors were contacted by phone or via the world wide web or 
both. Brochures and papers obtained from these vendors were placed in a binder and given to my 
NASA wlleages. 
3Com Corp. 
407-661 1999 Ben Johnson 
f i f tp:/ /~wii ' .3com.~~m 
3Csm Corp 
2250 Lucien Way 
AT&T 
201 -6862978  Bill Price 
908-221 2935 Christine Corliss 
301 -6084596 Tim Russos 
http://www.att.com 
Cabletron Systems 
603-3329400 
http://www.ctron.com 
35 Industrial Way 
Rochester NH 03867 
* Cisco Systems Inc. 
800-5536387 
* IBM 
800-4262255 
' http://www.ibm.com 
Newbridge Networks Corp 
http://www.newbridge.com 
\ 
Whitetree Network Technologies 
41 5-8550855 
http://www.whitetree.com 
3200 Ash St. 
Palo Alto, CA 94306 
In addittion, the University of New Hampchire's lnteroperability lab tests ATM products from 
many of these vendors and is a good source of information about ATM. Another good source of 
information is the ATM forum, to which m a y  of these vendors belong. It is an organization 
started in 1991 dedicated to promoting AT14 and disseminating information about ATM. At 
present it has over 500 members and includes network equipment vendors, service providers, 
carriers, semiconductor manufacturers, a l~d  users. 
interoperability Lab 
University of New Hampshire 
603-8620204 Ron Pashby 
http://www.iol.unh.edu 
4.2 $)PHER A"$ ISSUES 
It appears lhal 3 diNerenZ sets sf standards are being fs!lowed at the present time. The first one 
is RF6: 1483 which includes bridging formats and routing protocols. The second one is RFC 
1577 which inciudes IP over ATM. And the third one is LbSN emulation. At this time it is not 
clear if any of these will eventually be accepted as the standard. The ability to multicast is 
provided by bridges and routers as well as by those products that provide IP over ATM. However 
ATM LAN emulators do not provide multicasting capabilities. The lack of clear standards makes 
it very unlikely that third party vendor hardware will be widely available. 
It is possible today to purchase products which interface ethernet, token ring and FDDl 
networks to an ATM network. These products can process TCPJIP and IPX routing protocols and 
can convert shared media packets to ATM cells. There are also available products to connect 
workstations to an ATM network. These are interface cards which can convert the workstation 
data to an ATM cell. 
It appears that at the present time most vendors are concentrating on offering ATM as a solution 
to the problem of limited bandwidth with today's ethernet and token ring based networks. It is 
rare to find an application which integrates audio, video, and data. Increasing data bandwidth 
seems to be the bulk of today's demand for ATM products. 
However the cost of ATM products today is rather steep in comparison with other networking 
products. Network adapters cost between $2000 to $4000 and switches cost between $5000 
and $10000. It is generally agreed that this high cost of ATM products as well as the lack of 
standards presents a serious obstacle to the rapid spread of ATM use. 
Expea systems technology has been successfully used since the 197Ps for a wide range of 
problems. It is considered today by most people to be a proven technology. At Kennedy Space 
Center quite a few projects based on this technology have been undertaken. Below is a list of 
recent or current projects at KSC funded through the Technology Programs and 
Commercialization Office. This list was provided by Carrie Parrish from the KSC Technology 
Transfer Office. 
5.4.1 EXPERT SYSTEMS PROJECTS AT KSC 
Expert Systems for Operations Distributed Users (EXODUS) 
Contact: Jody Fluhr / TV-GDS-5 / 861-3788 
A platform of common utilities and services to facilitate the development, maintenance, 
and standardization of advanced software systems at KSC, including: data acquisition, 
recording and retrieval services; electronic documentation and measurement database 
services; and heterogeneous network communication services. 
Knowledge-based Autonomous Test Engineer (KATE) 
' Contact: Peter Engrand / DM-ASD / 867-3770 
A generic, model-based reasoning shell for monitoring, fault detection and diagnosis of 
launch processing systems. The model-based system compares predicted performance 
with actual performance to determine system integrity. 
\ 
Vehicle Health Maintenance System (VHMS) 
Contact: Warren Lackie / TV-PEO-2 / 861 -3968 
An expert system to monitor day-to-day vehicle operations (major power-on systems 
only) that will provide rapid detection and analysis of anomalies. KATE was used as the 
underlying model-based reasoning technology. 
Propulsion Advisory Tool (PAT) 
Contact: Bob Beil / TV-FSD-3 / 861-3944 
A Shuttle Main Propulsion System (MPS) advisory system that provides enhanced 
displays and plotting techniques, anomaly prediction, detection, warning and corrective 
action, trend analysis, and system diagnostics for use by the MPS console operators. 
* Reasoning Based on Intelligent Computers and Networking (RUBICON) 
Contact: Scott Wilson / TV-GDS-4 / 861-3846 
A generic shell for KSC expert systems' technologies that provide telemetry data, database 
access, common utility functions, and a design standard for future expert systems. 
Test Management Plan Automation 
Contact: Rudy Tenck / LSO-217 / 861 -7435 
A system that applies available projed management tools and automation techniques to the 
process of producing a mntrol sequence which is a texluaf interpretation sf a detailed 
schedule for all of the work instrhiclions that supp81"1 Shuttle prwessing. 
Advanced ShuMie Scheduling "rchnoiogyt Ground Processing Scheduling System (GPSS) 
Contact: Nioole Passonno I "PV-ED-2 / 861 -5434 
An interactive, intelligent scheduling tool for Shuttle ground processing based on vehicte 
configuration, constraints, and resources. 
Advanced Data Management System (ADMS), Structured Surveillance System 
Contact: Randy Tilley / RM-INT / 867-2020 
A system to be used for the collection, manipulation, and dissemination of information 
collected by NASA Quality Inspectors for the Structure Surveillance program. 
SR&QA Portable Data Collection (PDC) 
Contact: Randy Tilley / RM-INT / 867-2020 
A data collection system that provides accurate, near-real-time status of work in 
progress, as well as work completed. The technology may involve the use of pen-based 
computers, electronic stamps, and the Wireless Information Network (WIN). 
Smart O&M Manual Development Project 
Contact: Carolyn McCrary / DL-ICD-I / 867-4449 
A system that used CD-ROM storage, search and retrieval capabilities for system 
engineer's documentation, such as Operations and Maintenance (O&M) manuals, to enable 
a decrease in storage requirements and access time to information. 
Mapping, Analysis and Planning System (MAPS) 
Contact: Burton Summerfield / MD-MED 1 867-4237 
A centralized information database system that provides KSC operational el. rnents with 
environmental compliance, management and impact assessment informatior; through the 
use of a knowledge-based decision support system. 
Automated Database Design from Natural Language Input 
Contact: Carl Delaune / CG-ISO-1 / 867-3526 
The implementation of natural language understanding, knowledge acquisition, knowledge 
representation, and problem solving methodologies as an interface for the design and 
development of databases through natural language input. 
Electronic Performance Support System (EPSS) Research and Applications 
Contact: Dick Davis / DE-TPO / 867-2780 
An intelligent, interactive multimedia database system that provides quick assistance and 
information without the need for user training. EPSS may incorporate all forms of 
multimedia delivery, as well as artificial intelligence techniques such as expert systems 
and natural language recognition. 
Worksite Thunderstorm Prediction System 
Contact: Frank Merceret I TM-LLP-3 / 867-2666 
A mesoscale modeling system designed to provide accurate forecasts of spcific 
thunderstorm-relatd phenomena such as precipitation and high winds thereby reducing 
downtime due $0 false weather aelvisories and alerts, hanardous weather events occuring 
without warning, and unnecessary restrictive weather-based flights rules for manned 
and unmanned missions. 
5.42 COMMERCIAL BPERT SYSTEMS DEVtiLBPMEN"TS8 
A number of reliable software vendors were identified and their brochures provided to my NASA 
colleages. As with neural network software. hooks to databases are also available with expert 
system development software on a variety of operating systems and platforms making 
integration within an advanced launch processing center very feasible. 
* ART 
Windows, UNIX 
Brightware Inc. 
41 5-8999070 
101 Rowland Way, Suite 31 0  
Novato. CA 94945 
* '  G2 
Windows, Windows NT, UNIX, VMS 
Gensym Corp. 
61 7-5472500 
125 Cambridgepark Drive 
Cambridge, Massachusetts 021 40 
* Kappa 
Windows, UNIX $9995 
lntellicorp 
41 5-9655500 
1975 El Camino Real West, Suite 101 
Mountain View, CA 94040-221 6  
* M.4 
Windows, $995 
Teknowledge 
41 5 -424-0500  
1 81 0  Embarcadero Rd. 
Palo Alto, CA 94303 
Nexperl Object 
Windows, Windows NT, OS/2, Macintosh, UNIX 
Neuron Data 
415-3214488  
156 University Avenue 
Palo Alto, 6.4 94381 
RTworks 
UNIX, VMS 
Talarian Corp. 
41  5 -9658050  
444 Castro St. Suite 140 
Mountain View, CA 94041 
Advanced lechnolsgy available today can significantly improve the design of a new shuHie launch 
processing center. The following conclusions can be made regarding the technologies that were 
reviewed within the 10 week time period asigned to this project. 
The latest high capacity data storage technology today, as reported by a group of reputable 
vendors, consists of disk arrays and magneto optical disks. Each is capable of storing more than 
the 1.3 Terabytes of data that it is estimated constitute today NASA's requirements for launch 
related data. Disk arrays are more expensive than magneto optical disks but they provide faster 
access to data. A 180 Gigabyte disk array would cost $80,000 today not including the server, 
while an optical jukebox of similar capacity would cost $50,000. Disk seek times of 10 
milliseconds and latency times of 5 milliseconds are typical while magneto optical disk seek 
times of 24 milliseconds and latency times of 12 milliseconds are the norm - although it is 
expected that the access speed for optical disks will decrease within a year or two. In addition, 
disk arrays make all of the data available online, while a jukebox of magneto optical disks may 
provide only about 4 gigabytes of online data. Furthermore, it takes 8 seconds to load an optical 
disk within the jukebox for data not found online. It is quite possible that a storage system that 
combines both of these technologies, i.e. disk arrays for critical data that must be accessed 
quickly and optical disks for the rest, will provide a good solution for storing data in a new 
launch processing center. 
Neural networks software has been successfully used for a variety of problems. A riumber of 
software vendors can provide reliable and effective development packages for nev al network 
solutions which can execute on DOS, Windows, Mac, or Unix environments. Reason>ible hooks 
from these products to databases are provided so that integration with a data storage system 
- should be feasible. A commercially available hardware implementation of neural networks that 
could be used for speed critical applications also exists. 
It is important that the selection of launch related problems for the application of neural 
network technology be done carefully. The person or team involved should be thouroughly 
familiar with the problem domain and with neural networks. The problem should be one where 
the relationships between cause and effect have not been explicitly identified but where there is 
sufficient historical data from which to learn these relationships. Neural networks can be 
retrained quickly to learn new relationships and therefore can also be effective for problems 
that frequently change. 
Asynchronous transfer mode (AIM) is the latest technique developed for communication in 
computer networks and is expected to become the dominant networking technology in the future. 
Its main advantages are a transmission speed on the order of gigabits per second and a dedicated 
switched connection between sender and receiver nodes. These can allow the simultaneous 
transmission of audio, video, and data within the same network. Presently the main 
disadvantages of ATM are the lack of standards and the high cost of A IM products. 
mere are significant numbers of reputable vendors of ATM products. Brochures and papers 
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Supplement 19 
The CEMS group was once agab supportive sf my h k .  Im gan%ie~;~iar, E  grateful for 
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A variety of dechnologis were analyzed For their potential to remove ethylene from 
the CEUS Biomass Prduction Chamber @PC). During crop protliuction (e,g., lettuce9 
wheat, soybean, potato) in the BPC ethylene can accumulate in the airspace and 
subsequently affect plant viability. The chief source of ethylene is the plants themselves 
which reside in plastic trays containing nutrient solution. The main sink for ethylene is 
chamber leakage. The removal technology can be employed when deleterious levels (e.g., 50 
ppb for potato) of ethylene are exceeded in the BPC and perhaps to optimize the plant 
growth process once a better understanding is developed of the relationship between 
exogenous ethylene concentration and plant growth. The technologies examined were 
catalytic oxidation, molecular sieve, cryotrapping, permanganate absorption, and UV 
degradation. Upon analysis, permanganate was chosen as the most suitable method. 
Experimental data for ethylene removal by permanganate during potato production was 
analyzed in order to design a system for installation in the BPC air duct. In addition, an 
analysis of the impact on ethylene concentration in the BPC of integrating the Breadboard 
Scale Aerobic Bioreactor (BSAB) with the BPC was performed. The result indicates that 
this unit has no significant effect on the ethylene material balance as a source or sink. 
Several technologim were e x a ~ n e d  inn order to fmd a sulihble methd for removing 
ethylene from the CELSS BPC when detrimenbl levels are present For example, durhg a 
normal potato groMh cycle ethylene levels are usually in the 20 -40 ppb range, therefore, 
when levels reach the 50-60 ppb range a removal process is initiated. The process consists 
of placing 200 grams of a material containing potassium permanganate near the air supply 
duct inside the chamber after which the ethylene concentration is logged on a portable gas 
chromatograph. When normal levels are reached the permanganate is removed fr 
chamber. This currently takes several days and is unsafe because the material can 
hazardous for both humans and plants. An alternative approach would include the 
placement of a removal system in the air duct surrounding the chamber so as to 
entry into the chamber, Such a would have to meet several desig 
constraints including the avoida nt upset to chamber temperature, pressure, 
humidity, and carbon dioxide levels. In addition it would have to be safe, reliable, and cost 
efficient. For this purpose four different technologies were analyzed for potential 
application along with consideration for modification of the existing technique. The four 
methods examined were catalytic oxidation, molecular sieve, cryotrapping, and W 
degrhdation. None of these methods were acceptable, in part due to their propensity to 
upset conditions in the BPC. As a result potasium permanganate was explored in further 
detail beginning with an analysis of ethylene removal during potato growth in May, 1995. 
Using the material balance model developed by the author in 1994, it was determined that 
the removal rate is about one half a ppb per hour. This ?ate was then used for scale up to 
larger amounts removed as well as faster rate of removal. Four kilograms of permanganate 
- material might be adequate to bring ethylene down to a safe level within an eight hour time 
period for most conditions encountered in the BPC. In addition an analysis was done to 
determine whether or not the Breadbord Scale Aerobic Bioreactor contributes in a 
significant manner to the total ethylene material balance. An upper limit of less than one 
ppb per day coming from the BSAB was calculated which can safely be neglected in the 
total balance equation. Finally, recommendations for future experiments were made in an 
effort to establish whether plants respond autocatalytically during the normal growth 
phase, i.e., whether exogenous levels of ethylene promote the production of ethylene. 
Should this be the case, then a control system for ethylene might be employed to optimize 
the plant growth process. 
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Figure 1. Concentration verses Time for Ethylene Removal by Permanganate 
When rflEiEerem1 crops are produced in the @EMS BPC, the plant hormone, ethylene is 
prduced as well, albeit at different rates Lhmughout the phnt cycle. W e n  the production 
rate of ethylene exceecfs, the chamber air Iieakage rate ethylene accmda@ i m  the BPC at 
parts per billion levels. Conversely, when the leakage rate is greater than the production 
rate the chamber concentration declines. In a closed and sealed BPC there is always the 
potential to generate a deleterious level of ethylene. In the case of potatoes 50 ppb might be 
problematic, therefore, a removal procedure is currently initiated when the concentration 
reaches this level in order to avoid possible effects on crop viability. 
The current removal method involves the placement of approximately 200 grams of 
pellets containing potassium permanganate inside the chamber near the air supply duct. 
The permanganate is hazardous (to both humans and plants) and if spillage occurs, 
especially into the circulating nutrient solution, the plants could be affected. A better, and 
probably more effective way of removing ethylene when necessary, would involve a system 
remote to the BPC, i.e., one that could be installed in the surrounding air duct and 
activated when needed. For this purpose several different technologies were analyzed in the 
hope of replacing the current procedure. 
T ethnologies were considered as alternates to the current method: 
1) catalytic oxidation 
2) molecular sieve 
3) cryotrapping 
4) W degradation 
Each technology was analyzed with respect to desigh constraints imposed on the 
system and further analysis of a workable method was performed. 
In addition, an analysis of the Breadboard Scale Aerobic Bioreactor's contribution to 
ethylene concentration in the BPC was made in a similar manner to the analysis of sources 
and sinks for a material balance model established by the author in 1994. 
11, Etblene Dynamics 
In 1994 the author eslablikhed a material balance m d e l  for ethylene in the BP@ 
air space. A primary assumption in the mde l  is that the ethylene concentration in the air 
space is uniform throughout the BBC, i.e., any ethylene that is of-ggassed from the plan& is 
instantaneously distributed throughout the entire airspace. This assumption is premised on 
the hefty air circulation rate in the BPC (-4 volume changes per minute). It was 
determined that on a daily average basis there is only one significant source (plants) and 
one significant sink (leakage) for the determination of the accumulation rate. The 
accumulation rate was obtained from the first derivative of the concentration curve and the 
leakage rate was estimated independently from carbon dioxide decay experiments when no 
plants were in the BPC. The plant production rate was obtained by adding the leakage rate 
to the accumulation rate and was in agreement with other studies on ethylene production. 
Plants produce ethylene at different rates at different stages in the production 
cycle and the process is not fully understood. One aspect that is particularly important to 
the BPC is whether or not the plant production rate is dependent on the exogenous 
concentration since the rate increases with increasing concentration until perhaps some 
trigger (concentration?) causes the production rate to fall below the leakage rate and the 
chamber concentration begins to decline. In fact there is evidence (1) of autocatalytic 
behavior (autoinhibition is also possible) for some plants. On the other hand the increased 
production may be an endogenous response and may correlate with some plant growth 
characteristic such as leaf area, etc. Of course to make matters more complicated, both 
mechanisms could be at play at different times or even at the same time. If only one 
mechanism is at play it could be determined by dosing the chamber or leaking the chamber 
during normal plant growth and measuring the ethylene concentration for several hours 
afterwards. If the rate of production increases in the dosing experiment or decreases in the 
leakage experiment then the exogenous mechanism is at work. Of course, the dosing 
experiment would have to be carried out very carefully ( small, but significant amounts) so 
as not to trigger any other response mechanism. If the exogenous mechanism prevails it is 
possible that adjusting the exogenous concentration could optimize biomass production. 
In either case it is important to avoid abnormally high levels of ethylene in the 
BPC since there are a variety of negative effects that can ensue. In this regard it is 
imperative to have a reliable removal system. 
If exogenous concentration drives production it is most likely a first order process 
since both accumulation and leakage are first order and a mechanism might be the 
following: 
Receptor + Ethylene + Ethylene Forming EnzymemFE) > Ethylene + EFE* +Receptor 
EFE* + 1-aminocyclopropane-l-carboxylic acid (ACC) > Ethylene + EFE 
Net Reaction: Ethylene + ACG > 2 Ethylene *= activated enzyme 
The reactiom rate, r, =k [Ethylene] [A@@] or if A@@ is in excess: r = k [Ethylene] 
%%I, Removal System Dmign G~mtrainb 
The removal system will be located in the air circulation duct surrounding the 
BPC. The air circulation rate is 46M),bbdW) liters p s  minute so prssure drop should not be a 
problem; nevertheless, the removal system must not significantly affect the air circulation 
rate. This high flow rate is advantageous to any removal system since it will most likely 
eliminate any mass transfer resistance, i.e., the ethylene in the gas phase will be transported 
very rapidly to the surface of any removal system. 
A very important constraint is that there be no significant upset to chamber 
conditions. The following conditions need to be maintained: 
a) Temperature- 20-25 C 
b) Pressure - 1 atm 
C) Relative Humidity - 70-90 % 
d) Carbon Dioxide Concentration - 1200ppm 
The removal system should be able to reduce the ethylene concentration at a 
high enough rate to bring the concentration down to a normal level within an eight to ten 
hour period. Of course the system should be safe, reliable, and preferably low in cost. 
Because of the high air flow rates in the BPC air duct it is important to have a 
removal system which , if porous, maintains its structure under flow. If the material 
collapses or gets compressed or altered such that the surface area is reduced this could 
have an effect on the removal efficiency. 
\ 
N, Candidate Tecbologiw far EfhyIene Removal 
Several technologies were examined in an eBorl t~ find a suiihbfe methd for 
%owering ethylene conncentratio~ in the BPC when levels become problematic for a 
particular crop. With the exception of cryotrapping, each methd has been used to scrub 
ethylene and literature data is available. First and foremost the technology was analyzed 
with respect to the design constraints. In most cases the literature data was obtained for 
small scale laboratory equipment and/or higher ethylene concentrations than those found 
in the BPC. Nevertheless an attempt was ma ach method is 
presented in detail below. 
4.1 Catalytic Oxidation 
In a 1978 study Eastwell et al. (2) flowed a com m containing 
20 ppb of ethylene and other hydrocarbons through a 45 cm long, 1.27 cm diameter tube 
containing platinum on asbestos fibers (5 wlw %) at  800 mYmin. The temperature was 
maintained at 650 C and all the ethylene was oxidized. The corresponding length of similar 
catalyst material upon scaleup to the BPC air duct would be 24 meters. This amount of 
catalyst is much higher than what is most likely required for two reasons. Firstly, a much 
higher weight fraction of platinum on a surface could be employed and secondly, the high 
concentration of the other hydrocarbons @pm range) i 1's study would not be 
present in the BPC. On the other hand the high tempe Id preclude this technique 
in the BPC because it would cause a major upset. 
Abeles (1) describes a Swingtherm catalytic cdnverter which handles 10,000 
liters of air (containing ppb levels of ethylene) per liter of catalyst per hour. When scaled to 
- the BPC air duct this would require 3-4 meters of catalyst, a rather large amount. Although 
this system operates at much lower temperature (-200 C) it would stiil be prohibitive due to 
BPC upset capability. This technology could be employed outside the BPC as a free 
standing, portable unit which could draw the duct air as a bypass stream; however, the 
effluent to be returned to the BPC would have to be cooled and cost would be a definite 
factor. 
Another problem with catalytic oxidation is that most, if not all of the ethylene 
would be removed ( a finite amount of ethylene is probably good for crop production) if the 
system were within the air duct at current flow rates. Thus, the bypass technology (lower 
flow rates than in the air duct) might be the preferred approach with regard to the 
achievement of an optimum level of ethylene. On the other hand it will be difficult to match 
any arrangement with a desired level of reduction (a variable target). 
4.2 Molecular Sieve 
Jiang et aI, recently $low& (Iccslmh) a ~ x h r e  of ethylene (8,s mole%) and 
ethane through a small tube fill& with 2-6 g r a m  of Linde SA 2olide material at a 
temprahre  of 30 degrm C and a pswure 0% 1 atm, The ethylene a b o ~ t i o n  rate in L%liis 
exprimen$ wm @,WW5 wo ldmin ,  . 
It would be dmedt to size a molecuiar sieve for the BPC air duet bmed on 
Jiang's data became the concentration driving force and Reynol& number sf the flow are 
so different. Also, the sieve will only be effective when mosq if not all, of the water in the air 
stream is removed, i.e., the manufacturer recommends bone dry a 
reduce the efficiency of the sieve. 
uld be necessary to restore has 
taken place, i.e., the sieve adsorbs at  low temperature and desorbs at higher temperature. 
This could be done when the sieve is saturated with ethylene using a swing syste 
For the small amount of ethylene that needs to be removed in the BPC (-.MI 
gmoles) only 1 Kg of material is necessary ( based on a scaleup of Jiang's 
cost is nominal. However, the water removal pre-stage would cause a majo 
BPC unless water could be replenished rapidly downstream from the sieve. This would be 
difficult to accomplish without installing new humidification capability. 
4.3 Cryotrapping 
This technology would involve a countercurrent heat exchanger with the BPC 
air on one side and liquid nitrogen ( boiling point of -320 F) on the other. The trace organic 
of interest ( in this case ethylene) would desublimate and freeze out on the surface of the 
exchanger. There are two reasons why this method is no$ suitable for the BPC. Obviously 
there would be a major upset to the BPC which would require a restoration step 
- downstream. Secondly, ethylene is too volatile to capture at its low concentration in the 
BPC. Based on equilibrium vapor pressure data (4) the equivalent saturation pressure in 
the BPC at liquid nitrogen temperature is 395 ppb. Since the problematic concentrations of 
ethylene in the BPC are in the 50-150 ppb range it would be impossible to freeze out the 
BPC ethylene. 
Based on some preliminary data on ethylene concentrations in the shuttle(5) 
it is entirely possible that ethylene concentrations in human compartments in space could 
reach higher than 395 ppb even though it is not clear what the source of ethylene was in the 
prelimina 
Cryotrapping might be a desirable technology to employ for lunar and 
martian stations since it could be used to control water and carbon dioxide levels as well as 
some trace contaminan& by laking advantage of local low temprature conditions. 
4.4 W Degradation 
The wmoval of ethylene by ultra violet khed with 
germicidal lamps at two daerent wavelengths, 184 and 254m (6,7,8). The lower 
wavelen@h produces atomic oxygen and ozone, while the econd generatas molecular 
oxygen from the ozone produced by the first lamp. It is the atomic oxygen which reacts 
with ethylene. Unfortunately (6) not all of the ozone is reduced and the residual amount 
can be as high as 1000ppb. This level can be problematic to BPC crops which are sensitive 
at lOOppb(9). Otherwise this could be a very inexpensive and simple method for removing 
ethylene. Shorter and Scott flowed air containing 1200ppb of ethylene from a 600 liter 
chamber at 60 liters per minute through a 100 liter box containing only one UV lamp. 
Ethylene concentration was reduced to less than 20ppb in about 20 hours. The slope of the 
concentration curve is very small as the concentration decreases below 1OOppb so the 
removal rate if applied to BPC concentrations would be very small. Therefore, a much 
greater number of lamps would be necessary to make this method practical. In any event, 
until a reliable UV method is developed where ozone is maintained below lOOppb while 
reducing ethylene, this technology is inapplicable. There is brief mention of a new method 
which produces ozone which in turn is reduced by catalysis (lo), however, no data is given 
regarding ozone reduction. As more information is published on ambient catalysis it might 
very we11 become a viable technology. 
4.5 Permanganate Absorption 
ylene reacts with potassium permanganate and water to form ethylene 
y is the following: . 
eat and acid promote KMn04 absorbents 
- 
have been used successfully to reduce ethylene levels in growth chambers and greenhouses. 
According to Abeles (1) the chief disadvantages are the need for replenishment 
(irreversible reaction) and safe disposal. However, the fact that the reaction is irreversible 
could be advantageous in the BPC air duct simply because the ethylene would be converted 
and there would be no need, as in a regenerable system, for ethylene disposal. Nor would 
there be any chance of re-introducing ethylene to the BPC. 
The permanganate is bound to an activated alumina substrate and is 
purple in color. Upon reaction the color changes to brown thereby affording a relatively 
ermining when the material is spent. 
r et al. (11) evaluated 0 4  as an ethylene remover from apple 
storages a~rd founrd the highest removal when the materizl was asrang4 in a tubelar 
configuration. The variables that they found to aRecl ethylene removal were temprartuire? , 
relative humidity, particle size, pH, and air Bow rate, High temprataare increased removal 
removal wherrm bigh humidity decremed removal. In some cslsw alkalhity kllcrmcsd 
rennovar". Smaller pa factors?) increwd removal, 
ne removal in the BBC. The material 
currently comes in bulk pellet form so it is manually transferred to holding containers (air 
through) which are placed in the BPC when needed. Because humidity is a factor, the 
pellets are placed near the air supply prior to the plant trays. Unfortunately, spillage can 
sometimes occur and permanganate is hazardous to the plants. Also, the chamber has to be 
opened in order to bring inlremove fresh or spent material. This is an undesirable mode of 
control, therefore, a method which can operate remote to the plant chamber is desirable. In 
this regard Air Repair of Stafford, Texas manufactures permanganate in a tubular form 
consisting of a polypropylene net which houses robust pellets. The pellets are 3.5-5.0% 
KMn04 by weight and ter and are alkaline in pH. 
d only the permanganate has the potential (with 
. Therfore, further analysis and scaling was 
\ 
About the 15th of the month the ethylene level in the upper chamber increased to about 60 
ppb, therefore, 200 grams of pellets containing permanganate were placed in the chamber. 
The permanganate was removed on the 30th of May after the concentration had dropped 
to the 15-30 ppb range as measured by a portable gas chromatograph. In order to 
determine the effectiveness of the permanganate it is imperative to know precisely how 
much ethylene is lost to the outside by leakage. During this two week time period the 
chamber was entered on several occasions making it very difficult to estimate the true 
chamber leakage rate on an hourly or  even daily average basis. The reason for this 
difficulty is the fact that each person entering the chamber does so in a diierent manner, 
i.e., some take more time than others to make their entry andlor exit and some close the 
door completely without sealing the chamber whereas others may leave the door ajar. 
Fortunately, there was a three day continuous period during the time that the 
permanganate was employed where the chamber was in a closed and sealed state. In this 
mode the leakage rate is known to be 10% of the chamber volume per day. The 
concentration of ethylene during this three day period is plotted in Figure 1 and although 
the data is highly scattered (this scatter could also be a diurnal ethylene pattern) it appears 
to exhibit a downward trend. In fact a linear fit to this data has a correlation coefficient of 
0.5. Keep in mind that the sampling method involves a single small port through the wall of 
the chamber which has a volume of 56,000 liters. In other words there could very well be a 
sizeable boundary layer near the wall where mass transfer of ethylene produced by the 
plants is significantIy different from the inner part of the chamber. Velocity mapping of the 
chamber might provide some explanation for the variability of the concentration. However, 
it is the downward trend that is most important for the computation of the removal rate. 
The Erst step h specifying a pesmanganate rrennnipval syskm for the BPC is the 
determination of the current removal rate which can be obhined from a material balance 
model for ethylene (12). For any time perid when removal is sccanrrkg the balanee is the 
following: A = P - L - R , where A is the accumulation rate in ppb of ethylene per hour, 
P is the plant production rate in ppbkr, L is the chamber leakage rate of ethylene also in 
ppb per hour and R , in ppbkr, is the removal rate. Since the concentration of ethylene is 
declining during the three day experimental period, the accumulation rate is negative, i.e., 
deccumulation occurs and is obtained from the first derivative of the concentration verses 
time curve which in this instance is a constant ( .18 ppblhr) throughout the concentration 
decline. The leakage rate, L, for a closed, sealed chamber is 10% of the average daily 
chamber concentration per day. On an hourly basis this would be O.l/24 x C(t), where C is 
ppb and t is in hours. For this experiment the linear fit for C(t) is C = 34.4 - .18 t ; however, 
since the other rates in the material balance equation are average rates, C is taken to be an 
average value for the three day period ( 28 ppb ). The production rate, P, is obtained from 
a material balance on potatoes in the BPC for day 23+ in the cycle (12) and is taken as an 
average value (.37 ppbkr) for the three day period. The result is the following: 
Or R, the removal rate, is equal to .43 ppb/hr. 
Another important rate is the speed at which the permanganate gets depleted. As an 
example, if you remove 20 ppb by permanganate in a drawdown mode then 5 mg of 
material are exhausted : 20 ppb x 56,000 liters x U22.4 gmoles/liter x 2 moles 
- permangantel3 moles ethylene x 158g/gmole permanganate = ,005 grams exhausted per 
drawdown. If a canister of absorbent material contains 200 grams of potassium 
perrnanganate then 200/.005 = 40,000 drawdowns per canister is a best case scenario(other 
volatile organic compounds in the BPC can react with permanganate). For a crop which 
has a higher production rate of ethylene or, if faster drawdown is desirable, additional 
canisters could be employed. However, without knowledge of the exact amount of 
permanganate in the material employed, the degree of competition from other compunds 
that react with permanganate, the long term stability of the porous structure, the effect of 
moisture on pellet characteristics and other factors it is difficult to predict drawdown 
capacity. Scaleup will also be difficult without knowledge of the different resistances to 
mass transfer of ethylene to the prnanganate surface in comparison with reaction rate. 
Vlf, BSAB Ethylene Analysis 
A Bradboard-Sale Aerobic Biormctor has bwn irrrtegrated into the BPC 
loop In an attempt to achieve a closed cycie syskm. A mixed population of microlkm digest 
piant waste in order to generate nutrient sdution iFor the plan&. The water for the I20 Piterr 
bioreactor is obtained from BPC condensate. Oxygen for the microbes derives from BPC 
air. A .75 inch diameter line from the BPC air duct feeds a compressor which sparges the 
air into the bioreactor. The total volume of the BSAB air loop is under 100 liters (negligible 
parison to the BPC's 113,000 liters). 
Microbes have the potential to produce and/or consume ethylene, therefore, it 
is important to investigate what role they play as a source or sink in the total ethylene 
material balance. According to Abeles (1) ethylene does not appear to play a role in 
bacterial growth and development. Soil-borne species such as Mycobacterium 
paraffinicium can grow on ethylene whereas ethylene-producing bacteria might promote 
plant senescence through microbial attack to facilitate bacterial growth. Certain strains of 
Pseudomonas solanacearum associated with the premature ripening of bananas produce 
ethylene. In fact this species produces one ten billionth of a mole of ethylene per minute for 
every TO billion bacteria present. The growth rate of these bacteria is greater than one 
billion cells per hour and is higher than ISAB populations, nevertheless, it could serve as a 
good upper bound for an estimate of BSAB ethylene contribution to the BPC. 
Current bacterial counts for the BSAB are around one billion per ml. Assuming 
that the BSAB microorganisms produce ethylene at the same rate as the Pseudomonas 
salanacearum the BSAB production rate would be the following: 
\ 
10." gmoles ethylene/min/lO1O bacteria x 22.4 litersf gmole x 
. chamber156,000 liters x lo9 parts/ billion parts x 120 liters x 1000 mV 1 x lo9 
bacterial ml = .0005 ppblmin = .72 ppblday 
Given that potatoes produce ethylene at 10-20 ppblday and that the error 
in this rate is at least 10% ( due to ethylene concentration sampling error and leakage rate 
estimation error) and that the microbial rate is probably an extreme upper limit (especially 
since the BSAB uses plant waste as a substrate) it is safe to neglect BSAB ethylene in the 
total material balance. 
0% the Eve lechnslogis ccornsiderd for aducing etkaygene in the BPC only 
prmanganale hw the potential to meet the dsign constrain&, The other lnrellhods were 
exelmdd for a variety of rmons, specially the potential &CB c s a k  a significant upset in 
BPG conditions. On the other hand, they could be revisited as future r s a r c h  
developments warrant. 
The permanganate removal rate was estimated to be about a half a ppb of 
ethylene per hour for 200 grams of material. Two factors need to be considered in 
determining the amount of material for BPC use; the amount of ethylene to be removed 
and the removal time. In the potato experiment the level needed to be reduced from about 
60 ppb to about 30 ppb; however, for other crops such as wheat, this could be much 
higher. 
A conservative estimate might be the removal of 100 ppb during a 10 hour 
period, i.e., a removal rate of 10 ppbhour. For this rate the capacity of the removal system 
should be 4 Kg based on a constant ratio of mass of permanganate material to removal rate 
( the constancy of this ratio needs to be confirmed experimentally). Since the 4 Kg should 
be adequate for a very large number of removal episodes if kept unexposed to BPC air 
between episodes, the final system design should have the following features: 
1) can be easily inserted into the duct for long term use 
2) permanganate remains unexposed when not needed and readily 
exposed when ethylene removal is required 
3) can be easily retracted from the duct for inspection (e.g., col 
4) packing characteristics are time independent and resistant to high duct 
flow rates 
IX. GOPIC~W~~PIS  and Recs
a) The curnrernt m e t h d  for removing ethylene fram the BP@ d u ~ n g  pshto prductiom 
by polassium perma te absorption has a removal rak of approximately 0,s ppb per 
hour* 
b) Catalytic oxidation, molecular sieve, cryotrapping, and UV degr n were deemed 
unsuitable as alternatives to the current method. 
c) A better way of removing ethylene with permanganate in the BPC might be the proper 
placement of 4 Kg of material in the air duct surrounding the BPC. 
d) The Breadboard Scale Aerobic Bioreactor is not expected to contribute significantly, if 
at all, to the total material balance for ethylene in the BPC. 
e) It is important to establish whether plants, during their normal growth period, respond 
to exogenous ethylene concentration. 
f) Dosing andlor leakage experiments in the BPC might resolve this question. 
g) If plants do respond to ethylene levels in the air space perhaps ethylene can be controlled 
through pulsing and removal to optimize the production process. 
measuring ethylene concentration using a portable 
ibits variability which may reflect a diurnal cycle or could be 
due to sampling error. 
i) In this regard it would be advantageous to study BPC air dynamics in more detail 
to determine the validity of the perfect mixing assumption. 
j) A dry ice (carbon dioxide) drawdown e test of the perfect 
mixing assumption in the BPC. 
k) Laser spectroscopy may afford an improved methodlor the measurement of ethylene 
concentration and should be explored for BPC use. 
1) The dynamics of ethylene removal by permanganate need to be studied experimentally 
by simulating BPC conditions in a bench scale reactor. Mass transferlreaction rate 
data for permanganate materials in a tubular system could be determined for different 
concentrations of ethylene which could lead to the establishment of a scaleup model. 
m) The BPC (air duct or bypass) is a good test bed for evaluating ethylene removal 
technologies during periods of closure when the leakage rate is 10%. 
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Abstract 
m e  Wobo~e: Tde H n s p ~ o n  Sysern (RWS), urlidw development in NMA-me, is e 
to autmate b e  grsGesses of pos~flight re-water-proofing and rltle gr s of h s p G o n  sf  &e 
Shutlle hwt absorbkg des. h irplpomt a k  of ppte robst vision sub-syskm is eg, re@ster &e 
"rd-world" coorcfinates with the coordinates of the robot m d e l  of the S h u ~ e  &a. The m d e l  
coordinates relate to a tile data-base and pre-flight tile-images. In the registration prcxxss, current 
(post-fight) images are aligned with pre-flight images to detect the rotation and translation dis- 
placement required for the coordinate systems rectification. 
The research activities performed this summer included study and evaluation of the registra- 
tion algorithm that is currently implemented by the RTPS, as well as, investigation of the utility of 
other registration algorithms. 
It has been found that the current algorithm is not robust enough. This algorithm has a suc- 
cess rate of less then 80% and is, therefore, not suitable for complying with the requirements of 
the RTPS. 
Modifications to the current algorithm has been developed and tested. These modifications 
can improve the performance of the registration algorithm in a significant way. However, this 
improvement is not sufficient to satisfy system requirements. 
A new algorithm for registration has been developed and tested. This algorithm presented 
very high degree of robust. s rate of 96%. 
Summary 
on the regkea~on algorithms for Lhe Robotic TGe )2r 
First the image regiseation algokthm that is currently implemenM by the RTPS is described 
and evaluated. Second, modifications to the existing algorithm are outlined. Next, a new approach 
is proposed. Results of experiments to evaluate the utility of the registration algorithms are pre- 
sented and evaluated. Finally, conclusions that are based on the results of the experiments are 
drawn. 
The registration procedure is divided into three phases; The first, referred to as center-to-tile 
is responsible for placing the camera so that one tile is completely included in an image frame. 
The second phase, perforins coarse registration. The last phase, is responsible for fine registration. 
The current system does not include a utility for tile centering. 
The algorithm for coarse registration implemented by the current system is relatively simple. 
ced tile-image. These pr . . It applies one dimensional projections to sed 
for the identification of the tile vertices. 
The fine registration phase relies on identification 
On-line and off-line experiments with the current algorithm has raised doubts about its ade- 
quacy for complying with the system requirements. On one hand, in many cases the algorithm has 
failed to identify the tile vertices. On the other hand, there have been concerns that the "blobs" can 
change significantly during the landing process, thus, confusing the fine registration procedure. 
Modifications to the current algorithm has concentrated on the coarse registration process. 
Two modifications has been considered, First, it has been proposed to binarize the edge-enhanced 
. image before obtaining the projections. If done properly, the binarization process can further 
emphasizes the tile edges and increase the rate of successful edge identification by the projec- 
tions. The second modification includes the division of the tile into zones obtaining per-zone pro- 
jections of the edge-enhanced image. The results of edge identifications per individual zone are 
then interpolated on the entire image to obtain a better approximation of the tile edges. These 
modifications have improved significantly the perfomance of the registration algorithm. 
The modifications described above has prompted a probe of a new registration procedure. 
The idea has been to try to interpolate the edge lines directly from the binarized edge-enhanced 
image rather then using the zone projections for the interpolation. This idea has lead to the imple- 
mentation of the Hough transform as an instrumental phase of the entire registration procedure. 
In the new registration procedure, Hough transform is used to detect one edge, as well as, the 
circle that marks the re-water-proofing hole. This can be used for tile centering. Next, Hough 
transform is applied to the bin , edge-enhanced, tile-image to identify the tile edges and ver- 
tices. Finally, cross-correlation of a small area around the tile vertices Laken fiom the post-flight 
and pre-flight images is used for fine regisea~on. 
Experixlens with the new come regish.afisn algsrithws k~ yield4 more, ekm 96% s u m s s  
rate with an error of less thm 0.4 degees i;n &fae detskd r o t a~sn  and less &m 0.1" 'in asmsla~on. 
1. A "'blob" is aa homwnmus. sonbinurn, on in the iraage. 
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introduction 
M S A - m C  is developkg a Rob~fic Tde R e s s h g  Sys&m (RWS) for 8ut0ma~c post-Wight 
posikion &bralion, re-wakr-proofing hob verifimfion, and visual inspt ion of Lhe ShuMle 
for momdy detmfion. 
The re-water-proofing and the inspection pr ses involve quisit ion of pre-fiat and post- 
flight images of the tiles, registration of these , identification of the tile location for re- 
water-proofing, and detection of signi the tile surface as a part of the tile inspec- 
tion. 
Image registration is one of the important tasks of the vision sub-system of the RTPS. Cur- 
rently, the RTPS is applying two different registration algorithms. The fist is used for the re- 
water-proofing hole verification. The second is a part of the automatic tile inspection. 
A prototype of RTPS delivered to NASA-KSC has been tested and found deficient in its per- 
formance with respect to the image registration for re-water-proofi 
This summer research has concentrated on investigation of tion techniques. In 
specific, the focus has been on the registration of the tile images for the re-water-proofing hole 
. -  . 
verification. 
1.1 Background 
Each Shuttle contains between 20,000 to 30,000 heat-absorbing tiles. Most of the tiles are 
square tiles with dimensions of 6"x6". Some tiles, however, has different sizes or shapes. 
The robot, developed by CMU, is guided through a laser system. A second laser system on 
the robot arm places the arm in a given distance from the Shuttle surface and aligns the arm with 
the surface (three degrees of freedom, z, yaw, and pitch). 
The robot vision sub-system, developed by SRI, is expected to take care of the other three 
- degrees of freedom (x,y, and, roll) through the image registration process. 
The system has been designed under the assumption that the total error in the identification of 
the robot location is relatively small (up to 1"). The data acquisition system has been designed to 
cover an area of 8"x8" with a resolution of 128 pixeldinch. Hence, under these assumptions, one 
entire tile is within one camera frame (one image). 
It is currently assumed that due to changes in the Shuttle parking location and due to accumu- 
lated errors in the robot location system, there might be a discrepancy of up to 2" between the 
physical and the computed location of the robot. This new assumption emphasizes the need for a 
utility to center the RTPS camera around examined tiles. 
1.2 The SRI Registration Algorithm 
In addition to the data acquisition unit, the vision sub-system includes a CPU board (Motor- 
olla 68W), a hard dri-ve, and an imnage-pr sing board @ah-Cube). n e  system runs under a 
6 4  
-&e" real-time o p e r ~ h g  syskm (V-Wg>-W). Development tools klurle a C-compilerF a 
d e b u s e r  WXCDB), md a monitor. 1"Bse sgrskm is amessible izs an internet nsde. 
'The Shutde s d a m  1s l o g i d y  elividd into zones of about IW aides per zone. bckb Zone is 
expect& to iPlctude 3- 6 regislral-;on tiles. The prc~cess of registering the system to a ~ l y  sf &ese 
regisuation tiles can be divided into thee main prmdures: Center-to-Tde, Coarse-Registration, 
md  he-~edsh-atisn. "%%lag: pr we BescriM b ~ e f i y  in h e  f011owhg S K ~ O P I .  A more 
d e ~ k d  csc~pbon is rhndudd in Appw$ii% B of ~s dwment .  
Center-to-Tde is supposed to take w e  of the m e  vrhere due to errors in the robot lwt ion  
sub-system the camera is not centered at a tile so that one or more of the edges of the tile are out 
of view. This module have not been fully developed by SRI. A module by this name exists, how- 
ever, it fails if one or more of the tile edges is missing. 
one dimensional pr rtex is defined to be the point where 
hed through convolution of the tile-im 
and a vertical gradient operator mask. Since the convolution requires extensive CPU time, this 
module has been ported by SRI to the Data- , however, the only computational inten- 
sive module ported to the Data-Cube. 
After identifying the tile edges, the next modules of the registration software are applied only 
to the area enclosed within the edges. This has the effect of coarse registration. 
Fine-Registration 
Sometimes, it is difficult to determine whether a detected edge belongs to the tile in hand, or 
to the adjacent tile. Hence, a module for fine registration has been developed by SRI. This module 
attempts to identify continuous homogeneous regions in the tile (referred to as "blobs") and use 
these blobs for fine registration. 
Segmentation is achieved through binarization of the images using a dynamic threshold. A 
connected component labeling algorithm identifies blobs. The blobs are classified according to 
their area, shape, and proximity to other blobs. Only blobs that comply with size shape and prox- 
imity restrictions are retained as "good" blobs. e blobs are used for the fine reg- 
istration stage. 
1.3 Modifications to the SRI Registration Algorithm 
The modifications to the current algorithm has concentrated on the coarse registration pro- 
cess. The first modification is concerned with the edge detection part and the second attempts to 
on improve the procedure of obtaining the projections. 
Edge Enhancement 
Generdy, the pixels that belong to the tile edges are darker than the rest of the irnage pixels. 
As a resulk in many m e s  it is possible to skip Ihe edge-enhancement phase and search for I d  
rarrber then lscal rn urns in the projections. IPhe advmage of ~s approach is %hat 
it P & U ~  Ihe eomputa~on t h e .  For ~s reason, it h s  hen hvs f iga td  by KSC slstE. On &e 
oher hand, bkris mebkad is akae fewt robust of dl 6ke me&& invafigated so fa. Moreover, given 
the avaaable high-pedowaamce hardwme, Ihe rduction in co~ngu&fioni%l eo~nplexi5 is irrelevant 
lakr in W papr. 
s, d k r  the convolu~on the h a g e  is 
approah hrs~; grovd to be v q  robwe wi& r a p e  to idenwhg eke &ge v h m s ,  kwcver, it is 
inferior to the methsd described in the next section. 
Per-zone Projections 
The second modification to the SRI algorithm includes the division of the tile into zones 
obtaining per-zone projections of the edgeenhanced image. The results of edge identifications per 
individual zone are then interpolated on the entire image to obtain a better approximation of the 
tile edges. These modifications have improved significantly the performance of the registration 
algorithm. Moreover, this modification has prompted a probe of a new registration procedure. The 
idea has been to try to interpolate the edge-lines directly from the binarized edge-enhanced image 
rather than using the zone projections for the interpolation. This idea has lead to the implementa- 
tion of the new algorithm for registration described in the next section. 
A New Registration Algorithm 
Zin Ike new regis&a~ , Hou& emsfom is use8 to dewt  one dge, a well a, fie 
ckcle that marks fhe re- oofing hole, m s  is tile wnkrkg. N e x ~  Holagh &m- 
fern is applierl on the bin dge-ernhand, tile ideneii'y h e  &e edfga md veAees. 
Finally, cross-correlation of a small area around the tile vertices of the post-Ifi&t and pre-flight 
images is used for fine registration. The new algorithm is described briefly in 
tions. A detailed description is available in Appendix B. 
2.1 Center-To-Tile 
A module for centering the camera around one tile has been developed. Two versions of the 
module exist. The first is using a circular Hough transform to identify the circle marking the re- 
water-proofing hole El]. This module has been tested on a set of tile h a g  ail- 
able. It has been found to identifv the circle in 63 out of 66 tile images. 
A second version for tile centering procedure relies on the linear Hough transform [2]. It 
attempts to identify at least one vertex and use this vertex for centering the camera. This version 
has not been tested yet. 
2.2 Coarse-Registration 
The module Center-to-Tie, as well as, the module Coarse-Registration are using Hough 
transform. The transform is applied to a binary image obtained from edge enhancement and line 
enhancement kernels. The difference between these two modules is that Center-to-Tie is using 
edge enhancement and circular Hough transform, while Coarse-Registration is using line 
enhancement and linear Hough transform. These operation are described below. 
In the future, experiments can be conducted to examine the utility of applying other convolu- 
tion masks including noise reduction operators. 
After the convolution the image is binarized using K-means clustering [3]. The algorithm is 
executed with K=3, hence, it partitions the edge-enhanee-enhanced pixels into three classes. 
It has been found that class three of the edge-enhanced pixels are best for the circle identification 
while class two of the line-enhanced pixels are best for the tile edges detection. 
The Hough transform is considering every pixel in the appropriate cluster. The circular trans- 
form. attempts to draw a circle around every pixel from class three of the edge enhancement 
image. It measures how many of these circles coincide. The linear Hough transform is attempting 
to draw as many lines as possible through each pixel in class two of the line-enhanced image. It 
measure how many of these lines coincide. It is assumed that most of the circles with the same 
radius as the radius of the circle that marks the re-water-prcrofing hole coincide at the center of 
this circle. The lines going through tile edges share the same slope and intercept. Hence, most of 
the lines coincide in slopes and intercept that mrrespond to the slope md intermpt of the tile 
edga. T h i s  can enable the detection of the tile vehws. 
T%e h e x  Hsugk tacansfom hm been q p h d  to 156 tile h a g e s  and h a  iclendfid the k e s  .in 
96.5% of &ese h a g e s  with rn raawacy of about 8.1" in detw%ia%g @anslation md 0.4 degees in 
d e t c h g  rotakion. 
2.3 FineReistration and M D F  
t he blobs, u d  as a 
p a  of Ihe fine reg;isbrtigorn, ru?e susepGbke is due rn C9e eEwt of 
the h a b g  of the when ehe Shut(Ze re oEsion of gases gbnd 
dust wigla the a m  d the lmhg.  One msusfnp~on has k n  ekd fie a e  v e ~ w s  
tive to these problem, hence, they can be used for a more robust fine registration. 
tion has lead to a modified fine registration algorithm. 
The Average Magnitude Difference Function can be described as a brute-force approach for 
registration [4]. This method ranks every possible rotation and translation and selects the best. 
Being a brute-force method, it can not be considered for implementation on large images, how- 
ever, after the detection of the tile vertices, AMDF can be applied to a set of small images cen- 
tered around the vertices. This procedure has been implemented, but, has not been fully tested yet. 
Experiments, Results, and Evaluation 
An o E - h e  system for e x g e ~ e n &  wi& lfie diEerent dgori 
Off-line system is a set o es, PI is Purlher dac r ikd  in app 
result evduahon are given &lo 
3.1 Experiments 
Two sets of images have been acquired using th era and acquisition software. The 
first set consists of 66 images of 22 tiles mainly of the Shuttle Endeavor. The sec- 
ond set includes 90 images of 30 tiles acquired from the Shuttle Columbia. This set includes 
"tough" tiles from different zones of the Shuttle. They are considered "tough" since according to 
our subjective judgement each of them contains several artifacts that might impose difficulty in 
the process of identifying the tile-edges for one or more of the tested algorithms. Each tile has 
been acquired with threedifferent li&tin8 set-ups. In addition, a few more images of some of the 
tiles have been acquired with some degrees of rotation and translation. 
All the algorithms excluding the per-zone method have been applied to the first set of tiles. 
Only the new algorithm has been applied to the second set. The results of these experiments are 
summarized in the next section. 
3.2 Results 
The results of the experiments are summarized in Table 1. The entries of the table list the per- 
centage of correct identification of the tile edges and the average CPU time (seconds). In this 
table, "SRI" refers to the method implemented by SRI and "KSC" refers to a modification to the 
SRI method. Under this modification, edge-enhancement is not applied to the tile-image. Instead, 
the algorithm obtains the projections of the tile-image and searches for minimums. The method 
"Trin" refers to the case in which the image goes through edge-enhancement, and binarization 
. using 3-means clustering before the one dimensional projections are obtained. The method "Line" 
refers to the application of the linear Hough transform, and the method "Circle" refers to the 
application of the circular Hough transform. 
Table 2: Experiments and Results 
3.3 Evaluation 
'The evaiuation of these melftds iinalyses two aspets of pedomance: identification awuracy 
and compuhGond complexiQ. The  idengfimkion amurtitcy is evaluated using the enor sate of 
individual mel;bQ$ and the awuracy s f  idenMying tihe edge pwmeters. computationd corn- 
plexiq is evduared bas& on the average CPU h e  obtain4 in these experhen&. 
P 
ne problem wi& lkese k e e  me&& is that hey s e  sensiGve to robeion. Moreover, in &eiP 
current firm, they do not give a good indication of the edge parameters. That is the &met: of L e  
tile vertices from the origin of the coordinate system1 and the angles between each of the tile ver- 
tices and the X -axis of the coordinate system. Hence, they q u i r e  an additional step. 
procedure "Line" d onal step at the same time that it identifies the tile 
edges. This procedure identifies the edges and supplies their distance from the origin and angle 
with the X -axis of the model coordinates. The accuracy of "Line" is about 0.4 degrees and 0.1". 
The method "Line" has the same or better error rate compared to "TM", this is done with addi- 
tional, relatively accurate, information. For this reasons, the method "Line" is considered the best 
method tested so far. 
The method "Circle" has identified the circle around the re-water-proofing hole in 95% of the 
times. There are, however, two concems with respect to the performance of this method; First, it 
relies on an artifact (the circle) that can change significantly between flights. Second, it does not 
identify the center of the circle accurately enough (an error of about 0.25" is expected). This 
method, however, has been designed for the module center-to-tile and not for the coarse registra- 
tion. Therefore, it should be compared with other methods for centering the tile-image. This is 
one of our recommendations for future research. 
Computational Complexity 
Based on the information in Table 1, the algorithms are ranked according to their complexity 
in the following ascending order (the lower the better): 
3) "TFUN" 
4) "Line" and "Circle" 
These figures are based on running the methods off-line on a Sun Sparc -10. However, with 
respect to the RTPS, the issue of complexity should not be considered in the process of selecting 
an algorithm since the actual system contains a very powerful pipeline-processor, the Data Cube. 
Actually, the procedure "SRI" is already implemented on the Data-Cube and runs in less than 5 
seconds. Moreover, the Data-Cube contains a module for Hough transform which can be used for 
implementing the pr 
1. The cc t io rbae  s y s m  re lo here, is the coordinae s y s m  of the shuttle model stored in the robot. 
Conclusions and Recommendatioprs for Future R&D 
Based on Ihe evalua~on sf Ihe results of ~e expehents., Ihe f o l l o ~ g  conclusions we 
&awn; 
* Edge-enhancement is an essential operation. It should not be skipped (as in the "'KSC" 
algorithm). The current edge-enhancement masks give reasonable results, however, there is 
still need for further research into other edge-detection and edge-enhancement methods. 
After edge-enhancement, the image has to be binarized in order to further emphasize the 
edge information. The binarization has to be performed in a method similar to the one 
investigated in this research. 
* Among the methods investigated so far, the linear Hough transform is the most appropriate 
method for identifying tile-edges in the process of coarse registration. 
* Identifying the circle using the circular Hough transform has some potential for the 
procedure center-to-tile. However, it is possible that using the linear Hough transform in an 
attempt to identify one tile vertex will have better utility for center-to-tile. 
4.2 Recommendations for Future R&D 
' It is recommended that future research and design concerning the registration system will 
include the following components: 
Experiments to examine the utility of applying other convolution mas noise 
seduction operators. k 
Experiments to determine the utility of identifying at least one vertex using this vertex for 
centering the camera on a tile. 
* Experiments to asses the utility of cross-conelation or AMDF in the process of fine 
registration [3]. 
It is recommended to implement the new registration algorithm on the robot vision system. 
The development should include three main phases: testing, implementation on the 
Motorolla 68K board, and implementation using the Data-Cube. 
* The testing process can be done both off-line (on a Sparc work-station) and on-line 
(using the robot vision system). The main goals are to determine the best light 
configmation, and to fin the details of the algorithms to be implemented on-line. 
It is proposed to obtain about 150 rile images from the Shuttle Columbia, as well as, 
about 150 tile images from the Shuttle Endeavor. Part of the Endeavor images will 
cover the same tiles obtained during this s er. These images will be used as "post- 
flight" images. 
m e  second phase is to inkgrate the new d g o d h s  with the cment robot vision 
sofivvwe on (he 68K gr 
FkalPy, some sf  &e mdules  of &e new a l g s ~ t h  should be irmplemen&$ ow Ibe Dab- 
Cube. For exmple, Cfie F md h e  cluskrhg d g o r i h s  me rela~vely ~e 
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Appendix A: The Off-line Programs - A User Manual 
Appen& A con*s hshglc~ons for the user of Lhe 0 s - h e  progms. n e s e  kshuctions 
include ins , mnrpilllg md m Lhe OE-he programs. 
A.l Installing the Off-line programs 
The source code of the Off-line programs and a "make-file" are stored in an archive in the 
Unix "tar- file" "off-073095.tar". To install the programs, place the file "off-073095.tarn in any 
directory and apply the command - "tar xvf off-073095.tar". This command extracts the following 
set of files into the directory: 
1) Makefile 
10) point-enhance-c 
1 1) image-write.c 
12) hproj .c 
13) vpr0j.c 
A.2 Compiling the Off-line program 
The Off-line program consists of one user interactive progpm ("6re@ster") that is geared to 
enable the user to test several regiseation algorihs,  and six indivi.dud progrms each e t i ng  a 
specific regiseation dgori th.  Thme prop me 1) "org" - a program to genera@ a sun-rster- 
file from a file squired by the SRI era, 2) ""ssi" - a prohgsarra b m t  b e  muse regis&;a~on 
dgorirkm devetopd by SM, 3) "kc" - a a d f i c a ~ o n  do klhe Sm a l g o ~ h  t at has k n  devel- 
s p d  by KSC smE, 4) ""ksk" - a m d f i a ~ o n  to h e  S H  dllgerih &at bin&= ~e dge- 
enhmced hage,  5) "line9' - a regisb.adon d g o ~ h  &at is bmed on a I h e a  Hough trmsifsm, md 
6 )  "circle" - a frame centering algorithm &at is bmed on a circulah Hough tpmsfom. 
d ""&eW "I- 
(('re&&r", " ~ p . g ~ ~ ,  ), "he9', md 
and kvska tke S u  "a" wmpaer md M e r  on %tie swarm-de md gener- 
at= ob~ect files ulable fils. 
To c o q i l e  a s p i f i c  progerm such as "register" or "sfl use the eo "m&e re@berw or 
"make sri". 
In addition, the "make-file" contains an instruction to create an archive of the source-code (C 
code, Makefile, and include files). To activate this command use the instruction "make tar". 
Another instruction available in the "make-file" is "make clean". This instruction removes all the 
object files and the executable files generated in the compilation stage. 
A.3 Running the programs 
The set of programs Off-line requires more than 8MB of stack space to run. Thus, before run- 
ning the programs the user should check his stack space using the command "limit". If needed, 
the size of the stack space can be increased to 16384k Bytes using the command "limit stacksize 
16384k". 
Detailed description of the algorithms along with flow-charts of the programs are available in 
appendix B. 
The program "register" is a menu driven program. It prompts the user for input files which 
are either Sun-rater-files or camera acquired files of the tiles. It produces an output file that con- 
tains the result of applying a specific algorithm to the input image. The output file is in Sun-raster 
format. The file name is given by the user. The following algorithms are implemented in "regis- 
ter": 
1) An algorithm to create a Sun Raster File. 
2) An algorithm for Line Enhancement. 
3) An algorithm for Point Enhancement. 
4) An algorithm to binarize an image using 3-means clustering and choosing cluster - 2. 
5) An algorithm to binarize an image using 3-means clustering and choosing cluster - 3. 
6) An algorithm to implement SRI method for detecting the tile edges. 
7) An algorithm to implement KSC cation to the SRI method. 
8) An algorithm to implement the binarization modification to the SRI method. 
9) An algorithm to detect the circle around the re-water-proofing hole. 
10) An algorithm to detect the tile edges using a linear Hough transform. 
ure to add two images. 
ure to produce an enor i m g e  using the absolute Werence bemeen the irnages. 
Some sf these algofiths requkes pre-pressfng by other alsorilHKns in &e set. For exmple, 
before applying the dgorihazhsa to detat  (he bjae dges the user has to mns. the $Ig~ri%klwl for Ene 
ehancement and the a l g o r i h  for bhsrariza~on with cluster two. 73e menu iwsmcl% the user on 
the proper way of activating each of tIrese routines. 
Pn addfion to 1Sle interae~ve program "re@ter9" a few progms &at G E ~ P ~  be: pun Pporn &e 
nd h e  or from shell film are hcIuded in h e  OR-he progms. UnUe Ibe htmm- 
eive progfm "regis&r", where some allgo shg, &e Ene- 
gms are s e E - c s n h 4 .  mat is, &ey oper image and do 
the result of pre-presshg of eke hput brsge. m e  followkg sw~ons  expldn how ta meue 
The program "orgy' is executed using the command "org ere "in" is the name of an 
existing tile-image acquired from the SWI camera and "out" is e. The program converts 
the image stored in "in" into Sun raster format and stores it in t". 
The program "sri" is executed using the command "sfi in out" where "in" is the name of an 
existing tile-image in Sun raster format and "out" is a new name. The program applies the SRI: 
algorithm to the image "in" and presents the results in an image stored in Sun-raster format in the 
file "out". 
The program "ksc" is executed using the command "ksc in out" where "in" is the name of an 
existing tile-image in Sun raster format and "out" is a new name. The program applies the KSC 
modification to the SRI algorithm to the image "in" and presents the results in an image stored in 
Sun-raster format in the file "out". 
The program "trin" is executed using the command "trin in out" where "in" is the name of an 
existing tile-image in Sun raster format and "out" is a new name. The program applies edge- 
enhancement, binarization and one dimensional projections to the image "in" and presents the 
results in an image stored in Sun-raster format in the file "out". 
The program "circle" is executed using the command "circle in out" where "in" is the name 
of an existing tile-image in Sun raster format and "out" is a new name. The program applies a cir- 
cular Hough transform to the image "in" and attempts to identify the circle around the re-water- 
proofing hole. The program "circle" presents the results in an image stored in Sun-raster format in 
- the file "out". 
The program "line" is executed using the command "line in out" where "in" is the name of an 
existing tile-image in Sun raster format and "out" is a new name. The program applies a linear 
Hough transform to the image "in" and attempts to identify the tile edges. The program "line" 
presents the results in an image stored in Sun-raster format in the file "out". 
The output of the Off-line modules is an image in Sun raster-file format. Image display is 
accomplished through the shareware XV. 
"Jhe following Figures illustrate the results of applying these algori to a tile-image. Fig- 
ure la, contains the original image. Figure 1 b, contains the results of applying edge-enhancement 
and projections (SRI method) on the image of Figure 1.a. Figure l.c, is the result of superirnpos- 
ing the Figures 1 .a and l.b. Finally, Figure 1.d. is the result of applying the program "bc" on the 
image of 1 .a. 
Figure 2, contains the line-enhgnced irnage dong wilh Ihe resulb of mnning ""lrln" ""circle" 
md "knew. 
a) The Tile-Image b) Result of Convolution and 
Projections 
c) Output of "sri9' 
FIGURE 1, Oufi 
d) Output of "ksc" 
:put of "'kksc'" and ""sri"" 
a) Output of "line-enhance" b) Output of "trin" 
C )  Output of "circle" 
FlC C RE 2. Output of  ""lineenh 
61) Output of ""Line" 
iance", ""tin"" 'kkcieq', and ""line" 
Appendix B: The Off-line Programs - A Programmer Manual 
Appndix B con& 
ing and C, who hm to e system. me mmud explhs the fPivaceion 
of the important modules included in the OH-he programs. 
B.1 The program main.c 
This program checks the command line arguments. If the first argument is "register" then the 
program enters into a switch loop where a menu is printed and selection of different items from 
the menu activates the program module imagejr0cess.c with an indication of the menu item 
selected. Image process activates specific image processing modules according to the flow dia- 
grams of Figures 3, and 4. 
If the command is "org", "sri", "ksc", "trin", "circle", or "line", then the program checks that 
the number of arguments is three and activates the appropriate algorithm according to Figures 3 
and 4. Any other activation of the main program terminates the program. 
B.2 The program image-pr0cess.c 
The module image-pr0cess.c has three parameters, an integer which denotes the algorithm to 
be activated an input matrix that is filled by image-read.c and an output matrix that is filled by the 
activated algorithm. A switch statement selects the algorithm to be activated according to the 
parameter transferred from main.c. 
B.3 The program image-read.c 
The input to image-read.c is a string that contains the name of an existing file. The output is a 
"1024 by 1024" matrix of unsigned characters. This program opens the input file (no error check- 
ing) and checks the first 4 Bytes. If these Bytes corresponds to the Sun-raster "magic" number 
then the program skip the next 766 characters which are assumed to belong to the header and 
color-map of the file. The program then reads the next "1024 by 1024" pixels into the output 
array. If the first four Bytes does not match "magic", then it is assumed that it is a file in "SRI" 
format. That is, an image file obtained and saved through the SRI system. In this case, the pro- 
gram skips the next 1020 Bytes and reads " 1024 by 1024" pixels into the output matrix. 
B.4 m e  program image-write.c 
The input to kage-wirte.,~ is a stkng that represen& a name of a file to be created and a 
"1024 by 1024" matrix of unsiped cha~acte~s. Tlrhe program creates a file in Sun raster fomat (no 
emr  c h e c r j .  file con " "1824 by 1024" one-B grk pke1s. Before wr"l&?g ebe Jirrnrnge pix- 
els, an approp~ate Sun rater header and a color-map lkat eonths  i d e n ~ g  msnapgiing me w~t ten  
h t o  b&e file. By iden%i@ mapphg it is meme $Inat elfe (R,G,B) vcbor in lepsa~on ""iksl fie eslor 
map esntdns the vdum (i, i, i). Hen= st pkel with the vdue "2' is m a p M  h t o  the p a y  level ""i"". 
mGURE 3, The nodule ""kscr"'? "6sriP9, and 66krin99e 
"sri" ""image-add" I 
FIGURE 4, The MoBuI~:  "erg", d6ci~~ee99, "Kiii;rae9" and " ~ i s t e r ' ~  
B.5 The programs hconv.~, vmnv.e, line-ew&ance.c, and point-eahmce.c 
mese m d u l a  h p l e m n t  mnvolu~on wi& 7 by 7 ' k s h .  The ody m e r e n a  
 em is the masks applied. The hput to &em modules; is a " "182 by 1024" m a h  0% u m i p d  
characters. The msdules apply the wwvolu~on, scde the raultz; to the range [0,255), and ~k 
them into a "1024 by 102st" matrix of unsigned characters. 
As with any convolution, a decision has to be made about the boundaries of the 
- 
implementation reported here, the first and last three columns and rows of the matrix are consid- 
ered to be the boundaries. These pixels are not processed by the module, effectively, they are 
replaced by zeros. Thus, these modules implement the following formula: 
k = - 3  1 = - 3  
(i, j) = 3,4, ..., 1020 
Where "old" is the matrix holding the image to be processed, "new" is the matrix holding the 
convolution results, and "mask" is the matrix that holds the convolution mask. It is assumed the 
rows and columns of the matrices "old" and "new" are indexed from 0 to 1023, and that the rows 
and columns of "mask" are indexed from -3 to 3. 
The individual masks applied by the different modules can be found in the source code. In 
general, the module hc0nv.c is applying an horizontal mask, the module vc0nv.c is applying a ver- 
tical mask, the module line- enhance.^ applies the mask of hc0nv.c and the mask of vconv-c in one 
path, and the module point-enhance-c is applying in one path a modified version of the horizontal 
. and vertical masks. The main difference between the Line enhancement masks and the point 
enhancement masks is that the point enhancement masks include additional weight for the center 
pixels. This tends to emphasize a small local change and not just horizontd/vertical edges. It has 
been found that the point enhancement masks produce better pre-processing for the identification 
of the circles around the re-water-proofing holes. 
B.6 The programs hpr0j.c vproj.c 
These two modules compute the horizontal and vertical projections of an image. The input to 
the modules is a "1024 by 1024" matrix of unsigned characters. The programs generates an array 
(hproj or vproj respectively) of 1024 elements according to the following formulae: 
[ 1023 hproj(i) = C image(j, i) ; i = 0, 1,2, ..., 1023 j = O  
1023 
1 
", 
Where " h a g e q 3  is a ""%824 by 1824" ' a h ,  "Qhpr~j"~ and "vprojY9 are mays  of r d  6L10%htt)'. 
The modules he0nv.c and vc0nv.c scale the mays ""honv" ';ua d6v"vconv99 to the rmge [Q,127] md 
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verificadon ckcle- me &en Bjisras &e ohgherb sPr%age by &vi&g 
evey g a y  level by mo md chraws a  w&k (&pay-lev& of 255) ckcle wi& a r d u s  s f  28 pkek in 
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Figure 2.c %ram gage 19 iUus&al$S the ouqut of ckclcj-find.e with r e p f  to eke h a g e  &om Fig- 
ure 1.a. 
B.9 The program line-find.c 
This program operates on a binary image. It is modeling the operation of "&awing" lines that 
pass through non-zero pixel in the input image and uses the results of this modeling to update a 
scratch-pad matrix. In this application, a line is represented using the normal representation [I]. 
Under this representation the (y,x) coordina pond to the 
following equation: 
here 8 is the angle be ndicular to the line, and p is the 
of the line from the origin. 
Let (y,x) be the coordinates of a non-zero pixel in the original image. The program Line-find.c 
evaluates several lines that pass through (yj)  these lines correspond to the equation: 
Under the current assumptions about the accuracy of the robot location system, the possible 
range for p in pixels is [0,255] and [768,1023]. The possible range for 8 in degrees is [-5',5'] 
and [85°,950]. However, to increase accuracy, the angle 8 is measured with an accuracy of 0.2 
degrees. Thus, given a non-zero pixel in location (y,x), the program line-find.c computes the inte- 
ger values of all the pi and ej, such that the point (pi,ei) complies with the accuracy constraints 
and satisfies the equation x x cos(Bj) + y x sin(Bi) = pi . 
The values of pi in the range [768,1023] are mapped to the range [256,5 1 11. The values of 0 
in the range [-5,5] (with accuracy of 0.2) are mapped into the range [0,49] and the values of Bi in 
the range [85,95] (again, with accuracy of 0.2) are mapped into the range [50,99]. 
The scratch-pad matrix "accum" is a "5 12 by 100" matrix of short integers. It is initialized to 
contain zeros in all the places. For each non-zero pixel at location (y,x) the module line-find.c 
computes the (pi,@;) parameters of all the lines that pass through (y j )  and comply with the dis- 
tance and angle constraint. Let (pi, €Ii) be such a pair of parameters. The module line-find.c incre- 
ments the corresponding entry in the matrix "accurn" by one. In the next stage, the function 
line-find.c searches for maximurn values in four ranges of "accum" assuming that the locations 
with maximum values corresponds to the individual edges of the tile. The ranges are: 
cT?Pe prcsgm then diirns &e ~Ilgi~ld h a g e  by Bivi&g every g a y  level by mo and &aws 
d base lfow waaiite bay-level of 255) lines wnespondng to the (pi,Oi) of the 
four mmimum vdues. The resultmt h a g e  is the o u ~ u t  of the progm.  Figure 2.d from page 20, 
illushrates the output of line-find.c with respect to the h a g e  from Figure 1.a. 
B.1@ The program imageea<gd,c 
'X"kre &put to lklLS p r o p m  is WQ *I024 by 110%499 mma~m oh unsi;w& chwackrs. %I is qply- 
h g  he  following fornula: 
new(i, j') = naax(255, (o%dl(i, j )  + o%d2(i, j ) ) )  
where "oldl" and "old2" are the WQ input m r a ~ m ,  "mm" s W &  for urn, md "new9' 
is the output matrix. 
B.11 The program image-sub.c 
The input to this program is two "1024 by 1024" matrices of unsigned characters. It is apply- 
ing the following formula: 
new(i, j )  = abs(oldl(i, j )  -old2(i, j ) )  
where "oldl" and "old2" are the two input matrices, "abs" stands for absolute value, and 
"new" is the output matrix. 
B.12 The header file register.h 
This file contains the following definitions: 
# include a t d i 0 . b  
# include <math.h> 
# include <memory.b 
# include atting.h> 
# include <pixrect/pixrect_hs.b 
# define PI 4 * atan(1.) 
# define RAS-MAGIC Ox59a66a95 
# define MAGIC Oxa659956a 
# define DEPTH 8 
# define TYPE 1 
# define MAPTYPE 1 
# define MLENGTH 768 
#define IMAGEX 1024 
#define IMAGE-Y 1024 
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The evduation and pdoriithtion of Enginee~ng Suppofl Rquesls @ S k )  is a 
81. the Kennedy Spxe Center @SC) -- Shuttle Brojed Enginee~ng Office. T ~ s  daculegr is due to the 
complexities inherent in the evaluation process and the lack of structured information. The evaluation 
process must consider a multitude of relevant pieces of information concerning Safety, Supportability, 
O&M Cost Savings, Process Enhancement, Reliability, and Implementation. Various analytical and 
normative models developed over the past have helped decision makers at KSC utilize large volumes of 
information in the evaluation of ESRs. The purpose of this project is to build on the existing 
methodologies and develop a multiple criteria decision support system that captures the decision 
maker's beliefs through a series of sequential, rational, and analytical processes. The model utilizes the 
Analytic Hierarchy Process (AHP), subjective probabilities, the entropy concept, and Maximize 
Agreement Heuristic to enhance the decision maker's intuition in evaluating a set of ESRs. 
1, CONSENSUS mNG MPROACH 
Less available knding and the increasing number of ESRs hm cratatd more competition 
between stakeholders. There is a clear need to replace &e cunent approach d& a more 
comprehensive fiannework thill promotes the pmisipatilio 
GSWT Steefing Committee, ESR Originators, and Stalkeh 
Organizational Benefits: i 
e Promotes Accountability 
- Structured and Systematic 
e Builds Consensus 
Enhances Participation and Satisfaction 
0 Mathematically Sound 
e Easy to Implement 
Builds on the Current Framework [Tables 1 and 21 
Individual Threab: 
The proposed framework requires a cultural change. Some GSWT Steering Committee 
members may perceive this framework thxeatening to their: 
r hterests 
Aurhoflly 
~3 Existence 
* Unaasuntability 
Figure-1: Consensus Ranking Approach 
needs to be better defined 
orized into 2 0  (projects 
tenanceDesign issues), 
and 2E (projects re1 d that the guidelines for 
this classification and categorization must be clear and well defined. The GSWT-SC will 
develop these guidelines and obtain management approval. GSWT-SC should solicit the 
ESR originator's opinion and justification concerning this classification and categorization. 
Figures 2 and 3, Table 31 
2. Identify Stakeholders: GSWT-SC will identify the stakeholders to participate in the 
should be in line 
: Safety (Safety), Systems 
in the evaluation of the 
ple, Possibility of Death 
to evaluate strategic ESRs 
is a beneficial subcriterion 
defined by PICB to evaluate strategic ESRs. [Tables 4 through 91 
2. Revise Individ Providing Anonymous Group Fedback: 
GSW-SC meets and members review the monpous feedback c o n c e ~ n g  irsdiGdird and 
group weights. Members are encouraged to share their viievvpoints and perceptions d u ~ n g  
this feedback session. At the end of the meedng, members caw return and reGse their 
weights, given their new insighl and understanding Erorn other individuals. The product is 
thee sets of weights by each GSWT-SC member. [Table 1 11 
3. Develasp the Sbkelholder Group Impedance Weight 06 acR Subcaiite~ow: Members 
of diEerent st&ehofder goups use E q e a  Choiw in a br&astoPmi;ng session md develop 
their goup weight for each subcriteion @reviously identified by the sta&ehslder p u p s ) .  
This step is repated thee times for Strs~tegic, TacPicd, md Low Cost MOD E S h .  The 
product is three sets of weights by a e h  member of the stakeholder goup. [T&Pes 4 
through 91 
4. Identify Probabilities of Occurrence of each Subcriterion for all ESRs: Each 
stakeholder group receives a listing of all ESRs under consideration fiom the GSWT-SC. 
The stakeholder group will assign a probability to each subcriterion under each ESR. The 
assignment of probabilities could be done by the group in a brainstorming session or it 
could be done individually which can then be combined into a group judgment by 
calculating a Simple Mean. [Tables 12 through 151 
5. Measure the Entropy and Revise the Importance Weight of Stakeholders: Entropy 
concepts will be used to revise the initial weights of the subcriteria based on the 
information provided by the stakeholders concerning the probabilities. Given that each 
subcriterion is an information source, the more information is revealed by a subcriterion, 
the more relevant it is. This intrinsic information will be used in parallel with the 
stakeholder group weights. The probabilities of occurrence are used to measure this 
average intrinsic information. The more different the probabilities of a subcriteria are for a 
set of ESRs, the larger is the contrast intensity of the subcriterion and the greater is the 
amount of information transmitted by that subcriterion. [Tables 16 and 171 
\ 
6. Identify the Individual Project Success Factor of each ESR and Develop Rankings: 
The model will consolidate importance weights of stakeholders with the weights for 
subcriteria and the probabilities of occurrence to arrive at a set of Project Success Factors 
(PSF). The higher the PSF, the more desirable an ESR is. These calculations will be done 
separately for Strategic, Tactical, and Low Cost MOD ESRs. The product is three sets of 
individual rankings of the Strategic, Tactical, and Low Cost MOD ESRs. [Tables 18 
through 211 
SELECTION PWASE 
1. Develop Consensus Rankings of Strategic, Tactical, and Low Cost MOD ESRs: 
Maximize Agreement Heuristic OufAII) will be used to develop a Consensus Ranking of alJ 
Strategic, Tactical, and Low Cost MOD ESRs. 
2. Discuss Consensus Rankings and Recommend Final Rankings to Management: The 
GSW-SC meets and discusses the consensus rankings. A find reeo 
includes 2 r ~ n g  of d!Strategic, Tactical: and Low Cost MOD ESRs dl1 be forwarded 
to mmagernent for approvd. 
3. Management Reviews this recommendation and makes the FilgaJi Selection: 
Mmagernent revrews the recornendation of the GSW-SC and makes the Gina1 Selection. 
TICAL MODEL 
To Ionnulate rn d g e b r J ~  mdel  , let us assume: 
V" = Project Success factor of the m-th ESR, (m = I, 2, . . . ., q) 
= The i-th Stakeholder Weight; (i = I, 2, , . . . ., N,) 
Ej = The Overall Importance Weight for the j-th Subcriteria for the i-th Stakeholder; 
( j = 1 , 2  ,...., N j ; a n d  i =  1 ,2  ,...., N , )  
Py = The m-th Probability of Occurrence of the j-th Subcriteria for the i-th 
Stakeholder;(m = 1, 2 , .  . . ., q ; j =  I, 2 , .  . . ., N j ; m d i  = I, 2 , .  . . ., N , )  
N ,  = Number of Subcriteria for the i-th Stakeholder (i = 1, 2, . . . ., N,) 
Ni = Number of Stakeholders 
Given that i=l through N, represents stakeholders, this study Has utilized 6 stakeholders 
including: Safety, Systems Engineering, Program office, Operations, Reliability, and PICB. The Project 
Success factor for the m-th ESR is: 
Where: 
111. THE CALCULATION OF ENTROPY 
The model Gews decision m&ng as arn idomation plro~sskg task md a tmge mount  of iw60mtion 
about the strategic E S b  is processed though their subshteria. Gven the fact that subcriteria are 
information sources, the more information is revealed by the j-th subcriteria and the i-th stakeholder, the 
more relevant is the subcriteria in the decision analysis. Zeleny argues that this intrinsic information 
must be used in parallel with the initial weight assigned to various subcriteria by the DM. In other 
words, the overall importance weight of a subcriteria, ej, is directly related to the intrinsic weight, f, , 
reflecting average intrinsic information developed by a set of ESRs, and the subjective weight, K, 
reflecting the subjective assessment of its importance rendered by the DM. The probabilities of 
occurrence are used to measure this average intrinsic information. The more different the probabilities 
of a subcriteria are for a set of ESRs, the larger is the contrast intensity of the subcriteria, and the 
greater is the amount of information transmitted by that subcriteria. In this section, all formulas 
necessary for calculating the overall importance weight of opportunities are presented. 
Assume a that vector p, = (pi ,...,pi) characterizes the set P in terms of the j-th subcriteria in the i-th 
'. 
stakeholder and define: 
@ri= 1 , 2  ,...., N, a n d j = I , 2  ,...., N,) 
Then, the entropy measure of the j-th subcriteria in the i-th stakeholder is: 
Where K)O, h is the natural logarithm, 0 s p," 5 1, and e(p,) 2 0. When all p," are equal for a 
given i and j, then pa / <, = 1 / q ,  and e(pu) assumes its maximum value, which is e,, = 1.n q. By 
setting K = 1 / em, we achieve 0 5 eCp,) 5 1. This normalization is necessary for meaningful 
comparisons. In addition, the total entropy is defined as: 
The smaller e(p,)  is, the more infomation is transmitted by the j-th subcriteria in the i-th 
stakeholder and the larger e(p,), the less infomation is transmitted. When e(p,)  = e, = Inq , the j-th 
subcriteria in the i-th stakeholder is not transmining any useful infomation. Next, the intrinsic weight is 
calculated as: 
Since f, is inversely related to e(p,), 1 - e @ )  is used instead of e(pu) and normalized to make 
sure 0 I j, I 1 and 
*I Cfj = I  
j=1 
The more different the subjective probabilities, p,;, are, the larger A,, and the more important the j-th 
subcriteria in the i-th stakeholder is. When all the subjective probabilities, p,", are equal, then f,, = 0. 
In order to calculate the overall importance weight of the j-th subcriteria in the i-th stakeholder, 8, , the 
intrinsic weight, f,, is multiplied by the subjective weight, w,, ;and then the product is normalized: 
Measraring the Relative Lmpodance of n Factors: 
hsume that in a decision maker's (BM's) mind, @ I ,  c2, ..., c, are the pr G v e l  I) factors that mntdbute 
to an ESR success (Level 0). The DM'S goal is to assess the relative importance of these factors. 
Saaty's Analytic Hierarchy Process (AHP) is a method of deriving a set of weights to be associated with 
each of the n factors, and it works as below: 
The DM is asked to compare each possible pair cj, 5 of factors at a given level, and provide 
quantified judgments on which one of the factors is more important and by how much. These judgments 
are represented by an n x n matrix: 
A = (a$ O,j=I,  2, 3 .... n) 
If cj is judged to be of equal importance as 9, then ag=I 
If ci is judged to be more important than 9 then ag>I 
If ci is judged to be less important than 5 ,  then aq< I 
ag = I/aji a e  0 k 
Thus, the matrix A is a reciprocal matrix (i.e., the entry au is the inverse of the entry qi). ag 
reflects the relative importance of ci compared with factor c, For example, a12=1.25 indicates that cl  
is I.25 times as important as c2. 
Then, the vector w representing the relative weights of each of the n factors can be found by 
computing the normalized eigenvector corresponding to the madmum eigenvalue of matrix A. An 
eigenvalue of A is defined as il which satisfies the following matrix equation: 
A w = ; l w  
where h is a constant, called the eigenvalue, associated with the given eigenvector w. Saaty has shown 
that the best estimate of w is the one associated with the maximum eigenvalue (L) of the matrix A. 
Since the sum of the weights should be q u d  to 1.00, the nomdized eigenvector is used. Saaty's 
algorjirh for 0btair;ling: this w is incorporated in the sofiwa~e E x p e ~  Choice. 
One of the: advrazl~ges of is that it ensures &at DW me mmistent in thek p&&se 
comgdsons. Smv mgests a nawure of comistenv for the pa ikse  comg;nrisons. W e n  the 
judgments are perfectly consistent, the m eigenvalue, L , should qual FZ, the number of 
factors that are compared. In general, the responses are not perfectly consistent, and L is greater 
than n. The larger the A,-, the greater is the degree of inconsistency. Saaty defines the consistency 
index (CZ) as (h ,,- n) 1 (n - I), and provides the following random index (RZ) table for matrices of 
order 3 to 10. This RI is based on a simulation of a large number of randomly generated weights. Saaty 
recommends the calculation of a consistency ratio (CR), which is the ratio of CI to the RI for the sarne 
order matrix. A CR of 0.10 or less is considered acceptable. When the CR is unacceptable, the DM is 
made aware that his or her painvise comparisons are logically inconsistent, and he or she is encouraged 
to revise the same. 
Camputation of the Preference Rating for Each Criteria: 
In the simplest application of AHP, the problem is decomposed into 3 levels. The top level 
(Level 0) consists of one factor which is the overall goal. The second level consists of n factors or 
attributes that define the overall goal. The third level consists of the m choices that are to be evaluated. 
Let vi represent the normalized weight given to the i-th factor relative to the overall goal. Let 
WY represent the normalized preference given to the i-th criteria with respect to the j-th factor. Then 
the preference rating (pi) of the i-th choice with respect to the overall goal is calculated as: 
n 
h the standad practice of 
concept is extended across various DMs. In this project the Mawimize Agreement Heuristic is used to 
aggregate hdiGdual SSW co ttee member preferences. 
V. MAXIMIZE AGREEMENT HEUaISTIC (MAH) 
Assume that each one of a group of k decision makers @M) has ranked n ESRs. Assuming hrther that 
the opinions of the k DMs are to be valued equally, the Maximize Agreement Heuristic seeks to 
arrive at the consensus ranking of the ESRs for the group as a whole. According to Beck and Lin, 
MAH defines an agreement matrix, A, where each element ag represents the number of DMs who have 
preferred ESR i to ESR j. Strict preference is important. If a DM is indifferent between i and J, he or 
she is not counted in ai,. The sum of ai, for each ESR i across all columns represents the positive 
preference vector, P, where 
Similarly, the sum of ag for each ESR across all rows represents the negative preference vector, N, 
where 
n 
Ni = 2 aji, i=1,2,3, ...> n
j = I  
- Iffor ESR i. Pi =0, implying that no DM prefers ESR i to any other ESR, ESR i is placed at the 
bottom [in subsequent iterations, at the next available position at the bottom] of the final consensus 
ranking. However, iffor ESR i, Ni =0, implying that no DM prefers any other ESR over ESR i, ESR i 
is placed at the top [in subsequent iterations, at the next available position at the top] of the ranking. 
When there are no zero values in either P or N, the difference in total decision maker agreement 
and disagreement (Pi - Ni) is calculated for each ESR and ESR i with the largest absolute difference 
I Pi - Ni I is considered. If (PI - N )  is positive, ESR i is placed in the next available position at top of 
the final consensus ranking, and if the difference is negative, ESR i is placed in the next available 
position at the botrom of the consensus r 
. Any ties are broken Once a ESR is 
assigned a position in the find consensus ranking, that ESR is eliminated from fUrther consideration. 
The remaining ESRs form a new matrix and the process is repeated until all ESRs are ranked. 
Table 4: Current Approach 
G S W  Steering Committee Identifies the Stakeholders and Provides their Importance Weights. 
Stakeholders Provide Subjective Scores between 1 through 10 for each ESR 
Table-2: ESR Ranltings Using the Current Approach 
Figure2-2: Classify and Categorize ESRs (Initial Phase) 
Table-3: ESR Classifications and Their 
Figure3: Categorize Non-Safety Impact ESRs into 20,2M, and 2E 
(GSWT Stoxkg Ccrmnittec) 
Figure 4: Identify Stakeholders (Initial Phase) 
Tab%+$: Identi8 Subcr"lteria and Tfiek Importance Weigh& n"eJr a c h  
Stakeholder Group 
STAmiBOEDE'1W: Safe@ - 
Tacticd Subtriteria Weight 
( -1 IST-DSI (~ossibility of  DEath a Saious Injury 1 0.564 1 
I I I 
-1 (ST-LOF (Possibility of  LOss of Flight Hardware, Facility, a GSE 1 0.239 
I I 
-1 1 s T - p ~  IPossibifity of  Persaral Injury @a Right Hanfwye, Facility, a GSE Damage 1 0.118 
I I I 
-1 IST-SVS l~omibility of  a Saious Violation o f  Safety, Hdth,  or Enviromnanal F M S t a t e  Regulation 1 0.047 
I I I 
- 1 /ST-DVS l~ossibility of  a Daninius Violation o f  Safety, Health, a EnvinxlmffRal FedaaYStatc Regulation 1 0.032 
Low Cost MODS Subcriteria Weight 
1 -1 ~ ~ L - D S I  IPo"ibi1ity of  Dtath a Serious Injury ( 0.564 ( 
I I I 
-1 )SL-SVS IPossibility of a Saim Violation of Safety. Health, or En- FedcroYState Regulation ( 0.047 
-1 SL-LOF Possibility of Loss of Flight Hardware, Facility, a GSE ' 
-1 SL-pID Possibility of P d  Injury andlor Right Harbwan, Facility, a GSE Damage 
I I I 
-1 ISL-DVS ]possibility of a Duninius Violation of Safety, Health, a Envirosxnadal F M S t a t e  Regulation 1 0.032 
0.239 
0.118 
Tables: Idenhi@ Subcriteria and Their Irrmlporhnee Weigh& for each 
Shkeholder Group 
S HOLDER: Systems Zhgirnwhng - 
T~ble6 :  PdenQiFy Subc;r"leria and Their fmpcorhance Weigh@ far a c h  
Tactical Subcriteria I Weigh€ 
Table-7: IIdentiFy Subsriteria and Their Impadance W g l k b  for each 
Stakeailolder Group 
STAnHOLDER: Operations - g;l : Psacas Enhancement 
Ground EngineeGng m) 
gineering 
Table-8: Identi@ Subcriteria and Their Importance Weighb for each 
Shkeh~lder Group 
HOLDER: Reliisbsily .--- 
-- 
1 RT-AW h n p v e A f c e s s f a M ~ T &  0.049 
1 RT-mF Inucasc Mean Timc Be(wetn Failures @fIBFs) 0.040 
I I I I 1 / R T - E ~  IRcducc S u m  Epuipnenf Special Took, and Special Training Rcquimmms 1 0.030 
Table9: Identi% Sosberiteria and Their lmpsstance Weigh& for each 
Stahholder Group 
STAmHOLDEIW: PPCB - C 
Low Cost MODS Subcriteria 
1 1 - I I L Q ~  J ~ESR ~ligmnmt with 0rganitatid Goals and objedivs 1 0.436 1 
TablelO: Develop the Importance Weight of each Stakeholder P a m d  1) 
Tabled 1: Develop the Importance Weight of each Stakeholder wound 2) 

Tablel3: Identify Probabilities of Occurrence of Each Subcriterion for all ESRs and Measure the Entropy and Revise the 
Importavce Weight of Stakeholders 


TFabale16: Identify the Bndividaarsl Project Success Pkactss of each ESR and Develop 
&n%ngs and Develop Cornsensus mn%ng of ESW 
Tablel7: Rnnking of Tactical ESRs Using Cooseosus Ranking Approach 
Tble-19: Rmnking of ESRs Related to Obsolescence Issues (20) 
Table-20: Ranking of ESB Related to High Maintenancawigo Issues (ZM) 
Table-21: Ranking of ESRF Related to Enhancement Issues (2E) 
Develop a temptate for ESR originatom to previde mare compiete agad cagasiiste~t 
information about ESRs to the GSWT steering committee and stakeholders. 
Develop an objective and structured process for the initial screening of ESRs. 
Investigate the possibility of an organization-wide implementation of the model. 
0 Extensive training of the stakeholders and the GSWT steering committee 
members to eliminate the need for a facilitator. 
0 Automate the process as much as possible. 
\ 
Revisit the Structure of the GSWT steering committee. 
Create an environment to compile PSF data on ESRs and move towards a 
disciplined system that could be used to address supportbility threshold issues. 
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This project involved the determination of the effective radiated power of lightning sources and the 
polarization of the radiating source. This requires the computation of the antenna patterns at all the 
LDAR site receiving antennas. The known radiation patterns and RF signal levels measured at the 
antennas will be used to determine the effective radiated power of the lightning source. The azimuth 
and elevation pattern of the antennas in the LDAR system were computed using flight test data that 
was gathered specifically for this purpose. The results presented in this report deal with the azimuth 
patterns for all the antennas and the elevation patterns for three of the seven sites. 
The ob jdve  ~f the re the eEective radiated power of lightning sources md 
to arrive at a model for the antenna pattern and pol ion for a lightning produced RF source . 
This data is usefit1 in understanding the development of thunderstorms and for possibly predicting the 
end of a storm. In order to achieve this goal, flight test data and lightning data were collected at the 
seven antenna sites of the lightning detection and ranging (LDAR) system at Kennedy Space Center. 
Flight test data was gathered by flying an aircraft across each of the sites and also in circles around 
each site. The aircraft was equipped with a horizontal antenna at its tail and a vertical antenna at the 
bottom which allowed data on vertical and horizontal polarization to be obtained. From this data it 
is possible to compute the azimuth and elevation patterns of the antennas. 
The LDAR system consists of seven antennas operating at a frequency of 66 MHZ. These antennas 
are conical spiral antennas providing broadband hemispherical coverage. The antennas record the 
signal levels from lightning occurrences at each antenna site. Using this information, the antenna 
patterns and the location of the antennas it is possible to model the antenna pattern of the lightning 
source. Information regarding the polarization of the source can also be deduced fiom this antenna 
pattern. 
The research work conducted under this project was mainly theoretical. Vast amounts of lightning 
data and flight test data were available to cany out the necessary computations. During the time that 
was available the first part of this effort was completed. The azimuth patterns for all the antennas 
were computed for both horizontal and vertical polarizations. These patterns will have to be analyzed 
to look for any possible effects of structures close to the antenna site. The elevation patterns were 
determined for three of the seven antennas also for horizontal and vertical polarizations. 
Manufacturer's data on the antenna patterns are available for circular polarization. Due to the limited 
amount of time the lightning data could not be analyzed. 
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The Light~ng Detection and m @ n g  (EDm) system was implemented at the Kemdy Space 
Center &SG) in 1991. The Kemdy Space Center is located in a region where there are frequent 
lightning strikes throughout the year. Lightning activity or even the threat of lightning affects routine 
operations at KSC, the shuttle launches and associated operations. The LDAR system was developed 
in order to provide accurate information concerning lightning activity and potential lightning hazard 
in the KSC area. 
1.1 THE LDAR SYSTEM 
The LDAR system maps the location of cloud-to-ground lightning and in-cloud lightning at a 
frequency of 66 MHZ. It consists of one central site and 6 remote sites. The antennas at these sites 
detect lightning induced disturbances at this frequency and using the time of arrival of the radiation 
at the different sites a three dimensional position of the lightning source is computed [1,2]. The 
LDAR system generates up to 10,000 data points per second for a lightning flash and provides 
projections of the lightning in near-real time varying tiom 1 second to 2 minutes. 
The LDAR antennas are located within a radius of 6 to 10 krn from the LDAR central site. All the 
antennas are conical spiral left circularly polarized antennas. Lightning-produced pulses received st 
the remote sites are processed by log video detectors and the video pulses are transmitted to the 
central site via microwave links. The physical configuration of the system is such that the direct RF 
pulses arrive at the central site prior to the retransmitted pulses from the remote sites. The system is 
triggered when the pulse exceeds a certain threshold at the central site and a 100 microseconds data 
analysis period commences. During this analysis period the system determines the time of occurrence 
of the largest amplitude pulse for each of the sites. At the end of the analysis period, the time and 
amplitude data for each site is collected and tagged with the time of the day to the nearest 
microsecond. The system is reanned within 10 microseconds. M e r  the data has been gathered, it is 
transmitted to a set of computers for testing, calculations of the source locations and display. 
The results presented in this report deal with the calculation of the antenna patterns for the LDAR 
system. The azimuth and elevation patterns computed using flight test data are presented. 
1 .2  LDAR SITE INFO TION 
Survey data for the WAR antenna sites is available as the WGS-84 geodetic latitude, longitude and 
the mean sea elevation of the antennas. Using the appropriate coordinate transformations the x, y, z 
locations of the sites are calculated with the central site being at (0,0,0). 
The geodetic height for the central site used is the value measured to the top of the antenna. The 
referenee geoid for the GPS WGS-84) is 28.19 rn . Fiere 1-1 shows the locations of the % D m  
sites md Table 1 provides the qy,z coordinates 601- the sites. 
Distance (km 1 
Figure 1-1 : EDkiiE site liocations 
Table I : Geodefs data md the x, y, z wordhates of the LDBW mtennas 9 
Site X Y Z 
# (m) (m) (m) 
0 0.97 0.00 0.00 
%Q 
BC, %i%lIGHT mST DATA 
The L D m  Right test wm pe60med on June 1, 1995. The aircr& platfom used was a NASA 
Wdops Islmd C-DO. A a%i& pwer p d s  ~ E e r  was instded on the &er& to sirnulate fi&tning 
discharges. The pulse was at 66 frequency with a pulse repetition fiequency of 25 Hz. The 
position of the a i r 4  was recorded using a GPS receiver capable of measuring the aircraft position 
to one meter, nns. The GPS antenna is located on the top of the aircraft in front of the propeller line. 
Two GPS systems designated receiver 1 and receiver 2 were used to simultaneously record the 
aircraft position from the same GPS antenna. The data was recorded as output from the GPS 
receiver:   he receiver outputs an ASCII position record once per second. This record contains the 
aircraft position in WGS-84 coordinates and earth centered earth fixed coordinates and includes a 
GPS time tag for all position measurements. 
2.1 TEST PLAN 
The LDAR antennas are conical spiral left circularly polarized antennas. These are broadband 
antennas with a frequency range of 60 MHZ to 300 MIIZ and provide hemispherical coverage. By 
using a circularly polarized antenna the variation in signal amplitude due to variation in the 
polarization of the radiating source is reduced. 
Two coaxial antennas, one vertically polarized and the other horizontally polarized, were installed on 
the aircraft at the bottom and on the tail respectively. These antennas operate at 66 MHz. The 
purpose of the flight test is to measure the antenna patterns of the LDAR antennas. The aircraft 
maintained a flight altitude of 25,000 feet above ground level. The test plan consists of two parts 
(i) Fly circles of radius 8.2 statute miles around the 7 LDAR sites. Each circle is flown twice, for the 
bottom antenna and the tail antenna. 
(ii) Fly a clover leaf pattern with each leg extending 8 statute miles beyond the closest LDAR site. 
The radials are to and from the central site, passing over each remote site. This pattern is also 
repeated for the bottom and tail antenna. 
These two flight plans allow the calculation of the azimuth and elevation pattern variation of the 
antennas. The data recorded provides the x, y, z coordinates of the aircraft and the amplitude levels 
at all the antenna sites and the UTC time for all position measurements. 
The g y, z positions of the aircraft and its corresponding azimuth and elevation angles calculated with 
the GPS data were compared with those obtained with the LDAR data. The values for the mgles 
were found to wee to within a tenth of a degree. Only results b ~ e d  on the LDAW data are presented 
in this report. 
11 
All the antennas are calibrated using a high powered impulse generator capable of producing a 400 
V g&-te-.pe& pulse in a 50 o h  load. The cdalsbiatnlion data is available for ;all the sites md is us& 
in cdcuiating the mplitude level of the received s i p d  at the sites. 
thd paBern ofthe antenna at dl the seven sites computed using data sbtai;n& from the 
aircrafi flying circles around each site are shown in Figures 3-1 to 3-7. In each case the pattern is 
presented for the vertical and the horizontal antenna. The patterns were obtained for a 30 degree 
elevation angle. The sharp null (about 20 db down) are due to problems with the transmitter which 
caused the signal level to drop drastically at all the sites. The azimuthal pattern for these antennas 
for a circular polarized signal is expected to have very slight variation of the order of 1 to 3 db over 
the complete range of the azimuth angle. The calculated patterns show a variation of the order of 10 
to 15 db in some instances. The antenna at site 1 shows a variation with azimuth angle for both the 
horizontal antenna and the vertical antenna of about 8 db and appears to have a more acceptable 
pattern as compared to the other antennas. Sites 4 and 5 show major fluctuations in the amplitude 
level with angular variation. The antenna patterns are of course influenced by their locations and by 
structures, buildings etc. in their vicinity. Hence each of these patterns has to be analyzed individually 
with respect to its location to characterize the effect of its surrounding on the pattern. 
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SITE 1 : VERTICAL ANTENNA 
Fi gure 3-2 : Site 1 azimuthal pattern. (30 degree elevation angIe) 
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Fi  gure 3-3 : Site.:! azimuthal pattern. (30 degree elevation angle) 
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~i gure 3-4 : Site 3 admuthal pattern. (30 degree elevation an&) 
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Fi gure 3-5 : Site 4 azmuthal pattern (30 degee elevation angle) 
SUE 5: VERTICAL ANTENNA 
Fi  gure 3-6:  Site 5 a-zirnuthal pattern. (30 degree elevation m~le) 
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Figure 3-7: Site 6 azimuthal pattern. (30 degee  elevation angle) 
The elevalion pmerns of the antennas were cornput& using the data obt~ned from the radid Bights 
over the antem sites. Referring to Fiere 1-1, the Wi&t paths were f lom s t ~ n g  from site 1 to site 
4, clover leafeom 4 to 3, radial fi-om 3 to 6, a clover lea%fiom 6 to 5 and finally the radial &om 5 to 
2. All the radials passed over the central site. The elevation patterns for the central site obtained for 
the horizontal antenna are shown in Figures 4-1 to 4-3 and for the vertical antenna in Figures 4-4 to 
4-6. For each radial path the results are presented in two segments. ----> S indicates the aircraft 
approaching the site and S ----> indicates the aircraft leaving the site. The elevation pattern for a 
circularly polarized signal for these antennas is expected to be symmetric, with a 3 db beamwidth of 
about a 144 degree and a variation in amplitude of about 12 db. In our case we had the aircraft flying 
over the antenna in one direction only, i.e. the aircraft did not cross the site again in two opposite 
diiections. Instead we had three separate radial paths crossing the central site and this data was used 
to obtain complete information on the elevation pattern of the antenna. Elevation patterns for sites 
1 and 4 were also computed using the radial fiom site 1 to site 4 for the two antennas. Figures 4-7 
and 4-8 show the elevation pattern for site 1 for the horizontal and vertical antennas respectively and 
Figures 4-9 and 4-10 show the patterns for the site 4. In these cases also the sharp null in the pattern 
are due to problems with the transmitter. Sites 1 and 4 appear to have a more acceptable elevation 
angle variation as compared to the antenna at the central site. 
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Investigators have for mmy y a s  been attempting to undersmd the esmplex phenomenon of the 
eiectromagnetics of lightning. Many models have been put fofth, but due to the complex nature of 
the formation of the lightning channel many question are still left unanswered. The LDAR system 
at NASA, KSC offers a unique means and opportunity to track the lightning activity and to record 
the signal levels from the lightning sources. From a knowledge of the LDAR antenna patterns and 
using information on the signal levels of the lightning generated RF sources, it is possible to model 
the antenna pattern of the lightning source. The research reported here was undertaken with this goal 
in mind. The author was able to compute the antenna patterns for the LDAR system for vertical and 
horizontal polarization. The author proposes to continue this work with a graduate student, to 
analyze the lightning data that is already available. This continued work should lead to the 
determination of the effective radiated power of lightning sources and to the evaluation of a model 
for the antenna pattern of the lightning source. 
\ 
I .  Maier, L. , @. Lennon and T. Britt: Lightning detection md Ranging system pe&ommce 
analysis. Proceedings, Sixth Conference on Aviation Weather Systems, 75th American 
Meteorological Society's Meeting, Dallas, Texas, Jan. 1995. 
2. Lennon, C. , L. Maier: Lightning mapping system, NASA CP-3 106, Vol. II, Proceedings, 1991 
International Aerospace and Ground Conference on Lightning and Static Electricity, 1991 
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ABSTRACT 
The p s f  ~s study va to p r d e t  if su 
storage tank will destroy the thermal stratification of the 
After an extensive literaturn search, a formula for maximum critical Reynolds Number which used 
to predict the destratification of a cryogenic tank was found. Example of calculations and graphics 
to determine the mixing of fluid in the tank were presented 
SUMMARY 
I. kmula  of Critical Repolds number to gsrdicb desmfifimtow w s  shown 
2. Graphs of Reynolds number af inlet flow pipe, and critical Reynolds number versus 
different inlet pipe diameter were presented. 
3.  A sample of calculation of liquid hydrogen tank, and conclusion was given. 
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Thermal sttatification exists in cryogenic fluid in a storage when there is a temperature 
differential between fluids on the top and the bottom of the storage tank This temperature 
differential is caused by the buoyant forces resulting from the density difference between hot and 
cold fluid. Because of the buoyant forces, it is evident that some degree of stratification exist in 
almost all cryogenic storage tanks unless there is a mixing force. 
This study involved a cryogenic refrigeration subcooling systems which take liquid from the top of 
a cryogenic storage tank and passed it through a refrigerator and back into the bottom of the tank 
Figure 1 shows a schematic of piping connecting the storage tank In order to make the 
refrigeration process more efficient the system should provide as high a temperature difference 
between the cryogen at the inlet and outlet of the refrigerator as possible. Mixing of the fluid in 
the tank would lower the temperature of the cryogen going into the refrigerator and lower the 
temperature difference. This study was made to determine how to analyze the effect of subcooled 
liquid entering the bottom of the tank on thermal stratification in the tank 
RECIRCULATION 
ROW INLET VALVE 
Fig. 1 Schemaric of Cryogenic T d  Syskm 
574 
The objmt s f  this shdy was to gather applicable engdne~ng  infornabon and && md w if 
cryogen entering the bottom of a cryogenic storage tank, will cause the hot and cold liquid to mix. 
The cryogenic liquids studied were liquid oxygen and liquid hydrogen. Typical tank sizes were 
selected. 
2. CALCULATIONS 
2.1 CRlTICAL REYNOLDS NUMBER AND REYNOLDS NUMBER 
A critical Reynolds number of the inlet flow pipe was defined in reference [3] as that value where 
the buoyant force of tank liquid becomes unimportant. For a Reynolds number greater than this 
critical value, the system may be assumed to mix completely. Below this critical Reynolds 
number, the buoyant forces may be strong enough to limit the degree of mixing. The critical 
Reynolds number was given by a correlation available in reference [3]. 
The critical Reynolds number is given by 
where Re = Critical Reynolds number of inlet pipe 
Pr = Prandtl number 
D = Tank diameter 
H = Tank height 
Gr* == M d f i e d  Grashof number 
The modifid Grashof num'ber is given in reference [3] as 
where: g = Gmviafiond 
q" = Heat flux 
L = Liquid height 
k - Thermal conductivity of liquid 
v = Kinematic viscosity of liquid 
The Reynolds number is given as 
Vd Re = - 
v2 (3) 
where v = Flow velocity 
d = Inside diameter of inlet pipe 
v - Kinematic viscosity 
2.2 SAMPLE OF CALCULATION 
2.2.1 THE CRITICAL REYNOLDS NUMBER FOR LIQUID HYDROGEN 
The critical Reynolds number for liquid hydrogen is calculated from data given in Table 1. 
Ressure, temperature, and heat flux are assumed 
TABLE 1 LN2 Tank 
TABLE I (Continu&) 
576 
Idet flow rate Q 125>9-5 
p 1/R 0.006% Ell 
Density P lbmlfc3 4.758 [I] 
Specific heat CP Btullbm. R 1.6595 ill 
Dynamic viscosity CL lbmlft hr. 0.0539 [ll 
Thermal conductivity k Btu1fthr.R 0.04795 Ill 
Prandtl number Pr 1.867 r.11 
Heat flux 9" Btu/hr. ft2 14.23 
Kinematic viscosity v ft21hr. 0.01 133 C 11 
Tank liquid height L ft. 34.5 
Tank liquid volume V1 ft3 2562 
Gravitation acceleration g ft/hr2 4173 12,000 
From Equation (2) 
fr Btu 4. 173(lo8) (6.256)(10)-3 (i) (34.51~ fr4(14.23) 
gSL4q" Gr*=- -  
Btu kv2 4.795(10)-2 ( ( 1 .  133)(10)4)1 
hr.fr.R hr2 
From Equation (1) 
Re (Critical Reynolds number) = 1.0256 x lo6 
(for the selweed with 5. 10 fC =L 37-75 ft zmd L --- 34-5 ft-1 
2-2-2 oms oms 
The calculation for Critiwl Reynolds number and Reynolds numbers at different inlet pipe 
dimekm are shown in the Appndix xcfion. 
3. RESULTS AND CONCLUSION 
3.1 RESULTS 
The Critical Reynolds number and Reynolds number for both liquid hydrogen and liquid oxygen 
are calculated by using the Microsoft Excel spreadsheet are completed (see Appendix). Graphs of 
critical Reynolds number and Reynolds number versus inlet pipe diameter for both LH2 and LO2 
are shown in Fig. 2 and Fig. 3. 
0 1 2 3  4 5 6 7 8 9 1 0 1 1 1 2  
INSIDE DIAMETER OF INLET PIPE (IN-) 
Fig. 2 Liquid Hydrogen Tank Mixing Curve 
Fig. 3 Liquid Oxygen Tank Mixing Curve 
3 -2 CONCLUSION 
In mnclusicwt, fom Fig. 2, it i nd i am &a( for liquid hydrogen taurk an inlet pipe & m e w  of abu t  
1.8 in. s%. l a ,  the fluid elil b v e  a ample& mkix. Dimekr of %]he idd p i p  m k r  &e 1.8 in 
will be large enough to prevent 
Fig. 3 indicates that for liquid oxygen tank an inlet pipe diameter of about 4 in. or less, the tank 
fluid will have a complete mix. Diameter of the inlet pipe greater the 4 in. will prevent complete 
mixing. 
The dimensions of the selected hydrogen tank are D = 10 ft., H = 37.75 ft., and L = 34.5 ft. 
The pressure and temperature at the tank inlet were assumed to be 25 psia and 27 R respectively. 
The dimensions of the selected oxygen tank are D = 10 ft. , H = 23.83 f t  , and L = 21.22 ft. 
The pressure and temperature at the tank inlet were assumed to be 35 psia and 141 R respectively. 
Results shown in this report are used as a guide to place a reasonable prediction only. 
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APPENDIX 
CALCULATION OF MODIFIED GRASHOF NUMBER 
CALCULATION OF CRITICAL REYNOLDS NUMBER 
Formula: 
TABLE 1 LIQUID HYDROGEN TANK 
Term SvmboI Unit Value Reference 
Pressure P psia 35 
Outlet temperature To R 27 
Tank diameter D ft. 10 
Tank height H ft. 37.75 
~ a n k  volume V cu f t  2669 
Inside dia of inlet pipe. d ft. 0.5 
Inlet flow rate Q cu ft.1h.r. 1299.5 
Thermal expansion 
coefficient $ 1R 0.006256 ill 
Density P lbrn/cu f t  4.758 111 
Specific heat CP BtuAbm. R 1.6595 111 
Dynamic viscusity CL lbmtft. hr. 0.0539 [I] 
Thermal conductivity k B tu1ft.hr.R 0.04795 [I] 
Prandtl number Pr 1.867 111 
Heat flux q" Btu/hr. sq ft. 14.23 
v sq fth.r.  0.01 133 [I] 
Tank liquid height L f t  34.5 
Tank liqkd vdurne ~r CU ft %2 
f4 PLlsq hp. 41'7% 12,aK) 
LH2 Tank 
Modified Grashof number 
Gr* == 8.548 x l 0 l 8  
Critical Reynolds number of the LW2 tank 
with selected D, H, and L 
Re = 1.0256 x lo6 
Data for curve in Fip. 2 
Inside Pipe 
~iarneter 
(in.) Area (sq ft.) velocity (fds) Reynolds No. Critical Re No. 
1 5.45E-03 6.62E+01 1.75E+06 1.03E+06 
TmLE 2 LIQIJglI) OXYGEN T A M  
Term 
Pressure 
Outlet temperature 
Tank diameter 
Tank height 
Tank volume 
Inside dia of inlet pipe 
Tank inlet flow rate 
Thermal expansion 
coefficient 
Density 
Specific heat 
Dynamic viscosity 
Thermal conductivity 
Prandtl number 
Heat flux 
Kinematic viscosity 
Tank liquid height 
Tank liquid volume 
Gravitation acceleration 
ft. 
ft. 
cu ft. 
ft. 
Ibm/cu ft. 
Btu/lbm. R. 
lbm-lft. hr. 0.687 [a 
B tu1f~hr.R. 0.09685 P I  
2.837 221 
Btu1hr.q ft. 29.681 
Sq ft./hr. 0.00916 121 
ft. 21.215 
Cu ft. 1525.44 
ft./sq hr 4173 12,000 
LO2 Tank 
Modified Grashof number 
Gr* =: 6.691 x 10 17 
Critical Reynolds number of LO2 tank 
with selected B, H, and L 
Inside Pipe 
Diarneler 
(in.) Area (sq fl.1 
1 5.4%-03 
2 2.18E-02 
3 4.9 1 E-02 
4 a 8.73E-02 
5 1.36E-0 1 
6 1 . % L O  1 
7 2.67E-0 1 
8 3.49E-0 1 
9 4.42E-0 1 
10 5.45E-0 1 
11 6.GOE-0 1 
12 7.85E-01 
Velocity fL./s 
5.23E+O 1 
1.3 1E+01 
5.8 1 E+OO 
3.27E+OO 
2.09E+OO 
1.45E+OO 
1.07E+OO 
8.17E-01 
6.46E-0 1 
5.23 E-0 1 
4.32E-0 1 
3.63E-01 
Reynolds No. 
1.7 1 E+06 
8.56E+05 
5.7 1 E+05 
4.28E+05 
3.43 E+05 
2.85E+05 
2.45E+05 
2.14E+05 
1.90E+05 
1.71E+05 
1.56E+05 
1.43 E+05 
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4 
ON 
Development of advmced s o h s e  system for launch suppofi h bbeen m ongoiarg mfe a 
Kennedy Space Center for a number of yms. One launch suppod system which b rmeivd 
much attention in recent years is the lodi~fg of liquid sqgen LO, and liquid hydrogen LEI2 prior 
to launch. Two examples of software which have focused on this particular system is the 
Knowledge-based Autonomous Test Engineer (KATE) developed by Boeing/rNET personnel and 
the Propulsion Advisory Tool (PAT) developed by Rocbell. The loading of LO, and LH, are 
very complex physical systems which have several phases of operation. In addition 
instrumentation aboard the orbiter and ET is limited due to weight constraints. This makes the 
task of developing s o h a r e  to analyze these systems for fault detection and diagnosis diEcult. 
The focus of the ten week fellowship has been to demonstrate the development of a robust model 
for prediction of physical measurements associated with LO, loading. More specifically the 
model was focused on the flow of LO, through the orbiter and into the external tank. The 
development of the prototype model was accomplished with the block diagram simulation 
language known as VisSim. This report outlines the development effort and presents the results of 
several simulations. A discussion of how this model can be enhanced and ultimately integrated 
into existing software such as KATE and PAT is also given. 
THE PHYSICAL PROCESS 
As previously mentioned this work focused on the loading of liquid oxygen into the external tank 
of the space shuttle prior to launch. Figure 1 gives a process flow and instrumentation diagram for 
the LO, loading system. Because mass aboard the shuttle must be minimized in order to 
maximize the payload transported into orbit, instrumentation which may be desirable on the LO, 
system for diagnostics (e.g. flow sensors) is limited. This makes the accurate prediction of system 
variables such as pressure, temperature and flow desirable. 
In order to accurately model the physical system the variability in the operating regimes must be 
accounted for. There are several stages associated with normal LO, loading and additional 
abnormal conditions. The possible ope conditions for LO, and typical count down times 
associated with them are as follows: 
Pump Suction L i e  Chilldown (T-8:00 to T-6:30) 
LO, Transfer Line Chilldown (T-6:30 to T-550) 
LO, Orbiter MPS Chilldown (T-550 to T-5:30) 
Slow Fill ET to 2% (T-5:30 to T-5:15) 
Fast Fill ET to 98% (T-5: 15 to T-3:25) 
Topping o%ET lo 100% (T-3:25 to T-3:20) 
Auto Replerush (T-3:2Q to Prdaunch) 
Stop Flow (Abnomd) 
Revert Flow (Abnsmd) 
Figure 1 LOi, Loading Process Flow & Instrumentation Diagram 
%&e chilf d o w  pepiods w ~ e k  we used to condition Vslena the Eqkd 6%ye,ge% afe 
all plawes in terns of msdeI devels b e  L&ZTs mmes 
fer h e s  and other components, c a m  an8 ~ h m e  flow is 
encountered. As the LO, loading proceeds, the process approaches a thermal steady stlte and the 
flow through the transfer is only in the liquid state. Once the External (ET) is filled, 
only the mass of LO, vap m the heat gafied through the wails of the 
replenished. 
As with any physical system which involves the transport of mass and energy, the principals of 
conservation apply. A conservation of mass equation for the LO, ET can be written as: 
where : 
p = the dens@ of 0 2  
A = the cross sectional area of fhe ET (1) 
h = the level of LO2 
'Fly u = the flow of LO2 through the 17" inlet 
FgW = fhe $?ow of gasew 0 2  ouf fhe ET vent 
Due to the geometry of the LO, ET the cross sectional area changes as a knction of liquid height 
and thus must be accounted for. For the conditions modeled 0.e. fast fill through replenish) the 
liquid density of the 0, can be assumed constant. In general this is not the case however and 
hence changes in liquid density would need to be accounted for during non isothermal loading 
phases (e.g. chill down) The flow of a fluid in a pipe between two points a and b is proportional 
to the square root of the pressure diierence. Thus flow terms in the above equation are defined 
by the equation: 
F = a(hp)OS 
a = a jlow coeBcierrt (LzrlZnttmce ) (2) 
AP = the p p e w  drerenfial for fhe section of pip cotr~~~derred 
For the orbiter section of Figure 1 the flow of liquid oxygen through the orbiter during normal 
operation can be described by the equation: 
In words this continuity equation states that there is no accumulation of liquid in the pipe (i.e. a 
full pipe) and that the flow into tGs senion through PV9 equals the total flow out of the section 
through the en&e valves PV1, PVZ and PV3 and through the 17" discomen valve PDI. This 
equation assumes that the Bow is incompressible which is valid for liquid oxygen. 
42ae &ow s q ~ l i ~ ~ o m  we the kndmental Btssis for the development of h e  gsredidve msdek. me 
procduge ofmodd development wm baed laa~ly an Isa&mg dab Erarn shu.lfle Iwnckes STS58 
and STS55. Bo& ofthese used the Golurnbia ohiter md in dditiopn usd  h e  
pad and moble lmnch platfom. %his w a  deskhle &om a model building s ~ d p o i n t  in order to 
compare the model a g h s t  me independent launches wkrile reduchg the rnpneeasljlnfgp in the 
physical system. 
It should be noted that the system model differs from the actual process in that the engine bleed 
flows are assumed to branch out fiom the orbiter inlet as opposed to in the manifold where they 
actually branch. Although the manifold pressure was calculated fiom the differential pressure 
between the ullage and manifold pressures (discussed below) and evaluated for flow prediction, it 
was not used in the final model. This is due to the fact that the orbiter inlet to 17" disconnect 
pressure drops gave better model predictions for the flow F,, given in equation 2. 
THE SIMULATION TOOL 
VisSim is a block diagram simulation language which can be used to solve both differential and 
algebraic equations. Modeling equations which describe a physical system are transformed into a 
block diagram which is numerically solved as a hnction of time. A graphical interface is provided 
with pull down menus which allow blocks to be selected and wired together with the use of a 
mouse. This greatly aides the model building effort in that no program compilation and code 
debugging is required. In addition, the hierarchal design of the system allows changes to the 
system model to be readily accomplished. 
Other features of VisSim include the use of predefined fbnctions (blocks) which can access other 
functions or procedures written in C or FORTRAN through user blocks. It also has the capability 
for Dynamic Data Exchange @DE) with other applications through DDE blocks. In addition a 
separate C-code generator and a real time data acquisition package are available as an add on 
package. Price information for both PC versions and UNM: versions are provided in Appendix A 
MODEL DEVELOPMENT 
As previously stated the model building procedure was based heavily on recorded sensor data. 
Some effort was required to obtain data in the form required by VisSim. Historical flight data 
which has been recorded and stored on compact disk is readily available. The PC GOAL program 
which was developed at KSC was used to play back this recorded data and broadcast it over a 
network In order to use the data, it fist had to be conditioned by recording it to an ASCE file 
using K A E  in the f o m  provided by PCGOAL. A P program was then run which could take 
the recorded file and generare a new ASCE fiIe which could then be read direerly into VisSirn. 
Figre 2 dves the top level of the ~erapchd model devetoped d"ar rEs work E x h  of the blocks 
gvew in fie Figre represents a combination of addition$ blocks wkch descibe the i n d i ~ d u d  top 
level component. ng: urire csmectors md mows simply represent the flow of "lomation being 
parssed bemeen IndiGQuzll block. To ex&ne m y  of the $loch at the top level present& in 
Fipre 2, elre meuse mrsor is moved to that block a d  a double click of the: Iefi bu#on is 
per%smed. At my level addidond "wornpound blocks" may Be presed md a g h  aeeessed by the 
e procedure. Each of the block at the top level d be discussed below dong ~ t h  how ir fits 
into the model bu2dmg development. 
Figure 2 Top Level Block Diagram 
The Source Data Block 
This block as the name indicates provides the pro access to the recorded Bight data. Figure 3 
gives the block structure for the STSSO data The data blocks are considered signal providers in 
%s~irn nomenclature and the blocks at this level contain the names of the data files being 
. The ullage pressure block is simply another compound block which averages the 4 
rea&ngs from another dm file and provides the output back to the top level. Each 
of the sensor values which are being read &om the files is also given and is simply a label in 
VisSim nornencla~e. Nso included in this level as well as other level is a scalar to vector block 
whch bundles dl the indi~dud vsires (sealas) into a sh@e .\wihe (vecror). 
9 
Filter Inlet Pres~ure 
Skid Inlet Pressun: 
M P S  El Inlet Pressure 
MPS E2 Inlet Pressure 
MPS E3 Inlet Pressure 
Man - ET Ullage Delta P 
17" Disc. Pressure 
Pump Discharge Pressure 
Pump Inlet Pressure 
Bypass Pressure 
Drain Line Pressure 
Storage Tank Ullage Pressure 
Replenish Flow 
Pump Flow 
Figure 3 Source Data Block Diagram 
The Elevation Adjushnent Block 
This block which is shown in Figure 4 compensates for the fact that the pressure sensors are 
located at dierent elevations. For a static fluid standing in a vertical pipe, the pressure at the 
bottom of the pipe will be greater than that at the top of the pipe due to the force exerted by the 
fluid itself. Hence to use the relationship given in equation 2, the elevation difference must be 
compensated for. The 17" disconnect devation is used as the zero point to account for elevation 
FdEerencm in the shitu -ion. The values given in the collstant blocks (5.843, 3.746, etc) 
which are the elevation corrmions in terns of psia (Liquid density of 71 ibip), are subtracted 
fom h e  h & ~ d u d  sensor vdues. The vvdres are both ltrmbundled with a v a o r  to seala black md 
rebundled &er the coneaiora vvlth a scdar to vmor  block. 
Orbiter in Pramre Din. 
From Elmtion Change 
RcPerenm = 17" Disc. I i 
S S M  1 Pressure BiCTsrence 
From Elwatton Change 
Rcfenna = 17" Disc. 
efcrcnce = 17' Disc. 
Orbiter Inlet Adjusted Pressure 
SSME 3 Pressure Difirence SSME # 1 Adjusted Prrssun 
From Elaation Change SSME 112 Adjuslcd P n s ~ n  
Rcferencz = 17" Disc. SSME 53 Adjusted Pressure 
17' Disc. PRssurr (rcfmnce) 
Man. ET Ullage Delta P (@ rdpt)  
Amage ET Ullage Pressure 
Pump Disch Adjusted P r e m ~ c  
Bypass Rrs. 
Pun~p Prasure DiK a-j 
From Elevation Change 
Figure 4 Elevation Adjustment Block Diagram 
Delta Pressure Calculations Btock 
This block which is given in Figure 5 calculates the differential pressures between points of 
interest (i.e. those in which flow is to be determined).There are 6 separate compound blocks 
within this block. A typical subblock within this level is given in Figure 6. In this subblock the 
differential pressure between the orbiter inlet and 17" disconnect is calculated and filtered Gith a 
low pass filter. Filters are used in many of the blocks and subblocks throughout the model to 
noise in the input data. The variable filt is defined under the top level Physical 
/ Conversions block and when used in conjunction with the merge block allows the 
filtered differential pressure to be passed through whenever the simulation time is gr 
Initially however, the unfiltered daa is passed through. Using this logic avoids the d 
dynamic effec$s associated with atering if there are no previous values to from in the input 
data (i-e. the initial pressure would be set to zen, instead of the mearured pressure) The block 
D s q e  which is coflt&id -is.Tthin the subblock, is &so used thoughout the p r o g m  md insures 
that a square root of a negative number is not taken by g the absolute vdue p ~ o r  to the 
r r m f o m a ~ o n .  X the idek pressure were to be less t h  the outlet pressure, the flow would be 
revened and a negative v&e would be rehlmed from the block. 
- 

The other subblocks in Figure 5 consist o f  one block for each of the engine bleed &Berentid 
pressure% the calculated dserential bemeen the pump discharge pressure and the storage 
r&rmlation h e  m d  Ibe cdculation of rhe manifold pressure. %tre manifold pressure bhc  
ther bios;h shce the m d o l d  preswe is a &Berentid pressure rnmwement 
Id and the ullage pressure. Here the result is obtained by adding the ullage 
pressure and the barometric pressure (assumed 14.7 psia) to the delta P. Also within the block is a 
rough estimation of ET level since the differential pressure between the m d o l d  and ullage is 
proportional to the level of LO,. 
The engine pressures for SSME #2 and SSME #3 are W h e r  corrected for offsets which are 
introduced into the measurement. These offsets were determined from the loading data so that 
the corrected inlet pressures for the engines were approximately equal. (i.e. as they should be) 
The pump discharge to storage circulation is essentially identical to the level given in Figure 6.  
Figure 7 n e  Punap Mass Balance Block Diagram 
The Pump M s s  Balance Block 
f i s  Mock wkch is @ven in Fi'irgure 7 a e s  the hput flow rae as ara hput and filtebs: it in the 
er that w a  discussed under the DeIb Pressure Calculations Block A mass balarnce is 
&en pedomed by submethg the rewcle flow reamed to h e  s towe  t d .  m s  flow is 
the square root of the dierentid pressure between the pump pressure and 
the recirculation pressure calculated from the Delta Pressure Calculations Block and multiplying 
by an admittance value for this line. The admittance can have one of two values depending on 
whether or not valve A196 (see Figure 1) is opened or closed. As seen in Figure 7, logic is 
included in the block which examines discrete inputs fiom a data f2e (gvl50.out) and when the 
A196 valve is opened (during topping) a higher admittance value is used to reflect the reduction 
in resistance in the recirculating line. A plot is also included in this level showing the total flow 
going to the orbiter1ET once the by pass flow is subtracted. Also included on the plot is the 
replenish flow. During the replenish model these flows should be equal and this fact was used to 
determine the admittance value for the recirculating line. 
External Tank Mass Balance Block 
This block which is presented in Figure 8 contains the core of the model prediction calculations. 
The flow rate of LO, to the ET as calculated fiom the mass balance discussed in the 
aforementioned block after subtracting the flow to the engine bleeds (performed in the Flow 
Predictions block) is input into the system The square root of the pressure drop between the 
orbiter inlet and 17" disconnect output as shown in Figure 6 is also input and then multiplied by 
the admittance for this section to also get the flow of LO, to the ET. Both of these quantities 
which should be equal, are converted to mass units and then adjusted for the amount of mass 
flowing Erom the ET vent valve (if any). The subblock #Moles / ET ullage Volume uses the data 
for ullage pressure and ullage temperature along with the ideal gas law: 
where : 
n = Ib-moles of w e n  
T = temperature (Rankine ) 
P = pressure @sia ) 
Ib-mole psia R = gas c o w m t  (10.73 ) 
P3 R 
to calculate the molar volume of gaseous oxygen. The mass flow of gaseous oxygen from the vent 
valve is then dete d by multiplying the output tiom the subblock Wmol T Ullage Volume 
by the molecular weighr of oxygen (32) and the volumetric flow rate of gaseous oxygen. 
ed by the Et vent valve admi#mce md the squae root of the etvent to amospheric 
pP"mrre drop) 
Figure 8 External Tank Mass Balance Block Diagram 
The net LO, flow into the ET is then determined by dividing by the density of LO, and the cross 
sectional area of the ET. (i.e. a rearrangement of equation 1) The resulting value, which 
represents the derivative dh/dt is then numerically integrated over time to produce the LO, level in 
the ET. An additional integrator provides the cumulative volume of LO, in the ET. This value is 
fed to the subblock #moles/ET Ullage Volume and subtracted fiom the total volume of the tank 
in that block in order to calculate the ullage volume. 
The cross sectional area of the tank is determined in the subblock ET X sectional Area vs 
Height This subblock consists of a couple of lookup tables using the VisSirn Map block Once 
the current height is passed to the subblock the approximate area is determined &om one these 
two data tables (depending on the height) as the Map block employs linear interpolation between 
the h o r n  values. 
The tables which are contained in the subblock ET X sectional Area vs Height are found in the 
data iiies erareal .dat and etarea2.dat. These files were generated fiorn a sepwate "SlsSim progrm 
as illustrated in Figure 9. The bottom section of the ET is an ellipse and the equation is given in Et 
docunaen~gion as: 
x = the rdus  of the tPnR at casy poi& y 
Y =the below tlze 124 -125 level (i.e. y = 124 -125 = lcmk bottom ) 
The ellipse describes the geometry of the ET from the bottom of the tank to a height of 124.125 
inches. From this point to 220.855 inches the tank radius is approximately constant at 165.5 
inches. From 220.855 to the tank top are the ogive sections. An exact equation could not be 
found for the ogive and a series of equations between discrete points were used based on a conic 
fiustrum approximation. The conic frustrum assumes a iinear change in radius for a given section. 
(i.e. where the radius is known at the two end points of the section) In reality there is slight 
curvature over the entire ogive and thus the more sections in which the ogive is divided the more 
accurate the approximations. The subbiocks in Figure 9 perform the conic fiustrum 
approximations between the discrete points as indicated by the subbiock titles. 
Figure 9 ET X sectional Area vs Height Program Bloek 
Other BBoeb 
The R s w  Prediction, P r ~ s u r e  Prediction, Mise. PHs& and ILeveWsliunanc: Prediction Block 
all provide the graphical results of the simulations. These results are provided and discussed in the 
next section of this report. The Admittance Values and Physical Constants /Conversions 
Blocks are self explanatory. 
S-TION RESULTS 
The primary method for determining unknown admittances in the LO, loading system was to 
iterate on system values until the discrete level sensors in the ET (i.e. 5%, 98%, loo-% and 
100%) closely agreed with the actual launch data. For STSSO the predicted level in the tank 
agreed very closely with actual level at the times when the appropriate sensor levels were reached. 
For STS55 the predicted level was slightly low relative to the data and indicates that some 
difference exist between LO, loading for these flights. 
Figure 10 gives the simulation results of how the LO, in the ET changes with time for STSSO. 
The level can be seen to rise continuously until the replenish mode is activated at which time the 
level is maintained relatively constant. It should be noted that even though there is essentially no 
change in the level at replenish, the numerical integration is still being performed during this phase 
and thus indicated that flow in to the ET equals flow out of the ET. 
The prediction of the flow rate through the 17" disconnect going to the ET is presented in Figure 
11 for flight STS 50. As previously discussed, this flow is predicted by both a mass balance and a 
pressure drop admittance calculation. The mass balance approach gives the more reliable results 
and was used to determine the LO, level in the ET presented in Figure 10. The flow calculation 
using the pressure differential is very noisy and provides very erratic results including reverted 
flow during the replenish phase as evidenced in Figure 1 1. 
The prediction of flow for STS 50 through the engine bleeds is presented in Figure 12. The 
admittance on these predictions was adjusted so the flows would fall in between the 18 - 20 gpm 
range which is thought to be a close estimate. 
The prediction of corrected pressure values for the orbiter inlet, 17" disconnect and engine 
s for STS 50 is given in Figures 13, 14 and 15 respe y. Figures 16, 17, and 18 are 
pressure predictions for the STS 55 flight using th admitace values. It can be 
observed rhat the and predided values for borh flig in a similar fahion thus 
validaging the mo elopd. Figure 19 @ves the Bow m e  through the 17" disconnect going to 
the E'T for- STS 55. It em be observed that besides predicting a lower level than amally achieved 
reco ng the need for additiond data evaluation. 
Time c s s )  
Figure 10 Simulated ET LO2 Level Vs. Time (STSSO) 
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Figure 14 Predicted Vs. Actual 17" Disconnect Pressure (STSSO) 
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Figure 16 Predicted Vs. Actual Orbiter Inlet Pressure (STS55) 
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Figure 19 Predicted LO, Flow b t e s  to ET (STS55) 
VisSh can dso be used to det& faufts G t h  the qstem by obse g the &Serema bemeen 
the a m d  and prediaed values and detefining whe&er or not they are vvithin nomd tolermces. 
To c o d m  that the prediaed md arcfind vdues would result in discrepancies if a fault entered Ihe 
process a single point failure was simulated. The results which are shown in Figures 20,21 afld 22 
show that the predictive values no longer agree with the actual values at approximately 7300 
seconds into the simulation. At this point a false signal was sent to the program that the 
recirculation valve had opened. As a consequence the admittance was changed on this section of 
pipe by the program resulting an error in the mass balance when compared to the true process. 
This error is propagated through the pressure measurements also as evidenced by the plots. When 
the valve is actually opened at approximately 7650 seconds the predicted and actual 
measurements agree again. 
CONCLUSIONS & RECOMMENDATIONS 
The use of VisSim has been shown to be a usefbl tool for robust and rapid model building of a 
complex process. The development effort put forth this summer was severely constrained, due to 
the fact that a personal version of VisSim was employed instead of the upgraded professional 
version. The personal version is limited in the number of blocks which can be used in the model 
whereas the professional version has no such constraint. The block limitation became a frequent 
source of model redesign in order to work within the constraint and thus hampered the 
development effort. 
t 
While the model building effort needs to be extended to cover additional loading regimes and 
thermal predictions, the current model can serve as the building block for this effort. A 
professional version of VisSim should be procured before substantial enhancements of the model 
can be achieved. Additional loadings should also be investigated to determine the effects (if any) 
of the launch pad, mobile launch platform and orbiter on the predictive models. If differences 
were encountered as might be expected the model could be adapted (tuned) for each individual 
launch. 
To incorporate the model into an existing s o b a r e  package such as KATE or PAT a mechanism 
would need to be set up which could link the VisSim application to the existing pro 
supports dynamic data exchange and hence may be able to be run in parallel with the existing 
application. In this manner, pertinent loading data would be passed to the VisSim Environment 
and the predicted values could either be passed back to the native application or faults could be 
detected within = s S h  and information only passed back when faults occur. If the two processes 
could not operate in parallel two other options exist; either the model could be encoded into the 
ianguage native to bhe p ~ i c u l a r  application or a C e d e  generator Lror aSlsSim could be 
purchaed. The C-code generator would be the more desirable approach as it generates C source 
code but dews model development to be pe~owraesf ushg the grapEcd block d i a g m  
envieomem. 
Figure 20 Failure Induced Predictive Error for the Orbiter Inlet Pressure (STS55) 
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Figure 22 Failure Induced Predictive Error for the LO, Flow Rates to ET (STSSI )  
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ABSTRACT 
This report summarizes the author's summer 1995 work at NASA Kennedy Space Center in the Advanced Systems 
Division. The assignment was path planning for the Payload Inspection and Processing System (PIPS). PIPS is an 
automated system, programmed off-line for inspection of Space Shuttle payloads after integration and prior to 
launch. PIPS features a hyper-redundant 18dof serpentine truss manipulator capable of snake-like motions to 
avoid obstacles. The path planning problem was divided into two segments: 1) Determining an obstacle-free 
trajectory for the inspection camera at the manipulator tip to follow; and 2) Development of a follow-the-leader 
(FTL) algorithm which ensures whole-arm collision avoidance by forcing ensuing links to follow the same tip 
trajectory. 
The summer 1995 work focused on the FIZ algorithm. This report summarizes development, 
implementation, testing, and graphical demonstration of the FTL algorithm for prototype PIPS hardware. The 
method and code was developed in a modular manner so the final PIPS hardware may use them with minimal 
- changes. The FIZ algorithm was implemented using MATLAB software and demonstrated with a high-fidelity 
IGRIP model. The author also supported implementation of the algorithm in Ci-t for hardware control. 
The FTL algorithm proved to be successful and robust in graphical simulation. The author intends to 
return to the project in summer 1996 to implement path planning for PIPS. 
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6 . 4  BACKGROUND 
Inspection of Space Shuttle payloads after integration and prior to launch is essential for launch and mission safety. 
Currently, this inspection is completed by humans, which is dangerous, costly, labor-intensive, and not versatile in 
the cluttered and sensitive Shuttle bay environment. With shrinking budgets, development of efficient, labor 
saving methods are warranted. Therefore, the Advanced Systems Division at NASA K e ~ e d y  Space Center (KSC) 
is developing an automated tool, the Payload Inspection & Processing System (PIPS), for prelaunch inspection and 
light tasks in the Space Shuttle bay [1],[2j. Figure I shows the design concept for PIPS. This unique device 
features a hyper-redundant serpentine tntss manipulator ( S T M )  for canying a camera along obstacle-& 
trajectories to required goal points for inspection. The prototype PIPS hardware (built by Foster-Miller, Inc. 13) 
and modified by NASA) has eighteen degrees-of-freedom. The development of PIPS hardware for use at either 
lauchpad Payload Changeout Room (PCR) is underway. NASA is also interested in serpentine manipulators for 
in-space construction [4] and in-space inspection tasks [5] .  
Figure 1.1 PIPS Conceptual Design 
1.2 THE PATH PLANNING PROBLEM 
PIPS is an automated system which will be programmed off-line. Path planning is critical for PIPS to avoid 
contact in the cluttered Shuttle payload environment. The robotics literature is rich with path planning and 
obstacle avoidance techniques (e.g. [6j, (71, IS] ,  [9]). Path planning for this project is divided Inio 'iwo phases: 1) 
Betemlinat~on of collision-free manipulator tip trajectories to reach required goal poinrs. 2) Development and 
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2.4 MODIFIED FOSTER-MILLER HARDWARE 
Prototype PIPS hardware was built for NASA by Foster-Miller, Inc. The original hardware consisted of a motion 
base and serpentine truss manipulator (STM), with eight degrees-of-freedom (dof) [3]. Two "dummy boxesn and 
seveml static members were included in place of planned actuators. NASA has modifled the original hardware 
significantly to give the prototype good serpentine capability. The "dummy boxes" and static members were 
replaced with active elements to give the system eighteendof. 
The motion base has two-dof, a ball-screw track (prismatic joint) plus a pitch joint (crane joint). The 
kinematic diagram for the motion base is shown in Fig. 2.1. The primatic joint variable is d, and the pitch joint 
angle is 8,. Frame (0) is the base coordinate frame for the system. Frame (3) is aligned 45" with respect to the 
ball-screw track. Fig. 2.1 also shows the attachment and first two segments of the STM. Figure 2.1 shows the zero 
position for 8, ; nominal follow-the-leader trajectories have 8, = -90'. 
Figure 2.1 Motion Base for Prololype STM 
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Figure 2.2 Prototype STM 
Figure 2.3 shows the kinematic diagram for the STM. Views A and B are "flattened" about the spine. 
There are sixteen linear actuators 4, L, ,..., L,, , controlling the angles 8,,8,, ..., dl, about axes &,Z, ,..., Z1, .
All X axes are along the spine. Figure 4 presents the zero position for all STM angles. The linear actuator to 
angular motion relationship is not as simple as shown in Fig. 2.3. The detailed geometry is documented in [3]. 
The Foster-Miller "Box" notation is given. This shows that the taper along the arm is discrete (three large boxes, 
three medium boxes, and two small boxes). An alternate "Segment" numbering for the STM modules is 
introduced in this report for generality, as shown. The Spine Points i are the origins of coordinate frames ti). 
Spine Point 3 is attached to the motion base, and Spine Point 18 is associated with the last moving joint. The DH 
link lengths are given for each segment i, where S, is the major length and A, is the joint o&t. Each joint pair 
- bridging segment pairs is an offset universal joint. The module lengths Qi are discussed in Section HI. 
2.2 FORWARD KINEMATICS TRANSFORMATIONS 
The standard forward kinematics transformation calculates the position and orientation (pose) of the manipulator 
tip coordinate frame relative to the manipulator base given the joint variables and manipulator geometry. In this 
report, the motion base and STM are taken to be one eighteendof manipulator. The Denavit-Haftenberg 
parameters (Craig convention, [ I l l )  describing the kinematic geometry are given in Appendix A. These 
parameters are substituted into the following equation to yield the homogeneous tranformation matrices relative 
neighboring fi-ames [ I  I]. 
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I I I .  FOLLOW-THE-LEABEW ALGORITHM 
3.1 G E N E M L  FOLLOW-THE-LW14ER ALGORITHM 
A general, modular follow-the-leader ) a l g o r i h  for hyper-redundant serpentine pulators was &ego@ 
and implemented in computer simulation. It was used to simulate FTL motion for the prototype PIPS 
Given an obstacle-free trajectory for the manipulator tip, the FTL algorithm ensures obstacle-free motion for the 
entire manipulator by forcing ensuing links to follow the tip link. 
The developed FTL algorithm is based on an extension of the method in (31. In that work, the serpentine 
manipulator had fewer freedoms; the algorithm has been extended to include serpentine motion for each 
manipulator segment and a general treatment for the motion base. The current algorithm is adaptable to different 
manipulator and motion base kinematics with a minimum of code changes. 
The FTL algorithm moves the manipulator tip along the given trajectory from the start to the end. The 
trajectory is described by a set ofXYZ points, a piecewise linear discretization of the continuous trajectory. There 
is no limitation on the trajectory discretization compared to the size of segment lengths. The FTL algorithm 
controls the locations of spine points along the manipulator. A minimum of three dof are necessary in the motion 
base to place the base-most spine point at general 3D points. The motion base is used to feed the STM into the 
trajectory. Two dof are required to position one point relative to another along the given trajectory and separated 
by a fixed link distance. If the STM is composed of true universal joints (no offset between the orthogonal joint 
pairs) every spine point can be placed on the trajectory. For general STMs consisting of offset revolute joints, only 
every other spine point can be placed on the trajectory. The FZZ algorithm controls only the STM spine; therefore, 
the path planning algorithm must provide trajectories with sufficient clearance to allow collision-free motion 
considering the manipulator dimensions about the spine. 
To place the STM tip at a given trajectory point, FTL performs two steps: 1) The manipulator is shaped 
to the trajectory from tip to base. The tip is placed on the current trajectory point and in-board spine point 
locations are calculated by intersecting the manipulator segment link sphere with the appropriate trajectory 
straight-line segment. Each solution becomes the sphere center for the next link. The process continues until the 
base-most spine point is placed on the trajectory. For this purpose, the trajectory is appended with the straight line 
from the fixed base to the first trajectory point. 2) Inverse position kinematics then calculates the required joint 
- values, from the base to the tip. 
For zero-offset STMs the above steps are sufficient. However, for STMs with joint offsets, the link sphere 
radii are not fixed but fiinctions of the intermediate joint angles. Therefore, steps 1) and 2) must be performed 
iteratively (the process starts with an average value for link radii) until the position errors between the desired 
spine points on the trajectory and the actual spine points achieved by inverse kinematics are smciently small. 
This process is repeated for each point on the trajectory. At each step, the joint values are saved. Smooth 
serpentine motion may be obtained by providing a fine trajectory discretization. For operation, the off-line joint 
values are downloaded to the real-time STM controller. Retraction of the STM along the same obstacle-he 
trajectory is accomplished by reversing the joint values array. 
Figure 3.1 gives a flow chart for the FTL process. The inner iteration loop drives the spine points error to 
a userdefined tolerance, with a maximum number of iterations. The outer loop drives the tip along the trajectory. 
The following sections present the detailed FTL algorithm for the prototype PIPS hardware. However, the 
development is modular so that only specific manipulator kinematics and spine points must be changed for 
different STMs. FTZ derivations are presented for trajectory generation, fitting the manipulator to the trajectory, 
and inverse kinematics solutions. The F1Z discussion concludes with presentation of simulated results. 
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Figure 3.1 Follow-the-Leader Flowchart 
3.2 TRAJECTORY GENERATION 
This step will eventually be accomplished with a path planning algorithm. Currently, an obstacle-free trajectory 
for the manipulator tip is determined manually and discretized by computer. Four trajectories were developed to 
demonstrate the FTL algorithm. These were developed relative to a shuttle pallet and generic cylindrical payload 
to display varied motion. 
The laboratory hardware is currently arranged so the prismatic joint is vertical, as shown in Figure 2.1. 
This should be changed so that the prismatic joint is horizontal, feeding the STM into a vertical Shuttie bay pallet. 
For this case, the motion base crane joint value would be 8, = -90" so that the STM is aligned with the prismatic 
joint direction. The home position for the STM is the minimum d, , with 8, = 8, =...= 4, = 0 .  The trajectory 
must start at the manipulator tip in this home position. The middle and end trajectory points must be reachable 
subject to joint limits. 
3.3 FIT STM TO TRAJECTORY 
This section presents the first basic FTL component, fitting the hyper-redundant manipulator to the given 
trajectory. The method is general and will be applied to the specific hardware in Section 11. 
3.3.1 SPINE POINTS 
Given an S'FW/I to control in FPZ mode, the first step is to determine which pints to conuol as the spine points. 
Sin= three dsf are required to position a point independently in 3D space, the first serpentine joint, 0,,  is 
mmbind wlihk If ie mofion bxe  variabls, d,  and 8, in order to p s i ~ o n  the %iM wine p i n t  4. Spine pbt i is 
the o ~ & n  of mrdinate fmme ti). Sin@ E:o dof are rqui rd  to psition a p i n t  a $ivers & m ~  h m  moaer  
p i n t ,  dong a even Irajectory, every s e ~ o n d  qine  p i n t  follovving 4 a n  be fit to the m j m o ~ y .  n e ~ f o r e ,  sere 
are a t o a  of eight spine p i n &  for the protolyae PPS hapdware: 4, 6, 8, 10, 12, 14, 16, and 18. In lfiis mdigm, 
STM joint values from neighking segments are mmbined into modules to place each ensuing spine pint.  The 
motion base is gicwd in Fig 2.1 md she %TM in Figs. 2.2 and 2.3. Fiwre 3.2 shows eke spine sf gened  S m  
module i controlling spine point j+2 with respect to spine point j using STM joint angles 8, and eOi (E and 0 
stand for even and odd, respectively). 
Figure 3.2 General Prototype STM Module 
The intermediate spine point j+l  cannot be placed in general on the given trajectory. The fixed DH lengths are Aj 
and S,,, , from segments i and i+l, respectively. The DH parameters for Module i are given in Table 3.1 (from 
Table A. 1). 
Table 3.1 DH Parameters for Module i 
I joint I a,-~ I 0,- I I d, I ei I 
The variable distance Q, from spine points j to j+2 is the magnitude of the vector je+, ; it is a h c t i o n  of the 
Equation 3.4 is used to update the seven module lengths when iterating to reduce the maximum spine point 
position error (see Fig. 3.1). The Qi are updated after the inverse kinematics solution. 
Table 3.2 summarizes the spine point paradigm for the prototype hardware, giving module number, segments 
composing each module, spine points of the module end and start, fixed DH lengths, joint variables, and variable 
module length. The first row of Table 3.2 gives the motion base information; the seven STM modules follow. 
Table 3.2 STM Modules 
In this paradigm, the last STM joint angle 8,, is not required to place the last spine point, 18. It can I$ used in 
conjunction with camera pointing. For the prototype STM hardware, the following relates module index i and 
spine point index j: j = 2(i + 1). 
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ce a d  Iiae %Dent  is fomd by ssab~mdng x,y,z from Eq. 4.5 h to  Eq. 
4.6, yielding: 
A = a 2  +b2 +c2  d =P,, -x, 
where: B = 2(ad +be + cf) e = PI, -Yc (3.8) 
c = d 2 + e Z +  f 2 - r Z  f = Ptr -Zc  
Solve t  using the quadratic formula, t,., = -B* JFTZ ; then evaluate x,y,z from Eqs. 3.5. There 
2A 
are two solutions, easily seen by imagining a pencil passed through a softball. The following intersection 
conditions exist for each of the two solutions. 
e If 0 < t ,  < I ,  the intersection lies on the line segment. 
e Lf t i  < 0 or 1, > 1 the intersection lies on the line but off the line segment. 
e I f  t ,  = t ,  the one intersection occurs where the line is tangent to the sphere; the above two rules apply. 
e I f  t,., is imaginary, no intersection exists. 
3.4 INVERSE POSITION KINEMATICS SOLUTION 
Given an STM fit  to a given trajectory, this section presents the second basic Fl[Z component, inverse position 
kinematics. The solution of this problem yields the joint values given the spine points. Only XYZ positions are 
satisfied, because the trajectory must give the nominal orientation at the STM tip. The intermediate orientations 
are used in the solution but not controlled independently. First, the motion base solution is presented, followed by 
the general solution which applies to each STM module i. 
3.4.1 MOTION BASE SOLUTION 
The motion base inverse position problem is: Given OP, , calculate d l ,  d 2 ,  0, . The associated DH parameters are 
the first three lines in Table A.1. The kinematic diagram is shown in Fig. 2.1. Equation 3.9 gives the 
transformation relating the variables to the given information. 
This equation expands to Eq. 3.10, where O P, is given. 
a. + CB, (s lce3  + a,) - + d3) 
4 - K ( s , s ~ ,  - d3) J?: K=T (3.10) 
dl - S B , ( S , C B ,  + a 2 ) - ~ c ~ 2 ( ~ l s ~ g  cd, )  
The solu~on oPEq. 3.10 CoIIows (Re order: I) 8, ; 2) kJ2 ; 3) d, . From Ihg: Y cmponent of m. 3.10: 
There is a unique solution: considering joint limits, the inverse sine ambiguity presents no problem. Given the 8 3  
solution, the X component of Eq. 3.10 yields: 
E = SlcB3 +a2 
E cosB2 + FsinB, + G = 0 F = -K(S,SB, + d3) (3.12) 
G = a , - X  
Equation 3.12 is solved using the tangent half-angle substitution: 
Substituting Eq. 3.13 into Eq. 3.12, simplifying, solving t with the quadratic formula, and using t = tan(:) yields 
two valid solutions for 8,, given in Eq. 3.14. The solution chosen for FIZ control is the value closest to the 
nominal STM home position, 0, = -90'. 
821.2 = 2 tan-' (3.14) 
G-E 
. Given the 8, and 8, solutions, the Z component of Eq. 3.10 solves the prismatic joint variable. There is one 
solution for each 82, 8, pair. 
d, = z + so2 (s,ce3 +a2) + KC~~(S,SB, + d3) (3.15) 
3.4.2 MODULE i SOLUTION 
When the solution for the first three joint variables are kn~wn, the remaining STM joint angles can be found, 
proceeding fiom the base to the manipulator tip. The prototype STM hardware consists of repeating modules, as 
discussed in Section 3.3.1. Though the STM is tapered so the DH lengths are not repeating, the kinematic 
structure of the solution is identical for each module. The general solution derived below is applied seven times, 
from module one through seven. Since 8,, is not required to position the STM tip, spine point 18, it is set to zero, 
and can be used in conjunction with camera pointing after the serpentine motion is complete. 
The general module inverse kinematics problem is: Given two consecutive spine point locations, plus the 
previous joint values, calculate BE, ,Bo, . The vector difference between neighboring spine points can be expr 
in hvo ways: 
Equation 3.14 is r nged to show the dependen= on Ihe 
The lea-hand-side vectors are given from Ihe known spine p in&,  refemed to the (0) fmme. The rotation ntaw 
, - ~ R = ~ R ~ R . . < I ~  R is a known function of previously-determined joint angtes. 
The vector J ~ + 2 ( 8 0 i )  was given in Eq. 3.3. The rotation matrix expressing the unknown 8, is given below: 
ce,  -se, o 
(3.19) 
Substituting these values into Eq. 3.18 yields: 
(3.20) 
In Eq. 3.20, the left-hand-side is known, while the right-hand-side contains the unknowns 8Ei,60i . Solution of 
these unknown joint angles is obtained by equating like components. 8 ,  is solved from a ratio of the z to the x 
- component. The fourquadrant inverse tangent function, atand, must be used in Eq. 3.21. 
8 ,  is solved from a ratio of they to the x component; again, atan2 is used. 
This completes the general solution for 8 ,  ,do, . Once the motion base solution is known, this general 
soIution is applied to the seven modules, substituting the appropriate lengths from Tables 3.2 and A.2. This 
process results in the values for joint angle pairs 8, ,8, through 8,, ,6, , ,  from the formulas for eE, BOi . As 
prev-iously discussed, B,, = 0 . Following the inverse kinematics solution, forward kinematics is used to calculate 
the errors behveen the desired and actual spine point locations. If the m m u m  error is tw large, the module 
l e n w  are u@t& using the new joint angles and Eq. 3.4 and another iteration is made. 
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3.5 RESULTS 
mis &on dimsses I"FfL, ;nlgo~Lihm simulaLion resulls for BJne p r o l o w  PPS b d w r e .  ms eEorl w 
accomplished using MATLm, C-t+, and ICRIP. 
MATLAB simulation software was used to develop, implement, and test the FTL algorithm. This code executes 
the steps in Fig. 3.1 for the prototype PIPS hardware, including graphical animation of the motion base and STM 
spine. Many trajectories were tested in the Shuttle pallet environment with a nominal cylindrical payload. Four 
trajectories (developed manually) are given in Appendix C. 
The MATLAB code is modular and adaptable to different PIPS hardware designs by changing the forward 
and inverse kinematics modules. The code was delivered by floppy disk to Gabor Tamasi. Also on the disk are 
data files for the four trajectories (TRAJi.M, i = 1,2,3,4) and for the joint values results fram the FTL algorithm 
(FIZi.M, i = 1,2,3,4). Appendix B presents more detail on the MATLAB code. This code and data is also 
available by calling the author at Ohio University, (614) 593-1096. Appendix D gives graphics resulting from the 
UATLAB FTL simulation, for trajectory four. 
3.5.2 C++ IMPLEMENTATION 
The author supported implementation of the FZZ algorithm in C* for the operational hardware. 
3.5.3 IGRlP SIMULATION 
A high-fidelity, kinematically-correct computer graphics model of the prototype PIPS hardware was developed 
using IGRIP soflware. Carey Cooper of Intergraph Corporation performed the IGEUP modeling based on 
information compiled by the author from reference [3], mechanical drawings of the prototype hardware, and the 
hardware itself. This simulation is used to demonstrate the FTZ algorithm in a virtual laboratory. The four 
trajectories mentioned above were transferred to IGRIP. Joint angle histories, created by the MATLAB code for 
each trajectory, were downloaded to the simulation. A fictitious payload was added to the Shuttle pallet 
environment to simulate whole arm obstacle avoidance using the four trajectories and mZ algorithm. A videotape 
\\*as produced to demonstrate the IGRTP F'I'L simulation. Figure D.5 shows the IGRIP model, where the STM is at 
the end of the fourth trajectory. 
IV. CQMCLldSiON 
4.flesign Lessons Learned 
When simulating motion of a robotic hardware system, one always learns lessons on how to improve the design. 
These issues are not always clear to the developers of hardware. Therefore, because the PCR PIPS hardware is to 
be developed soon, the following list of design lessons from the prototype hardware is presented. 
e STM joint offsets should be zero. 
e The motion base translational travel should be equal to the STM length. 
e The simplest FTZ algorithm results fiom equal STM link lengths. 
e The FI'L simulation should be used to design the final system kinematics. 
The following list is more specific to the prototype hardware. 
e The motion base must have more range in three dimensions. 
e The first STM joints allow the STM to be driven into the prismatic track when 6, = -9p. 
e Box 1 encoders do not allow full joint motion. 
e The sensor skin also restricts joint motion. 
4.2 Concluding Remarks 
This report presents a summary of the author's summer 1995 work at NASA Kennedy Space Center. The generd 
area is path planning for the Payload Inspection and Processing System (PIPS). Specifically, a follow-the-leader 
algorithm (FTZ) was developed, implemented, tested, and demonstrated using computer graphics. The FLZ 
algorithm ensures whole-arm collision avoidance for the PIPS manipulator, given an obstacle-free trajectory for the 
- tip link. FIZ limits the overall manipulator workspace, but the resulting reliable obstacle avoidance in a sensitive 
environment j&es the limitation. , 
The FIZ algorithm is derived in general and implemented in modular code. This report focuses on the 
prototype PIPS hardware, but extension of the method to the PCR hardware requires changes only to the 
manipulator kinematics. In addition to the FTL algorithm documentation, this report gives kinematic information 
for the prototype hardware, derived and compiled fiom various sources. Extensive kinematics modeling, both 
fonvard and inverse, are presented to support the FIZ algorithm. 
Preliminary investigations were undertaken into the general path planning problem. The PIPS path 
planning algorithm will be accomplished in the IGRP environment. There are two preliminary recommendations 
for determining obstacle-free trajectories for the camera at the manipulator tip: 1) Human-assisted path planning 
using IGRCP; 2) Automated path planning using built-in IGRP functions. If existing algorithms solve the 
problem, there is no need to re-invent the wheel. The author proposes to return to implement path planning results 
to the hardware during summer 1996. 
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APPENDIX A, DENAVlFHAWPEOJBERG PAWMETERS 
FOR THE PROTOWPE PIPS HARDMIARE 
The Demvit-PIaEtenkrg (Dtl) pameters (Gfaig convention, ill]) for the eighteen-dof protom PPS  
hardme are given in Table A. 1. 'Phe units are for angles and inches for len*. The 
for the motion base (Fig. 2. l), while rows four eighteen represent the serpentine trusz; 
2.2 and 2.3). The variables are d, , the prismatic joint variable, and B,,8,, ..., B,, , the STM spine joint angles. 
Table A.l DH Parameters 
The values for the general parameters in Table A. 1 are given below. 
dl = var. S, = S, = S, = 20.035 
d, = -5.005 S, = S5 = S, = 16.100 
d ,  = 7.078 S, = S, = 12.000 
Table A.2 gives specsc data for hhe w e n  Modules i (Segment j i - i+l )  for the pro to^ Sr%'g\/e; see T a l e  
3.2. Ma8~1es l,2 and 4,s are idenlid. For mch mdule, the BH l e n m  are given (m TaBIe A.1). Mm, 
i&omt ion  on the v;abiable rnlxlde l e n ~  Q, 8s included: 
are given for each module. Figure A. 1, a planar view of Fig. 3.2, shows the definitions for Qw and & . The 
last column in Table A.2 gives the values of OOi corresponding to QAvG. Equation 3.4 was used for the last three 
columns of Table A.2. 
Table A.2 Prototype STM Module Data 
Figure A. I STM Module i 
The range of the prismatic joint, derived from mechanical drawings, is: 
Nominal limits for all joint angles are SO'. More detailed limits are published in 131. Precise limits for the 
NASA-modkged S W  must be detemined. 
APPEND1X B. MATUB CODE 
FOR THE FOLLOW-THE-LEADER ALGORITHM 
MTLAB code for the follow-bhe-leader algohLhm was deliver& to Cabor T at Pke conclusion of 
the fellowship period. The format war ASCII m-files on a WWDOWS floppy disk. This sode was dm delivered 
and explained to Mike Sklar of McDonnell Douglas, who is developing a graphical user interface for PIPS. The 
FTL flowchart was given in Figure 3.1. MATLAB is an interpretive language. The main routine is: 
F,TL.M. 
Additional m-files called from this main routine are: 
PALPAY.M, 
TRAJI.M, TRAJ2.M, TRAJS.M, TRAJ4.M, 
INTRSECT.M, 
INVKIN.M, 
STMPL0T.M. 
MATLAB functions, with their calling routines in parentheses, are: 
SPHRL1NE.M (INTRSECT.M), 
DHFUN.M (INVKIN.M, STMPLOT.M), 
TANHALF-M (1NVKIN.M). 
Variables used throughout the code: 
traj Trajectory points to follow. 
Pt Point array from intersect routine. 
alp, a, d, th DH parameters. 
d 1, th2, th3, . . ., th18 Joint values from inverse kinematics. 
jnt Above joint values in one array. 
Throughout the code, the following notation is used, with reference to [ll]. 
r j ,  : 'T, Homogeneous transformation matrix giving the position and orientation of 
frame (j) with respect to frame { i ) ,  expressed in { i )  coordinates. 
,ii : 'R, Orthonormal rotation matrix giving the orientation of frame (j} with rerpect to 
frame (i), expressed in { i )  coordinates. 
pji : 'q  Position vector from the origin of frame ( i )  to the origin of frame o), 
expressed in { i )  cosrdinates. 
calculatd and lmrted into the traj  able 
data are given with re- to frame (0) 
corresponding to these trajectory data fil 
TRAJi.DAT and FTLi.DAT files were delivered with the MATLAB code as mentioned in Appendix B. 
Table C.l TRAJ1.DAT Table C.2 TRAJ2.DAT 
- Table C.3 TRAJ3.DAT Table C.4 TRAJ4.DAT 
APPEND1X D, YMJECTORY 4 RESULTS 
D.MSnUnLE PALLET, CYLINDRICAL PAYLOAD, AND TRAJECTORY 4 
Figure D.1 shows the Shuttle environment modeled in MATLAB. The 3 0  mjectory four is s h o w  
consisting of two quarter circles in ortllogonal planes. A planar cross section of Ule Space Shuttle pallet and a 
cylindrical payload are also shown. 
Figure D. 1 Pallet, Payload, Trajectory 4 
F i g ~ r s  D.2 show h e  STntl in Faa, simdation. m e  6 m ~ s  progress IFrom home position Fig. D.2a) 
though m o  intemediate psiliorts, and Ihe end of mj-ory fow (Fig. D.2d). The of intederenm of 
the S W  and pallet is an illusion; trajectory four enables allision-f~ee motion. 
100. 
150- 
N 
Y X X 
Figure D. 2a Figure 0.26 
X Y X Y 
Figure B. 2c Figure D. 2d 
Figure 0 . 2  FTL Simulafion for Trajectogy 4 
D.3 JOENT VALUE RESULTS 
Figures D.3 show the S W  joint valuer from the I T L  algorithm for mjectory four. The molion base 
values are show, followed by the seven Module i values (Segments i - i+ l ) .  
B a s e  (dl ,  th2, th3) 
Segment 2-3 (th6, th7) 
Segment 1-2 (th4, th5) 
Segment 3-4 (th8, th9) 
0.4 ITEMTION RESULTS 
Fipres  D.4 show the F1Z algorithm convergence histov for irajectory four. Two iberaldons we r q u l r d  
for the first mjectory point, and one iteration t h e r d e r  to achieve an error tolerance of one-tenth of rn inch (Lhe 
hokzonM line in Fig. D.4a). Since there is only one itemtion after the initial step, the initid and final 
manipulator errors are identical. The error tends to increase as the manipulator traverses the trajectory. The error 
condition checks all spine points for convergence; the maximum for trajectory four was the tip error. 
Figure D. 4a FTL Tip Error 
D.5 IGRlP GRAPHICS 
Figure D. 4b ETL lierafions 
Figure D.5 shows the STM at the end of trajectory four, from the IGRIP model. This figure is the same as 
Fig. D.24 with a different view angle, modified cylindrical payload, and solid model graphics. 
Figure B.5 IGRIP Model at Trajectoy 4 End 
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