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Automatiseerimise ja robootika suurenevad no˜udmised seireseadmetele on tinginud ko˜rg-
lahutusega kolmemo˜o˜tmelise kuva kiire arengu. Arvutuslikul kummituskuval po˜hinev
kolmemo˜o˜tmeline (3D) kuva on arenev tehnoloogia, millel on harjumuspa¨rase maatrikssen-
soritepo˜hise 3D va¨lkkuvaga (flash imaging) vo˜rreldes suurem lahutusvo˜ime. Paraku
iseloomustab arvutusliku kummituskuva seadmeid tavaliselt kompromiss kujutise saami-
seks kuluva aja ning saadava kujutise lahutusvo˜ime vahel.
Magistrito¨o¨s esitatakse LinoSPAD maatrikstajuril po˜hineva teaduseksperimendi kavand
uudse valguse lennuaja mo˜o˜tmisel po˜hineva 3D arvutusliku kummituskuva meetodi kat-
setamiseks. Vastupidiselt u¨hepikslilist valgusdetektorit rakendavale arvutuslikule kum-
mituskuvale, kus u¨ht pikslit kasutatakse terve stseeni pildistamiseks, jaotatakse esitatud
meetodis tipptehnoloogilist prototu¨u¨p-maatrikstajuritit kasutades pildistatav stseen os-
adeks nii, et iga maatrikstajuri u¨ksiku piksli vaateva¨li ja¨lgib vaid osa stseenist. See lahen-
dus lu¨hendab ma¨rkimisva¨a¨rselt kujutise saamiseks kuluvat mo˜o˜teaega, kuid ei va¨henda
saadava kujutise lahutusvo˜imet. Teaduskatse kavandi koostamisel analu¨u¨siti no˜udeid
su¨steemi valgusallikale ning ruumilisele valgusva¨ljamodulaatorile ja uuriti LinoSPAD maa-
trikstajuri to¨o¨po˜himo˜tet. Lisaks ta¨iendati kavandit footonihulgaarvutuste, haavelmu¨ra
ning u¨ksikfootondetektori surnud aja simulatsioonidega ja esitatava su¨steemikavandi ajas-
tusahela katsetamisega.
Esitatud su¨steemi ranged piirangud ajastamissignaalidele no˜uavad piisava sgavuslahutuse
saavutamiseks katse elluviimisel optimeerida ajastamissignaale vahendava elektroonika
parameetreid. Sellegipoolest kinnitavad tehtud katsed ning simulatsioonid teaduseksperi-
mendi kavandi rakendatavust uudse 3D arvutusliku kummituskuva meetodi katsetamiseks.
CERCS: T111 pilditehnika; T120 su¨steemitehnoloogia, arvutitehnoloogia; T121 sig-
naalito¨o¨tlus; T181 kaugseire
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High-resolution 3D-imaging is a rapidly developing field driven by the increasing sens-
ing requirements of automation and robotics. Computational ghost imaging based 3D-
imaging is an emerging technology, offering increased spatial resolution when compared
to conventional 3D flash imaging systems. Usually, however, computational ghost imag-
ing systems are characterized by their compromise between image acquisition times and
image spatial resolution.
This thesis presents a LinoSPAD line sensor based experiment design for a novel time of
flight based 3D computational ghost imaging method. Contrary to single-pixel computa-
tional ghost imaging, where a single-pixel detector is used for imaging the entire scene,
the proposed method utilizes a state-of-the-art prototype sensor array to divide the scene
to be imaged between the detector’s individual pixels’ fields of view. This approach
significantly reduces the system’s image acquisition times while avoiding a reduction in
its spatial resolution. Prior to developing a final design, the requirements for the light
source and the spatial light modulator and the capabilities of the LinoSPAD sensor were
analyzed. Furthermore, the design was complemented with photon budget calculations,
shot noise and detector dead time simulations, and preliminary setup tests focusing on
the triggering scheme of the design.
The system’s stringent timing requirements require the optimizing the parameters of trig-
gering electronics in the experiment’s implementation. Regardless, conducted tests and
simulations confirm the feasibility of the experiment design for the novel 3D computa-
tional ghost imaging approach.
CERCS: T111 Imaging, image processing; T120 Systems engineering, computer tech-
nology; T121 Signal processing; T181 Remote sensing
Keywords: Ghost imaging, single-pixel imaging, 3D-imaging, SPAD-array, GMAPD-
array, structured light, photon counting
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Introduction
The methods of 3D-imaging – the process of acquiring a three-dimensional representation
of an object or a scene – are steadily becoming more widespread as advances in detector,
laser and computational technologies facilitate their development. The drive for this
development is further fuelled by increasing demand for real-time 3D-imaging solutions
– notably in the autonomous vehicles sector [1], where object detection and obstacle
avoidance capabilities are essential. One emerging and prospective 3D-imaging technology
is based on ghost imaging – an active sensing technique employing structured light to
illuminate a scene and subsequently acquiring reflected light containing image data using
a single-pixel detector [2]. However, using a single-pixel detector introduces intrinsic
limitations to a ghost imaging based 3D-imager – as the desired spatial resolution of the
image of the object increases, the time required to acquire this image also increases.
For practical imaging applications, a photodetector of sufficient sensitivity for sensing
diffusely reflected light is mandatory. Technological progress in photodetector manu-
facturing and sensitivity has spearheaded the potential solution for advancing practical
ghost imaging based 3D-imaging methods. Geiger-mode avalanche photodiode (GMAPD)
arrays with the capacity to detect individual photons are rapidly evolving and their ca-
pabilities are sought in applications where detectable light levels are very low.
We propose a novel method which utilizes LinoSPAD – a GMAPD array with integrated
timing circuitry – to acquire a 3D-image of a scene with significantly lower image acqui-
sition times when compared to 3D ghost imaging setups using a single-pixel detector.
Aim of the Thesis
The main goal of this thesis is to develop a proof-of-principle novel design for the 3D
computational ghost imaging (CGI) experiment with the LinoSPAD 256× 1 array sensor
as a core device in the setup. The design divides the scene to be imaged between the
array sensor’s pixel’s, while still applying single-pixel CGI algorithm on each individual
pixel. This approach significantly reduces the time required for acquiring an image, when
compared to single-pixel 3D CGI. Furthermore, this method could render 3D CGI-based
imagers a viable alternative to conventional 3D flash LiDAR based imaging techniques,
as CGI can offer improved spatial resolution and detection range.
The full technical implementation of the experiment is a part of a larger project and the
scope of this thesis encompasses the following critical elements of the experiment’s design –
structured light generation, optical component setup, analysis of LinoSPAD’s capabilities
and limitations, photon budget calculations and system integration with emphasis on
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triggering. Additionally, simulations regarding the effects of shot noise and detector dead
time are carried out. Lastly, preliminary tests concerning LinoSPAD, light generation
and system triggering are conducted to provide additional insight into possible design
specifications and component limitations.
Overview of the Thesis
This thesis is divided into two main chapters. The first chapter focuses on describing the
primary theoretical aspects of ghost imaging. Firstly, comparative 3D-imaging technolo-
gies are briefly described. Subsequently, the chapter’s sections give an overview of how
ghost imaging has developed and its principle of operation. Furthermore, the pattern
design and image reconstruction elements of the ghost imaging method are described.
The first chapter concludes with an overview of essential photodetection devices with
the emphasis on Geiger-mode avalanche photodiodes, as they are used in the proposed
experiment setup.
The second chapter describes the proposed experiment’s design. The chapter starts with
the general overview of the experiment and its primary components – here the principal
optical setup is proposed and the novel method is described. Followingly, the methods
and devices for the generation and projection of structured light patterns is explained.
There the focus is concentrated on the technical parameters of LinoSPAD and the selec-
tion criteria for the experiment’s other instrumentation. Subsequently, the fundamental
mechanisms of the LinoSPAD are explained which is followed by simulation methodology
and results. The second main chapter ends with the description of the integrated system’s
setup. This section focuses mainly on triggering design, which is critical for acquiring
correlated data from the experiment. The thesis closes with a conclusion and an outlook.
1 Theoretical Background
In this chapter, the theoretical aspects related to this thesis are described. Firstly, to
provide a reference, an overview of various types of 3D-imaging technologies is given.
Secondly, an introduction into ghost imaging is given, where the development of ghost
imaging and its fundamental principles are described. Thirdly, critical knowledge con-
cerning the creation of structured light using patterns is provided with a focus on creating
patterns using the Hadamard basis. The central theory related to image reconstruction
of ghost imaging is presented next. Subsequently, the appropriateness of various photo-
diodes in ghost imaging applications is discussed as measuring light intensities is one the
critical aspects in ghost imaging. As the detector used in the experiment prepared during
this thesis employs highly sensitive Geiger-mode avalanche photodiodes, the last section
focuses on describing this type of device.
1.1 Overview of 3D-imaging Technologies
The increasing interest in developing autonomous vehicles and advances in illumination
and detection technologies have shifted the research focus of 3D-imaging sensor technolo-
gies toward longer range imaging systems, as depth information will have to be acquired
from longer distances due to the relatively high speeds of the vehicles. Application sce-
narios of these automotive-oriented systems demand eye-safe radiation emissions, which
create significant engineering challenges. Additionally, a large portion of the 3D-imaging
systems on the market and in development strive to achieve image acquiring frequencies
of at least 5 Hz [3–7]. Subsequently, an overview of the primary operation principles of
various distance measurement and 3D-imaging technologies is given.
Distance Measurement Methods
One of the more common methods for using light to measure distances is the direct time
of flight (ToF) method. Direct ToF-based systems operate by measuring the flight time of
an emitted and subsequently detected pulse. As the speed of light in various conditions is






where τR is the time elapsed from pulse emission to pulse detection and c is the speed
of light. Particularly the requirement for increased range has boosted the development
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of beam-steering based direct ToF (Figure 1.1) light detection and ranging (LiDAR)
systems, which are characterized by high intensity peak pulses that can more easily be















Figure 1.1: Direct ToF detection utilizes a high-speed electronic timer which is ini-
tiated simultaneously with a narrow pulse width high-peak light pulse emission. The
timer stops when a signal of sufficient intensity is detected. This method is also called
time-domain reflectometry-based distance measurement [8].
Another technique employing light in distance sensing applications is the indirect ToF
method. In continuous-wave radar technology, heterodyning is a known method and has
been used extensively [9]. Similar principles for range-finding can be applied in light-based
3D-imaging systems (Figure 1.2). This indirect ToF method may allow for simultaneous
Doppler based velocity measurements and also decrease detector complexity [10]. Fur-
thermore, in a heterodyne detection receiver, the signal-to-noise ratio corresponds to the
amount of photons incident, while a direct ToF receiver requires a signal with intensities
high enough that its shot noise overshadows other noise sources [11]. With heterodyne
receivers, it is easier to achieve sub-millimeter range resolution systems over very short
distances, making it suitable for surface imaging applications as an example [12]. Achiev-
ing a comparable range resolution in a direct ToF system would require a sub-picosecond
pulse-width laser, which can currently be considered economically unfeasible in most
consumer applications.














Figure 1.2: In indirect ToF detection a continuous sinusoidal wave with varying
frequency is emitted towards an object and also relayed to a frequency mixer. The phase
shifted signal is detected and relayed to the mixer’s second input. The mixer outputs a
two-frequency signal containing the sum and the difference of the two frequencies and
the higher frequency is discarded. The resulting lower frequency is directly correlated
to the distance (R) between the system and the target object. The method can be
implemented with signals modulated at radio frequencies and with signals at optical
frequencies. This method is also called frequency-domain reflectometry-based distance
measurement [13].
Beam Steering-Based 3D-Imaging
Due to the many practical applications of 3D-imaging, various methods are being studied
and have been developed for capturing a 3D representation of an object (Figure 1.3).
Beam steering based 3D-imagers usually direct one or more laser beams to a point in
space, get the distance to the closest object in that direction and rapidly repeat the pro-
cess. Currently, the technologically most mature and market-ready technology for beam
steering implements electromechanical solutions such as electric motors [14, 15]. However,
due to the relatively high inertia of moving elements in these systems, micromirror-based
beam steering is seen as an alternative and is being rapidly developed for consumer mar-
kets [16–18]. Alternatively, a 3D-imager without any moving parts – a solid-state imager
– could potentially increase the robustness and longevity of these devices and reduce the
production costs at sufficiently high volumes [19]. Thus, another emerging solution is
the dispersion-based beam steering, which employs tunable-wavelength lasers and dis-
persive elements, such as diffraction gratings or prisms in order to achieve beam steering
[20]. Furthermore, optical phased-array-based (OPA) beam steering offers another poten-
tial method for solid-state beam steering, although it can be realized as true solid-state
method, OPA-based beam steering can also be implemented with micromirror-technology
[17]. An OPA uses the equivalent of many individual phase-shifters, which gradually alter
the phase at adjacent points of an incident undisturbed wavefront [10, 21]. Resulting con-
structive interference directs the light beam in the desired direction while destructively
interfering with the light waves propagating in the undesired direction [21].
















Beam steering-based Focal plane-array-based 
Interferometry
Figure 1.3: Although there are many methods for 3D-imaging that are being devel-
oped simultaneously, there are methods, which are not in active development. For ex-
ample, beam steering-based solutions such as volume holographic step steering, birefrin-
gent prim-based beam steering, liquid crystal polarization grating-based beam steering
or electrowetting-based beam steering are currently, due to manufacturing complexity
or inherent technological limitations, not being actively researched [21].
Focal Plane Array Based 3D-Imaging
Focal plane array (FPA) based 3D imagers usually employ light sources and cameras
for 3D image acquisition. Flash 3D-imagers use a light source to illuminate a scene of
interest and employ an array of detectors to capture the reflected light from the scene
in one measurement (Figure 1.4). This method has the advantage of not requiring beam
steering, thus reducing the stabilization precision requirements and possibly size and
weight requirements. Since the amount of energy returning to the receiver is relatively
small and it is incident on a relatively large detector array area, a high peak-illumination
power and/or high sensitivity detectors are required [11]. Triangulation based structured
illumination 3D-imaging techniques may employ a projector for illuminating an object
with structured patterns while observing the object with a camera. Through the use
of complex image analysis algorithms a 3D image can be obtained [22]. Interferometry
uses the phase of the optical wave to acquire accurate depth information. In practice,
however, both triangulation- and interferometry-based methods can only be implemented
to relatively short distances [23].





Figure 1.4: A direct ToF (Figure 1.1) 3D flash imager example where an area of
interest (1) is illuminated using a pulsed laser (2). The diffusely reflected light is
focused by a lens (4) to an FPA (3) which itself is synchronized to the laser. The laser
pulse provides a reference time against which each of the detector’s pixels is capable
of determining when the reflected light reached the pixel. An indirect ToF 3D flash
imager (Figure 1.2) can also be implemented in a similar manner [11].
1.2 Development of Ghost Imaging
Ghost imaging is generally known as an imaging method, which employs light that has
not interacted with a scene or object that is the target of imaging [24]. Ghost imaging
was initially interpreted as a quantum entanglement phenomenon occurring due to the
entanglement of source photons using a bi-photon light source. A transmissive 2D am-
plitude mask object facing an immovable single-pixel detector is illuminated with signal
photons while a scanning detector or a detector with high spatial resolution observes the
cross section of the reference beam at specific distances resulting in an intensity pattern.
With this method an image of a target was acquired from the coincidence counting rate
of the two beams [25].
Contrary to the assumption that ghost imaging is solely a quantum phenomenon-based
technique, experiments with pseudo-thermal light sources have proved that ghost imaging
can be described using classical electromagnetics. Due to this, in order to reconstruct the
image of the object, the entanglement of photons is not required (Figure 1.5) [24, 26].













Figure 1.5: In ghost imaging with a pseudo-thermal light source, a ground rotating
glass illuminated with a continuous-wave (CW) laser produces time-dependent speckle
pattern through stochastic interference. Light is divided and guided onto a reference
detector with high spatial resolution and a single-pixel object detector. From the cor-
relation of intensity fluctuations a reconstructed image of the target object is produced
[26].
In 2008 [27] it was shown that ghost imaging is realizable using only a single pixel detector
(Figure 1.6). This was achieved using a continuous-wave laser-generated beam incident
on a spatial light modulator (SLM), which deterministically modulated the phase beam
to illuminate the object with varying light patterns. Knowledge of the deterministic mod-
ulation of the beam enabled the use of diffraction theory to compute the intensity pattern
that otherwise had to be acquired using a reference detector. Furthermore, this method
allows the subtraction of time average from the acquired intensity pattern, resulting in
a computational ghost image without background noise [27]. In addition, discarding the
detector with spatial resolution has the benefit of ignoring the inherent sub-one quan-
tum efficiency value of array detectors, which deteriorates the signal-to-noise ratio of the
pattern measurement. Thus, the computational ghost imaging will persistently surpass
classical ghost imaging using a second detector with spatial resolution when comparing
image reconstruction quality [28].











Figure 1.6: In computational ghost imaging, light is modulated with known patterns
and later used to pre-compute the intensity patterns that otherwise would have to be
acquired using a high spatial resolution detector [27].
Instead of using a phase-modulating SLM an amplitude-modulating SLM can also be
used allowing the projection other types of patterns, besides diffraction patterns. This
is beneficial, as the amplitude-modulated SLM patterns do not have to be pre-computed
and can be used as is, thus lightening the computational complexity of the process.
An example of a computational ghost imaging configuration (Figure 1.7) consists of a
projector and an SLM and its conditioning lens that can be used to project patterns onto







Figure 1.7: A computational ghost imaging setup in a a bi-static configuration using
amplitude-modulating SLM can be used for imaging a scene. The reflected light’s
intensity is similarly measured by a single-pixel detector [29].
1.3 Ghost Imaging Pattern Design
When conducting ghost imaging, the nature of the patterns projected onto a target object
has significant impact on the imaging process. It is possible to create random patterns for
ghost imaging applications. However, it has been shown that randomly generated patterns
have inherently overlapping spatial information between patterns, ultimately resulting in
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reduced image reconstruction quality. In order to reconstruct an image of sufficient quality
using random patterns, the number of random patterns M should be significantly greater
than the resolution of individual pattern N . Thus, the reconstruction of an object using
256× 256 patterns would require the object to be sampled with >> 2562 patterns, which
imposes significant limits to potential practical applications of ghost imaging [28].
Additionally, orthogonal patterns can be used in ghost imaging. In contrast to random
patterns, orthogonal patterns are void of any spatial overlapping and this increases the
contribution of every individual pattern. A known method for creating orthogonal pat-
terns is provided by the Hadamard basis and it has been used previously in ghost imaging














Using this method any 2k order square Hadamard matrix can be generated using the
Kronecker product H2 ⊗Hk−12 and each pattern illuminating the target object conforms
to one row of the large matrix, which can be shaped into suitable forms for projecting.
The usage of orthogonal patterns ideally enables the reconstruction of an N pixel image
with N measurements [28]. If there was any prior knowledge of the object, it would be
possible to design the creation of encoding patterns in a way which is optimized for a
specific target. However, in most cases prior knowledge of the objects is not available and
the encoded patterns have to be designed to offer as much information as possible per
projection [28]. It is possible to use compressive schemes for structured illumination where
patterns with the most significant intensities measured in the previous frame are selected
for illuminating the object. This potentially enables quicker image acquisition and may
be suitable in real-time applications of imaging. Furthermore, careful pattern design
may yield additional benefits – for example, by displaying a pattern and subsequently its
inverse pattern onto an object, differential measurements are taken which can be used to
eliminate certain causes of noise, such as variations in background light intensities [31].
1.4 Image Reconstruction
In computational ghost imaging (Figure 1.6), the randomly generated or pre-generated
and known patterns projected onto an object are effectively used to evaluate the cor-
relation of their spatial frequencies with the object. The result of this evaluation from
each pattern is acquired using the single-pixel photodetector and this result becomes the
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weight of how well a pattern matched the target object. As each known pattern now has





(Si − Sm)Pi, (1.4)
where Ir, is the reconstructed image, Si is the signal intensity associated with its corre-
sponding pattern Pi and Sm is the average value of the signals Si [28].
P1 P2 P3 P4 P5 P6
Ir
Weighted patterns
Figure 1.8: A visualization of a 2×2 image reconstruction process. Patterns P1−P6
illuminate two objects represented by orange dots. Patterns 2-6 produce weighted
patterns and as no signal returns from the first pattern, the resulting weighted pattern
is zero. The summation of the weighted patterns produces the reconstructed image Ir
[28].
3D-Image Reconstruction
Computational ghost imaging can be used to acquire 3D-images. By using a pulsed light
source, a fast photodetector and timing circuitry, depth information from a scene can
be acquired by implementing the time of flight principle (Figure 1.1). In comparison
to the 2D computational ghost imaging configuration (Figure 1.7), temporal behaviour
of light pulses reflected from the scene become relevant. As the objects in the scene
to be imaged are located at different distances, the light reflected from the objects is
temporally broadened (Figure 1.9). Contrary to 2D computational ghost imaging, where
the signal intensities for each pattern are integrated, 3D computational ghost imaging
algorithm uses M sampled intensity values from a measured light signal to subsequently
reconstruct M 2D images. This results in a time-varying array of 2D images. Transverse
pixels (x, y) in the array also have a series of intensity values along the longitudinal axis
(z), which are correlated to the temporal structure of the detected light pulse and the
reflectivity of the object to be imaged. Depth information is constructed by interpolating
1. Theoretical Background 12
each pixel’s temporal signal and finding its maximum. Furthermore, by averaging pixels
of the time-varying array 2D images along its longitudinal axis, reflectivity values of the















Figure 1.9: a) A pattern encoded laser pulse is projected onto a target object and
diffusely reflected. b) Temporally broadened signal is acquired and discretized. Subse-
quently, for each acquired laser pulse, discretized light intensity values are paired with
their respective patterns and a series of images is reconstructed [31].
1.5 Suitability of Photodiodes in Ghost Imaging Ap-
plications
Various types of photodiodes are suitable for use as bucket (single-pixel) detectors in ghost
imaging experiments. PIN-type PIN-type photodiodes (PD’s), linear-mode avalanche
photodiodes (LMAPDS) and geiger-mode avalanche photodiodes (GMAPDs) have suit-
able parameters, but so far only PDs have been successfully used in ghost imaging ex-
periments as imaging range has not been the focus of these experiments [31]. PDs are
photodetectors that are based on reverse-biased (photoconductive) or zero-biased (pho-
tovoltaic) p-n junction. A photon with sufficient energy incident on the p-n junction will
generate an electron-hole (e-h) pair with the probability of ηquantum, which is the quantum
efficiency of the PD. A generated e-h pair will result in one charge carrrier e generated
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where h is the Planck’s constant, f0 is the optical frequency of the incident photon and
P is the optical power incident on the p-n junction [32].
Another type of photodiode is the linear-mode avalanche photodiode (LMAPD), which
fundamentally follows the same principles as PIN-type PDs, but differ from PIN PDs
by operating at higher reverse-bias voltages. This results in higher electric fields across
the p-n junction, effectively creating an avalanche zone. A photon with sufficient energy
incident on the avalanche zone will create a e-h pair, which in turn will generate a charge
eM0 in the LMAPD’s external circuit, where M0 is the avalanche gain of the LMAPD.
Thus the photocurrent iAPD of the LMAPD is
iLMAPD(t) = M0ip(t), (1.6)
where ip is the photocurrent generated from primary e-h pairs (Equation 1.5). The
avalanche gain property occurs in LMAPDs due to impact ionization – the capability of
photon-generated e-h pairs to generate secondary e-h pairs. The avalanche mechanism of
an LMAPD is self-limiting and ends when all the primary and secondary electrons have
left the avalanche zone [32]. A comparison of a silicon-based PIN PD’s and LMAPD’s
typical parameters is shown in table 1.1. Compared to an LMAPD, a PIN-type PD
has relatively low sensitivity and thus is usually unsuitable for reflectometry-based dis-
tance measurement (Section 1.1) applications. LMAPDs incorporate significant inherent
gain, but require more complex electrical circuitry for satisfying required voltage biasing
conditions and still use analog signal conditioning front-end circuitry. There also exists
LMAPD-based array sensors, which may require complex read-out integrated circuits
(ROIC) for capturing and storing image data. These factors make the LMAPD viable for
short-range reflectometry-based distance measurement applications, but for long-range
imaging additional sensitivity is needed [11]. Certain LMAPD’s also exhibit gain factors
high enough to sense single photons, however such detectors currently need require to be
cooled to approximately 100 K temperatures [33].
Table 1.1: Typical parameters of silicon-based PIN-type PDs and LMAPDs [34, 35]
Parameter PIN LMAPD
Wavelength range (nm) 400-1100 400-1100
Responsivity (A/W) 0.6 77-130
Quantum efficiency (%) 65-90 77
Gain 1 150-250
Bias voltage (V) 10-100 >220
Dark current (nA) 1-10 0.1-1.0
Capacitance (pF) 1.2-3 1.3-2
Rise time (ns) 0.5-1 0.1-2
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1.5.1 Geiger-Mode Avalanche Photodiodes
Geiger-mode avalanche photodiodes (GMAPDs) or alternatively single-photon avalanche
diodes (SPADs) are semiconductor photodetectors utilizing a p-n junction that is reverse
biased above its breakdown voltage Vbr, where Vbr is defined as the reverse bias voltage
of a p-n junction of a diode above which there is an exponential increase in the leakage
current of the device. The resulting electric field across the p-n junction creates conditions
where a photon incident on it initiates a self-sustaining charge carrier avalanche due to
the impact ionization of the charge carriers created. The resulting current-spike does
not require any additional amplification for successful detection. Since the avalanche is
self-sustaining, the process will have to be disrupted (quenched) externally in order to








Figure 1.10: GMAPD current-voltage curve of a GMAPD with a breakdown voltage
of Vbr, excess bias voltage of Veb, voltage across the GMAPD Vd and GMAPD current
id. a) An incident photon triggers a self-sustaining avalanche. b) Front-end electrical
circuit decreases Vd below Vbr and thus quenches the avalanche. c) Front-end electrical
circuit restores the Vd to Veb above Vbr and thus the GMAPD is ready to detect another
photon [32].
Ideally, the self-sustaining avalanche can only be initiated by an incident photon. In
practice, injection of a charge carrier into the depletion region of a GMAPD by thermal
generation, trap-assisted generation or tunneling can also trigger an avalanche. Avalanche
events not related to incident photons are expressed as the dark count rate (DCR) nDCR
and they are identical to events photonic events. The amount of dark counts NDCR during
a measurement duration of tmeas can be expressed as
NDCR = nDCRtmeas[32]. (1.7)
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The DCR also determines a GMAPD’s noise and dynamic range. Due to no external
amplifiers, only dark count events and shot noise can be considered as noise sources in
a GMAPD-system. The standard deviation of the measured Poisson-distrubuted dark




which sets the minimum noise of a GMAPD system in no-light conditions. The dynamic







where nmax is the maximum count rate. Averaging diminishes the relative impact of the




Whenever an avalanche is triggered the process of detection avalanche, avalanche quench-
ing and recharging of GMAPD voltage Vd to excess bias voltage Veb occurs. The time
required for the GMAPD to be able to detect the next incident photon after a detection
event is expressed as the dead time tdead. Two types of quenching circuits can be distin-
guished – passive and active circuits. In its most straightforwad form, passive quenching
(Figure 1.11) is realized with a resistor in series with a GMAPD. A photon incident on
a GMAPD initiates a self-sustaining avalanche. As the avalanche current increases the
voltage drop on the resistor in series with the GMAPD also increases. This continues
until VGMAPD decreases to below the GMAPD’s breakdown voltage Vbr and the avalanche
ceases to be self-sustaining, thus eventually stopping. Afterwards, the VGMAPD is raised
to Veb via resistor RQ and the circuit is ready to detect another photon [32].

















Figure 1.11: a) A passively quenched negative-drive GMAPD circuit realized with
with series resistor RQ. With Veb as the excess bias voltage, VGMAPD as the GMAPD
floating voltage, Vbr as the GMAPDs breakdown voltage and iGMAPD as the GMAPD
current. b) t90% is the time where the VGMAPD has reached 90% of Veb [32].
A more refined GMAPD front-end architecture (Figure 1.12) is often required in practical
applications. In a passively quenched circuit, a resistor can be realized with a MOS
transistor. This enables the dynamic control of the quenching resistance and thus some
control over dead time duration. Furthermore, an inverter connected to the floating node
of the GMAPD is often used to create a digital output pulse [32].



















Figure 1.12: a) A passively quenched negative-drive GMAPD circuit, where VQ is
used to control the quenching resistance and an inverter sets the threshold Vth for
creating digital output pulses. b) The occurrence of two subsequent short-interval
photon arrivals in a passively quenched GMAPD system extends the dead time of the
GMAPD without detecting the second arrival. This extension of the dead time or
detector paralysis can transpire as long as VGMAPD > Vbr, because the condition for
avalanche breakdown is satisfied [32].
In order to prevent detector paralysis, active quenching front-end circuitry can be used
(Figure 1.13). After photon arrival, VQ is used to pull the floating node of the GMAPD to
ground. The GMAPD is rapidly discharged and VGMAPD is held at 0 volts for a period of
time to reduce afterpulsing – a secondary avalanche breakdown caused by the entrapment
and the subsequent release of charge carriers due to lattice defects in the p-n junction.
Followingly, VQ is opened and VR is closed, which rapidly raises the VGMAPD to Veb, after
which, the VR is opened and the system is ready to detect another photon [32].





















Figure 1.13: a) An actively quenched negative-drive GMAPD circuit has the benefits
of reduced afterpulsing, fast recharge and non-extendable dead time at the cost of
increased area requirements on the integrated circuit and increased optical stack, which
may reduce photon detection efficiency. b) An actively quenched GMAPD front-end
is not subjectable to detector paralysis due to V GMAPD being held below Vbr after
photon detection [32].
As GMAPD’s are very sensitive, their imagers have the advantage of requiring low pulse
energy high repitition rate lasers and they can also be used to for passive imaging in
the near-infrared spectrum. Furthermore, in practical high-end applications they can be
sufficiently cooled using thermoelectric cooling. The disadvantage of GMAPD-based 3D
imagers is that they require multiple return pulses from the object, while the LMAPD-
based imagers are capable of obtaining a scene in one return. Also, the photon detection
probability (PDP) of GMAPD’s has to be kept relatively low (typically 10-20%), due to
the bias of detecting objects that are closer to the detector, which is caused by the dead
time of the detector. The photons diffusely reflected from an object closer to the detector
are more likely to reach the detector sooner than the photons reflected from more distant
objects. Thus, with a high PDP GMAPD-based 3D-imager, a significant proportion of
photons reflected from more distant objects would arrive at the detector during its dead
time [33].
2 Experiment Design
As single-pixel computational ghost imaging (CGI) systems exhibit considerably high
image acquisition times, a direct time of flight based 3D computational ghost imaging
system using the LinoSPAD line array sensor is proposed (Figure 2.1). By dividing the
scene to be imaged between the line sensor’s individual detectors and applying CGI algo-
rithms to each individual pixel of the detector, substantial decrease in image acquisition

















Figure 2.1: A 3D CGI experiment setup, where a picosecond pulsed laser’s output
beam is guided onto a digital micromirror device, which forms a sequence of patterns
projected onto a target object to be imaged. The light diffusely reflected from the
object is collected and projected onto a LinoSPAD line sensor.
Although 3D computational ghost imaging has been successfully demonstrated before
with a single pixel PIN-type photodiode [31], using a GMAPD array enables applying
techniques that offset some of the inherent application challenges of computational ghost
imaging – notably the time required to acquire a single image. It is possible to reduce the
19
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number of orthogonal patterns necessary for obtaining an image by a factor equal to the
number of elements in the GMAPD array (Figure 2.2). Thus, obtaining a 256×256 image
of a target object with a 256×1 GMAPD array would require projecting only 256 patterns


























Figure 2.2: a) Light back-scattered from an object is gathered by a cylindrical lens
and guided onto a line sensor (8 × 1 in this example). b) The field-of-view (FoV) for
each individual pixel is divided so that their combined FoV’s cover the desired total
field of view. Thus, in this example, each pixel effectively views 18th of the area to
be imaged. The computational ghost imaging algorithm can be applied to each pixel
separately and the resulting reconstructed images are combined into a final image in a
significantly lower time span when compared to using just a single-pixel detector.
Acquiring a 3D-image in the proposed design uses the method described in chapter 1.4.
As the design utilizes a GMAPD-based detector, the temporal shape of the diffusely
reflected signal will have to be acquired over a series of measurements. This is due to
each of the LinoSPAD’s pixels being able to detect, on average, a single photon from a
single pulse emitted by the laser. During the series of measurements the arrival times of
detected photons are placed into time-bins and recorded in a histogram, recording the
temporal shape of the light pulse for each pattern and for each LinoSPAD pixel.
In this chapter, the experiment and its parts are outlined. An overview regarding the
principal components – NKT Photonics Fianium WhiteLase High Power Supercontin-
uum Fiber Laser, LinoSPAD sensor and the Texas Insruments Digital Micromirror De-
vice DLP LightcrafterTM 6500 – used in the experiment and their application aspects is
given. Furthermore, simulations conducted during the thesis are characterized. Lastly,
the experiment setup, its control software and the performed preliminary setup tests are
described.
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2.1 Pattern Projection System
For a 2D computational ghost imaging application, a commercially available video projec-
tor would likely be suitable. However, a 3D ghost imaging application requires a projector
that is capable of switching patterns at high frequencies and at very short light pulse du-
rations. Thus, for the purposes of this experiment, a projector with a specialized light
source is required. A projector used in the experiment’s design producing orthogonal
patterns demands a light source and a controllable device capable of modulating light – a
spatial light modulator. Furthermore, electrical interfaces facilitating trigger signals are
required.
In this chapter, an overview of the primary criteria and limitations for pattern projection
components of the proposed setup is given. Furthermore, the primary parameters and
principles of operation of the components selected satisfying the set criteria are outlined.
2.1.1 Selection Criteria for the Light Source
In the proposed experiment, a pulsed light source’s pulse emission has to be controllable
or at least the light source will have to provide a reference signal indicating the emission of
a light pulse. Furthermore, the light source sets constraints for the theoretical maximum





where c is the speed of light and tl is the light source’s repetition period. This condi-
tion additionally impediments the proposed experiment as it is using a photon-counting
detector. As the system requires hundreds to thousands of measurements to acquire an
image, a light source with a higher repetition rate accelerates that process, but coinci-
dently limits the system’s maximum detection range. For the purposes of the proposed
experiment, a maximum detection range of 10 metres is set. In addition, the light source’s





where c is the speed of light and tp is a light source’s pulse width. This condition requires
that a picosecond-range pulse-width light source is used – e.g. photons detected from a
1 ns pulse-width light source introduce a ∼15 cm uncertainty to the measured distance.
In the proposed experiment, the light source’s output power has to be sufficient for ex-
ceeding the shot noise limitation of the detector at distances of up to 10 metres at a
field of view of 10 degrees, which is set by LinoSPAD’s and it’s focusing lens parame-
ters. In a practical application, a system’s light source would ideally be at near-infrared
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wavelengths, as it is invisible to the human eye. However, in the proposed experiment,
visible wavelengths would simplify setting up the experiment. Lastly, the light source’s
availability in terms of its cost has to be considered. Light sources satisfying the set
conditions are picosecond lasers of which the most common types are mode-locked solid-
state bulk lasers and mode-locked fiber lasers [37]. A picosecond fiber laser is present
at the University of Tartu Institute of Physics Laboratory of Physical Optics, where this
experiment is designed.
2.1.2 Fianium WhiteLase Supercontinuum Fiber Laser
Fianium WhiteLase Blue-enhanced High Power Supercontinuum Fiber Laser model SC400-
4-PP-03, is a white light laser used as the light source in the experiment. With a pulse-
width of nearly 30 picoseconds and variable repetition rates of 0.1, 0.2, 0.5, 1, 2, 5, 10, 20
and 40 MHz, the laser exhibits favourable parameters for the purposes of the proposed
experiment. Thus, at a repetition rate of 5 MHz and assuming a sufficient output power,
the theoretical detection range limit for the supercontinuum laser is ∼30 m with a max-
imum theoretical depth resolution of ∼9 mm. Furthermore, the laser outputs a trigger
pulse using nuclear instrumentation module (NIM) negative true logic standard at -0.8
volts.
2.1.3 Selection Criteria for the Spatial Light Modulator
The spatial light modulator (SLM) in the proposed experiment must have the capabil-
ity to create orthogonal patterns from incident light. The maximum theoretical spatial
resolution of an image acquired using computational ghost imaging is determined by the
resolution of the projected patterns, thus setting the SLM’s resolution as one the key pa-
rameters for the purposes of the proposed experiment and potential future experiments.
The projector’s pattern rate – frequency of changing patterns – is one of the factors po-
tentially limiting for the image acquisition speed of a ghost imaging system. Any SLM
also entailed the requirement of having ready-to-use peripheral hardware and software
to facilitate its immediate use. Searching for suitable SLM’s revealed that Texas Instru-
ments (TI) provided the most market-ready solutions, as their devices could be acquired
as evaluation modules with all the suitable electrical interfaces and software. Thus, the
device was selected amongst TI products which had suitable characteristics for the given
experiment 2.1.
Table 2.1: Parameters of Texas Instrument’s DLP-series SLM evaluation modules [38]
Device DLP4500EVM DLP6500EVM DLP9000EVM DLP9500EVM
Refresh rate (Hz) 4220 9523 14989 23148
Resolution 912× 1140 1920× 1080 2560× 1600 1920× 1080
Cost ($) 1299 1999 5749 3999
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2.1.4 Digital Micromirror Device DLP LightcrafterTM 6500
The digital micromirror device (DMD) DLP LightcrafterTM 6500 is a spatial light modu-
lator (SLM) developed by Texas Instruments selected for use in the proposed experiment.
It can modulate the direction, amplitude and/or phase of incident light. The core of DLP
LightcrafterTM 6500 is a 1920 x 1080 micromirror (MM) array with a specified MM-array
diagonal of 16.51 mm and pitch of 7.56 µm. DLP LightcrafterTM 6500 is designed to be
used with Texas Instruments designed DLP900 digital controller, which is specified to
enable the DMD a pattern projection frequency of up to 9523 Hz. Both, the DLP900 and
the DLP LightcrafterTM 6500 are present on the DLP LightcrafterTM 6500 Evaluation
Module selected in this thesis [39].
The individual aluminium micromirrors (Figure 2.3) of the DLP LightcrafterTM 6500 can
be digitally controlled to assume one of two angular positions α and -α, which are relative
to the micromirror array plane. The positions of the micromirrors is altered synchronously
with the micromirror’s clock. The average time specified for the micromirrors to assume
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Figure 2.3: a) a 2 x 2 micromirror segment, where two of the micromirrors have
been switched to α position (On-State) and the other two to -α position (Off-State).
b) light incindent on the On-State micromirrors is reflected towards the target to be
illuminated, while the Off-State micromirrors direct the light away from the target [39].
For displaying pattern sequences, DLP LightcrafterTM 6500 is operated in one of three
modes – the Video Pattern Mode, Pattern On-The-Fly Mode and the Pre-Stored Pattern
Mode. The Video Pattern Mode enables the streaming of predefined patterns from a video
source, while the Pattern On-The-Fly Mode allows uploading patterns to the internal
memory of DLP900 digital controller using USB or I2C. The Pre-Stored Pattern Mode
pattern sequencing using images stored in the internal memory of DLP900. The DLP900’s
internal memory has the capacity for up to 400 1-bit patterns which can be displayed at
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maximum frequency of 9523 Hz [40]. In the Pre-Stored Pattern Mode and the Pattern
On-The-Fly Mode a pattern sequence’s timing can be controlled externally via 3.3 V or
1.8 V logic signals (Figure 2.4). Due to interrupt processing and time used for sequence
setup from the time an external trigger occurs, the maximum pattern display frequency






Figure 2.4: The DLP LightcrafterTM 6500 exhibits two trigger inputs and two trigger
outputs. A pulse on the Trig in 1 commands the DLP900 to proceed to the next pat-
tern. The Trig in 2 initiates or stops the pattern sequence. The Trig out 1 expresses
the display duration of the pattern, while the Trig in 2 expresses the start of a dis-
played pattern. Note that if no dark time is specified between consecutive patterns, the
Trig out 1 is high for the entire display duration of the patterns [40].
2.2 LinoSPAD
LinoSPAD is a photonic line sensor [42] designed at Delft University of Technology and
at E´cole Polytechnique Fe´de´rale de Lausanne that is, among other applications, suitable
for use in structured light experiments. The principal components of LinoSPAD are
the 256 element 1-dimensional array of Geiger-mode avalanche photodiodes (GMAPDs)
and the FPGA-based 64 time-to-digital converters (TDCs), which allow the detection of
incident individual photons along with their relative arrival times. The photon arrival
times are depicted using histograms, where detected and timestamped photons are sorted
into time-bins. The sensor has an estimated dead time of approximately 100 ns, which
can be coarsely tuned by changing the quenching voltage VQ. The sensor is spectrally
sensitive in the range of 400 to 850 nm, with the photon detection probability (PDP)
peak of 25-35% (depending on the GMAPD bias voltage VOP ) at approximately 500
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nm [43]. The statistical mean theoretical timing resolution of the TDCs is specified as
approximately 20 ps [44]. In practice, only the delay of delay line primitives comprising
of four delay chain elements can be measured and although, on average, the delay per
four delay elements is 80 ps ×√2, it is not uniformly divided between the elements [45].
The electronics of LinoSPAD are implemented on two printed circuit boards. The FPGA,
power regulator integrated circuits (ICs), memory ICs and the Cypress FX3 USB con-
troller are implemented on the LinoSPAD mainboard. The GMAPDs are implemented
on the LinoSPAD chip, which is installed on the LinoSPAD daughterboard [42].
2.2.1 LinoSPAD Firmware
Three versions of the LinoSPAD FPGA-based firmware have been made available [46].
These versions provide the functionality of timestamp collection from the GMAPD-events,
histogram generation, pixel intensity generation using intensity counters and histogram
post-processing for correcting the delay-line’s fundemental non-linear properties [47].
However, due to the reasons described in Chapter 2.4.1, LinoSPAD’s designer, Samuel
Burri, released another version of the firmware. The new version has discarded histogram
generation, pixel intensity generation and histogram post-processing primarily in order
to add an additional, the 65th TDC. The following description of the LinoSPAD firmware
describes the 65 TDC version of the firmware [48].
LinoSPAD firmware (Figure 2.5) in implemented on the Xilinx Spartan 6 LX FPGA. The
firmware realizes the TDCs connected to the LinoSPAD chip, generation and distribution
of various clock signals, synchronization circuitry and handles the commands sent to the
LinoSPAD from a personal computer (PC) via the USB interface [44].
A fixed digital clock manager provides a 100 MHz frequency to the programmable clock
generator, the USB transceiver and to the GMAPD event counting circuit from a 48 MHz
crystal oscillator. The TDCs require a constant clock frequency of 400 MHz for sampling
the delay-lines. This is generated by the phase-locked loop (PLL) from input frequency
range of 20 to 100 MHz provided by a programmable clock generator [44].
The memory blocks in the FPGA cannot be clocked by the 400 MHz clock and thus a
rate reduction module is implemented after timestamp collection which synchronizes the
timestamp values collected at 400 MHz clock to 133 MHz clock. Furthermore, the clock
architecture provides a configurable reference output frequency for use cases where the
LinoSPAD is used as a master to an illumination source [49].












































Figure 2.5: LinoSPAD allows for both internal and external clock sources as inputs to
the PLL. Providing a suitable external clock synchronizes the LinoSPADs timestamping
processes with the external clock source. The external clock source will similarly have
to supply a clock at a frequency between 20 to 100 MHz [47].
A LinoSPAD TDC measures the time interval between a LinoSPAD clock event and a
GMAPD event, which in an ideal case is always due to an incident photon. The primary
component of the TDC is the delay line (Figure 2.6), which starts generating output code
at relatively uniform time-intervals relative to an internal or external clock event and
stops generating code when a GMAPD-event occurs. A single TDC is shared by four
GMAPDs and a state-machine is used to connect a selected pixel to the delay line. The
timestamp output from a LinoSPAD TDC has a time span of 7.5 ns, which is expanded
to up to 4.8 ms using a 28-bit coarse counter clocked at 133 MHz [49]. In contrast to the
first 64 TDCs, the 65th TDC is connected to non-GMAPD inputs, which, among other
functions, enables acquiring timestamps from asynchronous external signals [48].










Delay Line (2.5 ns) 
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Figure 2.6: The 2.5 ns delay line is comprised of 140 delay elements. In order to
produce binary timestamps, the outputs of the delay elements are relayed to modified
thermometer-to-binary decoder, which converts the result to a binary timestamp [44].
2.2.2 Post-Processing
Due to the hardware-intrinsic uneven delay-chain durations, the raw timestamp-provided
time-bins acquired by the LinoSPAD’s firmware have to be normalized (Figure 2.7) by
statistically dividing detected photons between time-bins. Given an input histogram Hin,
where k = 140 bins covers a τTDC = 2.5 ns period, we assign each raw bin a size Sin,i and
a position Pin,i, which are calculated from the histogram counts Cin,i as








where i is from 0 to k [49].
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where the correction matrix M ’s elements coincide with the overlap of the input and
output histogram bins. The resulting histogram Hout is expressed as
Hout = M ×Hin [49]. (2.6)
Figure 2.7: Multiplication of a raw histogram sized k by the correction matrix M
aligns the histogram to the corrected histogram of size N by redistributing the counts
(Figure by Samuel Burri [49]).
2.3 Simulations
In order to have a better understanding of the suitable lighting conditions for the ex-
periment and to study the effects of over- and underexposing a GMAPD-detector and
its respective effect to image reconstruction, photon budget calculations, shot noise sim-
ulation and GMAPD dead time simulation were conducted. In addition, where noted,
measured supercontinuum laser’s power fluctuations were incorporated into simulations
to assess its effects on the experiment. Followingly, the details of their methods and
results are discussed.
2.3.1 Photon Calculations
To calculate a preliminary estimation of the photon count conditions present at the pro-
posed setup (Figure 2.1), light power incident at three locations was measured – light
power incident on the beam expander, light power 15 centimetres from the lens at the
DMD’s output and. The supercontinuum laser was operated at a repetition frequency of 5
MHz and Thorlabs PM100D optical power meter with Thorlabs S401C and S120C detec-
tors were used. This data enabled the approximation of visible (400-850 nm) light power
incident on a single pixel. This result combined with the supercontinuum laser’s spectrum
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data and LinoSPAD’s photon detection probability (PDP) yielded the end result of one
LinoSPAD’s pixel receiving approximately 23360 photons per 100 nanoseconds. This re-
sult allows the conclusion that the proposed setup provides sufficient illumination for the
experiment and exhibits light intensity reserves for either reducing the supercontinuum
laser’s repetition rate or for placing the object to be imaged farther from the DMD and
the LinoSPAD.
2.3.2 Shot Noise Simulation
Photon shot noise is a phenomenon that manifests due to discrete photon emissions from
a light source occurring at random times. As the intensity of light incident on an object
decreases, the difference in the individual photon’s arrival times becomes more signifi-
cant [32]. Photon counting devices are almost shot-noise limited [50] and as shot noise
induced light intensity fluctuations may have a significant effect on the quality of the re-
constructed image in the proposed experiment, its effects are assessed in a simulation. To
simulate the effect of shot noise on image reconstruction quality in the proposed experi-
ment, computational ghost imaging algorithm was simulated. This required implementing
Hadamard matrices generation and generating the signals which would be later used for
reconstructing the image. The simulated target object was chosen as a 256× 256 image
for simplicity – as the LinoSPAD itself is a 256×1 GMAPD-array, due to which a total of
512 patterns (256 patterns with their respective inverse patterns) need to be generated.
Signals are generated using the original target object (with its pixel values normalized
to between 0 and 1 as the reflectivity value of the object), the Hadamard-based patterns
generated earlier, measured and normalized laser power fluctuations and the tuning pa-
rameter. The tuning parameter is specified as the main variable of the modelling and
it represents the average number of photons detected by the detector per pattern per
pixel ( photons
pattern×pixel). Shot noise itself can be modelled as a Poisson process [51]. Poisson
distributed random samples are created with the Poisson expectation of interval, which
is the tuning parameter. The resulting numbers are the simulated signal values and can
be used for reconstructing the signal. The simulation results (Appendix A) indicate that
shot noise has a significant effect on image reconstruction in cases where photon rate is
below 5000 photons
pattern×pixel .
2.3.3 Detector Dead Time Simulation
The dead time of a GMAPD-detector was simulated by generating each photon detected
by each pixel of the detector for each pattern independently and subsequently comparing
the detection times of each photon to determine if the photon arrived during a speci-
fied detector dead time. A photon arriving within the dead time of a previous detection
would not be counted. The arrival times for events in a Poisson process are governed by
exponential distribution. The number of generated photons was specified by the tuning
parameter photons
pattern×pixel , which can be related to the object’s distance, and set pattern du-
ration, which controls the total amount of photons that can be counted. The dead time
length used in the simulation was 100 ns. The resulting image was reconstructed using
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signal values acquired by counting each individual photon per pixel per pattern. Multiple
simulation runs with different tuning parameter values were conducted and mean-square
error (MSE) and structural similarity index (SSI) algorithms were was used to assess
the difference between the original image and the reconstructed image (Figure 2.8). The
simulated reconstructed images are shown in appendix B. It can be clearly seen, that
overexposing the object results in deteriorated image quality as majority of the photons
remain undetected and information is lost. An additional interesting phenomenon can
be observed from the detector dead time simulations. Beyond the point of severe dete-
rioration of the reconstructed image from increasing number of undetected photons, the
reconstructed image seems as if it is inverted (Appendix C).



















Figure 2.8: The tuning parameter optimum was found by running the dead time
simulation algorithm using tuning parameter values between 0 to 60000 with a step
of 500. Comparison using the MSE algorithm detected highest similarity between the
reconstructed image and the original image with a tuning parameter value of 5000
photons
pattern×pixel . The SSI algorithm recognized highest similarity between the images at
the tuning parameter value of 9500. Note that due to heavy computational load, this
simulation was run using 64× 64 target objects.
2.4 System Setup
The experiment setup (Figure 2.9) for implementing ghost imaging algorithms using
LinoSPAD as the detector consists of five principal components. A Fianium WhiteLase
High Power Supercontinuum Fiber Laser and a DLP LightcrafterTM 6500 digital mi-
cromirror device (DMD) with conditioning optics are used for projecting the Hadamard
matrice-based patterns on to an object. The light diffusely reflected from the object is
incident on the LinoSPAD and in addition, a trigger signal correlated to the light pulses
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from the laser is connected to the LinoSPAD. A microcontroller is used to trigger the
pattern progression on the DMD using 3.3 V logic and the DMD-provided output trig-
ger signals (Figure 2.4) can be used in the control process of the experiment. Both the
LinoSPAD and the microcontroller are interfaced to a personal computer, which handles
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Figure 2.9: The trigger signal from the supercontinuum laser is fed to the 65th TDC
of the LinoSPAD instead of its external clock input. This is due to the supercontinuum
laser’s unsuitable fundamental trigger frequency of 38.1 MHz, which does not allow
the LinoSPAD’s PLL to lock on to the signal (Chapter 2.4.1).
Timestamps acquired from the 65 TDC’s are relative to the internal clock of the LinoSPAD.
To acquire any meaningful data, the timestamps from the GMAPDs that are acquired







0 ns 10 ns 20 ns 500 ns 510 ns 520 ns 1.50 us 1.51 us 1.52 us 1.53 us 1.54 us
Figure 2.10: The phase shift between the laser’s pulse and a detected photon can be
obtained by subtracting the laser pulse’s timestamp from the timestamp of the detected
photon. This subtraction has to occur between timestamps acquired within a period of
f−1, where f is the laser’s pulse repetition frequency.
2. Experiment Design 32
Control Software
The software for controlling the experiment consists of three parts – LinoSPAD firmware
which fills the role of acquiring timestamps from the LinoSPAD chip, microcontroller
(MCU) firwmare which provides an interface for accessing the triggering logic on the
micromirror device and lastly software on the PC which governs over the other two
firmware, provides the endpoint to the experiment results and offers a user interface for




































Figure 2.11: The depicted process is maintained until a desired amount of timestamps
have been recorded. Subsequently, the timestamps are used in post-processing, where
the inherent time-bins are equalized. Resulting data can then be used in a computa-
tional ghost imaging algorithm for reconstructing the image.
2.4.1 Setup Tests
Preliminary tests with the selected devices to confirm the technical feasibility of the
proposed design were conducted. Specifically, the interoperability of LinoSPAD and the
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supercontinuum laser needed to be ascertained. In addition, the triggering of the proposed
DMD was tested.
In order to be able to use the supercontinuum laser’s trigger signal as an input to
the LinoSPAD, the laser trigger’s NIM logic level has to be converted to match the
LinoSPAD’s required 5 V TTL logic. A G5-48 pulse generator [52] was used to resolve
this, as it was capable of creating TTL-logic compatible pulses and accepted negative
voltage as input. The supercontinuum laser’s trigger was fed to the pulse generator’s
trigger input and G5-48’s output supplied the converted trigger signal to the LinoSPAD.
Initially, this solution was sufficient as it enabled the testing of LinoSPAD’s triggering
mechanisms.
At first, comparing the parameters of the LinoSPAD and the supercontinuum laser showed
that it was be possible to provide the laser’s output trigger as an external clock input
to the LinoSPAD (Figure 2.5). This would mean that the laser’s trigger would represent
the reference time against which detected photons would be timestamped. Regrettably,
the attempt to employ laser’s trigger as the external clock signal for the LinoSPAD was
unsuccessful. This was due to the supercontinuum laser’s actual fundamental repetition
frequency being 38.1 MHz and thus the desired 20 MHz frequency was, in reality, approx-
imately 19.08 MHz. This resulted in LinoSPAD’s phase-locked loop being unable to lock
onto the signal using it as an external clock. As a possible solution an option, where the
supercontinuum laser’s repetition rate would be altered by its manufacturer, was consid-
ered. However, this was discarded due to the procedure’s price. Although LinoSPAD is
capable of providing an output trigger for externally triggering a light source, the super-
continuum laser does not facilitate this function and thus this solution could also not be
used.
By contacting one of the LinoSPAD’s designers, Samuel Burri, a potential solution was
found by altering the LinoSPAD’s firmware by adding another time-to-digital converter
and discarding a significant portion of its other features (described in chapter 2.2). With
this approach (described in chapter 2.4), it was possible to acquire meaningful data from
the LinoSPAD. This required implementing the post-processing of raw histograms from
the acquired timestamps and the calculations of final timestamps correlated to the laser’s
trigger. The acquired results allowed a preliminary assessment of the triggering quality
of the system setup. The initial results showed that although correlated to the laser’s
trigger, the measured photons would seemingly arrive over a period of nanoseconds. This
was likely to be due to timing jitter (Figure 2.12) – timing delay deviation, from the
trigger signal chain, due to the reason, that the light beam was not conditioned in any
way after emission from the laser and the target object was positioned approximately 0.5
m from the LinoSPAD and had no depth.
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Figure 2.12: Delay distribution between laser’s output and G5-48 pulse generator
output shows two distinctive peaks with an approximate distance of 1250 ps. The data
used in the figure was obtained with a Lecroy WaveRunner 6000A Series oscilloscope.
Preliminary analysis suggested that the G5-48 was introducing the observed jitter into
the trigger signal chain. Instead of the G5-48, Ortec Model 9327 amplifier and timing
discriminator was used as a device facilitating NIM to TTL conversion. The device is
designed to be used in low-jitter picosecond applications, as it uses methods for reduc-
ing the effects of noise and signal rise time to timing jitter [53]. While replacing the
G5-48 enhanced the timing conditions (Figure 2.13), for the given experiment this was
insufficient.
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Figure 2.13: Delay distribution between laser’s output and Model 9327 shows slightly
improved timing conditions, as a Gaussian function can be differentiated. Regardless,
the full width at half maximum (FWHM) of the distribution is nearly 1.25 ns. The data
used in the figure was obtained with a Lecroy WaveRunner 6000A Series oscilloscope.
As the timing jitter between the supercontinuum laser’s light output and its electrical
trigger output was unknown, an alternative triggering scheme (Figure 2.14) was used.
Supercontinuum laser’s electrical trigger was not used and instead the trigger signal was


















Figure 2.14: A beam splitter was used to guide the light from the laser to a photo-
diode. The resulting photocurrent was conditioned to TTL-logic levels and supplied to
the LinoSPAD.
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Opting to use the photodiode-generated trigger resulted in significantly improved timing
conditions (Figure 2.15). Still, the expected limit of LinoSPAD’s time resolution of ∼100
ps was not reached, implying that triggering circuitry can be further optimized.

















Figure 2.15: LinoSPAD detected photons form a laser pulse with a full width at half
maximum (FWHM) value of 256 ps. Figure is ranged to show only the detected pulse.
Additionally, controlling the DMD’s pattern sequencing via its trigger interface was
tested. An STM32F103C8 microcontroller based development board ”Blue Pill” was
interfaced via its GPIO’s to the DMD’s input and output trigger pins. The development
board was connected to a personal computer via UART and controlled via custom-written
C++ software. Using this setup it was possible to successfully manage DMD’s pattern
sequencing.
Conclusion
Computational ghost imaging is a promising method for future imaging technologies.
One of the complications hindering the feasibility of single-pixel computational ghost
imaging in many practical applications is its time requirement for obtaining an image with
sufficient quality. As the desired spatial resolution of the object to be imaged increases,
the amount of patterns projected onto the object increases significantly. This fundamental
trade-off of a single-pixel computational ghost imaging device forces the system to either
longer image acquirement durations or a low spatial resolution reconstruction of the
image.
The aim of this thesis was to develop a proof-of-principle novel experiment design for
implementing a Geiger-mode avalanche photodiode array in a direct time of flight 3D
computational ghost imaging setup in order to achieve notably shorter image acquisition
times without making a compromise in the quality of the reconstructed image. The
LinoSPAD line sensor is the core element used in the proposed experiment setup and
it incorporates a 256 × 1 array of Geiger-mode avalanche photodiodes, each of which
is interfaced to a time-to-digital converter and thus allowing the simultaneous capture
of depth data in addition to image data. By dividing the computational ghost imaging
system’s field of view between LinoSPAD’s individual pixels, it is possible to dramatically
reduce the acquisition time of the 3D-image.
The thesis covered the theoretical background of ghost imaging and its aspects, the suit-
ability of various photodiodes in computational ghost imaging applications and gave an
overview of primary 3D-imaging technologies. The proposed design of the experiment
focused on its optical setup and its critical sub-components – the light source, light pro-
jector and the LinoSPAD sensor. The primary selection criteria for the light source and
the light projector were defined. The LinoSPAD’s operational aspects were thoroughly
studied and the resulting requirements for the design were considered. In addition, sup-
plementary simulations relevant for a more profound comprehension of the experiment’s
conditions were performed. Lastly, a system setup incorporating the triggering scheme
and experiment control software architecture was devised and preliminary setup tests
were conducted.
Conformingly to the selection criteria, a suitable light source – the Fianium WhiteLase
Supercontinuum Fiber Laser – and a suitable light projector – the Digital Micromirror
Device DLP LightcrafterTM 6500 – were selected as the pattern projection components of
the experiment. Although preliminary attempts to use the white laser’s output trigger as
an external clock for triggering the LinoSPAD’s timing circuitry were unsuccessful, altered
firmware for the LinoSPAD provided by its designer allowed the acquiring of photon
timestamps correlated to the white laser. The timing jitter initially introduced into the
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system by a pulse generator converting logic level voltages between the laser’s output
trigger and the LinoSPAD, was significantly improved by discarding the supercontinuum
laser’s electrical trigger signal and acquiring the laser’s trigger via photodiode-generated
pulse from the laser’s light output. Regardless, the full time resolution of LinoSPAD was
not achieved. The simulation results showed that a photon counting ghost imaging setup
is vulnerable to shot noise in low detected photon rates. However, detector dead time
simulations indicated that a reconstructed image suffers from severe drop in quality in
the presence of too high rate of photons incident on a detector.
LinoSPAD is a promising new type of sensor, which could significantly accelerate the
progress of computational ghost imaging based 3D-imaging systems. However, due to
extremely strict timing requirements, sufficient attention must be given to triggering cir-
cuitry. Furthermore, relatively meticulous demands for the light source’s pulse width
may complicate the development of direct time of flight based 3D ghost imaging systems.
Nevertheless, the potential of single-photon sensitivity detectors and computational ghost
imaging methods is apparent and both fields are likely candidates for accelerated devel-
opment in the future.
Outlook
The results of this thesis will be used to conduct the experiment, where a 3D image is
reconstructed using the proposed method. Control software described in chapter 2.4 will
be created for this purpose. Furthermore, optimizations to the timing circuitry will be
conducted.
Speculatively, 3D ghost imagers in general could benefit from progress made in laser tech-
nologies. Individually addressable vertical-cavity surface-emitting laser (VCSEL) arrays
with suitable pulse characteristics and output power, could substitute currently used
micromirror-based projectors. In addition, pattern design tailored for a specific scene
from data obtained by previous measurements or even from camera data could, possibly,
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Appendix A – Shot Noise Simulation Results
Figure 16: Original target object.
Figure 17: Photon rate = 100 (photons/pattern/pixel).
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Figure 18: Photon rate = 500 (photons/pattern/pixel).
Figure 19: Photon rate = 1000 (photons/pattern/pixel).
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Figure 20: Photon rate = 2500 (photons/pattern/pixel).
Figure 21: Photon rate = 5000 (photons/pattern/pixel).
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Figure 22: Photon rate = 7500 (photons/pattern/pixel).
Figure 23: Photon rate = 10000 (photons/pattern/pixel).
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Figure 24: Photon rate = 20000 (photons/pattern/pixel).
Appendix B – Dead Time Simulation Results
Figure 25: The original target image with the resolution of 256x256.
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Figure 26: Reconstructed image with a photon rate of 6250 photons per pattern.
Pattern duration is 1 ms. The amount of detected photons is 1147 and the amount of
undetected photons due to dead time is 188.
Figure 27: Reconstructed image with an underexposing photon rate of 1000 photons
per pattern. Pattern duration is 1 ms. The amount of detected photons is 208 and the
amount of undetected photons due to dead time is 5. It can be seen that the signal is
too weak for image reconstruction.
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Figure 28: Reconstructed image with an overexposing photon rate of 50000 photons
per pattern. Pattern duration is 1 ms. The amount of detected photons is 3488 and
the amount of undetected photons due to dead time is 7196.
Appendix C – Dead Time Induced Image In-
version
Figure 29: Original target image with the resolution of 64x64.
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Figure 30: Photon rate = 100 (photons/pattern duration), pattern duration = 1 ms.
Figure 31: Photon rate = 500 (photons/pattern duration), pattern duration = 1 ms.
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Figure 32: Photon rate = 1000 (photons/pattern duration), pattern duration = 1 ms.
Figure 33: Photon rate = 2500 (photons/pattern duration), pattern duration = 1 ms.
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Figure 34: Photon rate = 5000 (photons/pattern duration), pattern duration = 1 ms.
Figure 35: Photon rate = 7500 (photons/pattern duration), pattern duration = 1 ms.
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Figure 36: Photon rate = 12500 (photons/pattern duration), pattern duration = 1
ms.
Figure 37: Photon rate = 15000 (photons/pattern duration), pattern duration = 1
ms.
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Figure 38: Photon rate = 17500 (photons/pattern duration), pattern duration = 1
ms.
Figure 39: Photon rate = 20000 (photons/pattern duration), pattern duration = 1
ms.
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Figure 40: Photon rate = 25000 (photons/pattern duration), pattern duration = 1
ms.
Figure 41: Photon rate = 30000 (photons/pattern duration), pattern duration = 1
ms.
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Figure 42: Photon rate = 40000 (photons/pattern duration), pattern duration = 1
ms.
Figure 43: Photon rate = 50000 (photons/pattern duration), pattern duration = 1
ms.
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Figure 44: Photon rate = 60000 (photons/pattern duration), pattern duration = 1
ms.
Figure 45: Photon rate = 70000 (photons/pattern duration), pattern duration = 1
ms.
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Figure 46: Photon rate = 80000 (photons/pattern duration), pattern duration = 1
ms.
Figure 47: Photon rate = 90000 (photons/pattern duration), pattern duration = 1
ms.
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Figure 48: Photon rate = 100000 (photons/pattern duration), pattern duration = 1
ms.
Figure 49: Photon rate = 110000 (photons/pattern duration), pattern duration = 1
ms.
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Figure 50: Photon rate = 120000 (photons/pattern duration), pattern duration = 1
ms.
Figure 51: Photon rate = 130000 (photons/pattern duration), pattern duration = 1
ms.
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Figure 52: Photon rate = 140000 (photons/pattern duration), pattern duration = 1
ms.
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