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Abstract In this paper, we propose a projection-based
mixed reality system that visualizes the tangential de-
formation of a nonrigid surface by superimposing graph-
ics directly onto the surface by projected imagery. The
superimposed graphics is deformed according to the
surface deformation. To achieve this goal, we develop a
computer vision technique that estimates the tangential
deformation by measuring the frame-by-frame move-
ment of an infrared (IR) texture on the surface. IR ink,
which can be captured by an IR camera under IR light,
but is invisible to the human eye, is used to provide
the surface texture. Consequently, the texture does not
degrade the image quality of the augmented graphics.
The proposed technique measures individually the sur-
face motion between two successive frames. Therefore,
it does not suffer from occlusions caused by interactions
and allows touching, pushing, pulling, and pinching,
etc. The moving least squares (MLS) technique inter-
polates the measured result to estimate denser surface
deformation. The proposed method relies only on the
apparent motion measurement; thus, it is not limited to
a specific deformation characteristic, but is flexible for
multiple deformable materials, such as viscoelastic and
elastic materials. Experiments confirm that, with the
proposed method, we can visualize the surface defor-
mation of various materials by projected illumination,
even when the user’s hand occludes the surface from
the camera.
Keywords Projection-based mixed reality · User
interaction · Deformable surface
P. Punpongsanon · D. Iwai · K. Sato






Projection-based mixed reality (MR) refers to a tech-
nique in which computer graphics are projected on an
actual object to augment its appearance without refab-
ricating the object or requiring any user-worn equip-
ment (Raskar et al, 2001, 2006). Compared with MR
techniques that use video/optical see-through displays,
projection-based MR is more suitable for multi-user sce-
narios because it provides users with a natural field
of view without requiring them to wear or hold any
additional physically constraining devices (Bimber and
Raskar, 2005). This enhances communication, particu-
larly the sharing of augmented information during col-
laborative tasks (Bluteau et al, 2005; Ni et al, 2011).
Projection-based MR can be integrated into many ap-
plication fields such as simulation (Jones et al, 2013),
designer support (Bandyopadhyay et al, 2001; Rivers
et al, 2012), and entertainment (Mine et al, 2012; Saakes
et al, 2010). However, current technologies typically
support only rigid objects and are not applicable to de-
formable or malleable objects. Note that in this study,
we refer to “deformation” as a tangential deformation
of a surface rather than a bump deformation.
The projection-based augmentation of deformable
objects has a broad range of application possibilities.
For example, visualizing surface deformation can im-
prove the study of fluid dynamics by allowing students
to touch a deformable object and observe its deforma-
tion. It can also support a graphical designer in creat-
ing deformed graphics with a free-form tangible inter-
face on which the deformation is visualized by projec-
tion. Moreover, projection-based MR with deformation
has the potential to enhance advertisements for non-
rigid products in a retail store by allowing customers
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Fig. 1 System concept.
to interact with the projected ads on the product by
deforming (e.g., pressing and bending) the product.
The aim of this study is to provide a projection-
based MR system that visualizes tangential deforma-
tion on a surface by deforming the projection graphics
to match the actual surface deformation in real-time. To
achieve this goal, we propose a computer vision tech-
nique to measure the tangential motion of visual feature
points on a deformable surface. Because of occlusions
and non-uniformity of the surface texture density, we
cannot measure the motion in some areas of the sur-
face. Therefore, we interpolate the measured result us-
ing the moving least squares (MLS) method (Schaefer
et al, 2006) to estimate the final deformation informa-
tion. Because our feature tracking method relies only
on the measurement of apparent surface motion, it is
not limited to a specific deformation characteristic. The
proposed method is flexible for multiple deformable ma-
terials, such as viscoelastic and elastic materials. To
avoid tracking failures caused by occlusions, we pro-
pose tracking visual features individually on the sur-
face between two successive frames, rather than through
an entire capture sequence. We refer to this technique
as within-two-frames feature tracking. We use in-
frared (IR) ink, rather than visible ink, to provide a
surface texture to make the surface motion detectable
by an IR camera without degrading the image quality of
visible projected graphics. Figure 1 shows an overview
of the proposed concept.
The primary contributions of this work can be sum-
marized as follows:
– Image-based approach for tangential deformation es-
timation of various materials;
– Within-two-frames feature tracking method for mea-
suring tangential motion of deformation surface, which
is robust against occlusions caused by user interac-
tions;
– IR texture on a surface for stable feature detection
under visible projector illumination;
– Combination of sparse feature tracking and MLS-
based interpolation for real-time deformation esti-
mation.
2 Related Work
Projection-based MR, which provides virtual graphics
to augment physical objects, can be applied to enrich
interactive content (Bandyopadhyay et al, 2001; Raskar
et al, 2006; Mine et al, 2012), enhance appearances
(Bimber and Iwai, 2008; Iwai and Sato, 2010; Shimazu
et al, 2011) and create a deformed illusion on rigid ob-
jects (Hisada et al, 2006). To date, projection-based MR
researchers have primarily focused on rigid objects, and
little work has been conducted on nonrigid objects.
Pioneering work on projection-based MR for a non-
rigid surface has been performed by Piper et al. (Piper
et al, 2002). Their system consisted of a depth sensor,
a projector and clay. Users interact with the clay (e.g.,
building a terrain map) onto which the projector su-
perimposes depth-related imagery, such as pseudo-color
representation of the height information of the map.
Recently, Steimle et al. proposed estimating the bump
deformation of a sheet of paper by using a depth sensor
with depth-related imagery projected onto it (Steimle
et al, 2013). Other work has applied projection-based
MR to a medical surgery scenario, in which the naviga-
tion information is projected directly onto a patient’s
body (Kocev et al, 2013). These studies have focused
on the bump deformation of a projection surface rather
than tangential deformation.
We apply a visual feature tracking approach to mea-
sure tangential deformation. Several studies have tack-
led this issue. Pilet et al. presented a method that de-
tects and tracks deformable objects in monocular im-
age sequences (Pilet et al, 2008), in which wide baseline
matching is applied to find feature correspondences be-
tween a reference image and a captured deformed ob-
ject. However, this method has a high computational
cost. Other studies have proposed real-time deforma-
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tion estimation methods using richer information, i.e.,
both depth images and visual features (Haouchine et al,
2012; Shimizu et al, 2013). These methods work for
global deformation, by which the appearance of a
small area around a feature point, and consequently
the feature vector, does not change significantly. Thus,
the global deformation does not introduce distraction
to the process of finding feature correspondences. On
the other hand, these methods do not work for local
deformation, which changes the appearance of a small
area dramatically, making feature matching impossible.
Kamiyama et al. proposed GelForce, method for
estimating local deformation (Kamiyama et al, 2005).
This method estimates the magnitude and direction of
the tangential force of a deformable silicone surface by
measuring the deformation of red and blue markers em-
bedded in the object. However, the materials that can
be used in the system are limited because the method
requires a physical model of the material as well as a
dense marker array on the entire surface. Ito et al. pro-
posed method for estimating the force of a dexterous
handling robot (Ito et al, 2014). This method estimates
the orientation as well as direction of tangential force
by measuring the displacement of the center dot us-
ing the contact area and contact depth of a fluid-type
elastic touchpad. Although the method achieved the es-
timation of the rotation and direction of the tangential
force, it is designed for a specific application, i.e., con-
tact force detection in a robot, and cannot be used for
our applications. We aim to estimate local tangential
deformation of various deformable surfaces (e.g., elas-
tic, viscous, and viscoelastic materials) without assum-
ing any specific physical models while the marker den-
sity is not related to the size of the surface.
An alternative method for detecting the local de-
formation is to apply indirect sensing techniques. Sato
et al. detected the natural changes in the photoelastic
property in order to detect the place where transparent
silicone was deformed (Sato et al, 2009). Heo and Lee
used the normal force of a finger to estimate the shear
force applied to the touch screen surface (Heo and Lee,
2013). Other works have detected bump deformation of
elastomer using a depth from structure light (Follmer
et al, 2011; Matoba et al, 2012) or using an illumina-
tion of different position red, green, blue light (Johnson
et al, 2011). These methods have focused on the bump
deformation from touch (or pressure) to reconstruct the
input shape, and cannot applied to the tangential de-
formation of a dilatation surface.
We propose the within-two-frames feature tracking
method for the estimation of local tangential defor-
mation. We assume that surface deformation between
two successive frames can be regarded as global de-
formation; thus, feature correspondences between these
frames can be determined. The proposed method mea-
sures feature displacement between the previous and
the current frame, and adds it to the estimated de-
formation result from the previous frame. A previous
study (Wu et al, 2012) has shown that the summation
of frame-by-frame displacement of a point over a long
sequence (i.e., an Eulerian-based approach) is equiva-
lent to the displacement of the point from the first to
the last frame of the sequence (i.e., a Lagrangian-based
approach).
Visual features can be moved in any arbitrary di-
rections on a deformable surface exhibiting both global
and local deformations. In other words, the features are
not always evenly distributed on surfaces, and there
may be a region without any features, for which the
feature tracking method fails. Therefore, we need to
interpolate the measured displacement results by the
within-two-frames feature tracking. For this purpose,
we apply an MLS method, which is a sophisticated com-
puter graphics technique designed for generating realis-
tic deformation of a graphical character (Schaefer et al,
2006). MLS produces smooth deformations to the en-
tire graphic character using a small number of control
points.
As discussed in Section 1, there are many appli-
cation fields that require deformation visualization for
various materials. To realize such applications, we need
a deformation estimation method of a nonrigid surface
that can be applied for different materials in real-time.
Several deformation visualization methods have been
proposed, such as tracking visual features on the surface
from overhead image sensors (Uchiyama and Marchand,
2011; Uchiyama and Saito, 2011; Fujimoto et al, 2014),
or under the surface (Sato et al, 2009; Vlack et al, 2005),
and embedded sensors (Heo and Lee, 2013). However,
these methods only work for specific materials and/or
cannot work in real-time. Our method enables users
to visualize the tangential deformation of different de-
formable materials and work with them in real-time,
independent of the surface size, simply by painting or
embedding IR ink on the deformable materials.
3 Deformation Estimation Technique
In this section, we present our tangential deformation
estimation method. Figure 2 shows the process flow of
the proposed technique. The deformable surface with
IR markers is captured by an IR camera. The surface
detection module finds the target region in the cap-
tured image. The motion measurement module calcu-
lates feature points and their correspondences between
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Fig. 2 Process flow framework: (a) surface detection, (b) motion measurement, and (c) deformation reconstruction.
two successive frames. Thereafter, the deformation re-
construction module estimates the deformation of the
surface by interpolating the measured displacement in-
formation using MLS, and adds the estimation result
to that from the previous frame.
3.1 Surface Detection
In this research, we assume that the background of our
system, as well as the IR ink (Section 4), absorb IR
light. Therefore, only the surface of the deformable ob-
ject exhibits high intensity under uniform IR illumi-
nation in a captured IR image. We detect the surface
region of the deformable object by finding the largest
bright region in each captured image. We define a square
region containing the surface boundary as a region of
interest (ROI). Rather than using the entire captured
image, the ROI is used as a working area in the fol-
lowing process to make it faster and ensure robustness
against image noise occurring outside the ROI.
3.2 Motion Measurement
We propose the within-two-frames feature tracking method
to measure spatially varying movements of feature points
on a deformable surface. The proposed method is de-
signed to avoid tracking failures caused by occlusions,
which are unavoidable when features are tracked through
an entire captured sequence. Our method computes fea-
ture correspondences between two successive frames. If
some feature points are occluded, we ignore them, and
measure only non-occluded points. Therefore, the track-
ing errors caused by occlusions are not accumulated.
For stable motion measurement, feature points should
be distributed evenly over the surface. Therefore, we di-
vide the ROI into m×m blocks and measure the fixed
number of feature points, α, in each block. We define
the total number of feature points K, which is then di-
vided by the number of blocks to obtain α. We apply
a simple feature detector, i.e., Good Features To Track
(Shi and Tomasi, 1994), in our system.
Fig. 3 Within-two-frames technique used to measure surface motion. The feature point correspondences are calculated in each
block individually. (a) If a block is occluded, the block is ignored until the surface in the block reappears. (b) The proposed
method avoids matching errors by finding unusual correspondences from the displacement of each feature correspondence.
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Fig. 4 (a) Transformation matrix M maps between detected
feature points pi, (b) feature correspondences qi, and (c) tex-
ture image mapped to the deformation estimation result at
each vertex ft(vn).
In the feature tracking process, we find a feature
point in the current frame, i.e., the corresponding
point that corresponds to a point in the previous frame,
i.e., the original point. The corresponding point is de-
termined as the feature point that is the nearest to the
original point. The proposed method determines the
feature points and their correspondences individually
for each block. If a block is completely occluded, it is
not possible to determine the feature points and their
correspondences. In this case, we ignore that partic-
ular block and attempt to measure the surface motion
when the surface reappears in the block (Fig. 3(a)). Our
method also avoids matching errors by finding unusual
correspondences. We consider a feature correspondence
as an unusual correspondence when the displacement
value d is greater than a threshold value β. A threshold
value β is specified in advance based on the assump-
tion that, within 25 frames, the feature point should
not move more than 0.3 centimeters or 10 pixels. We
exclude such features and their correspondences from
the motion measurement (Fig. 3(b)).
Specular reflection on a deformable surface is prob-
lematic: when some regions of a surface exhibit specu-
lar reflection of the illuminated IR light, they exhibit
bright spots close to white in a captured image. This
causes a matching error and results in a tracking fail-
ure. To solve this problem, we exclude the pixels that
have brightness values greater than a threshold value
γ from the motion measurement. A threshold value γ
is calculated by (maximum brightness value - minimum
brightness value) × 0.8 based on a method proposed by
Chang and Tseng (Chang and Tseng, 2010).
3.3 Deformation reconstruction
In general, dense feature tracking realizes an accurate
measurement of the surface motion; however, it requires
a rich texture covering the entire surface. Such rich
textures do not always appear on a deformed surface
because the texture moves unevenly according to the
deformation and may be occluded by user interaction.
Therefore, we apply an interpolation technique (i.e.,
MLS) to the motion measurement result to estimate
the final deformation.
MLS was originally proposed to generate in real-
time realistic deformations of a graphic character using
only a small number of control points. Smooth defor-
mations are produced from the displacement of each
control point in each frame. We apply this method to
the feature tracking result rather than using the move-
ment of predefined control points.
Unlike previous MLS approaches, we are concerned
with the ROI rather than the entire image. Because the
size of the ROI changes according to the surface defor-
mation, we geometrically transform the feature track-
ing results in such a way that the ROI of each frame
corresponds to a reference, i.e., the ROI of the first
frame. The transformed ROI is referred to as the op-
erational space in the following. Estimation of the
deformation at every location in an operational space
requires significant computational resources. Therefore,
we calculate the deformation at sparse but uniformly
distributed points in the space. We assign a uniform
grid to the operational space, and the MLS computa-
tion is performed at the grid vertices. The number of
uniform grids is related to the deformation quality and
computational resources. We assign a number of uni-
form grids based on the size of the deformable object.
Our preliminary experiment shows that a 6×6 uniform
grid per square centimeter (cm2) provides optimal qual-
ity and computational resources.
First, we geometrically transform a set of feature
points and their correspondences from each ROI to the
operational space. In Fig. 4, let pit and q
i
t be the orig-
inal points and their correspondences, respectively, at
time t, where i indicates the index of each point. Then,
we define the deformation at each grid vertex vn (n =
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Fig. 5 Human eye view (left) and IR camera view (right) of
deformable objects painted or embedded with invisible ink-
painted fabrics: (a) commercial silly putty, (b) slime (sodium
borate + PVA) embedded with invisible particles, (c) elas-
tic clay, and (d) polyurethane-based gel sheet painted with
invisible ink.
Fig. 6 (a) Invisible ink with high absorption in the IR re-
gion, and (b) spectral selective particles, i.e., IR invisible ink
painted on non-woven fabrics.
1, ..., N) by solving a transformation M that maps pit
to qit between each of the two successive frames (see the





wit(vn)|M(pit − qit)|2, (1)
where position ft(vn) is the estimation result of vn at
time t and wit(vn) is the weight function of the distance







The sum of the estimation result from each of the
two successive frames will yield the total deformation
estimation result. Consequently, the total deformation
result at vn from t = 1 to T is computed as




To visualize the deformation estimation result, we
geometrically transform the operational space to the
projector coordinate. Subsequently, we map projection
graphics to the deformation estimation result. The de-
formed graphics are projected on the surface using a
projector.
4 Deformable Objects
Our system can use materials that have various defor-
mation properties, such as viscoelastic or elastic mate-
rials. Several examples of deformable objects are shown
in Fig. 5(a), including slime1, elastic clay (NENDO
Studio clay), a polyurethane-based gel sheet (EXSEAL
Hitohada), and silly putty (Crazy Aaron Enterprises).
Viscoelastic materials exhibit a time-dependent strain
when the deformation is performed. Elastic materials
change shape under force and recover their shapes when
the force is released. These materials allow for sev-
eral interactions, such as touching, pinching, squeezing,
kneading, and pulling or stretching.
Deformable materials for our application must have
uniformly white, or at least non-textured surfaces for
projector illumination. This is difficult considering that
our deformation estimation method requires a surface
texture which can be used for vision-based feature de-
tection. To make a non-textured deformable surface ap-
plicable for our deformation estimation method, we use
spectral selective ink, called IR ink (Fig. 6(a)). The
IR ink is invisible to the human eye, having high ab-
sorption only in a near-IR wavelength (between 793
nm and 820 nm). We use two approaches for apply-
ing IR ink to make a deformable material that has a
non-textured surface applicable for our deformation es-
timation method.
First, we paint the IR ink directly on the deformable
surface. The IR ink is oil-based; thus, it is durable after
application to the surface. In particular, this approach
is appropriate for matte materials, such as polyurethane-
based gel sheets and elastic clay.
Second, we embed pieces of fabric soaked in IR ink
into a deformable object approximately 0.1 - 0.2 cm
under the surface (Fig. 6(b)). This approach is partic-
ularly effective for objects having glossy surfaces, such
as slime and silly putty, which are inappropriate for the
painting approach. Owing to the IR wavelength being
wider than visible wavelength, the embedded particles
are still visible in an image captured by an IR cam-
era. The fabric used in our system is non-woven, and
is matte and durable when soaked in ink. The fabric
is particularly suitable because it does not disperse IR
ink into the deformable objects.
Figure 5(b) shows the IR image of Fig. 5(a).
1 see http://en.wikipedia.org/wiki/Flubber_
(material) for more information.
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Fig. 7 Experimental setup. The visible-IR projector with IR-pass filter is used as an IR light source. (a) The projector and
camera are placed in the same plane using a beam splitter; (b) slime (viscoelastic material) with embedded IR-based particles
is used as the deformable object in our experiments.
5 Experiments
We conducted both objective and subjective experi-
ments to evaluate the proposed method.
5.1 System configuration and demonstration
Figure 7 shows the hardware configuration of our pro-
totype. We place a projector (ACER K10) and a cam-
era (PointGrey Flea3 FL3-U3-13S2M-CS) so that they
share the same optical axis using a beam splitter (Ed-
mund Optical VIS Plate, 1.25 cm). The camera is equipped
with an IR-pass filter (Edmund Optical Cast Plastic IR
700 nm Long-pass Filter). A visible-IR projector (PLUS
V-1100) with an IR-pass filter (same as the camera’s fil-
ter) is used as a spatially uniform infrared light source.
The images of the deformable object are acquired
at a resolution of 640 × 480 pixels. The image acqui-
sition process, motion measurement, and deformation
estimation run on the same PC (CPU: Intel Core i7 950
3.07 GHz, RAM: 6GB, GPU: NVIDIA GeForce GT520
2GB). The within-two-frames feature tracking method
is implemented on the GPU. We divide the surface ROI
into 3× 3 blocks (i.e., m = 3, in Section 3.2). The cam-
era and projector share an optical axis; thus, we use
homography for the coordinate transformation between
the camera and projector.
We use an approximately 36 cm2 piece of slime
(shown in Fig. 7(b)) as a deformable material in all
experiments. The material is made by mixing sodium
borate with polyvinyl alcohol. It exhibits both viscosity
and elasticity, and provides global and local deforma-
tions. The material flows like a liquid for a long period,
but it has a short period of rigidity. We embed the IR
ink-soaked fabric particles into the deformable object’s
surface, as described in Section 4.
Figure 8(a) shows the self-dilatation deformation
of the surface. The projected graphics become larger
according to the self-dilatation. Figures 8(b) and 8(c)
show the deformation of the projected results when a
user interacts with the surface. The projected graphics
deform according to the user’s tangential deformation
manipulation.
5.2 Accuracy evaluation
As described in Section 3, the proposed deformation
estimation method is designed to avoid tracking errors
that result from occluded features. We evaluate how
accurately the proposed method estimates the defor-
mation when feature points are sometimes occluded in
a sequence by comparing our results with a reference.
The reference is obtained by manual feature track-
ing through a whole sequence using the procedure de-
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Fig. 8 Preliminary results of the implementation. The different sets of selected frames show the visualization of the surface
self-dilatation deformation (a) and user interaction (b, c). Users can interact with a deformable surface by kneading, touching,
pulling (b), and stretching (c). The projected graphics were deformed as closely as possible to the deformed surface.
scribed below. The experimenter selects feature points
in the first captured frame and begins tracking them in
the next captured frame. If there are occluded features,
the experimenter does not attempt to track them in
that frame. When such features reappear, the experi-
menter recovers these previously occluded features and
continues to track them. The feature tracking results
are then processed using the MLS method to estimate
the deformation, which is the same as the proposed
method.
In the experiment, we used 1.25 features per cm2 or
a total 45 feature points for both the proposed and ref-
erence methods. The experimenter caused deformations
by pushing the surface. A video sequence was recorded
by the system’s IR camera. The same sequence was used
for both the proposed and reference methods.
The estimated positions of grid vertices used in the
MLS method are plotted in Fig. 9. The proposed method
(blue) is compared with the reference (orange) at 225
vertices. From the figure, we confirm that the trajecto-
ries in our method and the reference method look sim-
Table 1 Results of the user test.




ilar. On average, the Euclidean distance between the
estimation results of our method and those of the ref-
erence is only 5.4 pixels, which corresponds to approx-
imately 0.14 cm on the surface. Moreover, the correla-
tion coefficient analysis shows that the results of our
method and the reference are similar (ρ = 0.98). Con-
sequently, we can confirm that our method performed
the surface deformation estimation with comparable ac-
curacy to the reference method using manual feature
tracking.
5.3 User test
Our system is designed to be used by a user; thus,
we must assess the system from the user’s perspective.
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Fig. 9 Estimation results for our method (blue) compared with those of the reference method (orange) for 225 vertices.
Fig. 10 User experiment interactions: (a) pushing, (b)
touching, (c) pulling, and (d) pinching.
Here, we show the results from our user study, in which
participants subjectively evaluate how realistic the vi-
sualization results of our proposed system are.
In the experiment, each participant is asked to in-
teract with the deformable surface under three condi-
tions, i.e., 0.42, 0.83, and 1.25 features per cm2 or a
total 15, 30, and 45 feature points, respectively, are
used for the estimation. For each condition, participants
perform four types of interactions: pinching, kneading,
pushing, and shrinking (using their hand, or using plas-
tic sticks) (Fig. 10). The order of the specified interac-
tions is random for each participant. After the experi-
ment, we ask each participant to rate the deformation
visualization result subjectively. In particular, we ask
them the following question: ”How realistic do you think
the graphics projected on the deformable surface were?”.
The question is asked for each experimental condition.
The participants answer the question using a 5-point
Likert scale, where 1 is rather unrealistic and 5 is very
realistic.
Eleven subjects (9 males, 2 females) between the
ages of 22 and 25 participated in the experiment. Ta-
ble 1 shows the average subjective ratings. For 0.83 or
more features per cm2, the participants found the de-
formation results to be satisfactory (average > 4.2).
However, 0.42 features per cm2 were less effective in the
estimation of the surface deformation (average = 3.1).
The Likert scale rating was analyzed using the Fried-
man test. There was a statistically significant differ-
ence in the realistic deformation estimation depending
on the number of feature points per cm2, χ2 = 16.06
(p < 0.05). Post-hoc pairwise comparisons were con-
ducted using the Wilcoxon signed-rank test. For post-
hoc analyses, we applied the Bonferroni correction for
multiple comparisons to a significance level of 0.017
(i.e.,p = 0.05/3 multiple comparisons). There were sta-
tistically significant differences in the realistic deforma-
tion estimation between 0.42 and 0.83 features per cm2
(Z = −2.76, p < 0.01) and between 0.42 and 1.25 fea-
tures per cm2 (Z = −2.89, p < 0.01). However, there
was no significant difference between 0.83 and 1.25 fea-
tures per cm2 (Z = −0.71, p = 0.48).
In summary, the experimental results prove that the
number of features per cm2 has a significant effect on
the realistic deformation estimation result. Increasing
the number of feature points improves the realistic es-
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Fig. 11 Average processing times using 0.42 - 5.56 feature
points per square centimeter.
timation results. In particular, 0.83 and 1.25 features
per cm2 clearly provide a more realistic deformation
visualization than 0.42 features per cm2.
5.4 Optimal number of features
Although the number of feature points has significant
effect on the realistic deformation visualization result,
as confirmed in Section 5.3, increasing the number of
feature points requires a longer computational time. We
aim to apply our method to interactive applications;
thus, we must consider the trade-off between real-time
performance and the number of feature points necessary
for realistic deformation estimation.
We conducted an experiment to find the appropri-
ate balance between realistic deformation visualization
and real-time performance. The computation time of
the system was evaluated by increasing the number of
feature points. We tried to find the optimal number
of feature points for realistic deformation estimation
within real-time performance.
The average processing times for 300 frame itera-
tions with 13 different feature density per cm2 (0.42,
0.83, 1.25, 1.66, 2.03, 2.43, 2.84, 3.24, 3.65, 4.05, 4.46,
5.00, and 5.56) are shown in Fig. 11. The processing
time exceeded real-time performance requirements (at
25 frames per second) when the feature density was
greater than 2.03. The deformation estimation result
was sufficiently realistic to satisfy users when the fea-
ture density was 0.83 and above (Section 5.3). In other
words, the optimal number of feature points that bal-
ances realistic deformation visualization within real-
time performance was 0.83 - 2.03 in this prototype sys-
tem.
6 Discussion
Our technique allows an intuitive MR experience in
projection-based technologies using a simple hardware
setup that includes a projector, an IR camera, and an
IR light source. The proposed method is not limited by
the characteristics of deformable materials (e.g., elastic,
viscous, or viscoelastic). Such limitations can be over-
come by painting the object’s surface with IR ink or by
embedding pieces of fabric soaked in the ink into the
surface. Owing to a state-of-the-art deformation esti-
mation technique (i.e., MLS), our method uses a rel-
atively small number of feature points to approximate
deformations for large-scale surfaces. Here, we discuss
the potential applications and limitations of the pro-
posed system.
Potential applications: Adding a deformable projected
graphics to physical clay materials has many potential
educational applications. Clay is often used as an early
childhood educational tool. Mixing the advantages of
computer-supported education and our deformed pro-
jected graphics using a projector-camera system, we can
facilitate new interactive educational activities. For ex-
ample, teachers and students can experience the de-
formation of physical objects visualized by projection
during fluid dynamics experiments. It can also sup-
port graphical designers in creating deformable graph-
ics. They can explore their designs easily by deforming
clays or other deformable materials on which the de-
formation information is projected. As another appli-
cation, we can apply the proposed system to toys for
small children; they can, for example enjoy deforming
preferred graphic images by changing the form of the
clay.
Limitations: We have proposed a within-two-frames fea-
ture tracking method with the MLS deformation re-
construction technique to estimate the deformation of
a non-textured surface for projection-based MR tech-
nologies. With the proposed technique, the projection
graphics can deform to match the real object, even
for self-dilating objects made of viscoelastic materials.
However, there are currently some limitations. First,
although our method can estimate surface deforma-
tion without any mechanical devices, artificial textures,
which are either painted on or embedded into the phys-
ical object’s surface, are required. However, we do not
Title Suppressed Due to Excessive Length 11
believe that this leads to any critical problems. The tex-
tures are invisible to the human eye; thus, they do not
degrade the image quality of the augmented graphics.
Second, the proposed method shares a limitation re-
garding deformation estimation with other vision-based
methods. As with other methods, estimating twist de-
formation is not possible because the motion detected
by feature tracking does not include rotational infor-
mation. Although this could be solved by applying a
more complex marker, e.g., an identifiable 2D visual
marker, such a marker would disturb the estimation
of any deformation smaller than the employed marker.
While the dense optical flow technique (Alvarez et al,
2000) might include rotational information, it is lim-
ited by the fact that computational resources depend
on the size of the surface material for real-time pro-
cessing. Moreover, the deformation result from inter-
polated flow can sometimes suffer from tracking noise,
leading to lack of realism. In contrast, our sparse track-
ing method allows size-independent real-time process-
ing. Our method also minimizes the lack of realism by
reducing the number of feature points and using inter-
polated deformation flows, instead.
In this paper, we proposed combining a sparse track-
ing method with MLS interpolation to realize robust
and real-time tangential deformation estimation. We
designed our method so that any sparse tracking meth-
ods can be used in combination with the MLS. Investi-
gating which sparse tracking method provides the best
performance is beyond the scope of this paper, and will
be tackled in our future work.
7 Conclusions
To the best of our knowledge, no empirical work has
addressed projection-based augmentation of nonrigid
surfaces based on tangential deformation estimation.
This study has described a new technique that can esti-
mate the deformation of a non-textured surface success-
fully. The system combines the within-two-frames mo-
tion measurement and the MLS method for tangential
deformation estimation. The results show the effective-
ness of our deformation estimation method compared
with manual feature tracking. Determining the optimal
number of feature points indicated that it is possible
to balance realistic deformation visualization and real-
time performance. In addition, we presented a range
of applications which can benefit from the projection-
based technology developed by us. In the future, we
will extend the proposed method, which currently only
supports 2D deformation, to augment 3D surface defor-
mation by applying multiple cameras and projectors.
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