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Luigi Accardi] Luigi Accardi
1 Abdessatar Souissi]Abdessatar Souissi
El Gheteb Soueidy]El Gheteb Soueidy
abstract In the present paper we study a unified approach for Quan-
tum Markov Chains. A new quantum Markov property that generalizes the
old one, is discussed. We introduce Markov states and chains on general lo-
cal algebras, possessing a generic algebraic property, includ- ing both Boson
and Fermi algebras. The main result is a reconstruction theorem for quan-
tum Markov chains in the mentioned kind of local alge- bras. Namely, this
reconstruction allows the reproduction of all existing examples of quantum
Markov chains and states.
1 Introduction and notations
Quantum Markov chains on infinite tensor product of matrix algebras were
introduced in [1] as a non–commutative analogue of classical Markov chains.
In [4] the distinction between quantum Markov chains and the subclass of
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quantum Markov states was introduced and a structure theorem for the lat-
ter class was proved. A sub–class of Markov chains, re–named finitely cor-
related states, was shown to coincide with the so-called valence bond states
introduced in the late 1980s in the context of anti–ferromagnetic Heisenberg
models (see [10]).
In [6] the notion of quantum Markov chain was extended to states on the
CAR algebra. In [11] concrete models rising naturally from quantum statis-
tical physics were investigated in quantum spin algebras.
In the framework of more general ∗–algebras a definition of Markov chains
is still missing. Namely, the following problems are still open
• An definition of Markov chains on ∗–algebras more general than infinite
tensor products of ∗–algebras or CAR algebras.
• A reconstruction of Markov chains starting from the associated corre-
lation functions.
In this paper we solve the mentioned problems for an important class of
quasi–local ∗–algebras for which the local algebras are linearly generated by
”ordered products” (see condition (1) below). These algebras include the
infinite tensor products of type I factors and the Fermi algebra generated by
the canonical anti–commutation relations (CAR) (see [8] and [9]).
The organization of the paper is the following. In section 3 we introduce
a formulation of the Markov property with respect to a backward filtration
{An]} that generalizes the Markov property introduced in [2]. Section 4,
is devoted to the definition of backward Markov states and chains in the
considered ∗–algebraA together with an existence theorem for Markov chains
for given sequence of boundary conditions. In section 5, we state our main
result which concerns a reconstruction of Markov chains starting from a given
sequence of transition expectations. We then prove that this result extends
the corresponding structure theorems in the tensor and the Fermi case.
2 Notations and preliminaries
Let A be a ∗–algebra and {An}n∈N a sequence of its ∗–subalgebras. Unless
otherwise specified, all ∗–algebras considered in the following are complex
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unital, i.e. with identity. For a given sub–set I ⊂ N, denote
AI :=
∨
n∈I
An
the ∗–algebra generated by the family (An)n∈I . In these notations one has
I ⊆ J ⇒ AI ⊆ AJ
If I = [0, n], we denote An] := A[0,n].
If I consists of a single element n ∈ N we write
An := A{n}
The cone of positive elements of AI will be denoted by A
+
I . We assume that
the ordered products
a0a1 . . . an ; aj ∈ Aj, j ∈ {1, . . . n}, n ∈ N (1)
linearly generate the algebra A. This implies that any state ϕ on A is
uniquely determined by its values on the products of the form (1) and that
A = AN
For every integer n ∈ N∗ denote by Mn ≡M(n,C) the algebra of all complex
n× n matrices. Let A and B be two ∗–algebras.
Definition 1 Let AF be a sub–∗–algebra of A. A linear map P from AF into
B is said to be n–positive (n ∈ N∗) if ∀ b1, . . . , bn ∈ B, ∀ a1, . . . , an ∈ AF
n∑
j,k=1
b∗j P (a
∗
j ak)bk ≥ 0 (2)
P is called completely positive if (2) holds for all n ∈ N∗.
If C ⊆ B is a ∗–algebra and (2) holds for any n ∈ N∗ and any b1, . . . , bn ∈ C,
P is called C–completely positive.
Definition 2 A linear map E0 from A into B is called a Umegaki condi-
tional expectation if:
(CE1) E0(a) ≥ 0, if a ≥ 0; a ∈ A,
(CE2) E0(ba) = b E(a); b ∈ Range(E) , a ∈ A,
(CE3) E0(a∗) = E(a)∗, ∀a ∈ A,
(CE4) E0(1) = 1,
(CE5) E0(a) · E0(a)∗ ≤ E0(aa∗).
If such an E0 exists, the algebra B is called expected.
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Remark. If E0 : A → B ⊆ A is a Umegaki conditional expectation, (CE1)
implies that ‖E(a)‖ ≤ ‖a‖ (∀a ∈ A; (CE2) and (CE4) imply that E0 is a
norm one projection onto its range which coincides with the set of its fixed
points. (CE2), (CE3) and (CE4) imply that Range(E0) is a ∗–algebra and
that E0 : A → Range(E0) is completely positive. In particular (CE5) follows
from (CE1)–(CE4).
Definition 3 A non–normalized quasi–conditional expectation with
respect to the triplet of unital ∗-algebras C ⊆ B ⊆ A is a completely positive,
linear ∗–map E : A → B such that E(1) 6= 1 and
E(ca) = cE(a) , ∀a ∈ A , ∀c ∈ C (3)
If E(1) = 1, E is called a quasi–conditional expectation.
Remark. Any Umegaki conditional expectation E from A into B satisfying
(3) is a quasi–conditional expectation with respect to the triplet C ⊆ B ⊆ A.
Lemma 1 Let P : A → B be a completely positive map. Define these sets
CE(P, l) := {c ∈ A : P (ca) = cP (a) and P (c∗a) = c∗P (a) , ∀a ∈ A} (4)
CE(P, r) := {c ∈ A : P (ac) = P (a)c and P (ac∗) = P (a)c∗ , ∀a ∈ A} (5)
Then both CE(P, l) and CE(P, r) are ∗–algebras and
CE(P, l) = CE(P, r) =: CE(P ) (6)
If P is identity preserving,
CE(P ) ⊆ Fix(P ) := Fixed points of P
Proof. It is clear that both CE(P, l) and CE(P, r) are algebra and they are
closed under involution by assumption. (6) follows from the identity
P (ca) = cP (a) ⇐⇒ P (a∗c∗) = P ((ca)∗) = (P (ca))∗ = (cP (a))∗ = (P (a))∗c∗ = P (a∗)c∗
Since a ∈ A and c ∈ CE(P, l) are arbitrary and Range(P ) is closed under
involution, this implies that the set (4) is equal to the set (5).
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Lemma 2 Let E be a quasi–conditional expectation as in Definition 3. Then
there exists a ∗–sub–algebra Cmax of Range(E) maximal with respect to prop-
erty (3) and such that Cmax.
C ⊆ Cmax ⊆ Fix(E) ⊆ B (7)
Proof. From Zorn Lemma it follows that there exists a ∗–sub–algebra
Cmax of Range(E) maximal with respect to property (3) and such that
C ⊆ Cmax. (7) then follows because we have seen that property (3) im-
plies that Cmax ⊆ Fix(E).
Remark. Suppose that the algebra Cmax in Lemma 2 is expected and let
E0 : A → Cmax be a surjective Umegaki conditional expectation. Any K ∈ A
such that
E0(K∗K) = 1
is called an E0–conditional amplitude. Denoting, for any sub–∗–algebra
B ⊆ A
B
′
:= {a ∈ A : ab = ba , ∀b ∈ B}
the commutant of B in A, If K ∈ C′ then the map
E0(K∗( · )K) : A → B
is a quasi–conditional expectation with respect to the triplet C ⊆ B ⊆ A.
Remark. Every quasi–conditional expectation with respect to the triplet
C ⊆ B ⊆ A satisfies the conditions
E(ac) = E(a)c ; a ∈ A , c ∈ C (8)
E(C′ ∩ A) ⊆ C′ ∩ B (9)
3 A new formulation of the backward quan-
tum Markov property
Definition 4 A map E from An+1] into An] is said to enjoy the Markov
property with respect to the triplet An−1] ⊆ An] ⊆ An+1] if
E(A[n,n+1]) ⊆ A
′
n−1] ∩An (10)
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Remark. In [1] it was claimed that the relation (9) can be considered as
a non–commutative formulation of the Markov property and it was shown
that this claim is plausible in the tensor case in which An] =
⊗
[0,n]Md(C)
for each n. In this case in fact on has
A
′
n−1] ∩An+1] = A[n,n+1] (11)
However in the Fermi case (11) is not satisfied, while our Definition (10)
applies to both cases (see section 6.2).
Remark. From (3), (8) and (10), it follows that for any an−1] ∈ An−1] and
a[n,n+1] ∈ A[n,n+1] one has
E(an−1]a[n,n+1]) = an−1]E(a[n,n+1]) = E(a[n,n+1])an−1] = E(a[n,n+1]an−1])
Therefore any Markov quasi–conditional expectation En] with respect
to the triplet An−1] ⊂ An] ⊂ An+1] must satisfy the following trace–like
property
En](ab) = En](ba) ; a ∈ An−1], b ∈ A[n,n+1] (12)
Definition 5 A backward Markov transition expectation from
An ∨ An+1 to An is a completely positive identity preserving map
E[n,n+1] : An ∨An+1 → An
satisfying the Markov property (10).
If E[n+1,n] is not identity preserving, we say that it is a non–normalized
backward Markov transition expectation.
Remark. Any Markov quasi–conditional expectation En] with respect to the
triplet An−1] ⊂ An] ⊂ An+1] defines, by restriction to A[n,n+1] a backward
Markov transition expectation E[n+1,n] from An ∨ An+1 to An with respect
to the same triplet.
We will prove in the section (5) that any backward Markov transition ex-
pectation E[n+1,n] from An ∨An+1 to An with respect to the triplet An−1] ⊂
An] ⊂ An+1] arises in this way. To this goal we recall some properties of the
non–commutative Schur multiplication.
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Definition 6 Let M be a ∗–algebra and let A = (aij), B = (bij) ∈Mn(M).
The Schur product A ◦B is defined by
A ◦B := (aijbij) ∈Mn(M) (13)
Remark. Note that A ◦ B = B ◦ A if and only if for each i, j the elements
aij and bij commute.
Lemma 3 LetM be a ∗-algebra and A, B commuting sub–∗–algebras ofM.
Then the Schur multiplication Mn(A) ×Mn(B) 7→ Mn(A ∨ B) is a positive
map.
Proof. Recall that by definition A ∈ Mn(A) is positive if and only if it is a
sum of elements of the form A = C∗C with C ∈Mn(A). By linearity it will
be sufficient to consider only elements of the form A = C∗C, i.e.
aij =
∑
h
c∗hichj i, j ∈ {1, n}
Let A = C∗C ∈Mn(A)+, B = D∗D ∈Mn(B)+.
For X = (x1, · · · , xn)T ∈ (A ∨ B)n, one has
X∗A ◦BX =
∑
i,j
x∗i aijbijxj =
∑
i,j
x∗i
(∑
h
c∗hichj
)(∑
k
d∗kidkj
)
xj
=
∑
h,k
∑
i,j
x∗i c
∗
hichjd
∗
kidkjxj =
∑
h,k
∑
i,j
(dkichixi)
∗(dkjchjxj) =
∑
h,k
(∑
i
dkickixi
)∗(∑
i
dkichixi
)
=
∑
h,k
∣∣∑
i dkickixi
∣∣2 ≥ 0. Then A ◦B ∈Mn(A ∨ B)+.
Definition 7 Let be given two unital ∗–algebras M and V. If A = [aij ] ∈
Mn(M) and B = [bij ] ∈Mn(V) their Schur tensor product is defined by
A ◦⊗ B := [aij ⊗ bij ] ∈Mn(M⊗V) (14)
where ⊗ is the algebraic tensor product.
Lemma 4 In the notations of Definition 7, if A and B are positive then
A ◦⊗ B is also positive.
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Proof. See [13].
We will use the following corollary of Lemma 4.
Corollary 1 In the notations of Definition 7, let C and D be mutually
commuting sub–algebras of a ∗–algebra A and let u : M → C be a ∗–
homomorphism and P : N → D a completely positive map. Then the map
u⊗ P : m⊗ n ∈M⊗N → u(m)P (n) ∈ C ∨ D
is An−1]–completely positive.
Proof. We have to prove that for each n ∈ N the map
n∑
i,k=1
m∗jmk ⊗ n
∗
jnk 7→
n∑
i,k=1
u(m∗imk)P (n
∗
ink)
is positive. Since (P (n∗ink)) is positive because P is completely positive and
u(m∗imk) is positive because u is a ∗–homomorphism, the thesis follows from
Lemma (3).
4 Backward Markov states and chains
4.1 Backward Markov states
Definition 8 A state ϕ on A is said to be a backward quantum Markov
state if for every n ∈ N there exists a, non necessarily normalized, Markov
quasi–conditional expectation En] with respect to the triplet An−1] ⊆ An] ⊆
An+1] satisfying
ϕ = ϕ ◦ En] (15)
for each ordered product a0a1 · · · an with ak ∈ Ak, k = 1, · · · , n.
Theorem 1 Any Markov state ϕ on A defines a pair {ϕ0 , (E[n,n+1])} such
that:
(i) For every n ∈ N,
ϕ0(E0](E1]((· · ·En−1](En](1n+1)) · · · )))) = 1 (16)
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(ii) ∀n ∈ N, E[n,n+1] : A[n,n+1] → A
′
n−1] ∩ An is a linear completely positive
map;
(iii) For every n ∈ N, ai ∈ Ai, 0 ≤ i ≤ n,
ϕ(a0a1 · · · an) = ϕ0(E0](a0E1](a1(· · ·En−1](an−1En](an)) · · · )))) (17)
Conversely, given a pair {ϕ0 , (E[n,n+1])} satisfying (i) and (ii) above, for
every n ∈ N there is a unique state ϕ[0,n] on A[0,n] satisfying
ϕ[0,n](a0a1 · · · an) = ϕ0(E[0,1](a0E[1,2](a1(· · ·E[n−1,n](an−1E[n,n+1](an)) · · · )
(18)
If the family of states (ϕ[0,n]) is projective, in the sense that
ϕ[0,n+1]
∣∣∣
A[0,n]
= ϕ[0,n] ; ∀n ∈ N (19)
then it defines a unique state ϕ on A.
ϕ is a Markov state if and only if the compatibility condition
ϕ[0,n]
(
an−1]E[n,n+1](an−1an+1)
)
= ϕ[0,n]
(
an−1]E[n,n+1](an−1E[n+2,n+1](an+1))
)
(20)
is satisfied for any an−1] ∈ A[0,n−1], an ∈ A,n and an+1 ∈ An+1.
Proof. Necessity. Let ϕ be a Markov state on A and let (En]) denote the
associated sequence of Markov quasi–conditional expectations. The map
E[n,n+1] := En+1]
∣∣∣
A[n,n+1]
:= restriction of En] on A[n,n+1] (21)
satisfies condition (ii) being the restriction of a map satisfying it. Denote
ϕ0 := ϕ
∣∣∣
A0
:= restriction of ϕ on A0
Then iterated application of (15) leads to
ϕ(a0a1 . . . an) = ϕ(a0 . . . an−1En](an)) = ϕ(a0 . . . an−2En−1](an−1En](an)) = · · ·
= ϕ0(E0](a0E1](a1(· · ·En−1](an−1En](an)) · · · )
which, due to (21), is equivalent to (17). Finally condition (i) is satisfied
because ϕ is a state.
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Sufficiency. Let {ϕ0 , (E[n,n+1])} be a pair satisfying (i) and (ii) above and,
for each n ∈ N, let En] be the unique Markov quasi–conditional expecta-
tion with respect to the triplet An−1] ⊂ An] ⊂ An+1] associated to E[n+1,n]
according to Theorem 3. Then the composition
E0] · · ·En]En+1]
is a completely positive map. From positivity and condition (16) it follows
that the linear functional
ϕ[0,n] := ϕ0E0] · · ·En−1]En]
is a state on An+1] which by construction satisfies (18).
It is known that the projectivity of the family of states (ϕ[0,n]) is equivalent
to the existence of a unique state ϕ on A whose restriction on each An] is
equal to ϕ[0,n]. This state will be A Markov state if and only if condition (15)
is satisfied and this is equivalent to
ϕ[0,n+1](an−1]anan+1) = ϕ ◦ En](an−1]anan+1) = ϕ[0,n](an−1]En](an−1 · an+1))
= ϕ[0,n+1](an−1]anan+1 · 1n+2) = ϕ(an−1]an−1En+1](an · 1n+2))
= ϕ◦E[0,n](an−1]anEn+1](an·1n+2)) = ϕ[0,n]
(
an−1]E[n,n+1](anE[n+2,n+1](an+1))
)
=
is satisfied for any an−1] ∈ A[0,n−1], an ∈ A,n and an+1 ∈ An+1, which is (20).
4.2 Backward Markov chains
We have seen that any Markov state ϕ on A defines a pair {ϕ0 , (E[n,n+1])}
satisfying conditions (i) and (ii) of Theorem 1. However not every pair sat-
isfying these two conditions defines a Markov state on A: this is the case
if and only if the compatibility condition (20) is satisfied. However it can
happen that the pair {ϕ0 , (E[n,n+1])} defines through formula (18) a family
of states (ϕ[0,n]) with the property that the limit
lim
N→∞
ϕ[0,n] =: ϕ (22)
exists point–wise on A. Since we know from Theorem 1 that each ϕ[0,n] is a
state on A, the same will be true for ϕ. The class of states defined by (22)
turned out to have several interesting applications in the theory of quantum
spin system (where only algebras of the form
⊗
n∈V are considered, V being
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the set of vertices of a Cayley tree). If the limit (22) exists, because of
assumption (1) it is uniquely determined by its values on the products of the
form (1). Therefore, because of (18), the limit (22) exists if and only if the
limit
lim
k→∞
ϕ[0,n+k](a0a1 · · · an1n+1 · · ·1n+k) = lim
k→∞
(23)
ϕ0(E[0,1](a0E[1,2](a1(· · ·E[n,n+1](anE[n+1,n+2] · · ·E[n+k−1,n+k](1n+k)) · · · )
exists for any n ∈ N and any aj ∈ Aj, j ∈ {1, . . . , n}.
Notice that, if the pair {ϕ0 , (E[n,n+1])} satisfies conditions (i) and (ii) of
Theorem 1, then
bn := E[n,n+1](1n+1) ∈
(
A
′
n−1] ∩An
)
+
; ∀n ∈ N (24)
It is clear that, if the sequence (bn) defined by (24) satisfies these condition
E[n,n+1](bn+1) = bn (25)
(see [1], Lemma 1 for the tensor analogue of this condition) then for any
k ≥ 2
ϕ0(E[0,1](a0E[1,2](a1(· · ·E[n,n+1](anE[n+1,n+2] · · ·E[n+k−2,n+k−1](bn+k−1) · · · )))))
ϕ0(E[0,1](a0E[1,2](a1(· · ·E[n,n+1](anE[n+1,n+2] · · ·E[n+k−3,n+k−2](bn+k−2) · · · )))))
= · · · = ϕ0(E[0,1](a0E[1,2](a1(· · ·E[n,n+1](anbn+1)))))
i.e. the sequence (ϕ0(E[0,1](a0E[1,2](a1(· · ·E[n,n+1](anE[n+1,n+2] · · ·E[n+k−1,n+k](1n+k)) · · · ))k≥2
is constant, hence the limit (23) exists trivially and is equal to
lim
k→∞
ϕ[0,n+k](a0a1 · · · an1n+1 · · · 1n+k) = (26)
= ϕ0(E[0,1](a0E[1,2](a1(· · ·E[n,n+1](anbn+1) · · · ))))
Remark. Equation (25) means that the sequence (bn) is a (En])–martingale.
Remark. Condition (25) is only sufficient to guarantee the existence of the
limit (23). Moreover, if A is a C∗–algebra, using the compactness of the
states on A one can show that there is always at least one sub–sequence of
(ϕ[0,n]) which defines a state on A. This justifies the following definition.
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Definition 9 Let {ϕ0 , (E[n,n+1])} be a pair satisfying conditions (i) and
(ii) of Theorem 1 and let (bn)n≥0} be a sequnce of positive elements bn ∈ An.
Any state ϕ on A satisfying
ϕ(a0a1 · · · an) = (27)
= lim
k→∞
ϕ0(E[0,1](a0E[1,2](a1(· · ·E[n,n+1](anE[n+1,n+2] · · ·E[n+k−1,n+k](bn+k+1)) · · · )
for any n ∈ N and any aj ∈ Aj, j ∈ {1, . . . , n} is called a backward
Markov chain on A and the sequence (bn)n≥0 is called the sequence of
boundary conditions with respect to (En])n≥0.
Theorem 2 A sufficient condition for a triplet {ϕ0, (En]), (bn)} to define a
backward Markov chain is the existence of cn ∈ A
′
n−1] for each n such that
bn = c
∗
ncn (28)
ϕ0(b0) = 1 (29)
En](bn+1) = bn (30)
Moreover, under these conditions the limit exists in the strongly finite sense.
Proof. Using (30) one gets for every ordered product a0a1 · · · an ∈ An]
ϕ0(E0](a0E1](a1(· · ·En−1](an−1En](an(En+1](1n+1En+2](· · ·En+k](bn+k+1)) · · · )))) · · · ))))
= ϕ0(E0](a0E1](a1(· · ·En−1](an−1En](an(En+1](1n+1En+2](· · ·En+k−1](1bn+k) · · · )))) · · · ))))
...
= ϕ0(E0](a0E1](a1(· · ·En−1](an−1En](anEn+1](bn+2))) · · · ))))
= ϕ0(E0](a0E1](a1(· · ·En−1](an−1En](anbn+1)) · · · ))))
Then, the limit in the right hand side of (27) stabilizes at n + 1, i.e. it is
equal to
ϕ(a0a1 · · · an) = ϕ0(E0](a0E1](a1(· · ·En−1](an−1En](anbn+1)) · · · ))))
= ϕ0 ◦ E0] ◦ E1] · · · ◦ En](a0a1 · · · anbn+1) (31)
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Now from (28) one gets
En](an]bn+1) = En](c
∗
n+1an]cn+1)
Therefore, the map
En],b : a ∈ An] 7→ En](abn+1) ∈ An]
is completely positive as a composition of completely positive maps.
Then through (31), the functional ϕ is positive.
Therefore, taking into account (29) one obtain ϕ is a quantum Markov chain
in the sense of Definition 9.
5 Reconstruction theorem for backwardMarkov
chain
Since the ∗-algebra A is linearly generated by ordered products of the form
(1). Then via Zorn’s lemma it admits a linear basis which consists only of
such ordered products.
We deal with the case where A has the following property:
for every m ∈ N, Bm = {e
(m)
im
}im∈Im is a linear basis of Am, then
Bn] := {e
(0)
i0
e
(1)
i1
· · · e(n)in ; (i0, · · · , in) ∈ I0 × · · · × In} (32)
is a linear basis of the ∗-algebra An], for each n and
Bn+1] = {e
n]
in]
e
(n+1)
in+1
; in] ∈ In] := I0 × · · · × In in+1 ∈ In+1}
Let be given a Umegaki conditional expectation E0[n+1,n] fromA[n,n+1] into
A
′
n−1] ∩ A[n,n+1] and due to (32), we can define
E˜0n] : An−1] ∨A[n,n+1] 7→ An+1]
as linear extension of
E˜0n]
(
e
(0)
i0
e
(1)
i1
· · · e(n−1)in−1 e
(n)
in
e
(n+1)
in+1
)
:= e
(0)
i0
e
(1)
i1
· · · e(n−1)in−1 E
0
[n+1,n]
(
e
(n)
in
e
(n+1)
in+1
)
which satisfies
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E˜0n]
(
e
(n)
in
e
(n+1)
in+1
e
(0)
i0
e
(1)
i1
· · · e(n−1)in−1
)
(33)
= E0[n+1,n]
(
e
(n)
in
e
(n+1)
in+1
)
(e
(0)
i0
e
(1)
i1
· · · e(n−1)in−1 )
Remark. One can see that from (33), we obtain
E˜0n](ab) = E˜
0
n](ba), for each a ∈ An−1], b ∈ A[n,n+1]
We aim is to reconstruct a backward quantum Markov chain (see definition
4), starting from a sequence (E[n+1,n])n≥0) of backward Markov transitions
expectations.
From (32) the map
e
(0)
i0
e
(1)
i1
· · · e(n−1)in−1 e
(n)
in
e
(n+1)
in+1
7→ e(0)i0 e
(1)
i1
· · · e(n−1)in−1 E[n+1,n](e
(n)
in
e
(n+1)
in+1
) (34)
(i0, · · · , in+1) ∈ I0 × · · · × In+1
extends E[n+1,n] to a unique linear map E˜n] from An+1] into An].
Lemma 5 E˜n] is a ∗-map if and only if it satisfies the following trace–like
property
E˜n](ab) = E˜n](ba) a ∈ An−1], b ∈ A[n,n+1] (35)
Proof. For a ∈ An−1], b ∈ A[n,n+1]. If E˜n] is a ∗-map then
E˜n](b
∗a∗) =
(
E˜n](ab)
)∗
=
(
aE[n,n+1](b)
)∗
=
(
E[n,n+1](b)
)∗
a∗
Using the completely positivity of E[n,n+1] and the Markov property (10),
one gets
E˜n](b
∗a∗) = E˜n](a
∗b∗)
Therefore, E˜n](ba) = E˜n](ab), for each a ∈ An−1], b ∈ A[n,n+1].
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Lemma 6 The following assertions hold true.
1. If E˜n] ◦ E˜0n] = E˜n] then E˜n] is a ∗-map.
2. E˜n] ◦ E˜
0
n] = E˜n] if and only if E[n+1,n] ◦E
0
[n+1,n] = E[n+1,n].
Proof.
1. For a ∈ An−1], b ∈ A[n,n+1]. If E˜n] ◦ E˜0n] = E˜n] then
E˜n](ab) = E˜n]
(
E˜0n](ab)
)
= E˜n]
(
E˜0n](ba)
)
= E˜n](ba)
2. E˜n](ab) = E˜n]
(
E˜0n](ab)
)
= E˜n]
(
aE0[n+1,n](b)
)
= aE[n+1,n] ◦ E
0
[n+1,n](b).
From now on we assume that
E[n+1,n] ◦ E
0
[n+1,n] = E[n+1,n] (36)
Therefore E˜n] is a ∗–map.
Remark. From (34) the range of E˜n] satisfies
Range(E˜n]) ⊆ An−1]
∨
Range(E[n+1,n])
and using the Markovianity of E[n+1,n] (see (10) ) one gets:
Range(E˜n]) ⊆ An−1]
∨(
A′n−1] ∩An
)
(37)
Theorem 3 The map E˜n] defined through (34) is a Markov quasi-conditional
expectation with respect to the following triplet
An−1] ⊆ An−1] ∨
(
A
′
n−1] ∩An
)
⊆ An+1] (38)
Proof. By construction and the equation (36) the map E˜n] is linear-∗–map.
Let now move to its complete positivity.
Form ∈ N, let an],1, · · · , an],m ∈ An−1]∨
(
A
′
n−1]∩An
)
and an+1],1, · · · , an+1],m ∈
An+1]. From (32) it is enough to consider product elements of the following
form
an],i = an−1],ian,i, an−1],i ∈ An−1], an,i ∈ (A
′
n−1] ∩ An), i = 1, · · · , m
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an+1],i = bn−1],ib[n,n+1],i, bn−1],i ∈ An−1], b[n,n+1],i ∈ A[n,n+1], i = 1, · · · , m
m∑
j,k=1
an],jE˜n](an+1],ja
∗
n+1],k)a
∗
n],k (39)
=
m∑
j,k=1
an−1],jan,jE˜n](bn−1],jb[n,n+1],jb
∗
[n,n+1],kb
∗
n−1],k)a
∗
n,ka
∗
n−1],k
One has
E˜n](bn−1],jb[n,n+1],jb
∗
[n,n+1],kb
∗
n−1],k) = bn−1],jE(b[n,n+1],jb
∗
[n,n+1],k)b
∗
n−1],k
Then (55) becomes
m∑
j,k=1
an],jE˜n](an+1],ja
∗
n+1],k)a
∗
n],k =
m∑
j,k=1
an−1],jan,jbn−1],jE[n+1,n](b[n,n+1],jb
∗
[n,n+1],k)b
∗
n−1],ka
∗
n,ka
∗
n−1],k
=
m∑
j,k=1
an,jE[n+1,n](b[n,n+1],jb
∗
[n,n+1],k)a
∗
n,k(an−1],jbn−1],j)(an−1],kbn−1],k)
∗
Now consider
A = [an,jE[n+1,n](b[n,n+1],jb
∗
[n,n+1],k)a
∗
n,k] ∈Mm(An)
and
B = [(an−1],jbn−1],j)(an−1],kbn−1],k)
∗] ∈Mm(An−1])
One can check that the matrices A and B are positive. Then by lemma 3,
the matrix C = A ◦ B ∈ Mm(An]) is positive. Therefore, E˜n] is completely
positive. This complete the prove.
Reconstruction of the boundary conditions. For each n ∈ N, define
In = E[1,0](E[2,1](· · ·E[n+1,n](A
+
n+1) ⊆ A
+
0
One Remarks that, if all the transition expectations E[n+1,n] are normalized
then 1 ∈
⋂
n∈N In.
Lemma 7 If J0 =:
⋂
n≥0 In 6= {0}, then there exist a sequence of (bn)n≥0
boundary conditions with respect to the quasi–conditional expectation (E˜n])n≥0.
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Proof. Let fix b0 ∈ J0 \ {0} and define
Jk =
⋂
n≥k
In ; k ∈ N
One can see that
E˜n](Jn+1) = E[n+1,n](Jn+1) = Jn (40)
Therefore, from (40), we can define a sequence (bn)n≥0 ⊂ Jn \ {0} satisfying
for each n ∈ N
E˜n](bn+1) = bn (41)
In addition, from the Markov property (10), one has
bn ∈ A
+
n ∩A
′
n−1] (42)
Then (41) and 42 implies that (bn)n≥ is a sequence of boundary conditions
with respect to the sequence (E˜n])n≥0.
Initial state. Let φ ∈ S(A0) such that φ(b0) 6= 0 and define
ϕ0(a) :=
1
φ(b0)
φ(a), for each a ∈ A0 (43)
Theorem 4 Under the same conditions as theorem (3) and lemma (7), the
triplet {ϕ0, (E˜n])n≥0, (bn)n≥0} defines a backward Markov chain ϕ on A.
Proof. By construction the triplet {ϕ0, (E˜n])n≥0, (bn)n≥0} given respectively
by (43), (41) and (34) satisfies the sufficient conditions of Theorem 2. Then
the result follows immediately.
6 Examples
6.1 Tensor case
LetM be q× q matrix algebra on C, denote A =
⊗
N
M the tensor product
of N copies of M, jk : M 7→ jk(M) ⊂ A the natural immersion of M onto
the ”k− th factor” of the product
⊗
N
M and A[m;n] the C∗sub-algebra of A
spanned by
⋃n
k=m jk(M).
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Theorem 5 Let E[n+1,n] : A[n,n+1] → A{n} be a completely positive linear
map. The formula
a⊗ b 7→ a⊗E[n+1,n](b) ; a ∈ An−1], b ∈ A[n,n+1] (44)
determines a unique quasi–conditional expectation E˜n] with respect to the
triplet An−1] ⊆ An] ⊆ An+1].
Proof. By linearity it is enough to prove complete positivity for elements of
the form
xi = ui ⊗ vi ∈ An−1] ⊗An, yi = si ⊗ ti ∈ An−1] ⊗A[n,n+1]
One has∑
i,k
x∗i E˜n](y
∗
i yk)xk =
∑
i,k
(u∗i ⊗ v
∗
i )E˜n] (s
∗
i ⊗ t
∗
i sk ⊗ tk) (uk ⊗ vk) (45)
=
∑
i,k
(u∗i ⊗ v
∗
i )E˜n] (s
∗
i sk ⊗ t
∗
i tk) (uk ⊗ vk) =
∑
i,k
u∗i s
∗
i skuk ⊗ v
∗
iE[n+1,n](t
∗
i tk)vk
Now consider A = (u∗i s
∗
i skuk) ∈ Mn(An−1]) and B = (v
∗
iE[n+1,n](t
∗
i tk)vk) ∈
Mn(An) For a = (a1, · · · , an)T ∈ Ann−1]
a∗Aa =
∑
i,k
a∗iu
∗
i s
∗
i skukak = |
∑
i
siuiai|
2
therefore A ∈ Mn(An−1])
+. Similarly, for b = (b1, · · · , bn)
T ∈ Ann, taking in
account the complete positivity of E[n+1,n] one gets
b∗Bb =
∑
i,k
b∗i v
∗
iE[n+1,n](t
∗
i tk)vkbk =
∑
i,k
(vibi)
∗E[n+1,n](t
∗
i tk)(vkbk) ≥ 0
therefore B ∈ Mn(An)+. From lemma 4 one then gets A ◦⊗ B ∈ Mn(An])+.
In particular, denoting 1n,An] :=
(
1An] , · · · , 1An]
)T
∈ (An])n, one has∑
i,k
(u∗i s
∗
i skuk)⊗ (v
∗
iE(t
∗
i tk)vk) = 1
T
n,An]
A ◦⊗ B1n,An] ≥ 0
i.e. the right hand side of equation (45) is positive and this ends the proof.
Remark. In the this case A
′
n−1]
⋂
A[n,n+1] = A[n,n+1], which means that,
the Umegaki conditionals expectations E0[n+1,n] are the identity of A[n,n+1].
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6.2 Fermi case
In this section A is the Fermi algebra generated by a family of creators and
annihilators {ai, a
+
i ; i ∈ N} and relations
(aj)
+ = a+j , {a
+
j , ak} = δjk1A , {aj, ak} = 0, j, k ∈ I (46)
For any J ⊆ N, denote A(J) the sub-algebra generated by {aj , a
+
j , j ∈ J}.
Now consider any partition (Jn)n∈N of the set N such that for each n the set
Jn is finite. Put dn = |Jn| <∞.
Let An = A(Jn), it is then the Fermi subalgebra of A generated by the 2dn
generators a1, a
+
1 , · · · adn , a
+
dn
.
In this notations one gets for each I ⊆ N,
AI =
∨
n∈I
An =
∨
n∈I
A(Jn) = A(
⋃
n∈I
Jn)
In particular
An] = A(J0 ∪ · · ·Jn)
Let J ⊂ N finite and letm = |J |. For each j ∈ J the elements aj , a
+
j , aja
+
j , a
+
j aj
for a linear basis of the sub-algebra A({j}) generated by aj and a
+
j .
Since a∗j and aj anti–commute among different indices, a
∗
j and aj with a spe-
cific j can be brought together at any spot in a monomial, with possible
sign change (without changing the ordering among themselves), and this can
be done for each j. Fix an enumeration i1, i2, . . . , im of J . Therefore, the
monomials of the form
Ai1Ai2 · · ·Aim (47)
where Aj is one of aj , a
+
j , aja
+
j , a
+
j aj, consists a linearly spanning family of
cardinality 4m.
In the other hand, the Jordan-Klein-Wigner transformation establishes the
(linear) isomorphism
A(J) ∼
⊗
J
M2(C) (48)
In fact, denote
1 =
(
1 0
0 1
)
, σz =
(
−1 0
0 1
)
Put for each j ∈ [1, m]
ekl(j) = σz ⊗ · · ·σz︸ ︷︷ ︸
j−1 times
⊗ekl ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
m−j times
, 1 ≤ k, l ≤ 2 (49)
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where (ekl)1≤k,l≤2 is the canonical system of M2(C). Then the identification
aij 7→ e21(j) ; a
+
ij
7→ e12(j)
a+ijaij 7→ e11(j) ; aija
+
ij
7→ e22(j)
realizes the isomorphism (48). Therefore, monomials (47) consist a linear
basis of the sub-algebra A(J).
Definition 10 ΘJ denotes the unique automorphism of A satisfying
ΘJ(ai) = −ai, ΘJ(a
+
i ) = −a
+
i , (i ∈ J) (50)
ΘJ(ai) = ai, ΘJ(a
∗
i ) = a
+
i , (i ∈ J
c)
In particular, we denote Θ = ΘN.
The even and odd parts of A are defined as
A+ ≡ {a ∈ A | Θ(a) = a}, A− ≡ {a ∈ A | Θ(a) = −a}. (51)
Remark. Such Θ exists and is unique because (50) preserves CAR. It obvi-
ously satisfies
Θ2 = 1
Remark. For any a ∈ AJ
a = a+ + a−, a± =
1
2
(a±Θ(a))
gives the (unique) splitting of a into a sum of a+ ∈ A{J,+} and a− ∈ A{J,−},
where the even and odd parts of AJ are denoted by A{J,+} and A{J,−}.
Definition 11 A map E: A → B between the Fermi algebra A, B is said
to be even if
E ◦Θ = E
Remark. If E is even then for each a ∈ A−
E(a) = E(Θ(a)) = −E(a) = 0, (52)
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Lemma 8 For a finite J ∈ N,
(AJ)
′
= A{Jc,+} + vJA{Jc,−}, (53)
where vJ is the self-adjoint unitary in A{J,+} given by
vJ ≡
∏
n∈J
vn, vn =
dn∏
i=1
aia
+
i − a
+
i ai (54)
Proof.(see [7])
Remark. By lemma 8, the Umegaki conditional expectation E0[n+1,n] are
defined by
E0[n+1,n] : A[n,n+1] 7→ A{[n,n+1],+}
b = b+ + b− 7→ b+
Lemma 9 E[n+1,n] is even if and only if E[n+1,n] ◦ E0[n+1,n] = E[n+1,n].
Proof. Let b ∈ A[n,n+1].
If E[n+1,n] is even then the unique splitting of b into a sum of b± ∈ A[n,n+1],±
implies that
E[n+1,n](b) = E[n+1,n](Θ(b)) = E[n+1,n](b+−b−) = E[n+1,n](b+) = E[n+1,n]
(
E0[n+1,n](b)
)
Theorem 6 Let E[n+1,n] be a even backward Markov transition expectation
from A[n,n+1] → An, then the map E˜n] defined through (34) is a quasi–
conditional expectation with respect to the triplet
An−1] ⊆ An−1] ∨ A{n,+} ⊆ An+1].
Proof. From (34), E˜n] is a linear map.
For a ∈ An−1] and b ∈ A[n,n+1], we have
E˜n](ab) = aE[n+1,n](b) = aE[n+1,n](b+ + b−) = aE[n+1,n](b+)
And
E˜n](ba) = E˜n]((b+ + b−)(a+ + a−)) = E˜n](b+a+ + b−a+ + b+a− + b−a−)
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Since a ∈ An−1] and b ∈ A[n,n+1], we have
E˜n](ba) = E˜n](a+b+ + a+b− + a−b+ − a−b−)
By linearity of E˜n], we get
E˜n](ba) = E˜n](a+b+) + E˜n](a+b−) + E˜n](a−b+)− E˜n](a−b−)
= a+E[n+1,n](b+) + a+E[n+1,n](b−) + a−E[n+1,n](b+)− a−E[n+1,n](b−)
Since E[n+1,n] is even, we obtain
E˜n](ba) = a+E[n+1,n](b+) + a−E[n+1,n](b+) = aE[n+1,n](b+) = E˜n](ab)
Therefore, E˜n] satisfy the trace–like property. Then by lemma (5), E˜n] define
a linear ∗–map. And yet, from lemma (8) and (37), one has
Range(E˜n]) ⊆ An−1]
∨
A{n,+}
Let now move to its complete positivity.
For m ∈ N, let an],1, · · · , an],m ∈ An−1] ∨ A{n,+} and an+1],1, · · ·an+1],m ∈
An+1]. From (32) we can rewrite those elements in the following form
an],i = an−1],ian,i, an−1],i ∈ An−1], an,i ∈ A{n,+}, i = 1, · · · , m
an+1],i = bn−1],ib[n,n+1],i, bn−1],i ∈ An−1], b[n,n+1],i ∈ A[n,n+1], i = 1, · · · , m
m∑
j,k=1
an],jE˜n](an+1],ja
+
n+1],k)a
+
n],k (55)
=
m∑
j,k=1
an−1],jan,jE˜n](bn−1],jb[n,n+1],jb
+
[n,n+1],kb
+
n−1],k)a
+
n,ka
+
n−1],k
One has
E˜n](bn−1],jb[n,n+1],jb
+
[n,n+1],kb
+
n−1],k) = bn−1],jE[n+1,n](b[n,n+1],jb
+
[n,n+1],k)b
+
n−1],k
Then (55) becomes
m∑
j,k=1
an],jE˜n](an+1],ja
+
n+1],k)a
+
n],k
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=
m∑
j,k=1
an−1],jan,jbn−1],jE[n+1,n](b[n,n+1],jb
+
[n,n+1],k)b
+
n−1],ka
+
n,ka
+
n−1],k
=
m∑
j,k=1
an,jE[n+1,n](b[n,n+1],jb
+
[n,n+1],k)a
+
n,k(an−1],jbn−1],j)(an−1],kbn−1],k)
+
Now consider
A = [an,jE[n+1,n](b[n,n+1],jb
+
[n,n+1],k)a
+
n,k] ∈ Mm(An])
and
B = [(an−1],jbn−1],j)(an−1],kbn−1],k)
+] ∈Mm(An])
One can see that the matrices A and B are positive. Then by lemma 3, the
matrix
C = A ◦B = [an,jE[n+1,n](b[n,n+1],jb
+
[n,n+1],k)a
+
n,k(an−1],jbn−1],j)(an−1],kbn−1],k)
+]
is positive. Therefore, we obtain that E˜n] is completely positive.
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