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L’objectif de cette étude est d’analyser l’effet des principales circulations
atmosphériques sur les variations régionales de la température journalière
de l’air. Nous avons utilisé les types de temps classés de façon automatique à
Météo-France, qui couvrent l’ensemble de l’Europe et sont centrés sur la
France. Pour l’étude, 152 postes météorologiques ont été sélectionnés dans le
Sud-Est, dont 62 ont servi à étalonner les modèles d’interpolation spatiale et
90 ont été réservés pour la validation. Des cartes des champs thermiques ont
été obtenues par krigeage simple sur des données corrigées et triées pour les
principaux types de temps. Le sens et l’amplitude des gradients thermiques
varient suivant les circulations atmosphériques. La précision des estimations
de la température est discutée dans cet article.  
Spatial interpolation of air temperature according to circulation patterns
This is an analysis of the effect of the main atmospheric circulation patterns
on the spatial variations of daily temperature at regional scale. We used circula-
tion patterns provided by the automatic classification performed by Météo-
France from forecast models applied at the European scale and centered on
France. For this study 152 meteorological stations were chosen in the South-East
of France, 62 were used for the model calibration and 90 for the validation. Daily
temperature maps were obtained using the kriging method for the main atmos-
pheric situations. The magnitude and the direction of the observed thermal gra-
dients vary according to the circulation patterns. The accuracy of temperature
estimations is discussed in this paper.
La température de l’air mesurée à 2 m est une des variables les plus importantes
dans les échanges énergétiques et hydriques à l’interface du système sol-plante-atmo-
sphère. Elle intervient sur la vitesse de développement des plantes dans les modèles
de cultures. Les différents stades phénologiques sont souvent définis en fonction de
cumuls de température de l’air depuis la date du semis. Les modèles agrométéorolo-
giques utilisent comme variables de forçage les données météorologiques suivantes :
la pluie, les températures minimale et maximale et le rayonnement, qui proviennent
généralement du poste météorologique le plus proche ou qui résultent d’une interpo-
lation spatiale à partir des mesures de plusieurs postes. Ainsi, par exemple, pour faire
fonctionner le modèle GOA (Brisson et al., 1992) qui estime des potentialités de
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rendement à l’échelle de l’Europe pour différentes cultures et les risques associés
en fonction du climat et des variétés, l’ensemble du territoire est divisé en
mailles de 30 x 30 km (Ruget et al., 1995). Le modèle de culture choisi (blé ou
maïs) est alimenté pour chaque maille par des données météorologiques obtenues
par interpolation à partir des plus proches postes météorologiques du réseau
synoptique (de 1 à 5 stations par maille). L’interpolation repose uniquement sur
des critères de distance des postes au centre de la maille. 
On conçoit aisément que les données météorologiques ainsi obtenues soient
très dépendantes du choix des postes introduits dans l’interpolation et qu’il soit
difficile d’obtenir une température régionale représentative pour chaque maille.
Des analyses de sensibilité (Ruget et al., 1995 ; Delécolle et al., 1995) ont mon-
tré qu’une erreur systématique de ± 1 °C par jour sur la température de l’air, tout
au long du cycle d’une culture comme le maïs, pouvait conduire à une erreur de 
± 500 à 1 000 kg/ha sur l’estimation des rendements. Il est donc important
d’obtenir des données météorologiques aussi précises que possible en tenant
compte à la fois des objectifs d’application opérationnelle et des données dispo-
nibles (tant sur la quantité que sur la  qualité).
De tout temps, les météorologistes se sont intéressés à interpoler les variables
climatiques parmi lesquelles la pluie est le plus souvent représentée (Meylan,
1986 ; Lebel et al., 1994). Un des principaux problèmes est la localisation irrégu-
lière des postes météorologiques. Ceux-ci sont distants en moyenne de 30 km et
se situent généralement sur des surfaces standard de type prairie. Il y a relative-
ment peu de postes en altitude. Leur localisation a été choisie pour représenter un
climat de référence (méso-climat) pour la région entourant le poste et s’affran-
chir des variations locales.
Suivant l’échelle spatiale à laquelle on s’intéresse, différents facteurs inter-
viennent pour expliquer les variations spatiales et temporelles des données
météorologiques. Ainsi, l’un des principaux facteurs de variation de la tempéra-
ture de l’air mesurée à 2 m est la position topographique du poste météorolo-
gique, son altitude, l’inclinaison de la pente et son exposition adret-ubac
(Douguédroit et de Saintignon, 1974). On admet généralement, pour la tempéra-
ture, une diminution de 0,6 °C pour 100 m d’élévation, mais cette loi est plutôt
adaptée au cas de l’atmosphère libre. 
À cette baisse, s’ajoute une modulation de l’apport radiatif due à une capta-
tion différente du rayonnement solaire direct selon l’angle des rayons avec la sur-
face (Cellier et al., 1995). Au voisinage du sol, il faut donc prendre en compte
l’influence de l’instabilité sur le profil vertical de température, en particulier
lorsque le rayonnement est très fort.
On peut considérer que la température de l’air résulte à la fois d’effets à grande
échelle – les grands mouvements des masses d’air atmosphériques qui peuvent être
décrits par les types de temps – et d’effets plus locaux (< 10 km) dus à l’environne-
ment proche des stations : la position topographique, mais aussi le type de surface, sec
ou irrigué, et la rugosité du paysage (Seguin et al., 1982 ; Fury et Joly, 1995). Tous ces
facteurs n’ont pas le même poids suivant les variables analysées et l’échelle spatiale
étudiée ; ils sont parfois difficiles à intégrer dans les méthodes d’interpolation. La géo-
statistique avec les différentes techniques de krigeage – krigeage ordinaire, avec
dérive externe, cokrigeage, etc. (Wackernagel, 1995) – est l’une des méthodes les plus
utilisées pour interpoler les données météorologiques (Chauvet et al., 1976). En ce qui
concerne la température, on peut citer les études de Hutchinson (1993), qui obtient des
cartes de température à l’échelle continentale de l’Australie par krigeage. Hudson et
Wackernagel (1994) ont pris en compte l’effet de l’altitude sur la température en intro-
duisant une relation linéaire dans le krigeage avec dérive externe et ont appliqué cette
méthode à l’ensemble de l’Écosse. Söderström et Magnusson (1995) ont utilisé le kri-
geage simple, sur des températures mesurées à partir de transects effectués à l’échelle
d’une petite région agricole en Suède, pour détecter les zones d’écoulement d’air froid
et prédire des zones à risque pour l’agriculture. 
Une technique récente utilisant ces bases mathématiques a été développée
pour améliorer la précision des estimations. Elle consiste à déformer l’espace
géographique et déterminer ainsi la meilleure localisation des postes météorolo-
giques pour appliquer les modèles d’interpolation (Monestiez et al., 1993). Cette
L’interpolation spatiale :
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méthode a été utilisée pour établir des champs pluviométriques dans le Sud-Est
de la France ; elle donne des résultats satisfaisants, mais son application en rou-
tine n’est pas encore opérationnelle, le choix des paramètres contrôlant les défor-
mations étant délicat.
La méthode Aurelhy, mise au point à Météo-France (Bénichou et Le Breton,
1987) et appliquée en routine pour obtenir des cartes des précipitations à grande
échelle, établit une relation linéaire entre la variable interpolée et les caractéristiques
topographiques, puis effectue un krigeage simple sur les résidus. Des recherches ont
été conduites pour appliquer cette méthode de spatialisation aux champs thermiques
(Huard, 1993), mais elles n’ont pas été poursuivies pour des applications opération-
nelles. Des études récentes ont montré que la prise en compte des types de temps
permettait d’améliorer les cartographies des champs pluviométriques (Bénichou,
1990 et 1994). Des méthodes de désagrégation sont ainsi de plus en plus dévelop-
pées afin d’utiliser les informations acquises à grande échelle (types de temps) pour
obtenir des renseignements sur la variabilité spatiale de données à plus petite échelle
(Bardossy et Plate, 1992). La plupart de ces études ont porté jusqu’à présent sur la
pluie ; il y a peu de travaux concernant la température de l’air.
Aussi notre objectif est-il de proposer une méthode d’interpolation des tempé-
ratures journalières de l’air qui permette d’obtenir des estimations suffisamment
précises sur de larges surfaces, afin de fournir des données d’entrée plus réalistes
aux modèles de culture, tel le modèle GOA évoqué plus haut. Pour cela, nous
avons choisi d’introduire l’information sur les types de temps en émettant
l’hypothèse que les variations spatiales de la température à l’échelle régionale
(dans notre cas, une région de 150 x 250 km) sont conditionnées par le type de
circulation atmosphérique (que nous noterons CA par la suite). On conçoit aisé-
ment que, suivant la direction du vent dominant, les corrélations spatiales entre
stations peuvent être différentes (par temps de mistral par exemple, les écarts de
température entre deux stations varient selon la localisation de celles-ci et leur
situation perpendiculaire ou parallèle à l’axe du Rhône). 
À partir d’un jeu de 152 stations réparties dans le Sud-Est de la France, nous
avons utilisé la technique du krigeage ordinaire sur les données journalières, en
cherchant à conditionner le système de pondération obtenu pour chaque journée
au type de circulation atmosphérique de la journée, afin de définir des ambiances
thermiques régionales caractéristiques des principaux types de temps.
Ces données dérivent des sorties de modèles de prévision météorologique à
grande échelle (Émeraude pour le début de 1993, Arpège à partir de novembre
1993) couvrant l’ensemble de l’Europe et centrées sur la France. Parmi les sorties
de ces modèles, quinze variables sont classées de façon automatique à Météo-
France, dont les géopotentiels à différents niveaux (1 000 hPa, 700 hPa, 500 hPa,
etc.). Chaque classe correspond à une configuration typique de circulation atmo-
sphérique (Bénichou, 1985). La classification automatique repose sur un algo-
rithme de type « nuées dynamiques » et considère les valeurs des variables
prévues exprimées aux 100 points de grille du domaine étudié (la distance entre
chaque point étant de 380 km à 60° de latitude Nord) à 12 h UTC. Le signal que
l’on cherche à mettre en évidence pour ces classifications est à l’échelle synop-
tique sur l’Europe. Dix classes sont proposées pour chaque variable (figure 1).
Parmi les différents champs analysés, ce sont les géopotentiels (1 000, 700, 500
hPa) qui sont le plus souvent utilisés pour caractériser le type de circulation, car
ils sont fortement corrélés aux conditions climatiques observées en surface, en
particulier avec la pluie. Bénichou (1990) note que la répartition spatiale de la
pluie peut s’expliquer en termes d’influence prépondérante de certaines classes du
champ à 700 hPa. Il observe que « ce champ, une fois classé, est un des meilleurs
prédicteurs de l’occurrence de la pluie sur la France ». Cependant, il constate
aussi qu’il peut y avoir une certaine variabilité du champ le plus explicatif en
fonction des saisons et des régions ; il peut en effet y avoir combinaison entre cer-
tains types de temps et le relief : suivant la direction des flux, certaines chaînes de
montagnes peuvent être contournées ou non, et des effets de blocage ou d’assè-
chement s’observent ainsi en fonction de ces circulations atmosphériques. 
Objectif de l’étude
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Des corrélations entre la température et les données issues du géopotentiel à
700 hPa ont aussi été analysées par Knapp (1992) et Huard (1993). D’autres
auteurs (Klein et Buishard, 1995 ; Mizrahi, 1996) ont plutôt considéré le géopo-
tentiel à 1 000 hPa pour analyser la variabilité spatiale des précipitations. Pour
notre étude, nous avons donc travaillé avec les classes issues de ces deux
variables (1 000 et 700 hPa) sur une période de deux ans : 1993-1994. On pour-
rait envisager dans le futur d’analyser l’apport de combinaisons d’autres
variables classées. Nous disposons donc pour chaque jour de valeurs codées
allant de 1 à 10 pour chaque variable, valeurs identiques pour l’ensemble des sta-
tions de la région d’étude. Compte tenu du nombre de classes et de l’échelle spa-
tiale concernée (synoptique), on peut déjà se demander si l’échelle des types de
temps est adaptée à notre région d’étude. Il est évident que des spécificités du
Sud-Est, telles que les anticyclones avec mistral ou tramontane, ne seront pas
distinguées, bien que leur influence sur les variations de la température ne soit
pas négligeable. Il s’agit donc d’apprécier dans notre étude si les grandes ten-
dances des circulations atmosphériques analysées à grande échelle permettent
d’expliquer les modifications des champs thermiques à l’échelle régionale.
Figure 1 - Exemples de configurations des
classes les plus fréquentes issues du géopo-
tentiel à 1 000 hPa (isolignes cotées en
mgp).
a) Type anticyclonique avec persistance 
de froid en hiver (CA 9).
b) Type anticyclonique tendance océanique
(CA 1). 
c) Type anticyclonique avec flux d’est sur le
Sud-Est de la France (CA 6).
d) Type méridien, dépression sur l’Europe de
l’Est (CA 5).
Figure 2.
a) Distribution des classes de types de temps des géopotentiels à 700 et à 1 000 hPa sur deux ans.
b) Répartitions des classes 4 du géopotentiel à 700 hPa (à gauche) et 9 du géopotentiel à 
1 000 hPa (à droite) suivant les douze mois de l’année.
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Une analyse de la fréquence d’apparition des différentes classes montre que
certains types de temps représentent plus de 30 % des situations rencontrées au
cours des deux années étudiées (par exemple, le type 4 du géopotentiel à 700 hPa,
qui correspond à un anticyclone typique d’été), alors que d’autres configurations
sont très rarement présentes (figure 2a). La répartition des classes est liée aux
saisons, certains types de temps étant plus fréquents en été, d’autres en hiver
(figure 2b). Les variations temporelles des classes du géopotentiel à 1 000 hPa
sont plus fréquentes que celles à 700 hPa (figure 3). Ce dernier niveau est en
effet moins fluctuant, car il est moins influencé par le relief et les conditions de
surface, telles que la proximité de la mer. On observe ainsi la même classe 4
pour le géopotentiel à 700 hPa plus de 30 jours consécutifs en été. 
Nous disposons des températures minimales et maximales journalières sur
deux ans (1993-1994) pour 152 postes météorologiques du réseau synoptique de
Météo-France, sur une région qui couvre 150 x 250 km dans le Sud-Est de la
France (figure 4). Sur ce total, 62 stations ont été sélectionnées pour l’étalonnage
des modèles. Ces postes correspondent aux stations synoptiques et automatiques
dites de type 0, 1 ou 2, c’est-à-dire permettant la fourniture des données en temps
réel. Les 90 autres stations ont été réservées pour la validation. Ces stations cor-
respondent aux postes de type 3 ou 4 qui sont, soit des stations automatiques en
temps différé, soit des stations tenues par des bénévoles. Cette partition répond à
un objectif fixé par Météo-France(1) d’interpoler en temps réel les températures
Les données 
des stations 
météorologiques
Figure 4 - Localisation des stations météorologiques.
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Figure 3 - Variation temporelle journalière des classes de types de temps des géopotentiels à
700 et 1 000 hPa en 1993 (en abscisse les jours juliens de 1993, en ordonnée les codes corres-
pondant aux classes).
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(1) Les données météorologiques nous ont été fournies par Météo-France, car cette étude s’insère
également dans un projet de comparaison de méthodes d’interpolation.
pour des postes dépourvus de mesures en temps réel. Les deux jeux de données
présentent des caractéristiques similaires (tableau 1). Les altitudes les plus éle-
vées correspondent aux Cévennes avec 1 567 m pour le mont Aigoual (premier
jeu de données) ; les valeurs les plus basses se situent en bordure de mer et dans
la vallée du Rhône. Des tests statistiques ont été effectués (comparaison des
moyennes et des variances des deux distributions et analyse de variance à deux
facteurs sur les valeurs journalières maximales) et montrent que les deux groupes
de données ne sont pas significativement différents. La répartition spatiale des
stations est homogène pour les deux ensembles qui couvrent bien toute la région.
Pour cette étude, nous nous sommes intéressés, dans un premier temps, unique-
ment aux températures maximales, car ce sont les données les plus utilisées dans
les modèles agrométéorologiques estimant l’évaporation des surfaces. Elles sont
le plus souvent reliées aux températures de surface mesurées en milieu de jour-
née par satellite.
Les principaux écarts de température entre stations sont dus à la différence
d'altitude entre postes (par exemple entre Montpellier [140 m] et le mont Aigoual
[1 567 m], l'écart moyen de température est de 11 °C avec un maximum qui peut
atteindre jusqu'à 17 °C). Afin d'éliminer cet effet du relief sur la température, et
comme nous ne disposions pas de modèle numérique de terrain permettant de
caractériser plus précisément l'environnement des stations, nous avons choisi
d'effectuer une correction simple en ramenant l'ensemble des stations au niveau
de la mer par l'application d'un coefficient résultant de l'étude de la régression
TRAITEMENTS
EFFECTUÉS 
SUR LES DONNÉES
Correction de l'effet 
de l'altitude
sur la température
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Tx 62 (90) °C z 62 (90) m
Min -8,3 (-6) 1 (1)
Max 39,6 (40,6) 1 567 (1 047)
Moyenne 18,8 (18,8) 292 (284)
Écart type 7,9 (8) 300 (284)
Tableau 1 - Caractéristiques moyennes des deux jeux de données utilisés : 62 postes pour
l’étalonnage, (90 pour la validation). Tx : Température maximale journalière sur 1993-1994 ; z :
altitude des postes en mètres.
a = -0,0015
b = 5,65
r2 = 0,022
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Figure 5 - Relations obtenues 
entre Tair (i) et z(i)
pour deux journées 
tirées au hasard
(Tair (i) = az(i) + b, 
où i représente les stations 
et z l’altitude en m).
linéaire entre les températures journalières Tair et l'altitude z des 62 postes. Le
coefficient global obtenu en considérant toutes les journées étudiées (soit 730
jours sur deux ans) est de -0,66 °C/100 m, ce qui est proche de la valeur le plus
couramment utilisée et citée dans la littérature (tableau 2). Pour des journées iso-
lées, ce coefficient exprimant la pente de la régression varie (figure 5). Certains
jours présentent un coefficient de corrélation élevé avec des points bien resserrés
autour de la droite de régression, d'autres en revanche montrent une forte disper-
sion. Nous avons donc cherché à analyser si ces différences pouvaient s'expli-
quer par les circulations atmosphériques, afin d'affiner éventuellement notre
correction. Nous avons trié les journées suivant les types de temps et les saisons,
et calculé la pente de la régression entre Tair et z de chaque journée pour cha-
cune des situations (figure 6a). La distinction des types de temps par saison
résulte de l'analyse de la distribution des classes selon les mois (voir figure 2 a et
b) et d'observations faites par différents auteurs (Bénichou, 1990 ; Courault et al.,
1995) sur l'influence variable des types de temps dans l'année. Ainsi, un retour
d'est au printemps peut entraîner des températures froides et des gels importants
pour l'agriculture, alors qu'en été les variations de température sont moins mar-
quées et ont peu de conséquences. Les groupes de journées ainsi triées n'appa-
raissent pas homogènes ; on observe une variabilité des coefficients plus ou
moins importante suivant les types de temps. Les valeurs moyennes des pentes
varient suivant les types de temps de -0,43 à -0,84 °C/100 m pour les classes du
géopotentiel à 1 000 hPa (tableau 2) et de -0,62 à -0,76 °C/100 m pour les classes
du géopotentiel à 700 hPa. Nous n'avons reporté dans le tableau 2 que les valeurs
obtenues pour une saison, l'automne, afin de ne pas alourdir la lecture des résul-
tats ; les coefficients obtenus pour les autres saisons sont présentés par Armand
(1996). Cette différence de coefficients entraîne des écarts importants de tempé-
rature ramenée au niveau de la mer : ainsi, une station située à 600 m d'altitude
ayant une température de 15 °C aura une température équivalente au niveau de la
mer de 17,5 °C ou de 20 °C suivant le type de temps considéré et la saison.
Soulignons cependant que cette méthode de correction de l'effet de l'altitude sur
les températures n'est qu'une première approche très simplifiée, en raison essen-
tiellement des données dont nous disposions (l'altitude et les températures à 2 m
aux stations). 
Figure 6  - a) Distribution des coefficients de pente a pour les principales classes de types de
temps issues du géopotentiel à 1 000 hPa ; b) Distribution des températures maximales journa-
lières associées à ces classes.
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Tous les jours Tri des jours suivant les classes Tri des jours d’automne suivant
CA géopotentiel 1 000 hPa les classes géopotentiel 1 000 hPa
CA 9 CA 1 CA 6 CA 5 CA 9 CA 1 CA 6 CA 5
Coef. a (°C/100m) -0,66 -0,54 -0,65 -0,62 -0,75 -0,43 -0,64 -0,57 -0,84
Coef. de détermination r2 0,11 0,52 0,6 0,57 0,65 0,48 0,66 0,56 0,8
Nombre de jours 730 117 116 114 95 41 25 25 9
Tableau 2 - Coefficients de la pente de la régression Tair = az + b  et coefficients de détermination obtenus pour les différentes situations étu-
diées. (CA : classe de circulation atmosphérique ; pour les autres saisons, voir Armand, 1996).
Geo 1 000 : classe 9 Geo 1 000 : classe 1 Geo 1 000 : classe 6 Geo 1 000 : classe 5
Geo 1 000 : classe 9 Geo 1 000 : classe 1 Geo 1 000 : classe 6 Geo 1 000 : classe 5
Coefficient a (T = az + b) Coefficient a (T = az + b) Coefficient a (T = az + b) Coefficient a (T = az + b)
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Cette méthode de correction pourrait être améliorée en prenant en compte
d'autres paramètres comme la nébulosité et la stabilité verticale ou en calculant
des gradients verticaux sur des zones homogènes à l'aide des données de radio-
sondage ou des sorties de modèle. En effet, au voisinage du sol et dans la couche
limite de surface (CLS), les profils thermiques varient de façon logarithmique
avec l'altitude ; ils se creusent plus ou moins suivant l'état de la surface, l'humi-
dité et la stabilité atmosphérique (notons que ce dernier paramètre est plus
important à prendre en compte pour les températures minimales que pour les
maximales). La diminution de 0,6 °C par 100 m concerne la couche atmosphé-
rique au-dessus de la CLS. Lorsque le temps n'est pas très beau, le gradient ther-
mique peut être considéré comme constant. En revanche, par beau temps et vent
faible, il est nécessaire de prendre en compte l'influence de l'instabilité sur le pro-
fil vertical, mais cela nécessite d'avoir plus de données météorologiques (rayon-
nement, vent, température et humidité) et d'informations globales sur la surface
(rugosité, résistance à l'évapotranspiration). Il faut ensuite intégrer le tout dans
un modèle de bilan énergétique (Carrega, 1994 ; Cellier et al., 1995). Le modèle
de correction devient alors plus complexe. Une autre piste pour prendre en
compte ces effets de l'altitude sur la température est de caractériser l'environne-
ment des postes météorologiques (pente, exposition, situation d'encaissement,
etc.) à partir d'un modèle numérique de terrain ou MNT (Carrega, 1994). On peut
alors utiliser des méthodes semblables à Aurelhy (Bénichou et Le Breton, 1987)
ou à celles proposées par Douguédroit et de Saintignon (1974), l'acquisition d'un
MNT à maille suffisamment fine (≤ 1 km) étant nécessaire pour la mise en œuvre
de ces méthodes. Des travaux restent à faire pour améliorer ce point. Néanmoins,
il faut être conscient qu'il y a un choix à faire entre établir un modèle le plus pré-
cis possible requérant alors le plus souvent de nombreux paramètres et des don-
nées complémentaires (et dans ce cas plus difficile à transposer sur d'autres
zones) ou choisir un modèle généralisable à n'importe quelle situation qui
demande peu de données d'entrée ou des paramètres facilement accessibles par-
tout. Un compromis doit être trouvé en fonction des objectifs et de la précision
visés. Pour notre étude, compte tenu des données dont nous disposions, nous
avons choisi une approche simplifiée.
Afin de mieux comprendre les différentes étapes nécessaires pour interpoler
les températures,  nous présentons un bref rappel sur la méthode de krigeage uti-
lisée (voir également l’annexe en fin d’article. 
La première étape est le calcul de semi-variogrammes auxquels on ajuste un
modèle qui décrit la structure spatiale de la variable étudiée. Pour chaque couple
de stations, l'écart suivant est calculé :
1 γi,i’ = –––   Σ (Txij - Txi’j)22n
où j représente les jours, i et i' un couple de stations à une distance h. Les repré-
sentations les plus fréquentes sont des semi-variogrammes empiriques où tous
les couples ayant une même distance sont moyennés. Ce n'est pas ce qui est fait
ici puisque, dans un premier temps, on garde γi,i’ pour les couples de stations
ayant une même distance, sans les moyenner, afin d'en étudier aussi la disper-
sion.
Des semi-variogrammes sont ainsi calculés pour chaque classe fondée sur les
types de temps et les saisons. Différents cas sont étudiés selon les données de
température utilisées :
- les données brutes sans correction de l'altitude (figure 7a), 
- les données corrigées de l'altitude en appliquant un coefficient constant, de
-0,66 °C/100 m, tous les jours (figure 7b),
- les données corrigées de l'altitude en appliquant un coefficient variable aj sui-
vant la classe atmosphérique (figures 7b et 7c). 
Dans ces deux derniers cas, les températures Ti,0 correspondent aux stations
ramenées au niveau de la mer par la relation :
Ti,0 = Ti,j - ajzi
Analyse 
spatiale des températures
Calcul 
des semi-variogrammes
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L'analyse visuelle des semi-variogrammes ainsi obtenus montre que la disper-
sion des points et les valeurs de γ diminuent lorsque les températures sont corri-
gées de l'effet de l'altitude, mais ne diminuent plus ensuite suivant le type de
correction d'altitude effectuée (coefficient constant tous les jours ou variable sui-
vant le type de temps) ou suivant la distinction des journées par type de temps ou
par saison (figure 7c). Dans ce dernier cas, le nombre de jours pris en compte
dans le calcul de γ diminue, ce qui peut expliquer en partie cette dispersion
encore importante (l'analyse des semi-variogrammes n'est plus alors visuelle,
mais repose sur le critère de la variance de γ). La dispersion du nuage de points
est due à deux causes qui s'ajoutent : l'une est la variabilité « naturelle » de
chaque γ (dépendant de la longueur de la série prise en compte pour un cas sta-
tionnaire) et l'autre la non-stationnarité que l'on cherche à réduire. En triant les
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Figure 7.
a) Semi-variogramme effectué sur les valeurs journalières des températures maximales de l’air sans
correction d’altitude (62 stations, 730 jours).
b) Semi-variogrammes effectués sur les valeurs journalières des températures maximales de
l’air avec correction de l’altitude (62 stations, 730 jours) en appliquant différents coefficients.
c) Semi-variogrammes effectués sur les valeurs journalières des températures maximales de l’air
corrigées de l’altitude et triées suivant les types de temps et les saisons (62 stations, nombre de
jours pris en compte variable).
journées par type de temps, on réduit le second terme (sous l'hypothèse qu'il y a
stationnarité à l'intérieur d'une même classe), mais on augmente le premier car la
série est plus courte. Il n'y a pas de dérive temporelle car on ne calcule pas
d'écarts entre dates, les jours étant simplement mélangés pour un même groupe.
Si les journées même triées ont un comportement différent, cela peut aussi
contribuer à la dispersion importante des semi-variogrammes. La correction sim-
plifiée de l'altitude proposant un même coefficient pour toutes les journées d'un
même groupe n'est peut-être pas adaptée pour certaines journées, d’où une hété-
rogénéité encore importante.
Ces observations confirment la remarque précédente concernant les distribu-
tions des journées suivant les classes de circulations atmosphériques : les
groupes définis ne sont pas homogènes, les journées d'un même sous-ensemble
ne pouvant pas être considérées comme les répétitions d'un même phénomène
(figure 6b). Des semi-variogrammes ont été également calculés suivant des
directions particulières (nord-sud, est-ouest), mais ils ne montraient pas de diffé-
rences suffisamment marquées pour distinguer ces cas d'étude. Nous avons donc
considéré des situations isotropes pour la suite de ce travail. 
L'étape suivante consiste à ajuster un modèle à chaque semi-variogramme
calculé, modèle qui permet de décrire la structure spatiale de la température.
Dans la plupart des cas, un modèle de type exponentiel s'ajuste bien au nuage
de points obtenu. La valeur de la portée, qui représente la distance à partir de
laquelle il n'y a plus de corrélation spatiale entre les stations pour la tempéra-
ture de l'air, est un paramètre que l'on estime dans le modèle
et qui varie entre 150 et 300 km selon les cas étudiés.
Certaines situations présentent des modèles linéaires (figure
8a) avec un effet de pépite (ordonnée à l'origine non nulle)
de l'ordre de 0,5 °C2 qui peut s'expliquer, soit par l'erreur sur
la mesure de la température, soit par une variabilité spatiale
inférieure à la distance échantillonnée entre deux stations
(soit 6 km). Les paramètres des modèles sont différents pour
chaque type de situation atmosphérique (figure 8a et b). Il
faut signaler que ceux-ci sont déterminés par une méthode
de régression non linéaire ajustée par les moindres carrés. Le
modèle est choisi en se guidant sur l'analyse des données lis-
sées. On élimine ainsi la dispersion des points afin d'obser-
ver plus nettement l'allure de la courbe lissée et de déterminer
s'il y a une tendance plutôt linéaire ou exponentielle. Le
choix de la forme se fait à la fois visuellement sur le vario-
gramme empirique lissé et en tenant compte du modèle qui
présente le meilleur compromis entre le coefficient de corré-
lation le plus élevé et l'erreur standard la plus faible. Ainsi,
pour la figure 7b, le semi-variogramme obtenu à partir des
températures corrigées de l'altitude a été modélisé par une
fonction exponentielle de la forme : 
3h
γ = b + a . [1 - exp (- –––)]
p
où b représente la pépite (dans ce cas 0,27±0,18 °C2), p la portée
ajustée (330±42 km), a le palier moins la pépite (5,99±0,24 °C2).
Le coefficient de détermination est de 0,36 et l'erreur standard de
1,51 °C2 par rapport au variogramme brut.
La difficulté principale est de savoir si ces modèles sont significativement diffé-
rents entre eux. Les points (représentant des écarts entre deux stations) étant dépen-
dants, il n'y a pas de méthode statistique simple pour répondre à cette question. Une
façon de contourner ce problème est d'appliquer à une même journée les différents
modèles et de comparer les valeurs prédictives obtenues pour chacun d'entre eux sur le
jeu de validation, en refaisant l'opération sur plusieurs journées afin d'avoir des résul-
tats statistiquement significatifs. Même si cette méthode ne permet pas de tester réelle-
ment si les modèles sont significativement différents, c'est un bon critère de choix qui
permet de tester l'efficacité des modèles sur les prédictions de température qui nous
intéressent ici. Nous présentons les résultats obtenus par cette méthode dans la partie
validation.
Figure 8 - Modèles ajustés aux semi-variogrammes en considérant
les données corrigées de l’altitude et triées suivant les saisons par
type de temps.  
a) En automne pour les principales classes issues du géopotentiel à
1 000 hPa. 
b) En hiver pour les mêmes classes à 1 000 hPa.
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Nous avons utilisé la méthode du krigeage ordinaire pour établir des cartes de
température pour chaque type de temps, avec comme condition de non-biais que
la moyenne est supposée constante sur un petit voisinage, ce qui revient à un fil-
trage local. Il n'y a pas prise en compte de dérive linéaire. Nous n'avons pas
considéré non plus l'altitude comme dérive externe. L'ensemble de la zone
d'étude a été découpé en carrés de 10 km de côté. La température maximale jour-
nalière est estimée à chaque point de grille en tenant compte du système de pon-
dération appliqué à chaque station et déterminé par les modèles ajustés aux
semi-variogrammes. Les cartes de température obtenues pour les configurations
les plus fréquentes du géopotentiel à 1 000 hPa sont illustrées figure 9, pour
quelques journées tirées au hasard. Pour l'ensemble des cartes, l'estimation de la
variance est de l'ordre de 1 à 2 °C. Ces cartes ont été obtenues en utilisant les
Figure 10 -  Cartes de température moyenne saisonnière obtenues par krigeage pour le même type de temps (CA9 du géopotentiel à 1 000 hPa) à
des saisons différentes.
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ÉTABLISSEMENT 
DE CARTES 
DE TEMPÉRATURE
températures observées aux 62 stations ramenées au niveau de la mer et les
modèles correspondant aux variogrammes calculés sur les journées triées par
type de temps et par saison (figures 7c et 8a). Le sens et l'amplitude des gradients
thermiques diffèrent suivant le type de circulation atmosphérique (de 2 à 
6 °C suivant les situations). Pour chaque configuration, ces écarts ne sont pas les
mêmes suivant les saisons. La figure 10 présente des cartes correspondant aux
températures moyennes saisonnières obtenues pour la classe 9 du géopotentiel à
1 000 hPa (type anticyclonique). Les températures, dans cet exemple, ne sont pas
corrigées de l'altitude, les modèles utilisés étant ceux calculés sur les journées
triées par type de temps et par saison (non présentés dans cet article, voir
Armand, 1996).  Si l'on excepte le gradient thermique bien marqué observé au
nord-ouest pour toutes les cartes et dû au mont Aigoual, les écarts de température
varient de 4 °C au printemps à 6 °C en hiver.
Figure  9 - Exemples de cartes de température obtenues par krigeage ordinaire pour les principales
classes de circulations atmosphériques issues du géopotentiel à 1 000 hPa en automne.
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Afin de pouvoir estimer la précision des interpolations, on estime les températures
journalières aux 90 stations non prises en compte dans l'élaboration des semi-vario-
grammes et l'ajustement des modèles.  Les températures observées à ces 90 postes de
validation sont comparées aux températures interpolées par les différents modèles
obtenus pour chaque situation (figure 11). Ces modèles ont été élaborés, rappelons-le,
à partir des températures observées aux 62 postes d'étalonnage. Les calculs des erreurs
standard (l'erreur standard correspond à la racine carrée de l'erreur quadratique
moyenne) sont effectués sur des journées tirées au hasard pour chaque configuration et
sur les valeurs moyennes des groupes de journées (Armand, 1996). La figure 11
montre quelques exemples de journées étudiées. La précision des estimations varie de
0,6 °C à 2 °C suivant les journées et les classes considérées et les coefficients de corré-
lation vont de 0,26 à 0,86. L'erreur la plus importante observée correspond au type de
temps 9 du géopotentiel à 1 000 hPa, qui est le plus fréquemment rencontré sur les
deux années étudiées. L'erreur la plus faible est observée pour les situations avec per-
turbations qui peuvent s'accompagner de vents forts pouvant expliquer l'homogénéisa-
tion des températures. Il faut cependant noter que les perturbations peuvent aussi créer
des gradients horizontaux importants (voir figure 9). Ces valeurs d'erreurs standard
variables reflètent l'hétérogénéité des journées au sein d'un même groupe trié suivant
le type de temps et la saison. 
Afin de comparer l'effet des modèles ajustés aux semi-variogrammes sur la préci-
sion des températures estimées, nous avons appliqué chacun de ces modèles à la
même journée pour estimer les températures aux 90 stations. Nous évaluons par cette
approche le gain de précision sur les températures interpolées lorsque l'on trie les jour-
nées le plus finement possible. Les résultats obtenus pour quelques journées tirées au
hasard sont illustrés dans le tableau 3.  La deuxième colonne de ce tableau présente les
erreurs standard calculées pour quatre journées lorsque l'on applique le même modèle
aux données (celui considérant l'ensemble des journées sans correction d'altitude,
figure 7a). La troisième colonne montre les erreurs obtenues lorsque l'on corrige les
valeurs de l'altitude (modèles correspondant aux variogrammes ajustés, figure 7b). On
observe que les écarts types de prédiction calculés (erreurs aux points de validation)
diminuent lorsque les températures sont corrigées de l'effet de l'altitude. Une diminu-
tion de l'erreur standard de l'ordre de 0,4 à 0,7 °C est observée, ce qui n'est pas négli-
geable pour des valeurs de température journalière. En revanche, le tri des journées
suivant les saisons et les types de temps (colonnes 4 et 5) n'améliore que très faible-
ment la précision des estimations (de l'ordre de quelques centièmes de degrés. Les
erreurs standard présentées dans la colonne 5 sont calculées en effectuant pour la
même journée quatre simulations à partir des modèles obtenus par type de temps et
par saison, similaires à ceux illustrés figure 8.
Sensibilité 
du choix du modèle
Figure 11 - Comparaison des températures observées aux 90 postes de validation à celles simulées par krigeage pour quelques journées tirées au hasard. 
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DISCUSSION 
ET CONCLUSION
Journées Données brutes Données corrigées de z Corrigées de z, triées par CA Corrigées de z, triées par CA
tirées sans correction - coef. constant - CA* du jour j et par saison
au hasard - coef. variable par CA - CA différente du jour j - CA et saison pour le jour j
- saison différente
10.02.94 1,62 1,09 1,09 (CA6*) 1,09 (CA6)
1,10 1,10 (CA9) 1,11
1,10 (CA1) 1,12
1,15 (CA5) 1,15
11.04.94 1,75 1,2 1,18 (CA1*) 1,18 (CA1)
1,15 1,18 (CA6) 1,19
1,20 (CA5) 1,18
1,21 (CA9) 1,20
26.04.94 2,22 1,82 1,81 (CA5*) 1,80 (CA5)
1,80 1,83 (CA1) 1,81
1,82 (CA6) 1,81
1,85 (CA9) 1,82
04.12.94 1,20 0,95 0,93 (CA9*) 0,93 (CA9)
0,93 0,94 (CA6) 0,94
0,94 (CA1) 0,95
0,96 (CA5) 0,99
Tableau 3 - Erreurs standard (exprimées en °C) calculées pour quelques journées en appliquant différents modèles ajustés aux semi-
variogrammes.
(z : altitude ; CA : classe de circulation du géopotentiel à 1000 hPa).
Notre étude visait à améliorer les interpolations spatiales de la température journa-
lière de l'air par la prise en compte des types de temps issus des classifications automa-
tiques de Météo-France. Nous avons établi, pour les principales configurations, des
cartes des champs thermiques qui montrent des variations à la fois dans le sens et l'am-
plitude des gradients sur la région Sud-Est, variations qui peuvent s'expliquer par les
tendances des grands types de circulation atmosphérique (sens des flux, influence
océanique...). Néanmoins, les journées triées suivant la saison et le type de temps ne
pouvant pas être considérées comme les répétitions d'un même phénomène, les
groupes restent hétérogènes, ce qui explique les variations observées au niveau des
précisions obtenues (de 0,6 à 2 °C suivant les journées). Cette constatation nous
amène naturellement à nous demander si la classification des types de temps utilisée
n'est pas trop synthétique (dix classes seulement) en couvrant un domaine trop large
(l'ensemble de l'Europe) pour aborder les variations climatiques de surface. Les spéci-
ficités régionales rencontrées sur le Sud-Est, telles que des anticyclones avec mistral
ou tramontane, ne sont en effet pas différenciées par cette classification. Une piste
pourrait être d'utiliser des classifications de types de temps sur d'autres champs (humi-
dité...) ou de combiner ces informations entre elles.
Différentes classifications existent dans la littérature. Les plus utilisées
(Lamb, 1972 ; Hess et Brezowsky, 1977) distinguent entre 27 et 29 principaux
types de circulations atmosphériques sur l'Europe occidentale. Mais l'inconvé-
nient de ces classifications est qu'elles requièrent une analyse d'expert en météo-
rologie, et sont donc difficiles à utiliser en routine pour des applications
opérationnelles ou en mode prévisionnel. Des travaux récents de Bardossy et al.
(1995) proposent une alternative entre ces deux approches de classification, auto-
matique ou par expert : l'utilisateur définit les configurations typiques pour la
région étudiée en positionnant les centres d'action sur un fond de carte géoréfé-
rencé ; puis toutes les journées sont triées de façon automatique à partir d'algo-
rithmes fondés sur des règles floues en considérant les sorties de modèles de
prévision (type géopotentiel à 700 hPa). Cette méthode demande une bonne
connaissance des principaux types de temps de la région pour définir les classes
de référence, mais permet d'obtenir quotidiennement toutes les journées classées.
Nos travaux s'orientent aujourd'hui vers cette dernière approche qui semble plus
adaptée à notre zone d'étude et devrait permettre d'améliorer les estimations 
spatiales de la température de l'air. 
ANNEXE
Quelques bases sur le krigeage
Sachant que l’on dispose sur une région donnée de plusieurs stations où l’on
connaît la température, on souhaite estimer la température en n’importe quel
point x0 de la région. On construit ainsi un estimateur de la température de
l’air qui s’écrit sous la forme d’une combinaison linéaire :
Z*0 = Σ λiZ(xi)
Z(x) est une fonction aléatoire des températures de l’air et z(x) une réalisation
sur une station ; z0* est la valeur estimée. Les coefficients λi (pondérateurs) ne
dépendent pas des valeurs de z(xi) prises par la variable Z(xi), mais seulement
des covariances entre z(xi)  et Z0*.
• La première condition à remplir est que l'estimateur Z0* doit être non biaisé,
c'est-à-dire : E[Z0*] = E[Z(x0)]. La somme des poids λi doit être égale à 1. La
variance de l'erreur en x0 s'écrit :
E [(Z(x0) - Z*0)
2] = - Σ Σ λiλjγ(xi, xj) + 2 Σ λiγ(x0, xi)
γ(xi, xj) est la valeur du modèle ajusté de variogramme pour la paire de stations xi,
xj.
• La deuxième condition est la minimisation de la variance de l'erreur en res-
pectant la contrainte Σλi = 1. Cela implique d'annuler la dérivée partielle pour
chaque λi et d'introduire un paramètre de Lagrange μ pour la contrainte. Le
système de krigeage s'écrit sous forme matricielle de la manière suivante :
[A].[λ] = [B] 
[λ] est la matrice des pondérateurs que l'on recherche, [B] correspond aux
valeurs théoriques du variogramme :
λ1 γ(x1, x0)
… …
λi γ(xi, x0)[λ] =  [B] = … …
λn γ(xn, x0)
-μ 1
[A] est la matrice de krigeage qui s'écrit comme suit :
γ(x1, x1) … γ(x1, xi) … γ(x1, xn) 1
… … … … … …
γ(xi, x1) … γ(xi, xi) … γ(xi, xn) 1
[A] = 
… … … … … …
γ(xn, x1) … γ(xn, xi) … γ(xn, xn) 1
1 … 1 … 1 0
Le vecteur des coefficients λi et l'erreur de l'estimation σ
2
k0 peuvent être
obtenus en inversant la matrice [A] :
[λ] = [A]-1.[B]
La variance d'erreur minimale σ2k0 est donnée par :
σ2k0 = [BT].[λ]
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