We define a formal framework for equivalence checking of sequential quantum circuits. The model we adopted is a quantum state machine, which is a natural quantum generalisation of Mealy machines. A major difficulty in checking quantum circuits (but not present in checking classical circuits) is that the state spaces of quantum circuits are continuums. This difficulty is resolved by our main theorem showing that equivalence checking of two quantum Mealy machines can be done with input sequences that are taken from some chosen basis (which are finite) and have a length quadratic in the dimensions of the state Hilbert spaces of the machines. Based on this theoretical result, we develop an (and to the best of our knowledge, the first) algorithm for checking equivalence of sequential quantum circuits. A case study and experiments are presented.
INTRODUCTION
Hardware verification is emerging as an important issue in quantum computing with the recent rapid progress in quantum hardware implemented by industries like IBM, Google and Intel. A series of testing and verification techniques have already been developed for quantum circuits in the last fifteen years; see for example [1-3, 8, 9, 11] . Equivalence checking is arguably the most important formal verification technique being employed in the design flows of classical computing hardware. Equivalence checking of quantum circuits was first studied in [10] based on a quantum variant of BDDs, called QuIDD. The notion of miter circuit was generalised in [12] to reversible miter so that various simplification techniques of quantum circuits can be used in equivalence checking.
As is well-known, digital logic circuits are divided into two categories: combinational circuits and sequential circuits. Almost all * Produces the permission block, and copyright information † Corresponding author practical digital devices contain (classical) sequential circuits. However, the existing research on equivalence checking of quantum circuits focuses on their combinational logic. In this paper, we define a formal framework for equivalence checking of sequential quantum circuits, where a natural quantum generalisation of Mealy machines is adopted to model sequential quantum circuits.
A major difference between quantum circuits and classical circuits is that the state spaces of quantum circuits are continuums, and in contrast the state spaces of classical circuits are finite. We prove that equivalence checking of two quantum Mealy machines can be done with input sequences which are taken from some given basis (which are finite) and have a length quadratic in the dimensions of the state Hilbert spaces of the machines. This theoretical result overcomes the continuum difficulty in checking quantum circuits. Based on it, we develop an algorithm for checking equivalence of sequential quantum circuits. To illustrate the effectiveness of our model, we test quantum walks, a tool widely used in quantum algorithm design (e.g. search and simulation), as a case study.
It is worth mentioning that quantum finite-state machines were used in [6] to represent quantum circuits, including sequential quantum circuits. But only several interesting examples are presented in [6] , without a formal description of quantum Mealy machines; in particular, equivalence checking of sequential quantum circuits was not considered there. This paper is organised as follows. For convenience of the reader, we briefly recall basics of combinational quantum circuits in Sec. 2. A formal description of sequential quantum circuits is given in Sec. 3. The notion of quantum Mealy machine is introduced in Sec. 4 to model sequential quantum circuits. An algorithm for equivalence checking of quantum Mealy machines is developed in Sec. 5. The case study and experiments are presented in Sec. 6. A brief conclusion is drawn in Sec. 7.
COMBINATIONAL QUANTUM CIRCUITS
In this section, we briefly review basics of combinational quantum circuits using the algebraic language defined in [13, 14] . The basic unit of quantum information is called a quantum bit or qubit. For each qubit q, we write H q for its state Hilbert space, which is two-dimensional. Using the Dirac notation, a (pure) state of q is represented by
with complex numbers α 0 and α 1 satisfying |α 0 | 2 + |α 1 | 2 = 1; for example, q can be in not only the basis states |0 , |1 but also a superposition of them like |+ = 1
. A sequence q = q 1 , ..., q n of distinct qubit variables is called a quantum register. Its state Hilbert space is the tensor product H q = n i =1 H q i , which is 2 n -dimensional. An integer 0 ≤ x < 2 n can be represented by a string x 1 ...x n ∈ {0, 1} n of n bits: x = n i =1 x i · 2 i −1 . We shall not distinguish integer x from its binary representation. Thus, each (pure) state in H q can be written as
where {|x } is called the computational basis, and complex numbers α x satisfies the normalisation condition 2 n −1
x =0 |α x | 2 = 1. This state can also be represented by the 2 n -dimensional column vector |ψ = (α 0 , ..., α 2 n −1 ) T , where T stands for transpose. For example, two qubits q 1 , q 2 can be in an entangled state like the EPR pair
A transformation of q is modelled by a 2 n ×2 n unitary matrix U = u i j satisfying U † U = I , where U † stand for the conjugate transpose of U and I the unit matrix. Thus, state |ψ is transformed by U to a new state represented by column vector
.., q m (m ≤ n) and r = q m+1 , ..., q n . If q is in state |ψ = x ∈{0, 1} n α x |x and we perform a measurement on p in the computational basis, then output a = (a 1 , ..., a m ) ∈ {0, 1} m is obtained with probability
and after that, the state of r becomes
where a ∈ {0, 1} n is the concatenation of a and .
D 2.1 ( ).
For any positive integer n, if U is a 2 n × 2 n unitary matrix, and q 1 , ..., q n are qubit variables, then
(1) The 2 × 2 Hadamard matrix is For a quantum circuit C = G 1 ...G d , let q = q 1 , ..., q n be all of the qubit variables occurring in C. Then for each 1 ≤ i ≤ d, G i is modelled by a unitary matrix U i acting on a substring of q. We often consider U i as a transformation on the whole string q; that is, U i is identified with its cylindrical extension in H q . Therefore, C is represented by unitary matrix U = U d ...U 1 .
Now we can define the notion of equivalence between quantum circuits.
. Let C 1 , C 2 be quantum circuits and q be the sequence of qubit variables occurring in C 1 and C 2 . Then C 1 and C 2 are called equivalent, written C 1 = C 2 , if we have:
Intuitively, it swaps the states of two qubits q 1 , q 2 . SWAP can be implemented by the following circuit consisting of three CNOT gates:
SEQUENTIAL QUANTUM CIRCUITS
The output values of a (classical) combinational circuit depend only the current input values. In contrast, the output values of a sequential circuit depends both on the current inputs and on past inputs. So, a sequential circuit is a combinational circuit with memory. It is capable of storing data and also performing certain logical operations upon this data. In other words, the output values of a sequential circuit at a given time is then a functional of external input values and the stored data at that time [4] .
In this section, we extend the model of combinational quantum circuits to sequential quantum circuits. Sequential circuits can be further divided into two subcategories: synchronous logic and asynchronous logic. As the first step, we only consider synchronous sequential quantum circuits in this paper.
A synchronous sequential quantum circuit S consists of:
• m input variable q 1 , ..., q m , each of which is a qubit;
• m output variables x 1 , ..., x m , each of which is a classical binary variable, taking value 0 or 1; • l state variables p 1 , ..., p l , each of which is also a qubit;
• a combinational quantum circuit C with n = m + l qubits q 1 , ..., q m , p 1 , ..., p l ; • l memory elements, the ith of which is used to store the (quantum) state of variable p i .
A sequential quantum circuit is visualised in Figure 1 . As in a classical synchronous circuit, a clock produces a sequence of clock signals. Each signal is distributed to all of the memory elements. The output of each memory element only changes when triggered by the clock signal. So, the components of the circuit are synchronised by the clock. The reader might already notice that a measurement appears at the end of each qubit q i , which is needed to produce an outcome x i . This is one of the major differences between (sequential) classical and quantum circuits. Figure 1 : A synchronous sequential quantum circuit.
From the discussion in the last section, the combinational circuit C is represented by a 2 n × 2 n unitary matrix
. Furthermore, the inner product of two vectors |ψ , |φ is ψ |φ (matrix multiplication). Then matrix entries U u = u |U | if we identify integers u, ∈ {0, 1, ..., 2 n − 1} with their binary representation u, ∈ {0, 1} n . Now with an input sequence |φ 1 , ..., |φ i , ... in H ⊗m 2 and an initial state |ψ 0 in H ⊗l 2 , the sequential circuit S behaves as follows:
Applying unitary U on q 1 , ..., q m , p 1 , ..., p l yields:
Measure q 1 , ..., q m in the computational basis. Then a measurement outcome a 1 = a 11 , ..., a 1m ∈ {0, 1} m is output through variable x 1 , ..., x m , respectively, with probability
After that, variable p 1 , ..., p l is in state
This state is then input to the memory elements and stored there.
to variables q 1 , ..., q m . Note that at the end of step i − 1, variables p 1 , ..., p l are in state |ψ i −1 ∈ H ⊗l 2 , and this state is stored in the memory elements. Now it is output from the memory elements to the combinational circuit. Assume that
Unitary U transforms the state of q 1 , ..., q m , p 1 , ..., p l to:
Then we measure q 1 , ..., q m in the computational basis, outcome a i = a i 1 , ..., a im ∈ {0, 1} m is output through x 1 , ..., x m , respectively, with probability
and variable p 1 , ..., p l is in state
which is input to the memory elements and stored there. R 3.1. In this paper, we only consider the simple case where the circuit starts in a product state |φ 1 |ψ 0 (see Step 1) . An essential difference between a classical circuit and a quantum circuit is that the latter can start in an entangled state between the input variables q 1 , ..., q m and the state variables p 1 , ..., p l . This more complicated case will be considered in a future paper.
QUANTUM MEALY MACHINES
A kind of finite-state machines were defined by Mealy [7] as an abstract model of sequential circuits. In this section, we introduce a quantum generalisation of Mealy machines for modelling sequential quantum circuits. The following definition is a straightforward abstraction of the model of sequential quantum circuits described in the last section. 
where:
• H in is a finite-dimensional Hilbert space, called the input space;
• H s is also a finite-dimensional Hilbert space, called the state space;
Let
where I s is the identity operator in the state Hilbert space H s , and tr H in is used to trace out the input subsystem H in . Then for any input sequence |φ 1 , ..., |φ i , ... in H in and initial (mixed) state ρ 0 in H s , the behaviour of machine M can be described as follows:
• Step 1: After receiving the first input, M is in state
Then we perform measurement M on subsystem H in , and an outcome a 1 ∈ O is output with probability
After that, subsystem H s is in state
•
Step i (i ≥ 2): After receiving the ith input, M is in state
Then we measure subsystem H in , outcome a i ∈ O is output with probability
and subsystem H s is in state
It is easy to see that equations (1), (2), (3), (4) are special case of (5), (6), (7), (8), respectively. The application of an input sequence is called an experiment on the machine. More explicitly, a given input sequence π = |φ 1 , ..., |φ k of length k and an initial state ρ 0 induce a probability distribution p(·|π, ρ 0 ) over output sequences O k of length k: for every
where p(a i ) is defined by equations (5) and (7). R 4.1. The reader should have noticed that in the above description of running a quantum Mealy machine, the initial state in H s is taken as a mixed state ρ 0 rather than a pure state |ψ 0 . The reason behind this design decision is that even if the machine starts in a pure initial state |ψ 0 , the subsequent states ρ 1 , ..., ρ i , ... can still be mixed states because they are obtained by tracing out the input subsystem H in ; see equations (6) 
and (8).
Now we are ready to introduce the notion of equivalence for quantum Mealy machines. 
s (i = 1, 2), and let K be a positive integer. Then: (1) M 1 with initial state ρ 1 and M 2 with initial state ρ 2 are (functionally) equivalent, written (M 1 , ρ 1 ) ∼ (M 2 , ρ 2 ), if for any input sequence π and for any a ∈ O |π | ,
Note that the probability in the left-hand side of the above equation is defined in machine M 1 with ρ 1 as its initial state, and the probability in the right-hand side is given in M 2 with initial state ρ 2 . (2) M 1 with ρ 1 and M 2 with ρ 2 are K-equivalent,
, if equation (9) holds for all input sequences π with |π | ≤ K. (3) Let B be a set of input states in H in . Then M 1 with ρ 1 and M 2 with ρ 2 are (B,
, if equation (9) holds for all input sequences π in B with |π | ≤ K.
Whenever M 1 and M 2 are the same and ρ 2 ) ), we simply say that ρ 1 and ρ 2 are equivalent (resp. K-equivalent, (B, K)-equivalent) and write ρ 1 ∼ ρ 2 (resp. ρ 1 ∼ K ρ 2 , ρ 1 ∼ B, K ρ 2 ).
EQUIVALENCE CHECKING
In this section, we develop an algorithm for checking equivalence of two quantum Mealy machines with initial states.
Main Theorem
The basic idea of our algorithm is a reduction from equivalence checking of two quantum Mealy machines with initial states to checking equivalence of two states in their direct sum, which is defined in the following:
are the same as in Definition 4.2. Then the sum of M 1 and M 2 is quantum Mealy machine
where ⊕ in the right-hand side of the above equation stands for direct sum of two Hilbert spaces or two operators, and measurement
a for every a ∈ O. There are two major difficulties in designing an algorithm for equivalence checking of quantum circuits. As in checking classical circuits, it is desirable to find an upper bound of the length of the needed input sequences. On the other hand, the input state space of a classical circuit is finite; in contrast, the input state of a quantum circuit is a continuum. These difficulties are resolved by the following theorem showing that equivalence checking of quantum Mealy machines can be done using only input sequences taken from some given bases and of length quadratic in the dimensions of the state Hilbert spaces of the machines. 
, where B is a basis of D(H in ) (the set of density operators in H in ), and
We can prove the theorem in three steps: (1)
where span B is the subspace spanned by B; (3) ρ 1 ∼ B ρ 2 iff ρ 1 ∼ B,d 2 −1 ρ 2 , where d is the dimension of the state Hilbert space of M. Due to the limit of space, the technical details are omitted here (but can be found in the Appendix).
Algorithm
An algorithm for checking equivalence of two quantum Mealy machines can be directly derived from Here, we are able to develop a much more efficient algorithm with a time complexity polynomial in d 1 and d 2 . In this algorithm, the queue is maintained to be monotonic in an admissible order on the set (B × O) * that first compares the length and then the lexicographic order. That is, u < for two different u, ∈ (B ×O) * , if |u | < | |, or |u | = | | and u has priority than in lexicographical order. For input sequence π = |φ 1 , ..., |φ k and output sequence a = a 1 , ..., a k , we define
(composition of super-operators). Moreover, we write
(see a more detailed description in the Appendix).
Algorithm 1 A polynomial-time algorithm for checking equivalence of two quantum Mealy machines.
Require: M i and ρ i (i = 1, 2) are the same as in Definition 4.2. Ensure:
Let Q be an empty queue and push (ϵ, ϵ) into Q. 5: while Q is not empty do
Pop the front element (π, a) of Q.
7:
if E a |π (ρ) span B then
Add E a |π (ρ) into B.
9:
Push (πσ, ax) into Q for σ ∈ B and x ∈ O.
10:
end if 11: end while 12: return true if tr(ϱ) = 0 for every ϱ ∈ B, and false otherwise.
Correctness and Complexity. Correctness of Algorithm 1 can be proved using Theorem 5.1 (the proof is omitted here, but can be found in the Appendix). Its complexity is analysed as follows. Since B is maintained to be linearly independent, |B| ≤ d 2 1 + d 2 2 , where Figure 2 : A sequential quantum circuit for detecting quantum random walk.
2 ) |O | elements that are pushed into the queue. For each element E a |π (ρ) in the queue, it requires to check whether E a |π (ρ) ∈ span B, which needs
CASE STUDIES AND EXPERIMENTS
To show the utility of the formal model defined in this paper and further illustrate Algorithm 1, we present a case study in this section.
Case Studies
We consider a quantum random walk [5] on a circle of size 4. The circle has 4 different positions: 0, 1, 2, 3, and thus the position space is a 4-dimensional Hilbert space H p = span{|0 , |1 , |2 , |3 }. Moreover, we need a quantum coin the state Hilbert space of which is H c = span{|0 , |1 }, where 0, 1 are used to indicate direction right and left, respectively. In each step of the walk, the coin is flipped with a unitary operator C, and then the conditional translation of position is performed:
that is, if the coin is in state 0 (resp. 1) then the position is changed from i to i +1 (resp. i −1), where i +1 and i −1 are computed modulo 4. A measurement is set to detect whether position 3 is reached: whenever position 3 is reached, the measurement outcome is 1 and one flips the target qubit; otherwise the outcome is 0. A sequential quantum circuit that implements this quantum walk is given in Figure 2 . The circuit is split into three parts: target(t), coin(c) and position(p). It can be further described by a quantum Mealy machine
where unitary operator
and measurement M = {|0 t 0| , |1 t 1|}. We now show how our algorithm applies for equivalence checking in two different ways.
(1) The same coin and different initial states: Suppose the coin-flip operator C is the Hadamard gate H . In this case, the machine is denoted M H . We consider the two initial states 0 c 0 p and 0 c 2 p , which are symmetric in the classical case. We want to Now let us see how the algorithm works. It first pushs (ϵ, ϵ) into an empty queue Q. Repeating the "while" loop, it produces set Table 1 ). In fact,
This example shows an interesting difference between quantum and classical machines: superposition states can be used in a detection. In other words, the Hadamard gate H is a "bias" over |0 and |1 , but we can use |ϕ as the coin state to overcome this issue [5] .
, which can be verified by our algorithm (see Case 2 of Table 1 ). Furthermore, using our algorithm, we can discover an interesting symmetric result in M H (see Case 3-5 of Table 1 ). Table 1 ).
Experiments
Algorithm 1 is implemented in C/C++ compiled by GCC 5.4.0. We test our algorithm on a Linux workstation: Intel(R) Xeon(R) CPU E7-8850 v2 2.30GHz with 24M Cache. All test cases utilize the single thread mode. Our results are summarized in Table 1 , in which Cases 1-6 are those test cases discussed in the previous subsectiom. We only list the positive cases in Table 1 except Case 1. For those negative cases, a trick that can reduce the running time is to abort the algorithm with a negative result whenever tr(E a |π (ρ)) 0 for the current (π, a). That is why Case 1 has a less running time than Case 2.
Case 7 and 8 are more challenging, since the size of the circle in the quantum random walk is increased to 8, and a detection is performed at position 7. Case 7 verifies that (M H , 0 c 0 p ) is equivalent to (M H , 1 c 6 p ) while Case 8 verifies that (M H , 0 c 0 p ) is equivalent to (M Y , 0 c 0 p ). A big difference between the running times of Case 1-6 and Case 7-8 occurs due to the exponentially increasing complexity of the algorithm. 
CONCLUSION
This paper defines a Mealy machine-based framework and develops an algorithm for equivalence checking of sequential quantum circuits. However, the complexity of this algorithms is very high: O(2 4m (2 2l 1 + 2 2l 2 ) 4 ) when applied to two circuits with m input qubit variables and l 1 , l 2 state qubit variables, respectively. So, an important issue for future research is to reduce this complexity. Another topic is to extend model checking techniques developed in [15] for checking sequential quantum circuits. An even more interesting topic is to find quantum algorithms for equivalence checking of quantum circuits so that the existing small quantum computers can be used in designing larger ones.
We write D(H ) be the set of density operators (i.e. mixed states) in a Hilbert space H . First of all, we need to generalise the notion of equivalence in Definition 4.2 to allow input states being mixed states rather than pure states. D A.1. Let M = (H in , H s , U , M) be a quantum Mealy machine, ρ 1 and ρ 2 two density operators in H s , and B a subset of D(H in ). Then ρ 1 and ρ 2 are (functionally) equivalent in B, written ρ 1 ∼ B ρ 2 , if for any input sequence π in B and a ∈ O |π | , p(a|π, ρ 1 ) = p(a|π, ρ 2 ).
The following are two key lemmas need in the proof of Theorem 5.1.
L
A.1. ρ 1 ∼ B ρ 2 iff ρ 1 ∼ span B ρ 2 .
P . The "if" part is obvious. To prove the "only if" part, we first observe that for every input sequence π and a ∈ O |π | , p(a|π, ρ) = tr(E a |π (ρ))
where E a |π (·) is the super-operator defined by a and π . We only need to consider the case where B is a finite set, say B = {γ 1 ,γ 2 , . . . ,γ k }. Suppose that ρ 1 ∼ B ρ 2 . Then for every input sequence π = σ 1 σ 2 . . . σ t and a ∈ O t , where σ j ∈ span B for 1 ≤ j ≤ t, we have
for some coefficients α ji , and p(a|π, ρ 1 ) = tr(E a |π (ρ 1 ))
α 1i 1 . . . α ti t tr(E a |γ i 1 ...γ i t (ρ 1 ))
α 1i 1 . . . α ti t tr(E a |γ i 1 ...γ i t (ρ 2 )) = tr(E a |π (ρ 2 )) = p(a|π, ρ 2 ), which yields ρ 1 ∼ span B ρ 2 . 
