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The decayDþ → K0Sπ
þπþπ− is studied with an amplitude analysis using a data set of 2.93 fb−1 of eþe−
collisions at the ψð3770Þ peak accumulated by the BESIII detector. Intermediate states and nonresonant
components, and their relative fractions and phases, have been determined. The significant amplitudes,which
contribute to the model that best fits the data, are composed of five quasitwo-body decays K0Sa1ð1260Þþ,
K̄1ð1270Þ0πþ K̄1ð1400Þ0πþ, K̄1ð1650Þ0πþ, and K̄ð1460Þ0πþ, a three-body decay K0Sπþρ0, as well as a
nonresonant component K0Sπ
þπþπ−. The dominant amplitude is K0Sa1ð1260Þþ, with a fit fraction of
ð40.3 2.1 2.9Þ%, where the first and second uncertainties are statistical and systematic, respectively.
DOI: 10.1103/PhysRevD.100.072008
I. INTRODUCTION
Hadronic decays of mesons with charm are an important
tool for understanding the dynamics of the strong
interaction in the low energy regime. The amplitudes
describing D meson weak decays into four-body final
states are dominated by (quasi-) two-body processes,
such as D → VP, D → SP, D → VV, and D → AP, where
P, V, S, and A denote pseudoscalar, vector, scalar,
and axial-vector mesons, respectively. Final-state inter-
actions can cause significant changes in decay rates and
shifts in the phases of decay amplitudes. Experimental
measurements can help to refine theoretical models of
these phenomena [1–3]. Many measurements on D → PP
and D → VP decays have been performed [4]. However,
there are only a few studies focusing on D → AP decays
[4]. We have therefore measured D → AP decays via an
amplitude analysis of the decay Dþ → K0Sπ
þπþπ− (the
inclusion of charge conjugate reaction is implied through-
out the paper), which is expected to be dominated by
Dþ → K0Sa1ð1260Þþ. In addition, the measurements of the
intermediate processes containing K1ð1270Þ and K1ð1400Þ
are helpful for understanding the mixture between these
two axial-vector kaons [3].
In this paper, we present an amplitude analysis
of the decay Dþ → K0Sπ
þπþπ− to study the resonant
substructures and nonresonant components, where the
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amplitude model is constructed using the covariant tensor
formalism [5].
II. DETECTOR AND DATA SETS
The data used in this analysis were accumulated with the
BESIII detector [6]. The event sample is based on 2.93 fb−1
of eþe− collisions at the ψð3770Þ mass [7,8]. At this
energy, D meson pairs are produced without any additional
hadrons. To suppress backgrounds from other charmed
meson decays and continuum (QED process and light
quark productions), only the decay modeD− → Kþπ−π− is
used to tag the DþD− pairs. This provides a clean
environment for selecting the decay Dþ → K0Sπ
þπþπ−
(the signal side) by requiring the D− → Kþπ−π− decay
to be observed (the tag side).
The BESIII detector located at Beijing Electron Positron
Collider [9] is described in Ref. [6]. The geometrical
acceptance of the BESIII detector is 93% of the full solid
angle. Starting from the interaction point (IP), it consists of
a main drift chamber (MDC), a time-of-flight (TOF)
system, and a CsI(Tl) electromagnetic calorimeter, which
are all enclosed in a superconducting solenoidal magnet
providing a 1.0 T magnetic field. The solenoid is supported
by an octagonal flux-return yoke with resistive plate
counter muon identifier modules interleaved with steel.
The momentum resolution for charged tracks in the MDC is
0.5% at a transverse momentum of 1 GeV=c. The energy
resolution for the photon in electromagnetic calorimeter
measurement is 2.5% (5%) in the barrel (end caps) region at
1 GeV. The time resolution of the TOF barrel part is 68 ps,
while that of the end cap part is 110 ps.
Monte Carlo (MC) simulations of the BESIII detector are
based on GEANT4 [10]. The production of ψð3770Þ is
simulated with the KKMC [11] package, taking into account
the beam energy spread and the initial-state radiation (ISR).
The PHOTOS [12] package is used to simulate the final-state
radiation of charged particles. The EVTGEN [13] package is
used to simulate the known decay modes with branching
fractions (BFs) taken from the Particle Data Group (PDG)
[4], and the remaining unknown decays are generated with
the LUNDCHARMmodel [14]. TheMC sample referred to as
“generic MC,” including the processes of ψð3770Þ decays
to DD̄, non-DD̄, ISR production of low mass charmonium
states and continuum processes, is used to study the
background contribution. The effective luminosities of
the generic MC samples correspond to at least five times
the data sample luminosity. Two kinds of MC samples with
the decay chain ψð3770Þ → DþD− withDþ → K0Sπþπþπ−
and D− → Kþπ−π− using different decay models are
generated for the amplitude analysis. One sample,
“PHSP MC,” is generated with a uniform distribution in
phase space for theDþ → K0Sπ
þπþπ− decay, which is used
to calculate the MC integrations. The other sample,“signal
MC,” is generated according to the results obtained in this
analysis for the Dþ → K0Sπ
þπþπ− decay. It is used to
validate the fit performance, calculate the goodness of fit
and estimate the detector efficiency.
III. EVENT SELECTION
Good charged tracks other than K0S daughters are
required to have a point of closest approach to the IP
within 10 cm along the beam axis and within 1 cm in the
plane perpendicular to the beam. The polar angle θ between
the track and the eþ beam direction is required to satisfy
j cos θj < 0.93. Separation of charged kaons from charged
pions is implemented by combining the energy loss
(dE=dx) in the MDC and the time-of-fight information
from the TOF. We calculate the probabilities PðKÞ and
PðπÞ with the hypothesis of K or π, and require that K
candidates have PðKÞ > PðπÞ, while π candidates have
PðπÞ > PðKÞ. Tracks without particle identification (PID)
information are rejected. Furthermore, a vertex fit with the
hypothesis that all tracks originate from the IP is per-
formed, and the χ2 of the fit is required to be less than 100.
The K0S candidates are reconstructed from a pair of
oppositely charged tracks which satisfy j cos θj < 0.93 and
whose distances to the IP along the beam direction are
within 20 cm. The two charged tracks are assumed to be a
πþπ− pair without PID. In order to improve the signal-to-
background ratio, the decay vertex of the πþπ− pair is
required to be more than two standard deviations away
from the IP [15], and their invariant mass is required to be
in the region ½467.6; 527.6 MeV=c2.
The DþD− pair with Dþ → K0Sπ
þπþπ− and D− →
Kþπ−π− is reconstructed with the requirement that they
do not have any tracks in common. If there are multiple
DþD− candidates reconstructed in an event, the one with
the average invariant mass closest to the nominal D mass
[4] is selected. To characterize the D candidates, two







ΔE ¼ ED − Ebeam; ð2Þ
are calculated, where (ED, p⃗D) is the reconstructed four-
momentum of D candidate, and Ebeam is the calibrated
beam energy. The signal events form a peak around 0 in the
ΔE distribution and around the charged D mass in the
MBC distribution. Events are required to satisfy −0.027<
ΔEðDtagÞ<0.025GeV, −0.033<ΔEðDsignalÞ<0.030GeV,
and 1.8628 < MBC < 1.8788 GeV=c2 for both tag and
signal D candidates. Figures 1(a) and 1(b) show the
two-dimensional (2D) distributions of tag side versus
signal side for ΔE and MBC of the accepted candidates,
respectively.
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þ with an additional K0S → π
þπ−, which has the
same final state as our signal decay, we perform a decay
vertex constrained fit on any remaining πþπ− pair with
invariant mass within 30 MeV=c2 of the mass of the K0S.
The events are removed if the obtained decay length is
greater than twice its uncertainty. After applying all




þ is estimated to be 72.9 8.5 by using the
generic MC sample. In the amplitude analysis, it is
subtracted by giving negative weights to the background
events, as discussed in Sec. IVA. Self cross-feed events
with misreconstructed signal decays are estimated from
signal MC samples to be ∼0.1%. This effect is considered
as a systematic uncertainty.
To estimate the contribution from the nonpeaking back-
ground, a 2D unbinned maximum likelihood fit is per-
formed to the MBCðDtagÞ versus MBCðDsignalÞ distribution
in Fig. 1(c). The signal shape is modeled with the shape
extracted from MC-simulated events. The function used to
describe the diagonal background band is the product of an
ARGUS function [16] in the MBCðDtagÞ þMBCðDsignalÞ
plane and a Gaussian in the MBCðDtagÞ −MBCðDsignalÞ
plane. The background with only the tag candidate (signal
candidate) properly reconstructed peaks at the charged D
mass and spreads out on the other axis, which is para-
metrized as the product of a MC-simulated shape in
MBCðDtagÞ [MBCðDsignalÞ] and an ARGUS function on
the other axis. The number of background events within the
signal region extracted from the fit is 37.5 7.5. The
projection on MBCðDsignalÞ from the 2D fit is shown in
Fig. 1(d). The small background bump under the signal is
from the events with the Dsignal properly reconstructed but
the Dtag improperly reconstructed. In the amplitude analy-
sis, the general background is ignored and its effect is
considered as a systematic uncertainty.
To improve the momentum resolution and ensure that all
events fall within the phase space boundary, the selected
candidate events are further subjected to a six-constraint
(6C) kinematic fit. It constrains the total four-momentum of
all final state particles to the initial four-momentum of the
eþe− system, the invariant mass of signal side Dþ →
K0Sπ
þπþπ− constrains to the Dþ nominal mass, and the K0S
invariant mass constrains to the K0S nominal mass. We
discard events with a χ2 of 6C kinematic fit larger than 100.
After applying all selection criteria, 4559 candidate events
are obtained with a purity of 97.5%.
IV. AMPLITUDE ANALYSIS
The goal of this analysis is to determine the intermediate
components in the four-bodyDþ → K0Sπ
þπþπ− decay. The
decay modes that may contribute to the Dþ → K0Sπ
þπþπ−

























































































FIG. 1. Two-dimensional (a) ΔE (b)MBC data distributions, and [(c) and (d)] fitMBC projections. In (a) and (b), the rectangles shows
the signal regions. In (c) and (d), data are compared with the projection (solid curve) of the 2D fit, with the signal and the background
marked as the dotted and dashed curves, respectively. The small bump under the signal (tag) peak comes from the events with signal
(tag) candidates properly reconstructed but tag (signal) candidates improperly reconstructed.
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brackets refer to the relative angular momentum between
the daughter particles. The amplitudes and the relative
phases between the different decay modes are determined
with a maximum likelihood fit.
A. Likelihood function construction
The unbinned maximum likelihood fit is performed by
minimizing the negative log likelihood (NLL) of the













where the indices k and k0 refer to the kth event of the data
sample and the k0th background event, respectively. The
index j refers to the jth particle in the final state, fSðpjÞ is
the signal probability density function (PDF) in terms of the
final four-momentum pj, and w
bkg
k0 is the weight of the k
0th
background event. The contribution from the background is
subtracted by assigning a negative weight to the back-
ground events.





where MðpjÞ is the total decay amplitude describing the
dynamics of the Dþ decays, ϵðpjÞ is the detection effi-
ciency parametrized in terms of the final four-momentum
pj. R4ðpjÞdpj is the standard element of four-body phase












The ϵðpjÞ in the numerator of Eq. (4) is independent of the
fitted variables, leading to a constant term in minimizing
the likelihood and can be ignored in the fit. The normali-
zation integral of Eq. (4) is performed with a MC technique,











where kMC is the index of the kth event of the MC sample
and NMC is the number of the selected MC events.
MgenðpjÞ is the PDF function used to generate the MC
sample for the integration.
This analysis uses an isobar model formulation in which
the total decay amplitude MðpjÞ is given by the coherent





where ρn and ϕn are the magnitude and phase of the
nth amplitude, respectively. The nth amplitude AnðpjÞ is
given by
AnðpjÞ¼Pð1Þn ðm1ÞPð2Þn ðm2ÞSnðpjÞBð1Þn ðpjÞBð2Þn ðpjÞBðDÞn ðpjÞ;
ð8Þ
where the indices 1 and 2 correspond to the two inter-
mediate resonances. SnðpjÞ is the spin factor, PαnðmαÞ and
BαnðpjÞ (α ¼ 1, 2) are the propagator and the Blatt-
Weisskopf barrier factor [17], respectively, and BDn ðpjÞ
is the Blatt-Weisskopf barrier factor of the Dþ decay. The
parameters m1 and m2 in the propagators are the invariant
masses of the corresponding resonances. For nonresonant
contributions with orbital angular momentum between the
daughters, we set the propagator to unity. This means that
the amplitude has negligible m dependence. Since the
Dþ → K0Sπ
þπþπ− decay contains two identical πþs in the
final state, AnðpjÞ is symmetrized by exchanging the two
πþs to take into account the Bose symmetry.
1. Spin factor
The spin factor SnðpjÞ is constructed with the covariant
tensor formalism [5]. The amplitudes with angular
momenta larger than 2 are not considered due to the
limited phase space. For a specific process a → bc, the
covariant tensors t̃Lμ1μl for the final states of pure orbital
angular momentum L are constructed from the relevant
momenta pa, pb, pc [5],
t̃Lμ1μL ¼ ð−1ÞLPðLÞμ1μLν1νLrν1    rνL ; ð9Þ
where r ¼ pb − pc. PðLÞμ1μLν1νL is the spin projection
operator and is defined as




TABLE I. Spin factors SðpÞ for different decay modes.
Decay mode SðpÞ
D → AP1, A½S → VP2, V → P3P4 T̃μ1ðDÞPð1Þμν ðAÞt̃ð1ÞνðVÞ
D → AP1, A½D → VP2, V → P3P4 T̃ð1ÞμðDÞt̃ð2Þμν ðAÞt̃ð1ÞνðVÞ
D → AP1, A → SP2, S → P3P4 T̃ð1ÞμðDÞt̃ð1Þμ ðAÞ







D → PP1, P → VP2, V → P3P4 pμðP2Þt̃ð1Þμ ðVÞ
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The spin factors of the decay modes used in the analysis
are listed in Table I. We use T̃ðLÞμ1μL to represent the decay of
the Dþ meson and t̃ðLÞμ1μL to represent the decay of the
intermediate state.
2. Blatt-Weisskopf barrier factors
For the process a → bc, the Blatt-Weisskopf barrier
factor [17] BLðpjÞ is parametrized as a function of the
angular momentum L and the momentum q of the daughter
b or c in the rest system of a,
BLðqÞ ¼ zLXLðqÞ; ð12Þ
where z ¼ qR. R is the effective radius of the barrier, which
is fixed to 3.0 GeV−1 for the intermediate resonances and
5.0 GeV−1 for the Dþ meson. XLðqÞ is given by










z4 þ 3z2 þ 9
r
: ð15Þ









3. Resonance line shapes
The propagator PðmÞ describes the line shape of the
intermediate resonance. The resonances K−, K̄1ð1400Þ0,
a1ð1260Þþ and K̄ð1460Þ0 are parametrized with a relativ-
istic Breit-Wigner (RBW) line shape
PRBWðmÞ ¼ 1
m20 −m2 − im0ΓðmÞ
; ð17Þ
where m0 is the mass of resonance and ΓðmÞ is the mass-














where Γ0 is the width of resonance and q0 denotes the value
of q at m ¼ m0. The ω and K1ð1270Þ− are parametrized as
a RBW with a constant width ΓðmÞ ¼ Γ0.
The resonance ρ0 is described by the Gounaris-Sakurai
(GS) function PGSρ ðmÞ with the ρ − ω interference taken
into account [18,19],
Pρ−ωðmÞ ¼ PGSρ ðmÞf1þ ρωeiϕωPRBWω ðmÞg; ð19Þ
where ρω and ϕω are the relative magnitude and phase,
respectively. PGSρ ðmÞ is given by
PGSρ ðmÞ ¼
1þ d Γ0m0



































where mπ is the charged pion mass [4]. The normalization
condition at PGSð0Þ fixes the parameter d ¼ fð0Þ=ðΓ0m0Þ.
















The resonance f0ð500Þ is parametrized with the formula
given in Ref. [20], which is identical to Eq. (17) with ΓðmÞ













Here, ρππ is the phase space of the πþπ− system and ρ4π is





½1þ e3.5ð2.8−m2Þ [20]. The parameters b1, b2, and a are
fixed to the values given in Ref. [21].
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The resonance K0ð1430Þ− is considered in a Kπ S-wave
[denoted as ðK0Sπ−ÞS-wave] parametrization extracted from
the scattering data [22]. The same parametrization was used
in Ref. [23],
PS-waveðmKπÞ ¼ F sin δFeiδF þ R sin δReiδRei2δF ; ð27Þ
with














where a and r denote the scattering length and effective
interaction length, respectively. FðϕFÞ and RðϕRÞ are the
relative magnitudes (phases) for the nonresonant and
resonant terms, and q and ΓðmKπÞ are defined as in
Eqs. (16) and (18), respectively. In the fit, the parameters
M, Γ, F, ϕF, R, ϕR, a and r are fixed to the values obtained
from the fit to the D0 → K0Sπ
þπ− Dalitz plot in Ref. [23],
given in Table II.
B. Fit fraction
The fit fraction (FF) for an amplitude or a component (a
certain subset of amplitudes) is calculated using a large set






where ÃnðpkjÞ is either the nth amplitude (ÃnðpkjÞ ¼
ρneiϕnAnðpkjÞ) or the nth component of a coherent sum
of amplitudes (ÃnðpkjÞ ¼
P
ρnie
iϕni AniðpkjÞ) and Ngen is
the number of the PHSP MC events. Note that the sum of
the FFs is not necessarily equal to unity due to the
interferences among the contributing amplitudes.
To obtain the statistical uncertainties of the FFs, the
FFs are calculated 500 times by randomly varying the
floated parameters according to the full covariance matrix.
The distribution for each amplitude or each component
is fitted with a Gaussian function. The width of the
Gaussian function is the statistical uncertainty of the
corresponding FF.
V. RESULTS
We start the fit of the data by considering the amplitudes
containing K−, ρ0, K̄1ð1270Þ0, K̄1ð1400Þ0, a1ð1260Þþ
resonances, as these resonances are clearly observed in the
corresponding invariant mass spectra. We then add ampli-
tudes with resonances listed in the PDG [4] and nonresonant
components until no additional amplitude has a significance
larger than 5σ. To avoid either artificial or missing compo-
nents, the total FF of each fit in the procedure is required to
be less than 1.5. The cases of high correlation are also
avoided, which is discussed in the next paragraph. In
addition, in the iteration of adding amplitudes by comparing
with the previous step, a better fit quality is required. The
statistical significance for any new amplitude is calculated
from the change of the log-likelihood valueΔðNLLÞ and the
change of the degrees of freedom Δν. In the fits, the
amplitude and phase of Dþ → K0Sa1ð1260Þþðρ0πþ½SÞ are
fixed to 1 and 0 as the reference, while the magnitudes and
phases of the other amplitudes are floating. Here, [S] means
the angular momentum of the ρ0πþ combination is 0 (S
wave). The corresponding D-wave amplitude Dþ →
K0Sa1ð1260Þþðρ0πþ½DÞ is found to have a FF of about
1% of the Swave, which is consistent with both BESIII and
LHCb amplitude analyses on D0 → K−πþπþπ− [24,25].
We consider therefore thisD-wave amplitude in the nominal
fit although its significance is 4.3σ.
The resonant termDþ → K0Sa1ð1260Þþðρ0πþ½SÞ and its
nonresonant partner Dþ → K0Sðρ0πþ½SÞA (the subscript A
represents the axial-vector nonresonant state for the ρ0πþ
combination) are both found with significances greater than
10σ, while they are highly correlated because of the same
angular distribution and large common region in phase
space. For the resonant term in the fit model with the
nonresonant partner, its FF becomes highly uncertain
and is significantly different to the one in the fit model
without the nonresonant partner. However the
combined FF of these two amplitudes is almost unchanged.
We, therefore, only consider the resonant term. Similar
cases are also found with the amplitude pairs of Dþ →
K̄ð1460Þ0ðK0Sρ0Þπþ and Dþ → ðK0Sρ0ÞPπþ, Dþ →
K̄ð1460Þ0ðK−πþÞπþ and Dþ → ðK−πþÞPπþ, as well as
Dþ→K̄1ð1650Þ0ðK−πþ½SÞπþ and Dþ→ðK−πþ½SÞAπþ.
Throughout this paper, we denote K− → K0Sπ
− and
ρ0 → πþπ−, which is also included in the FFs and
BFs of corresponding submodes. In the nominal fit,
we only use the resonant terms, as done in the analysis
of Mark III [26].
TABLE II. ðK0Sπ−ÞS-wave parameters, obtained from the fit to the
D0 → K0Sπ
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The masses and widths of ρ0, ω, K−, K̄1ð1270Þ0,
K̄1ð1400Þ0, and K̄1ð1650Þ0 are fixed at the values from
the PDG [4]. Since there are noworld average values for the
masses and widths of a1ð1260Þþ and K̄ð1460Þ0 and the
resonances lie on the upper boundary of the corresponding
invariant mass spectrum, their values are determined by
likelihood scans. The values of the parameters related to
ρ − ω mixing are also determined by likelihood scans. The
scan results are
ma1ð1260Þþ ¼ 1220.0þ9.5−7.6 MeV=c2;
Γa1ð1260Þþ ¼ 428.2þ23.0−22.2 MeV=c2;
mK̄ð1460Þ0 ¼ 1415.2þ11.8−12.2 MeV=c2;
ΓK̄ð1460Þ0 ¼ 248.5þ40.8−33.4 MeV=c2;
ρω ¼ ð2.94 0.69Þ × 10−3;
ϕω ¼ −0.02 0.23; ð31Þ
where the uncertainties are statistical only. In the
nominal fit, these parameters are set to be the values
determined by likelihood scans. The scan results are shown
in Fig. 2.
In Fig. 2(a), three scan points at the right of the minimum
point are higher than smooth scan expectations due to the
correlation between the states with resonances a1ð1260Þþ
or K̄ð1460Þ0 involved.
Finally, our nominal fit model includes 13 amplitudes
(labeled as I; II; III;…;XIII), in which eight of them can be
summarized into four different components. To quantify the
fit quality for this unbinned likelihood fit, an unbinned
“mixed-sample method” is performed, which is described
in Refs. [27,28]. With this method, the p-value is 25.5%.
The projections of the invariant mass spectra and the
distribution of χ are shown in Fig. 3. All the amplitudes
and the corresponding significances and phases, as well as
the FFs of amplitudes and components are listed in
Table III, where the last row of each box is the coherent
sum of the preceding amplitudes (components). For the
phases and FFs, the first and second uncertainties are
statistical and systematic, respectively. The systematic
uncertainties are discussed below. Other tested amplitudes
when determining the nominal fit model, but finally not
used, are listed in Appendix A. The interference fit
fractions between each amplitude are given in Appendix B.
VI. SYSTEMATIC UNCERTAINTIES
The systematic uncertainties are categorized into the
following sources: (I) masses and widths of the inter-
mediate resonances, (II) effective radius of intermediate
resonances and Dþ, (III) parameters in K0Sπ
þ S-wave
parametrization, (IV) parameters in ρ − ω mixing para-
metrization, (V) line shape of f0ð500Þ, (VI) line shape
of a1ð1260Þ, (VII) effect from peaking background,
(VIII) effect from general background, and (IX) fit
procedure. The systematic uncertainties of the phases
of amplitudes and the FFs of amplitudes and compo-
nents due to different contributions are given in
Tables IV and V, respectively. These uncertainties are
given in units of standard deviations σstat and are added
in quadrature to obtain the total systematic uncertainties,
as they are uncorrelated.
)2c(GeV/(1260)1aM























































FIG. 2. Likelihood scans of the masses [(a) and (c)] and widths [(b) and (d)] of a1ð1260Þþ and K̄ð1460Þ0, respectively, as well as the
relative magnitude (e) and phase (f) of ω in the ρ − ω mixing.
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To estimate the systematic uncertainties, the fit is altered
to investigate the effect from each source. For the masses
and widths of the intermediate resonances given by the
PDG [4], they are shifted within the uncertainties from the
PDG [4]. The masses and widths of a1ð1260Þþ and
K̄ð1460Þ, as well as the relative magnitude and phase of
ω in ρ − ω parametrization are shifted within the uncer-
tainties given by the likelihood scans. The barrier effective
radius R is varied within 1 GeV−1. The input parameters
of K0Sπ
þ S-wave model are varied within their uncertainties
given by Ref. [23]. For the resonance f0ð500Þ, the
propagator is replaced by the RBW function with mass
and width fixed at 526 MeV=c2 and 535 MeV [21],
respectively. For the resonance a1ð1260Þþ, a constant
width Breit-Wigner with mass and width determined by
the fit is used to estimate the effect from the a1ð1260Þþ line
shape. For the effects from different line shapes, only the
changes in the fit fractions are given. Since different
propagators have different normalization factors, for the
amplitude with f0ð500Þ involved, the shift effects on the
FF are only considered. The effect from the peaking
background Dþ → K0SK
0
Sπ
þ is estimated by altering the
number of background events to be half of that in the
nominal fit. The uncertainty from general background
is studied by taking the background events into
account, which are estimated from the average MBC
(ðMBCðDtagÞ þMBCðDsignalÞÞ=2) sideband region of
½1.830; 1.858 GeV=c2. Individual changes of the results
with respect to the nominal one are taken as the corre-
sponding systematic uncertainties.
To evaluate the uncertainty from the fit procedure, we
generate 300 sets of signal MC samples according to the
nominal results in this analysis. Each sample, which has

















































































































































FIG. 3. The projections of (a) K0Sπ
−, (b) K0Sπ
þ




2 , (d) π
þ
1 π







−, and (h) πþπþπ− invariant
mass spectra, where the dots with error are data, and the curves are the fit projections. The small red histogram in each projection
shows the Dþ → K0SK
0
Sπ




þ peaking background. For the identical pions, the one resulting in a lower πþπ− invariant mass is denoted as πþ1 ; the
other is denoted as πþ2 .
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method as data analysis. We fit the resulting pull distribu-
tions, V input−Vfitσfit , where V input is the input value in the
generator, and Vfit and σfit are the output value and the
corresponding statistical uncertainty, respectively. Fits to
the pull distributions with Gaussian functions show no
obvious biases and under- or overestimations on statistical
uncertainties. We add in quadrature the mean and the mean
error of the pull and multiply this number with the
statistical error to get the systematic error. The results
are given in Table VI, in which the corresponding uncer-
tainties are the statistical uncertainties of the respective fits.
The effects from tracking/PID efficiency and the kin-
ematic fit arising due to the imperfect modeling of the data
by the simulation, as well as the resolution, are also
TABLE III. Significances and phases for different amplitudes, labeled as I; II; III;…;XIII, respectively, as well as FFs for amplitudes
and components (the last row of each box), where the first and second uncertainties are statistical and systematic, respectively. The
f0ð500Þ and ρ0 resonances decay to πþπ−, and the K− resonance decays to K0Sπ−.
Amplitude Significance (σ) Phase FF
I Dþ → K0Sa1ð1260Þþðρ0πþ½SÞ >10 0.0 (fixed) 0.384 0.021 0.041
II Dþ → K0Sa1ð1260Þþðρ0πþ½DÞ 4.3 −1.55 0.16 0.22 0.004 0.002 0.001
Dþ → K0Sa1ð1260Þþðρ0πþÞ       0.403 0.021 0.041
III Dþ → K0Sa1ð1260Þþðf0ð500ÞπþÞ >10 −1.82 0.08 0.10 0.055 0.007 0.018
IV Dþ → K̄1ð1400Þ0ðK−πþ½SÞπþ >10 −2.68 0.05 0.07 0.221 0.012 0.016
V Dþ → K̄1ð1400Þ0ðK−πþ½DÞπþ >10 −2.24 0.10 0.07 0.015 0.002 0.001
Dþ → K̄1ð1400Þ0ðK−πþÞπþ       0.216 0.012 0.011
VI Dþ → K̄1ð1270Þ0ðK0Sρ0½SÞπþ 9.7 −0.56 0.09 0.11 0.024 0.003 0.006
XIII Dþ → K̄ð1460Þ0ðK−πþÞπþ >10 −2.50 0.07 0.06 0.068 0.006 0.010
IX Dþ → K̄ð1460Þ0ðK0Sρ0Þπþ 6.1 −2.65 0.18 0.25 0.008 0.002 0.005
X Dþ → K̄1ð1650Þ0ðK−πþ½SÞπþ 6.5 −0.95 0.14 0.22 0.016 0.004 0.014
VII Dþ → ðK0Sρ0½SÞAπþ >10 −1.88 0.08 0.05 0.057 0.007 0.023
VIII Dþ → ðK0Sρ0½DÞAπþ 7.0 2.77 0.12 0.14 0.008 0.002 0.003
Dþ → ðK0Sρ0ÞAπþ       0.064 0.007 0.034
XI Dþ → ðK0Sðπþπ−ÞSÞAπþ >10 −3.08 0.06 0.04 0.064 0.005 0.007
XII Dþ → ððK0SπþÞS-waveπ−ÞPπþ >10 2.10 0.08 0.28 0.017 0.003 0.005
Dþ → K0Sπ
þπþπ− nonresonance       0.081 0.006 0.009
TABLE IV. Systematic uncertainties of phases for amplitudes. The different sources include (I) masses and widths of the intermediate
resonances, (II) effective radius of intermediate resonances and Dþ, (III) parameters in the K0Sπ
þ S-wave parametrization, (IV)
parameters in the ρ − ωmixing parametrization, (V) line shape of the f0ð500Þ, (VII) effect from peaking background, (VIII) effect from
general background, and (IX) fit procedure.
Amplitude
Source (σstat)
I II III IV V VII VIII IX total
Dþ → K0Sa1ð1260Þþðρ0πþ½DÞ 0.317 0.413 1.221 0.059 0.273 0.042 0.057 0.061 1.412
Dþ → K0Sa1ð1260Þþðf0ð500ÞπþÞ 0.265 0.343 1.110 0.262    0.220 0.058 0.071 1.243
Dþ → K̄1ð1400Þ0πþðK−πþ½SÞ 0.872 0.362 1.006 0.131 0.257 0.003 0.051 0.058 1.412
Dþ → K̄1ð1400Þ0πþðK−πþ½DÞ 0.393 0.252 0.451 0.068 0.062 0.001 0.097 0.149 0.679
Dþ → K̄1ð1270Þ0πþðK0Sρ0½SÞ 1.135 0.349 0.123 0.021 0.012 0.131 0.121 0.121 1.213
Dþ → K̄ð1460Þ0ðK−πþÞπþ 0.786 0.032 0.152 0.049 0.128 0.028 0.092 0.054 0.820
Dþ → K̄ð1460Þ0ðK0Sρ0Þπþ 0.573 0.022 1.249 0.023 0.261 0.070 0.062 0.139 1.409
Dþ → K̄1ð1650Þ0πþðK−πþ½SÞ 1.171 0.166 0.948 0.026 0.089 0.066 0.118 0.051 1.526
Dþ → ðK0Sρ0½SÞAπþ 0.539 0.307 0.217 0.015 0.061 0.007 0.115 0.050 0.672
Dþ → ðK0Sρ0½DÞAπþ 0.173 0.278 1.057 0.038 0.273 0.045 0.057 0.100 1.147
Dþ → ðK0Sðπþπ−ÞSÞAπþ 0.254 0.508 0.442 0.072 0.010 0.058 0.092 0.050 0.733
Dþ → ððK0SπþÞS-waveπ−ÞPπþ 0.142 0.226 3.309 0.083 0.192 0.027 0.059 0.125 3.330
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TABLE V. Systematic uncertainties of FFs for amplitudes and components. The different sources include (I) masses and widths of the
intermediate resonances, (II) effective radius of intermediate resonances and Dþ, (III) parameters in the K0Sπ
þ S-wave parametrization,
(IV) parameters in ρ − ω mixing parametrization, (V) line shape of the f0ð500Þ, (VI) line shape of the a1ð1260Þ (VII) effect from
peaking background, (VIII) effect from general background, and (IX) fit procedure.
Amplitude and component
Source (σstat)
I II III IV V VI VII VIII IX total
Dþ → K0Sa1ð1260Þþðρ0πþ½SÞ 0.299 0.831 0.496 0.069 0.877 1.419 0.215 0.023 0.143 1.970
Dþ → K0Sa1ð1260Þþðρ0πþ½DÞ 0.137 0.335 0.032 0.078 0.014 0.367 0.028 0.054 0.085 0.533
Dþ → K0Sa1ð1260Þþðρ0πþÞ 0.301 0.885 0.529 0.054 0.870 1.333 0.217 0.014 0.125 1.937
Dþ → K0Sa1ð1260Þþðf0ð500ÞπþÞ 0.534 0.538 2.369 0.050 0.553 0.775 0.215 0.097 0.085 2.532
Dþ → K̄1ð1400Þ0πþðK−πþ½SÞ 1.260 0.094 0.306 0.003 0.093 0.098 0.177 0.174 0.060 1.332
Dþ → K̄1ð1400Þ0πþðK−πþ½DÞ 0.286 0.099 0.216 0.007 0.041 0.289 0.027 0.042 0.078 0.482
Dþ → K̄1ð1400Þ0πþðK−πþÞ 0.857 0.078 0.221 0.002 0.066 0.080 0.123 0.119 0.063 0.914
Dþ → K̄1ð1270Þ0πþðK0Sρ0½SÞ 1.151 0.274 1.511 0.071 0.480 0.633 0.172 0.061 0.086 2.088
Dþ → K̄ð1460Þ0ðK−πþÞπþ 0.288 0.081 0.162 0.001 0.048 1.687 0.016 0.016 0.071 1.723
Dþ → K̄ð1460Þ0ðK0Sρ0Þπþ 0.365 0.546 2.288 0.044 0.374 0.347 0.194 0.153 0.058 2.448
Dþ → K̄1ð1650Þ0πþðK−πþ½SÞ 1.836 0.862 0.077 0.007 0.164 2.831 0.095 0.195 0.063 3.495
Dþ → ðK0Sρ0½SÞAπþ 0.644 0.758 3.139 0.036 0.124 0.027 0.154 0.037 0.058 3.300
Dþ → ðK0Sρ0½DÞAπþ 0.188 0.248 0.334 0.044 0.010 1.208 0.072 0.001 0.092 1.298
Dþ → ðK0Sρ0ÞAπþ 0.863 0.876 4.287 0.031 0.131 1.992 0.236 0.066 0.078 4.893
Dþ → ðK0Sðπþπ−ÞSÞAπþ 0.751 0.318 0.933 0.035 0.243 0.005 0.548 0.363 0.149 1.432
Dþ → ððK0SπþÞS-waveπ−ÞPπþ 0.347 0.073 1.422 0.014 0.107 0.128 0.259 0.039 0.086 1.502
Dþ → K0Sπ
þπþπ− nonresonance 0.604 0.256 0.191 0.025 0.153 1.038 0.580 0.327 0.078 1.420
TABLE VI. Mean and width of the pull distributions for phases and FFs with statistical uncertainties.
Amplitude and component
Phase FF
Mean Width Mean Width
Dþ → K0Sa1ð1260Þþðρ0πþ½SÞ       −0.13 0.06 0.96 0.04
Dþ → K0Sa1ð1260Þþðρ0πþ½DÞ 0.01 0.06 1.01 0.04 0.06 0.06 0.96 0.04
Dþ → K0Sa1ð1260Þþðρ0πþÞ       −0.11 0.06 0.97 0.04
Dþ → K0Sa1ð1260Þþðf0ð500ÞπþÞ 0.05 0.05 0.89 0.04 0.06 0.06 1.01 0.04
Dþ → K̄1ð1400Þ0πþðK−πþ½SÞ −0.03 0.05 0.92 0.04 0.00 0.06 1.03 0.04
Dþ → K̄1ð1400Þ0πþðK−πþ½DÞ 0.14 0.05 0.93 0.04 0.05 0.06 0.97 0.04
Dþ → K̄1ð1400Þ0πþðK−πþÞ       0.02 0.06 0.97 0.04
Dþ → K̄1ð1270Þ0πþðK0Sρ0½SÞ 0.11 0.05 0.95 0.04 −0.07 0.05 0.95 0.04
Dþ → K̄ð1460Þ0ðK−πþÞπþ −0.02 0.05 0.91 0.04 0.05 0.05 0.95 0.04
Dþ → K̄ð1460Þ0ðK0Sρ0Þπþ 0.13 0.05 0.94 0.04 0.03 0.05 0.95 0.04
Dþ → K̄1ð1650Þ0πþðK−πþ½SÞ 0.01 0.05 0.93 0.04 −0.02 0.06 1.01 0.04
Dþ → ðK0Sρ0½SÞAπþ 0.00 0.05 0.93 0.04 −0.03 0.05 0.89 0.04
Dþ → ðK0Sρ0½DÞAπþ −0.08 0.06 1.06 0.04 0.07 0.06 1.06 0.04
Dþ → ðK0Sρ0ÞAπþ       0.06 0.05 0.93 0.04
Dþ → ðK0Sðπþπ−ÞSÞAπþ 0.00 0.05 0.87 0.04 −0.14 0.05 0.92 0.04
Dþ → ððK0SπþÞS-waveπ−ÞPπþ 0.11 0.06 0.97 0.04 0.07 0.05 0.93 0.04
Dþ → K0Sπ
þπþπ− nonresonance       −0.06 0.05 0.95 0.04
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investigated. For tracking/PID efficiency and kinematic fit,
a factor related to the correction is considered when
calculating the normalization integral of Eq. (4). The
difference between the alternative fit and the nominal fit
is found to be negligible. The effect from the resolution is
estimated from the difference of the pull distribution
obtained from these 300 sets of signal MC samples using
the generated and reconstructed four-momenta, which is
also found to be negligible.
VII. CONCLUSION
We have determined the intermediate state contributions
to the decayDþ → K0Sπ
þπþπ− from an amplitude analysis.
With the fit fraction of the nth component FFðnÞ obtained
from this analysis, we calculate the corresponding BF:
BðnÞ ¼ BðDþ → K0Sπþπþπ−Þ × FFðnÞ, where BðDþ →
K0Sπ
þπþπ−Þ ¼ ð2.97 0.11Þ% is the total inclusive BF
quoted from the PDG [4]. The results on the BFs are shown
in Table VII.
Compared with the previous measurements [26], the
precisions of the subdecay modes are significantly
improved. The dominant intermediate process is Dþ→
K0Sa1ð1260Þþðρ0πþÞ, which agrees with the measurement
of Mark III [26]. We also extract the BFs of Dþ →
K0Sa1ð1260Þþðf0ð500ÞπþÞ, Dþ → K̄1ð1400Þ0ðK−πþÞπþ,
and Dþ → K̄1ð1270Þ0ðK0Sρ0Þπþ decays for the first time.
Comparing with the decay of D0 → K−πþπþπ− [24,25],
the decay mode D → Ka1ð1260Þ is found to be the
dominant substructure in both D0 and Dþ decays. For
the two K1 states, the contributions from D → K1ð1270Þπ
are at the same level for both Dþ and D0 decays. For
D → K1ð1400Þπ, the related BF in Dþ decays is found to
be greater than that in D0 decay by 1 order of magnitude.
These results provide criteria to further investigate the
mixture between these two axial-vector kaon states [1–3].
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APPENDIX A: AMPLITUDES TESTED
We list the amplitudes which are tested when searching
for the nominal fit model but not used in the final result.
Amplitudes with excited states (m > 1.0 GeV=c2)
involved:
Dþ → K̄1ð1270Þ0πþ, K̄1ð1270Þ0 → K0Sρ0½D.
Dþ → K̄1ð1270Þ0πþ, K̄1ð1270Þ0 → K−πþ½S;D.
Dþ→K0Sa2ð1320Þþ, a2ð1320Þþ → ρ0πþ or ðπþπ−ÞTπþ.
Dþ → K0Sπð1300Þþ, πð1300Þþ → ρ0πþ or ðπþπ−ÞSπþ.
Dþ → K0Sa1ð1640Þþ, a1ð1640Þþ → ρ0πþ½S; D or
ðπþπ−ÞSπþ.
Dþ → K̄ð1460Þ0πþ, K̄ð1460Þ0 → ðK0Sπ−ÞSπþ.
Dþ→K̄2ð1580Þ0πþ, K̄2ð1580Þ0→K−πþ or ðK0Sπ−ÞTπþ.
Dþ → K̄ð1410Þ0πþ, K̄ð1410Þ0 → K−πþ or K0Sρ0.




Dþ → K0Sðρ0πþÞP;V;A;T .
Dþ → ðK0Sf0ð500ÞÞP;A;Tπþ.
Dþ → K0Sðf0ð500ÞπþÞP;A;T .
TABLE VII. The results of BFs for different components. The
first, second and third errors are statistical, systematical and
the uncertainty related to BðDþ → K0Sπþπþπ−Þ [4], respectively.
The f0ð500Þ and ρ0 resonances decay to πþπ−, and the K−
resonance decays to K0Sπ
−.
Component Branching fraction (%)
Dþ → K0Sa1ð1260Þþðρ0πþÞ 1.1970.0620.1200.044
Dþ→K0Sa1ð1260Þþðf0ð500ÞπþÞ 0.1630.0210.0530.006
Dþ → K̄1ð1400Þ0ðK−πþÞπþ 0.6420.0360.0330.024
Dþ → K̄1ð1270Þ0ðK0Sρ0Þπþ 0.0710.0090.0190.003
Dþ → K̄ð1460Þ0ðK−πþÞπþ 0.2020.0180.0310.007
Dþ → K̄ð1460Þ0ðK0Sρ0Þπþ 0.0240.0060.0150.009
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Dþ → K0Sððπþπ−ÞSπþÞP;A;T .
Dþ → K0Sððπþπ−ÞVπþÞP;V;A;T .






Dþ → K1ð1270Þ0πþ, K1ð1270Þ0 → Kþπ−½S;D.
APPENDIX B: INTERFERENCE OF FIT
FRACTION
The interference between each amplitude is listed in
Table VIII.
[1] H. Y. Cheng, Phys. Rev. D 67, 094007 (2003).
[2] H. Y. Cheng and C.W. Chiang, Phys. Rev. D 81, 074031
(2010).
[3] H. Y. Cheng, Phys. Lett. B 707, 116 (2012).
[4] M. Tanabashi et al. (Particle Data Group), Phys. Rev. D 98,
030001 (2018).
[5] B. S. Zou and D. V. Bugg, Eur. Phys. J. A 16, 537
(2003).
[6] M. Ablikim et al. (BESIII Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 614, 345 (2010).
[7] M. Ablikim et al. (BESIII Collaboration), Chin. Phys. C 37,
123001 (2013).
[8] M. Ablikim et al. (BESIII Collaboration), Phys. Lett. B 753,
629 (2016).
[9] C. H. Yu et al., Proc. IPAC2016, Busan, Korea, 2016,
https://dx.doi.org/10.18429/JACoW-IPAC2016-TUYA01.
[10] S. Agostinelli et al. (GEANT4 Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 506, 250 (2003).
[11] S. Jadach, B. F. L. Ward, and Z. Was, Phys. Rev. D 63,
113009 (2001).
[12] E. Barberio and Z. Was, Comput. Phys. Commun. 79, 291
(1994).
[13] D. J. Lange, Nucl. Instrum. Methods Phys. Res., Sect. A
462, 152 (2001); R. G. Ping, Chin. Phys. C 32, 599
(2008).
[14] J. C. Chen, G. S. Huang, X. R. Qi, D. H. Zhang, and Y. S.
Zhu Phys. Rev. D 62, 034003 (2000).
[15] M. Xu et al., Chin. Phys. C 33, 428 (2009).
TABLE VIII. Interference of each amplitude, in units of % of total amplitude.
II III IV V VI VII
I 1.52 0.09 15.05 1.08 0.26 0.10 −0.84 0.05 −2.72 0.18 9.75 0.53
II 0.41 0.06 −0.06 0.04 0.03 0.01 0.15 0.02 0.15 0.03
III −1.37 0.10 −0.07 0.03 −0.50 0.04 2.23 0.18
IV −2.00 0.11 −1=34 0.14 1.42 0.19
V 0.34 0.04 −0.89 0.05
VI −4.00 0.25
VIIII IX X XI XII XIII
I −2.70 0.21 0.64 1.04 1.20 0.09 −3.10 0.38 −0.68 0.18 1.67 0.14
II −0.08 0.01 0.04 0.04 0.07 0.01 −0.09 0.01 −0.00 0.01 −0.16 0.01
III −0.71 0.06 1.26 0.19 0.08 0.08 −3.20 0.20 0.45 0.13 −0.03 0.06
IV −0.44 0.03 −0.23 0.04 6.19 0.84 3.41 0.20 0.01 0.00 −4.20 0.68
V 0.04 0.00 0.01 0.00 −0.38 0.04 0.54 0.03 0.21 0.01 0.28 0.02
VI 0.18 0.02 0.19 0.01 0.24 0.05 1.50 0.10 0.27 0.01 −0.01 0.02
VII 0.51 0.09 0.52 0.03 0.36 0.11 −1.18 0.20 0.67 0.04 0.79 0.08
VIII 0.08 0.03 −0.09 0.01 0.56 0.03 0.22 0.01 0.41 0.03
IX 0.18 0.04 −0.11 0.03 0.64 0.12 0.26 0.12
X 0.96 0.23 0.23 0.01 −3.87 0.22
XI 0.88 0.05 −0.38 0.18
XII 0.20 0.01
M. ABLIKIM et al. PHYS. REV. D 100, 072008 (2019)
072008-14
[16] H. Albrecht et al. (ARGUS Collaboration), Phys. Lett. B
340, 217 (1994).
[17] S. U. Chung, Phys. Rev. D 48, 1225 (1993); 57, 431
(1998); F. von Hippel and C. Quigg, Phys. Rev. D 5, 624
(1972).
[18] G. J. Gounaris and J. J. Sakurai, Phys. Rev. Lett. 21, 244
(1968).
[19] R. Aaij et al. (LHCb Collaboration), Phys. Rev. D 92,
032002 (2015).
[20] D. V. Bugg, Phys. Lett. B 572, 1 (2003); 595, 556(E) (2004).
[21] M. Ablikim et al. (BES Collaboration), Phys. Lett. B 598,
149 (2004).
[22] D. Aston et al. (LASS Collaboration), Nucl. Phys. B296,
493 (1988).
[23] B. Aubert et al. (BABAR Collaboration), Phys. Rev. D 78,
034023 (2008).
[24] M. Ablikim et al. (BESIII Collaboration), Phys. Rev. D 95,
072010 (2017).
[25] R. Aaij et al. (LHCb Collaboration), Eur. Phys. J. C 78, 443
(2018).
[26] D. Coffman et al. (Mark III Collaboration), Phys. Rev. D 45,
2196 (1992).
[27] M. Ablikim et al. (BESIII Collaboration), Phys. Rev. D 99,
092008 (2019).
[28] M. Williams, J. Instrum. 5, P09004 (2010).
Correction: The inline term appearing after Eq. (26) contained an
error in the denominator and has been fixed. In Table III, the
headings were misaligned and have been set right; the entry in the
11th line of the fourth column contained an error and has
been fixed.
AMPLITUDE ANALYSIS OF … PHYS. REV. D 100, 072008 (2019)
072008-15
