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Abstract 
Object pose estimation is a difficult task due to the non-linearities of the projection process; specifically 
with regard to the effect of depth. To overcome this complication, most algorithms use an error metric 
which removes the effect of depth. Recently, two new algorithms have been proposed based upon 
iteratively improving pose estimates obtained with weak-perspective or paraperspective approximations 
of the projection equations. A simple technique for improving the estimates of the two projection 
approximation algorithms is presented and a new metric is proposed for use in 'polishing' these object 
pose estimates. At all distances, the new algorithm reduces the estimated orientation error by over ten 
percent. At short distances, the orientation improvement is about seventeen percent and the position 
error is reduced by twelve percent. 
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Abstract. Object pose estimation is a difficult task due to the non-linearities of the projection process; 
specifically with regard to the effect of depth. To overcome this complication, most algorithms use an 
error metric which removes the effect of depth. Recently, two new algorithms have been proposed 
based upon iteratively improving pose estimates obtained with weak-perspective or paraperspective 
approximations of the projection equations. A simple technique for improving the estimates of the two 
projection approximation algorithms is presented and a new metric is proposed for use in 'polishing' 
these object pose estimates. At all distances, the new algorithm reduces the estimated orientation error 
by over ten percent. At short distances, the orientation improvement is about seventeen percent and 
the position error is reduced by twelve percent. 
1 Introduction 
The problem of object pose estimation will be defined as finding the rigid transformation from the object 
frame to the camera frame given the camera projection model and calibration information, a set of points 
described in an object frame, and the projection of these points. 
Object pose estimation has many uses in computer vision: object positioning, docking (moving the camera 
to a set transformation from the target), camera calibration, and cartography. The key difficulties in solving 
the problem stem from the constraints of a rotation matrix and having only the projection of the object 
points for data. Furthermore, as in all real world situations, the data has noise. For the object pose problem, 
a primary source of noise is the localization error; a measure of how well the data points correspond to the 
true projection of the object points. 
Previous approaches to solving this problem can be classified into two broad categories: closed-form solutions 
and numerical solutions. Closed-form solutions make use of a finite number of correspondences and solve 
the object pose problem by directly solving for the transformation parameters in the set of projection 
equations. Such solutions exist for three points [2], four coplanar points [7], and four points in general position 
[4, 51. While it is possible to derive closed-form solutions to overconstrained pose estimation problems, it is 
exceedingly difficult since the equations involve non-linear constraints. This is addressed by the numerical 
solutions. 
Ganapathy [3] proposed a linear solution on the assumption that the constraints on the rotation matrix 
need not be imposed; the rotation matrix is given nine degrees of freedom. This algorithm is extremely 
susceptible to noise mainly because the orthogonality constraints are ignored. Numerical methods that 
correctly constrain the problem [5, 8, 101 require a good initial estimate of the transformation parameters. 
This is a major limitation created, primarily, by the minimization technique. A state-of-the-art pose estimator 
by Phong et al. [9] uses a trust-region minimization technique which provides an excellent convergence rate 
and, essentially, removes the need for an initial estimate. 
A relatively new sub-class of the numerical solutions can be defined as solving the pose estimation prob- 
lem under an approximation to the desired projection model [I, 61. For instance, using weak-perspective 
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or paraperspective projection as approximations to perspective projection. Clearly, it is unlikely for an ap- 
proximation method to provide as accurate results as a method based on the true projection model. This 
is mostly overcome by iteratively moving the image points towards those that would have been produced 
by the approximation model's projection equations. While these algorithms do not converge for very close 
objects, in practice this is not a concern. Furthermore, these algorithms do not enforce the constraints of the 
transformation's rotation matrix. In total, the execution time required for pose estimation is dramatically 
reduced at  the expense of accuracy. 
2 Projection Models 
Three projection models will be discussed: perspective, weak perspective, and paraperspective. Perspective 
projection is the 'standard' model. The other two are linear approximations to perspective projection. 
The following notation will be used: 
xi object frame coordinates of point i ,  
ui, vi perspective projection of point i, 
uy, v y  weak-perspective projection of point i ,  
up, vf paraperspective projection of point i ,  
R rotation matrix, 
rl, r ~ ,  r3 the rows of R, 
t translation vector, 
t ,  , t,, t, components of the translation vector, 
and 2 unit vector along the optical axis. 
T The conversion from the imaged points to [ui, vi] is dependent only upon the calibration model and cali- 
bration parameters. It has been assumed that these are known and hence the conversion can be performed 
to provide the data points for the object pose estimation problem. 
Sections 2.1 through 2.3 describe the projection models with regard to pose estimation. A pictorial compar- 
ison of the projection models is provided in Figure 1. 
2.1 Perspective Projection 
Combining the perspective projection equations with the change of coordinate system from the object frame 
to the camera frame yields: 
1 0  0 1 [:I = [, ,]  xi + t) ST (Rxi + t) 
The effect of depth makes these equations difficult to use in minimization techniques. To overcome this, both 
sides are multiplied by the depth term and then the equation is simplified: 
Phong et al. [9] uses the square of these equations, plus two terms with Lagrange multipliers to enforce the 
constraints of the transformation, as an error metric. 
For comparison with the other algorithms, these equations will be rewritten by dividing through by t, and 
rearranging the terms: 
2.2 Weak Perspective Projection 
Obtaining the weak perspective projection of a set of points is a two step process. First the object points 
are projected onto a plane, herein called the reference plane, that is frontal parallel to the image plane. This 
projection is done by finding the intersection of the line parallel to the optical axis through the object point 
with the reference plane. These new points are then projected onto the image plane as per the perspec- 
tive projection model; by dividing by the depth. In practice, the reference plane is chosen to contain the 
transformation of the object frame's origin. 
2.3 Paraperspective Projection 
The paraperspective projection of a set of points is obtained in a similar manner. The only difference is 
instead of using lines parallel to the optical axis to reach the reference plane, lines parallel to the translation 
vector are used. 
image plane reference plane 
Fig. 1. Comparison of the Projection Models 
3 Proposed Method 
Equations 1 through 3 provide three linearizations of the perspective projection model. On the surface, 
the only difference between the three sets of equations are the measurements on the left hand side and 
how the point is projected onto the frontal-parallel plane through the translation vector. If there were no 
noise, Equation 1 correctly projects the points to the plane and then to the sensor. In the presence of noise, 
Equation 1 can be interpreted two ways. The first is that the noisy measurements are coupled with the known 
data; this would lead to a very difficult estimation problem which is clearly not solved in the literature. The 
second is that the projection is an approximation to perspective projection where, instead of one vector being 
used to project all the points to the frontal-parallel plane, a set of points are used to project the points to 
the frontal-parallel plane. In essence, if these points are closer to the 'true' projection than the projection of 
the translation vector, a better approximation to the perspective projection equations is obtained relative to  
paraperspective projection. However, the projection model does not iteratively improve to  the perspective 
model implying an algorithm based upon such a metric can not 'correctly' solve the problem in the presense 
of localization error. To correctly solve the problem, the equations must be modified so that the projection 
values in the right hand side reflect the values obtained by the current model. In contrast, Equation 2 and 
Equation 3 can be used to iteratively obtain an exact solution in theory. 
Also, there is - in a sense - a greater need to constrain the rotation matrix correctly in Equation 1 than in 
Equation 2 and Equation 3. If the matrix is unconstrained, Equation 1 uses nine unknowns to represent four 
values while Equation 2 and Equation 3 use only six unknowns for four values. 
Theoretically, it is preferable to use the weak-perspective or paraperspective method due to the expected 
behavior given localization noise and their low execution time. In practice, the non-linear algorithm provides 
more accurate results. The projection approximation algorithms have two weaknesses that can be readily 
identified and improved: distortion of the true perspective projection error metric and maintenance of the 
rotation matrix constraints. 
3.1 Simulation Method 
Before evaluating and comparing the algorithms in a quantitative manner, the framework for comparison 
must be defined. 
The object used in the simulations is a cube of width one hundred millimeters. The eight corners of the 
cube plus the centroid of the cube are the data points and the object is assumed to be a wire-frame so that 
all nine points are always imaged. The correspondence between the model points and the image points is 
assumed known. 
The camera used to image the object had a focal length of 8.5 millimeters. The imaging device has dimensions 
of 320 x 240 pixels; one pixel is equivalent to 0.0275 millimeters. 
The object is given a random rotation by choosing an axis of rotation and an angle. The axis is chosen by 
first taking a vector comprised of three components selected from a uniform distribution over the range [O, 1) 
and then the vector is normalized. The angle is chosen from a uniform distribution over [-T, r). 
The depth of the object's transformed origin is the parameter varied over in the simulations. The other two 
components of the translation vector are chosen from a uniform distribution over the imaging device, and 
scaled by the depth divided by the focal length. 
The projection of the points is then performed. If any point of the object is not on the imaging sensor, the 
translation and rotation parameters are reselected. 
The localization error is assumed to be Gaussianly distributed with a standard deviation set in the simulation. 
The noise is added in the plane containing the imaging device. 
Finally, each point is divided by the focal length to provide the measurements used in pose estimation. 
In the literature, two metrics for determining goodness-of-fit are used; relative position error and orientation 
error. Relative position error is defined as taking the magnitude of the vector between the true and estimated 
translation vectors and dividing by the the magnitude of the true translation vector. Orientation error is 
computed by finding the angle of the rotation between the true and estimated rotation matrices. For this 
purpose, the resultant rotation matrices of the algorithms are always orthonormalized. 
For each depth value, one thousand trials are performed and the average for both metrics is reported. For 
each algorithm at each depth, twenty iterations are performed in the minimization; this is significantly more 
than is needed for convergence. 
Along with absolute results, graphs representing comparisons between algorithms are presented; these graphs 
have line labels such as "polished / weak". This denotes that the graph is of the relevant metric value produced 
by the polished algorithm divided by the metric value for the weak-perspective projection algorithm. 
3.2 Reducing Error Metric Distortion 
In both the weak-perspective and paraperspective algorithms, the projection approximation is calculated by 
multiplying the noisy image measurement by a factor and then, in the paraperspective case, adding an offset. 
Clearly, the noise in each point of the approximation projection model has been scaled and, by not removing 
this effect, the estimation is inappropriately biased towards reducing the error at  points further away. For 
both algorithms, this can be accomplished by simply multiplying every equation by: 
before squaring for the error metric. Since the change to the metric is more significant when points are closer, 
it is expected that the improvement in performance will be more significant when the object distance to size 
ratio is small. 
While this does not completely remove the error metric distortion, during simulations it improved the 
orientation and position metric results for both algorithms in the shortest distances by about ten percent. 
3.3 Polishing the Estimate 
If the error-free values of the imaged data were known, the error metric represented by Equation 1 can be 
modified so as to be ideal in terms of providing a metric for pose estimation. Possibly, by using sufficiently 
good estimates - by having good initial values for the pose estimation - of these imaged values, the mod- 
ified metric can be used to iteratively obtain the true pose estimation parameters. Without a good initial 
guess, like most other non-linear algorithms, this algorithm will fail. From the results seen for the modified 
paraperspective algorithm, it is clear that the pose estimated by that algorithm can be used as an initial 
estimate. 
Furthermore, if the residual rotation between the current estimate and the true value is small enough, a 
linearization of the rotation matrix in the estimation problem can be used. From the simulation results, 
this is clearly the case. The new estimate of the rotation matrix, R ,  will be approximated by applying an 
approximation of a small rotation matrix to the current estimate of the rotation matrix Ro: 
The estimated rotation matrix is orthonormalized after each estimation. 
Labelling the current estimate of the projection of the object points as [up, uplT, the error metric is derived 
from: 
1 0 -up [:;I = ([0 1 -UP] RX' + [::I) ; 
In the graphs, the modified paraperspective algorithm was executed for ten iterations and then this 'polished' 
algorithm was run for ten iterations. 
By using the polishing technique, the orientation error for the modified paraperspective algorithm is decreased 
by over ten percent at  all depths. The results for position showed essentially no change. 
The absolute results for the polished algorithm are shown if Figure 2. 
Relative Position Error for 0.2 pixel SD Gaussian Noise Orientation Error for 0.2 pixel SD Gaussian Noise 
~ e ~ i v e  ~oait ion Ermr x I U ~  OnsoLWan ~ m r r  m dr- r 1 0 . ~  
Fig. 2. Absolute Results for the Polished Algorithm 
Relative Position Error for 1.0 pixel SD Gaussian Noise Orientation Error for 1.0 pixel SD Gaussian Noise 
~elativc ~oaitlon  nor r lo-3 oneoution o nor m d e p ~  
4 Conclusion 
3.80 
3.60 
3 40 
3 20 
3 W 
2.80 
2.60 
2.40 
2.20 
2 m  
The projection approximation algorithms reviewed in this paper are viable techniques for object pose estima- 
tion. They are reasonably accurate and, relative to non-linear techniques, very fast. A simple modification to 
the algorithms was presented that removes a large portion of the error observed in these algorithm when the 
object is close. Finally, a polishing technique was suggested that dramatically improves the accuracy of the 
estimate. The overall improvements to the algorithms are shown in Figure 3. The polished algorithm does not 
require a significant increase in execution time and, as such, is believed to be a complete improvement over 
the reviewed algorithms. Furthermore, the observed accuracy results in Figure 2 suggest that the algorithm 
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can be used in nearly all applications. 
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Fig. 3. Comparison between the Weak-Perspective and Paraperspective with the Polished Algorithm 
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