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1 Introduction
Dans le groupe symétrique Sn sur n lettres chacune des n! permutations








où ` est la fonction additive (c’est à dire vérifiant `(MN) = `(M) + `(N)
lorsque M et N sont premiers entre eux) définie par
`(pα) = pα, p premier, α ≥ 1. (1.2)
On notera que `(p0) = 0 6= p0 = 1, et que
`(g(n)) ≤ n. (1.3)
La formule (1.1) entraîne
M > g(n) =⇒ `(M) > n (1.4)
1
ce qui montre que les valeurs de g(n) sont les nombres en lesquels la fonction
` est « petite ». On a donc un problème d’optimisation pour la fonction arith-
métique additive ` qui rejoint les problèmes de grandes valeurs de certaines
fonctions multiplicatives étudiées par Ramanujan (cf. [23, 22, 20]).
Les méthodes utilisées par Ramanujan dans [23] pour étudier les « highly
composite numbers » ont été employées dans ([16, 18]) pour obtenir des







Dans l’article [9] (cf. aussi [14]) Landau démontre l’équivalence
log g(n) ∼
√
n log n, n→ +∞. (1.5)
Cette évaluation de log g(n) a été améliorée dans ([27, 28, 11, 12, 13]) à la fois
sous forme asymptotique et sous forme effective. Voir les formules figurant
ci–dessous au paragraphe 1.2.
Il existe un algorithme simple permettant de calculer la table des valeurs
de g(n) pour 1 ≤ n ≤ n0 (cf. [17, 3]).
Dans [3], un algorithme beaucoup plus sophistiqué permet de calculer la
décomposition en facteurs premiers de g(n) pour n quelconque inférieur à
1015.
Soit P+(M) le plus grand facteur premier du nombre entier positif M .
Il est montré dans ([16, 18]) que
P+(g(n)) ∼ log g(n) ∼
√










, n→ +∞ (1.7)
ainsi que la borne effective
P+(g(n)) ≤ 2.86
√
n log n, n ≥ 2. (1.8)
Cette dernière majoration a été améliorée par Grantham (cf. [7]) :
P+(g(n)) ≤ 1.328
√
n log n, n ≥ 5. (1.9)
L’objet de cet article est de donner des estimations plus précises de
P+(g(n)).
Nous minorerons P+(g(n)) au paragraphe 9 ; cette minoration est basée
sur la remarque suivante (cf. lemme 9.1) : soit q le nombre premier suivant
P+(g(n)) (donc q ne divise pas g(n)) et soit λ un nombre premier tel que
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λα divise g(n) mais pas λα+1, alors λα ≤ 2q. Ainsi la contribution des pe-
tits facteurs premiers dans g(n) est faible, et l’équivalence (1.5) impose que
P+(g(n)) ne soit pas trop petit.
La majoration, qui sera traitée au paragraphe 5, est plus délicate. Il
faut en effet montrer que le nombre de facteurs premiers inférieurs à P =
P+(g(n)) ne divisant pas g(n) n’est pas trop grand. Pour cela nous utiliserons
la méthode de Grantham [7]. On remarque (cf. lemme 3.2) qu’au plus un
nombre premier inférieur à P/2 ne divise pas g(n). Ensuite on construit une
suite croissante (γk) avec γ0 = 0 telle qu’au plus un nombre premier de
l’intervalle (γkP, γk+1P ] ne divise pas g(n). La construction d’une telle suite
est expliquée aux paragraphes 3 et 4.
Dans le paragraphe 10, nous montrerons, à l’aide de théorèmes d’os-
cillation en théorie des nombres premiers, qu’il existe une infinité d’en-
tiers n tels que P+(g(n)) > log g(n) et une infinité d’entiers n tels que
P+g(n) < log g(n).
Pour cela nous rappellerons la définition des nombres `–superchampions
qui jouent pour la fonction ` le même rôle que les « superior highly composite
numbers » de Ramanujan (cf. [23], § 32) pour la fonction nombre de diviseurs.
Dans le paragraphe 2 nous introduirons les tables numériques sur la
distribution des nombres premiers qui figurent en annexe. Des tables plus
longues sont déposées sur le site http://math.univ-lyon1.fr/~deleglis/
calculs.html.
Dans le théorème 8.1 les nombres 5.54 et 10.8 pourraient être améliorés
au prix d’un alourdissement des calculs numériques. Ces constantes ont été
déterminées en calculant P+(g(n)) pour tous les n jusqu’à 106. Cette borne
pourrait être augmentée. Il est en effet possible d’adapter l’algorithme de
[3] de façon à donner rapidement, pour deux nombres `–superchampions
consécutifs N et N ′ le maximum et le minimum de P+(g(n)) dans l’intervalle
[`(N), `(N ′)].
1.1 Notations
Nous utiliserons les notations classiques suivantes.
1) Pour i ≥ 1, pi est le ième nombre premier.
2) pi(x) =
∑
p≤x 1 est le nombre des nombres premiers ≤ x.











où K est le plus petit entier tel que x1/K < 2.
4) Θ est la borne supérieure des parties réelles des zéros de la fonction ζ de
Riemann. Sous l’hypothèse de Riemann, on a Θ = 1/2.
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5) log2 x = log log x et pour k ≥ 3, logk(x) = log(logk−1(x)).
















où γ = 0.577 . . . est la constante d’Euler.
7) Soit f une fonction de la variable réelle x, continue par morceaux. On








1.2 Rappel des estimations de log g(n)
Nous utiliserons les résultats effectifs suivants, démontrés dans [11] et
[13].
log g(n) ≤ 1.053139976709 . . .
√
n log n, n ≥ 1 (1.11)
avec égalité pour n = 1 319 766.
log g(n) ≥
√


















, n ≥ 899 059 (1.14)
Notons que la majoration (1.14) est meilleure que (1.13) pour n ≥ 68 745 487.
Nous aurons aussi besoin des résultats asymptotiques de [12] :


















2 Fonctions portant sur les nombres premiers
2.1 Les fonctions θ et ψ de Chebyshev
2.1.1 Encadrements effectifs
Nous utiliserons les résultats suivants.
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θ(x) < x pour x ≤ 8 · 1011. (2.1)
Schoenfeld (cf. [26] p. 360) mentionne que R. P. Brent a vérifié (2.1) pour
x < 1011. P. Dusart (cf. [5]) a calculé θ(x) jusqu’à 8.1011 et a établi la
majoration suivante (qui améliore le résultat de [26] p. 360 où la majoration




x ≤ 1.000 028x (x > 0). (2.2)
L’encadrement ci-dessous figure dans ([25], Th. 18)
x− 2.06√x < θ(x) < x, (0 < x ≤ 108). (2.3)
L’inégalité suivante (cf. [5]) améliore le résultat de [26] où le coefficient 0.2
était 8.072
|θ(x)− x| ≤ 0.2x
log2 x
, (x ≥ 3 594 641). (2.4)
On trouvera les inégalités suivantes dans ([25], Th. 13)
θ(x) ≤ ψ(x) ≤ θ(x) + 1.42620√x, x > 0. (2.5)
2.1.2 La fonction θmin
Nous aurons aussi besoin de minorer
θ(x)
x







La fonction θmin est une fonction en escalier croissante et continue à droite.
Puisque θ est constante sur tout intervalle [pi−1, pi), le rapport θ(x)/x dé-




























; ainsi les points de
discontinuité de θmin sont des nombres premiers que l’on appelle nombres
θmin–champions.
Pour tout nombre premier p, désignons par ?p le nombre premier pré-
cédant p. Soit p un nombre θmin–champion. Puisque θmin est croissante, au
point de discontinuité p, on a
θmin(p) > θmin(p−). (2.9)
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Lorsque y tend vers p par valeurs inférieures, on a p = piy , et les formules











Si p < q sont deux nombres θmin–champions consécutifs, la fonction θmin est
constante sur [p, q) et, pour p ≤ y < q, on a












La table 1 contient les premiers θmin–champions p et leurs records, θmin(p),
arrondis par défaut. Pour y ≥ 2 la valeur θmin(y) est donnée par
θmin(y) = θmin(p) avec p le plus grand champion ≤ y de θmin. (2.13)
Pour calculer la table 1, on observe d’abord que pour x ≥ 10 000 on a
θ(x)
x
















Le plus grand nombre premier P < 10 000 vérifiant θ( ?P )/P < 0.9794 est
P = 7477. Par (2.6), (2.14) et (2.15), on a θmin(10000) ≥ 0.9794, ce qui,
par (2.7), entraîne θ(?p)/p ≥ 0.9794 pour p ≥ 10000. Le choix P = 7477
implique θ(?p)/p ≥ 0.9794 pour P < p < 10000. On a donc, par (2.7),
θmin(P ) ≥ 0.9794 et, par (2.8),










ce qui montre que P = 7477 est un θmin–champion.
Puis, par récurrence descendante, à partir d’un champion q, on détermine
le champion p précédant q par la règle (2.12).
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2.1.3 La fonction θd





de sorte que, pour tout x ≥ y on a∣∣∣∣θ(x)x − 1
∣∣∣∣ ≤ θd(y)log2 x · (2.16)
Le résultat (2.4) de Dusart entraine :
Lemme 2.1. Pour y ≥ 3 594 641 on a θd(y) ≤ 0.2.
Lemme 2.2. Posons p0 = 1 et soit i ≥ 0 tel que pi < pi+1 < 8 · 1011. La
fonction x 7→





∣∣∣∣ log2 x = pi+1 − θ(pi)pi+1 log2 pi+1·
Démonstration. Soit x vérifiant pi ≤ x < pi+1 et posons f(x) =
∣∣∣∣θ(x)x − 1
∣∣∣∣ log2 x.







et f ′(x) =
log x
x2
f1(x) avec f1(x) = θ(pi)(log x − 2) + 2x. La fonction f1 est
croissante, donc f1(x) ≥ f1(pi) > 0 pour pi ≥ 11 > e2. Le calcul de f1(pi)
pour 0 ≤ i ≤ 4 montre que f1(pi) > 0 pour tout i ≥ 0. Ainsi f est croissante
sur l’intervalle [pi, pi+1) ce qui prouve le lemme.






log2 p où ?p
désigne le nombre premier précédant p, avec la convention ?2 = 1. Le calcul
montre que P = 3 594 641 est premier et que l’on a F (P ) = 0.200386 · · · >
0.2.




La formule (2.17) montre que, sur l’intervalle [1, P ), θd est une fonction en es-
calier décroissante et continue à droite. Appelons θd–champions les nombres
premiers p ≤ P qui sont points de discontinuité de θd. Convenons aussi que
1 est un θd–champion. Le nombre P est aussi un θd–champion : en effet, par
le lemme 2.1, on a θd(P ) ≤ 0.2 tandis que θd(P−) = F (P ) > 0.2.
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Si p et q sont deux nombres θd–champions consécutifs vérifiant 1 ≤ p <
q ≤ P , on a donc pour p ≤ y < q :
θd(y) = θd(p) = θd(q−) = F (q) > θd(q)
et, si p 6= 1, p est le plus grand nombre premier inférieur à q et vérifiant
F (p) > F (q). (2.18)
Le nombre P = 3 594 641 est un θd–champion. Par la formule (2.18), si
q ≤ P est un nombre θd–champion, le champion précédant q est le plus
grand nombre premier p vérifiant p < q et F (p) > F (q).
On calcule ainsi par récurrence descendante les nombres θd–champions
jusqu’à 59. Mais pour tout nombre premier p < 59, on a F (p) < F (59).
La fonction θd est donc constante sur l’intervalle [1, 59) et vaut F (59) =
3.9648 . . .. On a donc, pour tout x ≥ 1,∣∣∣∣θ(x)x − 1
∣∣∣∣ log2(x) ≤ θd(x) ≤ θd(59−) = F (59) < 3.965.
La table 2 contient la liste des premiers nombres θd–champions.
2.2 Terme d’erreur dans le théorème des nombres premiers
Soit θ la fonction de Chebyshev définie en (1.10).




(− a√log x )) (2.19)






3. Si l’hypothèse de Riemann est vraie, on a
|θ(x)− x| ≤ 1
8pi
√
x log2 x, x ≥ 599. (2.21)
Les points 1. et 2. se trouvent dans les traités de théorie analytique des
nombres, par exemple [8] ou [6]. Le point 3. est prouvé dans [26], p. 337.
2.3 Écarts entre nombres premiers
1. Nous utiliserons le résultat suivant de Baker, Harman et Pintz ([1] p.
562). Soit δ = 0.525, alors, pour x assez grand, on a





ce qui implique que, pour pi assez grand, pi+1 ≤ pi + pδi , et donc
l’existence de a tel que
pi+1 ≤ pi + apδi , i ≥ 1. (2.23)
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2. De façon effective, Dusart a démontré dans [4], proposition 6.8, que,






contient un nombre premier. Cela entraine pour pi ≥ 396 833 = p33 609,
pi+1 ≤ pi + pi
25 log2 pi
· (2.25)
3. Si l’hypothèse de Riemann est vraie la formule (2.21) permet de mon-
trer que, pour x ≥ 599, l’intervalle [x−√x log2 x/(4pi), x] contient un
nombre premier (cf. [24], (1)).
Dans l’article [2], toujours sous l’hypothèse de Riemann, Cramér dé-
montre qu’il existe b tel que l’intervalle [x, x+ b
√
x log x] contienne un
nombre premier. Ramaré et Saouter ont rendu ce résultat effectif en




x log x, x
]
(2.26)
contient un nombre premier, ce qui entraine que, pour pi ≥ 3,
pi−1 ≥ pi − 85
√
pi log pi. (2.27)
4. Dans l’article [2], la « Conjecture de Cramér » est énoncée comme suit





Cette conjecture est étayée par les calculs numériques (cf. par exemple
[15]).
2.4 Les fonctions ηk
2.4.1 Définition
Soit k ≥ 1 un nombre entier. Par le théorème des nombres premiers,
le rapport pi−k/pi tend vers 1 quand i → +∞. Pour i0 ≥ k + 1 il n’y a





< 1, et la définition
suivante a un sens.





∣∣∣pi > x} . (2.29)
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Il résulte de (2.29) que ηk est une fonction en escalier croissante dont
les points de discontinuté sont des nombres premiers appelés nombres ηk–
champions. Par convention, pk est un nombre ηk–champion. Plus précisé-
ment, si pi′ et pi′′ sont deux nombres ηk–champions consécutifs, on a pour
pi′ ≤ x < pi′′




Le nombre premier pi est un nombre ηk–champion si l’on a ou bien i = k ou
bien i > k et
ηk(pi−1) < ηk(pi). (2.30)
Lemme 2.3. Soit x ≥ pk. Pour tout y ≥ x, l’intervalle (ηk(x)y, y] contient
au moins k nombres premiers, et ηk(x) est le plus grand réel λ tel que (λy, y]
contienne au moins k nombres premiers pour tout y ≥ x.
Démonstration. Notons η = ηk(x). Si l’intervalle (ηy, y] ne contient pas k
nombres premiers, soit pi le plus petit nombre premier qui est strictement
plus grand que y. Alors
pi−k ≤ ηy < y < pi,






ce qui est absurde car pi > x.
Réciproquement, posons ηk(x) =
pi0−k
pi0
avec pi0 > x et supposons que
l’intervalle (λy, y] contienne k nombres premiers pour tout y ≥ x. Choisis-
sons y tel que pi0 > y > max(pi0−1, x). On doit avoir λy < pi0−k, ce qui, en
faisant tendre y vers pi0 , donne λ ≤ ηk(x).
2.4.2 Minoration de ηk
Lemme 2.4. Soit i0 ≥ 1 un entier et f : [pi0 , +∞) → R une fonction
croissante. On suppose que l’on a la majoration
pi+1 ≤ pi + f(pi+1), i ≥ i0. (2.31)
Soit k ≥ 1 et x ≥ pi0+k−1. Si la fonction t 7→ f(t)/t est décroissante pour
t ≥ x, on a
ηk(x) ≥ 1− kf(x)
x
· (2.32)
Démonstration. Soit i ≥ 1 tel que pi > x. Puisque x ≥ pi0+k−1, on a i ≥
i0 + k. Ecrivons l’inégalité (2.31) pour i− 1, i− 2, . . . , i− k ; on obtient
pi ≤ pi−1 + f(pi)
pi−1 ≤ pi−2 + f(pi−1) ≤ pi−2 + f(pi)
. . .
pi−k+1 ≤ pi−k + f(pi−k+1) ≤ pi−k + f(pi).
10
En ajoutant ces inégalités il vient
pi ≤ pi−k + kf(pi)







ce qui, d’après la définition (2.29) de ηk, prouve (2.32).
Proposition 2.1.
1. Il existe a > 0 tel que, pour x ≥ pk, ,on ait
ηk(x) ≥ 1− k a
x0.475
·
2. Soit i0 = 33 609. Pour i voisin de i0 les valeurs de pi sont
i = 33 608 33 609 33 610 33 611 33 612
pi = 396 733 396 833 396 871 396 881 396 883
Pour x ≥ pi0+k−1 on a
ηk(x) ≥ 1− k25 log2 x · (2.33)
3. Si l’hypothèse de Riemann est vraie, on a pour x ≥ max(pk, e2),




4. Sous la conjecture de Cramér (2.28), il existe a > 0 tel que, pour
x ≥ max(pk, e2) on ait





1. On applique le lemme 2.4 avec i0 = 1 et f(t) = atδ où δ = 0.525 et a
est la constante donnée en (2.23).
2. On choisit i0 = 33 609 et f(t) = t/(25 log2(t)). Par (2.25), l’hypothèse
(2.31) du lemme 2.4 est vérifiée, et l’application de ce lemme donne le
résultat.
3. Cette fois, on applique le lemme 2.4 avec i0 = 1 et f(t) = 85
√
t log t.
L’hypothèse (2.31) résulte de (2.27) et la fonction f(t)/t est décrois-
sante pour t ≥ e2.
4. Par la conjecture de Cramér (2.28), il existe a tel que pi+1 ≤ pi +
a log2 pi pour tout i ≥ 1. On choisit donc i0 = 1 et f(t) = a log2 t
dans le lemme 2.4 qui donne le résultat en remarquant que f(t)/t est
décroissante pour t ≥ e2.
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2.4.3 Tabulation des valeurs de ηk.
On trouvera en annexe les tables 3, 4 et 5 qui permettent le calcul de
η1(x), η2(x) et η3(x). Expliquons le calcul des valeurs de η3 ; on obtient la
table de ηk pour k 6= 3 de façon similaire.
Soit x0 = 106. Par la proposition 2.1 on a
η3(x0) > 1− 3
25 log2(x0)
> 0.99937.
Par la croissance de la fonction η3, on a donc pour tout x ≥ 106, η3(x) >

















Soit i0 le plus grand indice tel que pi0+1 < 106 et pi0−2/pi0+1 ≤ 0.99937 (le
calcul donne i0 = 15 929, pi0−2 = 175 141, pi0−1 = 175 211, pi0 = 175 229,
pi0+1 = 175 261). On a








= 0.99931 . . . (2.38)
ce qui, par (2.30), prouve que pi0+1 = 175 261 est un nombre η3–champion.
Par la formule (2.36), on calcule ensuite η3(pi) pour i = i0 − 1, i0 − 2,
. . . , 1 et, par (2.30), on en déduit les nombres η3–champions.
2.4.4 La fonction δ3
Définition 2.3. On définit la fonction δ3, pour y ≥ p3 = 5, par
δ3(y) = sup
x≥y
(1− η3(x)) log2 x.
Pour tout x ≥ y on a donc
1− η3(x) ≤ δ3(y)
log2(x)
· (2.39)
La fonction δ3 est décroissante. La minoration (2.33) de la proposition
2.1 entraine
δ3(396 881) ≤ 325 = 0.12. (2.40)
On a remarqué, lors de la démonstration du lemme 2.3, que 1 − η3 est
constante sur chaque intervalle [pi−1, pi) (i ≥ k + 1). La fonction x 7→ (1−
12
η3(x)) log2 x est donc strictement croissante sur l’intervalle [pi−1, pi), et la
borne supérieure de ses valeurs sur cet intervalle est (1− η3(pi−1)) log2(pi).
Il en résulte que, pour y ≥ 5,
δ3(y) = max
pi>y





La formule (2.41) montre que δ3 est une fonction en escalier décroissante
continue à droite. Appelons δ3–champions les nombres premiers p qui sont
points de discontinuité de δ3. Nous dirons aussi que 5 est un δ3–champion.
Si p < q sont deux nombres δ3–champions consécutifs, on a pour p ≤ y < q
δ3(y) = δ3(p) = δ3(q−) = G(q) > δ3(q)
et, si p > 5, p est le plus grand nombre premier inférieur à q tel que G(p) >
G(q).
Il résulte de (2.41) et (2.40) que, pour pi > 396 881, on a G(pi) ≤
δ3(396 881) < 0.12. Lorsque 175 261 < pi ≤ 396 881, l’implication (2.37)
donne η3(pi−1) ≥ 0.99937 et G(pi) ≤ 0.00063 log2(396 881) < 0.12.
À l’aide de la table construite au paragraphe 2.4.3, pour 7 ≤ pi ≤ 175 261,
on sait calculer η3(pi−1) et G(pi). On recherche alors le plus grand nombre
premier pi < 396 881 pour lequel on a G(pi) > 0.12. C’est pi = 88 211 qui est
un nombre δ3–champion. Si q est un δ3–champion, le nombre δ3–champion
précédant q est le plus grand nombre premier p tel que G(p) > G(q). En
énumérant les nombres premiers p inférieurs à 88 211 on peut ainsi dresser
la table 6 des nombres δ3–champions.
3 Facteurs premiers de g(n) et g–couples
Notation : Pour tout intervalle réel I et tout réel λ on note λI l’intervalle
défini par λI = {λx ; x ∈ I}.
Les deux lemmes suivants, dont la démonstration est facile, se trouvent
respectivement dans ([16], p. 142) et ([7], p. 408).
Lemme 3.1. Si q divise g(n) et si p′, p′′ , q sont premiers distincts et q ≥
p′ + p′′ alors p′ ou p′′ divise g(n).
Lemme 3.2. Si q est un diviseur premier de g(n), il existe au plus un nombre
premier ≤ q/2 qui ne divise pas g(n).




α = 2γ′ − 1 et β = γ2. (3.1)
On a alors α < β < γ < γ′ et le couple d’intervalles (I, J) défini par





est appelé le g-couple associé à (γ, γ′).
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En remarquant que γ =
√
β et que γ′ =
1 + α
2
le lemme suivant est le
lemme 2 dans [7], dont nous rappelons la preuve.
Lemme 3.3. Soit (I, J) un g-couple, n ≥ 1 et q un facteur premier de
g(n). Si qI contient au moins un diviseur premier de g(n) tous les nombres
premiers appartenant à qJ , à l’exception d’au plus un, sont des diviseurs de
g(n).
Démonstration. Par hypothèse, qI contient un diviseur premier q′ de g(n)
et donc αq < q′ ≤ βq < q. S’il existait dans qJ deux nombres premiers








g(n) = g(n), en contradiction avec (1.1) et (1.3).
Définition 3.2. Une g–suite de longueur ` (1 ≤ ` ≤ +∞) est définie par la
donnée de (γk)0≤k≤`+1 satisfaisant γ0 = 0, γ1 =
1
2
et , pour 1 ≤ k ≤ `













1 ≤ k ≤ `, Ik et Jk définis par
αk = 2γk+1 − 1, βk = γ2k , Ik = (αk, βk] et Jk = (γk, γk+1] · (3.3)
Il résulte de (3.3) que, pour tout 1 ≤ k ≤ `, le couple (Ik, Jk) est un
g–couple.
Nous étudierons au paragraphe 6 les g-suites uniformes pour lesquelles
le rapport αk/βk est constant.
Définition 3.3. Soit une g–suite (γk)0≤k≤`+1 de longueur finie ` ≥ 1 et
y ≥ 12. Pour 1 ≤ k ≤ ` on note mk le cardinal de l’ensemble des indices
j ∈ {0, 1, . . . , `} tels que Ik ∩ Jj 6= ∅.
La g–suite (γk)0≤k≤`+1 est y-admissible si pour tout réel λ ≥ y et tout k,
1 ≤ k ≤ `, l’intervalle λIk contient au moins mk+1 nombres premiers, autre-
ment dit, d’après le lemme 2.3, si, pour 1 ≤ k ≤ `, on a αk ≤ ηmk+1(βky)βk.






















y–admissible il suffit que pour tout λ ≥ y l’intervalle (λα1, λ/4] contienne
au moins deux nombres premiers, c’est à dire que α1 ≤ η2(y/4)/4. En par-
ticulier, pour λ = y, l’intervalle (α1y, y] contient au moins 2 nombres pre-
miers, ce qui nécessite y/4 ≥ 3.
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Proposition 3.1. Soit q = P+(g(n)) le plus grand facteur premier de g(n) et
(γk)0≤k≤`+1 une g–suite q–admissible de longueur `. Alors, pour 0 ≤ k ≤ `
l’intervalle qJk = q (γk, γk+1] contient au plus un nombre premier qui ne
divise pas g(n). De plus
q ≤ log g(n)
θ(qγk+1)
q









− k log q
q
· (3.4)
Démonstration. Soit P(k) la propriété Il existe au plus un nombre premier
dans qJk qui ne divise pas g(n).







un nombre premier qui ne divise pas g(n) . Ainsi P(0) est vrai.






est contenu dans (0, q/2] qui, par le lemme
3.2, contient au plus un nombre premier ne divisant pas g(n). Compte tenu
de la définition 3.3 et de la remarque 3.1, qI1 contient au moins m1 + 1 = 2
nombres premiers. L’un de ces 2 nombres divise g(n), et par le lemme 3.3, il
y a au plus un nombre premier dans qJ1 qui ne divise pas g(n). Ainsi P(1)
est vrai.
Supposons k < ` et P(0), P(1), . . .,P(k−1) vrais. La borne supérieure de
Ik est βk = γ2k < γk. On a donc Ik ⊂
k−1⋃
j=0
Jj . Par l’hypothèse de récurrence,
chacun des qJj contient au plus un nombre premier qui ne divise pas g(n).
Puisque qIk rencontre mk intervalles qJj il contient au plus mk nombres
premiers qui ne divisent pas g(n). Or, par définition de la q–admissibilité,
qIk contient au moins mk+1 nombres premiers. L’un d’entre eux divise g(n)
et, par le lemme 3.3, Jk contient au plus un nombre premier qui ne divise
pas g(n). C’est–à–dire que P(k) est vrai.
On vient de prouver que g(n) est divisible par tous les nombres premiers
de (0, qγk+1] sauf au plus un nombre premier qj ∈ q (γj , γj+1] pour chaque










On en déduit log g(n) ≥ θ(qγk+1)−
k+1∑
j=1








log γj − k log q
q
 ≤ log g(n).
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C’est la première majoration de (3.4). La deuxième résulte de
k+1∑
j=1
log γj < 0.
Proposition 3.2. Soit trois nombres réels positifs n0, y, a vérifiant
12 ≤ y ≤ a
√
n0 log n0
et k ≥ 1 un nombre entier. Faisons l’hypothèse qu’il existe une g–suite
γ0, γ1, . . . , γk+1, y–admissible de longueur k, définissons







et supposons Dk > 0. Alors, pour n ≥ n0, on a
P+(g(n)) ≤ max(a, b)
√




De plus, si n ≥ n0 ≥ 68 745 487, on a
P+(g(n)) ≤ max(a, b′)
√










Démonstration. Soit n ≥ n0 et posons pour simplifier q = P+(g(n)).
Ou bien q < y et alors
q < y ≤ a
√
n0 log n0 ≤ a
√
n log n (3.8)
ou bien q ≥ y et la suite γ0, γ1, . . . , γk+1 est a fortiori q–admissible. La
majoration (3.4) de la proposition 3.1 donne alors
q ≤ log g(n)
θ(qγk+1)
q











|log γj | ≤ (k + 1) log 2 ≤ 2k log 2 et que la fonction t 7→ (k log t +∑k+1
j=1 log γj)/t est décroissante pour t ≥ 4e. La majoration (3.9) entraine
donc q ≤ (log g(n))/Dk.
On utilise enfin l’inégalité (1.11) qui donne la majoration q ≤ b√n log n,
qui, avec (3.8), prouve (3.6). La preuve de (3.7) est similaire en majorant
log g(n) à l’aide de (1.13) au lieu de (1.11).
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4 La g-suite y–admissible optimale
La majoration (3.4) de la proposition 3.1 nous conduit à construire des
g-suites y–admissibles dont les termes γk soient aussi grands que possibles.
C’est l’objet de ce paragraphe.
Soit une y ≥ 12 et une g–suite y–admissible de longueur 1, (γ0 = 0, γ1 =
1/2, γ2). Vu (3.3), γ2 =
1 + α1
2
; la plus grande valeur de γ2 est donc obtenue
en donnant à α1 la plus grande valeur possible. Or, par la remarque 3.1, la

















Soit une g–suite y–admissible de longueur k, (γj)0≤j≤k+1 que l’on cherche
à prolonger. La relation γk+1 = β2k+1 détermine βk+1. La relation γk+2 =
1 + αk+1
2
montre que la plus grande valeur de γk+2 est obtenue en choisissant αk+1 le
plus grand possible. On pose m = 1 et on essaie
αk+1 = βk+1ηm+1(yβk+1) (4.1)








– Si αk+1 > αk considérons Ik+1 = (αk+1, βk+1] Si cet intervalle ren-




. Si Ik+1 rencontre m′ > m intervalles parmi
J0, J1, . . . , Jk, il faut recommencer le choix de αk+1 au moyen de la
formule (4.1) en incrémentant m.
Plus formellement cette construction est décrite dans l’algorithme 1. Cet
algorithme n’est pas certain de terminer, cependant il permet de calculer
la g–suite (γk) de longueur 21 et y–admissible (avec y = 4703.39) qui sera
utilisée au paragraphe 5.
5 Majoration de logP+(g(n)) pour n ≥ x.






= 1.26542463 . . . (5.1)
le maximum étant seulement atteint pour n = 215 avec g(215) = 23 × 32 ×
5× 7× 11× 13× 17× 19× 23× 29× 31× 43 et P+(g(215)) = 43.
Démonstration. On applique la proposition 3.2 avec n0 = 106, a = 1.2654 et
y = 4703.39. On construit à l’aide de l’algorithme 1 les 21 premiers termes
de la g–suite y–admissible optimale. On obtient les intervalles suivants :
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Algorithme 1 : Calcul de αk+1, βk+1, γk+2 à partir de γk+1, αk et y
βk+1 = γ2k+1, m = 1
Répéter
αk+1 = βk+1ηm+1(yβk+1)
si αk+1 ≤ αk alors
Renvoyer ECHEC
sinon
m = m+ 1
jusqu’à ce que




k αk βk γk+1 {j} Dk
1 0.2426 . . . 0.2500 . . . 0.621326 . . . 0 0.599249. . .
2 0.3786 . . . 0.3860 . . . 0.689343 . . . 0 0.663300. . .
3 0.4669 . . . 0.4751 . . . 0.733450 . . . 0 0.706255. . .
4 0.5308 . . . 0.5379 . . . 0.765402 . . . 1 0.739341. . .
5 0.5780 . . . 0.5858 . . . 0.789031 . . . 1 0.760626. . .
6 0.6135 . . . 0.6225 . . . 0.806763 . . . 1, 2 0.776159. . .
7 0.6422 . . . 0.6508 . . . 0.821112 . . . 2 0.788389. . .
8 0.6660 . . . 0.6742 . . . 0.833025 . . . 2 0.798242. . .
9 0.6845 . . . 0.6939 . . . 0.842282 . . . 2, 3 0.805505. . .
10 0.7019 . . . 0.7094 . . . 0.850985 . . . 3 0.812224. . .
11 0.7165 . . . 0.7241 . . . 0.858275 . . . 3 0.817565. . .
12 0.7266 . . . 0.7366 . . . 0.863347 . . . 3, 4 0.820742. . .
13 0.7375 . . . 0.7453 . . . 0.868760 . . . 4 0.824250. . .
14 0.7467 . . . 0.7547 . . . 0.873399 . . . 4 0.827003. . .
15 0.7547 . . . 0.7628 . . . 0.877397 . . . 4 0.829130. . .
16 0.7594 . . . 0.7698 . . . 0.879717 . . . 4, 5 0.829621. . .
17 0.7657 . . . 0.7739 . . . 0.882877 . . . 5 0.830930. . .
18 0.7712 . . . 0.7794 . . . 0.885632 . . . 5 0.831844. . .
19 0.7760 . . . 0.7843 . . . 0.888043 . . . 5 0.832421. . .
20 0.7803 . . . 0.7886 . . . 0.890159 . . . 5 0.832710. . .
21 0.7816 . . . 0.7923 . . . 0.890844 . . . 5, 6 0.831605. . .
La colonne {j} contient les valeurs de j telles que Ik rencontre Jj . Ainsi
la valeur de mk est le nombre des valeurs figurant dans la kème ligne de la
colonne {j}.
Cela donne D20 = 0.832710 . . . et, avec (3.6), b = 1.264713 · · · < a ce qui
prouve que P+(g(n)) < 1.2654
√
n log n pour n ≥ 106. Le calcul de toutes les
valeurs de g(n) pour 4 ≤ n ≤ 1 000 000 montre que le maximum est atteint
une seule fois, en n = 215.
Remarque 5.1. Pour y = 4703.39, l’algorithme 1 calcule αk, βk et γk+1
pour k ≤ 30, mais trouve α31 < α30 et retourne donc « ECHEC ». Les
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valeurs de Dk calculées par la formule (3.5) vérifient D20 > D21 > · · · >
D30 = 0.822869 . . .
Les valeurs de αk, βk, γk+1 déterminées par l’algorithme 1 ne dépendent
que de façon discrète de y. Par exemple, on obtient la même g–suite de
longueur 21 pour tout y vérifiant 4692 ≤ y ≤ 4859. Cependant Dk dépend
de y. Notons aussi que αk, βk et γk sont rationnels, mais avec des numérateurs
et dénominateurs croissant très vite avec k.
Dans la preuve du théorème de [7], les suites α1, . . . , α9, β1, . . . , β9 utili-
sées par J. Grantham sont très voisines de celles obtenues par l’algorithme 1
pour y = 3329.
Soit y = 114 620. En calculant avec l’algorithme 1 la g–suite optimale y–
admissible de de longueur 97, on trouve γ98 = 0.9693673 . . . , D97 = 0.9549879 . . . .
Avec n0 = 540 000 000 et a = 1.1, la formule (3.7) de la proposition 3.2 donne
alors b′ = 1.0998903 . . . et
P+(g(n)) ≤ 1.1
√
n log n, n ≥ 540 000 000. (5.2)
6 La g–suite uniforme
L’étude théorique des g–suites optimales ne semble pas facile. Dans ce
paragraphe nous introduisons les g–suites uniformes, moins efficaces pour les
calculs numériques, mais plus simples à étudier.
Définition 6.1. Soit 0 < η < 1. On pose γ0 = 0 et, pour j ≥ 1, on définit





Remarque 6.1. Remarquons que γj(η) est une fonction croissante de j et
de η.
Lemme 6.1. La suite γj(η) définie ci-dessus est une g–suite infinie. On
l’appelle la g–suite uniforme de paramètre η. Notons ε = ε(η) = 1 − η, et






et, pour tout j ≥ 0, Lε − γj ≤ Lε(1−
√
ε)j . (6.2)














En outre γj+1 = f(γj) avec f = t 7→ [1 + (1− ε)t2]/2. La fonction f est













. Les conditions figurant dans la définition 3.2 sont donc satisfaites
et (γj) est une g–suite. De plus, puisque f ′ est croissante
Lε − γj = f(Lε)− f(γj−1) < f ′(Lε)(Lε − γj−1) = (1−
√
ε)(Lε − γj−1)
≤ (1−√ε)j(Lε − γ0) = Lε(1−
√
ε)j .
Dans tout ce paragraphe η est un réel positif satisfaisant 0 < η < 1,
ε = 1 − η, (γj) est la g–suite uniforme de paramètre η, et Ij = (αj , βj ],
Jj = (γj , γj+1] sont les intervalles associés à cette g–suite (cf. défintion 3.2).
Lemme 6.2. Soit uj = Lε−γj. Alors (γj+1−γj) est une suite décroissante,
et, pour tout n on a








ε(Lε − γj) < γj+1 − γj.
Démonstration. En effet, puisque γj = Lε − uj = 11 +√ε − uj , on a
2(γj+1 − γj) = 2f(γj)− 2γj = 1 + (1− ε)γ2j − 2γj




















Lemme 6.3. Il n’existe pas de couple (k, j) tel que (γj , γj+1] ⊂ (αk, βk]. Et
donc chaque intervalle Ik rencontre au plus deux intervalles Jj.
Démonstration. Supposons (γj , γj+1] ⊂ (αk, βk]. Alors
αk ≤ γj < γj+1 ≤ βk = γ2k
et donc
Lε − γj > Lε − γ2k > Lε − L2ε = Lε(1− Lε) =
√
εL2ε. (6.3)
En utilisant le lemme 6.2, on a aussi
√
ε(Lε − γj) < γj+1 − γj ≤ βk − αk = εβk = εγ2k < εL2ε
qui implique Lε − γj <
√
εL2ε, ce qui contredit (6.3).
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Lemme 6.4. Soit q un facteur premier de g(n) et η ≤ η3(q/4) ; la g–suite
uniforme de paramètre η et
(
[αk, βk) , [γk, γk+1)
)
est q–admissible. Pour
tout k ≥ 1,
q ≤ log g(n)
θ(qγk+1)
q
− k log q
q
· (6.4)
Démonstration. Par le lemme 6.3 chaque intervalle Ik rencontre au plus 2
des intervalles Jj . Le nombre mk introduit dans la définition 3.3 vérifie donc




) ≤ βkη3(qβk). On a donc qαk ≤ qβkη3(qβk), et par le lemme 2.3
l’intervalle qIk contient au moins 3 nombres premiers. Ainsi, par la définion
3.3, la g–suite uniforme est q–admissible, la propostion 3.1 s’applique, ce qui
termine la preuve.
Lemme 6.5. Soit n entier et q le plus grand facteur premier de g(n). Lorsque
n tend vers l’infini, on a
q = P+(g(n)) ≤ log g(n)(1 +O(ε)) (6.5)
avec ε = ε1 +
√
























Lorsque n→ +∞, par (1.6), q = P+(g(n)) tend aussi vers l’infini, ε1, ε2 et
ε tendent vers 0 et k tend vers l’infini.




, le lemme 6.4 s’applique, et l’on a qγk+1 ≥ qγ1 = q/2.
Par définition de ε1, il vient
θ(qγk+1)
qγk+1
≥ 1− ε1, d’où
θ(γk+1q)
q
≥ γk+1 − γk+1ε1
≥ γk+1 − ε1 = 1− ε1 − (1− Lε2)− (Lε2 − γk+1). (6.7)
Une première utilisation du lemme 6.1 donne







Par (6.6), on a k + 1 >
log q√
ε2
; une deuxième utilisation du lemme 6.1 donne














Avec (6.7), (6.8) et la défintion de ε cela donne
θ(qγk+1)
q





= 1− ε− 1
q
· (6.9)







· Avec (6.9), on en déduit
θ(qγk+1)
q
− k log q
q













≤ ε2 ≤ √ε2, ce qui donne
θ(qγk+1)
q
− k log q
q
≥ 1− ε− 1
q
−√ε2 ≥ 1− ε− 2
√
ε2 ≥ 1− 3ε
et termine la preuve avec (6.4).
7 Majoration asymptotique de P+(g(n))
Théorème 7.1. Soit P+(g(n)) le plus grand facteur premier de g(n). Lorsque
n tend vers l’infini, P+(g(n)) est majoré par :



























Démonstration. Soit q = P+(g(n)). Par (1.6) on a
q ∼
√




Nous utiliserons aussi l’équivalence
Li−1(n) ∼ n log n. (7.5)
Nous allons appliquer le lemme 6.5 en évaluant dans les 3 cas les quantités
ε1, ε2 et ε = ε1 +
√
ε2.





































. L’application du lemme 6.5
fournit ensuite l’inégalité


















ce qui, avec (7.7) et (7.5) démontre (7.1) pour a < min(a1, a2).



































puis, par le lemme 6.5,







qui, avec (1.16) et (7.5) donne (7.2).
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qui, par le lemme 6.5, (1.16) et (7.5), prouve (7.3).
On notera que (7.3) reste valable si l’on remplace la conjecture de





8 Majoration effective de P+(g(n))
Théorème 8.1. Pour n ≥ 2 on a















Démonstration. Pour 2 ≤ n ≤ 106, on calcule P+(g(n)) et log(g(n)) par l’al-
gorithme naïf de ([3], [17]) et on vérifie que les inégalités (8.1) sont satisfaites.
Soit n ≥ 106. Supposons que l’on ait

























Avec la croissance de t 7→ t + 5
t
pour t ≥ √5 et
√
log 106 ≈ 3.7 > √5,










n ≥ 5 062. Le plus
petit nombre premier > 5 062 est 5 077. On a donc
q ≥ 5 077, 0.25 q ≥ 1269 (8.3)
et
log(0.25 q) > log(0.25× 5.062√n) > log√n) ≥ 0.5 log n. (8.4)




et η = 1− ε. (8.5)
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De (8.5) on déduit d’une part
2.649
log n
≤ √ε ≤ 2.650
log n
(8.6)
et, aussi, avec n ≥ 106,
ε < 0.0368 et η = 1− ε > 0.9632. (8.7)
La définiton (8.5) de ε, la minoration (8.4), la table 6 et enfin la minoration











et donc, avec la majoration (2.39), (dans laquelle on pose x = y = 0.25 q),
η = 1− ε ≤ 1− δ3(0.25 q)
(log(0.25 q))2
≤ η3 (0.25 q) .
La g–suite uniforme de paramètre η satisfait les hypothèses du lemme 6.4.
On applique ce lemme en choisissant
k = b0.64 log n log2 nc ≥ b0.64 log 106 log2 106c = 23. (8.9)
Nous avons remarqué au paragraphe 6 (remarque 6.1) que γk = γk(η) est
une fonction croissante de η et de k. Puisque, par (8.7), η > 0.9632 et k ≥ 23
on a γk+1 ≥ γ24(0.9632) > 0.8378. Par (8.3) et (8.4), on en déduit
qγk+1 ≥ 0.8378 · 5 077 ≥ 4253 et log qγk+1 ≥ log 0.25 q ≥ 0.5 log n
























Minorons enfin γk+1 : De (6.2), en utilisant (8.6) et (8.9), on déduit
γk+1 ≥ 11 +√ε −
(




















































En utilisant (8.9) et la décroissance de t 7→ (log t)3/2 log2 t log(t log t)/
√
t,










Avec la formule (6.4) du lemme 6.4, (8.12) et (8.13) donnent







Or, sur l’intervalle 0 ≤ X ≤ 1/ log 106, la fraction 4.062− 1.518X
1− 4.062X + 1.518X2

















≤ 1 + 5.54
log n





































5.54(log2 106 − 0.975)
log 106
)
ce qui complète la preuve de (8.1).
9 Minoration de P+(g(n))
Lemme 9.1. Soit n ≥ 2, α ≥ 2 et λ premier tel que λα divise g(n). Soit q
le nombre premier suivant P+(g(n)). On a
λα − λα−1 < q, (9.1)
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Démonstration. (9.1) et (9.2) constituent la propriété 5 de [16], dont la





ce qui implique α < log(2q)/ log(λ) ≤ log(2q)/ log(2) et prouve (9.3).
Lemme 9.2. Soit θ la fonction de Chebyshev définie en (1.10). Pour tout
n ≥ 2 on a la majoration
log g(n) ≤ θ (P+(g(n))+ S(q) (9.4)




θ(q1/α + 1). (9.5)
Démonstration. En désignant par λ un nombre premier générique et en ap-

























Lemme 9.3. Soit q ≥ 3 un nombre premier, p le nombre premier précédant




Démonstration. Supposons d’abord q ≥ q0 = 100 000. Il résulte de la défini-
tion de η1 (cf. Définition (2.2)) et de la table 3 que
p
q
≥ η1(q0) = 107 377107 441 ≥ 0.9994. (9.10)
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, en utilisant l’inégalité (2.2) et en remarquant que
t 7→ log t√
t
et t 7→ log(t/4)
t1/4
sont décroissantes pour t ≥ e2 ≈ 7.39 et t ≥ 4e4 ≈





















































= 2.0215 . . . ,
ce qui prouve (9.9) pour q ≥ 100 000. Ensuite on calcule S(q)/√p pour tous
les q premiers, 3 ≤ q ≤ 100 000, et l’on trouve que le maximum est atteint
pour q = 17 et vaut
log 2160√
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= 2.129 . . .





− 2.4 (n log n)1/4· (9.11)
Démonstration. Par (9.4) et (9.9) il vient, en posant P = P+(g(n))
log g(n) ≤ θ(P ) + 2.13
√
P .
Or, vu (1.12), pour n ≥ 906, log g(n) ≥ √n log n et l’on a la majoration
(5.1). Avec l’inégalité (2.2) cela entraine√
n log n ≤ θ(P ) + 2.13
√














et, pour tout n ≥ 1755 on a
P+(g(n)) ≥
√
n log n. (9.13)
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Démonstration. Par l’algorithme naïf exposé dans [3, 17] on calcule d’abord
g(n) et P+(g(n)) pour n ≤ 106 et l’on s’assure que l’inégalité (9.12) est vraie
pour 133 ≤ n ≤ 106, mais fausse pour n = 132, puis que (9.13) est vraie
pour 1755 ≤ n ≤ 106 et fausse pour n = 1754.
Notons que pour n ≥ 106 la minoration (9.13) résulte de (9.12), puisque
log log 106 ≥ 2.27. Il nous reste donc à prouver que (9.12) est vraie pour
n > 106.
Supposons d’abord n0 = 106 < n ≤ n1 = 7.9 × 1021, de sorte que, par
(5.1), on ait
P = P+(g(n)) ≤ 1.266
√
n1 log n1 ≤ 8× 1011
d’où l’on déduit θ(P ) < P avec (2.1).







≤ log g(n) < P + 2.13
√
P





























et prouve (9.12) lorsque n0 < n ≤ n1.
Supposons maintenant n > n1 = 7.9 1021. Par (9.11), P = P+(g(n))
vérifie
P > 6.3× 1011
et, par (2.4),














































































En observant que 0.008× 5.064 + 2.13× 0.00015 < 0.05, on déduit de (9.14)
que, pour n ≥ 7.9× 1021, on a









ce qui termine la preuve du théorème 9.1.
Théorème 9.2. 1. Il existe deux constantes positives C et a telles que,






2. Si la borne supérieure Θ des parties réelles des zéros de la fonction ζ
de Riemann est plus petite que 1, il existe une constante C ′ telle que
P+(g(n)) ≥
√
Li−1(n)− C ′nΘ/2(log n)2+Θ/2. (9.16)
Démonstration. 1. Par (9.4) et (9.9), P = P+(g(n)) satisfait
log g(n) ≤ θ(P ) + 2.13
√
P . (9.17)
Mais, par (1.15), il existe deux constantes positives C1 et a1 telles que,








Par (2.19), il existe deux constantes positives C2 et a2 telles que pour
tout x > 1 on ait
θ(x) ≤ x+ C2x exp(−a2
√
log x), (9.19)
ce qui, par la majoration (5.1) entraine :
θ(P ) + 2.13
√





avec C3 > 0 et a3 > 0.












ce qui prouve (9.15) avec a = min(a1, a3) et C = C1 + C3.
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Li−1(n)− C ′1(n log n)Θ/2, (cf. (1.16))
θ(x) ≤ x+ C ′2xΘ log2 x (cf. (2.20))
et
θ(P ) + 2.13
√
P ≤ P + C ′3(n log n)Θ/2 log2 n.
10 Comparaison de P+(g(n) et de log g(n)
Soit N (x) le nombre de n, 2 ≤ n ≤ x, tels que P+(g(n)) > log g(n). La
table des valeurs de N (x)
x = 103 104 105 106
N (x) = 972 9 787 99 424 996 727
montre que, pour n ≤ 106, P+(g(n)) a une forte tendance à excéder log g(n).
Cependant nous allons prouver
Théorème 10.1. Il existe une infinité de valeurs de n telles que P+(g(n)) >
log g(n) et une infinité de valeurs de n telles que P+(g(n)) < log g(n).
La démonstration du théorème 10.1 repose sur la notion de nombre `–
superchampion et sur les oscillations des fonctions θ et ψ de Chebyshev
(cf. le lemme 10.1 ci-dessous). A partir de la fonction additive ` (définie en
(1.2)), les nombres `–superchampions sont construits à l’image des nombres
hautement composés supérieurs, introduits par Ramanujan à partir de la
fonction « nombre de diviseurs ». Ces nombres `–superchampions ont étés
utilisés dans les articles [16, 18, 19, 11, 12, 13, 21].





Pour tout nombre premier p on définit
αp =

0 si p > P
1 si p ≤ P et ρ < p
2 − p
log p
i ≥ 2 si p
i − pi−1
log p



















On notera que αp est défini de façon à minimiser la suite β 7→ `(pβ) −
ρβ log p. On a donc pour tout β entier, β ≥ 0,
`(pβ)− ρβ log p ≥ `(pαp)− ραp log p
ce qui, par l’additivité des fonctions ` et log entraine que, pour tout M =∏
p p
βp , on a
`(M)− ρ logM ≥ `(NP )− ρ logNP . (10.5)
Proposition 10.1. Pour tout P premier, P ≥ 5, on a
g(nP ) = NP (10.6)
et
θ(P ) ≤ logNP = log g(nP ) ≤ ψ(P ) (10.7)
où θ et ψ sont les fonctions de Chebyshev définies en (1.10).





≤ `(M)− `(NP ) ≤ 0
d’où M ≤ NP ce qui entraine (10.6) par définition de g. La minoration dans
(10.7) résulte de (10.2) et (10.3). Pour prouver la majoration, il faut montrer
que, pour i ≥ 2,
pi − pi−1
log p
≤ ρ = P
logP
=⇒ pi ≤ P. (10.8)
Comme la fonction f(t) =
ti − ti−1
log t
est croissante pour tout i ≥ 2, pour









































≥ 3 log 5
3 + log 5
> 1,
ce qui achève la démonstration de (10.7).
Nous aurons aussi besoin du lemme ci-dessous, conséquence du théorème
de Littlewood sur les oscillations des fonctions θ et ψ.
Lemme 10.1.
– Il existe une infinité de nombres premiers P tels que
θ(P ) ≤ ψ(P ) < P. (10.9)
– Il existe une infinité de nombres premiers P tels que
P < θ(P ) ≤ ψ(P ). (10.10)
Démonstration. Par le théorème de Littlewood (cf. [10], [8] Th. 34, [6] Th.
6.3) il existe une suite de valeurs de x tendant vers l’infini et une constante
c > 0 telles que
θ(x) ≤ ψ(x) ≤ x− c√x log3 x (10.11)
et il existe une suite de valeurs de x′ tendant vers l’infini et une constante





′ ≤ θ(x′) ≤ ψ(x′). (10.12)
Supposons d’abord x assez grand vérifiant (10.11). Si x est un nombre pre-
mier, (10.11) implique (10.9) ; sinon soit P le nombre premier suivant x. On
a, par (10.11) et la croissance de t 7→ t− c√t log3 t,
θ(P ) =
θ(x) + logP ≤ x− c√x log3 x+ logP < P − c
√
P log3 P + logP
et, par (2.5),
ψ(P ) ≤ θ(P ) + 2
√
P < P − c
√
P log3 P + +2
√
P + logP
qui implique (10.9) lorsque x est assez grand.
La preuve de (10.10) est plus facile : soit x′ vérifiant (10.12) et P le plus
grand nombre premier satisfaisant P ≤ x′. On a
θ(P ) = θ(x′) ≥ x′ + c′
√
x′ log3 x
′ > P. 
Démonstration du théorème 10.1 On considère la suite des nombres
nP définis par (10.4). Par (10.6), on a g(nP ) = NP et, par (10.3), on a
P+(g(nP )) = P . On applique alors (10.7) et le lemme 10.1. Notons que la
démonstration prouve en fait
P+(g(n))− log g(n) = Ω±
(




Tab. 1 – Les valeurs de θmin(p) pour les premiers θmin–champions p, arron-
dies par défaut. Soit p < q deux champions consécutifs. La fonction θmin
est constante sur l’intervalle [p, q) de valeur θmin(p) =
θ(?q)
q
en notant ?q le



































































Tab. 2 – Les premiers θd–champions p et les valeurs θd(p), arrondies





log2 q en notant ?q le nombre premier précédant q. Pour













































































Tab. 3 – Les premiers champions de η1. Si p et q sont deux champions
consécutifs et p ≤ x < q, on a η1(x) = η1(p). Si p est un champion, pour























































Tab. 4 – Les premiers champions de η2. Si p et q sont deux champions
consécutifs et p ≤ x < q, on a η2(x) = η2(p). Si p est un champion, pour
























































Tab. 5 – Les premiers champions de η3. Si p et q sont deux champions
consécutifs et p ≤ x < q, on a η3(x) = η3(p). Si p est un champion, pour























































Tab. 6 – Les premiers δ3–champions p et les valeurs δ3(p), arrondies par
excès : Soit p et q deux champions consécutifs. On a δ3(p) = (1−η3(?q)) log2 q
en notant ?q le nombre premier précédant q. Pour p ≤ x < q on a δ3(x) =
δ3(p) et, pour x ≥ p, 1− δ3(p)
log2 x













































[1] R. C. Baker, G. Harman, and J. Pintz. The difference between conse-
cutive primes. II. Proc. London Math. Soc. (3), 83(3) :532–562, 2001.
[2] H. Cramér. On the order of magnitude of the difference between conse-
cutive prime numbers. Acta Arith., 2 :23–46, 1936.
[3] M. Deléglise, J.-L. Nicolas, and P. Zimmermann. Landau’s function for
one million billions. J. Théor. Nombres Bordeaux, 20(3) :625–671, 2008.
[4] P. Dusart. Estimates of some functions over primes without r. h., to be
published. cf. http://arxiv.org/abs/1002.0442v1, 2010.
[5] P. Dusart. The kth prime is greater than k(ln k+ ln ln k− 1) for k ≥ 2.
Math. Comp., 68(225) :411–415, 1999.
[6] W. J. Ellison. Les nombres premiers. Hermann, Paris, 1975. En colla-
boration avec M. Mendès France, Publications de l’Institut de Mathé-
matique de l’Université de Nancago, No. IX, Actualités Scientifiques et
Industrielles, No. 1366.
[7] J. Grantham. The largest prime dividing the maximal order of an ele-
ment of Sn. Math. Comp., 64(209) :407–410, 1995.
[8] A. E. Ingham. The distribution of prime numbers. Cambridge Mathe-
matical Library. Cambridge University Press, Cambridge, 1990. Reprint
of the 1932 original, With a foreword by R. C. Vaughan.
[9] E. Landau. Über die Maximalordnung der Permutationen gegebenen
Grades. Handbuch der Lehre von der Verteilung der Primzahlen, I, 2nd
ed., 1953. Archiv. der Math. und Phys., Sér 3, 5 (1903), 92-103.
[10] J. E. Littlewood. Sur la distribution des nombres premeirs. C. R. Acad.
Sci. Paris Sér. I Math., 158 :1869–1872, 1914.
[11] J.-P. Massias. Majoration explicite de l’ordre maximum d’un élément du
groupe symétrique. Ann. Fac. Sci. Toulouse Math. (5), 6(3-4) :269–281
(1985), 1984.
[12] J.-P. Massias, J.-L. Nicolas, and G. Robin. Évaluation asymptotique
de l’ordre maximum d’un élément du groupe symétrique. Acta Arith.,
50(3) :221–242, 1988.
[13] J.-P. Massias, J.-L. Nicolas, and G. Robin. Effective bounds for the
maximal order of an element in the symmetric group. Math. Comp.,
53(188) :665–678, 1989.
[14] W. Miller. The maximum order of an element of a finite symmetric
group. Amer. Math. Monthly, 94(6) :497–506, 1987.
[15] T. R. Nicely. New maximal prime gaps and first occurrences. Math.
Comp., 68(227) :1311–1315, 1999. See also
http://www.trnicely.net/gaps/gaplist.html.
37
[16] J.-L. Nicolas. Sur l’ordre maximum d’un élément dans le groupe Sn des
permutations. Acta Arith, 14 :315–332, 1967/1968.
[17] J.-L. Nicolas. Calcul de l’ordre maximum d’un élément du groupe sy-
métrique Sn. Rev. Francaise Informat. Recherche Opérationnelle, 3(Ser.
R-2) :43–50, 1969.
[18] J.-L. Nicolas. Ordre maximal d’un élément du groupe Sn des permuta-
tions et “highly composite numbers”. Bull. Soc. Math. France, 97 :129–
191, 1969.
[19] J.-L. Nicolas. Ordre maximal d’un élément d’un groupe de permuta-
tions. C. R. Acad. Sci. Paris Sér. A-B, 270 :A1473–A1476, 1970.
[20] J.-L. Nicolas. On highly composite numbers. In Ramanujan revisited,
pages 216–244. Edited by G.E. Andrews, R. A. Askey, B. C. Berndt,
K. G. Ramanathan, R. A. Rankin, Academic Press Inc., Boston, MA,
1988.
[21] J.-L. Nicolas. On Landau’s function g(n). In The mathematics of Paul
Erdős, I, volume 13 of Algorithms Combin., pages 228–240. Springer,
Berlin, 1997.
[22] S. Ramanujan. Highly composite numbers. Ramanujan J., 1(2) :119–
153, 1997. Annotated and with a foreword by J.-L. Nicolas and G.
Robin.
[23] S. Ramanujan. Highly composite numbers [Proc. London Math. Soc.
(2) 14 (1915), 347–409]. In Collected papers of Srinivasa Ramanujan,
pages 78–128. AMS Chelsea Publ., Providence, RI, 2000.
[24] O. Ramaré and Y. Saouter. Short effective intervals containing primes.
J. Number Theory, 98(1) :10–33, 2003.
[25] J. B. Rosser and L. Schoenfeld. Approximate formulas for some func-
tions of prime numbers. Illinois J. Math., 6 :64–94, 1962.
[26] L. Schoenfeld. Corrigendum : “Sharper bounds for the Chebyshev func-
tions θ(x) and ψ(x). II” (Math. Comput. 30 (1976), no. 134, 337–360).
Math. Comp., 30(136) :900, 1976.
[27] S. M. Shah. An inequality for the arithmetical function g(x). J. Indian
Math. Soc., 3 :316–318, 1939.
[28] M. Szalay. On the maximal order in Sn and S∗n. Acta Arith., 37 :321–331,
1980.
Marc Deléglise, Jean-Louis Nicolas
Université de Lyon, Université Lyon 1, CNRS
Institut Camille Jordan, Mathématiques, Bât. Doyen Jean Braconnier
Université Claude Bernard (Lyon 1)
21 avenue Claude Bernard F-69622 Villeurbanne cédex, France.
e-mail : deleglise@math.univ-lyon1.fr, jlnicola@in2p3.fr
http://math.univ-lyon1.fr/~deleglis/
http://math.univ-lyon1.fr/~nicolas/
38
