ABSTRACT The acquisition of aeroacoustics signals of wind turbines is of great significance in environmental noise assessment and fault monitoring of blades. The single acoustic sensor is simpler and more flexible than the acoustic sensors array but it lacks spatial analysis capability of the acoustic pressure field, and it is difficult to get pure aeroacoustics signals directly. This paper proposes a single channel blind source separation (SCBSS) method based on variational mode decomposition (VMD) which is applied to the separation of the wind turbine aeroacoustics signals acquired by the single acoustic sensors. The variational mode decomposition of the nonlinear and nonstationary signals based on the data itself completely is adaptive. In addition, the problem of mode mixing and ''endpoint effect'' has been improved. A novel approach combined correlation criterion with an overall index of orthogonality criterion is proposed in this paper to determine the optimal number of decomposition layers of VMD. We transform single channel underdetermined blind source separation to the non-underdetermined problem by establishing virtual multi-channel signals of the observation signals base on VMD, and separate the signals by joint approximate diagonalization of eigen-matrices (JADE) of fourth-order cumulant matrices. The method proposed in this paper has an excellent separation performance for wind turbine aeroacoustics signals, and the analysis of simulation signals indicates it has a 92.23% average recognition proportion, which is better than BSS based on EMD and EEMD, and the method has an extremely shorter computing time than EEMD-BSS. The analysis of actual signals shows that the suggested method is adaptive and robust for noise. 
I. INTRODUCTION
Wind power industry has a great improvement with the quantity and scale of wind farms increasing and the size of wind turbine becomes greater [1] , [2] . The unfavored environmental effects of the wind turbine aeroacoustics noise has gradually been considered [3] . However, there are many unsolved problems in mechanism research field of wind turbine aeroacoustics [4] - [7] . So far, the actual measurement and acquisition by acoustic sensors still an important approach to estimate the level of the wind turbine aeroacoustics noise [8] . Meanwhile, the wind turbine aeroacoustics signals contain the operation condition information of blades, and if fault occurs, the feature of aeroacoustics signals will change correspondingly [9] . Therefore, actual measurement and acquisition of aeroacoustics signals is also important to wind turbine blades condition monitoring.
The acoustic array has a wide range of application in wind turbine aeroacoustics signals measurement and acquisition [10] - [12] , but the use of acoustic arrays can be limited by installation space because of complex terrain of onshore wind farms and offshore narrow tower foundations. Considering the practicability of field application, a single acoustic sensor which is more convenient and flexible in use is more suitable. However, disadvantages of the single acoustic sensor are also obvious. Due to the limitation of the number of sensors, a single acoustic sensor does not have the spatial analysis ability of the acoustic pressure field, and the measurement results are often unsatisfactory. At present, there is no relevant report on the method which is flexible and convenient to use and considers the acoustic acquisition performance as well.
Blind source separation (BSS) is a general method of signal processing and data analysis. It is a process of recovering unknown source signals from observed mixed signals, which has application prospects for wind turbine aeroacoustics signals separation and signal enhancement. Now, the blind source separation has been widely used in speech signal processing [13] - [15] , mechanical fault detection [16] - [19] and other fields. Gelle et al. [20] , [21] proposed a blind source separation method for rotating machine monitoring by assuming the independence of the sources and the linearity of the propagation medium without any prior knowledge of mixing. Roan et al. [22] proposed a blind source separation algorithm based on information maximization which was essentially a nonlinear adaptive independent component analysis (ICA) method and applied to gear vibration measurement. McNeill and Zimmermanet al. [23] introduced the second-order statistics into blind source separation for mode parameter identification by joint approximate diagonalization (JAD). Yang et al. [24] put forward a new blind source separation method based on sparse component analysis (SCA) to solve underdetermined blind source separation problems.
The original acoustic signals contain not only pure aeroacoustics signals, but a large number of complex and changeable environmental background noise signals such as wind noise and mechanical noise signals, as well as the nonlinear coupling signals between aeroacoustics noise and various environmental background noise. In addition, acoustic sensors will introduce transmission noise in the process of acquisition and processing inevitably. The statistical features of the acquired signals are time related and non-stationary. At the same time, the signals often contain a variety of frequency information, which are typical multi-component signals. And the nonlinear coupling between aeroacoustics noise and environmental background noise results in nonlinear components in the acquisition signals. The empirical mode decomposition (EMD) proposed by Huang et al. [25] , [26] is an effective method to deal with non-linear and non-stationary signals. The EMD method does not need to pre-set the basis functions, unlike Fourier transform [27] , wavelet [28] and other analysis methods, the decomposition process is completely adaptive, and no longer subject to Heisenberg uncertainty principle, so it can better describe and extract the nonlinear and non-stationary features of the signals. However, the classical EMD method has problems of ''endpoint effect'' and poor noise robustness. Afterwards many improved algorithms, such as ensemble empirical mode decomposition (EEMD) [29] , complementary ensemble empirical mode decomposition (CEEMD) [30] , were proposed. EMD and its improved algorithms have advantages in analyzing nonlinear and non-stationary signals, so they are also widely used in blind source separation. B. Mijovic et al. proposed a single channel blind source separation (SCBSS) method combining EMD / EEMD with independent component analysis (ICA), and considered that the performance of the SCBSS was better than that of single channel ICA (SCICA) and wavelet ICA (WICA) at low signal-to-noise ratio (SNR) [31] . He and Chen [32] proposed a single channel blind source separation method based on EMD, and by calculating the decomposed intrinsic mode function (IMF) correlation matrix, the eigenvalue was used to determine the number of sources, then the source signals were separated by the non-negative matrix factorization (NMF). Aiming at problems of EMD and EEMD, D. Wang et al. proposed an enhanced EEMD method, which was applied to extract periodic and random instantaneous components of single channel vibration signals.
Although widely applied, EMD and its improved algorithms are empirical, and there is no complete mathematical theory basis [34] , [35] . Dragomiretskiy and Zosso [36] proposed a variational mode decomposition (VMD) in 2014, and different from EMD and other improved methods, the VMD transforms the decomposition process into non-recursive, variational problems to solve, which has the theoretical support, at the same time, the VMD has better noise robustness. Dey et al. [37] introduced a method based on VMD and principal component analysis (PCA) for single channel blind source separation. However, after dimension reduction and compression by PCA [38] , [39] , the interpretability of the original sample data is reduced because non-principal components may also contain important information about signals features. Tang et al. [40] proposed a new underdetermined blind source separation method by using VMD and ICA, and the suggested method has high adaptability and practicability under strong noise interference, therefore, the method has been applied to mechanical fault diagnosis and analysis [41] , [42] . However, the background noise of wind turbine aeroacoustics signals is much more complicated than that of mechanical vibration signals. If the number of modes extracted from VMD, i.e. the parameter K defined in [36] , is not selected properly before ICA, it will have an extreme impact on the feature extraction of aeroacoustics signals and the noise robustness of the algorithm. The above researches do not provide effective solutions, so there are some limitations in wind turbine aeroacoustics signals processing by using the existing methods directly. Also, there is no widely accepted method for determining the optimal K of VMD. W. X. Wu et al. proposed a method of determining the optimal number of modes of VMD by means of maximizing kurtosis of the modes that have maximum correlations with the original signal [43] . Ren et al. [44] took energy differences between the original signal and the restructured signal after VMD as the evaluation parameter to determine the optimal number of modes. Mao et al. [45] proposed an improved parameter-adaptive VMD (IPAVMD) to solve the optimal number of modes issues and enhance algorithm performance by combining with kurtosis and the envelope spectrum kurtosis, which takes the stationarity and impulsiveness of signals into consideration simultaneously. Zhang et al. [46] used the maximum weighted kurtosis index constructed by kurtosis and correlation coefficient to optimize the VMD parameters. Indeed, these methods have some optimization effect under VOLUME 6, 2018 their respective research background. However, there is no related report on how to determine the VMD parameter K for wind turbine aeroacoustics signals processing.
In this paper, a single channel blind source separation (SCBSS) method based on VMD is proposed and applied to the separation of wind turbine aeroacoustics signals which is collected by a single acoustic sensor. The VMD method decomposes nonlinear and non-stationary signals completely from the data itself, which is adaptive. And VMD improves the problems of mode mixing and ''endpoint effect'' of classical EMD, also it has a complete mathematical basis. And in order to improve the noise robustness of the algorithm, we propose a novel method to determine the number of modes of VMD combined correlation coefficients with the overall index of orthogonality. The problem of single channel underdetermined blind source separation is transformed into a non-underdetermined problem by constructing virtual multi-channel signals of the observed signals with VMD. And the joint approximate diagonalization of eigen-matrices of fourth-order cumulant matrices [47] , [48] is used to realize blind source separation.
The rest of this paper is organized as follows: Section II introduces mixing and separation models and the single channel blind source separation problems. Section III introduces the variational mode decomposition and the algorithm flow. In Section IV, we propose single channel blind source separation based on VMD and the method to determine the number of decomposed layers. In section V, we analyze and discuss the separation performance of the proposed VMD-BSS method and the existing methods through simulation signals. In section VI, we choose two sequences of the actual aeroacoustics signals of onshore and offshore wind turbines and use the proposed VMD-BSS to separate acoustic components. Section VII concludes on our work of the paper and puts forward the following optimization and future research directions.
II. SINGLE CHANNEL BLIND SOURCE SEPARATION
For n-dimension statistically independent source signals
T from m sensors, and the transmission channel interference noise are
Considering that each signal is linear mixed when it is received by one sensor, of which we ignore the transmission time, a linear instantaneous mixing model can be described as follows:
where the A ∈ R m×n is the blind mixing matrix, and the linear instantaneous mixing model is shown in Figure 1 . In fact, in most cases, the interference noise can also be regarded as a kind of source signal. Therefore, Equation (1) can be transformed into a noise-free model: The forward separation model is shown in Figure 2 . There exists a separation matrix W ∈ R n×m , and the relation between observed signals X(t) = [x 1 (t), x 2 (t), · · ·, x m (t)] T and output signals (estimation of source signals) of separation system Y (t) = [y 1 (t), y 2 (t), · · ·, y n (t)] T is:
The purpose of blind source separation is to find or estimate the separation matrix W . According to the numbers of observed signals and source signals, the blind source separation problems can be divided into overdetermined case (m > n), determined case (m = n) and underdetermined case (m < n). Only when the mixing matrix A is nonsingular, i.e. m ≥ n, is it possible to find its inverse matrix or generalized inverse matrix W to realize the separation of signals. Therefore, it is a necessary condition for reverse of the mixing process that the number of observed signals is greater than or equal to the number of source signals. For the determined case, there are many reports and mature researches. For the overdetermined case, the number of observed signals can always be reduced to the same number as the source signals (determined cases), and then separated by methods of the determined case. However, for the underdetermined case, it is most consistent with the actual process, and the problem is more complex. The single channel problem is the extreme case of the underdetermined case [49] .
III. VARIATIONAL MODE DECOMPOSITION
Similar to the definition of IMF in EMD, but the variational mode decomposition (VMD) [36] assumes that each mode has a finite bandwidth with different central frequencies [50] . In order to minimize the sum of the estimated bandwidth of the modes, it transforms to solve functional variational problems. The alternate direction method of multipliers (ADMM) is used to update the modes and central frequencies in the frequency domain, and then the modes and the corresponding central frequencies are extracted. Compared with EMD, VMD has better performance in mode mixing reduction and noise robustness. At the same time, the VMD transforms the decomposition process into non-recursive, variational problems to solve, which has theoretical support.
In the VMD, the variational problem is described as: under the constraint that the sum of the modes is equal to the original signal x(t), the sum of the estimated bandwidths of the modes is minimized. The process is as follows:
(i) Calculate the analytic signal [51] of each mode and its unilateral spectrum by means of the Hilbert transform:
(ii) Estimate the center frequency ω k of each mode and shift the mode's frequency spectrum to baseband:
(iii) Calculate the squared L 2 -norm of the gradient of the above demodulation signal, and estimate the bandwidth of each mode. The variational constraint problem is as follows:
where
are shorthand notations for the set of all modes of VMD and corresponding center frequencies. In order to solve the variational problem, the penalty term α and Lagrangian multipliers λ(t) are introduced, and the constrained variational problem is converted to a non-constrained variational problem. The penalty term α ensures the accuracy of signal reconstruction under the Gaussian noise and the Lagrangian multipliers λ(t) is used to enforce constraints strictly. The augmented Lagrangian L is the following [52] :
To find the saddle point of the augmented Lagrangian L, alternate direction method of multipliers (ADMM) [53] is used to update x n k , ω n k and λ n , where n is the update count. The algorithm flow of VMD is shown in Figure 3 . 
IV. PROPOSED METHOD
In the acquisition process of actual wind turbine aeroacoustics signals, the signals collected by a single acoustic sensor is a typical single channel mixing model. For the convenience of the research, we assume that the mixing process is in line with the linear instantaneous mixing model.
In the case of single channel underdetermined, the inverse matrix of the mixing matrix A does not exist and even if the mixed matrix is known, the separation of source signals is not unique. Therefore, the classical non-underdetermined blind source separation method cannot directly solve the single channel blind source separation problem. In this paper, we propose a novel virtual multi-channel method to increase the dimension of single channel observed signals by VMD, then use the non-underdetermined blind source separation method to find the optimal estimation of source signals.
A. IMPROVED VARIATIONAL MODE DECOMPOSITION
The number of decomposed layers should be determined in advance in VMD. Some research has shown that if the number of decomposed layers is small, the multi-scale features in original signal may be decomposed into the same mode, or even a mode cannot be decomposed. On the contrary, if the number of decomposed layers is too large, the same scale features will be decomposed into different modes, and the problem of over-decomposition will occur. However, at present, there is no effective method to determine the decomposition VOLUME 6, 2018 layers of VMD. In this paper, we propose a new method, which combines correlation coefficients between decomposition components and observed signals and the overall index of orthogonality, to determine the number of decomposition layers of VMD.
1) CORRELATION CRITERION
For time sequences x(t) and y(t), of which statistical expectations are 0, with the same sampling frequencies and lengths, the correlation coefficients of them are defined as:
For given number of the decomposed layers K , the correlation coefficients of each mode x i (t) and the original observed signal x(t) is:
When the correlation coefficients of some modes and the observed signal are obviously small, it can be judged that these modes are illusive components and the observed signal is over-decomposed, which need to reduce the number of decomposition layers K .
2) OVERALL INDEX OF ORTHOGONALITY CRITERION
The index orthogonality between any two IMFs in EMD method [25] is defined as follows:
and the overall index of orthogonality is described as:
We introduce the IO criterion to judge the orthogonality of decomposition results of VMD. The orthogonality between different modes of VMD is worse, when the value of the IO is larger. And on the contrary, the smaller the value of the IO, the better the orthogonality of decomposition results it is, especially for IO = 0, all modes of VMD are completely orthogonal. When K is adjusted to minimum IO, the current K can be considered as the optimal number of decomposed layers.
B. VIRTUAL MULTI-CHANNEL SIGNALS
Combined with the VMD method and the above two decomposition criterions, the optimal number of the decomposition layers is determined and the observed signal is decomposed. And the virtual multi-channel signals of single channel observed signals are built as follows:
The VMD method has the advantage of decomposing components with different time-frequency features. In other words, the VMD of observed signal is the process of decomposing different time-frequency features. Furthermore, the decomposed modes of the observed signals contain different features of the source signals. Different from VMD-PCA method, the improved VMD method combined with correlation criterion and overall index of orthogonality criterion not only has the abilities of component analysis, but more importantly has higher reconstruction accuracy than VMD-PCA method. Remarkably, the virtual multi-channel signals can completely reconstruct the observed signal, so hereinafter the virtual multi-channel signals and observed signal mean the same thing without ambiguity.
C. JOINT APPROXIMATE DIAGONALIZATION OF EIGEN-MATRICES 1) WHITENING AND DECORRELATION
In fact, all the virtual multi-channel signals have some correlations, and the whitening can remove the correlations between them, so that the mixing matrix is reduced to an orthogonal matrix. After whitening, the convergence of the algorithm and stability are better.
The autocorrelation matrix [54] of virtual multi-channel signals reconstructed of observed signal is:
Obviously, the matrix R X is a positive definite matrix with eigenvalue decomposition as follows:
where the matrix X = diag[λ 1 , λ 2 , · · · λ m ] is a diagonal matrix consisting of eigenvalues of matrix R X in descending order, and the matrix V X is a orthogonal matrix composed of corresponding eigenvectors. Then we can get whitening matrix:
If Z(t) is the observed signal after whitening, then there is:
2) JOINT APPROXIMATE DIAGONALIZATION OF EIGEN-MATRICES
Four order cumulants [55] of the whitening signals Z(t) is defined as:
And the four order cumulant matrix of whitening signal is:
where the m i,j is the i, j element in the matrix C Z (M). It can be proved that the four order cumulant matrix C Z (M) can always be decomposed as C Z (M) = νM, where the ν and M are eigenvalue and eigenmatrix of C Z (M) respectively. From the definition of the four order cumulant matrix, we know that C Z (M) is a symmetric matrix. Therefore, there must be an orthogonal normalized matrix U, which makes the four order cumulant matrix C Z (M) diagonalized:
In practical, in order to suppress noise and calculation error, we select pm 2 
, and calculate each fourth order cumulant matrix C Z (M i ). Then we calculate the U which can diagonalize any C Z (M i ). It is difficult to achieve complete diagonalization, so we choose the sum of squares of UC Z (M i )U T diagonal elements, i.e.
C(U)
as the criterion [56] , [57] to achieve approximate diagonalization. Then we get the eigenmatrix U by means of minimizing C(U) using the Jacobian rotation [58] . And the estimation of source signals is as follows:
D. EVALUATION CRITERION OF SEPARATION RESULTS
In order to evaluate the separation effect, the correlation coefficients between the source signals S(t) and separated signals Y (t), i.e. estimation of source signals, are used as the separation criterion, which are defined as:
The correlation coefficients are unaffected about amplitude differences between source signals and estimated signals after blind source separation. And the ρ s i y i closer to 1, the effect of blind source separation is the better.
V. SIMULATION SIGNALS ANALYSIS AND DISCUSSION
In this section, the effectiveness of the proposed method is verified by simulation signals example. The simulation signals S(t) consist of three source signals and a Gauss transmission noise, i.e. S(t) = [s 1 (t), s 2 (t), s 3 (t), η] T , and more specifically:
where f 0 = 10Hz, and Gauss noise intensity can be determined by controlling the standard deviation σ . Suppose the signal sampling frequency of a single sensor is 1024 Hz, and the signal length is 1024 sampling points. The source signals s 1 (t) and s 2 (t) are non-stationary signals, and s 3 (t) is a stationary signal. The noise parameter σ is 0.01. The time-frequency waveform of S(t) is shown in Figure 4 .
For designated mixing matrix A = [0.53, 0.23, 0.69, 1], a single channel observed signal x(t) maxed by sources and noise signals is obtained by means of Equation (2). And its time-frequency distribution is shown in Figure 5 .
A. VIRTUAL MULTI-CHANNEL SIGNALS
The difference of the number of decomposed layers will directly affect the decomposition result of single channel observed signals, and then affect the results of blind source separation. The correlation criterion and overall index of orthogonality criterion, which we have discussed in Section IV, are used to determine the number of decomposition layers.
The correlation coefficients |ρ| between the observed signal and each mode under different number of decomposition layers are shown in Table 1 . Evidently, the correlation coefficients between each mode and the observed signal vary with the number of decomposed layers. When K = 2, 3, 4, there are strong correlations between each mode and observed signal. When K = 4, that further analysis of the correlation coefficient between the 2nd and 3rd modes shows they are almost the same mode, of which correlation coefficient has reached to 0.9983, so it can be judged that it is overdecomposed. Similarly, when K = 5, the correlation coefficient between the 3rd and 4th modes is 0.9909, which is over-decomposed, and the correlation coefficient between the 5th mode and the observed signal is not remarkable enough, so it can be judged as a ''false mode''. Therefore, the number of decomposed layers, i.e. K = 3, can be roughly judged through the correlation criterion. The overall index of orthogonality criterion is used to test the orthogonality of the modes decomposed under different number of decomposition layers, and the IO values under different K is shown in Table 2 . The IO of different number of decomposition layers are very close to 0, so the modes decomposed by VMD are approximately orthogonal. When K = 3, the IO is the smallest, and the orthogonality is the best. If the number of decomposition layers increases or decreases, the IO value will increase and the decomposition orthogonality will be worse. Considering the correlation criterion and overall index of orthogonality criterion comprehensively, we can get the optimal number of decomposition layers, that is K = 3.
The VMD decomposition results of the observed signal are shown in Figure 6 (a), and Figure 6 (b) is the decomposition results of the EMD method to compare the decomposition performance of the VMD and EMD methods. Because the orders of modes or IMFs decomposed by VMD or EMD are different, which have no effect on the reconstruction of the signal, so we adjust their orders to be consistent with the corresponding components of observed signal for convenience. Compared with EMD, the VMD is more effective in separating non-stationary signals (x 1 (t) and x 2 (t)), and the separated components are better ''fit'' with the corresponding components of the observed signals. For stationary signal (x 3 (t)), both of VMD and EMD have good performance, and can recognize the corresponding component of the observed signal very well. The separation effect of VMD and EMD at the endpoint is shown in Figure 7 . In terms of ''endpoint effect'', the advantage of the VMD method is obvious. The ''endpoint effect'' of the three modes decomposed by the VMD are all controlled within 15 sampling points, while for EMD, the ''endpoint effect'' of two non-stationary signals (IMF1 and IMF2) have reached 100 sampling points and 46 sampling points respectively.
B. SINGLE CHANNEL BLIND SOURCE SEPARATION BASED ON VMD
After VMD of the observed signal, we obtain the virtual multi-channel signals, and then the blind source separation is realized by joint approximate diagonalization of eigenmatrices (JADE). The waveforms in time domain of the separated signals Y (t) are shown in Figure 8(a) . In order to show the advantages of the proposed method, the separation effects of EMD-BSS and EEMD-BSS based on PCA are compared, as shown in Figure 8 All the three methods can achieve blind source separation for simulation signals. The amplitudes of the separated signals are uncertain after blind source separation. And the correlation coefficients between the separated signals and the source signals can be used to judge the performance of each method quantitatively. The correlation coefficients between the separated signals and the source signals are shown in Table 3 . It can be seen that the average correlation coefficient of the VMD-BSS method between separated signals and the source signals is closer to 1, indicating that the separation performance is the most effective, while the average correlation coefficient of the EMD-BSS is not remarkable, and compared with the EMD-BSS method, the separation performance of the EEMD-BSS has improved. However, the EEMD-BSS requires multiple decompositions after additions of white noise, so it is much more time-consuming than VMD-BSS and EMD-BSS, especially when the amount of data is large. Table 4 lists the time-cost of the three methods on the MATLAB R2016a platform in the same case and the average number of EEMD is 100. The computer memory is 4GB and the CPU is Intel Core i3-2120 / 3.3GHz.
VI. ANALYSIS OF ACTUAL SIGNALS
The actual signals of wind turbine aeroacoustics signals in wind farms often mixed up other kinds of signals. In order to get pure aeroacoustics signals, the proposed VMD-BSS is a feasible method. In this section, we take the aeroacoustics signals of an onshore 1.5 MW wind turbine in Tsingtao, China and a 2.0 MW wind turbine in the intertidal zone of the East China Sea as research objects to discuss the proposed method of acoustics source blind separation and signals acquisition environments are shown in The waveform in time-domain of the actual signal is shown in Figure 10(a) , and the corresponding amplitude time-frequency characteristics are shown in Figure 10(b) . In the frequency domain, the main frequency band of the acoustic signal is from 500 Hz to 5 kHz, and there are several central frequencies in this range. In time domain, the actual acoustic signal is extremely non-stationary in the whole sampling time interval, especially near 0.4s and 2s ∼ 3s due to the influence of wind noise. 
2) SEPARATION OF AEROACOUSTICS SOURCE SIGNALS BASED ON PROPOSED METHOD
The proposed method is applied to the blind separation of actual aeroacoustics signals, and 5 acoustic source signals VOLUME 6, 2018 are finally separated, as shown in Figure 11 . The central frequencies are 812 Hz, 1983 Hz, 2437 Hz, 3506 Hz and 7009 Hz respectively, which are basically consistent with the time-frequency distribution characteristic in Figure 10 . The original actual signal has strong noise interference. However, from the separation results, the proposed VMD-BSS in this paper can extract and separate the center frequencies of different acoustic sources accurately, and has strong noise robustness. Similar to the analysis of Case I, the waveform in timedomain and the corresponding amplitude time-frequency characteristics of the 2.0 MW wind turbine actual aeroacoustics signals are shown in Figure 12 (a) and 12(b) respectively. Unlike onshore environment, the acquired aeroacoustics signals signal of wind turbine in intertidal wind farm is also disturbed by marine environment noise and mechanical noise of working ships. In the frequency domain, the main frequency range of signals is concentrated between 500Hz ∼ 4kHz. In the time domain, there is a strong influence of wind noise near 7.2s, followed by a strong interference of sea wave noise near 8s.
The actual aeroacoustics signals of the 2.0 MW wind turbine in intertidal wind farm are finally separated into 6 sources by the proposed VMD-BSS, as shown in Figure 13 . The central frequencies are 726Hz, 1034Hz, 1569Hz, 2697Hz, 3165Hz and 5192Hz respectively. The center frequency 726Hz and 1034Hz is close, but it can be seen from the separation results that there is almost no frequency mixing.
VII. CONCLUSIONS
The acquisition and measurement of aeroacoustics signals of wind turbine are important for environmental noise assessment and blades fault detection. However, the operating environment of wind turbines determines that lots interference noise signals would be mixed up. Therefore, it is necessary to find out corresponding signal processing methods for pure aeroacoustics signals signal separation. In this paper, we proposed a novel blind source separation method based on VMD for single channel wind turbine aeroacoustics signals separation. The correlation criterion and overall index of orthogonality criterion are used to determine the optimal number of decomposition layers of VMD. Then the virtual multi-channel signals of the observed signal are built. And finally, the separation is realized by means of the joint approximate diagonalization of eigen-matrices of fourth order cumulant matrices.
The VMD method has advantages in dealing with non-stationary and non-linear multi-component signals, and also has obvious performance in suppressing mode mixing and endpoint effect. The number of decomposition layers is one of the important parameters of VMD method, which directly affects the decomposition effect and the result of blind source separation. The method proposed in this paper, which combines the correlation criterion with the overall index of orthogonality criterion, can determine the number of decomposition layers more appropriately. The simulation results show that the VMD method is superior to the classical EMD method in suppressing the endpoint effect. Compared with separation performance of VMD-BSS, EMD-BSS and EEMD-BSS, the average recognition accuracy of VMD-BSS is 92.23%, which is higher than EMD-BSS and EEMD-BSS, and the computation time of VMD-BSS is much lower than EEMD-BSS. The suggested method is used for analysis of aeroacoustics signals of an onshore 1.5 MW wind turbine in Tsingtao, China and a 2.0 MW wind turbine in the intertidal zone of the East China Sea. It can accurately separate the acoustic source signals in accordance with frequency characteristics under strong noise interference and has excellent noise robustness. There is no obvious overlap in the frequency range of the separated source signals, indicating that the VMD method has a significant effect on suppressing mode mixing. At the same time, the nonstationary features of the source signals are preserved in separated components sufficiently, and the proposed method is adaptive.
It should be noted that the computational complexity of this method is considerable in the case of large amount of data. In fact, when dealing with actual signals, we segmented them to satisfy the limitation of computer performance. Nevertheless, the computer was still very laborious. In the real-time analysis of signals, the applicability still needs to be improved. Therefore, efficient simplification algorithms will be our important research direction in the future.
