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COUNTING ROOTS OF TRUNCATED HYPERGEOMETRIC SERIES
OVER FINITE FIELDS
AMIT GHOSH AND KENNETH WARD
ABSTRACT. We consider natural polynomial truncations of hypergeometric power
series defined over finite fields. For these truncations, we establish asymptotic upper
bounds of order O(p11/12) on the number of roots in the prime field Fp . We discuss
the correspondence to families of elliptic curves and K3 surfaces of certain such
hypergeometric polynomials, for which sharp bounds are obtained in some cases. We
include some computations to illustrate and supplement our results.
1. Introduction
In [GW15], we considered the following problem: given a prime number p > 3 and
a power series F(x) =∑∞m=0 amxm with rational coefficients, suppose that there is
an integer M =Mp < p such that the polynomial FM(x)=∑Mm=0 amxm is well-defined
over the prime field Fp, with degree M chosen as large as possible. Then, if M grows
with p, we ask for a bound for Np(FM − s), the number of solutions to the congruence
FM(x)≡ s (mod p) for any fixed s. We are particularly interested in a power saving of
the type Np =O(pα) for some 0≤α< 1, and failing that are content with a saving of a
power of logarithms. The initial reason for our consideration of this problem is the
failure of the Weil bound for increasing degrees, namely that for a polynomial f of
degree M, the number of roots to the congruence f ≡ s (mod p) is bounded by Mpp,
which is non-trivial only if M = o(pp).
If F(x) satisfies certain linear differential equations of order k with polynomial
coefficients, then some non-trivial results are known. For k= 1, the truncations of the
power series for the exponential and logarithm functions
E(x)= 1+ x+ x
2
2!
+·· ·+ x
p−1
(p−1)! and L(x)= x+
x2
2
+·· ·+ x
p−1
p−1 ,
were studied by Mit’kin [Mit92] (for E(x) and L(x)), and independently, Heath-Brown
[HB96] (for L(x)), showing that the number of roots in Fp is bounded by O(p2/3) as
p →∞. The method of proof common to these was extended in [GW15], where it
was shown that for each k ≥ 2, there are analogous examples of F for which the
congruences have o(p) solutions for any given m. Moreover, in the case of the Bessel
function with k= 2, one has a truncation with O(p6/7) roots (see [GW15] for a more
complete discussion and references).
In this paper, we explore this question for the hypergeometric functions
(1.0.1) kFk−1
(
α1, . . . ,αk;β1, . . . ,βk−1; x
)= ∞∑
m=0
(α1)m . . . (αk)m
m!(β1)m . . . (βk−1)m
xm,
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and their truncations, where (a)m = a(a+1) · · · (a+m−1) is the Pochammer product.
We also consider the Kummer hypergeometric function 1F1, which is defined similarly.
The truncation of (1.0.1) occurs at some natural M ≤ p−1, which is asymptotically
proportional to p (see Section 4). For example, the Hasse polynomial is the truncation
of 2 F1
( 1
2 ,
1
2 ;1; x
)
, having degree M = (p−1)/2. We denote henceforth our choice of the
truncation of kFk−1 by kF
(p)
k−1.
Our main theorem concerns the 2F1 hypergeometric function:
Theorem 1.1. Let q = pr with r ≥ 1. Let α,β ∈ Fq be such that α,β 6= 0 and α 6= −β.
Then there are at most O
(
p11/12
)
roots of 2F
(p)
1 (α,β;1; x) in Fp.
Corollary 1.2. In the following two cases, the polynomial 2F
(p)
1 (α,β;1; x) belongs to
Fp[x] and the number of Fp-roots of 2F
(p)
1 (α,β;1; x) is O
(
p11/12
)
:
(a) If α,β ∈Q are such that α,β 6= 0 and α 6= −β modulo p;
(b) If τ ∈ Fp2 satisfies τ2 ∈ Fp, and α= a+τb, β= a−τb, where a,b ∈ Fp and a 6= 0. In
this case, when τ ∈ Fp2\Fp, the degree of the truncation is equal to p−1.
Remark 1.3. An explanation is in order regarding the content of this theorem when
q 6= p. Over the complex numbers, this would be the analog of saying a complex
polynomial does not have many real roots (i.e. the two polynomials obtained by
taking the real part and the imaginary part do not have many real roots in common).
Over finite fields, suppose q= p2 and let τ ∈ Fq\Fp be such that τ2 ∈ Fp. Then, there
are polynomials P and Q ∈ Fp[x], each of degree p−1, such that 2F
(p)
1 (α,β;1; x) =
P(x)τ+Q(x). The theorem then says that P and Q have at most O
(
p
11
12
)
roots in
common in Fp.
The proof of Theorem 1.1 in Sec. 5, using Stepanov’s method, consists of two parts:
(1) construction of auxiliary polynomials in many variables of degrees not too
large, and
(2) after specialisation, non-vanishing of such polynomials, for which one requires
a form of algebraic independence of functions and their derivatives.
This latter is the main difficulty and is a topic of independent interest. There
are various results over C (known for E and G-functions) on the algebraic indepen-
dence of functions and their derivatives, due to Siegel [Sie49], Shidlovski [Shi11],
Mahler [Mah76], Oleinikov [Ole68], and others. An essential difference between such
questions over C and over Fp is this: in the former where one is dealing with power
series, one seeks to show that there are no polynomial relations, while in the latter
where one is dealing with polynomials, that there are no polynomial relations of low
degree. As in Theorem 1.1, these methods over C put certain restrictions on the
parameters involved. The bound of O(p11/12) in Theorem 1.1 comes from linearity of
the second-order differential equation, but the method may be extended to obtain
a power saving for differential equations of higher order, provided that a function
and its derivatives are algebraically independent of small degree modulo xp over
Fp(x) (see Section 5 for details). The transcendence step in the proof of Theorem 1.1
remains valid over C for the full power series.
For Kummer’s hypergeometric function
1F1
(
α;β; z
)= ∞∑
m=0
(α)m
(β)m
zm
m!
,
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which also satisfies a second-order linear differential equation, we find a related, but
weaker result in the sense that we do not have an analogue of Corollary 1.2 .
Theorem 1.4. Let p be sufficiently large and q = pr with r ≥ 2. Let α ∈ Fq\Fp and
β ∈ Fq such that α−β ∉ Fp. Then the number of Fp-roots of 1F
(p)
1
(
α;β; x
)
is O
(
p11/12
)
.
Remark 1.5. Unlike Theorem 1.1, the parameter in the Pochhammer symbol in
the denominator in Theorem 1.4 is not unity. Consequently, the proof of algebraic
independence in Sec. 6 forces us to restrict the choice of α and β . These conditions
imply that the truncated polynomial is not defined over Fp, giving us a weaker
Fp result. It is interesting to consider whether Theorem 1.4 remains valid if the
parameters α,β are rational numbers. We leave this as an open question.
In general, in order to prove a result such as Theorem 1.1 using Stepanov’s method,
a function must:
• possess a truncation modulo p;
• solve a linear differential equation (homogeneous or not) of bounded order
and coefficients in x of bounded degree relative to p; and
• possess derivatives which satisfy a transcendence criterion over Fp(x). (Caveat:
As we have noted in Remark 1.5, this is not as simple as applying such criteria
over C.)
We also examine bounds arising from geometry in characteristic 0 when the
parameters αi and β j in (1.0.1) are rational numbers between zero and one. A
classical example of such a truncation arising from geometry is Hasse’s polynomial
Hp(x)= 2F
(p)
1
(
1
2
,
1
2
;1;λ
)
.
We note that Theorem 1.1 already applies to Hp(x) for all p > 2. It is known that
Hp(x) divides x(p
2−1)/8−1, i.e., all roots of Hp are 8th powers of elements of Fp2 , and
that the number of roots of Hp(x) in Fp is equal to precisely
Np(Hp)=
{
0, if p≡ 1 (mod 4)
3h(−p), if p≡ 3 (mod 4),
where h(−p) is the class number of Q(p−p) (see [BM04]).
Consider the Legendre family of elliptic curves y2 = x(x+1)(x+λ) over Fp with
λ 6= 0,1 (mod p). For each curve in this family determined by a λ, we let np(λ) denote
the number of Fp-rational points, so that ap(λ) := p+1−np(λ) satisfies the Hasse
estimate |ap(λ)| ≤ 2pp. It was shown by Igusa (as well as Manin and Dwork) that
ap(λ)≡ (−1)(p−1)/2 2F
(p)
1
(
1
2
,
1
2
;1;λ
)
(mod p).
Thus, for a fixed integer s, the number of solutions to the polynomial congruence
2F
(p)
1
( 1
2 ,
1
2 ;1;λ
)≡ s (mod p) is the same as the number of Fp-isomorphism classes of
Legendre elliptic curves satisfying the condition ap(λ) ≡ (−1)(p−1)/2s (mod p). The
case s = 0 counts the number of supersingular such curves. The Hasse estimates
imply that there exist no such λ if |s| > 2pp.
On the other hand, if |s| < 2pp, Deuring [Deu41] showed that the number of
such isomorphism classes for the family y2 = x3+ax+b with parameters a and b is
essentially equal to the Hurwitz-Kronecker class number H(s2−4p) of an imaginary
quadratic field (the classes counted up to a weight of 1/|Aut(E)|). We deduce an upper
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bound for the number of such isomorphism classes restricted to a 1-parameter family
(see Section 8) so that the number of solutions to the congruence 2F
(p)
1
( 1
2 ,
1
2 ;1;λ
)≡ s
(mod p) is O
(
H(s2−4p)). Then, using Proposition 1.9 of Lenstra [Len87], we conclude
that the number of roots in Fp of the congruence is at most O
(pp log p(loglog p)2) for
|s| < 2pp and is zero otherwise. Since the values of s are concentrated in a narrow
range, it is clear that there are congruence classes s for which the root count exceeds
ε
pp for p large enough, so that the upper bound is quite sharp.
We also study other truncated functions arising naturally from geometry, for which
one obtains (sometimes sharp) bounds for the number of roots of the associated
congruence. In Sections 7 and 8, we consider three other families of elliptic curves
apart from the Legendre family, which give rise to truncations of 2F1
( a
b ,1− ab ;1;λ
)
with b= 3,4 and 6. Classical transformation formulae give analogous formulae over
Fp for the truncated functions. The Clausen formula, for example, yields truncations
of certain 3F2 hypergeometrics which can then be associated to four families of K3
surfaces. Applying the same argument using Deuring’s theorem to the three elliptic
families, we deduce bounds for the number of roots for congruences of the type
F(x)≡ s (mod p). We note that due to the nature of the classical transformations, it
is sometimes necessary to restrict the variables x to certain subsequences, and thus
in some cases one may only conclude a bound for s= 0.
We obtain non-trivial results for truncations of a special collection of thirteen 2F1
and four 3F2 hypergeometric functions. The following Theorem and Corollary give
these.
Theorem 1.6. Let α ∈ { 12 , 13 , 14 , 16} and put α= 1b . Let Q denote any of the polynomials
2F
(p)
1 (α,1−α;1, x) and let X p denote the quantity
pp log p(loglog p)2. Then for any
s satisfying |s| < 2pp, the congruence Q ≡ s (mod p) has O (X p) solutions for all p
sufficiently large. Otherwise, the congruence has no solutions. Moreover, there are
values of s such that the corresponding congruences have more than ( 14−ε)
pp solutions
for sufficiently small ε> 0.
Corollary 1.7. For α and p as above we have the following:
(I) Let Q denote the polynomial 3F
(p)
2
(
α,1−α, 12 ;1,1;4x(1− x)
)
. Then the congruence
Q ≡ s (mod p) has O (X p) solutions for all s satisfying s ≡ a2 (mod p) with
|a| < 2pp. Otherwise, the congruence has no solutions.
(II) Let Q be a polynomial of the form 2F
(p)
1 (α,α;1; x) or 2F
(p)
1 (1−α,1−α;1; x). Then,
the congruence Q ≡ 0 (mod p) has O (X p) solutions. If s 6= 0, the same conclu-
sion holds for the congruence Q ≡ s (mod p) for those large p satisfying p ≡ 1
(mod b).
(III) Let Q =2 F
(p)
1
(
α
2 ,
1
2 − α2 ;1;4x(1− x)
)
. If p ≡ 1 or b−1 (mod 2b), then the same
conclusion holds for the congruence Q ≡ s (mod p) as in the Theorem.
(IV) Let Q denote the polynomial 2F
(p)
1
(
α, 12 ;1;1− x2
)
. If p ≡ 1 (mod 2b), then the
congruence Q ≡ s (mod p) has O (X p) solutions. For general p, the congruence
Q ≡ 0 (modp) has at most the same number of solutions.
For all the cases there are values of s such that the corresponding congruences have
more than εpp solutions for sufficiently small ε> 0.
Remark 1.8. The 2F1 functions of Theorem 1.6 and Corollary 1.7 also satisfy the
conditions of Theorem 1.1 for all p> 3.
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Finally, in Sec. 2 we provide some computations on the distribution of roots of some
hypergeometric truncations and make some observations, while in Sec. 3 we discuss
truncations of rational functions G, for which we see that the value distribution of
a truncation G(p) is quite different from those of the polynomials we have consid-
ered above. There is usually a bounded number of roots in each congruence class,
except possibly one class, which may account for almost all roots. The same kind
of phenomenon is seen for algebraic hypergeometric functions (that is, all of those
with finite monodromy group). This suggests that the value distribution modulo p
of polynomials derived from algebraic power series is fundamentally different from
those which are not algebraic.
Remark 1.9. In everything that follows, we use the notation a≡n b to mean the con-
gruence a≡ b modulo n. We allow a and b to be rational numbers whose denominators
are coprime to n.
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2. Computations of root and class number distributions
It is interesting to see the computational plots for the distribution ofNp(s)=Np(F (p)−
s), the number of roots of F (p) ≡p s against s in appropriate ranges. Our computations
have p relatively small due to the time it takes to complete them (as the degrees
of the polynomials are quite large), primarily on a PC, and so we do not make any
extravagant suggestions. Still, we see a rather singular behavior shown by Theorem
1.6 for the first four hypergeometric functions where the value distribution modulo p
mimics the value distribution of the Hurwitz-Kronecker class numbers, as illustrated
in Figs. 1 and 2. In Fig. 1 we plotNp(s) against s together with the histogram for the
distribution of Np(s), whilst in Fig. 2 we plot H(s2−4p) against s and its histogram.
The monodromy groups associated with the 2F1 hypergeometric functions ap-
pearing in Theorem 1.6 and the Corollary are equivalent to the nine non-cocompact
arithmetic triangle groups (see [Tak77]). In Fig. 3, we see an example where the
distribution is more spread out but with a concentration again in a short range.
By [FMS14], there are six (orthogonal, quasiunipotent) arithmetic hypergeometric
groups, of which four fix isotropic forms while two fix anisotropic forms (see the Table
2 and the Appendix of [FMS14]). The four 3F2 hypergeometrics in Corollary 1.7 have
monodromy groups equivalent to these four hypergeometric groups, and each have
an associated fundamental domain that is non-compact. The value distribution of
these truncated functions is illustrated in Fig. 4; computationally, we find that the
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F ≡p s, 0≤ |s| ≤ 2
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FIGURE 1. 2F
(p)
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( 1
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5
6 ;1; x
)
; p= 312619
H(s2−4p), 0≤ |s| ≤ 2pp
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FIGURE 2. Class number: p= 312619
F ≡p s, 0≤ |s| ≤ p−12 −5
pp≤ s≤ 5pp
FIGURE 3. 2F
(p)
1
( 1
2 ,
1
3 ;1;1− x2
)
; p= 312619
value distribution of the truncated hypergeometric functions associated with the two
anisotropic forms have a different behavior, akin to the pictures in Figs. 5 and 6 (the
associated fundamental domains here are compact).
It appears that Fig. 5 represents the generic situation in many computations we
have done. One might venture to guess, by looking at the graph in Fig. 5 that in
these cases the maximum value for Np(s) is bounded (independently of p), but we
suspect that it is more likely growing but perhaps at a rate much slower than pε (for
algebraic hypergeometrics, it might well be bounded). For instance, if one assumes
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FIGURE 4. 3F
(p)
2
( 1
2 ,
1
2 ,
1
2 ;1,1;4x(1− x)
)
; p= 350381.
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F ≡p s, |s| ≤ p−12
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Histogram: Poisson mean 1
FIGURE 5. Compact monodromy: 3F
(p)
2
( 1
3 ,
2
3 ,
1
2 ;
1
6 ,
5
6 ; x
)
, p= 104773
the Poisson-like behavior forNp(s) of Fig. 5, then one might expect that the maximum
value for Np(s) will have size about
log p
loglog p .
We find this Poisson-like behavior for thirteen of the fourteen 4F3 hypergeometrics
associated with Calabi-Yau 3-folds listed in [SV14]; these fourteen have sympletic
monodromy groups and half are thin ([BT14]) and the other half arithmetic ([SV14],
[Sin15]). The histograms for the associatedNp(s) all appear to be Poisson with mean
1 (as illustrated in Fig. 5), with the lone exception of 4F
(p)
3
( 1
2 ,
1
2 ,
1
2 ,
1
2 ;1,1,1; x
)
whose
histogram (Fig. 6) appears to be exponential in nature (so that we expect the maximal
value for Np(s) to be log p in this case).
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FIGURE 6. 4F
(p)
3
( 1
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2 ,
1
2 ,
1
2 ;1,1,1; x
)
, p= 162601
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FIGURE 7. Maximal root counts (black) for 2F
(p)
1
( 1
2 ,
1
2 ;1; x
)
vs max-
imal class number (gray); primes 7919≤ p≤ 8821
8000 8200 8400 8600 8800
50
100
150
200
250
300
FIGURE 8. Ratio of maximal values relative to maximal class number
(black: p≡ 1 (mod 4)).
In Figures 7 and 8, for F = 2F
(p)
1
( 1
2 ,
1
2 ;1; x
)
, we let Mp denote the maximum
value of Np(s). Then, we let H p denote the maximum of the Hurwitz-Kronecker
class numbers H(s2−4p) over the same range of values of s. The graphs denote a
comparision of the plots of the points (p,Mp) and (p,H p) as the primes p range over
an interval. By Lemma 7.1, we know that Mp ≤ 6H p, while the graphs show that
perhaps more is true. In Figure 8, we plot the ratio Mp/H p with p varying in the
same range, but distinguishing the congruence classes modulo 4.
Counting roots of truncated hypergeometric series over finite fields 9
3. Rational and algebraic functions
Suppose that F(x)= A(x)B(x) (with A,B ∈Z[x]) is a nonzero rational function regular at
x= 0, with the Maclaurin series expansion ∑∞m=0 fmxm, so that fm ∈Q for all m. Then
for all primes p large enough, the coefficients fm have denominators not divisible by
p (such a statement also holds if F is a function algebraic over C(x) with Q-rational
coefficients). Given such a function F, we consider only those p sufficiently large
that fp−k 6≡p 0 for some bounded k≥ 1 (here and in what follows, “bounded" means,
“bounded relative to p"). Let SF, p denote those x ∈ Fp such that B(x)≡p 0 if k= 1, and
if k≥ 2, we also include x= 0. Let Fp(x)=∑p−km=0 fmxm, and put F−Fp = xp−k+1Gp(x).
Then if
Qp(x) :=B(x)Fp(x)−A(x),
we have Qp(x)=−xp−k+1Gp(x)B(x), so that Qp(x) has a zero of order at least p−k+1
at x= 0. We write Qp(x)= xp−k+1Q∗p(x) for a polynomial Q∗p(x) of bounded degree. It
follows from this that
xk−1(B(x)Fp(x)−A(x))≡ xQ∗p(x) (mod xp− x),
so that Rp(x) := xk−1(B(x)Fp(x)−A(x))− xQ∗p(x) vanishes for all x (mod p).
Fix an integer s and suppose that Fp(x0)≡p s for some x0 ∈Z mod p. Define
Rp,s(x) := xk−1(B(x)s−A(x))− xQ∗p(x),
which is of bounded degree and has x0 as a root modulo p. If Rp,s(x) is not identically
zero in Fp[x], then since it is of bounded degree, it possesses only a bounded number of
roots, so that there are also only a bounded number of distinct roots to the congruence
Fp(x0)≡p s. On the other hand, if Rp,s(x) vanishes identically modulo p, we will have
Rp(x)≡p xk−1B(x)(Fp(x)− s),
so that Fp(x)≡p s for all x 6∈SF,p. It is also clear that this latter equivalence can occur
for at most one congruence class s modulo p.
Next, suppose that x0 is a root of multiplicity l of the polynomial Fp(x)− s modulo
p such that l grows with p. From the above, we have by definition that
xk−1B(x)(Fp(x)− s)+ xk−1(sB(x)−A(x))= xpQ∗p(x),
so that differentiating l times with respect to x yields
dl
dxl
(
xk−1B(x)(Fp(x)− s)
)
≡p 0 mod (Fp(x)− s)
in Fp, due to the bounded degrees of the other polynomials. Hence xk−10 B(x0)≡p 0, so
that x0 ∈SF,p. We then have the following:
Proposition 3.1. Let F be a rational function as above. For a fixed k≥ 1, let p be a
sufficiently large prime such that fp−k 6≡p 0. Then the congruence
Fp(x)≡p s
has at most a bounded number of solutions for each s, with at most one possible
exceptional value s = s0 . For the exceptional s0 (if it exists), all except a bounded
number of elements x ∈ Fp are solutions, upon which the congruence Fp(x)≡p s has no
solutions, except for a bounded number of values of s.
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If we put F(x) = 11−x , so that for k = 1 we have Fp(x) =
∑p−1
m=0 x
m, it then is clear
that the Proposition holds with the exceptional s0 = 1. There are cases where one can
prove the analogue of Proposition 3.1 for truncations of algebraic power series.
Example 3.1.1. For d ≥ 2, v ≥ 1 and 1 ≤ u ≤ v, consider the algebraic generalised
hypergeometric functions
F(x) := d Fd−1
(
u
vd
,
u+v
vd
, . . . ,
u+ (d−1)v
vd
;
1
d
,
2
d
, . . . ,
d−1
d
; x
)
.
It is easily checked that the mth coefficient of the Taylor series about x= 0 is equal
to
a(m)= 1
(dm)!
dm−1∏
j=0
(u
v
+ j
)
.
Let p be any prime number such that p ≡dv 1. Then for 0 ≤ m ≤ E with E = p−1vd u,
we have a(m)≡p (−1)dm
((p−1) uv
dm
)
. We truncate the hypergeometric function at E and
denote by F (p)(x) the resulting polynomial, giving
F (p)((−x)d)≡p
E∑
m=0
(
(p−1) uv
dm
)
xdm =
dE∑
m=0
d|m
(
dE
m
)
xm ≡p
1
d
∑
g∈Σ(d)
(1+ gx)dE ,
where Σ(d) = {g : gd ≡p 1}. For any s, suppose that there is a value x0 such that
F (p)(xd0 )≡p s. It is then not difficult to show that there is a polynomial G, of degree
vd and with coefficients independent of x0, such that G(s)≡p 0. Thus, for all but a
bounded number of congruence classes s, the congruence F (p)(xd)≡p s has no solutions.
It also follows that there is a congruence class s0 that has a positive proportion of
roots.
Explicitly if d = 2, let u and v be coprime positive integers such that 0< uv ≤ 1, and
consider the hypergeometric function 2F1(
u
2v ,
u+v
2v ,
1
2 ; x). It is algebraic with a dihedral
monodromy group. Then for primes p such that p≡2v 1 and E = p−12v u, the truncated
function 2F
(p)
1 (
u
2v ,
u+v
2v ,
1
2 ; x) satisfies
2F
(p)
1
(
u
2v
,
u+v
2v
,
1
2
; x2
)
≡p
1
2
[
(1− x)2E + (1+ x)2E
]
.
Choosing, say, u = 2 and v = 3, we have E = p−13 with p ≡3 1, and t is a root of
the congruence (4t3 − 1)3 − 27t3 ≡p 0. This equation has at most 7 distinct roots
modulo p, so that for all except at most 7 congruence classes s modulo p, the equation
2F
(p)
1
( 1
3 ,
5
6 ,
1
2 ; x
2)≡p s has no solutions.
4. Notation and classical transformation formulae
Given any power series
∑∞
m=0 amx
m, we wish to determine a natural truncation
modulo prime integers p. Consider hypergeometric functions of the type
rFr′ (α1, . . . ,αr;αr+1, . . . ,αr+r′ ; x).
(1) If αi ∈ Fq\Fp for all i, then the natural truncation is simply M = p−1. The
Pochhammer symbols (αi)m are well-defined and non-zero for 0≤m≤ p−1,
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and the individual terms in the Pochhammer symbols are periodic with period
p.
(2) If αi ∈ Fp, then we observe that (αi)n ≡p 0 implies the same for all m≥ n. We
therefore seek the largest integer k≤ p such that (αi)k is not divisible by p.
This is equivalent to determining the smallest positive integer mi such that
αi+mi ≡p 0 (note that 1≤mi ≤ p−1), whence we truncate at mi. The natural
truncation is then M =mini mi, where we put mi = p−1 if αi ∈ Fq\Fp.
(3) If αi ∈Q∩ (0,1], let αi = aibi , ai,bi ∈N, (ai,bi)= 1, ai ≤ bi, and p is sufficiently
large so as not to divide aibi for any 1 ≤ i ≤ r+ r′, then for the numerator
and denominator values αi, we seek the smallest positive mi such that
ai +mibi ≡p 0 (once again, 1 ≤ mi ≤ p−1). If bi = 1, then we simply have
mi = p−ai, just as when the parameters αi belong to Fp. Otherwise, for bi > 1,
let ui be the smallest positive residue of ai p modulo bi, where p denotes
the multiplicative inverse of p modulo bi. Then the requisite mi is equal to
ui p−ai
bi
, and we let M =mini mi. It follows that there exists a parameter ab
and an integer 1≤ω≤ b−1, determined by the prime p, such that the natural
truncation occurs at M = ωp−ab . In particular, Mp is asymptotically bounded
by a positive rational number less than one. For the example 2F1
( 1
3 ,
5
6 ,
1
2 ; x
)
considered in Section 3, if p≡6 1, then the values of mi are
{
p−1
3 ,
5(p−1)
6 ,
p−1
2
}
,
so that M = p−13 , but if on the other hand p ≡6 5, then the values of mi are{
2p−1
3 ,
p−5
6 ,
p−1
2
}
, so that now one must truncate at M = p−56 . We note that
this truncation for rational numbers agrees with the truncation (1) in Fp once
αi ∈Q is reduced modulo p.
In everything we consider henceforth, we will use these natural truncations. We
state a few classical transformation formulae for 2F1 and 3F2 hypergeometric func-
tions that will be used in later sections.
Lemma 4.1.
(I) Euler:
2F1(a,b; c; x)= (1− x)c−a−b 2F1(c−a, c−b; c; x) .
(II) Pfaff:
2F1(a,b; c; x)= (1− x)−a 2F1
(
a, c−b; c; −x
1− x
)
.
(III) Quadratic:
(i)
2F1(a,1−a; c; x)= (1− x)c−1 2F1
(
1
2
a,
1
2
− 1
2
a; c;4x(1− x)
)
,
= (1− x)c−1(1−2x)2c−1 2F1
(
c− 1
2
a, c− 1
2
+ 1
2
a; c;4x(1− x)
)
;
(ii)
2F1(a,b;2b; x)= (1− x)−a/2 2F1
(
1
2
a,b− 1
2
a;b+ 1
2
;
x2
4x−4
)
.
(IV) Clausen:
2F1
(
a,b;a+b+ 1
2
; x
)2
= 3F2
(
2a,2b,a+b;a+b+ 1
2
,2a+2b; x
)
.
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Analogues of these formulae hold naturally over Fp, where the coefficient polynomials
on the right-hand side of the formulae in Lemma 4.1 are of certain degrees which
depend on the degree of the truncations. We state these results here without proof.
Throughout, for convenience, we put D = p−12 .
4.2. Euler and Pfaff transformations
We consider here transformation formulae modulo p for truncations of hyperge-
ometric functions of the form 2F1
( a
b ,
a
b ,1; x
)
and 2F1
( a
b ,1− ab ,1; x
)
, where as before,
1≤ a< b with a and b coprime, and p is an odd prime with p - ab. Let 1≤ω≤ b−1
(see Section 4) satisfy pω≡b a, and let E := ωp−ab denote the degree of 2F
(p)
1
( a
b ,
a
b ,1; x
)
.
Then the corresponding ω′ for 2F
(p)
1
(
1− ab ,1− ab ,1; x
)
is ω′ = b−ω, so that the degree
of the truncation is equal to 2D−E. Finally, for 2F
(p)
1
( a
b ,1− ab ,1; x
)
, the corresponding
values of ω (resp. ω′) are ω and b−ω, so that the degree of the truncation is equal to
E∗ :=min(E,2D−E). We have the following:
Proposition 4.3. Let 1 ≤ a < b be coprime integers. Then with E and E∗ as above
and for any (odd) prime p> b, we have:
(I) If E < p2 , then
2F
(p)
1
(a
b
,1− a
b
;1; x
)
≡p (1− x)E
∗
2F
(p)
1
(a
b
,
a
b
;1;
−x
1− x
)
.
(II) If E > p2 , then
2F
(p)
1
(a
b
,1− a
b
;1; x
)
≡p (1− x)E
∗
2F
(p)
1
(
1− a
b
,1− a
b
;1;
−x
1− x
)
.
Corollary 4.4. Let b= 3, 4 or 6 and p> b, and let K =
⌊
p−1
b
⌋
.
(I) If p≡b 1, then
2F
(p)
1
(
1
b
,1− 1
b
;1; x
)
≡p (1− x)K 2F
(p)
1
(
1
b
,
1
b
;1;
−x
1− x
)
.
(II) If p≡b −1, then
2F
(p)
1
(
1
b
,1− 1
b
;1; x
)
≡p (1− x)K 2F
(p)
1
(
1− 1
b
,1− 1
b
;1;
−x
1− x
)
.
The degree of the polynomials on both sides of each equation is equal to K .
The case of ab = 1− 1b is of course identical to this.
Proposition 4.5. Let 1≤ a < b be coprime integers. Then with E as above, for any
odd prime p, we have
(I) If E < p2 , then
(1− x)2D−2E 2F
(p)
1
(a
b
,
a
b
;1; x
)
≡p 2F
(p)
1
(
1− a
b
,1− a
b
;1; x
)
.
(II) If E > p2 , then
2F
(p)
1
(a
b
,
a
b
;1; x
)
≡p (1− x)2E−2D 2F (p)1
(
1− a
b
,1− a
b
;1; x
)
.
From this we have
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Corollary 4.6. Let b= 3,4 or 6, p> b, and K =
⌊
p−1
b
⌋
.
(I) If p≡b 1, then
(1− x)2D−2K 2F
(p)
1
(
1
b
,
1
b
;1; x
)
≡p 2F
(p)
1
(
1− 1
b
,1− 1
b
;1; x
)
.
(II) If p≡b −1, then
2F
(p)
1
(
1
b
,
1
b
;1; x
)
≡p (1− x)2D−2K 2F
(p)
1
(
1− 1
b
,1− 1
b
;1; x
)
.
4.7. Clausen transformations
Consider the truncated hypergeometric function 3F
(p)
2
(
α,1−α, 12 ;1,1; x
)
, where
α= ab and 1≤ a< b, with a and b coprime. We compute the degree of this truncation.
Let 1 ≤Ω ≤ b−1 with pΩ ≡b a, where p > b is a prime number, and put Nˆ = pΩ−ab .
Since 1−α= b−ab with (b−a,b)= 1, the corresponding Ω′ must satisfy pΩ′ ≡b b−a
with 0<Ω′ ≤ b−1, so that Ω′ = b−Ω. The corresponding N (see Section 4) is 2D− Nˆ
and the degree of the truncation is N∗ =min(Nˆ,2D− Nˆ).
It is easily checked that if p > b, then α = 12 if and only if Nˆ = D and N∗ = D.
Moreover, if α 6= 12 , then Nˆ <D if and only if 2Ω≤ b−1. Thus, in this case, N∗ = Nˆ if
2Ω< b, and N∗ = 2D− Nˆ if 2Ω> b. We apply this to the values b= 2,3,4 and 6, those
values of b with at most two reduced residue classes, to obtain:
Lemma 4.8.
Let N∗ denote the degree of 3F
(p)
2
( 1
b ,1− 1b , 12 ;1,1; x
)
, where b = 2,3,4 or 6. Then if
p> b, we have
N∗ =
{ p−1
b , if p≡b 1
p+1
b −1, if p≡b −1 .
Proposition 4.9. Let 1≤ a< b be coprime integers with b ∈ {2,3,4,6} and p a prime
with p> b. Then
3F
(p)
2
(
a
b
,1− a
b
,
1
2
;1,1; x
)
≡p
{
2F
(p)
1
( a
2b ,
1
2 − a2b ;1; x
)2 , if p≡2b 1, b−1
(1− x) 2F
(p)
1
(
1− a2b , 12 + a2b ;1; x
)2 , otherwise.
4.10. Quadratic transformations
Proposition 4.11.
Let 1≤ a< b be coprime integers with b ∈ {2,3,4,6} and p a prime with p> b. Then
2F
(p)
1
(
a
b
,
b−a
b
;1; x
)
≡p
{
2F
(p)
1
( a
2b ,
1
2 − a2b ;1; 4x(1− x)
)
, if p≡2b 1, b−1
(1−2x) 2F
(p)
1
(
1− a2b , 12 + a2b ;1; 4x(1− x)
)
, otherwise.
Proposition 4.12.
Let b= 3, 4 or 6. For any odd prime p> b we have:
(I) Let
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K =
{ p−1
2b if p≡2b 1
(b−1)p−1
2b if p≡2b b−1.
Then
2F
(p)
1
(
1
2
,
1
b
;1; x
)
≡p (1− x)K 2F
(p)
1
(
1
2b
,
1
2
− 1
2b
;1;
x2
4x−4
)
.
(II) Let
K =
{ p−(b+1)
2b if p≡2b b+1
(b−1)p−(b+1)
2b if p≡2b 2b−1.
Then
2F
(p)
1
(
1
2
,
1
b
;1; x
)
≡p
1
2
(2− x)(1− x)K 2F
(p)
1
(
1
2
+ 1
2b
,1− 1
2b
;1;
x2
4x−4
)
.
Details of the proofs and computations of the degrees in these identities are omitted
for brevity.
5. 2F1 hypergeometric functions
The classical hypergeometric function 2F1(α,β;1; x) satisfies the differential equation
(5.0.1) x(1− x)y′′+ [1− (α+β+1)x]y′−αβy= 0.
We let ξ(p)(x) = 2F
(p)
1 (α,β;1; x) denote its truncation modulo p, which is of degree
p−aα,β (see Section 4). To simplify notation, we let a= aα,β. By degree comparisons,
the function ξ(p)(x) is a solution to the differential equation
x(1− x)y′′+ [1− (α+β+1)x]y′−αβy≡p 0 (mod xp−a−1).
Thus
(5.0.2) xa+2(1− x)y′′+ xa+1[1− (α+β+1)x]y′− xa+1αβy≡p 0 (mod xp).
We may now prove Theorem 1.1.
Proof of Theorem 1.1. For the first step of the proof, suppose that ξ(p)(x) is a solution
to an algebraic equation
(5.0.3) f (T) := an(x)Tn+an−1(x)Tn−1+·· ·+a0(x)≡p 0 (mod xp),
where ai(x) ∈ Fp[x] with deg(ai(x)) ≤ m (i = 0, . . . ,n). Let δ ∈ Fp(x) be a root of f (T).
So long as n < p, the extension Fp(x)(δ)/Fp(x) is always tamely ramified, which we
assume henceforth. It follows that δ may be expanded at x= 0 as a Puiseux series
δ=
∞∑
k=0
bkxrk ,
where r0 < r1 < ·· · are increasing rational exponents. Then function ξ(p)(x)−δ is then
also a Puiseux series. We let ∆= {δ1, . . . ,δn} denote the collection of roots of f (T) and
L the field generated over Fp(x) by ∆. Let p0 denote the place of Fp(x) at x= 0, P0 a
place of L above p0, and e(P0|p0) the ramification index of P0|p0.
As ξ(p)(x) is a solution to (5.0.3) and an element of Fp(x), we have vp0 ( f (ξ
(p)(x)))≥ p.
As {δ1, . . . ,δn} are the roots of f (T), we thus obtain
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e(P0|p0)vp0 (an(x))+
n∑
l=1
vP0 (ξ
(p)(x)−δl)= vP0 (an(x))+
n∑
l=1
vP0 (ξ
(p)(x)−δl)
= vP0 (an(x)
n∏
l=1
(ξ(p)(x)−δl))
= vP0 ( f (ξ(p)(x)))= e(P0|p0)vp0 ( f (ξ(p)(x)))
≥ e(P0|p0)p,
whence
n∑
l=1
vP0 (ξ
(p)(x)−δl)≥ e(P0|p0)p− e(P0|p0)vp0 (an(x))
≥ e(P0|p0)(p−m).
It follows that there exists an l ∈ {1, . . . ,n} such that
vP0 (ξ
(p)(x)−δl)≥
1
n
e(P0|p0)(p−m).
Let Φ be the linear operator
Φ(X )= xa+2(1− x)X ′′+ xa+1[1− (α+β+1)x]X ′− xa+1αβX .
By (5.0.2), we thus obtain
vP0 (Φ(δl))= vP0
(
Φ(δl −ξ(p)(x))+Φ(ξ(p)(x))
)
≥min
{
vP0
(
Φ(δl −ξ(p)(x))
)
,vP0
(
Φ(ξ(p)(x))
)}
=min
{
vP0
(
Φ(δl −ξ(p)(x))
)
, e(P0|p0)vp0
(
Φ(ξ(p)(x))
)}
≥min
{
1
n
e(P0|p0)(p−m), e(P0|p0)p
}
= e(P0|p0) (p−m)n .
In particular, if P0 is the place of Fp(x)(δl) below P0, it follows that
(5.0.4) vP0 (Φ(δl))=
vP0 (Φ(δl))
e(P0|P0)
≥ e(P0|p0)
1
n (p−m)
e(P0|P0)
= e(P0|p0) 1n (p−m)≥
1
n
(p−m).
Now let P be an arbitrary place of Fp(x)(δl), p the place of Fp(x) below P, and e(P|p)
the ramification index of P|p. For each i = 0, . . . ,n, as deg(ai(x)) ≤ m, we have the
bound
|vP(ai(x))| = e(P|p)|vp(ai(x))| ≤ e(P|p)m.
As δl is a root of f (T), it follows from this that |vP(δl)| ≤ e(P|p)m. Hence |vP(Φ(δl))| ≤
e(P|p)m+2. Let P =P1, . . . ,Pr be the places of Fp(x)(δl) above p. As the constant
field of Fp(x) is algebraically closed, each of its places is of degree 1 and the same is
true for each place of Fp(x)(δl), which implies that the residue degrees f (P j|p)= 1 for
each j = 1, . . . , r. We therefore have by the fundamental identity [Neu99, Proposition
8.2] that
(5.0.5)
r∑
j=1
e(P j|p)=
r∑
j=1
e(P j|p) f (P j|p)= [Fp(x)(δl) : Fp(x)].
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We let deg(·) denote the degree function on the divisor group of Fp(x)(δl). Using (5.0.5),
we obtain ∣∣∣∣∣ r∑j=1deg(P j)vP j (δl)
∣∣∣∣∣≤ r∑j=1deg(P j)|vP j (δl)| =
r∑
j=1
|vP j (δl)|(5.0.6)
≤
r∑
j=1
(e(P j|p)m+2)=m[Fp(x)(δl) : Fp(x)]+2r
≤mn+2r ≤ (m+2)n.
Clearly, vP(δl) < 0 cannot occur for any place P relatively prime to all of the poly-
nomials a0(x), . . . ,an(x). Also, as deg(ai(x))≤m, there are at most m(n+1) distinct
factors of a0(x), . . . ,an(x).
Let p∞ denote the place of Fp(x) at infinity. As |vp∞ (ai(x))| ≤m for each i = 0, . . . ,n,
the same argument as in (5.0.6) may be used, and we find
(5.0.7)
∣∣∣ ∑
P∈Fp(x)(δl )
P|p∞
deg(P)vP(δl)
∣∣∣≤mn,
respectively (m+2)n if δl is replaced by Φ(δl). Let B be the pole divisor of Φ(δl).
Together, (5.0.6) and (5.0.7) imply that
(5.0.8) deg(B)≤ (m+2)n[m(n+1)+1].
Let N be the null divisor of Φ(δl). By (5.0.4), we have shown that
(5.0.9) deg(N)≥ vP0 (Φ(δl))≥
p−m
n
.
But deg(B)= deg(N) [VS06, Theorem 3.2.7]. Hence (5.0.8) and (5.0.9) together yield
a contradiction if m and n are chosen such that
(m+2)n[m(n+1)+1]<
⌊ p−m
n
⌋
≤ p−m
n
.
(Note that whenever m and n are chosen in this way, then also p > n as assumed
earlier in the proof to guarantee tame ramification.) This concludes the first step of
the proof. We will later use the fact that this bound is always attained whenever
(5.0.10) p> n[(m+2)n[m(n+1)+1]+1]+m.
For the second step of the proof, by the arguments of [Shi11, Lemma 6.1.1], if P is
an irreducible polynomial in two variables over Fp[x], then for a solution y∗ to the
hypergeometric differential equation (5.0.1) over Fp, the term of highest total degree
in P containing only y∗ is nonvanishing. Particularly, if P is chosen of sufficiently
small degree such that
P(ξ(p)
′
(x),ξ(p)(x))≡p 0 mod xp,
then there exists a solution y∗ to the hypergeometric equation modulo p whose
logarithmic derivative is algebraic over Fp(x), also of small degree. By Gauss’ lemma,
we may assume without loss of generality that any such P is irreducible (see [GW15,
Theorem 1.3]). We must now examine the Puiseux series of the aforementioned
logarithmic derivative of the nonzero solution w= y∗ to the differential equation
(5.0.11) x(1− x)w′′+ [1− (α+β+1)x]w′−αβw≡p 0
Counting roots of truncated hypergeometric series over finite fields 17
over Fp. The differential equation (5.0.11) may be written as
w′′+ [1− (α+β+1)x]
x(1− x) w
′+ −αβ
x(1− x) w≡p 0.
By definition, for any solution w of (5.0.11), the logarithmic derivative u= w′w satisfies
the Riccati equation
(5.0.12) u′+ −αβ
x(1− x) +
[1− (α+β+1)x]
x(1− x) u+u
2 ≡p 0.
By (5.0.12), it follows that there are three possible branch points of u: x= 0,1,∞. We
examine each of these separately.
At x=∞. By expanding geometric series, the Riccati equation (5.0.12) is equivalent
to
(5.0.13) u′−1
[ ∞∑
k=0
(1/x)k+2
]
u+ (α+β+1)
[ ∞∑
k=0
(1/x)k+1
]
u+u2 ≡p −αβ
[ ∞∑
k=0
(1/x)k+2
]
.
We now prove that u is a Laurent series at a branch of ∞. As ramification is tame,
we let
(5.0.14) u=
∞∑
l=0
al xbl ,
with decreasing exponents b0 > b1 > b2 > ·· · and a0 6≡p 0. Examination of the terms of
highest power in (5.0.13) easily yields the following three possibilities:
(1) If b0+1> 0, then a20 ≡p 0, which is a contradiction.
(2) If b0+1< 0, then −a0b0− (1+α+β)a0 ≡p 0, so that a0 ≡p 0 (again a contra-
diction) or a0 ≡p −1−α−β.
(3) Otherwise, b0+1= 0, whence −a0b0−a20− (1+α+β)a0 ≡p αβ. This implies
that a0 ≡p −α or −β.
From (1), we find that the term of largest degree in (5.0.14) is at most −1. We
may thus suppose that u satisfies (5.0.14) with decreasing exponents −1≥ b0 > b1 >
b2 > ·· · . Let bn be the largest non-integer exponent in u. By (5.0.13) and (5.0.14), we
obtain
∞∑
l=0
blal xbl−1− c
[ ∞∑
k=0
(1/x)k+2
] ∞∑
l=0
al xbl
+ (α+β+1)
[ ∞∑
k=0
(1/x)k+1
] ∞∑
l=0
al xbl +
[ ∞∑
l=0
al xbl
]2
(5.0.15)
≡p −αβ
[ ∞∑
k=0
(1/x)k+2
]
.
The largest exponents on the left-hand side of (5.0.15) involving bn give
(1) bnanxbn−1−anxbn−2+ (α+β+1)anxbn−1+2a0anxb0+bn if n> 0, or
(2) b0a0xb0−1−a0xb0−2+ (α+β+1)a0xb0−1+a20x2b0 if n= 0.
We address each of these cases separately.
(1) If n> 0, then we examine
bnanxbn−1−anxbn−2+ (α+β+1)anxbn−1+2a0anxb0+bn .
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This splits into two subcases.
(a) If b0 =−1, then we find
bnanxbn−1+ (α+β+1)anxbn−1+2a0anxbn−1,
so that
bn+ (α+β+1)+2a0 ≡p 0.
Hence, a0 ≡p −α,−β implies bn ≡p α−β−1 or β−α−1 in Fp. (As n> 0,
it also follows in this case that α 6≡p β.)
(b) If b0 <−1, then we again find
bnanxbn−1+ (α+β+1)anxbn−1,
whence bn ≡p −1−α−β. In this case, b0 <−1 implies that b0 ≡p −1−α−β,
whence bn = b0 and n> 0, which is a contradiction.
(2) If n= 0, then we examine
b0a0xb0−1−a0xb0−2+ (α+β+1)a0xb0−1+a20x2b0 .
As b0 is a non-integer in this case, it follows that b0 <−1, so that the largest
exponents give
b0a0xb0−1+ (α+β+1)a0xb0−1.
Hence b0 =−1−α−β. As α,β 6≡p 0, the term of exponent −2 in x on the right-
hand side of (5.0.15) is nonzero, so the same must be true of the left-hand side.
As b0 <−1, the terms of largest exponent in each component on the left-hand
side, which are
b0a0xb0−1, a0xb0−2, (α+β+1)a0xb0−1, a20x2b0 ,
all have exponent less than −2. This too is a contradiction.
At x= 0. Let
(5.0.16) u=
∞∑
l=0
al xbl ,
with increasing exponents b0 < b1 < b2 < ·· · and a0 6≡p 0. The Riccati equation (5.0.12)
satisfied by u= w′w may be written as
(5.0.17) x(1− x)u′−αβ+ [1− (α+β+1)x]u+ x(1− x)u2 ≡p 0.
The terms of lowest degree in each component of (5.0.17) are
b0a0xb0 , −αβ, a0xb0 , a20x2b0+1.
Clearly 2b0+1< b0 yields a contradiction as a20 6≡p 0, so b0 <−1 cannot occur. If on
the other hand 2b0+1> b0, then b0 >−1. Provided b0 6= 0, we would then have
(b0+1)a0xb0 = b0a0xb0 +a0xb0 ≡p 0,
which implies that b0 =−1, a contradiction. Hence b0 =−1 or b0 = 0. If b0 =−1, then
we obtain
a20x
−1 = (−a0+a0+a20)x−1 = b0a0xb0 +a0xb0 +a20x2b0+1 ≡p 0.
Hence a20 ≡p 0, also a contradiction. Thus we are left with b0 = 0. Suppose that
bn is the first non-integer exponent. As bn > 0, we obtain 2bn+1> bn, so that the
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non-integer exponents in (5.0.17) of smallest degree occur in bnanxbn and anxbn ,
whence
(bn+1)anxbn = bnanxbn +anxbn ≡p 0.
Therefore bn =−1, a contradiction. Hence x= 0 is not a branch point of u.
At x= 1. We use the translation z= x−1, so that the equation (5.0.17) takes the form
(5.0.18) −z(z+1)u′−αβ+ [1− (α+β+1)(z+1)]u− z(z+1)u2 ≡p 0.
Let
(5.0.19) u=
∞∑
l=0
al zbl ,
with increasing exponents b0 < b1 < b2 < ·· · and a0 6≡p 0. The terms of lowest degree
in each component of (5.0.18) are
(5.0.20) −b0a0zb0 , −αβ, −(α+β)zb0−1, a20z2b0+1.
As b0 > b0−1 always holds, one must only compare the terms −αβ, −(α+β)zb0−1,
a20z
2b0+1. If b0 <−2, then 2b0+1< b0−1, contradicting a0 6≡p 0. If b0 =−2, then we
find −(α+β)+a20 ≡p 0. If 0> b0 >−2, then 2b0+1> b0−1, and we find −(α+β)≡p 0,
contradicting the assumptions of the Theorem. If b0 = 0, then we have αβ+(α+β)≡p 0,
so that X2+ (α+β)+αβ≡p 0 has a solution X ≡p 0, whence α≡p β≡p 0, contadicting
the assumptions of the Theorem. If b0 > 0, then we have αβ ≡p 0, which is also a
contradiction of the assumptions of the Theorem. Thus b0 =−2 and a20 ≡p α+β. If
bn is the least non-negative integer exponent in (5.0.19), then as bn >−2, we have
2b0+1> b0−1, so that in the differential equation a term of non-integer exponent
−(α+β)zbn−1 appears, and there are no other terms in the differential equation
(5.0.18) with this exponent. This yields α+β ≡p 0, which again contradicts the as-
sumptions of the Theorem. Thus x= 1 is also not a branch point.
We have shown that x= 0,1 are not branch points for u. But by the Riccati equation
(5.0.12), the points x= 0,1,∞ are the only possible branch points. It follows that u is
a rational function in Fp(x). Let u=−P0/P1, where P0,P1 ∈ Fp[x], P1 6≡p 0. The form
R = P1w′+P0w satisfies the first-order differential equation R(y∗)≡p 0.
The differential operator at x= 0. As in [Shi11, Lemma 6.1.1], we let
(5.0.21) D = ∂
∂x
+w′ ∂
∂w
−
(
1− (α+β+1)x
x(1− x) w
′− αβ
x(1− x) w
)
∂
∂w′
,
which is the differential operator associated with the hypergeometric differential
equation (5.0.1). Thus R ≡p 0 and xDR ≡p 0 at the solution w= y∗. By comparison of
degrees in x, there exist a,b, c ∈ Fp such that
(5.0.22) x(1− x)DR ≡p (ax2+bx+ c)R.
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By definition of D (5.0.21) , it holds that
x(1− x)DR ≡p x(1− x)D(P1w′+P0w)
≡p x(1− x)
[
(P ′1w
′+P ′0w)+w′P0−
(
1− (α+β+1)x
x(1− x) w
′− αβ
x(1− x) w
)
P1
]
≡p x(1− x)(P ′1w′+P ′0w)+ x(1− x)P0w′−
(
(1− (α+β+1)x)w′−αβw)P1
≡p
[
x(1− x)P ′1+ x(1− x)P0− (1− (α+β+1)x)P1
]
w′+ [x(1− x)P ′0+αβP1]w,
which at y∗ (y∗′/y∗ =w′/w= u=−P0/P1) yields two simultaneous equations in terms
of P0 and P1, by (5.0.22) and equating coefficients in y∗′ and y∗:
(5.0.23) y∗′ :
[
x(1− x)P ′1+ x(1− x)P0− (1− (α+β+1)x)P1
]≡p (ax2+bx+ c)P1,
and
(5.0.24) y∗ :
[
x(1− x)P ′0+αβP1
]≡p (ax2+bx+ c)P0.
Clearly, (5.0.23) implies that deg(P0) > deg(P1) cannot occur. If deg(P0) = deg(P1),
then the terms of highest degree in (5.0.23) are x2P0 and ax2P1. Hence a 6= 0. But in
(5.0.24), the unique term of highest degree is ax2P0, whence a= 0, a contradiction.
Thus deg(P0) < deg(P1). The equation (5.0.23) then implies that a = 0, so that the
system of equations (5.0.23) and (5.0.24) becomes
y∗′ :
[
x(1− x)P ′1+ x(1− x)P0− (1− (α+β+1)x)P1
]≡p (bx+ c)P1,
and
y∗ :
[
x(1− x)P ′0+αβP1
]≡p (bx+ c)P0.
But then if deg(P0)< deg(P1)−1, a comparison of degrees in the equation for y∗ yields
a contradiction. Therefore, the only remaining possibility is deg(P0)= deg(P1)−1, for
which a= 0. Then the order of u at x=∞ is equal to 1, exactly we had obtained from
the Riccati equation in (5.0.13).
Revisiting x = 1. We let R0(z)= P0(x) and R1(z)= P1(x), so that u =−R0/R1 ∈ Fp[z].
By the argument on the Riccati equation (5.0.18), we easily obtain b0 =−2, whence
deg(R0)= deg(R1)−2. Let
R0(z)= cnzn+·· ·+ c1z+ c0
= cn(x−1)n+·· ·+ c1(x−1)+ c0
= cnxn+ terms of smaller degree in x
= P0(x).
This holds similarly for R1 and P1. In particular, deg(P0) = deg(R0) and deg(P1) =
deg(R1). Together with deg(P0)= deg(P1)−1, this yields
deg(P1)−1= deg(P0)= deg(R0)= deg(R1)−2= deg(P1)−2,
a contradiction.
For the final step of the proof, in order to ensure a contradiction from the first step
of the proof, we must choose p sufficiently large as in (5.0.10):
p> n[(m+2)n[m(n+1)+1]+1]+m.
We let A denote the maximal degree in x of the coefficients of the function P from
the second step and B the total degree of P in its two variables. We let P∗ denote
the polynomial associated with the differential operator (5.0.1). The resultant R(y) of
Counting roots of truncated hypergeometric series over finite fields 21
the polynomials P(x1, y) and xP∗(x1, y) has degree in y bounded by 2B2 and in x by
2(A+1)B. We may therefore set m and n from the first step of the proof as m= 2(A+
1)B and n = 2B2. We then consider an auxiliary polynomial Φ(x, xp,ξ(p)′(x),ξ(p)(x)):
We seek to construct this polynomial Φ (Stepanov’s method) so that it has roots of
order at least D at each root of ξ(p)(x). We let C denote the degree of Φ in its second
variable. Then with Np denoting the number of roots of ξ(p)(x) in Fp, we would obtain
(5.0.25) DNp ≤ deg(Φ)≤ A+ (p−1)B+ pC,
where the coefficient p−1 on B comes from the upper bound of p−1 on the degrees of
deg(ξ(p)(x)) and deg(ξ(p)′(x)). Such a polynomial Φ may be found if we choose C and
D simultaneously so that
p> 318(AB4)2 and D(A+C+2D)< AC(B+2)
2
.
We let A = δbp1/6c, B=C = δbp1/12c, and D = δ3bp1/6c, where δ> 0 is small. Hence by
(5.0.25), we obtain
Np ≤ (A+ (p−1)B+ pC)/D¿δ p11/12,
which completes the proof. 
Suppose that m ≥ 2, and that y0 is a solution of minimal degree to an algebraic
differential equation of the form
(5.0.26) y(m)+Qm−1 y(m−1)+·· ·+Q1 y′+Q0 y=R, R,Q0, . . . ,Qm−1 ∈L
where L is a field of analytic functions (over C) which is closed under differentiation.
As in [Shi11, Lemma 11, §6], if P ∈L [x1, . . . , xm] and P(y0, y′0, . . . , y(m−1)0 ) = 0, then
there exists a solution y∗ to (5.0.26) such that the terms Ps of highest total degree
in P satisfy Ps(y∗, y∗′, . . . , y∗(m−1))= 0. Theorem 1.1 concerns the case m= 2 over Fp,
and it is natural to consider whether one can prove bounds similar to Theorem 1.1
for differential equations of higher order. For example, if m= 3, then the solution y∗
to (5.0.26) satisfies a Riccati differential equation in terms of P. We leave this as a
compelling open question for the interested reader.
As a consequence of the proof of Theorem 1.1, we find that the arguments in the
second step of its proof may be applied equally well with C in place of Fp. We thus
obtain:
Corollary 5.1. Let α,β ∈Q\{0} with α 6= −β. The hypergeometric series
2F1(α,β;1; x)=
∞∑
m=0
(α)m(β)m
(m!)2
xm
and its derivative are algebraically independent over C(x).
Remark 5.2. For 2F1(α,β; c; x) with c 6= 1, our proof of Theorem 1.1 for 2F1(α,β;1; x)
does not suffice. The differential equation for 2F1(α,β; c; x) is then
(5.2.1) x(1− x)y′′+ [c− (a+b+1)x]y′−aby= 0,
and the corresponding Riccati equation is
(5.2.2) x(1− x)u′−ab+ [c− (a+b+1)x]u+ x(1− x)u2 = 0.
This implies that the Puiseux series (5.0.16) for u at x= 0 satisfies b0a0+ ca0xb0 = 0,
so that b0 =−c. Thus, one cannot conclude in the same way as Theorem 1.1 that x= 0
is not a branch point. Similar difficulties occur for the Riccati equation at x= 1, as
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the third coefficient a+ b from (5.0.20) becomes (c−1)− (a+ b), so that a and b no
longer satisfy the equation ab+ (a+b)= 0.
6. Kummer’s hypergeometric function
The classical Kummer hypergeometric function Kα,β(z) satisfies the second-order
differential equation
zy′′+ (β− z)y′−αy= 0.
Let α ∈ Fq\Fp and β ∈ Fq as in the statement of Theorem 1.4. The degree N∗α,β of the
truncation K (p)
α,β(x) depends upon the values of β and α. By definition (Section 4),
N∗α,β =
ωα,βp−aα,β
bα,β
,
where
• ωα,β = bα,β = 1 and aα,β =β if β ∈ Fp
• ωα,β = aα,β = bα,β = 1 if β ∈ Fq\Fp.
Note that ωα,β ≥ 1. We let η(z)=Kα,β(z). Then η(p)(x)=K (p)α,β(x) has degree equal to
ωα,βp−aα,β. From the differential equation for the function η(z) and inspection of
degrees, the truncation η(p)(x) is a solution to the differential equation
(6.0.1) xy′′+ (β− x)y′−αy≡p 0 (mod xp−aα,β−1).
We may now prove Theorem 1.4.
Proof of Theorem 1.4. Multiplication of (6.0.1) by xaα,β+1 yields the differential equa-
tion
(6.0.2) xaα,β+2 y′′+ xaα,β+1(β− x)y′− xaα,β+1αy≡p 0 (mod xp).
By definition, the function η(p)(x) is a solution to (6.0.2). The remainder of the first
step of the proof follows exactly as in Theorem 1.1. The third step is also as in Theorem
1.1, whence it suffices to prove the second step, which is the algebraic independence
of η(p)(x) and its derivative over Fp(x).
For this second step, by [Shi11, Lemma 6.2.2], if a polynomial P in two variables
over Fp[x] is of sufficiently small degree such that P(η(p)
′(x),η(p)(x))≡p 0 mod xp, then
there exists a solution y∗ to the Kummer equation whose logarithmic derivative is
algebraic of small degree over Fp(x). As ramification is tame (for p large enough), we
may write the solution u= y∗′/y∗ to the Riccati equation
(6.0.3) u′+ β− x
x
u+u2 ≡p
α
x
as a Puiseux series at x=∞:
u=
∞∑
k=0
ckxrk ,
where r0 > r1 > ·· · are rational numbers. By (6.0.3), it follows that r0, r1, . . . are
integers [Shi11, Lemma 8], whence x=∞ is not a branch point for u. But by (6.0.3),
the only possible branch points of u occur at x= 0,∞, whence u has no branch points
and is thus a rational function in Fp(x). We let u = −P0/P1, where P0,P1 ∈ Fp[x]
and P1 6≡p 0. By construction, the form R = P1w′ +P0w satisfies R(y∗) ≡p 0 and
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x ddx R(y
∗)≡p 0 at the solution w= y∗. By comparison of degrees in x, it follows that
there exist a,b ∈ Fp such that
x
d
dx
R ≡p (ax+b)R.
This yields two differential equations in terms of P0 and P1:
(6.0.4) P ′1−
(
β+b
x
+a−1
)
P1+P0 ≡p 0,
and
(6.0.5) P ′0−
(
b
x
+a
)
P0+ αx P1 ≡p 0.
Hence there are four possible cases: a≡p 0 or a≡p 1 and β+b≡p 0 or β+b 6≡p 0. We
note that if a ≡p 0, then deg(P0)= deg(P1). We will now use the pair of differential
equations (6.0.4) and (6.0.5) to place conditions on the values of α and β. In the
following argument, we let ai denote the coefficient of xi for P0, and bi the same for
P1.
(I) If a≡p 0 and β+b≡p 0, then by (6.0.4), the largest k< p for which the coefficient
of xk in P1 is nonzero must be the same as that for P0, and for this value of k,
ak+bk ≡p 0. By (6.0.5), we have α−β≡p k.
(II) If a≡p 0 and β+b 6≡p 0, then as P0 and P1 are relatively prime, it follows that
b≡p 0. Letting k be the same as in case (I), it follows that α≡p k.
(III) If a≡p 1 and β+b≡p 0, then for the largest k< p such that the coefficient of xk
in P1 is nonzero, (6.0.4) implies that ak−1+kbk ≡p 0. Also by (6.0.4), the largest
such nonzero coefficient for P0 is occurs at i = k−1, so that −ak−1+αbk ≡p 0.
Hence α≡p −k.
(IV) If a ≡p 1 and β+ b 6≡p 0, then by (6.0.4), it follows that x | P1. As P0 and P1
are relatively prime, we have as in case (II) that b ≡p 0. By (6.0.4), we find
kbk−βbk+ak−1 ≡p 0. When k= p, this implies that −βbp+ap−1 ≡p 0. Also, by
(6.0.5), we obtain −ap−1+αbp ≡p 0. If ap−1 6≡p 0, then it follows that −β≡p −α,
so that β≡p α. On the other hand, if ap−1 ≡p 0, then β,α 6≡p 0 imply that bp ≡p 0.
Hence the largest k< p for which the coefficient of xk in P1 is nonzero is again
one more than that for P0. For this k, we obtain by (6.0.5) that −ak−1+αbk ≡p 0.
Thus βbk−kbk ≡p ak−1 ≡p αbk, so that β−α≡p k.
We have shown that either α ∈ Fp by cases (II) and (III), or that β−α ∈ Fp by cases (I)
and (IV), which contradict the assumptions from the Theorem that α,β−α ∉ Fp. The
result follows. 
7. Families of elliptic curves and K3 surfaces
7.1. Elliptic curves and their hypergeometric functions
We consider the 2F1-hypergeometric functions with integer coefficients taking the
form 2F1(a,1−a,1; z), with a = 12 , 13 , 14 , and 16 . There are families of elliptic curves
associated with the mod p truncations of these functions. By this we mean that there
are curves y2 = f (x;λ) which are elliptic for all but possibly a bounded (independent
of p) number of λ ∈ Fp such that the number n(p;λ) of Fp-points on the curve satisfies
a congruence n(p;λ)≡p ± 2F
(p)
1 (∗,∗,1;dλ) for some constants d. These are
24 Amit Ghosh and Kenneth Ward
(I) 2F
(p)
1
( 1
2 ,
1
2 ;1;λ
)
associated to the Legendre family
Eλ,2 : z2 = x(x+1)(x+λ) ;
(II) 2F
(p)
1
( 1
3 ,
2
3 ;1;
27
4 λ
)
to the family
Eλ,3 : z2 = x3+ (x+λ)2 ;
(III) 2F
(p)
1
( 1
4 ,
3
4 ;1;4λ
)
to the family
Eλ,4 : z2 = x
(
x(x+1)+λ) ;
(IV) 2F
(p)
1
( 1
6 ,
5
6 ;1;
27
4 λ
)
to the family
Eλ,6 : z2 = x2(x+1)+λ .
Remark 7.2. The methods of this section, notably the determination that the coeffi-
cients of a given 2F1 hypergeometric function are integers, employ the following:
Lemma 7.3. If a, b, and n are positive integers, then
bn
gcd(a,b)2n
·
∏n−1
j=0 (a+b j)
n!
is also an integer.
The case a= 1 was shown in [SMA09]. A proof of Lemma 7.3 may be found in the
Appendix.
Remark 7.4. The family {Eλ} given by
(7.4.1) Eλ : y2 = (x−1)
(
x2− 1
λ+1
)
, λ ∈ Fp\{0,−1},
was considered in [AOP02]. By a suitable change of variables, this family is the same
as Eλ,4 above with the associated counting function satisfying
n(p;λ)≡p −2D 2F
(p)
1
(
1
4
,
3
4
;1;
λ
1+λ
)
,
7.5. Elliptic K3 surfaces and their hypergeometric functions
We now consider four families of surfaces with parameter λ. These are associated
with the hypergeometrics 3F2
(
1
b ,
b−1
b ,
1
2 ;1,1;∗
)
with b= 2, 3, 4 and 6.
(I) 3F
(p)
2
( 1
2 ,
1
2 ,
1
2 ;1,1;−λ
)
is congruent to the counting function for the family
(7.5.1) Xλ,2 : z2 = x(x+1)y(y+1)(x+λy), λ ∈ Fp\{0,−1},
which is associated to the family {Eλ} of elliptic curves (see (7.4.1)). The families
{Xλ,2} and {Eλ} were studied together in [AOP02] in order to determine the
values of λ for which Xλ,2 is modular.
(II) 3F
(p)
2
( 1
3 ,
2
3 ,
1
2 ;1,1;− 274 λ
)
is associated to the family
(7.5.2) Xλ,3 : z2 = x(x+1)y
(
xy+λ(y+1)2) .
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(III) 3F
(p)
2
( 1
4 ,
3
4 ,
1
2 ;1,1;−4λ
)
is associated to
(7.5.3) Xλ,4 : z2 = x(x+ y)y
(
x(y+1)+λ
)
.
(IV) 3F
(p)
2
( 1
6 ,
5
6 ,
1
2 ;1,1;−27λ
)
to the family
(7.5.4) Xλ,6 : z2 = xy
(
x(x+ y+1)+λy3
)
.
There is an algebraic criterion given in [SB85, §4] for determining if a surfaceK
is K3. For the affine Weierstrass equation
K : z2+a1xz+a3z= x3+a2x2+a4x+a6,
where each ai = ai(y) ∈ Fp[y], the Weierstrass g-invariants are defined by the identities
(a) g2 := 112
[
(a21+4a2)2−24(a1a3+2a4)
]
,
(b) g3 := 1216
[−(a21+4a2)3+36(a21+4a2)(a1a3+2a4)−216(a23+4a6)].
The condition thatK is a K3 surface then amounts to satisfying all of the following
conditions when p≥ 5 :
(1) The discriminant ∆ :=∆(y)= g32−27g23 is not a constant in Fp[y];
(2) deg(ai(y))≤Ni, and N = 2 is the smallest such integer such that this inequality
is satisfied for all i = 1, . . . ,6;
(3) Neither gcd
(
g2(y)3, g3(y)2
)
nor gcd
(
y12N g2(y−1)3, y12N g3(y−1)2
)
is divisible by a
12th power of a non-constant polynomial in Fp[y].
For each of the families {Xλ,b} (b = 3,4,6), the value λ ≡p 0 will be implicitly
excluded. As mentioned in [AOP02], it is already known that the family {Xλ,2} is K3.
We have the following:
Proposition 7.6. Each of the families {Xλ,b} for b ∈ {3,4,6} is K3.
Proof. This is a tedious but straightforward computation, which requires one to verify
the aforementioned conditions (1), (2), and (3) for the Weierstrass g-invariants. De-
tails of the proof can be found in https://arxiv.org/abs/1601.06765v2 using arguments
which employ the defining equations for each family Xλ,b. 
We now denote by Jλ,2 the counting function for members of the K3 family {Xλ,2}.
A relationship between Jλ,2 and the counting function Iλ for members of the family
{Eλ} of (7.4.1) allows us to count the number of rational points on {Xλ,2} in Section 8.
This relation is obtained by combining Clausen’s and Euler’s formulae to give
Corollary 7.7. If λ ∈ Fp\{0,−1}, then Jλ,2 ≡p (1+λ)D I2λ.
Remark 7.8. It is possible to prove Corollary 7.7 directly, without using Clausen’s
formula in Lemma 4.1. This allows one to show the ≡p equivalence of [AOP02,
Theorem 4.2] without character sums (see https://arxiv.org/abs/1601.06765v2).
8. Elliptic families and Deuring’s theorem
In Section 1, we discussed the Hasse polynomial
Hp(λ) := 2F
(p)
1
(
1
2
,
1
2
;1;λ
)
≡p
D∑
m=0
(
D
m
)2
λm.
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In his study of splitting, Deuring [Deu41] determined the isogeny class of an elliptic
curve over Fp using its endomorphism ring (which was generalised by Waterhouse
to abelian varieties). Using the j-invariant, the number of elliptic curves in a
given isomorphism class was determined according to formulae originally obtained by
Eichler for the Hurwitz-Kronecker class numbers. The value sets of Hp(λ) correspond
to isomorphism classes of elliptic curves over Fp.
For a family F of elliptic curves, we denote by CFp (F ) the number of elements of
F in a given Fp-isomorphism class. We may estimate the number of curves belonging
to a single Fp-isomorphism class in the family {Eλ} of (7.4.1), which is associated with
the K3 family {Xλ,2}, as well as each of the families {Eλ,b} for b ∈ {2,3,4,6} of Section
7.
Lemma 8.1.
(I) The elliptic family {Eλ} of (7.4.1) satisfies CFp ({Eλ})≤ 3.
(II) The elliptic families {Eλ,b} with b= 2, 3, 4 and 6 satisfy
(i) CFp ({Eλ,2})≤ 6,
(ii) CFp ({Eλ,3})≤ 4,
(iii) CFp ({Eλ,4})≤ 3, and
(iv) CFp ({Eλ,6})≤ 2.
The computation is again straightforward but tedious, so we refer the reader to
https://arxiv.org/abs/1601.06765v2 for the details. As noted in the Introduction, one
might be able to prove even sharper bounds than those given in Lemma 8.1. We lack
a satisfactory explanation for why the bounds in the Lemma are inverted with the
values of b.
By estimates of Lenstra [Len87] for the number of curves with a given number of
Fp-rational points, Lemma 8.1 allows us to obtain the estimates of Theorem 1.6 for
the number of Fp-rational points for the families {Xλ,b}, for b= 2, 3, 4, 6.
Proof of Theorem 1.6. By Proposition 1.9 of [Len87], following Deuring [Deu41], if
a ∈Z satisfies |a− (p+1)| ≤ 2pp, then∣∣∣{Elliptic curves E such that E(Fp)= a} /∼ Fp∣∣∣≤ cpp log p(loglog p)2,
for an effective constant c, where ∼ Fp denotes “up to isomorphism over Fp”. Let
α= 1b , with b= 2, 3, 4, 6. By the arguments of Section 7, we have, up to multiplication
by −1 and a constant multiplier on λ depending only on b, that 2F
(p)
1 (α,1−α;1;λ) is
equivalent modulo p to the counting function for Eλ,b. Hence the result of Deuring
and Lenstra may be applied to the value sets of 2F
(p)
1 (α,1−α;1;λ). By Lemma 8.1, the
number of elements of {Eλ,b} in any Fp-isomorphism class is bounded by an absolute
(and effective) constant. Thus the value sets of 2F
(p)
1 (α,1−α;1;λ) are bounded by
c′pp log p(loglog p)2, for an effective constant c′ depending at most on b. 
We may now give a proof of Corollary 1.7. In the proof, we frequently employ the
Fp-analogues of the transformation formulae of Lemma 4.1.
Proof of Corollary 1.7.
(I) Using Prop. 4.9, with x replaced with 4x(1− x) in Prop. 4.11, we find that
3F
(p)
2
(
a
b
,1− a
b
,
1
2
;1,1;4x(1− x)
)
≡p 2F (p)1
(a
b
,1− a
b
,1;4x(1− x)
)2
.
Counting roots of truncated hypergeometric series over finite fields 27
Then the conclusions follow directly from Theorem 1.6.
(II) By combining Cor. 4.4 and 4.6, the conclusion for the congruence Q ≡p 0
follows from the Theorem (using the fact that x1−x is invertible if x 6= 0, 1 modulo
p, which we assume henceforth). For the congruence Q(α)≡p s we have that
K = p−1b if p≡b 1, so that raising everything to the bth power in the Corollaries
give us
2F
(p)
1
(
1
b
,1− 1
b
,1;− α
1−α
)b
≡p Q (α)b ≡p sb .
The result follows from Theorem 1.6 since b is bounded.
(III) This follows directly from Prop. 4.11 and the Theorem.
(IV) If p≡2b 1, we have K = p−12b in Prop. 4.12. Replacing x by 1− x2 in Prop. 4.12
and x by x+12x in Proposition 4.11 gives us
2F
(p)
1
(
1
b
,
1
2
;1;1− x2
)
≡p x2K 2F (p)1
(
1
b
,1− 1
b
;1;
x+1
2x
)
.
Raising to the bth power and using the argument of part (II) gives the result
for Q ≡p s, with s 6= 0. When s= 0, the result follows directly without raising to
powers.

Remark 8.2. It is also possible to interpret Jλ,2, part of the counting function for the
K3 family Xλ,2 (introduced in Section 7.5) in terms of Iλ using zeta functions. For
example, in Theorem 4.2 of [AOP02], it is shown that
Jλ,2 =
(
λ+1
p
)
L
(pi2+pi2+ p) and Iλ =−(pi+pi),
if {Eλ} has good reduction at p, where pi−1 is a root of the zeta function Z(Eλ/Fp,T) and(
λ+1
p
)
L
denotes the Legendre symbol. As pipi= p, it follows that pi2+pi2 ≡p (pi+pi)2 ≡p
I2
λ
. Therefore
Jλ,2 ≡p
(
λ+1
p
)
L
I2λ.
This implies that Jλ,2 ≡p 0 precisely when Iλ ≡p 0. Moreover, for any s ∈ Fp, we have
that Jλ,2 ≡p s if, and only if, (
λ+1
p
)
L
I2λ ≡p s.
The latter equivalence implies that I4
λ
≡p s2, which in turn implies that for any such
s, there exist at most 4 numbers s1, . . . , s4 ∈ Fp so that Iλ ≡p si for some i.
One can ask for the Picard numbers, and for which values of λ our surfaces Xλ,b
are modular; the case b= 2 was illustrated in [AOP02] using a theorem of Ribet on
“large” representations associated with newforms [Rib76].
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9. Appendix
We give a proof of the claim in Lemma 7.3.
Proof of Lemma 7.3. It suffices to show that
bn ·
∏n−1
j=0 (a+b j)
n!
is an integer when gcd(a,b) = 1, for all n ∈ N. In particular, let p|b and vp(b) = m.
Thus by Legendre we have
vp(n!)=
n− sp(n)
p−1 ≤ n≤mn= vp(b
n),
where sp(n) denotes the sum of the base-p digits of n. As the product
∏n−1
j=0 (a+b j) is
relatively prime to b, it follows that
vp
(
bn ·
∏n−1
j=0 (a+b j)
n!
)
≥ 0.
Let us now consider the case where p|a. As p - b, it follows that∣∣∣{a+b j ∣∣∣ j = 0, . . . ,n−1, pk|a+b j}∣∣∣≥ ⌊ n
pk
⌋
.
As in the proof of Legendre’s theorem, every additional power of p dividing a+ b j
contributes once to the p-adic valuation of the Pochhammer product. We thus have
vp
(
n−1∏
j=0
(a+b j)
)
≥
blogp(a+b(n−1))c∑
k=1
⌊
n
pk
⌋
≥
blogp(n)c∑
k=1
⌊
n
pk
⌋
= vp(n!).
Let us now consider a prime p - ab. As with p|a, we have
vp
(
bn ·
∏n−1
j=0 (a+b j)
n!
)
= vp
(∏n−1
j=0 (a+b j)
n!
)
.
We note that the valuations decompose as
vp
(∏n−1
j=0 (a+b j)
n!
)
= vp
(
n−1∏
j=0
(a+b j)
)
−vp(n!)
= vp
(
n−1∏
j=0
(a+b j)
)
−vp
(
n−1∏
j=0
(1+ j)
)
.
In this case, pk divides j+1 if, and only if, j = l pk−1, and pk divides b j+a if, and
only if, j = l pk−αk, αk ∈ {1, . . . , pk−1}, αkb≡pk a. It follows that
vp
(
bn ·
∏n−1
j=0 (a+b j)
n!
)
=
n−1∑
j=0
[
vp(a+b j)−vp(1+ j)
]
=∑
k
⌊
n−1+αk
pk
⌋
−
⌊
n
pk
⌋
≥ 0.
We have thus proven for all prime integers p that
vp
(
bn ·
∏n−1
j=0 (a+b j)
n!
)
≥ 0,
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and therefore that
bn ·
∏n−1
j=0 (a+b j)
n!
is an integer, as desired. 
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