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Abstract
We provide a sequence with high nonlinear complexity from the Hermitian func-
tion field H over Fq2 . This sequence was obtained using a rational function with
pole divisor in certain ` collinear rational places on H, where 2 ≤ ` ≤ q. In partic-
ular we improve the lower bounds on the kth-order nonlinear complexity obtained
by H. Niederreiter and C. Xing [12]; and O. Geil, F. O¨zbudak and D. Ruano [5].
1 Introduction
In recent years the study of sequences over finite fields has increased due to its applica-
tions in cryptography and pseudorandom number generation, see e.g. [5, 8, 10] and [12].
In cryptography, to assess the suitability of a pseudorandom sequence, the complexity-
theoretic and statistical requirements must be tested. In practice, both categories of tests
- complexity-theoretic and statistical - should be carried out since these two categories
are in a sense independent. For details on the testing of pseudorandom sequences in a
cryptographic context we refer the reader to [13]. In this paper we are concerned about
the complexity-theoretic analysis of pseudorandom sequences.
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One of the requirements of such sequences is that it should be very hard to replicate
the entire sequence from the knowledge of a part of it, that is, its complexity should be
large. Many different complexity measures are available in the literature, the most usual
being the linear complexity: the linear complexity L(tn) of a sequence tn = (t1, . . . , tn)
over Fq is the length m of a shortest linear recurrence relation
tj+m = cm−1tj+m−1 + · · ·+ c0tj, 0 ≤ j ≤ n−m− 1,
over Fq. We refer to the recent handbook [10] for a concise survey on linear complexity
of sequences and multisequences.
In the past years researchers have constructed various types of sequences and multi
sequences from function fields with large linear complexity, see [17, 18, 19] and [20]. In
[12], Niederreiter and Xing presented a type of complexity measure concerning to feedback
shift registers with feedback functions of higher algebraic degree, the so-called nonlinear
complexity. More precisely, for a non zero sequence tn of length n ≥ 1 over a finite field
Fq and k ∈ N, the nonlinear complexity N (k)(tn) is defined as the smallest m ∈ N for
which there exists a polynomial f ∈ Fq[x1, . . . , xm] of degree at most k in each variable
such that
ti+m = f(ti, ti+1, . . . , ti+m−1), for 1 ≤ i ≤ n−m.
If we allow the total degree of the polynomial f to be at most k a similar nonlinear
complexity L(k)(tn) can be found, see Definition 2.3.
In this paper we focus on the construction of sequences with large nonlinear complexity.
Recently, constructions of sequences from function fields with high nonlinear complexity
arose in work of H. Niederreiter and C. Xing [12]; Y. Luo, C. Xing, and L. You [8]; and O.
Geil, F. O¨zbudak and D. Ruano [5]. In [8] the authors construct sequences over Fq using
the rational and cyclotomic function fields. In [12, 5] the authors work over the Hermitian
function field H to construct sequences over Fq2 with large nonlinear complexity. Both
constructions make use of the action of a certain subgroup of the authomorphism group of
the function field on the Fq2-rational places on H and certain functions with poles only in
two rational places P1, P2 of small degree. A careful study on the pairs in the Weierstrass
semigroup
H(P1, P2) = {(a, b) ∈ N2 | ∃ f ∈ H with pole divisor (f)∞ = aP1 + bP2},
allows to obtain functions to construct sequences tn with some improvements on the
nonlinear complexities N (k)(tn) and L
(k)(tn). The results in [5,Theorems 1, 2] improve
the bounds in [12,Theorems 3, 4]: the lower bound for N (k)(tn) for all the parameters
and, for some range of the parameters, also improve the lower bound on L(k)(tn). It is
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worth mentioning that the theory of Weierstrass semigroups in more than one point has
attracted attention in the last years for applications also in Coding Theory, many results
on generators and full characterization, for special types of function fields and certain
sequences of rational points, can be found in the literature, see [1, 3, 9, 16] and references
therein.
In a variant of the sequence presented in [5] and [12] we provide a sequence from the
Hermitian function field H over Fq2 considering a special function with pole divisor in `
collinear rational places P1, . . . , P` on H, where 2 ≤ ` ≤ q. This function was obtained
using a characterization of the Weierstrass semigroup
H(P1, . . . , P`) = {(a1, . . . , a`) ∈ N` | ∃ f ∈ H with pole divisor (f)∞ = a1P1 + · · ·+a`P`},
see [9]. This new constructed sequence turns out to be longer than the ones provided
in [5] and [12] and improve the bounds in [5,Theorems 1, 2] for all the parameters and
[12,Theorem 4], see Theorems 3.1 and 3.3, Figures (1) and (2).
This paper contributes to the theory of nonlinear complexities by improving lower
bounds on nonlinear complexities of pseudorandom sequences. The paper is organized as
follows. In Section II, we introduce some preliminaries including nonlinear complexity and
the Hermitian function field. Using a characterization of the Weierstrass semigroup at `
collinear rational places P1, . . . , P` on Hermitian function field, in Section III we present
a new sequence over Fq2 . In the last Section IV we present comparisons between the new
lower bounds obtained for N (k)(tn) and L
(k)(tn) and the ones presented in [5] and [12].
2 Preliminaries
2.1 Nonlinear complexity of sequences
The following nonlinear complexity notion was first defined by H. Niederreiter and C.
Xing in [12] and it is also the main notion used in [11, 5] and [8].
Definition 2.1. Let tn = (t1, . . . , tn) be a sequence of length n ≥ 1 over a finite field
Fq and let k ∈ N. If ti = 0 for all i = 1, . . . , n, then we define the k-th order nonlinear
complexity N (k)(tn) to be 0. Otherwise, N
(k)(t1) := 1 and, for n ≥ 2, let N (k)(tn) be the
smallest m ∈ N for which there exists a polynomial f ∈ Fq[x1, . . . , xm] of degree at most
k in each variable such that
ti+m = f(ti, ti+1, . . . , ti+m−1), for 1 ≤ i ≤ n−m. (1)
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It is clear that N (k)(tn) ≥ 0 for all n ≥ 1, and if n = 2, then N (k)(tn) = 0 or 1. Now, for
n ≥ 3, since (1) is satisfied for m = n−1 with f = tn, we have that 0 ≤ N (k)(tn) ≤ n−1.
Note that if tn = (0, . . . , 0, 1), then N
(k)(tn) = n− 1, that is, N (k)(tn) ≤ n− 2 leads to a
contradiction.
Furthermore it suffices to consider 1 ≤ k ≤ q−1, since any polynomial f ∈ Fq[x1, . . . , xm]
can be represented by a polynomial g ∈ Fq[x1, . . . , xm] of degree at most q − 1 in each
variable, see [7]. For k ≥ q − 1, we have N (k)(tn) = N (q−1)(tn).
For a positive integer n1 ≤ n a initial sequence tn1 of tn = (t1, . . . , tn) means the
sequence tn1 = (t1, . . . , tn1).
Lemma 2.2. Let tn1 and tn2 be initial sequences of tn. If n1 ≤ n2, then N (k)(tn1) ≤
N (k)(tn2).
Proof. Let 1 ≤ n1 ≤ n2 ≤ n be integers and consider the initial sequences tn1 and tn2
of the sequence tn. If N
(k)(tn2) = m, then there exists f(x1, . . . , xm) ∈ Fq[x1, . . . xm] of
degree at most k in each variable satisfying
ti+m = f(ti, ti+1, . . . , ti+m−1), for 1 ≤ i ≤ n2 −m.
Since n1 ≤ n2, we have that the condition ti+m = f(ti, ti+1, . . . , ti+m−1), for 1 ≤ i ≤ n1−m
also is satisfied and the result follows.
A modified notion for nonlinear complexity, denoted by L(k)(tn), was also used in [12]
and [5]. The difference is that the condition “of degree at most k in each variable” in
N (k)(tn) is replaced with the condition “of total degree at most k” in L
(k)(tn).
Definition 2.3. Given a sequence tn = (t1, . . . , tn) of length n ≥ 1 over a finite field Fq
and k ∈ N, if ti = 0 for all i = 1, . . . , n, we define the k-th order nonlinear complexity
L(k)(tn) to be 0. Otherwise L
(k)(t1) := 1 and, for n ≥ 2, let L(k)(tn) be the smallest m ∈ N
for which there exists a polynomial f ∈ Fq[x1, . . . , xm] of total degree at most k such that
ti+m = f(ti, ti+1, . . . , ti+m−1), for 1 ≤ i ≤ n−m.
It is clear that L(k)(tn) ≥ N (k)(tn) for any k and sequence tn. We also observe that
L(1)(tn) is not the same as the linear complexity L(tn) since for the computation of
L(1)(tn) we accept degree one polynomials with constant term. In fact we always have
L(tn) ≥ L(1)(tn) and from a Remark on [7, p. 401] we also have L(1)(tn) ≥ L(tn)− 1.
Similarly to Lemma 2.2, we have that if tn1 and tn2 are initial sequences of tn with
n1 ≤ n2, then L(k)(tn1) ≤ L(k)(tn2).
In [12, Section IV], H. Niederreiter and C. Xing constructed a sequence sM from the
Hermitian function field over Fq2 with length M = (q − 1)(q2 − 1). The following result
give us the bounds obtained for N (k)(sn) and L
(k)(sn) for initial sequences of sM.
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Theorem 2.4. [12, Theorems 3 and 4] Let sn be a initial sequence of sM. Then, for any
integer 1 ≤ k ≤ q2 − 1 we have
N (k)(sn) ≥
b n
q2−1c(q2 − 1)− 1
b n
q2−1c+ q(q − 1)k
, (2)
and
L(k)(sn) ≥
b n
q2−1c(q2 − 1)− (q2 − q − 1)k − 1
b n
q2−1c+ k
, (3)
for the k-th order nonlinear complexity.
In [5], O. Geil, F. O¨zbudak and D. Ruano, using the same sequence as in the work
of Niederreiter and Xing and a special function with poles just in two points of small
degree, improved the bound (2) for all parameters and improved the bound (3) for some
parameters.
Theorem 2.5. [5, Theorems 1 and 2] Let sn be a initial sequence of sM. Then, for any
integer 1 ≤ k ≤ q2 − 1, we have
N (k)(sn) ≥
b n
q2−1c(q2 − 1)− (q − 1)
b n
q2−1c+ 2k(q − 1)
, (4)
and
L(k)(sn) ≥
b n
q2−1c(q2 − 1)− (k + 1)(q − 1)
b n
q2−1c+ k(q − 1)
, (5)
for the k-th order nonlinear complexity.
2.2 The Hermitian function field
Let q be a prime power and let H = Fq2(x, y) | Fq2 be the Hermitian function field over
Fq2 of the algebraic curve whose affine equation is
yq + y = xq+1.
This curve is absolutely irreducible, non-singular of genus g = q(q−1)/2. We note that the
Hermitian curve is a well-known example of a maximal curve and has been widely studied
on the theory of curves over finite fields, including an extensive range of applications in
coding theory. For each x = a ∈ Fq2 , the equation yq + y = aq+1 has q distinct roots
in Fq2 . So, the curve has q3 affine rational points. In addition to these points, there is
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a single point at infinity, denoted by P∞, which is the common pole of x and y. These
q3 + 1 rational points correspond to the same number of places of degree one in H and
are denoted by Pab where b
q + b = aq+1, a, b ∈ Fq2 , and P∞. For simplicity, we will use the
term rational place to indicate a place of degree one over Fq2 from now on throughout the
paper. Given a function f in H we denote by (f) and (f)∞ the divisor and pole divisor
of f respectively.
Fix a ∈ F∗q2 and let P∞, P1 = Pab1 , . . . , Pq = Pabq be q+ 1 be distinct collinear rational
places on H, where bqi + bi = aq+1, for each i = 1, . . . , q. For 2 ≤ ` ≤ q + 1 a complete
characterization of the Weierstrass semigroup
H(P∞, P1, . . . , P`−1) = {(a0, . . . , a`−1) | ∃f ∈ H (f)∞ = a0P∞ + a1P1 + · · ·+ a`−1P`−1}
was determined in [9].
The divisors of the functions x− a and y in H are given, respectively, by
(x− a) =
q∑
i=1
Pi − qP∞ and (y) = (q + 1)P00 − (q + 1)P∞.
For each i = 1, . . . , q, consider the function fi := y − bi − aq(x− a). So, the divisor of
fi is
(fi) = (q + 1)Pi − (q + 1)P∞. (6)
Then for each 2 ≤ ` ≤ q + 1, the pole divisor of the function
h` :=
(x− a)q
f1 · · · f`−1 (7)
is given by
(h`)∞ = ((q − `)(q + 1) + 1)P∞ + P1 + . . .+ P`−1, 2 ≤ ` ≤ q, (8)
and
(hq+1)∞ = P1 + . . .+ Pq.
Let Aut(H/Fq2) be the automorphism group of the Hermitian function field H that
fixes the elements in Fq2 . This group was determined in [6] and [14] and it is isomor-
phic to the projective unitary group PGU(3, q2) of order q3(q2 − 1)(q3 + 1). Denote by
AutP∞(H/Fq2) the subgroup of Aut(H/Fq2) fixing P∞. In [4] the authors gave a char-
acterization of AutP∞(H/Fq2). This subgroup has order q3(q2 − 1) and consists of all
automorphisms σ with
σ(x) = x+ a, σ(y) = q+1y + aqx+ b, (9)
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where  ∈ F∗q2 , a ∈ Fq2 and bq+b = aq+1. In fact the whole group Aut(H/Fq2) is generated
by AutP∞(H/Fq2) and the involution τ(x) = xy , τ(y) = 1y .
In the following we collect some properties on automorphisms that can be found in
[12, Lemma 2.1] or [15, Section 8.2] and will be useful for the results in the next section.
Lemma 2.6. Let P be a rational place on H and vP be the discrete valuation at P . For
any σ ∈ Aut(H/Fq2) and f a function on the function field H we have
i) σ(P ) is also a rational place;
ii) vσ(P )(σ(f)) = vP (f);
iii) σ(f)(σ(P )) = f(P ) if vP (f) ≥ 0.
3 Sequences with high nonlinear complexity using
certain rational places on Hermitian function field
Let H be the Hermitian function field and P∞, P1 = Pab1 , . . . , Pq = Pabq be q + 1 be
distinct collinear rational places on H as in Section 2.2. Let  be a primitive element of
Fq2 and consider the automorphism σ ∈ AutP∞(H/Fq2) of order q2 − 1 given by:
σ(x) = x, σ(y) = q+1y. (10)
Note that under the action of σ on P1, . . . , Pq we obtain q orbits each containing
exactly q2 − 1 distinct rational places of H, denoted by:
P1, σ(P1), . . . , σ
q2−2(P1),
P2, σ(P2), . . . , σ
q2−2(P2),
...
Pq, σ(Pq), . . . , σ
q2−2(Pq).
We notice the only rational places on H that does not appear on these orbits are the q
ones corresponding to P0b, where b
q + b = 0. For each 2 ≤ ` ≤ q, the choice of h` given in
Equation (7) guarantee that the sequence
s(i−1)(q2−2)+j := h`(σ
j(Pi)), where 1 ≤ i ≤ q and 1 ≤ j ≤ q2 − 2,
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is well defined and has length M = q(q2 − 2). The sequence sM := (s1, . . . , sM) is not
identically zero since h` has at most (q − `)(q + 1) + ` zeros. Explicitly we have the
following sequence:
s1 = h`(σ(P1)), s2 = h`(σ
2(P1)), . . . sq2−2 = h`(σq
2−2(P1))
sq2−1 = h`(σ(P2)), sq2 = h`(σ2(P2)), . . . s2(q2−2) = h`(σq
2−2(P2))
...
s(q−1)(q2−2)+1 = h`(σ(Pq)), s(q−1)(q2−2)+2 = h`(σ2(Pq)), . . . sq(q2−2) = h`(σq
2−2(Pq)),
which is a large sequence than the one presented in [5] and [12].
Theorem 3.1. Under notation and assumptions as above, let 1 ≤ n ≤M = q(q2 − 2) be
an integer and consider the initial sequence sn = (s1, . . . , sn) of the sequence sM as above.
For any integer 1 ≤ k ≤ q2 − 2, we have
N (k)(sn) ≥
b n
q2−2c(q2 − 2)− (`− 1)
b n
q2−2c+ kq(q + 1− `)
, (11)
for the k-th order nonlinear complexity.
Proof. If n < q2 − 2, then the lower bound is trivial. Hence we assume that n ≥ q2 −
2 without loss of generality. Suppose that there exists a polynomial f(x1, . . . , xm) ∈
Fq2 [x1, . . . xm], where 1 ≤ m ≤ q2 − 3, of degree at most k in each variable such that
sm+λ = f(sλ, sλ+1, . . . , sλ+m−1) for 1 ≤ λ ≤ n−m, (12)
and n ≥ m + 1. By Lemma 2.2 it is enough to prove the result for n = r(q2 − 2), with
1 ≤ r ≤ q. For t = 1, . . . , q2 − 2−m and i = 1, . . . , r we have
s(i−1)(q2−2)+m+t = f(s(i−1)(q2−2)+t, s(i−1)(q2−2)+t+1, . . . , s(i−1)(q2−2)+m+t−1)
which is equivalent to
h`(σ
m+t(Pi)) = f(h`(σ
t(Pi)), . . . , h`(σ
t+m−1(Pi))). (13)
Define the function w in H as
w := −σ−m(h`) + f(h`, σ−1(h`), . . . , σ−(m−1)(h`)).
From Equation (2.2) we have deg(h`)∞ = ((q − `)(q + 1) + 1) + ` − 1, vP∞(h`) =
−((q − `)(q + 1) + 1), and vPi(h`) = −1, for all i = 1, . . . , `− 1.
8
Thus, by Lemma 2.6 item (ii), it follows that vσ−m(P1)(σ
−m(h`)) = vP1(h`) = −1, and
so the place σ−m(P1) is a pole of σ−m(h`). On the other hand for each b = 0, . . . ,m − 1
we have vσ−m(P1)(σ
−b(h`)) = vP1(σ
m−b(h`)) and the divisor
(σm−b(h`))∞ = ((q − `)(q + 1) + 1)P∞ + σm−b(P1) + . . .+ σm−b(P`−1),
and we conclude that σ−m(P1) is not a pole of σ−b(h`). This yields the function w 6= 0.
Now we are going to determine bounds on the number of poles and zeros of the
function w. By Lemma 2.6 item (iii), if vQ(h`) ≥ 0, then, for a integer j, we have that
h`(σ
j(Q)) = σ−j(h`(Q)). Now, the poles of h` are P∞, P1, . . . , P`−1 and, by definition of
σ, it follows that vσk(Pi)(h`) ≥ 0 for all 1 ≤ k ≤ q2 − 2 and 1 ≤ i ≤ r. So, by Lemma 2.6
item (iii), it follows that for a integer j
h`(σ
j+k(Pi)) = h`(σ
j(σk(Pi))) = σ
−j(h`)(σk(Pi)).
Thus, for 1 ≤ t ≤ q2 − 2−m, we have
w(σt(Pi)) = −σ−m(h`)(σt(Pi))
+f(h`(σ
t(Pi)), σ
−1(h`)(σt(Pi)), . . . , σ−(m−1)(h`)(σt(Pi)))
= −h`(σm+t(Pi)) + f(h`(σt(Pi)), h`(σt+1(Pi)), . . . , h`(σt+m−1(Pi)))
= 0 (by (13)).
Then, we can conclude that
w(σ(Pi)) = . . . = w(σ
q2−2−m(Pi)) = 0, for all i = 1, . . . , r.
So,
deg(w)0 ≥ r(q2 − 2−m). (14)
For 2 ≤ ` ≤ q the pole divisor of h` is (h`)∞ = ((q− `)(q+ 1) + 1)P∞+P1 + . . .+P`−1
and, by Lemma 2.6 item (ii),
vσ−j(P∞)(σ
−j(h`)) = vP∞(h`) = −((q−`)(q+1)+1) and vσ−j(Pk)(σ−j(h`)) = vPk(h`) = −1,
for each k = 1, . . . , `− 1 and j = 0, . . . ,m− 1. For the pole divisor of σ−j(h`) we have
(σ−j(h`))∞ = ((q − `)(q + 1) + 1)P∞ + σ−j(P1) + . . .+ σ−j(P`−1).
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Thus
(f(h`, σ
−1(h`), . . . , σ−(m−1)(h`)))∞ ≤
km((q − `)(q + 1) + 1)P∞ + k
∑`−1
i=1 Pi + k
∑`−1
i=1 σ
−1(Pi) + . . .+ k
∑`−1
i=1 σ
−(m−1)(Pi),
and
(σ−m(h`))∞ = ((q − `)(q + 1) + 1)P∞ + σ−m(P1) + . . .+ σ−m(P`−1).
Therefore,
deg(w)∞ ≤ km((q − `)(q + 1) + 1) + km(`− 1) + (`− 1).
Since deg(w)0 = deg(w)∞, we can conclude that
m ≥ r(q
2 − 2)− (`− 1)
kq(q + 1− `) + r .
Remark 3.2. Taking ` = q in (11) of Theorem 3.1 give us
N (k)(sn) ≥
b n
q2−2c(q2 − 2)− (q − 1)
b n
q2−2c+ kq
,
which is a improved lower bound on N (k)(sn), for q ≥ 3 and 2 ≤ k ≤ q2 − 2, compared to
the lower bound (4) in Theorem 2.5.
In fact, let r1 := b nq2−1c and r2 := b nq2−2c. So r1 ≤ r2 ≤ r1 + 1, that is, r2 = r1 + λ,
where λ is equal to 0 or 1. We remember that 1 ≤ r1, r2 ≤ q.
Note that, if q ≥ 3, then
q2 > 2q ⇒ 2(q2 − q − 1) > q2 − 2⇒ (kq − 2k)(q2 − q − 1) > q2 − 2.
So, we get (kq − 2k − 1)(q2 − 2) > (kq − 2k)(q − 1) and, since r1 ≤ q < q2 − 2, we have
that (kq − 2k − 1)(q2 − 2) + (q2 − 1)− r1 > (kq − 2k)(q − 1).
Thus, we can conclude that
(r1 + λ)[(kq − 2k)(q2 − 2)− r1 − kq]− (kq − 2k)(q − 1) > 0
⇒ (r1 + λ)[(kq − 2k)(q2 − 2)− r1 − kq] + λkq(q2 − 1) + λ(q − 1)− (kq − 2k)(q − 1) > 0
⇒ (r1 + λ)(q
2 − 1)− (r1 + λ)− (q − 1)
(r1 + λ) + kq
>
r1(q
2 − 1)− (q − 1)
r1 + kq + (kq − 2k)
⇒ b
n
q2−2c(q2 − 2)− (q − 1)
b n
q2−2c+ kq
>
b n
q2−1c(q2 − 1)− (q − 1)
b n
q2−1c+ 2k(q − 1)
.
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For the order nonlinear complexity L(k)(sn) given in Definiton 2.3 we have the following
result.
Theorem 3.3. Under notation and assumptions as above, let 1 ≤ n ≤M = q(q2 − 2) be
an integer and consider the initial sequence sn = (s1, . . . , sn) of the sequence sM as above.
For any integer 1 ≤ k ≤ q2 − 2, we have
L(k)(sn) ≥
b n
q2−2c(q2 − 2)− (`− 1)− k((q − `)(q + 1) + 1)
b n
q2−2c+ k(`− 1)
(15)
for the k-th order nonlinear complexity.
Proof. We use the same approach as in the proof of Theorem 3.1 but here we assume that
f(x1, . . . , xm) is a polynomial in Fq2 [x1, . . . xm] of total degree at most k.
Then the part of the proof after display (14) changes as follows:
Let g(x1, . . . , xm) = cx
i1
1 . . . x
im
m ∈ Fq2 [x1, . . . xm] be any monomial having a nonzero
coefficient in f(x1, . . . , xm). We have i1 + . . .+ im ≤ k and the pole divisor of the function
g(h`, σ
−1(h`), . . . , σ−(m−1)(h`)) satisfies
(g(h`, σ
−1(h`), . . . , σ−(m−1)(h`)))∞ ≤ k((q − `)(q + 1) + 1)P∞ (16)
+ i1
`−1∑
i=1
Pi + i2
`−1∑
i=1
σ−1(Pi) + . . .+ im
`−1∑
i=1
σ−(m−1)(Pi).
(17)
For the pole divisor of w we obtain
(w)∞ ≤ k((q − `)(q + 1) + 1)P∞ (18)
+ k
`−1∑
i=1
Pi + k
`−1∑
i=1
σ−1(Pi) + . . .+ k
`−1∑
i=1
σ−(m−1)(Pi) + σ−m(P1) + . . .+ σ−m(P`−1).
(19)
In particular we have
deg(w)∞ ≤ k((q − `)(q + 1) + 1) + km(`− 1) + (`− 1).
Since deg(w)0 ≥ r(q2 − 2−m) and deg(w)0 = deg(w)∞, we conlude
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m ≥ r(q
2 − 2)− (`− 1)− k((q − `)(q + 1) + 1)
r + k(`− 1)
and hence we complete the proof.
Remark 3.4. Taking ` = q in (15) of Theorem 3.3 give us
L(k)(sn) ≥
b n
q2−2c(q2 − 2)− (q − 1)− k
b n
q2−2c+ k(q − 1)
,
which is a improved lower bound on L(k)(sn), for q ≥ 5 and 2 ≤ k ≤ q2 − 2, compared to
the lower bound (5) in Theorem 2.5 for all parameters.
In fact, as in Remark 3.2 let r1 := b nq2−1c and r2 := b nq2−2c. So r1 ≤ r2 ≤ r1 + 1, that
is, r2 = r1 + λ where λ is equal to 0 or 1. Again, we remember that 1 ≤ r1, r2 ≤ q.
First suppose λ = 0. Note that if q ≥ 5 then q+1
q−2 ≤ 2 ≤ k. So r1 < k(q − 2), that is,
r1 + k < k(q − 1). Thus we conclude that
b n
q2−2c(q2 − 2)− (q − 1)− k
b n
q2−2c+ k(q − 1)
>
b n
q2−1c(q2 − 1)− (k + 1)(q − 1)
b n
q2−1c+ k(q − 1)
.
Now suppose λ = 1. Note that q3−2q2−2q > 0. So (q−1)(q2−2)+q−r21−r1−2 > 0
since r1 ≤ q. Then we have that k2[(q − 1)2 − (q − 1)] + k[q − 1)(q2 − 2) + q − 1− r1] +
q − r21 − r1 − 1 > 0, and we conclude that
r1(q
2 − 1)− r1 − k − (q − 1) + (q2 − 1)
r1 + 1 + k(q − 1) >
r1(q
2 − 1)− k(q − 1)− (q − 1)
r1 + k(q − 1) ,
that is,
b n
q2−2c(q2 − 2)− (q − 1)− k
b n
q2−2c+ k(q − 1)
>
b n
q2−1c(q2 − 1)− (k + 1)(q − 1)
b n
q2−1c+ k(q − 1)
.
We observe that
• for q = 3: if λ = 0 then we have a improvement for the bound of Theorem 3.3 for
k ≥ 4, and if λ = 1 then we have a improvement for the bound of Theorem 3.3 for k ≥ 1;
• for q = 4: λ = 0, then we have a improvement for the bound of Theorem 3.3 for
k ≥ 3, and if λ = 1 then we have a improvement for the bound of Theorem 3.3 for k ≥ 1.
Remark 3.5. We note that for ` = q the lower bound in (15) of Theorem 3.3 improves
the bound (3) in Theorem 2.4 if (q3 − 2q2)k2 + (r2(2q2 − q − 3)− r1(q3 − q2 − q + 2))k +
r2 − r1(q − 1)− r1r2 > 0, with r1 and r2 as above.
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4 Comparison of the Bounds
In this section we compare the bounds determined in this paper in Theorems 3.1 and 3.3
with the corresponding ones presented in Theorem 2.4 and Theorem 2.5.
To make these comparisons let’s define
• N (k)1 (n) :=
b n
q2−2c(q2 − 2)− (q − 1)
b n
q2−2c+ kq
(as in Theorem 3.1 with ` = q);
• N (k)2 (n) :=
b n
q2−1c(q2 − 1)− (q − 1)
b n
q2−1c+ 2k(q − 1)
(as in Theorem 2.5);
• L(k)1 (n) :=
b n
q2−2c(q2 − 2)− (q − 1)− k
b n
q2−2c+ k(q − 1)
(as in Theorem 3.1 with ` = q);
• L(k)2 (n) :=
b n
q2−1c(q2 − 1)− (k + 1)(q − 1)
b n
q2−1c+ k(q − 1)
(as in Theorem 2.5);
In Figure 1, taking q = 32 and setting k = 5 we compare N (k)(sn) as in Theorem 3.1
and N (k)(sn) as in Theorem 2.5 for the different values of length n.
In Figure 2, taking q = 32 and setting k = 20 we compare L(k)(sn) as in Theorem 3.3
and L(k)(sn) as in Theorem 2.5 for the different values of length n.
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