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Abstract
We consider the holographic duality for a generic bulk theory of scalars coupled to
gravity. By studying the fluctuations around Poincare´ invariant backgrounds with
non-vanishing scalars, with the scalar and metric boundary conditions considered
as being independent, we obtain all one- and two-point functions in the dual renor-
malization group flows of the boundary field theory. Operator and vev flows are
explicitly distinguished by means of the physical condensates. The method is ap-
plied to the GPPZ and Coulomb branch flows, and field theoretical expectations
are confirmed.
1 Introduction
In the past years, holographic dualities have been used extensively in the study
of quantum field theories. According to the holographic principle, the proper-
ties of a quantum field theory living on the boundary of a certain bulk space-
time are in one-to-one correspondence with the dynamics of a field theory
living in that bulk [1,2]. The duality most studied (and very well understood)
is the correspondence between conformal field theories and field theories liv-
ing on anti-de Sitter bulk spaces (AdS/CFT correspondence), e.g., the duality
between N = 4 SYM theory and gauged N = 8 super gravity on AdS5 × S5
[3–5].
In general, the bulk theories also allow for solutions that describe asymptot-
ically AdS spaces. In the case of N = 8 super gravity, these gravitational
backgrounds have been interpreted as the duals of N = 4 SYM theory either
perturbed by the insertion of relevant operators or given a non-zero vacuum
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expectation value (vev) of some scalar operator [6–13]. Formulated more gen-
erally, asymptotically AdS bulk geometries describe the renormalization group
(RG) flows of boundary field theories with conformal UV fixed points [14–22].
Using the recipe of the AdS/CFT correspondence, the correlation functions of
operators in boundary field theories with RG flows can be obtained by studying
the fluctuations in the bulk theory around the background flow solutions. This
procedure has been applied to the operator flow of Girardello, Petrini, Porrati
and Zaffaroni (GPPZ) [12] as well as to some of the Coulomb branch vacuum
flows of N = 4 SYM theory [11,23]. The correlation functions obtained so
far inlude various two-point functions for scalar operators and the traceless
transveral parts of the two-point functions of the energy momentum tensor
[24–26,11,27–30], as well as the two-point functions of R-currents [31]. In [30],
also the fermion, vector and gravitino sectors of the super gravity fluctuations
are discussed.
In the present paper, we shall consider in detail a generic bulk theory consisting
of scalars coupled to gravity. Our improvements with respect to preceding work
[28–30] will be two-fold. First, although the fluctuations of the active scalars
(scalars having a non-zero background) are coupled to the metric fluctuations,
their respective boundary values are prescribed independently, since they are
the sources in the boundary field theory. This enables us to obtain, in addition
to the scalar two-point function, the complete energy momentum tensor two-
point function as well as the mixed scalar–energy momentum tensor two-point
function. Second, we are able to distinguish explicitly between the operator
and the vev flows. In the former, the boundary field theory is perturbed by
inserting a scalar operator into the boundary field theory action with a finite
coupling, whereas in the latter there is a change of the vacuum of the field
theory. While all one-point functions in the operators flows vanish, the vev
flows explicitly exhibit a condensate. These one-point functions are generated
by the addition of counter terms necessary to render the generating functional
finite.
As a preliminary, it is instructive to consider the foundation of holography,
namely the correspondence formula
〈
e−
∫ √
gˆ ddxO(x)φˆ(x)
〉
0
≡ e−S[φˆ,gˆij ] . (1)
On the right hand side, S[φˆ, gˆ] denotes the (properly renormalized) on-shell
action of the bulk field theory as a functional of prescribed boundary data
φˆ and gˆij. On the left hand side, we have the generating functional for the
boundary quantum field theory, which lives on a background with metric gˆij ,
and whose action functional is equal to the action functional at an ultraviolet
fixed point perturbed by the insertion of the relevant operator O with coupling
φˆ. The expectation value on the left hand side of eqn. (1) is taken with respect
2
to the unperturbed fixed point action, indicated by the index 0. From eqn. (1)
follow straightforwardly the correlation functions of the boundary field theory,
〈O(x)〉φˆ =
1√
gˆ(x)
δS
δφˆ(x)
, (2)
〈O(x)O(y)〉φˆ =
1√
gˆ(x)
√
gˆ(y)
[
− δ
2S
δφˆ(x)δφˆ(y)
+
δS
δφˆ(x)
δS
δφˆ(y)
]
, etc. (3)
In eqns. (2) and (3), the expectation values are calculated in the perturbed
boundary field theory, indicated by the index φˆ.
In the remainder of this section, ley us give a brief outlook of the rest of the
paper. We shall explain the general method in Sec. 2, which is subdivided into
two parts. In subsection 2.1 we present in detail the equations of motion and
the on-shell action of the bulk field theory, with special emphasis on our new
gauge choice. The resulting equations of motion for the active scalars and the
bulk graviton are coupled, so that, in the case of one scalar, they give rise
to a third order ordinary differential equation (ODE). However, one solution
is found, which guarantees the reduction of the problem to a second order
ODE. The reader is referred to the appendix for matters of notation and
for some relevant formulae, which are used in subsection 2.1. In subsection
2.2 we explain how the on-shell action is expressed in terms of the sources
of the boundary field theory, which is essential for obtaining the correlation
functions. Three cases are distinguished: operator flows involving active scalar
operators of dimension ∆ > d/2, vev flows for these operators, and vev flows
for operators of dimension ∆ = d/2. In the latter two, the appearance of the
condensate is demonstrated. In Sec. 3 we shall apply our method to the GPPZ
and Coulomb branch flows. The algebra involved, especially the factorization
of the third order differential equations, is quite complex. Therefore, we had
to make extensive use of symbolic algebra software (Maple). The reader is
guided through the essential steps of the calculation with only the results of
them given. Finally, Sec. 4 contains conclusions.
2 General Method
2.1 Equations of Motion and on-Shell Action
We consider a generic bulk field theory containing scalars coupled to gravity
with the following action,
S = Sbulk + Ssurf , (4)
3
where the bulk term is given by 2
Sbulk =
∫
dd+1x
√
g˜
[
−R˜ + 1
2
g˜µν∂µφ
I∂νφ
I − V (φ)
]
. (5)
We assume that the potential V (φ) can be written in terms of a “super po-
tential” U(φ) as
V =
d
4(d− 1)U
2 − 1
2
(
∂U
∂φI
)2
. (6)
This relation holds for actions S stemming from super gravity theories, but
might in fact be more general (see [32] and references therein). The surface
term of the action, Ssurf , consists of the Gibbons–Hawking term containing the
second fundamental form, H , and a series of counter terms [33–36], of which
we shall write explicitly only the first one, since the others do not contribute
to the non-local correlation functions,
Ssurf =
∫
ddx
√
g [2H − U(φ) + · · · ] . (7)
Our specific choice for the counter term is inspired by the Hamilton-Jacobi
method in holography [37].
We are interested in the on-shell action for fluctuations around a given back-
ground solution. Let us write
φI → φI + ϕI , g˜µν → g˜µν + hµν ,
where ϕI and hµν are fluctuations around a solution given by φ
I and g˜µν . Then,
the first order variation of Sbulk is obtained as (N
µ is the surface normal vector)
δSbulk[φ, g˜;ϕ, h] =
∫
ddx
√
g
[
Nµ∇˜νhλρ
(
g˜µν g˜λρ − g˜µλg˜νρ
)
+NµϕI∂µφ
I
]
,
(8)
where we have used the equations of motion,
∇˜2φI + ∂V
∂φI
= 0 , (9)
R˜µν − 1
2
∂µφ
I∂νφ
I − 1
2
g˜µν
[
R˜− 1
2
g˜λρ∂λφ
I∂ρφ
I + V (φ)
]
= 0 , (10)
in order to eliminate the bulk integral.
2 Our conventions for the curvature tensor are Rµνρλ = ∂ρΓ
µ
νλ+Γ
µ
ρσΓ
σ
νλ− (ρ↔
λ), Rµν = R
ρ
µρν . We have adorned with a tilde quantities belonging to (d+1) space
to distinguish them from those of the d-dimensional hyper surfaces.
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To eqn. (8), we add the first order variation of the surface term, Ssurf , and find
δS[φ, g˜;ϕ, h] =
∫
ddx
√
g
[(
∂rφ
I − ni∂iφI
n
− ∂U
∂φI
)
ϕI −
(
H ij −Hgij + 1
2
Ugij
)
hij
]
.
(11)
In order to obtain eqn. (11), we have made use of the geometric relations
governing hyper surfaces, which are listed in appendix A.
Eqn. (11) can be used to calculate the on-shell action to second order in the
fluctuations around a given background solution, φ¯, ¯˜g, using the simple formula
S[φ¯+ ϕ, ¯˜g + h] = S[φ¯, ¯˜g] + δS[φ¯+ ϕ/2, ¯˜g + h/2;ϕ, h] +O((ϕ, h)3) . (12)
Specifically, we are interested in d-Poincare´ invariant background solutions of
the form
φ¯I = φ¯I(r) , ds2 = dr2 + e2A(r)ηijdx
idxj . (13)
For a potential V of the form (6), such an ansatz satisfies the equations of
motion (9) and (10), if [10,32,17]
∂rφ¯
I =
∂U
∂φ¯I
, ∂rA(r) = − 1
2(d− 1)U [φ¯(r)] . (14)
Let us continue with linearizing the equations of motion, eqns. (9) and (10),
around the background (13). First, eqn. (9) yields
(
∂2r + dA
′∂r + e
−2A
✷
)
ϕI +
∂2V
∂φ¯I∂φ¯J
ϕJ +
∂V
∂φ¯I
hrr − 1
2
∂U
∂φ¯I
(
∂rhrr − ∂rhii + 2∂ihir
)
= 0 .
(15)
Regarding our notation, ✷ = ∂i∂i and ∂
i = ηij∂j , but h
i
r = g¯
ijhjr and h
i
j =
g¯ikhkj.
Second, multiplying eqn. (10) by NµNν and using the equation of Gauss, eqn.
(A.6), one finds
R +H ijH
j
i −H2 +NµNν∂µφI∂νφI −
1
2
g˜µν∂µφ
I∂νφ
I + V (φ) = 0 , (16)
whose linear form is
e−2AP ijh
j
i +
1
2
U(φ¯)(∂rh
i
i − 2∂ihir) + V (φ¯)hrr +
∂U
∂φ¯I
∂rϕ
I +
∂V
∂φ¯I
ϕI = 0 . (17)
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The symbol P ij denotes the transversal projector,
P ij = ∂
i∂j − δij✷ . (18)
Third, the mixed components of Einstein’s equation are obtained by multi-
plying eqn. (10) by Nµδνi and using the equation of Codazzi, eqn. (A.7), with
the result
∂iH −∇jHji −
1
2
Nµ∂µφ
I∂iφ
I = 0 . (19)
Linearizing eqn. (19) yields
∂r(∂
jhij − ∂ihjj) + P ijhjr −
1
2
U(φ¯)∂ihrr − ∂U
∂φ¯I
∂iϕI = 0 . (20)
Last, the only part of the tangential components of eqn. (10) that is indepen-
dent of eqns. (15), (17) and (20) is the following equation for the traceless
transversal part of hij, (
∂2r + dA
′∂r + e
−2A
✷
)
h˘ij = 0 , (21)
where
h˘ij =
1
✷2
Πij
k
l h
l
k , Π
i
j
k
l =
1
2
(P ikPjl + P
i
l P
k
j )−
1
d− 1P
i
jP
k
l . (22)
Eqn. (21) is identical to the equation for a free massless scalar, as is well
known.
After differentiating eqn. (17) with respect to r, one can eliminate P ijh
j
i using
eqns. (17) and (20), and then use eqn. (15) to obtain
d
2
U(φ¯)∂rhrr − 2V (φ¯)hrr + (d− 1)e−2A✷hrr + 2(d− 1) ∂U
∂φ¯I
∂rϕ
I − 2 ∂V
∂φ¯I
ϕI
+ (d− 1)∂r(∂rhii − 2∂ihir)− U(φ¯)(∂rhii − 2∂ihir) = 0 . (23)
The two equations (15) and (23) depend on the three variables ϕI , hrr, and
(∂rh
i
i − 2∂ihir), the last of which can be eliminated by fixing a suitable gauge.
We shall do this now.
Under a diffeomorphism, δg˜µν =
¯˜∇µξν + ¯˜∇νξµ, the components of the metric
fluctuations transform as
δhij = ∂iξj + ∂jξi + 2A
′g¯ijξr , (24)
δhir = ∂iξr + ∂rξi − 2A′ξi , (25)
δhrr = 2∂rξr . (26)
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Thus, the combination ∂rh
i
i−2∂ihir, which appears in the equations of motion
(15) and (17), transforms as
δ(∂rh
i
i − 2∂ihir) = 2d ∂r(A′ξr)− 2e−2A✷ξr . (27)
Hence, we can use first ξr to fix ∂rh
i
i−2∂ihir = 0, and then ξi to obtain hir = 0.
Thus, our gauge is
∂rh
i
i = h
i
r = 0 . (28)
The gauge (28) is accessible via non-singular gauge transformations and does
not involve the field sources. 3
In the gauge (28), the equations of motion (15), (17) and (20) become
(
∂2r + dA
′∂r + e
−2A
✷
)
ϕI +
∂2V
∂φ¯I∂φ¯J
ϕJ +
∂V
∂φ¯I
hrr − 1
2
∂U
∂φ¯I
∂rhrr = 0 , (29)
e−2AP ijh
j
i + V (φ¯)hrr +
∂U
∂φ¯I
∂rϕ
I +
∂V
∂φ¯I
ϕI = 0 , (30)
and
∂r∂
jhij −
1
2
U(φ¯)∂ihrr − ∂U
∂φ¯I
∂iϕI = 0 , (31)
respectively, whereas eqn. (23) becomes
d
2
U(φ¯)∂rhrr − 2V (φ¯)hrr + (d− 1)e−2A✷hrr + 2(d− 1) ∂U
∂φ¯I
∂rϕ
I − 2 ∂V
∂φ¯I
ϕI = 0 .
(32)
Eqns. (29) and (32) form a system of coupled ODEs for hrr and ϕ
I . One
solution can be easily found by trial and error and is given by
ϕI = χ
∂U
∂φ¯I
, hrr = 2∂rχ , (33)
where χ satisfies the first order ODE
U(φ¯)∂rχ + ∂rU [φ¯(r)]χ+
2(d− 1)
d
e−2A✷χ = 0 . (34)
3 In contrast, the gauge ∂rh
i
i − 2∂ihir = dA′hrr, which would eliminate the terms
with ∂rhrr from eqn. (23), needs a singular ξr in the asymptotic region (r → ∞).
The fields would thus aquire a spurious asymptotic behaviour, and we must reject
this gauge. One could also use ξr to eliminate hrr, as was done in [28]. However, the
resulting fluctuation equations appeared to be difficult to analyze.
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Hence, in the case of only one active scalar, ϕ, the ODE (34) directly translates
into a first order ODE of the form [∂r + c(r)]ϕ = 0 for the special solution
given by eqn. (33), with a unique function c(r). This means that the third order
equation of motion for the general ϕ stemming from the system of equations
(29) and (32) factorizes into the form
[∂2r + a(r)∂r + b(r)][∂r + c(r)]ϕ = 0 . (35)
Finding the functions a(r) and b(r) is straightforward and is similar to the
division of polynomials. This fact makes our approach feasible.
We shall now turn our attention to the on-shell action. It is straightforward
to realize that, for a background of the form (13), both the background value
and the first order variation of S vanish,
S[φ¯, ¯˜g] = 0 , (36)
δS[φ¯, ¯˜g;ϕ, h] = 0 . (37)
Eqn. (36) means that the normalization of the expectation values in eqns. (2)
and (3) is the same as for the unperturbed theory. Moreover, it is necessary
in supersymmetric settings. Eqn. (37) seems to imply that holographic one-
point functions vanish. This observation has already been made by Arutyunov,
Frolov and Theisen [29]. However, this fact survives only, if no additional
counter terms are needed, which is the case for operator flows. We shall discuss
this point in subsection 2.2.
In order to obtain the term of S quadratic in the fluctuations, we expand the
second term of the right hand side of eqn. (12) and obtain, after substituting
the background (13),
S[φ¯+ ϕ, ¯˜g + h] =
∫
ddx
√
g¯
[
1
2
ϕI∂rϕ
I − 1
2
∂2U
∂φ¯I∂φ¯J
ϕIϕJ +
1
4
hij∂rh
j
i −
1
4
hii∂rh
j
j
−1
4
∂U
∂φ¯I
ϕI(hrr + h
i
i)−
1
8
U(φ¯)hiihrr −
1
2
hij∂ih
j
r +
1
2
hii∂jh
j
r
]
+ · · · .
(38)
It takes only a few steps to show that, by virtue of eqn. (20) and the gauge
(28), eqn. (38) can be rewritten as
S =
1
4
∫
ddx
√
g¯
[
2ϕI∂rϕ
I − 2 ∂
2U
∂φ¯I φ¯J
ϕIϕJ − ∂U
∂φ¯I
ϕIhrr
+hij
1
✷2
∂r
(
Πji
k
l h
l
k
)
+
d
d− 1h
i
jP
j
i
1
✷2
∂r(P
k
l h
l
k)
]
.
(39)
The last term on the first line will not contribute to the non-local two-point
functions.
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2.2 Sources and Responses
We shall begin this section introducing the reader to what we exactly mean by
the terms “sources” and “responses.” In the case of scalar fields in a pure AdS
background, these notions are identical to the regular and irregular boundary
data, respectively [38]. In the AdS/CFT correspondence, they have been used
in [39,40]. For simplicity, let us consider a single scalar field that couples to an
operator of scaling dimension ∆. There are three different cases, operator flows
involving scalar operators of dimension ∆ > d/2, vev flows involving these
scalars, and vev flows involving operators of dimension ∆ = d/2. We shall
start by analyzing in detail the operator flows, and consider the differences in
the other two cases later.
The behaviour of the fields ϕ and hij for large r can be described as [5,33,36]
ϕ(x, r) = e(λ−d)r/l [ϕˆ(x) + · · · ] + e−λr/l [ϕˇ(x) + · · · ] , (40)
hij(x, r) =
[
hˆij(x) + · · ·
]
+ e−dr/l
[
hˇij(x) + · · ·
]
. (41)
Here, λ > d/2, so that the first pairs of brackets on the right hand sides
of eqns. (40) and (41) denote the leading series. The coefficcients ϕˆ(x) and
hˆij(x) are regarded as the sources, and the remaining terms in the brackets
depend locally on them. 4 The second pairs of brackets denote the subleading
series, which are determined by the responses ϕˇ(x) and hˇij(x).
5 The general
solution to the coupled equations of motion, eqns. (29) and (32), is determined
uniquely by specifying three integration constants, say, ϕˆ, P ij hˆ
j
i and ϕˇ, but it
is in general not regular in the bulk. Thus, imposing one suitable regularity
condition, only two constants need to be specified, which we choose to be the
sources, ϕˆ and P ij hˆ
j
i . Then, the responses, ϕˇ and P
i
j hˇ
j
i , are uniquely determined
and give rise to the holographic two-point functions. It seems clear that, since
only one condition can be imposed, one cannot demand regularity for both
fields, ϕ and hij. Notice that, in general, each of the responses will depend on
both sources. This is not so in the pure AdS background, where the scalar and
gravity equations of motion decouple.
4 There is another way of defining the sources, namely by imposing Dirichlet bound-
ary conditions on the fields at some cut-off boundary. The boundary values are the
bare sources, which have to be rescaled when sending the cut-off to infinity. This
method has been used successfully in the AdS/CFT correspondence, but it is tech-
nically very difficult to solve a Dirichlet boundary value problem in the RG flow
backgrounds considered here.
5 Generically, the source and response series are in powers of e−2r/l with coefficients
that depend locally on the sources and responses, respectively. However, for λ =
d/2+k, with positive integer k, as well as for even d, the source series contain terms
of the form r/l e−2nr/l with n ≥ k and n ≥ d/2, respectively.
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In order to analyze the equations of motion in the asymptotically AdS region
of the bulk (for large r), we let A(r) = r/l + · · · . Moreover, we need the
following expressions of the potentials U and V close to the UV fixed point
[41],
U(φ) = −2(d− 1)
l
+
λ− d
2l
φ2 + · · · , (42)
V (φ) =
d(d− 1)
l2
− 1
2
m2φ2 + · · · , (43)
where m2l2 = λ(λ − d). Since the background field satisfies eqn. (14), eqn.
(42) tells us that φ¯ behaves as
φ¯(r) = ˆ¯φ e(λ−d)r/l + · · · . (44)
Using eqn. (30) one can determine the asymptotic behaviour of hrr,
hrr(x, r) = − l
2e−2r/l
d(d− 1)P
i
j hˆ
j
i +
λ− d
d− 1
ˆ¯φϕˆ e2(λ−d)r/l + · · ·+ 2m
2l2
d(d− 1)
ˆ¯φϕˇ e−dr/l + · · · .
(45)
Then, from eqn. (31) one finds the asymptotic behaviour of P ijh
j
i ,
P ijh
j
i (x, r) = P
i
j hˆ
j
i (x)−
l2
2d
e−2r/l✷P ij hˆ
j
i + · · ·+
(λ− d)(2λ− d)
d2
ˆ¯φ✷ϕˇ e−dr/l + · · · .
(46)
It is reassuring that the term with e2(λ−d)r/l vanishes, and that one reproduces
the behaviour of eqn. (41).
The traceless transversal part of hij obeys the second order ODE (21). The
asymptotic behaviour of the solution is given by
h˘ij(x, r) =
ˆ˘
h
i
j(x) +
l2
2(d− 2)e
−2r/l
✷
ˆ˘
h
i
j(x) + · · ·+ ˇ˘h
l
k(x)e
−dr/l + · · · . (47)
As in the pure AdS background, the response
ˇ˘
h
l
k is determined in terms of the
source
ˆ˘
h
i
j by imposing the condition that the solution be regular in the bulk.
Let us now return to the on-shell action, eqn. (39). After inserting the ex-
pansions (40), (46) and (47), the finite terms give us the generating funcional
for two-point functions of the boundary field theory. However, we must first
look at the divergent terms. The leading divergent terms (proportional to edr/l
and e(2λ−d)r/l) should vanish, since the appropriate counter terms have already
been added. In eqn. (39), there are no terms proportional to edr/l, while it is
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easy to see that the terms proportional to e(2λ−d)r/lϕˆ2 cancel. Moreover, the
remaining divergent terms must be local, so that they can be cancelled by
adding further local counter terms (involving the curvature and derivatives of
φ). The two terms on the second line of eqn. (39) might worry us, since they
are non-local in the sources. However, from eqns. (46) and (47) follows
hij
1
✷2
∂r
(
Πji
k
l h
l
k
)
+
d
d− 1h
i
jP
j
i
1
✷2
∂r(P
k
l h
l
k)
= − l
d − 2 hˆ
i
j
Πji
k
l
✷
hˆlk e
−2r/l +
l
d− 1 hˆ
i
j
P ji P
k
l
✷
hˆlk e
−2r/l + · · · , (48)
and the non-local terms (stemming from the terms of the projectors with
four distinct indices) cancel. Hence, the remaining divergent terms can be
cancelled by adding appropriate local counter terms. These counter terms will
contribute further contact terms to the correlators, but we will not consider
them explicitly.
We can now turn our attention to the finite, non-local part of the action.
Inserting eqns. (40), (46) and (47) into eqn. (39), we obtain
Sfin =
1
l
∫
ddx
[
−
(
λ− d
2
)
ϕˆϕˇ− d
4
hˆij
Πji
k
l
✷2
hˇlk −
d2
4(d− 1) hˆ
i
j
P ji P
k
l
✷2
hˇlk
]
. (49)
From Sfin, correlation functions are obtained using the correspondence formula
(1), as in eqns. (2) and (3). When doing so, we shall multiply Sfin by a constant
of dimension length, κ, in order to make the exponent dimensionless.
The first term in eqn. (49) is responsible for the scalar two-point function,
〈OO〉. From the AdS/CFT correspondence it is known that the boundary
field theory operators have dimension ∆ = λ > d/2 at the conformal fixed
point. The second and third terms give the two-point function of the energy
momentum tensor, 〈T ijT kl 〉. However, since the scalar ϕ couples to P ijhji , the
response ϕˇ will also depend on the source hˆij , and, vice versa, the response
P ij hˇ
j
i will depend on the source ϕˆ. Thus, the first and third terms of eqn.
(49) give also rise to a two-point function of the form 〈T ijO〉. This two-point
function satisfies the Ward identity for 4d Poincare´ invariance,
∂
∂xi
〈
T ij (x)O(y)
〉
= 0 , (50)
since it is proportional to the transversal projector P ij .
Let us consider now the case λ < d/2, which corresponds to vev flows. The
formulae (40) to (47) remain valid as before, but the interpretation of the
fields ϕˆ and ϕˇ changes. In fact, since λ − d < −λ, the series with ϕˇ in eqn.
(40) becomes the leading one. Correspondincly, we interpret ϕˇ as the source,
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whereas ϕˆ is the response. The background, behaving as in eqn. (44), follows
the subleading behaviour of the fluctuations. This means that the background
source is zero, i.e., there is no operator insertion in the boundary field theory
action.
The on-shell action, eqn. (39), becomes
S = −1
l
(
λ− d
2
)∫
ddx
(
ϕˆϕˇ+ ϕˇ2e(d−2λ)r/l + · · ·
)
, (51)
where we have not written those terms that remain unchanged with respect
to eqn. (49). However, since we now have d > 2λ, the second term is divergent
(in this case, the counter term with U(φ) cancels the sub-leading term), and
we need to add a counter term,
Sct =
1
l
(
λ− d
2
)∫
ddx
√
g φ2 . (52)
Notice that the counter term must be expressed in terms of the full fields,
because of the universality of the action. Adding eqn. (51) to (52), we find the
finite on-shell action,
Sfin =
1
l
(
λ− d
2
) ∫
ddx
(
ϕˇϕˆ+ 2ϕˇˆ¯φ+ hii
ˆ¯φϕˇ+ · · ·
)
. (53)
Eqn. (53) gives correlation functions of operators, whose dimension at the
conformal fixed point is ∆ = d − λ > d/2. In fact, for the AdS background,
eqns. (49) and (53) are identical, when λ is expressed in terms of ∆. For RG
flow backgrounds, we explicitly obtain the condensate
〈O(x)〉 = (d− 2∆)κ
l
ˆ¯φ . (54)
The contact contribution to
〈
T ijO
〉
from the third term on the right hand side
of eqn. (53) has its origin in the fact that T ij is the energy-momentum operator
of the boundary field theory including the source term [42].
Let us finally consider the special case of operators with scaling dimension
λ = d/2, which also corresponds to vev flows. While the background field
behaves asymptotically as
φ¯(r) = e−dr/(2l) ˇ¯φ+ · · · , (55)
the leading behaviour of the perturbation ϕ is
ϕ(r, x) = e−dr/(2l)
[
r
l
ϕˆ(x) + ϕˇ(x)
]
+ · · · . (56)
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Again, the background behaves as the subleading part of the fluctuation.
Hence, the background source is zero, and the RG flow must be a vev flow.
Inserting eqn. (56) into the action (39), one finds
S =
1
2l
∫
ddx
(
r
l
ϕˆ2 + ϕˆϕˇ+ · · ·
)
, (57)
where we have not written those terms that remain unchanged with respect
to eqn. (49). The term with r/l in S is logarithmically divergent and must be
cancelled by adding a suitable counter term, 6
Sct = − 1
2r
∫
ddx
√
g φ2 . (58)
As before, the counter term must be expressed in terms of the full fields φ and
gij, not only in terms of the fluctuations ϕ and h
i
j , since it should be valid for
any background solution. Adding Sct to eqn. (57) yields the finite action
Sfin = −1
l
∫
ddx
(
1
2
ϕˆϕˇ+ ϕˆˇ¯φ+
1
2
ϕˆˇ¯φhˆii + · · ·
)
, (59)
where the ellipses indicate the last two terms of eqn. (49), which remain un-
changed. One can check easily that the formula (59) yields the correct (i.e.,
postive definite) conformal two-point function 〈O(x)O(y)〉 in the case of the
AdS background. The scalar operators have dimension ∆ = d/2 at the con-
formal fixed point.
The second term in eqn. (59) yields the condensate of the boundary field
theory,
〈O(x)〉 = −κ
l
ˇ¯φ , (60)
whereas the third term again gives a local contribution to the correlator〈
T ijO
〉
.
3 Particular Flow Solutions
3.1 GPPZ Flow
An explicit flow solution describing the renormalization group flow from N =
4 SYM theory in the UV to N = 1 SYM theory in the IR (d = 4) was
6 “Logarithmically” because r/l is proportional to the logarithm of the volume of
the boundary space.
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found by GPPZ [7]. The flow is generated by perturbing the SYM theory
action by inserting an operator of dimension ∆ = 3. The super potential U(φ)
responsible for the GPPZ flow is, in our notation (only the non-zero active
scalar is shown),
U(φ) = −3
l
(
cosh
φ√
3
+ 1
)
, (61)
and the background flow solution is given by
φ¯(r) =
√
3 ln
1 + e−r/l
1− e−r/l , (62)
A(r) =
1
2
[
r
l
+ ln
(
er/l − e−r/l
)]
. (63)
Towards the horizon, the background field φ¯ behaves as
φ¯(r) = 2
√
3 e−r/l + · · · , (64)
so that, according to eqn. (44), ∆ = λ = 3 and ˆ¯φ(x) = 2
√
3.
In order to study the fluctuation equations, it is advantageous to introduce
the variable
v = 1− e−2r/l . (65)
The system of equations (29) and (32) is equivalent to a third order ODE for
ϕ, which is of the form [cf. eqn. (35)]
[
d2
dv2
+ a(v)
d
dv
+ b(v)
] [
d
dv
− 1
2(1− v) +
p2l2
8
]
ϕ(v) = 0 . (66)
The first order factor is obtained from eqn. (34), and the coefficients a(v) and
b(v) have been found using symbolic algebra software (Maple),
a(v) =
p2l2v2 + 8v − 2p2l2v + 36
v(p2l2v2 + 4v − p2l2v + 12) , (67)
b(v) =
p4l4v(1− v)2 + p2l2(1− v)(v2 + 4v − 16) + 4(v2 + 5v − 2)
4v(p2l2v2 + 4v − p2l2v + 12)(1− v)2 . (68)
The solution of the second order ODE,
[
d2
dv2
+ a(v)
d
dv
+ b(v)
]
ψ(v) = 0 , (69)
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which is regular at v = 0, is
ψ(v) = C2
√
1− v
{
4(1 + v) F
(
3 + α
2
,
3− α
2
; 3; v
)
+ 8F
(
1 + α
2
,
1− α
2
; 2; v
)}
,
(70)
where α =
√
1− p2l2, and C2 is a constant.
Now, one has to solve the inhomogeneous first order equation
[
d
dv
+
5− α2 − v(1− α2)
8(1− v)
]
ϕ(v) = ψ(v) . (71)
Let us write ϕ(v) as
ϕ(v) =
√
1− v
[
C1e
−(1−α2)v/8 +
64C2
1− α2 F
(
1 + α
2
,
1− α
2
; 2; v
)
+ C2λ(v)
]
,
(72)
where the term with the constant C1 is the universal solution of eqn. (71).
Now, we are left with the simpler equation for λ(v),
[
d
dv
− 1− α
2
8
]
λ(v) = −4(1− v) F
(
3 + α
3
,
3− α
2
; 3; v
)
, (73)
but we will not have to solve it explicitly.
Instead, we shall look at the asymptotic behaviour of the fields at the horizon.
First, let us introduce
u =
√
1− v , (74)
so that the horizon is at u = 0. Then, we can describe the asymptotic be-
haviour of the field ϕ by the expansion
ϕ(u) = u
[
A1 + lnu(A2u
2 + A3u
4 + A4u
6 + · · · ) +B1u2 +B2u4 +B3u6 + · · ·
]
.
(75)
This expansion uniquely determines ϕ, when the three coefficients A1, A2 and
B1 are specified. The higher order coefficients can be obtained recursively from
the third order ODE (66). We have used Maple to perform this task.
The solution (72) has only two coefficients, C1 and C2, since we have used
only the solution of the second order ODE (69) that is regular in the bulk.
After changing variables to u, one can see from eqn. (73) that λ(u) is of order
u4 ln u. Thus, the coefficients A1, A2 and B1 are related to C1 and C2 by (see
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[43] for the asymptotic expansion of the hypergeometric function)
A1 = C1 +
64C˜2
1− α2 , (76)
A2 = 32C˜2 , (77)
B1 =
1− α2
8
C1 + 16C˜2
[
ψ
(
3 + α
2
)
+ ψ
(
3− α
2
)
− ψ(1)− ψ(2)
]
. (78)
Here, we have introduced for brevity of notation
C˜2 = C2
[
Γ
(
3 + α
2
)
Γ
(
3− α
2
)]−1
.
Obviously, A1 is identified with the source, ϕˆ, whereas B1 is the response,
ϕˇ. Specifying the source P ij hˆ
j
i determines also A2 uniquely. In fact, P
i
jh
j
i is
obtained from eqn. (30), where hrr is to be expressed in terms of ϕ by solving
algebraically eqns. (29) and (32). After the necessary algebra we find
P ijh
j
i (u, p) =
√
3
l2
[A1(α
2 − 1) + 2A2] +O(u2) . (79)
Hence, after determining A1 and A2 in terms of the sources ϕˆ and P
i
j hˆ
j
i , solving
eqns. (76) and (77) for C1 and C˜2, and substituting the solution into eqn. (78),
we obtain
ϕˇ(p) =
p2l2
4
f1(p
2)ϕˆ(p) +
√
3l2
12
[
f1(p
2)− 1
2
]
P ij hˆ
j
i (p) , (80)
where the function f1(p
2) is
f1(p
2) = ψ
(
3 +
√
1− p2l2
2
)
+ ψ
(
3−√1− p2l2
2
)
− ψ(2)− ψ(1) . (81)
It remains to determine the response P ij hˇ
j
i . We proceed as for the derivation of
eqn. (79), but do not truncate at the lowest order. It is necessary to substitute
the recursively determined coefficients A3, A4, B2 and B3, after which one
finds
P ijh
j
i (u, p) = P
i
j hˆ
j
i (p) + u
2p
2l2
8
P ij hˆ
j
i (p)
+ u4
{√
3p4l2
16
[
f1(p
2) +
1
2
]
ϕˆ(p) +
p2l2
16
[
f1(p
2) +
p2l2 + 4
8
]
P ij hˆ
j
i
}
+ · · · .
(82)
Here, we have not explicitly written the term of order u4 ln u, whose coefficient
is a local function of the sources. One can easily check that eqn. (82) agrees
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with the general form (46) up to terms of order u4 that depend locally on the
sources. The term proportional to u4 is the response P ij hˇ
j
i .
For completeness, we shall repeat here the solution for the traceless transversal
part of hij [27,28,30]. In terms of the variable v, eqn. (21) reads[
v(1− v) d
2
dv2
+ (2− v) d
dv
− p
2l2
4
]
h˘ij(v) = 0 , (83)
and its solution, which is regular at v = 0, is
h˘ij(v) = C
i
j F
(√−p2l2
2
,−
√−p2l2
2
; 2; v
)
. (84)
After asymptotically expanding the hypergeometric function for small u =√
1− v [43], eqn. (84) can be expressed as
h˘ij(u) =
ˆ˘
h
i
j(p)
{
1− p
2l2
4
u2 − p
2l2(4 + p2l2)
32
[
2 lnu+ f2(p
2) +
1
2
]
u4 + · · ·
}
,
(85)
where we have introduced the source
ˆ˘
h
i
j, and f2(p
2) is
f2(p
2) = ψ
(
2−
√−p2l2
2
)
+ ψ
(
2 +
√−p2l2
2
)
− 2ψ(2) . (86)
The term in eqn. (85) proportional to u4 is the response
ˇ˘
h
i
j.
We are now in a position to substitute the responses, ϕˇ, P ij hˇ
j
i and
ˇ˘
h
i
j , into the
expression for the finite part of the on-shell action, eqn. (49). One obtains
Sfin =
∫ d4p
(2pi)4
{
−ϕˆ(−p)p
2l
4
f1(p
2)ϕˆ(p)− ϕˆ(−p)
√
3l
6
f1(p
2)P ij hˆ
j
i (p)
−hˆij(−p)
l
4p2
[
1
3
(
f1(p
2) +
4 + p2l2
8
)
P ji P
l
k −
4 + p2l2
8
(
f2(p
2) +
1
2
)
Πjlik
]
hˆkl (p)
}
.
(87)
Finally, from eqn. (87) one can read off the two-point functions
〈O(p)O(−p)〉 = κl
2
p2f1(p
2) , (88)
〈
T ij (p)O(−p)
〉
=
√
3κl
3
f1(p
2)P ij , (89)〈
T ij (p)T
k
l (−p)
〉
=
2κl
p2
[
−(4 + p
2l2)
8
f2(p
2)Πikjl +
1
3
f1(p
2)P ijP
k
l
]
. (90)
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In passing from eqn. (87) to eqn. (90) we have omitted a local term propor-
tional to (4 + p2l2). The correlator (88) and the traceless transversal part of
the correlator (90) agree with the expressions known from the literature up to
normalization [27,29,30]. Taking the trace of the energy momentum tensors,
we find the following relations,
〈
T ii (p)O(−p)
〉
=
√
3κlp2f1(p
2) = 2
√
3 〈O(p)O(−p)〉 , (91)〈
T ii (p)T
j
j (−p)
〉
= 6κlp2f1(p
2) = 12 〈O(p)O(−p)〉 , (92)
leading to the conclusion that
T ii = 2
√
3O . (93)
This relation is direct evidence of the expected operator relation
T ii (x) = β
nOn(x) , (94)
where βn are the beta functions corresponding to the couplings of the primary
operators On [44]. For the active scalar operator in the GPPZ flow, we find
β = 2
√
3 = −(∆− d)ˆ¯φ(x) , (95)
which agrees with the renormalized holographic beta function [27,41].
3.2 Coulomb Branch Flow
In this section, we shall consider as an example one of the five renormalization
group flows involving a single active scalar from the 20’ of SO(6) in d = 4,
N = 4 SYM theory [11,45]. It was called n = 2 flow in [11]. These flows are
vev flows moving the field theory onto the Coulomb branch.
In our notation, the potential U(φ) responsible for the Coulomb branch flow
is given by
U(φ) = −4
l
(
e−φ/
√
6 +
1
2
e2φ/
√
6
)
. (96)
Introducing the new variable
v = e
√
6φ¯(r)/2 , (97)
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the various quantities can be re-expressed as
U(φ¯) = −2(v + 2)
lv1/3
,
∂U
∂φ¯
=
4(1− v)√
6lv1/3
,
V (φ¯) =
4(1 + 2v)
l2v2/3
,
∂V
∂φ¯
= − 8(1− v)√
6l2v2/3
,
∂2V
∂φ¯2
=
4(2 + v)
3l2v2/3
,
e2A(r) =
l2v2/3
L2(1− v) ,
dv
dr
=
2
l
v2/3(1− v) ,
(98)
where the length L is related to the radius of D3–branes, lD3, by lD3 = l
2/L
[11].
The horizon is at v = 1. The asymptotic behaviour of the background field φ¯
towards the horizon can be obtained from eqns. (97) and (98) (remember that
A(r)→ r/l),
φ¯(r) = −
√
6l2
3L2
e−2r/l + · · · , (99)
and we can read off ∆ = 2 and ˇ¯φ(x) = −√6l2/(3L2).
The system of equations (29) and (32) is equivalent to a third order ODE for
ϕ, which is of the form
[
d2
dv2
+ a(v)
d
dv
+ b(v)
] [
d
dv
+
1
2 + v
+
1
1− v +
3L2p2
8v(2 + v)
]
ϕ(v) = 0 . (100)
Again, we have performed the factorization using Maple and obtained the
coefficients a(v) and b(v) as
a(v) =
5p2L2v2 + 48v − 8p2L2 + 64
v(2 + v)[p2L2(v − 1) + 8] , (101)
b(v) =
p4L4(v − 1)(v + 2) + 4p2L2(4v3 − 9v2 + 8) + 64(v − 1)(3v + 2)
4(v − 1)v2(2 + v)[p2L2(v − 1) + 8] .
(102)
Let us now solve the second order equation,
[
d2
dv2
+ a(v)
d
dv
+ b(v)
]
ψ(v) = 0 , (103)
With the substitution
ψ(v) = (2 + v)−1vα/2−2ρ(v) , (104)
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where the constant α is
α =
√
1 + p2L2 + 1 , (105)
eqn. (103) becomes
v(1− v)
(
v − (α+ 2)(α− 4)
α(α− 2)
)
d2ρ
dv2
+
[
−(α− 1)v2 + (α+ 2)(α− 4)
α− 2 v + (α− 1)v −
(α+ 2)(α− 4)
α− 2
]
dρ
dv
− 1
4
[
(α− 2)2v − α(α− 4)
]
ρ = 0 . (106)
The solution of eqn. (106) that is regular at v = 0 is
ρ(v) = C
[
F
(
α
2
− 1, α
2
− 1;α; v
)
+
2
α
F
(
α
2
− 1, α
2
;α; v
)]
, (107)
where C is a constant.
It remains to extract the asymptotic behaviour of ϕ(x) near the horizon from
the first order differential equation
[
d
dv
+
1
2 + v
+
1
1− v +
3L2p2
8v(2 + v)
]
ϕ(v) = ψ(v) . (108)
Let us introduce the new variable u by v = 1 − (l2/L2)u, so that u ≈ e−2r/l
for large r. Then, the field ϕ has an asymptotic expansion
ϕ(u) = ln u
(
A1u+ A2u
2 + A3u
3 + · · ·
)
+B1u+B2u
2 +B3u
3 + · · · . (109)
Since ϕ(u) satisfies the third order differential equation (100), specifying the
three coefficients A1, B1 and B2 determines the field uniquely. The higher
order coefficients can be determined recursively, which we have done using
Maple. The coefficients A1 and B1 are related to the source and response,
respectively, by
ϕˆ = −2A1, ϕˇ = B1 . (110)
In order to determine the coefficient B2, one has to look at the leading order
of the field P ijh
j
i . It is obtained from eqn. (30), where hrr is to be expressed
in terms of ϕ by solving algebraically eqns. (29) and (32). After the necessary
algebra we find
P ijh
j
i (u, p) =
√
6
l2
{
[16− 6α(α− 2)]A1 + [4 + 3α(α− 2)]B1 + 24L
2
l2
B2
}
+O(u) .
(111)
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The additional relation between A1, B1 and B2 is obtained from eqn. (108) as
follows. After changing the variable to u and inserting the asymptotic expan-
sion (109), the left hand side of eqn. (108) reads (the recursively determined
higher order coefficients must also be substituted)
− L
2
l2
A1 − 1
8
α(α− 2)A1u lnu
+
{[
−1
3
− 1
4
α(α− 2)
]
A1 +
[
1
3
+
1
8
α(α− 2)
]
B1 − L
2
l2
B2
}
u+O(u2 ln u) ,
(112)
whereas the asymptotic expansion of the right hand side is [43]
2Γ(α)C
3Γ(α/2 + 1)2
{
1 +
l2
8L2
α(α− 2)u lnu
+
l2u
8L2
[
32
8
+ α(α− 2)
(
ln
l2
L2
+ 2ψ
(
α
2
)
− 2ψ(1)− 2
)]}
+O(u2 ln u) .
(113)
Comparing the constant terms of eqns. (112) and (113) yields C in terms of
A1, and the u term gives the desired relation between the three coefficients
A1, B1 and B2. Expressing A1, B1 and B2 in terms of the sources ϕˆ and P
i
j hˆ
j
i
and the response ϕˇ, one finds the following relation,
ϕˇ(p) =
[
−ψ
(
α
2
)
+ ψ(1)− 1
2
ln
l2
L2
+
4
3α(α− 2)
]
ϕˆ(p) +
√
6l2
9α(α− 2)P
i
j hˆ
j
i (p) .
(114)
It remains to determine the response P ij hˇ
j
i . We proceed as for the derivation of
eqn. (111), but do not truncate at the lowest order. It is necessary to substitute
the recursively determined higher order coefficients, after which one finds
P ijh
j
i (u, p) = P
i
j hˆ
j
i (p) + u
p2l2
8
P ij hˆ
j
i (p)
+ u2
[√
6p2l2
24L2
ϕˆ(p) +
p2l4
384L2
(3p2L2 + 32)P ij hˆ
j
i (p)
]
+ · · · .
(115)
Again, we have not written explicitely the term u2 ln u, whose coefficient de-
pends locally on the sources. The u2 term in eqn. (115) is the response P ij hˇ
j
i .
For completeness, we shall give here also the solution for the traceless transver-
sal part of the graviton. In terms of v, eqn. (21) reads
[
v(1− v) ∂
2
∂v2
+ (2− v) ∂
∂v
− 1
4v
α(α− 2)
]
h˘ij = 0 , (116)
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whose solution, which is regular for v = 0, is
h˘ij = C
i
jv
α/2−1 F
(
α
2
− 1, α
2
− 1;α; v
)
. (117)
Asymptotically expanding eqn. (117) for small u yields [43]
h˘ij(u, p) =
ˆ˘
h
i
j(p)
{
1− p
2l2
4
u
− p
4l4
32
u2
[
lnu+ ln
l2
L2
+ 2ψ
(
α
2
)
− 2ψ(1) + 4
p2L2
− 3
2
]
+ · · ·
}
. (118)
The term proportional to u2 is the response
ˇ˘
h
i
j . Notice that, in contrast to the
massless scalar field, we cannot discard the local terms in eqn. (118), because
there is a factor 1/p4 in the on-shell action.
Finally, we substitute the responses ϕˇ, P ij hˇ
j
i and
ˇ˘
h
i
j into the expression for the
finite on-shell action, eqns. (49) and (59). We obtain
Sfin =
∫ d4p
(2pi)4
{
ϕˆ(−p)
√
6l
3L2
δ(p) +
1
2l
ϕˆ(−p)
[
ψ
(
α
2
)
− ψ(1) + 1
2
ln
l2
L2
− 4
3p2L2
]
ϕˆ(p)
−
√
6l
3L2
ϕˆ(−p)
(
P ij
3p2
− 1
2
δij
)
hˆji (p)− hˆij(−p)
l3
3
P ji P
k
l
(
1
32
+
1
3p2L2
)
hˆlk(p)
+hˆij(−p)
l3
16
Πjkil
[
ψ
(
α
2
)
− ψ(1) + 1
2
ln
l2
L2
+
2
p2L2
− 3
4
]
hˆlk(p)
}
.
(119)
From eqn. (119) we can read off the correlators
〈O(p)〉 =
√
6κl
3L2
δ(p) , (120)
〈O(p)O(q)〉 − 〈O(p)〉〈O(q)〉 = −κ
l
[
ψ
(
α
2
)
− ψ(1)− 4
3p2L2
]
δ(p+ q) ,
(121)〈
T ij (−p)O(p)
〉
=
√
6κl
3L2
(
2
3p2
P ij − δij
)
, (122)
〈
T ij (−p)T kl (p)
〉
= −κl
3
2
Πikjl
[
ψ
(
α
2
)
− ψ(1)− 2
3p2L2
]
, (123)
where we have discarded some local terms. In particular, we have shifted
the p2 = 0 pole term proportional to P ijP
k
l in the energy momentum ten-
sor two-point function to the traceless transversal part. Notice that the term
propotional to δij in
〈
T ij (−p)O(p)
〉
has its origin in the source term inserted
into the boundary field theory action functional. Thus, T ij is not exactly the
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energy momentum operator of the field theory, and, when one considers the
true operator, this unusal term does not appear [42]. Eqn. (121) has the op-
posite sign with respect to the result of DeWolfe and Freedman [28]. This is a
result of adding the counter term (58), which contributes to the finite on-shell
action. For large |p|, eqn. (121) approaches the conformal two-point function
for operators of dimension ∆ = 2 (with the correct sign), so that we conclude
that our sign is the correct one. The pole at p2 = 0 can be interpreted by
the existence of a massless dilaton from the broken conformal symmetry. The
traceless transversal part of eqn. (123) has already been found in [11].
4 Conclusions
In this paper, we have presented a detailed calculation of one- and two-point
correlation functions in holographic renormalization group flows dual to the
Poincare´ invariant background solutions of generic bulk theories containing
scalars coupled to gravity. We were able to explicitly distinguish between op-
erator and vev flows by means of the condensate in the boundary field theory.
This result was achieved by carefully considering the counter terms, which
must be added to the bulk field theory action in order to cancel divergences.
For operators of dimension ∆ > d/2, we can describe both operator and vev
flows, whereas for operators of dimension ∆ = d/2 we only have vev flows.
Our main improvement for two-point functions in holographic renormaliza-
tion group flows is that we considered the sources of the metric and scalar
fluctuations as independent boundary data, which couple as sources to the
energy momentum tensor and scalar operators of the boundary field theory,
respectively. Thus, our method results in the complete non-local correlation
functions 〈OO〉, 〈T ijO〉 and 〈T ijT kl 〉. An analysis of these correlation functions
yields important facts about the boundary field theory. For example, our anal-
ysis of the GPPZ flow in Sec. 3.1 confirmed the operator relation T ii = βO,
where β is the renormalized holographic beta function. Moreover, there should
be a relation between the P ijP
k
l part of 〈T ijT kl 〉 and the c-function of the RG
flow [46]. In order to obtain the correct contact terms in the correlators, one
would have to carefully analyze all divergent terms in the on-shell action and
to add necessary counter terms along the lines of [36]. This has been achieved
very recently in [42].
We have chosen to apply our improved method to the GPPZ and Coulomb
branch flows, which have already been studied in the literature, in order to be
able to directly verify the known results and to improve them by finding the
complete set of two-point functions. We leave the application of our method
to other holographic renormalization group flows for the future. In particular,
a flow that interpolates between UV and IR conformal fixed points would be
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specially interesting, because the correlation functions should exhibit this flow
in their dependence on the momentum p. In that respect, toy models, which
do not necessarily contain the super potentials of true super gravity theories,
might be very valuable. Furthermore, our method remains to be tested for a
vev flow with ∆ > d/2.
Finally, we would like to mention several interesing questions. It remains an
open problem how to describe holographically RG flows generated by operators
of dimension ∆ with d/2− 1 ≤ ∆ < d/2 (d/2− 1 is the unitarity bound). For
the AdS background, the method of using the Legendre transformed action
as the generating functional [39,40] yields the correct conformal correlation
functions, but it is not yet known whether it can be generalized to RG flows.
One might expect that a background solution describing an operator flow with
d/2 < ∆ < d/2+ 1 also describes a vev flow with a condensate of an operator
of dimension ∆′ = d−∆. A technical problem is that the known examples of
RG flows do not involve scalar operators with dimensions within this interval.
Another interesing question is to find “conjugate” flows and the relations of
their field theoretical duals. By “conjugate” we mean the following. Whether
a background solution describes an operator or a vev flow is determined by the
super potential U , because of eqn. (14). Given a bulk potential V , the super
potential is not unique, but there are several solutions. According to eqn. (6),
one could change the overall sign of U , but this corresponds to simply changing
the sign of r, so that r → −∞ becomes the asymptotically AdS region, and no
new physics appears. It is more interesting to consider the expansion around
the fixed point, eqn. (42). In general, there are two solutions for λ, λ > d/2
describing an operator flow, and λ < d/2 describing a vev flow. We call these
two flows “conjugate,” and we conjecture that the corresponding boundary
field theories are related to each other.
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A Geometric Relations for Hyper Surfaces
This appendix shall begin with a review of basic geometric relations for hyper
surfaces [47]. A hyper surface in a space–time with coordinates Xµ (µ =
0, . . . , d) is defined as a set of d + 1 functions, Xµ(xi) (i = 1, . . . , d), where
xi are the coordinates of the hyper surface. Moreover, let g˜µν and gij be the
metric tensors of space–time and the hyper surface, respectively. The tangents
Xµi ≡ ∂iXµ and the normal Nµ of the hyper surface satisfy the following
orthogonality relations,
g˜µν X
µ
i X
ν
j = gij , (A.1)
Xµi Nµ = 0 , (A.2)
NµNµ = 1 . (A.3)
As in the main text, a tilde will be used to label quantities characterizing the
(d+ 1)–dimensional space–time manifold, whereas those of the hyper surface
remain unadorned.
The equations of Gauss and Weingarten define the second fundamental form,
Hij, of the hyper surface,
∂iX
µ
j + Γ˜
µ
λνX
λ
i X
ν
j − ΓkijXµk = HijNµ , (A.4)
∂iN
µ + Γ˜µλνX
λ
i N
ν = −HjiXµj . (A.5)
The second fundamental form describes the extrinsic curvature of the hyper
surface and is related to the intrinsic curvature by another equation of Gauss,
R˜µνλρX
µ
i X
ν
jX
λ
kX
ρ
l = Rijkl +HilHjk −HikHjl . (A.6)
Furthermore, it satisfies the equation of Codazzi,
R˜µνλρX
µ
i X
ν
jN
λXρk = ∇iHjk −∇jHik . (A.7)
The above formulae simplify, if (as in the familiar time slicing formalism
[48,49]), we choose space–time coordinates such that
X0 = r , X i = xi . (A.8)
Then, the tangent vectors are given by X0i = 0 and X
j
i = δ
j
i . One conveniently
splits up the space–time metric as (shown here for Euclidean signature)
g˜µν =

nini + n2 nj
ni gij

 , (A.9)
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whose inverse is given by
g˜µν =
1
n2

 1 −nj
−ni n2gij + ninj

 . (A.10)
The matrix gij is the inverse of gij and is used to raise hyper surface indices.
The quantities n and ni are the lapse function and shift vector, respectively.
The normal vector Nµ satisfying the eqns. (A.2) and (A.3) is given by
Nµ = (n, 0) , N
µ =
1
n
(1,−ni) . (A.11)
Then, one obtains the second fundamental form from the equation of Gauss,
eqn. (A.4), as
Hij = − 1
2n
(∂rgij −∇inj −∇jni) . (A.12)
Finally, using the equations of Gauss and Weingarten, certain components of
the space–time connections can be expressed as follows,
Γ˜rij =
1
n
Hij , (A.13)
Γ˜kij = Γ
k
ij − n
k
n
Hij , (A.14)
Γ˜rir =
1
n
∂in +
nj
n
Hij , (A.15)
Γ˜kir = ∇ink − n
k
n
∂in− nHij
(
gjk +
njnk
n2
)
. (A.16)
References
[1] G. ’t Hooft, gr-qc/9310026.
[2] L. Susskind, J. Math. Phys. 36 (1995) 6377, hep-th/9409089.
[3] J. M. Maldacena, Adv. Theor. Math. Phys. 2 (1998) 231, hep-th/9711200.
[4] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, Phys. Lett. B 428 (1998)
105, hep-th/9802109.
[5] E. Witten, Adv. Theor. Math. Phys. 2 (1998) 253, hep-th/9802150.
[6] E. T. Akhmedov, Phys. Lett. B 442 (1998) 152, hep-th/9806217.
26
[7] L. Girardello, M. Petrini, M. Porrati and A. Zaffaroni, J. High Energy Phys.
12 (1998) 022, hep-th/9810126.
[8] A. Khavaev, K. Pilch and N. P. Warner, Phys. Lett. B 487 (2000) 14,
hep-th/9812035.
[9] J. Distler and F. Zamora, Adv. Theor. Math. Phys. 2 (1999) 1405,
hep-th/9810206.
[10] D. Z. Freedman, S. S. Gubser, K. Pilch and N. P. Warner,
Adv. Theor. Math. Phys. 3 (1999) 363, hep-th/9904017.
[11] D. Z. Freedman, S. S. Gubser, K. Pilch and N. P. Warner, J. High Energy
Phys. 07 (2000) 038, hep-th/9906194.
[12] L. Girardello, M. Petrini, M. Porrati and A. Zaffaroni, Nucl. Phys. B 569
(2000) 451, hep-th/9909047.
[13] J. Distler and F. Zamora, J. High Energy Phys. 05 (2000) 005,
hep-th/9911040.
[14] E. Alvarez and C. Go´mez, Nucl. Phys. B 541 (1999) 441, hep-th/9807226.
[15] M. Porrati and A. Starinets, Phys. Lett. B 454 (1999) 77, hep-th/9903085.
[16] B. Balasubrasmanian and P. Kraus, Phys. Rev. Lett. 83 (1999) 3605,
hep-th/9903190.
[17] O. DeWolfe, D. Z. Freedman, S. S. Gubser and A. Karch, Phys. Rev. D 62
(2000) 046008, hep-th/9909134.
[18] V. Sahakian, Phys. Rev. D 62 (2000) 126011, hep-th/9910099.
[19] M. Petrini and A. Zaffaroni, hep-th/0002172.
[20] M. Porrati and A. Starinets, hep-th/0009198.
[21] M. Porrati and A. Starinets, Phys. Lett. B 498 (2001) 285, hep-th/0009227.
[22] J. Erdmenger, hep-th/0103219.
[23] A. Brandhuber and K. Sfetsos, J. High Energy Phys. 10 (1999) 013,
hep-th/9908116.
[24] I. Chepelev and R. Roiban, Phys. Lett. B 462 (1999) 74, hep-th/9906224.
[25] S. B. Giddings and S. F. Ross, Phys. Rev. D 61 (2000) 024036,
hep-th/9907204.
[26] R. C. Rashkov and K. S. Viswanathan, Phys. Rev. D 62 (2000) 046009,
hep-th/9911160.
[27] D. Anselmi, L. Girardello, M. Porrati and A. Zaffaroni, Phys. Lett. B 481
(2000) 346, hep-th/0002066.
[28] O. DeWolfe and D. Z. Freedman, hep-th/0002226.
[29] G. Arutyunov, S. Frolov and S. Theisen, Phys. Lett. B 484 (2000) 295,
hep-th/0003116.
[30] M. Bianchi, O. DeWolfe, D. Z. Freedman and K. Pilch, J. High Energy Phys.
01 (2001) 021, hep-th/0009156.
27
[31] A. Brandhuber and K. Sfetsos, J. High Energy Phys. 12, (2000) 14,
hep-th/0010048.
[32] K. Skenderis and P. K. Townsend, Phys. Lett. B 468 (1999) 46,
hep-th/9909070.
[33] M. Henningson and K. Skenderis, J. High Energy Phys. 07 (1998) 023,
hep-th/9806087.
[34] H. Liu and A. A. Tseytlin, Nucl. Phys. B 533 (1998) 88, hep-th/9804083.
[35] G. E. Arutyunov and S. A. Frolov, Nucl. Phys. B 544 (1999) 576,
hep-th/9806216.
[36] S. de Haro, K. Skenderis and S. N. Solodukhin, Commun. Math. Phys. 217
(2000) 595, hep-th/0002230.
[37] J. de Boer, E. Verlinde and H. Verlinde, J. High Energy Phys. 08 (2000) 003,
hep-th/9912012.
[38] P. Breitenlohner and D. Z. Freedman, Ann. Phys. (N.Y.) 144 (1982) 249.
[39] I. R. Klebanov and E. Witten, Nucl. Phys. B 556 (1999) 89, hep-th/9905104.
[40] W. Mu¨ck and K. S. Viswanathan, Phys. Rev. D 60 (1999) 081901,
hep-th/9906155.
[41] J. Kalkkinen, D. Martelli and W. Mu¨ck, J. High Energy Phys. 04 (2001) 036,
hep-th/0103111.
[42] M. Bianchi, D. Z. Freedman and K. Skenderis, hep-th/0105276.
[43] M. Abramowitz and I. A. Stegun, eds., Handbook of Mathematical Functions,
(Dower Publ., New York, 1965).
[44] H. Osborn, Nucl. Phys. B 363 (1991) 486.
[45] A. Brandhuber and K. Sfetsos, Adv. Theor. Math. Phys. 3 (1999) 851,
hep-th/9906201.
[46] D. Anselmi, Ann. Phys. (N.Y.) 276 (1999) 361.
[47] L. P. Eisenhart, Riemannian Geometry, (Princeton University Press,
Princeton, 1964).
[48] R. M. Wald, General Relativity, (University of Chicago Press, Chicago, 1984).
[49] C. W. Misner, K. S. Thorne and J. A. Wheeler, Gravitation, (Freeman, San
Francisco, 1973).
28
