We give a new class of multidimensional p-adic continued fraction algorithms. We propose an algorithm in the class for which we can expect that multidimensional p-adic version of Lagrange's Theorem holds.
Introduction
Throughout the paper, p denotes a fixed prime number, Q p (resp., Z p ) the closure of Q(resp., Z) with respect to the p-adic topology. For x ∈ Z p , ord p (x) denotes the highest power of p by which x is divided to be a p-adic integer. Schneider [11] has introduced the following p-adic continued fraction algorithm. Let ξ ∈ Z p . We define ξ 1 := ξ − a 0 ∈ pZ p by choosing a 0 ∈ {0, 1, . . . , p − 1}. We define ξ n (n ≥ 2) recursively by ξ n = p ordp(ξn−1)
ξ n−1 − a n−1 , where a n−1 ∈ {1, . . . , p − 1} is chosen such that ξ n ∈ pZ p . Then, we have Weger [13] has shown that some quadratic elements have not eventually periodic expansion by Schneider's algorithm. Ruban [7] has proposed another p-adic continued fraction algorithm different from Schneider's. Ooto [6] has shown a result similar to Weger's concerning the algorithm given by Ruban. Although Browkin [3] proposed some p-adic continued fraction algorithms, it has not been proved that the continued fraction expansion of every quadratic element obtained by his algorithm is eventually periodic. We [8] have introduced some new p-adic continued fraction algorithms, and have shown p-adic versions of Lagrange's theorem, i.e., if α ∈ Q p is a quadratic element over Q, the continued fractions for α obtained by our algorithms become periodic. Bekki [2] has shown p-adic version of Lagrange's theorem for imaginary irrationals on his continued fraction algorithm.
It seems that there are only a few results on multidimensional p-adic continued fractions. By disclosing a link between the hermitian canonical forms of certain integral matrices and p-adic numbers, Tamura [12] has shown that a multidimensional p-adic continued fraction converges to (x, x 2 , . . . , x n−1 ) in the p-adic sense without considering algorithms of continued fraction expansion, where x is the root of a certain polynomial of degree n. We [9] considered some new class of multidimensional p-adic continued fractions and constructed some explicit formulae of multidimensional continued fractions related to algebraic elements of Q p over Q.
In this paper, we propose a class A of multidimensional p-adic continued fraction algorithms such that we can expect that Conjecture. For any Q-basis {1, α 1 , . . . , α s } of any given field K ⊂ Q p of degree [K : Q] = s + 1, the continued fraction expansion of α = (α 1 , . . . , α s ) by the s-dimensional continued fraction algorithm in the class A always becomes eventually periodic, c.f. (See §9).
In Section 4, we shall show that the conjecture holds for s = 1. We shall show that for s > 1, there exist infinitely many α ∈ K s having eventually periodic continued fraction expansion obtained by the algorithm in our class. The conjecture is supported by numerical experiments (Tables 9-12) 
Notation and some lemmas
We denote by Q p the algebraic closure of Q p , and by A p the set of algebraic elements over Q in Q p . We put
we define
For an integer s > 0 and α = (α 1 , . . . , α s ) T ∈ Q s p , we define
We define a transformation T b on Q p as follows: for α ∈ Q p with α = 0,
Lemma 2.1. Let T be the transformation on pZ p defined by T (x) := p m x + a for x ∈ pZ p , where m is a positive integer and a ∈ U p . Then, for α, β ∈ pZ p ,
The following Condition (H) will play a key role along the paper.
We say that β ∈ (A p \Q) ∩ pZ p satisfies the condition (H) if the minimal polynomial over Q is of the form
, ord p (a n−1 ) = 0 and ord p (a n ) > 0.
We remark that for a polynomial p(
with ord p (a n−1 ) = 0 and ord p (a n ) > 0, Hensel's lemma says that there exists α ∈ Q p such that p(α) = 0 and ord p (α) = ord p (a n ). Proof. First, we assume that every algebraic conjugate of β is in Q p . We denote by β 1 (= β), . . . , β n the algebraic conjugates of β and by σ 1 (= identity), . . . , σ n the embeddings of Q(β) into Q p . Then, we have for
) holds for every integer m ≥ 0. Then, it is not difficult to see that for every integer m ≥ 0
.
We set a transformation T m (m ∈ Z ≥0 ) on pZ p by
By virtue of Lemma 2.1 we see that
Therefore, taking m → ∞ we get |β − σ j (β)| p = 0, which contradicts β = σ j (β). Thus, we see that there exists an integer m ′ > 0 such that for every integer
If some algebraic conjugates of β are not included in Q p , then considering Q p (β 1 , . . . , β n ) we have a similar proof. Lemma 2.2 implies the following proposition. Proposition 2.3. Let K ⊂ Q p be a finite extension of Q. Then, there exists α ∈ K which satisfies the condition (H) and K = Q(α).
c-map
In this section, we introduce a class of multidimensional p-adic continued fraction algorithms. Let K ⊂ Q p be a finite extension of Q of degree d. We put
We denote by L(D) the set of linear fractional transformations on D. We now introduce a map Φ :
T is given as follows:
In the case of α φ(α) = 0, We define f i for (x 1 , . . . , x s ) ∈ D with x φ(α) = 0 by
In the case of α φ(α) = 0, We define
In what follows, we call Φ a c-map. For a c-map Φ we define a transformation
Proof. The proof is easy.
. . , α s are linearly independent over Q, then, 1, β 1 , . . . , β s are linearly independent over Q.
Proof. Let 1, α 1 , . . . , α s be linearly independent over Q. It is not difficult to see that 1, f 1 (α), . . . , f s (α) are linearly independent over Q. Since A α ∈ GL(s, Z p ∩ Q), 1, β 1 , . . . , β s are linearly independent over Q.
is given as follows:
T , where
,
By Lemma 3.3 we have
Proof. It is not difficult to see A −1
By Lemma 3.3 for i = φ(α), we have
where
. . , g s ) T . By Lemma 3.3 we see that for i = φ(α),
Secondly, we suppose α φ(α) = 0. Then, F α is the identity map. Therefore, we have |T
We introduce a p-adic continued fraction via c-map
We set α (0) := α, and define α (1) , α (2) , . . . inductively as follows: We suppose that α
s ) is referred to the n-th remainder of α. We define the n-th convergent π(α; n) by
We remark that π(α; n) ∈ Q s for every n ≥ 0. We say that α has a periodic Φ continued fraction expansion if
holds for some m 1 , m 2 ∈ Z ≥0 with m 1 = m 2 . We define that α has a finite Φ continued fraction expansion if α (m) = 0 holds for some m ∈ Z ≥0 . We define that α has an infinite Φ continued fraction expansion if α does not have a finite Φ continued fraction expansion.
are not equal to 0 for infinitely many n, then lim n→∞ π(α; n) = α.
Proof. We suppose that α = (α 1 , . . . , α s )
T ∈ D and φ(α (n) ) are not equal to 0 for infinitely many n. By Lemma 3.1 there exists an integer m ≥ 0 such that α (m) ∈ E holds. By Lemma 3.6 we have
= 0 and
Therefore, we have
Proof. Let α ∈ D and α have a finite Φ continued fraction. Then, there exists an integer m ≥ 0 such that α (m) = 0. It is clear that α (n) = 0 for every n ≥ m. Therefore, for every n ≥ m we see that
= π(α; n). Thus, we obtain the proposition.
Algorithms
We have introduced a class of multidimensional p-adic continued fraction algorithms in Section 3. In this section, we define some particular algorithms in the class. Let K be the same as in Section 3.
By Proposition 2.3 there exists an element z in K which satisfies the condition (H) and K = Q(z). Hereafter, we suppose that z ∈ K satisfy the condition (H), K = Q(z) and ǫ ∈ {−1, 1}. We begin by the definition of a c-map.
For α = (α 1 , . . . , α s ) T ∈ D, and j ∈ Ind, we define linear fractional trans-
where δ ii := 1 and δ ij := 0 for i = j for i, j ∈ Ind. We define a c-map
We remark that for s = 1 the Φ [1] 0 continued fraction algorithm coincides with Schneider's continued fraction algorithm.
Next, we give the definition of a c-map Φ 1 . We assume that K = Q. We define linear fractional transformations H (α) = a 0 + a 1 z + . . . + a s z s where a i ∈ Q for 0 ≤ i ≤ s. Let a ′ > 0 be the greatest common factor of the numerators of a i (1 ≤ i ≤ s) which is not divided by p.
We need some definitions to introduce the c-map
for n ∈ Z ≥1 . For α ∈ K, α is uniquely written α = a 0 + a 1 z + . . . + a s z s , where a i ∈ Q for 0 ≤ i ≤ s, and denom z (α) is defined by
and for α = (α 1 , . . . , α s ) T ∈ K s we define
where α ∈ D and id is the identity matrix. Finally, let us define a c-map
We define ⌊α : m⌋ p and α : m p as ⌊α : m⌋ p := Σ n≤m,n∈Z c n p n , α : m p := Σ n>m,n∈Z c n p n .
M (n; Q) denotes the set of n × n matrices with entries Q. We say that M = (m ij ) ∈ M (n; Q) is p-reduced if M satisfies that for every integer i with 1 ≤ i ≤ n there exist a unique integer u(i) with 0 ≤ u(i) ≤ n such that (1) m ik = 0 for every integer k with 1
if u(i) = n, then m iu(i)+1 ∈ {p l |l ∈ Z}, and m ku(i)+1 = 0 for every integer k with i < k ≤ n, (3) if i > 1, u(i) ≥ u(i − 1), and (4) if u(i) = n, then for every integer j with 1 ≤ j < i
A matrix of M (n; Q) is converted to a p-reduced matrix by using the following row operations: (a) Switch two rows, (b) Multiply a row by an element of U p ∩ Q, (c) Add a multiple of a row by an element of Z p ∩ Q to another row.
For example, we introduce a following algorithm for M = (c ij ) ∈ M (n; Q), which is given in Fig.4.1 . The algorithm use elementally row operations (a), (b), (c). The algorithm computes p-reduced matrices, which will be referred to as the p-reduced algorithm. 
When M ∈ M (n; Q) is converted by the p-reduced algorithm to M ′ ∈ M (n; Q), there exists N ∈ GL(n, Z p ∩ Q) associated with the algorithm such that M ′ = N M and we denote N by pr(M ). One can prove the following lemma in the usual way.
We give an example. We recall that z ∈ K satisfy the condition (H) and K = Q(z).
Rational and Quadratic Cases
In this section, we consider a periodicity of the expansion obtained by our algorithms in specific cases. It is well-known that every rational number has a finite continued fraction expansion. We will see that a similar result holds for the Φ Proof. We define the height of rational number by the summation of the absolute value of its numerator and the absolute that of its denominator, which is denoted by height(). Let α be a rational number. By Lemma 3.1 we assume α ∈ pZ p . If α = 0, then α has apparently a finite Φ where j = ω p (− m2 m1 ). We have
in which the equality holds for α > 0, j = p − 1 and k = 1. If the sign of α is positive, the sign of the next remainder is minus. Therefore, if α has an infinite Φ
continued fraction expansion, we see height(α) > height(α 2 ) > height(α 4 ) > . . ., which is a contradiction.
For the Φ [1] 0 continued fraction algorithm on Q, which coincides with Schneider's continued fraction algorithm. Bundschuh [4] showed that every rational number has an infinite periodic expansion or a finite expansion.
Next, we consider quadratic cases. Weger [13] showed that some quadratic elements have a non periodic Schneider's continued fraction expansion. For the Φ [−1] 0 continued fraction we expect that some quadratic elements have non periodic expansion from the some numerical experiments (see Section 8), but we do not obtain the proof at the moment.
For the Φ First, we suppose that ord p (q) = 0. Since ord p (z) = k, we have
Let b be the greatest common factor of m 2 and v 1 and b ′ be the greatest common factor of m 1 and v 2 . Then, we have
Therefore, the nth remainder of qz for n ≥ 2 is δnz vn , where δ n ∈ {1, −1} and v n is a factor of v 1 . Since the set { δnz vn |n ∈ Z ≥2 } is a finite set, qz has a periodic Φ 
). Similarly, we have
where b is the greatest common factor of m 2 and v 1 and b ′ is the greatest common factor of m 
Similarly, we have
where b is the greatest common factor of m 
, where
continued fraction expansion. Let α ∈ K be not rational. Then, we have
where m = 0 ∈ Z and q, q ′ ∈ Q with |q
Lemma 5.2, we see that α has a periodic Φ
We consider the coefficient of the term z in the right hand side of the above formula. We have
relatively prime integers with v 2 > 0. For α ∈ K with α / ∈ Q, α has a purely periodic Φ Remark. We remark that if K is a quadratic field, then Φ
holds for n ∈ Z ≥1 . Therefore, these continued fraction algorithms coincide with each other.
In the similar manner, we have Theorem 5.5. Let K ⊂ Q be a quadratic field over Q. Then, for every rational number α α has a finite Φ
[z]
3 continued fraction expansion. For every α ∈ K with α / ∈ Q, α has a periodic Φ
3 continued fraction expansion.
Multidimensional Cases
We can expect that higher dimensional p-adic versions of Lagrange' Theorem holds for some of our algorithms from numerical experiments (see Section 7), although we are not successful to give any proof at the moment. Dubois and Paysant-Le Roux [5] showed that for every real cubic number field there is a pair of numbers which has a periodic Jacobi-Perron expansion. In this section, we show that a p-adic version holds for the Φ continued fraction expansions for any finite extension of Q in Q p . Let K be a cubic field over Q and K ⊂ Q p . Let z ∈ K satisfy the condition (H) and K = Q(z). Since mz satisfies the condition (H) for an arbitrary integer m which is relatively prime to p, we can choose z which is integral over Q. Let z be integral over Q and
be the minimal polynomial of z, where
Proof. We have
Since the greatest common factor of −ǫ and −ǫa 1 is 1, we have
Thus, we have
continued fraction expansion.
Let K ⊂ Q p be a finite extension of Q of arbitrary degree > 1. Let z ∈ K satisfy the condition (H) and K = Q(z). Let
be the minimal polynomial of z, where a i ∈ Q ∩ Z p for 1 ≤ i ≤ s + 1 and ord p (a s ) = ord p (a s+1 ) = 0. We set a 0 := 1.
3 continued fraction expansion. Proof. We have 
Numerical Experiments
In this section, we give some numerical results on our algorithms. For the calculation of the tables, we used computers equipped with GiNaC [1] on GNU C++.
Concerning our experiments, Height z (α), defined below, plays an important roll. Suppose K = Q(z) with z ∈ Q p satisfying the condition (H), and For α ∈ K with
cf. the definition of height(a)(a ∈ Q) given in Section 6. For a given α ∈ D = K s , we compute the sequence {α n } according to a continued fraction algorithm Algor until we find n such that
We remark that the class P and H depend on Algor, which will be written P(Algor), H(Algor) for some specified algorithm Algor later.
In Table 1 , we give the periodicity test of the expansions obtained by Φ
algorithm for α ∈ D = Q(z) ⊂ Q p , where α runs over a subset of D of 100 elements chosen by a pseudorandom algorithm, p runs over all the primes < 100, and z runs over the set {z ∈ Q p |x 2 +ax+bp is the minimal polynomial of z, a, b ∈ Z, 0 < a ≦ 10, −10 ≤ b ≤ 10, ord p (a) = 0}. We generate the set of 100 elements denoted by T est z in D by using the pseudorandom algorithm given by Saito and Yamaguchi [10] as follows:
Let 0.d 1 d 2 · · · be the binary expansion of the real positive root of x 2 + x − 1, where {d 1 , d 2 · · · } is generated by the algorithm [10] in which they showed that the sequence has good properties as pseudorandom numbers. We set
Let m be the least integer such that
We define T est z ⊂ D as ) (resp., P(Φ
)) and 2 * (resp., 4 * ) is the number of elements α in H(Φ
In Table 2 for the prime numbers p with 2 ≤ p ≤ 100 and {z ∈ Q p |x 3 + ax + bp is the minimal polynomial of z, a, b ∈ Z, 0 < a ≦ 10, −10 ≤ b ≤ 10, ord p (a) = 0} and the set of 100 elements in D denoted by T est 2 · · · (resp., 0.d
2 · · · ) be the binary expansion of the real positive root of x 2 + 2x − 1(resp., x 2 + 2x − 2), where {d
2 · · · } for j = 1, 2 are generated by the algorithm [10] . We set that for j = 1, 2
are linearly independent over Q, i ≤ m}) = 100.
We define T est (2) z ⊂ D as T est (2) z := {(t 
i )|i ≤ m}\{(t 
i )|1, t are linearly independent over Q, i ≤ m}. )).
In Table 3 for the prime numbers p with 2 ≤ p ≤ 100 and {z ∈ Q p |x 3 + ax + bp is the minimal polynomial of z, a, b ∈ Z, 0 < a ≦ 10, −10 ≤ b ≤ 10, ord p (a) = 0} and 100 elements in D given in the same way as Table 2 we observe periodicity by the Φ continued fraction algorithm. Table 3 prime 1
In Table 4 for the prime numbers p with 2 ≤ p ≤ 100 and {z ∈ Q p |x 3 + ax + bp is the minimal polynomial of z, a, b ∈ Z, 0 < a ≦ 10, −10 ≤ b ≤ 10, ord p (a) = 0} and 100 elements in D given in the same way as Table 2 we observe periodicity by the Φ [ǫ,z],(2) 2 continued fraction algorithm. ) and 2 * (resp., 4 * ) is the number of elements α in H(Φ )).
In Table 5 for the prime numbers p with 2 ≤ p ≤ 100 and {z ∈ Q p |x 3 + ax + bp is the minimal polynomial of z, a, b ∈ Z, 0 < a ≦ 10, −10 ≤ b ≤ 10, ord p (a) = 0} and 100 elements in D given in the same way as Table 2 we observe periodicity by the Φ [z] 3 continued fraction algorithm. Table 5 prime 1 1 * is the number of elements α in P(Φ [z] 3 ) 2 * is the number of elements α in Table 7 prime 1 *
Conjecture
We give the following conjecture which is supported by our numerical experiments.
Conjecture. Let p be any prime number, and K be any finite extension of Q with K ⊂ Q p . Let s + 1 be its degree over Q, z ∈ K be any element satisfying the condition (H), K = Q(z). For every α = (α 1 , . . . , α s ) ∈ K s such that 1, α 1 , . . . , α s are linearly independent over Q, α has a periodic Φ
