In this paper, we derive a relation of new kind between certain character values of symmetric groups in terms of so-called maya diagrams. We also investigate a relation between our result and Bernstein's creation operators for Schur functions, and consider analogous relations for projective characters of symmetric groups through creation operators for Schur Q-functions. We also consider analogous relations for characters of Brauer algebras and walled Brauer algebras.
Introduction
Irreducible characters of symmetric groups have long been the subject of combinatorial representation theory. Still one sometimes encounters curious phenomena. In examining the character tables of symmetric groups, we noticed a curious correspondence between the irreducible character values of S n at transpositions and the degrees of the irreducible characters of S n−2 for n ≤ 7, which is exhibited in §2.2. For example, the degrees of irreducible characters of S 4 are 1, 3, 2, 3, 1, while the values of irreducible characters of S 6 at transpositions are 1, 3, 2, 3, 1, 0, −1, −3, −2, −3, −1. Even though it does not continue beyond n ≤ 7, this looks too nice to be a sheer coincidence. One of the purposes of this paper is to find a mechanism lying behind this phenomenon, which also shows that the phenomenon actually extends beyond such limitations on n, and to more relationships between entries in other columns of the character tables, but in a somewhat less apparent and less straightforward manner. Our main result gives an expansion of the irreducible character value χ λ (µ ∪ (m)) into a linear combination of the values χ κ (µ) (|κ| = |λ| − m) for a partition µ with no parts divisible by m. In particular, if m = 2 it can be shown that, for |λ| ≤ 7, we have at most one term in the expansion, and setting µ = (1, . . . , 1) it gives an explanation for the phenomenon. One may notice that the classical MurnaghanNakayama formula also matches the description of our result above. In fact, we first thought that the phenomenon in question must be explained by a direct application of the Murnaghan-Nakayama formula, but, as is explained in §2.2, this is not the case.
We also found that the operators appearing in our formula can be written in a form similar to the creation operators for Schur functions, and by considering, instead, the creation operators for Schur Q-functions, we arrive at a projective analogue of our result.
As symmetric groups are in duality with (i.e. constitute the centralizer of) general linear groups, Brauer algebras and walled Brauer algebras are also in duality with some classical groups: orthogonal and symplectic groups for the former and general linear groups for the latter. Thus, they also have "Frobenius formulae" for their characters. We found that our method also works for these algebras and implies analogous relations between characters as in the symmetricgroup case.
The paper is organized as follows. In section 2 we review some basic facts about irreducible characters of symmetric groups, and derive a relation formula for them, which is our main result. In section 3, we relate results in section 2 with Bernstein's creation operators for Schur functions. In section 4, we investigate a "projective analogue" of the result by considering analogous modification as in section 3 of creation operators for Schur Q-functions. In section 5 we review facts about Brauer and walled Brauer algebras, and see analogous relations as the one derived for symmetric groups in section 2 hold for their irreducible characters.
Irreducible characters of symmetric groups 2.1 Preliminaries
A sequence of positive integers λ = (λ 1 , . . . , λ l ) with λ 1 ≥ · · · ≥ λ l > 0 is called a partition. l is called the length of λ and denoted by ℓ(λ). The terms λ i are called the parts of this partition. We write |λ| for λ 1 + · · · + λ l , and if |λ| = n then λ is called a partition of n and n is called the size of λ. The empty sequence is the unique partition of 0 (or of length 0) and is denoted by ∅. We sometimes write nonempty partitions in multiplicative form: 4 2 31 3 stands for the partition (4, 4, 3, 1, 1, 1), for example.
Let S n denote the symmetric group over n letters. It is well known that, over a field of characteristic zero, the isomorphism classes of irreducible linear representations of S n are indexed by the partitions of n. In this paper, we use objects called maya diagrams rather than partitions to index irreducible representations of symmetric groups. We write maya diagrams with [ ] and partitions with ( ) (or with no parentheses if they are in multiplicative form), in order to avoid confusion between these two kinds of objects.
There is an easy correspondence between maya diagrams and partitions, by
where partitions are identified with infinite sequences obtained from them by attaching infinitely many zeroes. The maya diagram corresponding to a partition λ under these bijections is also denoted by λ, but we believe that this causes no confusion. The notion of size is also defined for maya diagrams through the correspondence above: if |λ| = n, the corresponding maya diagram [x 1 , x 2 , . . .] satisfies i (x i + i) = n. We also have x i = −i for i > |λ|.
The following lemma can be easily shown:
. .], let y 1 < y 2 < · · · be the integers not appearing in x 1 , x 2 , . . .. Then the partitions corresponding to λ and
. .] are conjugate to each other. In particular,
Let F be a C-vector space having the set of all maya diagrams as a basis. We also define a charged maya diagram as a sequence of integers [x 1 , x 2 , . . .] with x 1 > x 2 > · · · and x i+1 = x i − 1 for i ≫ 1. LetF be a vector space over C having the set of all charged maya diagrams as a basis.
Remark. The spaces F andF are sometimes called an infinite or semi-infinite wedge space ( [6, 7] 
We sometimes use sequences [x 1 , x 2 , . . .] which satisfy x i = −i (or x i+1 = x i − 1) for i ≫ 1 but are not necessarily decreasing. In such case we consider them as elements of F (orF respectively) by the rule [. . . , i, . . . , j, . . .] + [. . . , j, . . . , i, . . .] = 0 (in particular, sequences with duplicate terms are equal to zero).
Let χ λ denote the irreducible character of a symmetric group indexed by a maya diagram or a partition λ.
We say an element w ∈ S n has cycle type µ = (µ 1 , · · · , µ l ) if w is a product of disjoint cycles with length µ 1 ≥ µ 2 ≥ . . . ≥ µ l ≥ 1. It is well known that two elements in S n are conjugate if and only if they have the same cycle type. Let χ λ (µ) := χ λ (w) for w ∈ S n with cycle type µ.
Then well-known formulae of Frobenius' and Murnaghan's essentially state the following, under the present setting:
. .] (note that only finitely many summands on the right-hand side are nonzero). Then for a maya diagram λ and a partition µ = (µ 1 , · · · , µ l ) with |λ| = |µ| = n,
A motivating phenomenon
The character tables of symmetric groups can be calculated by Murnaghan's formula explained above. For example, it is easy to check that the irreducible characters of S 4 have degrees 1, 3, 2, 3, 1, while the irreducible characters of S 6 takes values 1, 3, 2, 3, 1, 0, −1, −3, −2, −3, −1 at transpositions. Here one can see an obvious correspondence: the degrees of the irreducible characters of S 4 as well as their negatives appear again as irreducible character values of S 6 at transpositions. This correspondence also happens for S 5 and S 7 : the irreducible characters of S 5 have degrees 1, 4, 5, 6, 5, 4, 1 and they appear again as irreducible character values of S 7 at transpositions. One can also see that it also happens for smaller symmetric groups. (Unfortunately, there is no obvious correspondence for S 6 and S 8 : for example, χ 4 2 (21 6 ) = 4 but no irreducible character of S 6 has degree 4, and S 6 has four irreducible characters of degree 5 but only two irreducible characters of S 8 take value 5 at transpositions. ) We easily see that Murnaghan's formula does not give, at least directly, the explanation we expect. For example, for the character values of S 6 on transpositions what Murnaghan's formula gives is as follows:
So the one-to-one correspondence is not nicely explained by Murnaghan's formula.
Main result
Here we are going to state our first main result, which explains the re-appearance phenomenon above. Let m > 1 be an integer and k be an integer. We define a C-linear operator φ , which was applied to the sum in order that the right-hand side to lie in F . Our first result can now be stated as follows:
Theorem 2.2. Let λ be a maya diagram of size n and let µ be a partition of n − m which does not have any multiple of m as its part. Then we have
Here µ∪(m) means the partition obtained by appending a part m to µ, φ = φ
1 , and the notation χ κ (ν) has been extended for κ ∈ F linearly in κ. Thus we have χ 42 2 (µ∪(2)) = −χ 21 4 (µ)+χ 2 2 1 2 (µ) for a partition µ with all parts odd. Note that this is different from the one given by Murnaghan's formula, i.e.
the latter is valid for any partition µ).
It can be easily seen that Theorem 2.2, with m = 2 and µ = (1, . . . , 1), really explains the phenomenon. In fact, it can be shown that if m = 2 then the sum in φ(λ) has at most r − 1 nonzero terms for |λ| < 2r
2 . So with r = 2, it can be seen that χ λ (21 * ) can be expressed in the form ±χλ(1 * ) (or zero) for a single diagramλ if |λ| ≤ 7.
In order to prove the theorem, we introduce some objects in order to simplify calculations in the proof. For r ∈ Z, define a C-linear operatorb r :F →F bỹ
for any maya diagram λ, where the sum runs over the same m-tuples
It is easy to check that the operatorsb r satisfyb rbs = −b sbr and [A l ,b r ] = b r−l for integers r, s and a positive integer l.
Proof. We prove the following two things: (i) φ commutes with A l (m ∤ l), and (ii) −φ(λ) = A m λ for maya diagrams λ of size m. In fact, with (i) and (ii) we can show the theorem as
We have for every l,
Let us now assume that l is not divisible by m. Consider the summandb 
k ] = 0 and this shows (i) (it is clear that A l commutes with shifting). Let us now show (ii). It is well known that, for a partition λ of size m,
r−1 ∅ if λ is a hook with r rows and 0 otherwise. In our maya-diagram setting, this may be formulated as r ∅ can be easily checked in these cases (recall that we have only one nonzero term in φ(λ)). 
, and the conclusion easily follows from this by the same argument as in the proof of Theorem 2.2 above.
The case µ = ∅, ν = (1 k ) and m = 1 is particularly interesting. In this case, the formula gives an expansion for the degree of χ λ in a fashion similar to the ordinary determinant formula
for the degree, though different from it:
Theorem 2.4. For a partition λ with size k and l rows, one has
where ρ = (l − 1, . . . , 0). 
i . Successive application of (4) gives
where the sum is over all r ≥ 0 and a 1 , . . . , a r ∈ Z >0 such that a 1 + . . . + a r = k. In general, if i > 0 and κ is a partition with c columns, it can be shown that φ i (κ) is either ±1 times a partition with exactly c − 1 columns or zero. Thus if
is a nonzero multiple of ∅, one must have r = l.
. .], in order for this to be nonzero the numbers −a i +i−1 must lie in the complement of {y 1 , y 2 , . . .}, which is, by Lemma 2.1, {−1 − x 1 , −1 − x 2 , . . .}. In other words, all a i − i must be in {x 1 , x 2 , . . .}. Moreover, we have a i − i ≥ −i > −l − 1 = x l+1 for 1 ≤ i ≤ l so a i − i ∈ {x 1 , . . . , x l }. And since −a l − 1, . . . , −a 1 − l must be all distinct, all a i − i must be distinct. This shows a 1 − 1, . . . , a l − l must be a permutation of x 1 , . . . , x l . That is, a + ρ = w(λ + ρ) for a permutation w ∈ S l . Then
k ∅ and this completes the proof.
Relation with Bernstein operator
Let Λ denote the ring of symmetric functions in the variables X 1 , X 2 , . . .:
. .] where e r = i1<...<ir X i1 · · · X ir and h r = i1≤...≤ir X i1 · · · X ir . We define h 0 = e 0 = 1 and h r = e r = 0 for r < 0. Let H(u) := n≥0 h n u n = i≥1 1 1−Xiu and E(u) := n≥0 e n u n = i≥1 (1 + X i u) be their generating functions. Let p r = i≥1 X r i (r ≥ 1). We denote the Schur function by s λ ([9, §I.3]). In this paper, the index of a Schur function may be either a partition, written in parentheses, or a maya diagram, written in brackets.
We consider on Λ, as usual, the Hall inner product ·, · : Λ × Λ → Z by s λ , s µ = δ λµ for partitions λ, µ. Let f ⊥ denote the adjoint operator of the multiplication by f with respect to this inner product, say: f ⊥ (g), h = g, f h . Using the Schur functions and the Hall inner product, Theorem 2.1 can be stated as p
, which is in fact much closer to the original Frobenius formula.
Bernstein's creation operator is defined as follows:
where h n+i denotes the multiplication operator by h n+i . Note that, even though the expression above is an infinite sum, only finitely many terms give nonzero image when applied to each f ∈ Λ.
Bernstein operators have the following property ([9, §I.5, Example 29]):
This is still valid for a general integer sequence λ if we interpret Schur functions indexed by integer sequences which is nondecreasing or having nonpositive parts as s (··· ,i,j,··· ) = −s (··· ,j−1,i+1,··· ) . In our maya-diagram setting, this implies
or, for λ a maya diagram,
where b n λ =b n λ − 1 withb n defined just before the proof of theorem 2. 
where sum runs over all m-tuples (a 0 , . . . , a m−1 ) with a i ≡ 0 (mod m) and a 0 + · · · + a m−1 = −km.
We
where − • p m denotes the plethysm with the m-th power sum:
Remark. In fact, the properties (i) and (ii) of φ in the proof of Theorem 2.2 can be also seen from the above expression for φ
. It is known that B(u) satisfies the following ([9, §I.5, Example 29]):
(9) Let (j 0 , . . . , j m−1 ) ∈ (Z/mZ) m and ω be a primitive m-th root of unity. Letting (u 1 , . . . , u r ) = (ω j0 u, . . . , ω jm−1 u) in (9), we have
Here, the well-definedness of the left-hand side of (10) follows from the following claim, which can be easily seen by using (6):
Claim. For any s ≥ 0 and f ∈ Λ, if n ∈ Z is sufficiently small then for any a 1 , . . . , a s ∈ Z we have B n B a1 . . . B as (f ) = 0.
The right-hand side of (10) is zero if some j p , j q (p = q) are equal, and otherwise it is a constant multiple of
. Thus, summing (10) over all (j 0 , . . . , j m−1 ) and dividing by m m , we have
where C m is a constant depending only on m. Notice that the left-hand side is equal to n φ (m)
−n u nm .
We have
Setting n = 0 and comparing the actions of both side on 1 shows C m = 1.
An analog for projective characters
A projective representation π = (V, π) of a group G is a group homomorphism π from G to P GL(V ), the projective general linear group of a vector space V . Two projective representations (V, π) and (W, ρ) are said to be projectively equivalent if there exists a vector space isomorphism V → W such that the induced group isomorphism f : P GL(V ) → P GL(W ) satisfies f π(g) = ρ(g)f for all g ∈ G. Let us call a projective representation π nontrivial if π is not projectively equivalent to any representations obtained from a linear representation of G by composing with GL(V ) ։ P GL(V ).
LetS n be the group generated by the generators s 1 , . . . , s n−1 , z bound by the relations:
• z is a central element with z 2 = 1,
Clearly one has a surjective group homomorphism θ :S n ։ S n which sends z to 1 and s i to (i i + 1), i = 1, . . . , n − 1. This homomorphism has kernel {1, z}. Since z is in the center ofS n and has order 2, its action on an irreducible representation is either by 1 or by −1. Call an irreducible representation ofS n negative if z acts by −1. Call two representations ofS n being associate of each other if one can be obtained from the other by tensoring with sgn • θ, where sgn is the sign representation of S n . The following relationship between the projective representations of S n and the linear representations ofS n is known: It is known that the isomorphism classes of negative representations ofS n are indexed by the strict partitions of n (a partition (λ 1 , . . . , λ l ) is called strict if λ 1 > · · · > λ l ). Let ψ λ denote the irreducible character ofS n indexed by λ.
If C is a conjugacy class of S n , θ −1 (C) is either a single conjugacy class or the union of two conjugacy classes. In the former case, g and zg are conjugate for g ∈ θ −1 (C) and thus negative irreducible characters vanish there. In the latter case we say that C splits. Conjugacy class C µ of S n with cycle type µ splits iff: (i) all parts of µ are odd (in which case we call µ all-odd ), or (ii) µ is strict and C µ consists of odd permutations ( [5, Theorem 3.8] ). In fact it is easy to describe the character values explicitly in the case (ii), so we are interested in the case (i). Let ψ λ (µ) denote the value of ψ λ evaluated at an element g µ , which is chosen from θ −1 (C µ ) so that the character of the "basic representation" ([5, Chap. 6]) ofS n takes a positive value at g µ . We also let
. Let q n = h n−i e i ∈ Λ and let Γ be the subring of Λ generated by q 1 , q 2 , q 3 
for all strict partitions λ and µ and denote the adjoint of the multiplication by f ∈ Γ as f ⊥ , then for strict λ and all-odd µ we havẽ
As in the Schur-funtion case, Schur Q-functions also have creation operators: , and from this one has "reordering rules" for writing Q α as a linear combination of the functions Q λ with strict partitions λ:
• If, for some i ≥ 1, the subsequence of α consisting of all occurrences of ±i is not of the form i, −i, i, . . . , −i, i or −i, i, . . . , −i, i, then Q α = 0.
• Otherwise, there exists a permutation of the sequence α which has the form λ, −a 1 , a 1 , . . . , −a r , a r , 0, . . . , 0 for a strict partition λ and positive integers a 1 , . . . , a r (not necessarily distinct). In this case Q α = (−1) a1+...+ar 2 r ǫQ λ , where ǫ is the sign of any permutation which permutes α into the form above while, for each i ≥ 0, keeping the order of the terms ±i .
Since the definition of B n is similar to the definition (5) of the Bernstein operator, we can consider a modification of B n analogous to (8) 
Γ → Γ for m ≥ 1 odd and n ∈ Z. Then we have the following formula for Φ (m) n analogous to (7):
where the congruences are modulo m and
.
We note that in the product above the coefficient of each u d is well-defined by the reordering rule above.
Since Φ Corollary 4.1. Let F be the vector space generated by all integer sequences of finite length bound by the same relations as the reordering rules for the Qfunctions (so a sequence α is equal to zero in F if there exists i ≥ 1 such that the subsequence of α consisting of all occurences of ±i is not of the form i, −i, i, . . . , −i, i or −i, i, . . . , −i, i, and equals to some nonzero constant multiple of a strict partition otherwise). Then for an odd integer m ≥ 1, a strict partition λ ∈ F and an all-odd partition µ with no parts divisible by m such that |λ| = |µ| + m, one hasψ λ (µ ∪ (m)) =ψ − 1 2 Φ(λ) (µ). Here Φ : F → F is a C-linear map defined by Φ(λ) = α ǫ α ·(α, λ), where the sum is over all integer sequences α = (α 1 , . . . , α 2s+1 ) of odd length such that
For such a sequence, ǫ α = (−1) n(α) where n(α) is the number of i such that α 2i ≡ −2c i (mod m) and (α, λ) is the sequence obtained by concatenating α and λ.
Example.
so we haveψ 4,3,2 (µ ∪ (3)) =ψ 3,2,1 (µ) −ψ 4,2 (µ) for µ with no parts divisible by 3, say µ = (1 6 ) and (5, 1).
. Let ω be a primitive m-th root of unity and define B(a, b; u) = 1 − ω
Lemma. We have
It is easy to see that the right-hand side of (11) is equal to 1 − ω
On the other hand, we have ([5, Chap. 9, (7)
and thus B r B s = C r,s + 2 i≥1 (−1) i C r−i,s−i (in particular, we have C r,r + 2 i≥1 (−1) i C r−i,r−i = B r B r = δ r,0 ). Using these relations to rewrite both sides into linear combinations of C r,s (r > s) and comparing the coefficients implies the Lemma. 
The first term on the left-hand side can be easily shown to be 1. Since q
where we set r = m−1 2
and (c 1 , . . . , c m ) = (a 1 , b 1 , . . . , a r , b r , c), and the congruences on the leftmost side are modulo m. We note that the well-definedness of the leftmost side follows from the following claim, which can be seen from the reordering rule above:
Claim. For any s ≥ 0 and f ∈ Γ, if n ∈ Z is sufficiently small then for any a 1 , b 1 , . . . , a s , b s , d , i ∈ Z we have B i,n−i B a1,b1 . . . B as,bs B d (f ) = 0.
The summand of the rightmost side of (12) vanishes if some c i , c j (i = j) are equal, and otherwise it is a constant multiple of
1−Xiu , the same calculation as in the proof of Theorem 3.1 yields
Thus the right-hand side of the theorem equals to a constant multiple of the left-hand side. Comparing the actions of the constant terms on 1 ∈ Γ we conclude that this constant is 1.
Remark. In the equation (12), the product in the middle of the equation is in fact not well-defined. However the problem can be avoided by, first calculating the leftmost side with replacing the u's appearing on each of r + 1 factor by r + 1 distinct variables, obtaining an expression like the rightmost side of (12), and specializing all variables to u.
Remark. As operators B r almost anticommute, it is natural to try constructing, in the same way as the construction (2) of φ 
The Brauer algebra and the walled Brauer algebra
The Brauer algebra was introduced in [3] in order to describe the centralizer algebra of an orthogonal or a symplectic group acting on a tensor power of its vector representation. The Brauer algebra D n (x) for a nonnegative integer n and a parameter x (which can be either a complex number or an indeterminate) is defined as follows:
• D n (x) has a basis (over C or C(x) depending on whether the parameter is a number of an indeterminate) consisting of all diagrams obtained by connecting 2n dots, aligned in two rows and n columns, to form n pairs of dots (they are called Brauer diagrams or n-diagrams).
• To calculate the product of two Brauer diagrams a and b, place a on top of b so that the bottom row of a coincides with the top row of a, remove all closed loops, ignore the dots in the middle row to get another Brauer diagram, and multiply it by x #removed loops . The Brauer algebra contains the group algebra of S n as a subalgebra: w ∈ S n corresponds to the Brauer diagram obtained by connecting the i-th dot on the bottom row with the w(i)-th dot on the top row for every 1 ≤ i ≤ n.
The structure and the characters of the Brauer algebra are investigated in [11] and [10] . Here we consider the case where x is an indeterminate. In this case, D n (x) is semisimple, and its irreducible representations are parametrized by the partitions λ with |λ| = n − 2i, 0 ≤ i ≤ ⌊ n 2 ⌋. By specializing x to N = −2m (resp. N = m) in the C[x]-form of D n (x) spanned by the diagram basis, one obtains a C-algebra D n (N ), which surjects onto the centralizers of Sp(2m, C) (resp. O(m, C)) acting on the n-fold tensor product of the vector representation. For each λ as above, an irreducible representation of D n (−2m) can be explicitly constructed for sufficiently large m, say H 2m,n,λ , as the space of highest vectors of a fixed weight for Sp(2m, C) (see [2] ), which allows one to "read off" the irreducible representation of D n (x) labeled by λ, or of its "C[x]-form" in such a way that setting x to −2m in the representation matrices yields the irreducible representation H 2m,n,λ . Thus the irreducible characters of D n (x) can be investigated by using these dualities. In fact, a character of D n (x) is determined by its values at certain elements, say, elements of the form w ⊗ e ⊗i , where w is an element in S n−2i , e is a 2-diagram whose top two dots are connected with each other, and whose bottom two dots are also connected with each other, and ⊗ denotes the horizontal concatenation of two diagrams. Moreover, knowing the character values at permutations is essential: character values of D n (x) at w ⊗ e ⊗i can be obtained from character values of D n−2i (x) at w in a simple manner (see remarks at the end of [10, §5] ).
Let χ (n) λ be the irreducible character of D n (x) corresponding to the partition λ. Then its value χ The walled Brauer algebra D r,s (x), where r and s are nonnegative integers, is an algebra that plays the role of the Brauer algebra for the analysis of the representation of GL(V ) on a mixed tensor space V ⊗r ⊗ V * ⊗s (see [1] , [8, Proof of Lemma 1.2]). It is the subalgebra of D r+s (x) spanned by all diagrams with the following condition: the 1, 2, . . . , r-th dots on the top (resp. bottom) row should not be connected with the (r + 1), . . . , (r + s)-th dots on the bottom (resp. top) row. Such diagrams are often depicted by drawing a "wall" between the r-th and (r + 1)-th columns.
If x is an indeterminate, the C(x)-algebra D r,s (x) is also semisimple, and its its irreducible representations are indexed by the pairs of partitions [λ, κ] (this bracket has nothing to do with our maya-diagram notation) with (|λ|, |κ|) = (r− i, s − i), 0 ≤ i ≤ min{r, s}. Again the irreducible representations of D r,s (x) can be obtained from the irreducible representations of D r,s (k) on the highest weight vectors for GL(V ), and thus these irreducible characters can be investigated, as in the Brauer-algebra case, using the duality with general linear groups ( [1, 4] ). Again, the whole character table follows from the examination of character values at permutations. Let χ (µ, ν).
