regime also eliminates satellite drops. This makes it possible to manufacture monodisperse gas bubbles in a viscous flow, analogous to techniques being developed to manufacture such bubbles in inertial flows (22) . The viscous flow regime is relevant for the processing of foods, pharmaceuticals, and metal foams.
In conclusion, we observed nonuniversal, linear dynamics accompanying the formation of a smooth singularity in the breakup of a water drop in viscous silicone oil. This is the asymptotic regime for small enough values of int / ext , so that the interior viscosity can be neglected throughout the breakup process. For larger int / ext , the interior viscosity becomes important before atomic dimensions are reached. This produces a long and thin thread. The linear dynamics associated with the formation of a singularity demonstrate that there are two ways for the formation of a singularity to simplify dynamics. In the generic case, the singularity dynamics become scale-invariant, confined to a region that shrinks in all dimensions, thereby erasing all memory of boundary and initial conditions. In the case studied here, the dynamics near the singularity are characterized by an axially uniform radial collapse, so that the axial length scale remains constant, thereby making it possible for memory of the initial and boundary conditions to persist. 88, 4501 (2002 We fabricated a device that controls the motion of flux quanta in a niobium superconducting film grown on an array of nanoscale triangular pinning potentials. The controllable rectification of the vortex motion is due to the asymmetry of the fabricated magnetic pinning centers. The reversal in the direction of the vortex flow is explained by the interaction between the vortices trapped on the magnetic nanostructures and the interstitial vortices. The applied magnetic field and input current strength can tune both the polarity and magnitude of the rectified vortex flow. Our ratchet system is explained and modeled theoretically, taking the interactions between particles into consideration.
Motor proteins play a key role in the transport of materials at the cellular level (1) (2) (3) Earlier work on vortex dynamics in superconducting films (16) with regular arrays of defects (17, 18) , using either nonmagnetic (19) (20) (21) (22) or magnetic (23-30) pinning traps, have explored a plethora of physical effects, including matching effects with ordered submicron magnetic defects, interstitial vortices, random versus periodic pinning, and channeling effects in the vortex lattice motion. Now that the field of vortex dynamics on periodic pinning potentials is sufficiently understood, we are in a position to take the next step of manipulating and controlling the motion of magnetic flux quanta. Preliminary numerical studies (10, 11) of vortex dynamics on arrays of triangular pinning potentials have found that rectified vortex motion should occur when the system is ac-driven.
We fabricated arrays of submicron Ni triangles with electron beam lithography (29) on Si(100) substrates and then deposited a 100-nm-thick Nb film by dc magnetron sputtering. Several samples were fabricated with different sizes and positions of the triangles (Fig. 1A and fig. S1 ). For transport measurements, a cross-shaped bridge was optically lithographed and ion-etched on the Nb films (Fig. 1B, upper inset) , which allowed us to inject the current either parallel (x axis) or perpendicular (y axis) to the triangular base. The Nb films grown on the array of Ni triangles showed superconducting critical temperatures between 8.3 and 8.7 K. Magneto-transport R(H) experiments, R being the resistance, were done with a magnetic field H applied perpendicular to the substrate in a liquid helium system. Fig. 1B shows the R(H) data taken from the sample with the magnetic array shown in Fig. 1A . The dc magneto-resistance exhibits commensurability effects (24 ) in which dissipation minima develop as a consequence of the geometrical matching between the vortex lattice and the underlying periodic structure. At these matching fields, the vortex-lattice motion slows down, and R(H) minima appear at equally spaced values of H; H match (n) ϭ nH 1 , with H 1 ϭ 32 Oe being the first matching field and n the number of vortices per unit cell. Sharp minima in R(H) were observed at the first, second, and third matching fields, but minima at higher matching fields were shallow and not well defined. The difference between the sharp and shallow minima in R(H) arises because interstitial vortices appear when H is increased beyond 3H 1 . Thus, the maximum number of vortices in each triangle is three. Therefore, for each matching field, we know the number of vortices per unit cell, both inside the traps and in between them.
When an applied dc current I dc is increased, the interstitial vortices depin first, producing a linear increase, in a log-log plot, of the voltage versus current (Fig. 1B , lower inset). With further increase of the applied dc current, the vortices that were initially trapped in the magnetic triangles begin to depin, producing a faster increase in V(I dc ), where V is voltage. This illustrates that there are two types of vortices subject to very different pinning energies, their motion depending on I dc and H. Fig. 2 shows what happens when, at a constant temperature T and H ϭ H 1 ϭ 32 Oe, an ac current density J ϭ J ac sin(t) is injected along the x axis, where is the ac frequency and t is time. This yields an ac Lorentz force (F L ) on the vortices along the y axis, which is given by F ជ L ϭ J ជ ϫ z ជ 0 (where ⌽ 0 ϭ 2.07 ϫ 10 Ϫ15 webers and z ជ is a unit vector parallel to H ជ ). Although the timeaveraged force on the vortices is zero (͗F L ͘ ϭ 0), a nonzero dc voltage drop is observed (Fig. 2, colored dots) . Because the electric field E ជ ϭ B ជ ϫ ជ ( ជ and B ជ being the vortexlattice velocity and the magnetic induction, respectively), the voltage drop along the direction of the injected current probes the vortex motion along the y axis. We measured the voltage drop V dc using a dc nanovoltmeter and obtained the time-averaged vortex velocity ͗͘ ϭ V dc /dB, where d is the distance between contacts and B is the magnetic induction. Thus, the vortex lattice moves on this asymmetric potential with a net velocity, as has been numerically predicted (10, 11) . To further test this behavior, the ac current was injected along the y axis (that is, the vortex lattice was pushed along the x axis) of the array. In this case, the dc voltage was zero (Fig. 2, black dots) because of the symmetric potential landscape along the x direction, resulting in a zero net velocity.
At a constant applied magnetic field, the dc voltage increased when the temperature decreased. At a constant temperature, increasing the applied magnetic field produced the effect shown in Fig. 3 . Because we know the number of vortices in each unit cell of the array, the analysis of the experimental data is clearer for applied matching fields. The amplitude of the dc signal decreased when the magnetic field increased, because the effective pinning was suppressed by the intervortex repulsion. Moreover, when n Ͼ 3 (corresponding to more than three vortices per unit cell), a dc reversed signal began to develop with a maximum (Fig. 3, blue arrows ) that occurred at a lower F L than the positive-dc maxima (Fig. 3, red arrows) . The interstitial vortices, which feel a weak and inverted ratchet potential, move in the opposite direction from the vortices pinned at triangles, which are subject to a strong ratchet potential. This inverse-polarity current effect was enhanced when the magnetic field was increased (Fig. 3, C to E) . Finally, at very high magnetic fields, close to the normal state, a complete dc voltage reversal occurred (Fig. 3F ). Measurements were performed near critical temperature (T c ) in order to make the random pinning much smaller than the triangular pinning. For slightly lower values of T, pinning became stronger and required larger applied currents to depin the trapped vortices, but the trend shown in Fig. 3 was also observed. array of magnetic triangles. The lower inset shows voltage versus applied dc current curves at T ϭ 0.98T c . The applied magnetic fields are at the matching conditions shown by the number of vortices per unit cell: n ϭ 1 (red), n ϭ 3 (cyan), n ϭ 4 (blue), n ϭ 6 (green), n ϭ 8 (magenta), and n ϭ 10 (black). Dashed lines follow the ohmic behavior of the interstitials. The V(I dc ) curves change abruptly at magnetic fields from n ϭ 3 to n ϭ 4, because an ohmic regime appears at low currents. This is a clear signature (21) of the presence of interstitial vortices (vortices not pinned on the triangles). V dc is proportional to the net vortexlattice velocity, V dc ϰ ͗͘, whereas the Lorentz force is F L ϰ J ac . Magenta, blue, and red circles correspond to ac frequencies ϭ 10 kHz, ϭ 1 kHz, and ϭ 0.5 kHz, respectively, with an ac current J injected parallel to the x axis (with F L parallel to the y axis). Black circles correspond to ϭ 10 kHz, but J injected parallel to the y axis, i.e., with F L parallel to the x axis. The inset shows the array of triangles with the x and y axes.
In order to interpret the experimental results, we can separate all vortices into two groups: (i) pinned vortices, which move from one triangular-shaped pinning trap to another and, thus, are directly affected by the pinning potential; and (ii) interstitial vortices, which move in between triangles and do not directly interact with the pinning traps. However, the interstitial vortices can indirectly feel the spatial asymmetry through their interactions with the pinned vortices.
This problem can be mapped onto the similar system of two species of repulsive particles (31) , in which one type or species of particle ( pinned vortices for our experiments) (Fig. 3 , G to J, red dots) directly interacts with the spatially asymmetric substrate. The other type of particle (interstitial vortices) (Fig. 3, G to J, blue) is insensitive to the substrate, at least in a direct manner. It has been shown (31) that those particles (assigned red) subject to the substrate potential create an effective asymmetric potential, with the opposite asymmetry or opposite polarity for the other (blue) particles-if these two species repel one another. When all the particles are subjected to an ac drive force, this "inverted polarity" potential rectifies the motion of the blue particles (the interstitial vortices) in one direction. The original pinning potential rectifies the motion of the red particles (the pinned vortices) along the opposite direction, because they feel a potential with opposite polarity.
The minimal model that captures the physics of this problem can be described as follows. The pinned vortices (pv) move along the y direction on a periodic sawtooth-shaped substrate potential U pv (y) ϭ U pv ( y ϩ l ) (Fig. 4D) , where Q is the height of the potential energy barrier and l is the spatial period. With an integer m, U pv (y) ϭ Q pv (y -ml)/l 1 pv if ml Ͻ y Ͻ ml ϩ l 1 pv , and
The interstitial vortices feel a similar but weaker potential, with the opposite polarity or opposite asymmetry, and thus have different values of Q iv and l 1 iv , where iv is the interstitial vortices (Fig. 4D) . The pinning force is sharp when vortices are being captured by or released from the islands and is comparatively weak elsewhere. However, the sharp features in the pinning forces are smoothed out by the vortex-vortex repulsive interactions and by thermal noise. To mimic anisotropy, two different slopes in the sawtooth potential are needed. The pinned vortices move on the asymmetric potential U pv (y) (top), whereas the interstitial vortices feel the potential U iv ( y) (bottom). The latter potential is weaker, inverted, and originates from the interaction of the interstitial vortices with the pinned vortices. Here, is taken to be 10 Ϫ3 .
For a fixed dc external force F, the velocity (F,␥,Q) of the vortices on such potentials satisfies
Here ␥ ϭ l 1 /(l -l 1 ) quantifies the degree of asymmetry of the substrate; is the viscosity; the stopping forces ␥F c1 ϭ F c2 ϭ Q(␥ ϩ 1)/l are the depinning forces to the right and to the left, respectively; k B is the Boltzmann constant; and ␣ is a thermal prefactor (2) due to thermal noise. Now let us consider an ac driving force acting on all the vortices. In order to estimate the rectified net velocity of both the pinned and interstitial vortices, one can use the equations
]/2,respectively. The effective velocity measured in our experiments contains contributions from both the pinned vortices and the interstitial vortices. Thus, the measured velocity can be estimated as
pv is the ratio of the numbers n pv (shown below the red arrows in Fig. 4 ) and n iv (above the blue arrows) of the pinned and interstitial vortices per unit cell. If the thermal noise is weak (k B T␣ Ϸ 0), the effective spatial anisotropy felt by the pinned and interstitial vortices can be estimated directly from the experimental data as ␥ ϭ F max /F onset , where F max is the force where the maximum of rectification occurs and F onset is the force at the onset of the rectification. This simple model qualitatively describes the experimental data, even for zero thermal noise (Fig. 4 , A to C, red curves). Thermal effects smooth out the calculated curves, making them much closer to the experimental results (Fig. 4 , A to C, green curves). That is, the sequence of plots ͗͘(F) in Fig. 4 corresponds to the experimental plots in Fig. 3 and has the same qualitative trends.
Our device allows a versatile control of the motion of vortices in superconducting films. Simple modifications and extensions of it would allow the pile-up (magnetic lensing), shaping, or "sculpting" of micromagnetic profiles inside superconductors. Vortex lenses made of oppositely oriented triangles would provide a strong local increase of the vortex density at its focus regions. Thus, extensions of these types of systems could allow the motion control of flux quanta and provide a step toward devices based on the flow of magnetic flux quanta. (7) found studtite that had formed on the surface of spent nuclear fuel reacted at 298 K with deionized water for 1.5 years and proposed that it grew by incorporating peroxide created by the alpha radiolysis of water. Studtite is a major alteration phase associated with spent nuclear fuel contained in the K East Basins of the Hanford site, United States (8) .
Metastudtite formed on the surface of UO 2 under irradiation with a 4 He 2ϩ (alphaparticle) beam, presumably incorporating peroxide formed by the alpha radiolysis of water (9) . Studtite was also found on nuclear material ("lava") after the Chernobyl Nuclear Plant accident (10) . Thus, uranyl peroxides
