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Abstract—Simple flooding algorithms are widely used in
ad hoc sensor networks either for information dissemination
or as building blocks of more sophisticated routing protocols.
In this paper a percolation driven probabilistic flooding algo-
rithm is proposed, which provides large message delivery ratio
with small number of sent messages, compared to traditional
flooding. To control the number of sent messages the pro-
posed algorithm uses locally available information only, thus
induces negligible overhead on network traffic. The perfor-
mance of the algorithm is analyzed and the theoretical results
are verified through simulation examples.
Keywords— flood routing, percolation, sensor network.
1. Introduction
Energy efficiency is a key question in wireless sensor net-
works made of large number of inexpensive nodes with
limited energy reserves and restrained processing and com-
munication capabilities. Such networks have been used in
a wide range of applications with various goals, using dif-
ferent platforms and technology [1]–[4]. Independently of
the nature of the application, however, certain middleware
services are always present, one of them being routing.
Limited resources on the sensor nodes require that routing
protocols be simple, energy-conserving and robust.
Depending on the actual deployment scenario and avail-
able hardware, several ad hoc routing algorithms have been
proposed. Location aware routing schemes, e.g., greedy
perimeter stateless routing [5], location aided routing [6],
distance routing effect algorithm [7] use position informa-
tion of the nodes obtained from global positioning sys-
tem (GPS) or other localization services. Other data cen-
tric schemes do not use location information, e.g., di-
rected diffusion [8], ad hoc on demand distance vector rout-
ing (AODV) [9], dynamic source routing [10], temporarily
ordered routing [11], or zone routing [12], just to name
a few. To allow sensor networks better cope with scaling,
hierarchical protocols were designed, e.g., low energy adap-
tive clustering hierarchy (LEACH) [13] and threshold sensi-
tive energy efficient sensor network protocol (TEEN) [14].
The simplest routing protocol is flooding [15], which is
a useful simple (but inefficient) protocol in itself, and also
is a building block for several more sophisticated algo-
rithms, e.g., directed flood routing [16], controlled flood
routing [17], tiny ad hoc routing [18], or AODV [9], which
is used in Zigbee’s routing protocol [19].
The basic flooding protocol is the following:
1. Start. When a source node intends to send a message
to all other nodes in the network, it broadcasts the
message to its neighbors.
2. Relay. When a node receives a message for the first
time, it rebroadcasts the same message to its neigh-
bors. All other copies of the same message, received
later, will be discarded by the recipient node.
Flooding naturally can be used in its basic form for network-
wide dissemination of information. In this context the im-
portant performance criteria of the algorithm are delivery
ratio, latency, and the energy efficiency. Flooding is also
used for route discovery [9]. Route discovery protocols
find a route from a source node to a destination node in
two phases. First the network is flooded by a discovery
request message originated from the source, and then a re-
ply message is sent back from the destination to the source
node. In this way the network learns the path from the
source to the destination and this route will be used in the
subsequent communication sessions. In this context the
quality – primarily the length – of the discovered route is
an important performance criterion as well.
Apart from its simplicity the main advantage of the flood
routing protocol lies in its robustness: the implicit redun-
dancy built in the algorithm provides resistance against
high degree of message loss and node failures as well. The
drawback of the algorithm is the large number of packets
transmitted in the network, referred to as broadcast storm:
whether it is necessary or not, each node will retransmit
each message. In a dense network the unnecessarily high
number of messages can cause frequent collisions (and thus
performance degradation) and it wastes network energy as
well [20].
To reduce the number of routing messages, probabilistic
variations of the flood routing were proposed. The main
idea behind these algorithms is that a node randomly de-
cides whether to forward a message or not. Several variants
of random flood algorithms were proposed. According to
the simplest protocol, a node will rebroadcast a message af-
ter its first reception with probability p and discards it with
probability 1− p (clearly, p = 1 results in basic flooding).
Test results verify what intuition suggests: higher p val-
ues provide higher network coverage than small p values.
Moreover, in sufficiently large and sufficiently dense ran-
dom networks there is an interesting bimodal behavior of
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the algorithm: if p > pc, where the critical probability pc
depends on the network topology, the message reaches
practically all nodes in the network, otherwise only a small
portion of the network receives the message. Thus the op-
timal choice clearly would be p = pc. Modified algorithms
try to further increase the performance by various modifi-
cations; e.g., premature message death can be avoided by
varying p as a function of hop-distance from the source:
nodes close to the source rebroadcast messages with higher
probability, while distant nodes use smaller p. A compre-
hensive study on random flooding algorithms can be found
in [15]. The common problem with these algorithms is
that the design parameters (probabilities) depend on ac-
tual network layout, no automatic or adaptive solution is
known. Especially in a network with varying node density
the probabilistic algorithms tuned to work reliably will be
suboptimal.
More sophisticated adaptive schemes can successfully han-
dle networks with varying properties as well. Location
based algorithms use node positions to optimize retrans-
missions [21], graph-based algorithms utilize connectivity
information up to 2-hop neighbors to construct a domi-
nating set in a distributed way [22]. Other heuristic rules,
e.g., message counters and neighbor coverage schemes were
also proposed [20]. These schemes can adapt automatically
to changing topology at the price of higher complexity.
Sensor networks are often modeled by the Poisson-Boolean
model. In this model nodes are scattered on the plane by
a Poisson point process with constant density λ , and each
node has a fixed communication radius r (disc model). Two
nodes can communicate with each other if their distance is
less than r. The Poisson point process applies reasonably
well to controlled, but still random deployments. The sim-
plistic disc model, however, is far from reality, where com-
munication range is not circularly symmetric, but rather
has an anisotropic shape. Speaking of connectivity, how-
ever, the disc model has an important property: it can
be considered the worst case model, since other transmis-
sion models provide easier percolation under similar cir-
cumstances [23].
Percolation theory [24] has important impact on wireless
communication networks. Results in continuum percola-
tion theory show that if the density of transmitting stations
(or alternatively, their communication power) in a Poisson-
Boolean network is greater than a critical value λc then
an unbounded connected component is formed with prob-
ability one (the network percolates) [23], [25]. On the
other hand, if λ < λc then all connected components are fi-
nite with probability one. Thus percolation is an important
property of a network if long distance multi-hop commu-
nication is required.
In this paper a new percolation inspired solution will be
proposed based on probabilistic flood routing algorithms.
The new algorithm adaptively sets the rebroadcast proba-
bility based on the network topology, using locally avail-
able neighborhood information only. The proposed algo-
rithm provides high performance with a low number of
messages and can adapt its behavior dynamically to the
network properties. The proposed algorithm is only
marginally more complex than the basic flood routing thus
it can be successfully used in applications with limited re-
sources as well.
The rest of the paper is organized as follows. In Section 2
related works will be summarized. In Section 3 the pro-
posed algorithm will be introduced. An important property
of the algorithm will be proven based on percolation theory:
every message broadcast in the network will reach infinite
number of nodes almost surely. In practice this property
ensures that the message reaches almost all of the nodes in
a finite-sized network. The performance evaluation of the
algorithm through simulation can be found in Section 4.
Conclusions are drawn in Section 5.
2. Related Work
Results of percolation theory have been applied to wire-
less networks, forming the theory of continuum perco-
lation [26]. More realistic network models, i.e., unreli-
able communication links and anisotropic radiation patterns
were studied in [23]. An important result of [23] shows that
the debatable disc model actually provides a conservative
estimate of the network connectivity: percolation in net-
works with disc communication shapes is more difficult
than in networks with any other convex communication
shape with the same surface (“discs are hardest” conjec-
ture). This property justifies the usage of the disc model
when connectivity issues are studied.
Results from percolation theory have been infiltrating var-
ious recent sensor networking algorithms. As a practical
application of this phenomenon, the distributed minimum-
link-degree rule was proposed to counterbalance local spa-
tial inhomogeneities in ad hoc networks [25]. To provide
network wide connectivity, the transmission powers of the
nodes are tuned so that each node has at least a minimum
number of neighbors.
In [27] a distributed energy saving mechanism is used by
switching the nodes in the network on and off, while pro-
viding percolation in the network. The simple rule for the
algorithm is to keep the active time ratio of the nodes larger
than λ/λc. This algorithm does not scale well since each
node in the network has to know the global parameter λ .
The idea was further elaborated in [28], where a practically
useable distributed algorithm was proposed for the control
of the active time ratio. In this algorithm only the local den-
sity, namely the number of neighbors is used. For a node





k k > φ
1 k ≤ φ
,
where φ is a density independent design parameter. A sim-
ilar idea will be used in the proposed flooding algorithm.
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3. Percolation Driven Flooding
The idea behind the percolation driven flood routing is the
following: use probabilistic flooding and set the retransmis-
sion probability adaptively at every node so that with high
probability the message reaches almost all of the nodes in
the network.
The algorithm is the following:
1. The source node broadcasts the message with prob-
ability one.
2. After the first reception of a message node n rebroad-
casts it with probability pn, and discards it with prob-
ability 1− pn. Copies of the same message received
multiple times are discarded with probability one.









where: Kn is the degree of node n (i.e., the number
of neighbors of node n), and the Kmin design param-
eter is the required minimum number of neighbors.
Two nodes are neighbors if they can hear each other
(i.e., a symmetric link exists between them).
The algorithm requires neighbor discovery to determine the
number of neighbors. Each node can gather this local in-
formation by transmitting and receiving hello messages. In
practical situations parameter Kmin is chosen around 7, as
will be justified by the simulation examples.
Theorem 1: If in the infinite random network, generated
by a Poisson-Boolean process with density λ and commu-
nication radius r, there exists design parameter Kmin < ∞
independent of λ , such that when node n with degree Kn
transmits a message with probability according to Eq. (1),
then each message reaches infinite number of nodes with
probability one.
Proof : Let us denote the graph representing the network
by G(λ ,r,1) where λ is the density, r is the communication
radius, and the third parameter is a probabilistic value used
in the generator process (used and discussed later) and is
simply set to one at the moment. Using scaling, we define
another process with density λ ′ = λ r2 and communication
radius 1. This process yields the same graph G(λ ′,1,1).
Now let us use the following Theorem 2 [28].
Theorem 2: Given G(λ ′,1,1) with λ ′ > λ ′c, there exists
2 < ϕ < ∞, independent of λ , such that when each node
with degree k is active with probability:
p(k) =
{ ϕ
k k > ϕ
1 k ≤ ϕ
,
then G(λ ′,1, p(.)) is percolated. The proof of Theorem 2
can be found in [28].
If in the network we decide before a particular message is
broadcasted which nodes will retransmit the message (when
they receive it) by activating/deactivating nodes with prob-
ability (1) we get G(λ ′,1, p(.)). In this way we construct
a virtual network for each message and we can apply The-
orem 2 to it. Thus there exist Kmin = ϕ < ∞ so that G per-
colates. From this it follows that the message will reach
infinite number of nodes [24]. 
In real-world finite-size networks Theorem 1 means that
with an appropriate choice of Kmin each message reaches
practically all nodes in the network. Further properties
of the algorithm will be analyzed through simulation
examples.
4. Performance Evaluation
In this section the performance of the algorithm will be
evaluated through simulation results. First the performance
metrics and the network/communication models will be in-
troduced, followed by the simulation environment and the
simulation scenarios. Finally, the results of the simulations
will be presented to illustrate the behavior of the proposed
algorithm.
4.1. Performance Metrics
The main performance criteria of broadcast algorithms are
the message delivery ratio and the number of sent messages.
If the number of nodes in the network is N and the number
of nodes receiving the message is Nrec then the coverage
ratio is defined as Cr = NrecN .
Clearly, Cr close to 1 is required for a good quality of
service.
Another quality metric is the total number of sent pack-
ets M while a message is propagated in the network. Triv-
ially, for basic flood routing M = N, if Cr = 1. We expect
lower number of messages and still high delivery ratio for
a good performance algorithm. For easier comparison, we





If flooding is used for route discovery, an important perfor-
mance metric is the length L of the discovered route.
Other possible metrics are message delay/latency, length of
flood period, and number of collisions. The actual low level
details, e.g., implementation, hardware and media access
control (MAC) layer properties are not investigated in detail
in this paper, but their effect is examined through high level
parameters they have impact on, i.e., Cr, Mnorm, and L will
be studied.
4.2. Network Model
To model random deployment of nodes or possibly mobile
networks, in the simulations nodes are placed at random,
according to a uniform distribution on a two-dimensional
area. Finite communication distances are represented by
the disc model, where a communication link is assumed
to exist between two nodes if they are less than the com-
munication radius apart. According to the results published
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in [24], this – otherwise rather simple and idealistic – model
can be considered a worst case model.
Our communication channel model does not deal with
specific details of the physical layer or the MAC layer;
rather we use a probabilistic model: a message can reach
a neighbor within the communication radius with proba-
bility prec < 1. This high-level model represents message
losses due to collision, fading, or other disturbances as well.
The model does not distinguish between individual phe-
nomena but rather incorporates the different sources in one
parameter, thus some aspects of reality (e.g., inter-message
dependencies) are neglected, but the model is faithful
enough to provide useful and easy means for testing.
4.3. Simulation Environment
To perform high-speed simulation, a simulator was written
in C to validate the efficiency of the proposed algorithm.
The program places nodes randomly according to the dif-
ferent test scenarios considered. The number of nodes N,
the communication radius r, and Kmin are input parameters.
In each simulation, a new placement is generated, and
a source node starts transmission. The simulator returns the
size of connected component containing the source node,
the number of nodes receiving the packet, and the total
number of messages. Optionally, the software can visual-
ize the topology of the network, the active data paths, and
the nodes’ reception status.
4.4. Test Scenarios
In the test we used 3 different scenarios to model sensor
network setups. The first scenario is a random uniform
distribution (with constant density), while in the second
Fig. 1. Uniform random distribution scenario with 3000 nodes.
The average number of neighbors is 25. Thin and thick lines
show examples for the message paths between nodes A and B,
discovered by flood and percolation driven flood, respectively.
Fig. 2. The 3-density scenario. The average numbers of neigh-
bors in the regions from left to right are 20, 40, and 80. Thin
and thick lines show examples for the message paths between
nodes A and B, discovered by flood and percolation driven flood,
respectively.
Fig. 3. The circular scenario with 3000 nodes. The average
number of neighbors is 100 in the centre and 2 at the perimeter.
Thin and thick lines show examples for the message paths between
nodes A and B, discovered by flood and percolation driven flood,
respectively.
scenario we used three regions; in each region nodes were
placed with uniform random distribution, but with different
densities. In the third scenario the densitiy is increasing
towards the centre, thus there is continuous change and
extreme deviation in local density. Typical examples for
the test networks can be seen in Figs. 1, 2 and 3.
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4.5. Test Results
To test coverage ratio Cr and the number of messages M
we placed 3000 nodes in a square-shaped area, as shown
in Fig. 1.
We varied the communication radius to provide different
network densities: the average number of neighbors K was
set to 10, 30, and 100. The Kmin value varied from 1 to 20
in 0.25 steps. We run the simulation 100 times for each
communication radius, Kmin, and prec values, thus each
point in the subsequent graphs is the average of 100 exper-
iments.
Fig. 4. Coverage versus Kmin for different network densities
in the uniform distribution scenario (constant network density),
prec = 1.
Figure 4 presents coverage versus Kmin, while prec was set
to constant 1 (error-free communication). The graphs for
different network densities are similar: when Kmin is low
(Kmin < 3 ), the message delivery ratio is very low. If Kmin
is increased, the coverage is increasing very quickly, the
critical value being around Kmin ≈ 4.5. Coverage reaches
90% at Kmin ≈ 5. If Kmin > 7, practically all nodes in
the network receive the message. Figure 4 illustrates that
percolation driven flood can indeed be used in networks
with different densities: Kmin is independent of the actual
network density.
In Fig. 5 the normalized number of sent messages Mnorm is
shown versus Kmin, for the previous experiments. In case
of the conventional flood routing Mnorm = 1, because all
nodes relay the received message. As Fig. 4 illustrates,
Kmin > 7 gives almost perfect delivery ratio. Around this
value Kmin ≈ 7 the total number of messages is greatly
decreased, as presented in Fig. 5. Depending on the node
density, in the tests the total number of messages were
reduced by 30..95%, higher reduction rates belonging to
higher densities.
Clearly, in networks, where the average node degree K is
only slightly higher than Kmin the number of messages
can be decreased only moderately, while in dense net-
works a much lower number of messages is enough to pro-
vide good delivery ratio, as shown in Fig. 5. According
Fig. 5. Total number of messages versus Kmin for different net-
work densities in the uniform distribution scenario (constant net-
work density), prec = 1.
to Figs. 4 and 5, in dense networks the percolation driven
flood algorithm can effectively reduce the number of mes-
sage while maintaining good coverage.
Figure 6 illustrates the effect of unreliable communica-
tion links. In the experiment constant density (K = 30)
was used, while the prec reception probability was varied
between 0.3 and 1. The figure shows that the algorithm
Fig. 6. Coverage versus Kmin for different prec in the uniform
distribution scenario (constant network density), K = 30.
can provide high coverage even in the presence of bad
quality communication links, but as intuitively expected,
higher Kmin is necessary as the communication channel
degrades.
Figure 7 presents the associated number of messages for
the unreliable communication experiment.
Percolation driven flood routing algorithm is capable of
handling varying network densities. To test this property
we used the scenario illustrated in Fig. 2, where three
areas with different densities are present. Clearly, a con-
stant retransmission probability would either be suboptimal
(set to provide sufficient coverage in the less dense area
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as well) or would not provide good coverage in the sparse
regions of the network.
Fig. 7. Number of total messages versus Kmin for different prec
in the uniform distribution scenario (constant network density),
K = 30.
Fig. 8. Coverage versus Kmin for different network densities in
the varying network density scenario, prec = 1.
Figure 8 illustrates the effectiveness of the percolation
driven flood algorithm, showing the coverage versus Kmin
when the densities of regions from left to right were set
to [10, 20, 40], [30, 60, 120], and [100, 200, 400]; and
prec = 1. The behavior is quite similar to that of the first
scenario (constant density): percolation happens around
the same Kmin ≈ 5, and practically full coverage can be
provided if Kmin > 7.
The associated total numbers of messages are shown in
Fig. 9, where the gain with respect to the basic flooding
algorithm is apparent.
In Fig. 10 the number of coverage versus Kmin is illustrated
in the circular scenario. In the experiments the number of
neighbors varied between [120..4], [220..20] and [525..50],
respectively. The figure clearly presents the excellent per-
formance of the algorithm even if there are extreme differ-
ences in the number of neighbors of each node. The ideal
value for Kmin is around 7, in this case the algorithm gives
Fig. 9. Number of total messages versus Kmin for different net-
work densities in the varying network density scenario, prec = 1.
Fig. 10. Coverage versus Kmin for different network densities in
the circular scenario, prec = 1.
at least 95% delivery ratio. In case of Kmin = 8 practically
full coverage is provided.
In Fig. 11 the normalized number of messages is shown for
the three different density intervals. In case of Kmin = 8,
Fig. 11. Number of total messages versus Kmin for different
network densities in the circular scenario, prec = 1.
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Fig. 12. Distribution of the hop counts in the uniform distribution
network for different Kmin values, prec = 1.
the algorithm gives a gain of 55–95%, with respect to the
original flooding.
The length L of the discovered route is important when
flooding is used for route discovery. To test the properties
of percolation driven flooding in this respect we measured
hop distances discovered by flooding and percolation driven
flooding, for different Kmin values. In the tests the uni-
form distribution (constant density) scenario was used with
K = 35 and prec = 1. The source node was placed to the
center of the field and hop distances to all other nodes were
measured. The histogram created from averaging 100 in-
dependent experiments is illustrated in Fig. 12.
The distribution is linear for small hop distances. The ex-
planation is shown in Fig. 13 for the ideal case: messages
are propagated in belt-shaped increments. The areas of the
subsequent belts increase linearly, thus the number of nodes
in each belt is linearly increasing. If the node density is
smaller, the number of nodes in each belt is smaller, thus
the slope of the histogram will be smaller. According to
Fig. 12, smaller Kmin also causes decrease in the slope:
e.g., for Kmin = 9, the slope is 40% smaller than in the
basic flooding case. This means that the detected route is
40% longer than that of the basic flooding.
The declining part at higher hop distances is due to the
finite size of the network: the messages reach the network
Fig. 13. Ideal propagation of a message in a dense network.
Fig. 14. Distribution of the hop counts in the uniform distribution
network for different prec values, Kmin = 9.
perimeter and eventually die. The tail of the distribution
presents the maximum hop distance from the source, which
is in the square setup ideally
√
2 times the hop distance
measured at the maximum of the histogram.
The effect of unreliable links is shown in Fig. 14. The
histogram shows the average of 100 experiments conducted
in the uniform test scenario with K = 35, and prec = 0.4..1.
As intuitively expected, unreliable links cause smaller
slope, i.e., higher hop distances. For example, link quality
prec = 0.7 results in the increase of hop distance by 18%,
while for the rather unreliable link quality prec = 0.4 the
increase was as high as 63%.
As simulation examples show, percolation driven flooding
results in considerably higher hop distances than basic flood
routing when small Kmin parameters are used. Naturally,
low link quality also causes larger hop distances. This
effect may be an undesired side effect in route discovery
protocols, thus in these applications basic flooding may be
more advantageous.
5. Conclusions
A percolation driven flood routing algorithm was pro-
posed, which uses only locally available neighborhood
information to reduce broadcast storm. The algorithm is
able to massively reduce the number of messages in the
network and maintaining high delivery ratio at the same
time. Theoretical results prove the usefulness of the algo-
rithm: it is able to provide high coverage, if the network
density is high enough.
Simulation tests were performed to validate the perfor-
mance of the algorithm. The proposed algorithm reduced
the total number of messages in the network by 30–95%,
depending on the network density, while the coverage was
almost 100%, with appropriate choice of Kmin (Kmin > 7).
The percolation driven flood algorithm is adaptive to chang-
ing node density thus provides high coverage with low num-
ber of messages in all scenarios. The algorithm is robust
in the presence of unreliable links as well.
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According to test result, the percolation driven flood rout-
ing algorithm results considerably (even 50%) longer hop
distances when used for route discovery purposes.
The overhead of the algorithm is very low since only the
number of neighbors must be known by each node. This in-
formation can be gained by simple neighborhood discovery
protocols, e.g., sending and receiving hello messages.
For route discovery purposes the application of the tradi-
tional flooding is more advantageous, if the side effect of
the longer routes is undesirable. On the other hand, the
proposed algorithm is a superior and robust alternative to
traditional flooding algorithm in dense networks for mes-
sage dissemination purposes.
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