The interplay of the permutation groups with large N deserves more consideration and might uncover a deeper relation.
Introduction

Correlation functions of matrix elements
Starting with an N × N matrix X N whose entries x ij are independent and identically distributed complex Gaussian random variables, with mean 0 and variance 1/N, one may construct new random matrices which have additional symmetry. The random Hermitian matrix H N = 1 2 (X N + X * N ) belongs to the Gaussian Unitary Ensemble (GUE), while the random unitary matrix U N obtained by applying the Gram-Schmidt orthonormalization procedure to the columns of X N belongs to the Circular Unitary Ensemble (CUE). The distribution of H N has density proportional to e Tr(H 2 ) dH, where dH is Lebesgue measure on the N 2 -dimensional real vector space H(N ) of Hermitian matrices, while the distribution dU of U N is a scalar multiple of Haar probability measure on the unitary group U(N ).
The GUE and CUE are two of the principal ensembles of random matrix theory [34] . In many situations, and for both ensembles, the need arises to compute correlation functions of matrix elements. These are averages of the form
Tr(H 2 ) dH
Tr(H 2 ) dH for the GUE and
for the CUE, where in both cases i, j, i ′ , j ′ ∈ [N ] [n] are given indices. It is straightforward to show that for both ensembles the first two correlators, mean and covariance, are given by 1
In the case of the GUE, knowledge of the mean and covariance suffice to determine all correlation functions (1.1) . This is by virtue of the familiar Wick formula, which decomposes the correlation of any n-tuple of centred Gaussians G 1 , . . . , G n into a sum of products of covariances:
where the sum runs over the set S (2) (n) of fixed point free involutions in the symmetric group S(n). The combinatorics of computing correlation functions of GUE matrix elements using the Wick formula may be organized diagramatically, and this leads to remarkable connections with the combinatorics of maps on surfaces, as surveyed for instance by Zvonkin [55] . A particularly striking and frequently cited example of this phenomenon is the famous result of Harer and Zagier [27] that (1.4) Tr(H 2n
where ε g (n) denotes the number of ways in which the sides of a (2n)-gon may be identified in pairs in order to produce a compact orientable surface of genus g.
The computation of the CUE correlators (1.2), which is the main focus of this article, is more involved. The additional complexity stems from the fact that the analogue of the Wick formula in this setting involves a sum over the full permutation group and does not reduce the problem to computation of covariances, but rather to the computation of permutation correlators: (1) . . . u nn u nπ(n) N .
These permutation correlators, which have been computed up to n = 6 by Samuel [46] and Collins [10] , are rational functions of N whose complexity grows rapidly with n. While any particular permutation correlator may be (laboriously) computed, explicit formulas are known only in a small number of special cases. Another issue, which is known as the De Wit-'t Hooft anomaly in physics literature [16, 35, 46] , is that the above "Wick formula" is clearly not valid for N < n.
History of the problem
Integration over the elements of unitary matrices is a topic of perennial interest in mathematical physics. The problem was considered by nuclear physicists as early as 1963 [45] , following Dyson's introduction of the circular ensembles [18] , and later re-emerged in influential work of De Wit and 't Hooft [16] , Samuel [46] , and Weingarten [52] in gauge theory. Further references to the physics literature may be found in Morozov's recent survey [35] , while a careful treatment of the foundations of the problem, starting with a classical construction of Hurwitz, is given by Forrester [21, Section 2.3] . Recently, due largely to interest in problems at the interface of random matrix theory and free probability, the problem of computing the integrals (1.2) has been reconsidered by mathematicians from a new perspective [11, 13] . This second generation approach has become an important paradigm in the burgeoning theory of integration on compact matrix quantum groups [2, 3, 4, 5, 6] , where the basic quantities of interest are correlation functions of matrix elements with respect to the unique Haar state constructed by Woronowicz [53] .
1/N expansion
Despite the apparent intractability of the permutation correlators, their behaviour simplifies dramatically in the limit N → ∞. In particular, first order asymptotics factorize according to cycle structure, and are known explicitly: if π = c 1 c 2 . . . c ℓ is the disjoint cycle decomposition of π, then (1.6) (−1) n−ℓ N 2n−ℓ u 11 u 1π (1) . . . u nn u nπ(n) N = ℓ i=1
Cat |c i |−1 +O( 1
for all N ≥ n, where the factors in the product are Catalan numbers [7, 11, 13] . Factorization of first order asymptotics, which could be anticipated in view of the "factorization hypothesis" for matrix-valued field theories [54] , indicates that the empirical distribution of the entries of U N tends to a delta measure as N → ∞. The first order approximation (1.6) is sufficient for many practical purposes, e.g. establishing asymptotic freeness of independent Haar unitary random matrices [38, Lecture 23] .
Given the pleasant form of the first order approximation (1.6), it is natural to ask about higher order corrections. In particular, one is hopeful that the full asymptotic expansion is a generating function for data of enumerative significance. As a motivating example, consider the first three terms in the 1/N expansion of diagonal correlators for small values of n : N u 11 u 11 N = 1 
We know from (1.6) that the leading term is given by the product
Cat 0 = 1. The surprise is that the second order terms apparently coincide with the sequence of triangular numbers. Indeed, we will show in this article that the terms in the 1/N expansion of permutation correlators behave polynomially with respect to the adjunction of diagonal matrix elements. The polynomials in question arise as the solution to a combinatorial problem, described initially in terms of the class expansion of symmetric functions in Jucys-Murphy elements [28, 36] and ultimately in terms of the structure of the algebra Λ * of shifted symmetric functions [29, 41] . Returning to the above example, the third order expansion of diagonal correlators is
for all N ≥ n ≥ 1.
Jucys-Murphy elements
The Jucys-Murphy elements are commuting elements in the group algebra of the symmetric group S(n). They are defined by
While the JM-elements themselves are not central, a remarkable fact discovered by Jucys [28] is that symmetric functions of them are. More precisely, let Ξ n denote the multiset (or "alphabet") {{J 1 , . . . , J n , 0, 0, . . . }} and let Λ denote the algebra of symmetric functions over C.
for any f ∈ Λ. That is, the map f → f (Ξ n ) defines a specialization Λ → Z(n) from the algebra of symmetric functions to the center of the symmetric group algebra. Given Jucys' result, it is natural to ask for the multiplicity of a given conjugacy class in f (Ξ n ), and it is in this context that the connection with unitary matrix integrals arises. Let c µ (n) denote the formal sum of all permutations in S(n) of reduced cycle-type µ. For example, c (0) (n) is the identity permutation in S(n) and c (1) (n) is the sum of all transpositions. Then
is a linear basis of Z(n). Here the weight of a partition is defined by wt(µ) := |µ| + ℓ(µ), where |µ| is the sum of the parts of µ and ℓ(µ) is the number of parts. We ask for the value of the coefficients G µ (f, n) in the linear resolution
We will see below that the coefficients G µ (f, n) depend polynomially on n; the computation of these polynomials will be referred to as the class expansion problem.
The class expansion problem for complete symmetric functions plays a special role in the theory of the correlation functions (1.2). Define coefficients F k µ (n) by
where h k is the complete homogeneous symmetric function of degree k. That is, F k µ (n) = G µ (h k , n). We will see below that non-zero coefficients are of the form F |µ|+2g µ (n) for g ≥ 0. One of our main results is that permutation correlators expand perturbatively into generating functions for these coefficients. Theorem 1.1. Let π ∈ S(n) be a permutation of reduced cycle-type µ. Then
The third order expansion (1.7) was obtained by applying Theorem 1.1 with µ = (0),
and plugging in the explicit forms of the polynomials F 0 (0) (n), F 2 (0) (n), F 4 (0) (n) given in the Appendix.
The class expansion problem
Theorem 1.1 demonstrates a close connection between correlation functions of CUE matrix elements and class expansion of symmetric functions in JM-elements. The latter is a subject of independent interest in algebraic combinatorics. For example, Lascoux and Thibon [32] have considered the class expansion of power-sum symmetric functions p k (Ξ n ), and a closely related problem was treated recently by Goulden and Jackson [25] . A new perspective is initiated in forthcoming work of Lassalle [31] .
A large part of the present article is concerned with the class expansion problem for its own sake. We present a structured development of the fundamental properties of the class coefficients G µ (f, n) : polynomiality, vanishing criteria, and an explicit formula for "top" class coefficients, which are independent of n. Interestingly, the formula for top class coefficients involves certain refinements of the Catalan numbers which have previously been considered by Haiman [26] and Stanley [47] in rather different contexts.
Notation and terminology
General notation
We use the notation [n] := {1, . . . , n}. Thus [N ] [n] denotes the set of all functions i : {1, . . . , n} → {1, . . . , N }.
If P is a logical condition which may be either true or false, we freely use the Iverson-Knuth bracket (2.1)
[P ] = 1, if P true 0, if P false in place of the Kronecker delta, though the Kronecker delta is also used when convenient.
Partitions
A partition is a weakly decreasing sequence λ = (λ 1 , λ 2 , . . . ) of non-negative integers such that λ i = 0 for all but finitely many i ≥ 1. The non-zero λ i are called the parts of λ; the number of parts is denoted ℓ(λ) and called the length of λ. We often identify λ with the finite sequence (λ 1 , . . . , λ ℓ(λ) ) of its parts. The size of λ is the sum of its parts:
The weight of λ is by definition
This non-standard definition of the weight of a partition is borrowed from [19] . Given a partition λ, its reductionλ is obtained by subtracting one from each part of λ. Thus if µ =λ, the size of µ is |µ| = |λ| − ℓ(λ). For any n ≥ 1, the map λ →λ is a bijection between partitions λ of size n and partitions µ of weight at most n. The inverse map µ → (µ 1 + 1, . . . , µ ℓ(µ) + 1, 1 n−wt(µ) ) will be called the inflation of µ to a partition of size n.
2.3 Symmetric group, group algebra, class algebra S(n) denotes the symmetric group on [n] = {1, . . . , n}. C[S(n)] denotes the algebra of functions
which we identify with the algebra of formal C-linear sums of permutations with the multiplication
Although it is not immediately obvious from definitions, the CUE correlators (1.2) are in fact rational numbers, and one could therefore take Q as the ground field instead of C.
The center of C[S(n)] is denoted Z(n) and called the class algebra of S(n). To each π ∈ S(n) one assigns a partition λ = (λ 1 , λ 2 , . . . ) of size n which records its cycle-type: π is in the conjugacy class C λ if and only if its disjoint cycle decomposition consists of a cycle of length λ 1 followed by a cycle of length λ 2 , etc. The indicator function of C λ is the sum π∈C λ π and { π∈C λ π : |λ| = n} is a canonical basis of Z(n) called the class basis.
The symmetric groups form an inductive chain
where S(n) is embedded in S(n + 1) as the set of permutations which have n + 1 as a fixed point. The inductive limit
of the symmetric groups with respect to the natural embeddings is called the infinite symmetric group. Concretely, S(∞) consists of permutations of the set of positive integers which fix all but finitely many points. The conjugacy classes C µ of S(∞) are indexed by partitions µ as follows.
A permutation π ∈ S(n) is of reduced cycle-type µ if µ =λ for some partition λ of size n, and λ is the cycle-type of π. Reduced cycle-type is invariant under the embedding S(n) ֒→ S(n + 1). We denote by C µ (n) the class of all permutations in S(n) of reduced cycle-type µ, and set
The C µ are the conjugacy classes of S(∞).
Thus c µ (n) is the indicator function of C µ (n). We have c µ (n) = 0 if wt(µ) > n, while
is precisely the class basis of Z(n), parameterized by partitions which label conjugacy classes in S(∞) rather than conjugacy classes in S(n). Note that if π is a permutation of reduced cycle type µ, then |µ| is the minimal number of factors present in a factorization of π into transpositions.
Symmetric functions
With respect to symmetric functions, we mostly follow the notation of [33] and [49, Chapter 7] . S(∞) acts on the algebra of formal power series C[[x 1 , x 2 , . . . ]] in countably many commuting indeterminates by permuting variables:
Given a partition λ = (λ 1 , . . . , λ k ), the monomial symmetric function of type λ is the symmetrization of the monomial x
e. the sum of all elements in the orbit of this monomial under the action of S(∞) on
where m i (λ) is the multiplicity of i in λ. 
with t an indeterminate independent of the x i 's. The complete symmetric function of degree k is defined by h k = |λ|=k m λ , i.e.
(2.5)
with h 0 = 1. The complete symmetric functions have generating function
Finally, the power sum symmetric function of degree k is defined by p k = m (k) , i.e.
(2.7)
Given a partition λ, define
The symmetric functions h λ and p λ are defined analogously. Each of the sets {e λ }, {h λ }, {p λ } is a basis of Λ. Equivalently,
Integration formula and Jucys' theorem
In this section we present a general integration formula to compute the CUE correlators (1.2) for any values of n and N. This formula reduces to the Wick-type rule (1.5) for N ≥ n, but also remains valid in the unstable range N < n. We essentially follow the invariant theory approach due to Collins andŚniady [13] . A new feature is the use of a result of Baik and Rains [1] which removes the usual difficulties associated with N < n.
Integration formula
Recall that a permutation σ ∈ S(n) is said to have a decreasing subsequence of length k if there exist indices
Given N ≥ 1, let S N (n) denote the set of permutations in S(n) which have no decreasing subsequence of length N + 1. Impose the reverse lexicographic order on S N (n), so that the identity permutation is minimal, and define the |S N (n)| × |S N (n)| matrix
where #(π) denotes the number of cycles in the disjoint cycle decomposition of π. 
, G is invertible and we have
Note that the matrix G −1 plays roughly the same role as the covariance matrix in the usual Wick formula for Gaussian random variables -in the stable range N ≥ n the (σ, τ )-entry of G −1 is precisely the permutation correlator u 11 u 1στ −1 (1) . . . u nn u nστ −1 (n) N .
Let us illustrate Theorem 3.1 by working out the correlation functions for n = 1, 2.
Example 3.1. Suppose first n = 1. Then G = (N ) and we have
Now suppose n = 2. If N = 1, then S N (2) consists of only the identity permutation and G = (1). We thus obtain
where the last equality follows from the fact that there is only one function from {1, 2} to {1}. If N ≥ 2, then S N (2) = S(2) and
and thus
with σ = (1)(2) and τ = (12).
In the stable range N ≥ n, the Wick-type rule (1.5) stated in the Introduction follows immediately from Theorem 3.1. 
Proof. Choose i = j = i ′ = id n and j ′ = π in Theorem 3.1.
In particular, according to the above example we have
for N ≥ 2. These values were first computed by Creutz in [15] using a diagrammatic method, and it is interesting to compare the two techniques.
We give only a sketch of the proof of Theorem 3.1, referring the reader to the work of CollinsSniady [13] and Collins-Matsumoto [12] for a more detailed treatment. We also point out that analogous integration formulas are available in much more general contexts [2, 3, 6] .
Let M(N ) denote the C-vector space of N × N complex matrices, with ordered basis (E 11 , . . . , E 1N , E 21 , . . . , E 2N , . . . , E N 1 , . . . , E N N ) consisting of the elementary matrices. Consider the operator av U (N ) ∈ End(M(N ) ⊗n ) which averages over the nth tensor power of the adjoint action of U(N ) on M(N ),
and let P be the matrix of av U (N ) with respect to the basis
. One may check directly that the entries of the N 2n × N 2n scalar matrix P are precisely the correlation functions (1.2):
On the other hand, the averaging operator is the orthogonal projection of M(N ) ⊗n onto the space of intertwiners
In the general setting of a finite dimensional inner product space (V, ·|· ), one may compute the matrix P of the orthogonal projection of V onto a given subspace W with respect to a given basis B via the formula
where (w 1 , . . . , w m ) is a basis of W, |w i are the coordinates of w i in B, and G is the Gram matrix
Recall that the Gram matrix associated to a given set of vectors is invertible if and only if the vectors are linearly independent. One would like to apply this technique in order to determine the correlation matrix P, and this requires knowledge of a basis of C n (U(N )). A classical result which goes back to Brauer [8] is that the intertwiners
span C n (U(N )). Unfortunately, the T π are linearly dependent in the unstable range N < n, and the associated Gram matrix is singular. This is the underlying reason for the De Wit-'t Hooft anomaly. This issue can be resolved via the following result of Baik and Rains.
Theorem 3.3 (Theorem 8.2 in [1]
). For any positive integers N, n, the set {T π : π ∈ S N (n)} is a basis of C n (U(N )).
The Gram matrix associated to this basis is given by (3.1), see [12, 13] (or [6] for a more general statement). Theorem 3.1 thus follows by applying the general projection formula (3.3) and extracting the (i, j, i ′ , j ′ )-entry of P.
Jucys' theorem
For z ∈ C consider the matrix
Thus for N ≥ n, G = G(N ) is the Gram matrix which appears in Theorem 3.1. It follows that G(N ) is invertible when N ≥ n. In fact, the zeroes of det G(z) are located at the integers −(n − 1), . . . , (n − 1).
where the exponents a k are positive integers satisfying
The proof of Proposition 3.4 is delayed until Section 6, when we discuss Jucys' result on the eigenvalues of JM-elements in irreducible representations. One may note a certain similarity between Proposition 3.4 and the main result of [9] . In this subsection we show that G(z) is the matrix of
in the left regular representation of C[S(n)], with respect to the permutation basis. The proof is based on the explicit computation of e k (Ξ n ) originally due to Jucys [28] , see also [17, 31] .
Proof. Consider first the case k ≥ n. Then it is clear from (2.3) that e k (Ξ n ) = 0, since each term in the sum defining e k (Ξ n ) is a product of k distinct factors and the alphabet Ξ n only contains n − 1 non-zero elements. Moreover, if |µ| ≥ n then wt(µ) ≥ n + 1, and hence the conjugacy class C µ (n) is empty and c µ (n) = 0, whence the sum on the right hand side of (3.5) is 0. Thus the claim holds for k ≥ n.
To prove that (3.5) holds in the range 0 ≤ k ≤ n − 1 we proceed by induction on n.
If n = 2, then e 1 (Ξ 2 ) = J 2 = (1, 2) and the claim is trivial. Let n > 2 and suppose that (3.5) holds true for e k (Ξ n−1 ) with any k. We define the projection P n from S(n) to S(n − 1) by
for σ ∈ S(n) and 1 ≤ i ≤ n − 1. In other words, P n (σ) is defined to be the permutation whose cycle decomposition is obtained by erasing the letter n in the cycle decomposition of σ. For each
Here τ ·(n) is an image under the natural injection S(n − 1) ֒→ S(n). Observe #(τ (s, n)) = #(τ ) and #(τ · (n)) = #(τ ) + 1. Thus, the right hand side on (3.5) equals
By the induction hypothesis, the first sum on the right hand side equals e k (J 1 , . . . , J n−1 ) Since e k (x 1 , . . . , x n ) = e k (x 1 , . . . , x n−1 ) + e k−1 (x 1 , . . . , x n−1 )x n , we obtain the equality (3.5) for n. Proposition 3.5 has the following important corollary.
Proof. Since Λ = C[e k : k = 1, 2, . . . ], this follows from Proposition 3.5.
Remark 3.1. Farahat and Higman [20] have shown that the class sums
Proposition 3.7. G(z) is the matrix of (z + J 1 ) . . . (z + J n ) in the left regular representation of C[S(n)], with respect to the standard basis.
Proof. By Proposition 3.5, we have
For any τ ∈ S(n), we have
The inverse element is a generating function for complete symmetric functions of Jucys-Murphy elements:
Consequently, we have the following.
Theorem 3.8. Let π ∈ S(n) be a permutation of reduced cycle-type µ. For any N ≥ n,
Proof. From (3.6) and the definition of
On the other hand, by Proposition 3.7, this multiplicity is also the (id n , π)-entry of G −1 , which according to Corollary 3.2 is the permutation correlator u 11 u 1π(1) . . . u nn u nπ(n) N .
Class coefficients and connection coefficients
Theorem 3.8 shows the importance of understanding the coefficients F k µ (n) = G µ (h k , n). In this section, we develop fundamental properties of class coefficients G µ (f, n) which hold for arbitrary symmetric functions f. Many of these properties are analogous to well-known features of the connection coefficients of the class algebra Z(n).
Connection coefficients
It is a result of Farahat and Higman [20] that the connection coefficients of Z(n) depend polynomially on n. 
for any n ≥ max(wt(α), wt(β)).
Clearly, the above polynomials are uniquely determined by this property.
That is, A (3,1)
The following well-known proposition is also due to Farahat and Higman [20] . Proposition 4.2. In order that A µ αβ (t) is not the zero polynomial, the following conditions are necessary:
2. |µ| ≡ |α| + |β| mod 2.
When |µ| = |α| + |β|, the polynomial A 
Class coefficients
The Farahat-Higman theorem (Theorem 4.1) together with Jucys' evaluation of e k (Ξ n ) (Proposition 3.5) implies that class coefficients are also polynomial.
Proof. Since Λ = C[e 1 , e 2 , . . . ] there exists a polynomial, say p f , such that
for some elementary symmetric functions e i 1 , . . . , e i k . By Jucys' theorem we have
and the result now follows from the Farahat-Higman theorem.
We have the following vanishing criteria for the polynomials G µ (f, t), analogous to the connection coefficient case.
Proposition 4.5. Let f ∈ Λ. In order that G µ (f, t) is not the zero polynomial, the following conditions are necessary:
Example 4.2. For any n ≥ 1,
Further examples are given in the Appendix.
Remark 4.1. A formal proof of Proposition 4.5 is given in subsection 5.3 below. Note however that it is quite easy to see why this assertion holds. Indeed, assuming that f ∈ Λ is homogeneous of degree k, the computation of G µ (f, n) corresponds to a constrained factorization problem in S(n), which asks for the number of factorizations of a permutation π of reduced-cycle type µ into k transpositions with constraints imposed by f. For example, the computation of
of π ∈ C µ (n) into transpositions meeting the constraints s i < t i for 1 ≤ i ≤ k and t 1 ≤ · · · ≤ t k . Thus the vanishing conditions listed above correspond to the fact that |µ| is the minimal length of any factorization of π into transpositions, and that π is either an even or an odd permutation. We will see in Section 5 how this interpretation leads to an explicit formula for top class coefficients, which correspond to constrained factorizations of minimal length. Corollary 4.6. Let π ∈ S(n) be a permutation of reduced cycle type µ. Then
Proof. It has already been shown (Theorem 3.8) that
By Proposition 4.5, non-zero coefficients are of the form F |µ|+2g µ (n) for g ≥ 0, and the result follows.
Top class coefficients and first order asymptotics
By analogy with connection coefficients, G µ (f, t) is called a top class coefficient when |µ| = deg f. In this section we prove that, like top connection coefficients, top class coefficients are degree zero polynomials in t, i.e. they are constants. Observe that in order to prove this, it suffices to do so for a linear basis of Λ, and for this purpose we select the basis {m λ } of monomial symmetric functions. We will give an explicit formula for the top class coefficients in the expansion of m λ (Ξ n ) in terms of certain refinements of Catalan numbers. These refined Catalan numbers have previously been considered by Haiman [26] and Stanley [47] in different contexts. In this way we show that the top class coefficients in the expansion of h k (Ξ n ) are products of Catalan numbers, and thus obtain a combinatorial proof of the first order asymptotics (1.6) of permutation correlators. We also give an analogue of Macdonald's result for top connection coefficients [24] by realizing top class coefficients as a transition matrix between two bases of the algebra of symmetric functions. Cat q Cat r−1−q .
Explicit formula for top class coefficients
As of August 11, 2009 , the Catalan numbers have at least 173 known combinatorial interpretations, see [49, Exercises 6.19] and the Catalan addendum [50] . We will use the following interpretation of the Catalan numbers. For a positive integer k, let E(k) be the set of all weakly increasing sequences (i 1 , . . . , i k ) of k positive integers satisfying Proof. This is a direct consequence of the fact that |E(k) The explicit expression of RC(λ) is known and given as follows. See [47] and also [26, §2.6 and §4.1].
Proposition 5.2 ([47]
). Given a parition λ,
Here m i (λ) is the multiplicity of i in λ = (λ 1 , λ 2 , . . . ).
Note that RC(a m ) = Definition 5.2. Given two partitions λ, µ ⊢ k, we define the set R(λ, µ) of sequences of partitions by
Here
is the partition obtained by rearranging the juxtaposed sequence of parts of the partitions λ (1) , λ (2) , . . . , λ ℓ(µ) in weakly decreasing order. If R(λ, µ) = ∅, we say that λ is a refinement of µ.
The following statements follow immediately:
• R(λ, (k)) consists of one element (λ);
• R(λ, (1 k )) consists of one element ( (1), (1), . . . , (1)
, or is empty otherwise;
• R((k), µ) consists of one element ((k)) if µ = (k), and is empty otherwise;
• R((1 k ), µ) consists of one element ((1 µ 1 ), (1 µ 2 ) , . . . , (1 ℓ(µ) ));
• Suppose ℓ(λ) = ℓ(µ). Then R(λ, µ) consists of one element ((λ 1 ), (λ 2 ), . . . , (λ ℓ(λ) )) if λ = µ, and is empty otherwise.
• R(λ, µ) = ∅ unless λ ≤ µ. Here ≤ stands for the dominance partial ordering: We are now ready to state our formula for top class coefficients.
In particular, L λ µ = L λ µ (t) is independent of t, and L λ µ is zero unless λ is a refinement of µ.
The equality L
(1 k ) µ = 1 is compatible with Proposition 3.5. As we saw in the previous subsection, unless λ ≤ µ, R(λ, µ) = ∅ (see [33, I-6 (6.10)]), and hence L λ µ = 0. The matrix (L λ µ ) λ,µ⊢k is therefore strictly lower unitriangular in the sense of [33, I-6] .
We give the proof of Theorem 5.3 in the next subsections. The numbers L λ µ for λ, µ ⊢ k for k ≤ 7 are tabulated in the Appendix. 
First order asymptotics of correlation functions
Recall that we have defined
for any n ≥ 1. Proof. Let k = |µ|. We have
by Theorem 5.3. By the definition of R(λ, µ), we see that
so that, by Proposition 5.1,
Cat µ i .
Remark 5.1. For the double covering S n of the symmetric group, a result similar to Theorem 5.4 was recently obtained by Tysse and Wang [51] . They deal with e k (M 2 1 , . . . , M 2 n ), where the M i are elements of the spin group algebra of S n called odd Jucys-Murphy elements. [37, Corollary 6.4] in the framework of the FarahatHigman algebra, and independently rediscovered by the second author [39] via Collins' work [11] on unitary matrix integrals. The proof given here is different from either of these, and is completely combinatorial. When combined with Corollary 4.6, this yields a transparent combinatorial proof of the first order asymptotics (1.6) of correlation functions.
Theorem 5.4 was first obtained by Murray
Corollary 5.5. Let π ∈ S(n) be a permutation of reduced cycle type µ. Then
for any N ≥ n.
Proof. By Corollary 4.6, we have
Theorem 5.4 asserts that
Cat µ i , and the result follows.
Technical lemmas
In the next subsections we give the proof of Theorem 5.3. In this subsection several technical lemmas required in the proof are established. Define the support of σ ∈ S(∞) by
If the reduced cycle-type of σ is µ, then |supp(σ)| = wt(µ).
Lemma 5.6. Given a permutation π and a transposition (s, t), let Π = π(s, t). Suppose that Λ = (Λ 1 , Λ 2 , . . . ) and λ = (λ 1 , λ 2 , . . . ) are the reduced cycle-types of Π and π, respectively. Then we have |Λ| = |λ| ± 1. Furthermore, if |Λ| = |λ| + 1, then supp(Π) = supp(π) ∪ {s, t}, and s, t belong to the same cycle of Π.
Proof. Given a permutation π and a transposition (s, t), the following four cases may occur: (i) |supp(π) ∩ {s, t}| = 0; (ii) |supp(π) ∩ {s, t}| = 1; (iii) s, t ∈ supp(π), and s, t belong to different cycles of π; (iv) s, t ∈ supp(π), and s, t belong to the same cycle of π. For the case (i), we obtain Λ = λ ∪ (1) immediately. In the case (ii), we may suppose supp(π) ∩ {s, t} = {s}. Then π has a cycle (. . . , s, π(s), . . . ), and Π has the cycle (. . . , s, t, π(s), . . . ). Therefore Λ has a part equal to λ j + 1. In the case (iii), π has two cycles of the forms (. . . , π −1 (s), s, π(s), . . . ) and (. . . , π −1 (t), t, π(t), . . . ). Therefore Π has the combined cycle (. . . , π −1 (s), s, π(t), . . . , π −1 (t), t, π(s), . . . ). Thus, a certain part Λ k of Λ equals λ i + λ j + 1 for some 1 ≤ i < j ≤ ℓ(λ). In the case (iv), π has a cycle of the form (. . . , π −1 (s), s, π(s), . . . , π −1 (t), t, π(t), . . . ), and so Π has divided cycles (. . . , π −1 (s), s, π(t), . . . ) and (π(s), . . . , π −1 (t), t). Thus, there are Λ j and Λ k equal to r − 1 and λ i − r for some λ i and r ≥ 1. For the case (iv), Λ and λ satisfy the identity |Λ| = |λ| − 1. For other cases (i),(ii), and (iii), we have |Λ| = |λ| + 1. The rest of the claims are seen above.
Corollary 5.7. Let σ be a permutation of reduced cycle-type λ. Suppose that σ factors as (s 1 , t 1 ) · · · (s p , t p ), where s i < t i (1 ≤ i ≤ p). Then |λ| ≤ p and |λ| ≡ p (mod 2). This corollary implies Proposition 4.5. If σ is a permutation of reduced cycle-type λ ⊢ r, and if σ may be factored into r transpositions
then we say that (5.4) is a minimal factorization of σ.
Lemma 5.8. Let λ ⊢ r and let σ be a permutation of reduced cycle-type λ. Suppose that σ factors as (s 1 , t 1 )(s 2 , t 2 ) · · · (s r , t r ), where s i < t i (1 ≤ i ≤ r) and 2 ≤ t 1 ≤ · · · ≤ t r . Then supp(σ) = {s 1 , t 1 , s 2 , t 2 , . . . , s r , t r }. Furthermore, for each i, the letters s i , t i belong to the same cycle of σ.
Proof. For each 1 ≤ i ≤ r, define σ i = (s 1 , t 1 ) · · · (s i , t i ). It follows by Lemma 5.6 that the size of the reduced cycle-type of σ i must be i, and that supp(σ i ) = supp(σ i−1 ) ∪ {s i , t i }. In addition, s i , t i belong to the same cycle of σ i , and therefore to the one of σ.
Lemma 5.9. Let τ (1) and τ (2) be permutations such that i < j for all i ∈ supp(τ (1) ) and j ∈ supp(τ (2) ). Suppose that the reduced cycle-types of τ (1) and τ (2) have weights r 1 and r 2 , respectively. Also, suppose that σ := τ (1) τ (2) may be expressed as σ = (s 1 , t 1 ) · · · (s r , t r ), where r = r 1 + r 2 , s i < t i (1 ≤ i ≤ r), and 2 ≤ t 1 ≤ · · · ≤ t r . Then,
Proof. By Lemma 5.8, we see supp(τ (1) ) ⊔ supp(τ (2) ) = supp(σ) = {s 1 , t 1 , . . . , s r , t r }. Since t i are not decreasing, there exists an integer p such that t 1 , . . . , t p ∈ supp(τ (1) ) and t p+1 , . . . , t r ∈ supp(τ (2) ). Furthermore, applying Lemma 5.8 again, we see that s i , t i belong to the same cycle of σ, and so that supp(τ (1) ) = {s 1 , t 1 , . . . , s p , t p } and supp(τ (2) ) = {s p+1 , t p+1 , . . . , s r , t r }. In particular, for any i ∈ {s 1 , t 1 , . . . , s p , t p } and j ∈ {s p+1 , t p+1 , . . . , s r , t r }, we have τ (1) (i) = σ(i) and τ (2) (j) = σ(j).
we have {s 1 , t 1 , . . . , s p , t p } = supp(ρ (1) ) and {s p+1 , t p+1 , . . . , s r , t r } = supp(ρ (2) ). Therefore for any i ∈ {s 1 , t 1 , . . . , s p , t p } and j ∈ {s p+1 , t p+1 , . . . , s r , t r }, we have ρ (1) (i) = σ(i) and ρ (2) (j) = σ(j). This means τ (1) = ρ (1) and τ (2) = ρ (2) . In particular, the sizes of the reduced cycle-type of ρ (1) and ρ (2) are r 1 and r 2 , respectively. By definition of ρ (i) and Corollary 5.7, we have r 1 ≤ p and r 2 ≤ r − p. But r = r 1 + r 2 so that p = r 1 . Therefore τ (1) = ρ (1) = (s 1 , t 1 ) · · · (s r 1 , t r 1 ). The desired expression for τ (2) also follows.
Expressions for cycles
Let a, r be non-negative integers. Define the set E(a; r) by
for r ≥ 1 and let E(a; 0) = ∅. This extends the above definition of E(r) = E(0; r), and the mapping (i 1 , . . . , i r ) → (a + i 1 , . . . , a + i r ) gives a bijection from E(r) to E(a; r). Put
. .
Then we obtain the decomposition E(a; r) = r−1 q=0 E q (a; r). For each (i 1 , . . . , i r ) ∈ E q (a; r) with 0 ≤ q ≤ r − 2, we have i r−1 = a + r. Therefore, for each 0 ≤ q ≤ r − 1, the mapping (i 1 , . . . , i q , i q+1 , . . . , i r ) → ((i 1 , . . . , i q ), (i q+1 , . . . , i r−1 )) gives a bijection from E q (a; r) to E(a; q) × E(a + q + 1; r − 1 − q). Here when either q = 0 or q = r − 1, we regard the set E(a; q) × E(a + q + 1; r − 1 − q) as E(a + 1; r − 1) or E(a; r − 1), respectively. Thus, we obtain a natural identification (5.5) E(a; r) = E 0 (a; r) ⊔ r−2 q=1 E q (a; r) ⊔ E r−1 (a; r) ∼ = E(a + 1; r − 1) ⊔ r−2 q=1 (E(a; q) × E(a + q + 1; r − 1 − q)) ⊔ E(a; r − 1).
In particular, |E(r)| = |E(r − 1)| + For two positive integers a, r, we define the cycle ξ(a; r) of length r + 1 by ξ(a; r) = (a, a + 1, . . . , a + r).
For convenience, we take ξ(a; 0) to be the identity permutation. The following proposition is the key to our proof of Theorem 5.3.
Proposition 5.10. Let t 1 , . . . , t r be positive integers satisfying 2 ≤ t 1 ≤ · · · ≤ t r . The cycle ξ(a; r) may be expressed as a product of r transpositions
if and only if (5.7) (t 1 , . . . , t r ) ∈ E(a; r).
Furthermore, for each (t 1 , . . . , t r ) ∈ E(a; r), the expression (5.6) of ξ(a; r) is unique.
Example 5.6. Consider the cycle ξ(1; 9) = (1, 2, . . . , 10) and three sequences (3, 5, 5, 5, 8, 8, 8, 9, 10) , (3, 4, 4, 7, 7, 9, 9, 10, 10) , (9, 9, 9, 9, 10, 10, 10, 10, 10) in E(1; 9). The corresponding expressions of ξ(1; 9) are given as follows:
(2, 3)(4, 5)(3, 5)(1, 5) (7, 8)(6, 8)(5, 8)(8, 9)(9, 10), (2, 3)(3, 4)(1, 4)(6, 7)(5, 7)(8, 9)(7, 9)(9, 10)(4, 10), (8, 9)(7, 9)(6, 9)(5, 9)(9, 10)(4, 10)(3, 10)(2, 10)(1, 10).
Proof of Proposition 5.10. We proceed by induction on r. When r = 1, since ξ(a; 1) = (a, a+ 1), and since E(a; 1) consists of a sequence (a + 1) of length 1, our claims are trivial. Let r > 1 and suppose that for cycles of length < r + 1, all claims in the theorem hold true.
(i) First, we suppose that the cycle ξ(a; r) is given by the form (5.6). Then we have t r = a+r because t r is the maximum among supp(ξ(a; r)), where supp(ξ(a; r)) = {s 1 , t 1 , . . . , s r , t r } by Lemma 5.8. If we write as s r = a + q with 0 ≤ q ≤ r − 1, we have (s 1 , t 1 ) · · · (s r−1 , t r−1 ) = (a, a + 1, . . . , a + q)(a + q + 1, a + q + 2, . . . , a + r).
By Lemma 5.9, we see that t q ) =(a, a + 1, . . . , a + q), (s q+1 , t q+1 ) · · · (s r−1 , t r−1 ) =(a + q + 1, a + q + 2, . . . , a + r). (5.8)
By the induction hypothesis for cycles of length q + 1 and of length r − q, we have (t 1 , . . . , t q ) ∈ E(a; q) and (t q+1 , . . . , t r−1 ) ∈ E(a + q + 1; r − 1 − q). This fact and Equation (5.5) imply (t 1 , . . . , t q , t q+1 , . . . , t r−1 , t r ) ∈ E q (a; r) ⊂ E(a; r).
(ii) Next, we suppose (t 1 , . . . , t r ) ∈ E(a; r). According to the decomposition E(a; r) = r−1 q=0 E q (a; r), there exists a unique number q such that 0 ≤ q ≤ r − 1 and (t 1 , . . . , t r ) ∈ E q (a; r), and then (t 1 , . . . , t q ) ∈ E(a; q) and (t q+1 , . . . , t r−1 ) ∈ E(a + q + 1; r − 1 − q). By the induction assumption, there exist sequences (s 1 , s 2 , . . . , s q ) and (s q+1 , . . . , s r−1 ) satisfying (5.8). Therefore we obtain the expression ξ(a; r) = (s 1 , t 1 ) · · · (s q , t q )(s q+1 , t q+1 ) · · · (s r−1 , t r−1 )(a + q, a + r), as required.
(iii) It remains to prove the uniqueness of the expression (5.6). Assume that the cycle ξ(a; r) has two expressions
where
Write as s r = a + q and s ′ r = a + q ′ . As we saw in the part (i), the sequence (t 1 , . . . , t r ) belongs to E q (a; r) ∩ E q ′ (a; r). But, since E q (a; r) ∩ E q ′ (a; r) = ∅ if q = q ′ , we have q = q ′ so that s r = s ′ r . Now, as like (5.8), we have (t 1 , . . . , t q ) ∈ E(a; q) and (t q+1 , . . . , t r−1 ) ∈ E(a + q + 1; r − 1 − q), and
By the induction assumption, we obtain
Proof of Theorem 5.3
Recall the definition of the Jucys-Murphy elements: J t = 1≤s<t (s, t). For a permutation σ ∈ S(n) and a polynomial f in n variables, denote by [σ]f (Ξ n ) the multiplicity of σ in f (J 1 , . . . , J n ):
For a partition µ with size k and length l, we define the canonical permutation σ µ of reduced cycle-type µ by
Proposition 5.11. Let µ be a partition of k and let (t 1 , . . . , t k ) be a sequence of positive integers such that
Proof. The value [σ µ ]J t 1 · · · J t k is the number of sequences (s 1 , . . . , s k ) satisfying
By Lemma 5.9, it equals the number of sequences (s 1 , . . . , s k ) satisfying
. It follows by Proposition 5.10 that [σ µ ]J t 1 · · · J t k equals to 1 if (5.9) holds true for all i, and to 0 otherwise.
Therefore, (t 1 , t 2 ) ∈ {(2, 3), (2, 4), (3, 3) , (3, 4) , (4, 4)}, t 3 = 4, t 4 ∈ {6, 7}, t 5 = 7, and t 6 = 9.
As defined above, a weakly increasing sequence (t 1 , . . . , t r ) is of type λ ⊢ r with ℓ(λ) = l if there exists a permutation (α 1 , . . . , α l ) of (λ 1 , . . . , λ l ) such that
The monomial symmetric polynomial m λ (Ξ n ), λ ⊢ k, is written as
Let µ be a partition of k. We now evaluate the coefficient
. . , J n ). By the assumption n ≥ k + ℓ(µ), the permutation σ µ lives in S(n). It follows by Proposition 5.11 that L λ µ (n) is the number of weakly increasing sequences (t 1 , . . . , t k ) of type λ, satisfying (5.9) for all 1 ≤ i ≤ ℓ(µ). If (t 1 , . . . , t k ) is such a sequence and if we let λ (i) ⊢ µ i being the type of (t µ 1 +···+µ i−1 +1 , . . . , t µ 1 +···+µ i−1 +µ i ), then λ must agree with
(the number of sequences in
This completely proves Theorem 5.3.
An analogue of Macodonald's result for top connection coefficients
Macdonald [33, Chapter I.7, Example 25], see also [24] , used Lagrange inversion to construct a basis {g µ } of the algebra of symmetric functions whose connection coefficients coincide with the top connection coefficients A (4) .
In this subsection we give an analogue of Macdonald's result for the top class coefficients L λ µ : for each k ≥ 1 we realize the matrix (L λ µ ) |µ|=|λ|=k as the transition matrix between two bases of the degree k component of the graded algebra Λ.
Since the elementary symmetric functions e k are algebraically independent and generate Λ, we may define an endomorphism ψ : Λ → Λ by ψ(e k ) = h k . This endomorphism is in fact involutive: ψ(h k ) = e k . The image f λ := ψ(m λ ) of the monomial symmetric function of type λ under ψ is known as the forgotten symmetric function of type λ, see [49, Exercise 7.8].
Theorem 5.12. Let |λ| = k. Then
Proof. Let
Then t can be expressed as a power series in u. Define symmetric functions h * r , r = 1, 2, . . . , via
From the Lagrange inversion formula, the symmetric functions h * r are explicitly given by
where e λ = e λ 1 e λ 2 · · · , see [37, (3.6) ] and also [26] , [33, Ch. I, Example 2.24], [47] .
· · · . Then {h * λ } is a basis of Λ. Let µ be a partition of k. We will now prove that
and thus the matrix (L λ µ ) |µ|=|λ|=k is the transition matrix from the basis {(−1) |λ| h * λ } to the basis {e λ } in the kth component of Λ. The proof goes as follows: let l = ℓ(µ). It follows from Theorem 5.3 that
Let ·, · be the scalar product on Λ defined by h λ , m µ = δ λµ . With respect to this scalar product, the dual bases of {h * λ } and {e λ } are, respectively, Macdonald's symmetric functions {g λ } and the forgotten symmetric functions {f λ }, see [33, Ch. I.2], [33, Ch. I, Example 7.25], [37] . Thus (5.12) is equivalent to
6 Non-top class coefficients and sub-leading asymptotics
The significance of Theorem 5.12 is that the top class coefficients L λ µ , which were initially defined in terms of symmetric functions evaluated on JM-elements, have now been realized as part of the intrinsic structure of the algebra Λ. In this way we see that first order asymptotics of CUE correlators are native to the structure of Λ, independent of any reference to the JM-elements. These facts have been established using nothing other than the definition of the JM-elements and their remarkable symmetry properties. In order to give such an encoding of non-top class coefficients, which correspond to sub-leading asymptotics of CUE correlators, we are obliged to consider the spectral properties of JM-elements in irreducible representations of S(n).
Eigenvalues of Jucys-Murphy elements
Let λ be a partition of size n, and let V λ denote the irreducible S(n)-module labelled by λ, with χ λ ν the corresponding character evaluated on a permutation π ∈ S(n) of (non-reduced) cycle type ν. We write dim λ = χ λ (1 n ) for the dimension of V λ , and recall that dim λ is given by the hook-length formula [22] 
where H λ is the product of the hook-lengths over the cells of λ, viewed as a Young diagram.
In Section 3 we reproduced Jucys' result that f (Ξ n ) ∈ Z(n) for any symmetric function f ∈ Λ. As a direct consequence of this fact (and Schur's lemma), f (Ξ n ) acts in V λ as a scalar operator. The eigenvalue of f (Ξ n ) in V λ was determined by Jucys [28] , who obtained the following result.
Given a partition λ, viewed as a Young diagram, the content of a cell ∈ λ is the column index of less the row index of . Denote the content of a given cell by c( ), and let A λ = {{c( ) : ∈ λ}} be the content alphabet of λ. Let {e T } be the Young-Gelfand-Zetlin basis of V λ , labelled by the set of standard Young tableaux of shape T (see [43] ). The following result is due to Jucys; a complete proof may be found in [40] .
Theorem 6.1 ([28] ). For any 1 ≤ k ≤ n and any standard Young tableaux T of shape λ,
is the content of of the cell labelled k in T.
Theorem 6.1 says that the Young basis {e T } is a common eigenbasis for the JM-elements in the irrep V λ , with corresponding eigenvalues determined by contents.
One corollary of Theorem 6.1 is Proposition 3.4, which gives the zeroes of the polynomial det G(z).
Proof of Proposition 3.4. This is a direct consequence of Proposition 3.7, Theorem 6.1, and the isotypic decomposition
A second consequence of Theorem 6.1 is the eigenvalue of f (Ξ n ) in V λ . 
Corollary 6.2 ([28]). For any symmetric function
f ∈ Λ, the eigenvalue of f (Ξ n ) in V λ is f (A λ ).(6.2) f (Ξ n ) = λ⊢n f (A λ ) (dim λ) n! χ λ for any f ∈ Λ.
Application: Plancherel averages
In the next subsection, we will use the simultaneous diagonalization of JM-elements in irreducible representations to obtain the character expansion of permutation correlators. Before moving on to this, let us combine the spectral properties of JM-elements with the polynomiality property established in Theorem 4.4 to give a new proof of a recent result of Stanley [48] and Olshanski [44] on the polynomiality of certain Plancherel averages. The Plancherel measure P n is a probability measure on the set of partitions {λ : |λ| = n} of size n. It is defined on singletons by
Stanley [48] and Olshanski [44] have shown that for any symmetric function f ∈ Λ the Plancherel average
is a polynomial function of n. This may be seen by setting µ = (0) in the following result.
Theorem 6.3. Let µ be a partition. There exists a polynomial
for all n ≥ wt(µ), where ν is the inflation of µ to a partition of size n.
Proof. This follows directly from Equation (6.2) together with Theorem 4.4 on the polynomiality of class coefficients. Alternatively, one could prove this result by a slight generalization of Olshanski's methods in [44] .
Character expansion and exact formulas
Let µ be a partition, and consider the generating function
Note that Theorem 3.8 then reads
where π ∈ S(n) is a permutation of reduced cycle-type µ.
Proposition 6.4. Let µ be a partition. We have
, for all n ≥ wt(µ), where ν is the inflation of µ to a partition of size n.
Proof. Consider the generating function
as a formal power series over the class algebra Z(n). We then have (6.2) and the hook-length formula
.
Thus for any particular partition ν ⊢ n we have the generating function
as a formal power series over C, where µ =ν is the reduction of ν.
Corollary 6.5. For N ≥ n and π ∈ S(n) a permutation of reduced cycle-type µ, we have
where ν is the inflation of µ to a partition of size n.
Note that Propostion 6.4 implies that the generating function Φ µ (z; n) is rational. It can be explicitly obtained in a couple of cases thanks to the following result of Diaconis and Greene [17] .
A Young diagram λ is referred to as a hook if it is of the form λ = (r, 1 n−r ) for some 0 ≤ r ≤ n, where n = |λ|. The trivial and alternating representations λ = (n) and λ = (1 n ) are both hooks, as is, for example, the partition (4, 1, 1). We will refer to λ as an almost-hook if it is of the form λ = (r, 2, 1 n−r−2 ) for some 2 ≤ r ≤ n − 2. An example of an almost-hook diagram is the partition (5, 2, 1, 1, ) . The following lemma was proved by Diaconis and Greene [17] using properties of the JM-elements (note that Part 1 of the Lemma is classically known). Lemma 6.6 ([17] ). Consider the characters of the symmetric group S(n).
The character value χ λ
(n) on an n-cycle is 0 unless λ is a hook representation. In this case we have χ
2. The character value χ λ (n−1,1) on a permutation consisting of an (n − 1)-cycle and a single fixed point is 0 unless λ is the trivial representation (n), the alternating representation (1 n ), or an almost-hook representation. In the latter case, we have χ (r,2,1 n−r−2 ) (n−1,1) = (−1) n−r−1 .
Using Proposition 6.4 and the first part of Lemma 6.6, the generating function Φ (n−1) (z; n) can be obtained explicitly.
Theorem 6.7. For any n ≥ 2 we have
Thus we have the following exact formula for cyclic permutation correlators:
Proof. By Proposition 6.4, the generating function in question is given by the character sum
Note that the content alphabet of a hook partition is
A (r,1 n−r ) = {−(n − r − 1), . . . , −1, 0, 1, . . . , r − 1}.
Applying Part 1 of Lemma 6.6, we have
, which as an irreducible rational function has the form
, with A n (z) = a 0 + a 1 z + · · · + a n−1 z n−1 a polynomial of degree at most n − 1. On the other hand, we have shown in Section 4 that F k (n−1) (n) is non-zero only for k of the form k = n − 1 + 2g for some g ≥ 0, and in Section 5 that F n−1 (n−1) (n) = Cat n−1 . Thus
so that comparing coefficients we have a 0 = 0, a 1 = 0, . . . , a n−1 = Cat n−1 .
Remark 6.1. The above exact expression for cyclic permutation correlators was first noticed by B. Collins in [11] .
The numbers T (m, n) defined by the family of generating functions
are known as central factorial numbers. Evidently,
where h g is the complete symmetric function of degree g. Central factorial numbers have the following combinatorial interpretation: T (m, n) counts the number of partitions of a set
of m unmarked and m marked points into n blocks such that, for each block B, if i is the least integer such that either i ∈ B or i ′ ∈ B, then {i, i ′ } ⊆ B.
Example 6.1. T (3, 2) = 5, corresponding to the partitions
Central factorial numbers were studied classically by Riordan and Carlitz, see [49, Exercise 5.8] for references. They satisfy the recurrence
with initial conditions T (m, 0) = T (0, n) = 0, T (1, 1) = 1, and are given explicitly by
An immediate consequence of Theorem 6.7 is the following surprisingly simple formula for the multiplicity of the class c (n−1) (n) of full cycles in h k (Ξ n ).
Corollary 6.8. For any n ≥ 1 and g ≥ 0, the coefficient F n−1+2g
Thus the cyclic permutation correlator has the following 1/N expansion:
Remark 6.2. It would be interesting to give a combinatorial proof of Corollary 6.8, perhaps by setting up a bijection between length n − 1 + 2g Jucys-Murphy factorizations of the n-cycle and the Cartesian product E(n − 1) × CF (n − 1 + g, n − 1), where the latter set consists of those partitions counted by the central factorial number T (n − 1 + g, n − 1). Alternatively, the correct target for such a bijection might be N C(n − 1) × CF (n − 1 + g, n − 1).
Central factorial numbers are closely related to Stirling numbers of the second kind, which may be defined via the generating function
S(m, n) counts the number of partitions of {1, . . . , m} into n blocks, without restrictions. The Stirling numbers satisfy the recurrence
and are given exactly by
The generating function
for the multiplicity of the class c (n−2) (n) of (n − 1)-cycles can be described, via the second part of Lemma 6.6, in terms of Stirling and central factorial numbers.
Proposition 6.9. Let n ≥ 4, and let r be the residue of n modulo 2. Then
where a r , . . . , a n−4 is the unique solution to the following triangular system of linear equations:
Example 6.2. Suppose n = 6. Then according to Proposition 6.9, we have
,
One computes T (4, 3) = 3 2 T (3, 3) + T (3, 2) = 9 + 5 = 14, and similarly S(7, 5) = 140. Thus we obtain 
, which is one of the rational functions obtained by Samuel [46] and Collins [10] using character tables.
Proof. The proof is similar to that of Theorem 6.7, and we give only a sketch. The content alphabet of the alternating representation is
while the content alphabet of the trivial representation is
The content alphabet of an almost-hook is
By Part 2 of Lemma 6.6, we thus have
The terms corresponding to the alternating and trivial representations expand as
while as an irreducible rational function the contribution from the almost-hooks is of the form
for some polynomial B n (z) = b 0 + b 1 z + · · · + b n−2 z n−2 of degree at most n − 2. This rational function expands as
a j T (n − 3 + g, n − 3) z k , and thus j+2g=k a j T (n − 3 + g, n − 3) = F k (n−2) (n) − 1 n! (S(n + k, n) + (−1) n−k S(n + k, n))
for k ≥ 0. This expression together with the fact that F k n−2 (n) = 0 for k < n − 2 and F n−2 (n−2) = Cat n−2 leads to the stated triangular system of equations, half of which are redundant. One moreover observes using induction and the recursive formulae for S(m, n) and T (m, n) that a n−2 = 0 and thus the last equation may also be excluded.
The algebra Λ *
Let F denote the algebra of all complex-valued functions f (λ) on partitions. Consider functionŝ p 0 ,p 1 ,p 2 , · · · ∈ F defined by (6.8)p k (λ) := ∈λ c( ) k for k ≥ 0. Note thatp 0 (λ) = |λ|, whilep k (λ) = p k (A λ ) for k ≥ 1, where p k ∈ Λ is the usual power-sum symmetric function. The elementsp k are algebraically independent and generate a subalgebra Λ * of F known as the algebra of shifted symmetric functions [29, 41] . The reason for the name is that Λ * may equivalently be defined as the algebra generated by the "shifted power-sums"
. . , see [19, 30, 41, 42, 44] . Let µ be a partition, and defineω µ ∈ F by (6.9)ω µ (λ) := |C µ (n)| , where in the first case ν denotes the inflation of µ to a partition of size n. The significance of this definition is thatω µ (λ) is precisely the eigenvalue of the conjugacy class indicator c µ (n) acting in the irreducible representation V λ of S(n).ω µ (λ) is known as the central character of λ at µ. As the notation is meant to suggest,ω µ is an element of Λ * , i.e. it is a polynomial in thep k 's. This is a fundamental result of Kerov and Olshanski [29] .
Theorem 6.10 ( [29] ). For any partition µ, the functionω µ is an element of Λ * . Moreover, {ω µ } forms a basis of Λ * as µ ranges over the set of partitions.
Since thep k 's are algebraically independent generators of Λ * and the usual power sums are algebraically independent generators of Λ, we have an isomorphism Λ * ≃ C[t, p 1 , p 2 , . . . ] defined byp 0 → t andp k → p k for k = 1, 2, . . . , where t is an indeterminate independent of the underlying variables x i . Denote by ω µ the image ofω µ under this isomorphism. Then {ω µ } is an inhomogeneous basis of C[t, p 1 , p 2 , . . . ], which was called the basis of class symmetric functions in [14] . Indeed, in light of Jucys' result (labelled Corollary 6.2 above), an equivalent statement of Theorem 6.10 is that (6.10) ω µ (Ξ n ) = c µ (n) for any n ≥ 1, where it is understood that we also set t = n as well as x i = J i in (6.10). Consequently, we have the following reformulation of the class expansion problem in terms of Λ * . Thus, for any k ≥ 1, the kth order asymptotics of the CUE correlation functions (1.2) are encoded in the structure of the algebra of shifted symmetric functions. m (1 2 ) (Ξ n ) =c (2) (n) + c (1 2 ) (n).
h 2 (Ξ n ) =2c (2) (n) + c (1 2 ) (n) + 1 2 n(n − 1)c (0) (n). |λ| = 3 m (3) (Ξ n ) =c (3) (n) + (2n − 3)c (1) (n).
m (2,1) (Ξ n ) =3c (3) (n) + c (2,1) (n) + 1 2 (n − 2)(n + 1)c (1) (n).
m (1 3 ) (Ξ n ) =c (3) (n) + c (2,1) (n) + c (1 3 ) (n).
h 3 (Ξ n ) =5c (3) (n) + 2c (2,1) (n) + c (1 3 ) (n) + 1 2 (n 2 + 3n − 8)c (1) (n). |λ| = 4 m (4) (Ξ n ) =c (4) (n) + (3n − 4)c (2) (n) + 4c (1 2 ) (n) + 1 6 n(n − 1)(4n − 5)c (0) (n).
m (3,1) (Ξ n ) =4c (4) (n) + c (3,1) (n) + 2(3n − 7)c (2) (n) + 2(2n − 3)c (1 2 ) (n) + 1 3 n(n − 1)(n − 2)c (0) (n).
m (2 2 ) (Ξ n ) =2c (4) (n) + c (2 2 ) (n) + 1 2 (n 2 − n − 4)c (2) (n) + 2c (1 2 ) (n) + 1 24 n(n − 1)(n − 2)(3n − 1)c (0) (n).
m (2,1 2 ) (Ξ n ) =6c (4) (n) + 3c (3,1) (n) + 2c (2 2 ) (n) + c (2,1 2 ) (n) + 1 2 (n − 3)(n + 2)c (2) (n) + 1 2 (n 2 − n − 4)c (1 2 ) (n).
m (1 4 ) (Ξ n ) =c (4) (n) + c (3,1) (n) + c (2 2 ) (n) + c (2,1 2 ) (n) + c (1 4 ) (n).
h 4 (Ξ n ) =14c (4) (n) + 5c (3, 1) (n) + 4c (2 2 ) (n) + 2c (2,1 2 ) (n) + c (1 4 ) (n) + (n 2 + 8n − 23)c (2) (n) + 1 2 (n 2 + 7n − 4)c (1 2 ) (n) + 1 24 n(n − 1)(3n 2 + 17n − 34)c (0) (n).
A.2: Tables of L λ µ
We now give tables of L λ µ , which can be compared with the class expansions in Appendix A.1. The row labelled "SUM" stands for λ⊢k L λ µ for each column associated with µ, which equals Cat µ by Theorem 5.4. 
