Abstract An optimal control for a nonlinear system is considered. The existence of an optimal-control pair, the characterization of the optimal control in terms of the optimal system and the uniqueness of solutions for the control problem are established. The uniqueness requires smallness assumptions on parameters in the functional.
Introduction
We are going to study the problem and c\, c<i are positive constants. The coefficients of problem (1.1) can be interpreted as follows: we suppose that two subpopulations of the same species live in the domain Q. The function u represents the concentration of the adult population and v the young population. The function a describes the young that become adults. In the same way, b is the rate of young produced by adults.
The functions d\ and d 2 can be interpreted as harvesting a portion of the populations due to fishing. The constants c\ and C2 measure the strength of the crowding effect and the competition between u and v. We are interested in finding solutions of system (1.1) with both components non-negative and non-trivial. For i = 1,2 and Si > 0 we define
Si^g^O a.e. in Q}.
The pair (di, d 2 ) S C^ x C$ 2 acts as a control on the fishery. For each value of the control in C«5j x C$ 2 (see Theorem 2.5 below), system (1.1) has a (weak) unique positive solution
Our cost-benefit functional is defined by J : C^ x Cg 2 -> K, as The main result of this paper ( § 3) is the uniqueness of the optimal control obtained basically when parameters A, /J, are small enough. Ideas explained here can be used to study the uniqueness of the optimal control in other problems [8,10,11].
In the scalar case, other types of conditions to obtain uniqueness of the optimal control can be found in [6] .
In the next section, after some preliminary results, we give conditions to obtain uniqueness of the positive solution of (1.1).
In § 3, we derive optimality conditions and, in particular, under certain hypotheses, each optimal control will be expressed in terms of the solution of an appropriate system (the optimality system).
In §4, by using the aforementioned optimality conditions, we get uniqueness of the optimal control. Also, a simple example is given in order to show that our conditions can be met.
Existence of state solutions
The upper-and lower-solutions method [l] , and the uniqueness of positive solution for a strongly sublinear operator [1,9], are the main tools used in this section (see Theorem 2.4 for a reminder of these notions). Also, it is convenient to use some results about the regularity of solutions for elliptic PDEs and embeddings of different Sobolev and Holder spaces [7] We will need to obtain conditions that give us existence and uniqueness for a linear system of type
{Q). We define p\{q) (€ K), for every q G L°°(Q), as the principal eigenvalue of the corresponding eigenvalue problem
It is known that pi(<?) is simple and it verifies the variational characterization
Jn
The function p\ : From (2.4), (2.6) and taking a = | min{aj,a 2 }, we deduce that A is coercive. The proof can be concluded by using the Lax-Milgram Lemma (for a similar see [4] ).
For each e € L°°(Q), we denote e = ess infQ e and, accordingly, e = esssup fi e. In the next theorem we give conditions to obtain a coexistence state. Proof. Firstly, let us consider system (1.1) with a, b, c\ and c^ positive constants and d\, d^ non-negative constants. It is easy to check that system (1.1) has a unique constant solution (u,v) such that 0 < u < (a/ci), 0 < v < (6/C2) in i?, if and only if ah > d\d 2 . In fact, (u, v) is a solution, with positive constant components, of the system
Now, turning back to the general case, let (u*,v t ) be the unique positive constant solution of the problem
Then (u r ,v*) is a subsolution of problem (1.1). In fact, (u»,w*) satisfies the following inequalities: 
As an illustration, we will show the first inequality. In fact, the hypotheses of the theorem imply that
and, consequently,
Now, the upper-lower-solutions method and the regularity of the coefficients ensure the existence of a strictly positive solution (u, v) 6 (W 2:P {Q)) 2 for p 6 (l,oo).
In fact, the system (1.1) can be rewritten in this way
2)> f°r all x £ /?, u* ^ u ^ w* (= o_/c\). Accordingly, function g is increasing in the interval u* ^ w ^ u*, for all x £ /?, u* ^ t; ^ u*. So we have . Now, by using 'maximum principle' arguments for the operator -A + F with Neumann boundary conditions and the monotonicity properties of / + F and g + F mentioned above, standard upper-lower-solutions type arguments complete the proof (see [13] for details).
• Now we need to prove the uniqueness of positive solution for system (1.1). For this purpose, the next operator is defined.
Definition 2.3. For every v £ C{Q)(M^(/?), we will denote
), the unique non-negative solution of the problem
Theorem 2.4. The main properties of the operator P are
(1) P is well defined; We have shown the uniqueness of the solution in the strip [0, u*], but if we observe that any positive constant M > u* is an upper solution for problem (2.10), then the same arguments as above give us the uniqueness in the general case.
(2) This is a consequence of the maximum principle, the regularity of u (u 6 C 1 ' a (i?), Va € (0,1)), and the Neumann boundary condition satisfied by u (see [7, 12] ).
(3) Let us show that P is a strongly sublinear map. Let t 6 (0,1), v € C(J?) n L^{Q), v^0. Then
and condition dtP{v)/dv = 0 holds on dQ. From (2.11) we conclude that tP(v) is a subsolution of problem (2.10) for tv. From the uniqueness of the non-negative solution of (2.10), tP(v) ^ P(tv) in Q. Property (2) satisfied by P yields the other part of (3). (4) By virtue of (2.7) and u satisfying the inequality 0 < u < (b/c 2 ), we can take u_/c\ as a supersolution. Therefore, 0 ^ P{u) ^ {Q_/C\). NOW, observe that inequality 0 ^ u ^ v ^ {b/c-2.) implies that P(u) is a subsolution for the problem of P(v). In fact, we have
The proof is completed by using the maximum principle.
•
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The main result of this section is the following theorem.
Theorem 2.5. Under hypothesis (2.7), problem (1.1) has a unique coexistence state in[0,(a/ Cl )]x{0,(b/c 2 )}.
Proof. One may consider the operator Q analogous to P such that Q(u) = v is defined as the unique non-negative solution of
-£-=0, ondJ?. 2)] via the coexistence state for the system (1.1), proved in Theorem 2.2. Conversely, any fixed point for the operator F gives a coexistence state for system (1.1). By virtue of the above properties of operators P and Q, the uniqueness of the positive fixed point of F is given by the following theorem.
Theorem 2.6 (see [1, Theorem 24.2]). Let (E,K) be an ordered Banach space whose positive cone has a non-empty interior. Suppose that D is a star-shaped subset of K containing 0, and let f : D -> E be a strongly sublinear and strongly increasing map. Then f has at most one positive fixed point. Moreover, if f(y) > y for some y, then f has no positive fixed point in the order interval [0, y\.
Existence of optimal control and optimality conditions
In this section we show, under certain additional conditions, the existence of an optimal control and we describe some of the properties that such an optimal control verifies.
Theorem 3.1. Assume (2.7). Then the optimal-control problem has a solution, i.e. 3(di,d,2) £ Ci l x Cs 2 such that J(di,d 2 ) = sup C6 xCg J{e\,e2).
Proof. Observe that the functional J is bounded from above. Let s = sup J and (d^jd^) a maximizing sequence in Cs ± x Cs 2 -Then there exists a subsequence, again denoted by (d™,^), such that
In order to obtain the latter result, observe that the sequences 
By taking UF.G and I>F,G as upper solution and u* and i>* as lower solution, the uniqueness of the positive solution of (1.1) implies up t G ^ Udi,d 2 
From the above inequalities we deduce that
We need to prove that
On the other hand, in Q -Q\ we have
and the proof is complete.
• To obtain the optimality conditions, we need to differentiate the functional with respect to the controls. Since the state solutions are explicitly in the functional and do depend on the controls, we must differentiate the state solutions with respect to the controls. 
Proof. One may check that the pair (ip,rjp) defined by
is the unique solution of the following system: , with (^,77) t h e unique solution of the above system (3.5). The uniqueness of (£, 77) assures the convergence of the whole sequence.
• R e m a r k 3.4. Using the properties of p\, the above proposition holds true by replacing (3.4) with
We will now derive optimality conditions. Also, we will use here the notation w + (x) = sup{iu(:r),0} for x € fi. 
, in Q, (3.13) and 0 < u < -=, 0 < u < -. (3.14)
Uniqueness of the optimal control
In order to prove the uniqueness of the optimal control, we need to deduce some additional properties of optimal controls. Observe that, as a consequence of Proposition 3.3 and Theorem 3.5, in the previous section the Gateaux differentiability of J was proven.
We will prove that if A, /x are small enough then (d\, c^) € / ( C^ x C$ 2 ) and functional J is Frechet continuously differentiable provided that (d\,d,2) is an optimal control. The uniqueness of the optimal control follows from a convexity argument (see [3, 5] as general references). If ri ^ N, again the Rellich-Kondrachov Theorem finishes the proof. If r\ < N, then we can repeat the same process and we will obtain n 0 such that r no ^ N, since {r n } < N, Vn 6 N, yields a contradiction.
• • Example 4.6. Consider the problem of control where a = b are constant functions, <^i = $2, and Ci = c 2 . In this case, if a > 5, Theorem 2.2 may be applied with u* = (a -S)/2c = w* as lower solutions. If, in addition 26 < a, condition (3.7) holds true, and, consequently, if X,fx are small enough, the unique optimal control (^1,^2) 6 Cj x ft is described by Corollary 3.6.
