A $\mathcal C^{2,\alpha}$ estimate of the complex Monge-Amp\`ere
  equation by Li, Chao et al.
ar
X
iv
:1
70
5.
08
63
4v
1 
 [m
ath
.D
G]
  2
4 M
ay
 20
17
A C2,α ESTIMATE OF THE COMPLEX MONGE-AMPE`RE EQUATION
CHAO LI, JIAYU LI, AND XI ZHANG
Abstract. In this paper, we prove a C2,α-estimate for the solution to the complex Monge-
Ampe`re equation det(uij¯) = f with 0 < f ∈ C
α, under the assumption that u ∈ C1,β for
some β < 1 which depends on n and α.
1. Introduction
The complex Monge-Ampe`re equation has been the subject of intensive studies in the past
forty years, because its significant applications in complex analysis and complex geometry.
In order to prove the Calabi’s conjecture ([11]), Yau ([51]) solved a complex Monge-Ampe`re
equation on Ka¨hler manifolds. Constructions of Ka¨hler-Einstein metrics by means of solving
appropriate complex Monge-Ampe`re equations under suitable smoothness assumptions were
carried out by many people (see e.g. [1, 16, 33, 28, 39, 40, 41, 42, 37, 38]). In [10], Caffarelli,
Kohn, Nirenberg, and Spruck solved the Dirichlet problem of the complex Monge-Ampe`re
equation with smooth data on a smooth, bounded, strongly pseudoconvex domain in Cn. Guan
([25]) generalized their result to the case that there is a suitable subsolution. To overcome
regularity problem for the homogeneous complex Monge-Ampe`re equation arising from the
Chern-Levine-Nirenberg intrinsic norms in [17], Bedford-Taylor ([5, 6, 7]) developed the theory
of weak solutions. Kolodziej ([29, 30]) proved the existence and Ho¨lder estimate of solution to
the complex Monge-Ampe`re equation when the right hand side is a nonnegative Lp function
for p > 1. There are further existence and regularity results on the complex Monge-Ampe`re
equation with right hand side less regular or degenerate, see references [3, 13, 26, 4, 52, 43, 27,
20, 19, 22] for details.
In this paper we investigate the interior C2,α-estimates for solutions to the complex Monge-
Ampe`re equation with Cα strictly positive right hand side. For the case of the real Monge-
Ampe`re equation, sharp interior C2,α-estimates were established by Caffarelli ([9]) and sharp
boundary estimates were subsequently obtained by Trudinger and Wang ([48]). Their argu-
ments rely essentially on tools in convex analysis which are not available in the complex setting.
This accounts for significant difference between the theories of real and complex Monge-Ampe`re
equation.
Let Ω be a domain in Cn and u be a solution of the complex Monge-Ampe`re equation
det(uij¯) = f, (1.1)
on Ω, where f is a positive function. Yau ([51]) used Calabi’s C3-estimate to establish the C2,α
estimate, which depends on third derivatives of f . Siu ([35]) used the Evans-Krylov approach
([23, 31]) to get the C2,α estimate which depends on second derivatives of f (also [47]). In [36],
Tian established a new C2,α estimate which depends on the Ho¨lder norm of f and lower bound
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of ∆f . If f belongs to C0,1 or even to some Sobolev spaceW 1,p for p > 2n, there are also related
estimates due to Blocki ([3]) and Chen-He ([14]). In [21], Dinew, Zhang and the third-named
author obtained a C2,α estimate depending on the Ho¨lder bound of f and the bound for the real
Hessian of u, and this estimate is optimal according to the Ho¨lder exponent, i.e. they proved
the following theorem:
Theorem 1.1. ([21]) Let Ω be a domain in Cn and u ∈ PSH (Ω) ∩ C1 ,1 (Ω) statisfy the
complex Monge-Ampe`re equation (1.1) in Ω. Suppose additionally that f ≥ λ > 0 in Ω for
some constant λ and f ∈ Cα(Ω) for some α ∈ (0, 1). Then u ∈ C2,α(Ω). Furthermore the C2,α
norm of u in any relatively compact subset is estimable in terms of n, α, λ, ‖u‖C1,1(Ω), ‖f‖Cα(Ω)
and the distance of the set to ∂Ω.
In [50], Wang used the Krylov’s technique ([31]) to reduce the complex Monge-Ampe`re
equation to a real Bellman-type equation, and then he applied Caffarelli’s estimates ([8]) and
the above estimate to obtain a C2,α estimate depending on ‖∆u‖L∞(Ω) instead of ‖u‖C1,1(Ω).
Recently, Chen-Wang ([15]) presented a new proof to this estimate. Tosatti-Wang-Weinkove-
Yang ([45]) and Chu ([18]) extended this estimate to some other fully nonlinear elliptic equations
in complex geometry. It remains an interesting problem to see whether the condition can be
weakened to u ∈ C1,γ(Ω) for 1 > γ > 1 − 2/n (Pogorelov type examples in [2] show that this
exponent would be optimal). In this paper, we weaken the condition to u ∈ C1,β for some
β < 1, this partially answers the above problem. Below we state our result:
Theorem 1.2. Let Ω be a domain in Cn and u ∈ PSH (Ω) ∩ C(Ω) be a weak solution of the
complex Monge-Ampe`re equation (1.1) in Ω with 0 < λ ≤ f ∈ Cα(Ω) for some constant λ and
some α ∈ (0, 1). If u ∈ C1,β(Ω) with β ∈ (β0, 1), where
β0 = β0(n, α) = 1− α
n(2 + α) − 1 . (1.2)
Then u ∈ C2,α(Ω). Furthermore the C2,α norm of u in any relatively compact subset is estimable
in terms of n, α, β, λ, ||u||C1,β(Ω), ||f ||Cα(Ω) and the distance of the set to ∂Ω.
We now give an overview of our proof. In [21], the authors proved Theorem 1.1 based on a
method due to Wang ([49]) and the Bedford-Taylor interior C1,1 estimate ([5]) which is the sole
reason why they need the assumption that u ∈ C1,1. In this paper, for any point x0 ∈ Ω, we
consider the following Dirichlet problem:{
det((ϕt,x0)ij¯) = f(x0), in Bdt(x0),
ϕt,x0 = ρdtµ ∗u, on ∂Bdt(x0),
(1.3)
where ρ is a nonnegative symmetric mollifier, constants d ≤ dist(x0, ∂Ω), 0 < t ≤ 12 and µ > 1.
The results in [10] guarantee the existence of smooth solution ϕt,x0 to the above Dirichlet
problem. By the Bedford-Taylor interior C1,1 estimate, we analysis the asymptotic behavior of
ϕt,x0 as t → 0. Furthermore, we can obtain a C1,1-estimate for the weak solution u of (1.1)
under the assumption that u ∈ C1,β with β ∈ (β0, 1), where the constant β0 is given in (1.2), see
Theorem 3.1 for details. Then Theorem 1.1 implies Theorem 1.2. We hope that our approach
can be helpful to solve the optimal C2,α-estimate of the complex Monge-Ampe`re equation.
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2. Preliminary
For convenience, we first introduce some norms and semi-norms on certain function spaces,
which can be found in [24].
Let Ω ⊂ Rn be a bounded open domain. For any x, y ∈ Ω, we set
dx = dist(x, ∂Ω), dx,y = min{dx, dy}.
For any u ∈ Ck,α(Ω) (α ∈ [0, 1]), we define the following quantities:
|u|0;Ω = sup
x∈Ω
|u(x)|,
[u]k,0;Ω = [u]k;Ω = sup
x∈Ω
|∇ku(x)|,
[u]k,α;x = sup
y∈Ω
y 6=x
|∇ku(y)−∇ku(x)|
|y − x|α ,
[u]k,α;Ω = sup
x∈Ω
[u]k,α;x = sup
x,y∈Ω
x 6=y
|∇ku(x)−∇ku(y)|
|x− y|α ,
(2.1)
and
[u]∗k,0;Ω = [u]
∗
k;Ω = sup
x∈Ω
dkx|∇ku(x)|,
|u|∗k,0;Ω = |u|∗k;Ω =
k∑
i=0
[u]∗i;Ω,
[u]∗k,α;Ω = sup
x,y∈Ω
x 6=y
dk+αx,y
|∇ku(x)−∇ku(y)|
|x− y|α ,
|u|∗k,α;Ω = |u|∗k;Ω + [u]∗k,α;Ω.
(2.2)
By the definitions, we see that
|u|0;Ω = [u]0;Ω = |u|∗0;Ω, (2.3)
and
[u]∗k−1,1;Ω ≤ C(n, k)([u]∗k−1;Ω + [u]∗k;Ω), [u]∗k;Ω ≤ C(n, k)[u]∗k−1,1;Ω, (2.4)
for k ≥ 1. For any f ∈ Cα(Ω), we define
|f |(k)0,α;Ω = sup
x∈Ω
dkx|f(x)| + sup
x,y∈Ω
x 6=y
dk+αx,y
|f(x)− f(y)|
|x− y|α . (2.5)
In the following, we list some results we need including: the C2,α estimate for the Laplacian
equation, the interpolation inequalities for Ho¨lder continuous functions, the Bedford-Taylor
interior C1,1(Ω) estimate and the Calabi interior C3 estimate for solutions of the complex Monge-
Ampe`re equation.
Proposition 2.1 (Theorem 4.8 of [24]). Let u ∈ C2(Ω) and f ∈ Cα(Ω)(α ∈ (0, 1)) satisfy the
Laplacian equation on Ω
∆u = f,
then
[u]∗2,α;Ω ≤ C(n, α)(|u|0;Ω + |f |(2)0,α;Ω). (2.6)
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Proposition 2.2 (Lemma 6.32 of [24]). Suppose j + β < k + α, where j, k = 0, 1, 2, · · · and
α, β ∈ [0, 1]. Let u ∈ Ck,α(Ω), then for any µ ∈ (0, 1]
[u]∗j,β;Ω ≤ C(n, k)(µ−(j+β)|u|0;Ω + µk+α−(j+β)[u]∗k,α;Ω). (2.7)
Proposition 2.3 (Theorem 6.7 of [5]). Let B = Br(x0) ⊂ Cn, and u ∈ PSH(B) ∩ C(B¯) be a
weak solution of the complex Monge-Ampe`re equation{
det(uij¯) = f, in B,
u = ϕ, on ∂B,
where f ≥ 0, f 1n ∈ C1,1(B¯) and ϕ ∈ C1,1(∂B). Then u ∈ C1,1(B) and for any t ∈ (0, 1)
[u]1,1;B(1−t)r(x0) ≤ C(n, t)([ϕ]1,1;∂B + |f
1
n |0;B + r[f 1n ]1;B + r2[f 1n ]1,1;B). (2.8)
Proposition 2.4 (Theorem 1 of [34]). Let Ω ⊂ Cn be a bounded domain, and let u ∈ PSH(Ω)∩
C5(Ω) be a solution of complex Monge-Ampe`re equation
det(uij¯) = f,
in Ω, where 0 < m ≤ f ∈ C3(Ω) for some constant m. If ∆u ≤ K on Ω and [log f ]∗2;Ω +
[log f ]∗3;Ω ≤ L, then
[uij¯ ]
∗
1;Ω ≤ C(n)Kn+1m−1(1 + L
1
2 ). (2.9)
The above proposition was essentially proved in [34]. But no exact formula like (2.9) is given
in the origin theorem of [34], so we will give a proof in the appendix for readers’ convenience.
3. Main theorem and the key lemma
By Theorem 1.1, we know that to prove Theorem 1.2 is reduced to obtain C1,1-estimates,
i.e. to show the following theorem:
Theorem 3.1 (Main Theorem). Let u ∈ PSH (Ω) ∩ C(Ω) be a weak solution of the complex
Monge-Ampe`re equation (1.1) in Ω and satisfy the same assumptions as that in Theorem 1.2.
Then u ∈ C1,1(Ω). Furthermore the C1,1 norm of u in any relatively compact subset is estimable
in terms of n, α, β, λ, ||u||C1,β(Ω), ||f ||Cα(Ω) and the distance of the set to ∂Ω.
In order to prove Theorem 3.1, we need the following lemma:
Lemma 3.2 (Key Lemma). Let u ∈ PSH (Ω)∩ C(Ω) be a weak solution of the complex Monge-
Ampe`re equation (1.1) with 0 < λ ≤ f ∈ Cα(Ω) for some constant λ and some α ∈ (0, 1]. Given
any δ ∈ (β0(n, α), 1], assume that u ∈ C1,β(Ω) with any β ∈ (φ(δ), 1), where
φ(δ) = φn,α(δ) = 1− 2((2 + α)(2 − δ)− (1 + δ))
(2 + α)(1 + δ)(n+ 1) + ((2 + α)(2 − δ)− (1 + δ)) . (3.1)
Then u ∈ C1,δ(Ω). Furthermore the C1,δ norm of u in any relatively compact subset is estimable
in terms of n, α, λ, β, δ, ||u||C1,β(Ω), ||f ||Cα(Ω) and the distance of the set to ∂Ω.
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We first give some information about φ defined in (3.1), and then use Lemma 3.2 to prove
Theorem 3.1. In fact, β0 defined by (1.2) is the fixed point of φ, i.e.
φ(β0) = β0. (3.2)
Furthermore φ is a strictly increasing function on [β0, 1] and satisfies
φ(δ) < δ, (3.3)
for any δ ∈ (β0, 1].
Proof of Theorem 3.1. Consider the sequence {δi}∞i=1 defined by
δ1 = φ(1) < 1,
δi+1 = φ(δi), i = 1, 2, · · · .
One can easily check that {δi}∞i=1 is a decreasing sequence which converges to β0. Since β ∈
(β0, 1), we can find some k ≥ 1, so that β > δk. We need only to prove that Theorem 3.1 is
true if β ∈ (δk, 1) for all k ≥ 1.
(1) If k = 1, β > φ(1), Theorem 3.1 is a direct corollary of Lemma 3.2.
(2) Assuming that Theorem 3.1 is true for some l ≥ 1, i.e. if the weak solution u ∈ C1,γ(Ω)
with any γ ∈ (δl, 1), then u ∈ C1,1(Ω). If β > δl+1 = φ(δl), we can find some γ ∈ (δl, 1],
such that β > φ(γ). By Lemma 3.2, we have u ∈ C1,γ(Ω). Then the assumption implies
u ∈ C1,1(Ω). To obtain the required estimate on ||u||C1,1(Ω′) for some relative compact
subset Ω′ of Ω, we consider the domain
Ω′′ =
{
x ∈ Ω| dist(x, ∂Ω) > 12 dist(Ω′, ∂Ω)
}
.
We can apply Lemma 3.2 to u on Ω to estimate ||u||C1,γ(Ω′′). Then use the assumption
to u on Ω′′ to estimate ||u||C1,1(Ω′). So Theorem 3.1 is true for k = l + 1.
Combining (1) and (2), we know that Theorem 3.1 is true for all k ≥ 1. This concludes the
proof of Theorem 3.1.
Now we move on to the proof of Lemma 3.2. It is based on the proof of Theorem 1.1 of [21]
and a family of auxiliary functions ϕt,x0 , as mentioned in the introduction. In the following,
we give the exact definition of the auxiliary functions.
Let ρ(z) be a smooth radially symmetrical function on Cn satisfying
1). ρ ≥ 0 and supp(ρ) ⊂ {|z| < 1};
2).
∫
Cn
ρ = 1;
3). |∇ρ| ≤ C1(n), |∇2ρ| ≤ C2(n), where C1(n) and C2(n) are constants depending only
on n.
For any ε > 0, we set
ρε(z) = ε
−2nρ
(z
ε
)
. (3.4)
For any point x0 ∈ Ω, ϕt,x0 is defined by

ϕt,x0 ∈ PSH(Bdt(x0)) ∩C(B¯dt(x0)),
det((ϕt,x0)ij¯) = f(x0), in Bdt(x0),
ϕt,x0 = ρdtµ ∗u, on ∂Bdt(x0),
(3.5)
where d ≤ dist(x0, ∂Ω), 0 < t ≤ 12 and µ > 1. By the results of [10], we know that every ϕt,x0
is smooth.
Note that we only need to consider the case β < δ ≤ 1, and we can assume [u]1,β;Ω, |f 1n |0;Ω
and [f
1
n ]0,α;Ω are finite. For convenience, we use C to denote constants depending only on n, α,
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β, δ, [u]1,β;Ω, λ, |f 1n |0;Ω, [f 1n ]0,α;Ω and d. We also use C(A, · · · ) to denote constants depending
on additional A, · · · .
From the definition, it is easy to check that
u ≤ ρdtµ ∗u ≤ u+ Ctµ(1+β), (3.6)
and
|∇2(ρdtµ ∗u)| ≤ Ctµ(β−1). (3.7)
By Theorem 5.7 of [5], we know that
(det((ρdtµ ∗u)ij¯))
1
n ≥ ρdtµ ∗f 1n ≥ f(x0) 1n − Ctα. (3.8)
Using the concavity of {det(·)} 1n , for positive defined Hermitian matrices A and B, we have
(det(A+ tB))
1
n ≥ (det(A)) 1n + t(det(B)) 1n .
By this inequality, the definition of ϕt,x0 and the known estimates on ρdtµ∗u, we can find some
sufficiently large constant C such that{
(det((ρdtµ ∗u+ Ctα(|z − x0|2 − d2t2))ij¯))
1
n ≥ (det((ϕt,x0)ij¯))
1
n , in Bdt(x0),
ρdtµ∗u = ϕt,x0 , on ∂Bdt(x0),
and {
(det(uij¯))
1
n ≤ (det((ϕt,x0 + Ctα(|z − x0|2 − d2t2))ij¯))
1
n , in Bdt(x0),
u+ Ctµ(1+β) ≥ ϕt,x0 , on ∂Bdt(x0).
The comparison principle of continuous plurisubharmonic functions (Theorem A of [5]) implies
ρdtµ∗u+ Ctα(|z − x0|2 − d2t2) ≤ ϕt,x0 ≤ u+ Ctµ(1+β) − Ctα(|z − x0|2 − d2t2).
So we have
sup
x∈Bdt(x0)
|ϕt,x0 − u| ≤ C(tµ(1+β) + t2+α). (3.9)
Using the interior C1,1 estimate due to Bedford and Taylor (Proposition 2.3) and the C2 estimate
(3.7) of ρdtµ ∗u, we have the following estimate
[ϕt,x0 ]1,1;B 1
2
dt
(x0) ≤ C(Ctµ(β−1) + f(x0)
1
n ) ≤ Ctµ(β−1). (3.10)
We have the following claim:
Claim 3.3. By choosing proper µ = µ(β, δ, α), we can obtain
(1)
lim
t→0
∇ϕt,x0(x0) = ∇u(x0). (3.11)
Moreover, we have
|∇ϕt,x0(x0)−∇u(x0)| ≤ C(dt)δ. (3.12)
(2)
|∇ϕt,x0(x) −∇ϕt,x0(y)| ≤ C|x− y|δ, (3.13)
for any x, y ∈ B 1
4dt
(x0).
(3) Let x0, y0 ∈ Ω, and d ≤ min{dist(x0, ∂Ω), dist(y0, ∂Ω)}. If |x0 − y0| ≤ 18dt and
B 1
4dt
(z) ⊂ B 1
2dt
(x0) ∩B 1
2dt
(y0), then we have
|∇ϕt,x0 −∇ϕt,y0 | ≤ C(dt)δ , (3.14)
on B 1
8dt
(z).
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Using this claim, we can prove the key lemma.
Proof of the key lemma. Let Ω′ be a relatively compact subset of Ω and d = dist(Ω′, ∂Ω).
For any distinct x, y ∈ Ω, we have d ≤ min{dist(x, ∂Ω), dist(y, ∂Ω)}.
• If |x− y| ≥ 116d, then we have
|∇u(x)−∇u(y)|
|x− y|δ ≤ (16d
−1)δ−β
|∇u(x)−∇u(y)|
|x− y|β ≤ C. (3.15)
• If |x− y| < 116d, we set t = 8 |x−y|d < 12 . Then
|∇u(x)−∇u(y)| ≤|∇u(x)−∇ϕt,x(x)| + |∇ϕt,x(x)−∇ϕt,x(y)|
+ |∇ϕt,x(y)−∇ϕt,y(y)|+ |∇ϕt,y(y)−∇u(y)|. (3.16)
By (1) and (2) of Claim 3.3, we have
|∇u(x)−∇ϕt,x(x)| ≤ C(dt)δ ,
|∇ϕt,y(y)−∇u(y)| ≤ C(dt)δ,
and
|∇ϕt,x(x)−∇ϕt,x(y)| ≤ C(dt)δ .
Since |x− y| = 18dt and B 14dt(y) ⊂ B 12dt(x) ∩B 12dt(y), by (3) of Claim 3.3
|∇ϕt,x(y)−∇ϕt,y(y)| ≤ C(dt)δ .
These inequalities imply
|∇u(x)−∇u(y)| ≤ C(dt)δ ≤ C|x − y|δ. (3.17)
We conclude that
[u]1,δ;Ω′ ≤ C. (3.18)
To complete the proof of Theorem 3.1, we only need to prove Claim 3.3.
4. Properties of the auxiliary functions
In the previous section, we have given some preliminary properties of the auxiliary functions.
In this section, we will show more estimates on them and give a proof of Claim 3.3.
The inequality (3.10) implies that
∆ϕt,x0 ≤ Ctµ(β−1), (4.1)
on B 1
2dt
(x0). Applying Proposition 2.4 to ϕt,x0 on B 12dt(x0), we have
[(ϕt,x0)ij¯ ]
∗
1;B 1
2
dt
(x0)
≤ Ct(n+1)µ(β−1), (4.2)
and consequently
[∆ϕt,x0 ]
∗
1;B 1
2
dt
(x0)
≤ Ct(n+1)µ(β−1). (4.3)
Applying Proposition 2.2 to ∆ϕt,x0 , we have
|∆ϕt,x0 |∗0,γ;B 1
2
dt
(x0)
≤ Ct(n+1)µ(β−1), (4.4)
for any γ ∈ (0, 1].
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Proof of Claim 3.3. For fixed x0 ∈ Ω, d ≤ dist(x0, ∂Ω) and t ≤ 12 , we set
tk = 2
−kt, uk = ϕtk,x0 , Bk = Bdtk(x0),
and
vk = uk−1 − uk, (4.5)
where k = 0, 1, 2, · · · and k ≥ 1 in (4.5). By (3.9) and (4.4), for k ≥ 1 and any γ ∈ (0, 1), we
have
|uk−1 − u|0;Bk+1 ≤ C(tµ(1+β)k + t2+αk ),
|uk − u|0;Bk+1 ≤ C(tµ(1+β)k + t2+αk ),
|∆uk−1|∗0,γ;Bk+1 ≤ Ct
(n+1)µ(β−1)
k ,
|∆uk|∗0,γ;Bk+1 ≤ Ct
(n+1)µ(β−1)
k ,
and consequently
|vk|0;Bk+1 ≤ C(tµ(1+β)k + t2+αk ), (4.6)
|∆vk|∗0,γ;Bk+1 ≤ Ct
(n+1)µ(β−1)
k . (4.7)
By the above estimates and Proposition 2.1, we have the following C2,γ estimates for vk
[vk]
∗
2,γ;Bk+1 ≤ C(γ)t
(n+1)µ(β−1)+2
k . (4.8)
Applying Proposition 2.2 to vk, we have
[vk]
∗
1,δ;Bk+1 ≤ C(γ)
(
ε−(1+δ)(t
µ(1+β)
k + t
2+α
k ) + ε
1+γ−δt
(n+1)µ(β−1)+2
k
)
, (4.9)
for any ε ∈ (0, 1]. Let
ε2+γ =
(
t
µ(1+β)
k + t
2+α
k
)(
2t
(n+1)µ(β−1)+2
k
)−1
, (4.10)
then we obtain
[vk]
∗
1,δ;Bk+1 ≤ C(γ)
(
t
1+γ−δ
2+γ µ(1+β)
k + t
1+γ−δ
2+γ (2+α)
k
)
t
1+δ
2+γ ((n+1)µ(β−1)+2)
k , (4.11)
which implies:
[vk]1,δ;Bk+2 ≤ C(γ)
(
t
1+γ−δ
2+γ µ(1+β)
k + t
1+γ−δ
2+γ (2+α)
k
)
t
1+δ
2+γ ((n+1)µ(β−1)+2)−(1+δ)
k . (4.12)
For further consideration, we want to obtain the following estimate [vk]1,δ;Bk+2 ≤ Atǫk for
some positive constants A and ǫ which don’t depend on t or k. According to (4.12), we need
to find some γ ∈ (0, 1) and µ > 1 such that{
1+γ−δ
2+γ µ(1 + β) +
1+δ
2+γ (µ(β − 1)(n+ 1) + 2)− (1 + δ) > 0,
1+γ−δ
2+γ (2 + α) +
1+δ
2+γ (µ(β − 1)(n+ 1) + 2)− (1 + δ) > 0.
(4.13)
By solving (4.13) as an inequalities system of unknown µ, we have
γ(1 + δ)
(1 + γ − β)(1 + β)− (1 + δ)(1 − β)(n+ 1) < µ <
(1 + γ − δ)(2 + α)− γ(1 + δ)
(1 + δ)(1 − β)(n+ 1) . (4.14)
Then we find the condition that β, δ and γ should satisfy is
γ(1 + δ)
(1 + γ − β)(1 + β)− (1 + δ)(1 − β)(n+ 1) <
(1 + γ − δ)(2 + α)− γ(1 + δ)
(1 + δ)(1 − β)(n+ 1) , (4.15)
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equivalently
β > 1− 2 ((2 + α)(1 + γ − δ)− (1 + δ))
(2 + α)(1 + δ)(n+ 1) + ((2 + α)(1 + γ − δ)− (1 + δ)) . (4.16)
By the conditions of Lemma 3.2, we already have
β > 1− 2 ((2 + α)(2 − δ)− (1 + δ))
(2 + α)(1 + δ)(n+ 1) + ((2 + α)(2 − δ)− (1 + δ)) . (4.17)
Using (4.17), we can choose some γ = γ(n, α, β, δ) sufficiently close to 1, such that (4.16) holds.
Then we can return to (4.14) and choose some µ = µ(n, α, β, δ) such that (4.13) holds. We will
use the chosen µ and γ till we complete the proof of Claim 3.3. It is remarkable that µ and γ
depend only on n, α, β and δ.
Now that (4.13) holds, we can find some ǫ = ǫ(n, α, β, δ) such that{
1+γ−δ
2+γ µ(1 + β) +
1+δ
2+γ (µ(β − 1)(n+ 1) + 2)− (1 + δ) > ǫ,
1+γ−δ
2+γ (2 + α) +
1+δ
2+γ (µ(β − 1)(n+ 1) + 2)− (1 + δ) > ǫ,
(4.18)
and then we obtain the desired estimate
[vk]1,δ;Bk+2 ≤ Ctǫk. (4.19)
Moreover, by (4.13), (4.6) and (4.11), it holds that
|vk|0;Bk+1 ≤ Ct1+δk , [vk]∗1,δ;Bk+1 ≤ Ct1+δk . (4.20)
Applying Proposition 2.2, we have
[vk]
∗
1;Bk+1 ≤ Ct1+δk , (4.21)
which implies
[vk]1;Bk+2 ≤ Ctδk. (4.22)
Now we can give a C1,δ estimate for ϕs,x0 on B 14ds(x0).
(a) If s ∈ ( 14 , 12], by (3.10), we have
[ϕs,x0 ]1,1;B 1
2
ds
(x0) ≤ Csµ(β−1) ≤ C,
and then
[ϕs,x0 ]1,δ;B 1
2
ds
(x0) ≤ (ds)1−δ[ϕs,x0 ]1,1;B 1
2
ds
(x0) ≤ C. (4.23)
(b) If s ∈ (0, 14 ], we can find some integer k ≥ 1 such that
t = 2ks ∈ ( 14 , 12].
Setting B = B 1
4 ds
(x0) = Bk+2, we have
[ϕs,x0 ]1,δ;B = [uk]1,δ;B =
[
ϕt,x0 −
k∑
i=1
vk
]
1,δ;B
≤ [ϕt,x0 ]1,δ;B +
k∑
i=1
[vi]1,δ;B
≤ C + C
k∑
i=1
tǫi ,
(4.24)
where the last inequality holds by (a) and the inequality (4.19). Since
k∑
i=1
tǫi = t
ǫ
k∑
i=1
2−ǫi ≤ tǫ
∞∑
i=1
2−ǫi ≤ 2−ǫ(1− 2−ǫ)−1,
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we again obtain that [ϕs,x0 ]1,δ;B ≤ C.
By the discussion above, we have
[ϕs,x0 ]1,δ;B 1
4
ds
(x0) ≤ C, (4.25)
for all s ∈ (0, 12]. The estimate (4.25) implies (2) of Claim 3.3.
Now we want to prove
lim
t→0
|∇ϕt,x0(x0)−∇u(x0)| = 0. (4.26)
Let us consider the following functions
Wt(x) =
ϕt,x0(x0 + tx)− ϕt,x0(x0)
t
, (4.27)
Vt(x) =
u(x0 + tx)− u(x0)
t
, (4.28)
on B 1
4d
(0). By (4.13), we know that
µ(1 + β) > 1 + δ,
and
|ϕt,x0 − u| ≤ C(tµ(1+β) + t2+α) ≤ Ct1+δ. (4.29)
This implies
|Wt − Vt| ≤ Ctδ. (4.30)
Using the Taylor expansion, the C1,δ estimate of ϕt,x0 and the C1,β regularity of u, we obtain
|Wt(x)− 〈∇ϕt,x0(x0), x〉| ≤ Ctδ, (4.31)
|Vt(x)− 〈∇u(x0), x〉| ≤ Ctβ , (4.32)
where 〈, 〉 is the standard inner product on the vector space R2n. Then we have
|〈∇ϕt,x0(x0), x〉 − 〈∇u(x0), x〉| ≤ Ctβ , (4.33)
on whole B 1
4 d
(0), and
|∇ϕt,x0(x0)−∇u(x0)| ≤ Ctβ . (4.34)
This implies (4.26).
Using (4.26) and (4.22) we have
|∇ϕt,x0(x0)−∇u(x0)| =
∣∣∣∣ ∞∑
k=0
(∇uk −∇uk+1)
∣∣∣∣ =
∣∣∣∣ ∞∑
k=1
∇vk
∣∣∣∣
≤
∞∑
k=1
|∇vk| ≤ C
∞∑
k=1
tδk,
where
∞∑
k=1
tδk = t
δ
∞∑
k=1
2−kδ = tδ 2
−δ
1−2−δ .
Then we have
|∇ϕt,x0(x0)−∇u(x0)| ≤ Ctδ ≤ C(dt)δ. (4.35)
This completes the proof of (1) of Claim 3.3.
(3) of Claim 3.3 is essentially an estimate on [v]1;B 1
8
dt
(z) with v = ϕt,x0 − ϕt,y0 , which can
be obtained by the same method that was used to estimate [vk]1;Bk+2 . We omit the proof.
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5. Some further discussion
Let Ω ⊂ Cn be a bounded open domain, f ∈ C(Ω) be a positive function and u ∈ C1,β(Ω) ∩
PSH(Ω) be a weak solution of the complex Monge-Ampe`re equation (1.1). In Theorem 3.1,
assuming f ∈ Cα(Ω), we used auxiliary functions ϕt,x0 which solve (1.3), i.e. they satisfy{
det((ϕt,x0)ij¯) = f(x0), in Bdt(x0),
ϕt,x0 = ρdtµ ∗u, on ∂Bdt(x0),
and proved that if β > β0(n, α), then u is in C1,1(Ω). In this section, we will show that if f has
better regularity, for example f ∈ C2,1(Ω), then we can refine the auxiliary functions and then
the assumption on β can be weakened.
If f ∈ Ck,α(Ω) for k = 1, 2 and α ∈ (0, 1], we can use the following auxiliary functions ϕt,x0
which satisfy {
det((ϕt,x0)ij¯) = fk,x0 , in Bdt(x0),
ϕt,x0 = ρdtµ ∗u, on ∂Bdt(x0), (5.1)
where d ≤ dist(x0,Ω), 0 < t ≤ 12 , µ > 1 and
f1,x0(x) = f(x0) + 〈∇f(x0), x− x0〉, (5.2)
f2,x0(x) = f(x0) + 〈∇f(x0), x− x0〉+
1
2
(x− x0)T∇2f(x0)(x − x0). (5.3)
In fact, f1,x0 and f2,x0 are the first two terms and the first three terms of the Taylor expansion
of f respectively. If f ∈ C2,1(Ω), then we simply use the following auxiliary functions{
det((ϕt,x0)ij¯) = f, in Bd(x0),
ϕt,x0 = ρdt∗u, on ∂Bd(x0), (5.4)
where d ≤ 12 dist(x0,Ω) and 0 < t ≤ 12 . Here, ϕt,x0 defined by (5.4) is generally not smooth.
However, we can obtain necessary estimates on it by considering ϕt,x0,ǫ
(
0 < ǫ ≤ 12
)
satisfying{
det((ϕt,x0,ǫ)ij¯) = ρdǫ∗f, in Bd(x0),
ϕt,x0 = ρdt∗u, on ∂Bd(x0), (5.5)
and then letting ǫ→ 0+.
Using these new auxiliary functions and the argument in the proof of Theorem 3.1, we can
prove the following theorem. Since the proof is exactly the same as that in Theorem 3.1, we
omit it.
Theorem 5.1. Let Ω ⊂ Cn be a bounded open domain and u ∈ C1,β(Ω) ∩ PSH(Ω) be a weak
solution of complex Monge-Ampe`re equation (1.1) with f ∈ C(Ω) and 0 < λ ≤ f for some
constant λ.
(1). If f ∈ Ck,α(Ω) and
β > β(n, τ) = 1− τ
n(2 + τ)− 2 , (5.6)
where α ∈ (0, 1], τ = k + α and k = 1 or 2, then u ∈ C1,1(Ω). Furthermore the C1,1 norm of u
in any relatively compact subset is estimable in terms of n, k + α, β, λ, ‖u‖C1,β(Ω), ‖f‖Ck,α(Ω)
and the distance of the set to ∂Ω.
(2). If f ∈ C2,1(Ω) and β > 1 − 1
n
, then u ∈ C1,1(Ω). Furthermore the C1,1 norm of u in
any relatively compact subset is estimable in terms of n, β, λ, ‖u‖C1,β(Ω), ‖f‖C2,1(Ω) and the
distance of the set to ∂Ω.
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6. Appendix
The third order estimate or so called the Calabi C3 estimate plays an important role in the
study of higher order regularity of solutions of complex Monge-Apme`re equation. The global
case (on compact Ka¨hler manifold) is due to Aubin ([1]) and Yau ([51]); the local case is due
to Riebesehl and Schulz ([34]). There are many generalizations of the Calabi C3 estimate (see
e.g. [12, 44, 46, 53, 32]).
We first give an estimate for solutions of complex Monge-Apme`re equation on a ball in Cn.
The proof is similar to the proof of Theorem 1.1.(i) of [32].
Theorem 6.1. Let B2 = Br(0) ⊂ Cn, and let u ∈ PSH(B2) ∪ C5(B2) satisfy
det(uij¯) = e
ϕ,
on B2, where ϕ ∈ C3(B2). If there exist constants λ, Λ, M and N such that
λIn ≤ (uij¯) ≤ ΛIn, (6.1)
−Mr−2In ≤ (ϕij¯) ≤Mr−2In,
(∑
i,j,k
|ϕij¯k|2
) 1
2 ≤ Nr−3, (6.2)
on B2, then we have∑
i,j,k
|uij¯k|2 ≤ C(n)λ−1Λ3
(
(1 +M)−2N2 + λ−1Λ(1 +M)
)
r−2, (6.3)
on B1 = B 1
2 r
(0).
Proof. We denote the Ka¨hler metric associated with the Ka¨hler form
√−1∂∂¯u by g, and the
inverse matrix of (uij¯) by (u
ij¯). Similar to [34], we introduce the upper indexes, writing in the
form
vi = uij¯vj¯ , v
i¯ = uji¯vj .
Set
S = uikj u
j
ik. (6.4)
Denote the standard complex Laplacian by ∆ and the complex Laplacian associated with g by
∆g. As that in [34], we can obtain
∆g∆u = u
i
jku
j
ik¯
+∆ϕ,
∆gS = T + ϕ
lm
k u
k
lm + ϕ
k
lmu
lm
k − ϕpk
(
ulmp u
k
lm + 2u
l
pmu
km
l
)
,
(6.5)
where
T =(ulmki − ulpiupmk − umpiulpk )(ukilm − uqil ukpm − upimuklp)
+ (uklmi − ukpiuplm)(ulmik − upik ulmp ).
(6.6)
Direct calculation shows that
Si = u
k
lm(u
lm
ki − ulpiupmk − umpiuklm) + ulmk (uklmi − ukpiuplm). (6.7)
Diagonalizing (uij¯) at the considered point, it is easy to check that T ≥ 0. Moreover, applying
Cauchy’s inequality, we can obtain
|dS|2g = 2SiSi ≤ 4ST. (6.8)
Together with the conditions on (uij¯) and ϕ, we see that (6.5) implies
∆g∆u ≥ λS − nMr−2,
∆gS ≥ T − 2λ− 32Nr−3S 12 − 3λ−1Mr−2S.
(6.9)
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Let ξ = (r20 − |z|2)2 and η = ξ2 for any positive r0 < r, we define
G = ηS +Aλ−1∆u, (6.10)
on B¯r0(0). It follows from (6.9) and (6.8) that
∆gG ≥(A+∆gη − 3λ−1Mr−2η)S + ηT − 2λ− 32Nr−3ηS 12
−Aλ−1nMr−2 + 〈dη, dS〉g,
(6.11)
and
|〈dη, dS〉g| ≤ |dη|g|dS|g ≤ 2|dη|g(ST ) 12 ≤ η−1|dη|2gS + ηT. (6.12)
By the definition of η, we have
∆gη = 2ξ∆gξ + |dξ|2g ≥ −2nλ−1r20 + |dξ|2g, (6.13)
η−1|dη|2g = 4|dξ|2g ≤ 16λ−1r20 , (6.14)
and then
∆gG ≥ (A− C1(1 +M)λ−1r20)S − C2λ−
3
2Nr0S
1
2 − C3Aλ−1M, (6.15)
where C1, C2, C3 and following C4, ... are constants depending only on n. Let A = 2C1(1 +
M)λ−1r20 , we have
∆gG ≥ C1(1 +M)λ−1r20S − C2λ−
3
2Nr0S
1
2 − C4λ−2(1 +M)M. (6.16)
By the definition, we can suppose that G achieves its maximum at some interior point, i.e.
there exists a point x0 ∈ Br0(0) such that
G(x0) = max
x∈B¯r0(0)
G(x). (6.17)
By (6.16), we have
C1(1 +M)λ
−1r20S − C2λ−
3
2Nr0S
1
2 − C4λ−2(1 +M)M ≤ 0, (6.18)
at the interior maximum point x0, and then
S(x0) ≤ C5λ−1
(
(1 +M)−2N2 +M
)
r−20 , (6.19)
G(x0) ≤ C6λ−1
(
(1 +M)−2N2 + λ−1Λ(1 +M)
)
r20 . (6.20)
Clearly (6.20) implies
max
x∈B¯r0(0)
ηS(x) ≤ C6λ−1
(
(1 +M)−2N2 + λ−1Λ(1 +M)
)
r20 . (6.21)
Letting r0 =
3
4r, we obtain
max
x∈B1
S(x) ≤ C7λ−1
(
(1 +M)−2N2 + λ−1Λ(1 +M)
)
r−2. (6.22)
On the other hand, (6.4) and (6.1) yield
∑
i,j,k
|uij¯k|2 ≤ Λ3S, so the inequality (6.3) follows. This
concludes the proof of Theorem 6.1.
Proposition 2.4 is a direct corollary of Theorem 6.1.
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Proof of Proposition 2.4. By the conditions ∆u ≤ K and f ≥ m, we have
mK−n+1In ≤ (uij¯) ≤ KIn, (6.23)
on Ω. Setting ϕ = log f , it is clear that [log f ]∗2;Ω + [log f ]
∗
3;Ω ≤ L implies
− Lr2In ≤ (ϕij¯) ≤ Lr2In,
(∑
i,j,k
|ϕij¯k|2
) 1
2 ≤ Lr−3, (6.24)
on Br(x), where x ∈ Ω and r = 12dx. Applying Theorem 6.1, we have(∑
i,j,k
|uij¯k|2
) 1
2 ≤ C(n)Kn+1m−1(1 + L 12 )r−1, (6.25)
on B 1
2 r
(x). The inequality above implies
dx|∇uij¯(x)| ≤ C(n)Kn+1m−1(1 + L
1
2 ), (6.26)
for any x ∈ Ω. This concludes the proof of Proposition 2.4.
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