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Détection de nouveauté pour le monitoring vibratoire des structures de
génie civil : Approches chaotique et statistique de l’extraction d’indicateurs
Résumé
Le suivi vibratoire de l’état des ouvrages de génie civil vise à antici-
per une défaillance structurale par la détection précoce d’endommagement.
Dans ce contexte, la détection de nouveauté constitue une approche par-
ticulièrement adaptée à l’analyse des signaux compte tenu des difficultés
à modéliser une structure unique et soumise à de nombreux facteurs ex-
térieurs influant sur la dynamique vibratoire. Une telle approche présente
un double intérêt consistant à éviter de formuler des hypothèses a priori
sur le comportement dynamique et à intégrer tous les facteurs de variabi-
lité. Ce travail de thèse poursuit ainsi deux objectifs. Le premier objectif
consiste à observer dans quelle mesure la détection de nouveauté parvient à
détecter un endommagement dans un contexte fortement perturbé par des
variations environnementales d’une part, et par une excitation de nature
impulsionnelle, d’autre part. Le deuxième objectif est de proposer et d’étu-
dier un nouvel indicateur vectoriel, désigné par JFV (pour Jacobian Feature
Vector). Le calcul du JFV s’appuie sur la reconstruction de la trajectoire
du système dynamique observé dans son espace des phases. Cette approche
exploite les développements scientifiques récents réalisés en théorie des sys-
tèmes dynamiques non linéaires, parfois qualifiée de théorie du chaos. Le
JFV est comparé aux coefficients de modèles auto-régressifs (AR), couram-
ment utilisés en analyse des séries temporelles. Pour réaliser ce travail de
thèse, plusieurs cas d’études expérimentaux sont utilisés dont notamment
une maquette de structure en bois sur laquelle l’excitation est contrôlée et
des variations environnementales sévères sont imposées.
Les indicateurs AR et JFV sont extraits des signaux vibratoires relatifs
aux différents cas d’études et normalisés par le biais du concept de dis-
tance de Mahalanobis. Les résultats expérimentaux montrent que, pour les
deux indicateurs vectoriels, la détection de l’endommagement est favorisée
par une sollicitation comportant une composante de bruit. Une excitation
purement instationnaire, constituée de séquences aléatoires d’impulsions,
dégrade de façon significative les performances de détection. Les variations
environnementales génèrent une forte variabilité des indicateurs, rendant
difficile l’ajustement d’un modèle statistique robuste dédié à la discrimina-
tion des dégradations. Seuls les niveaux d’endommagement extrêmes sont
repérés dans la configuration d’essai la plus pénalisante. L’analyse compa-
rée des coefficients AR et du JFV met en évidence une dispersion beaucoup
plus grande des composantes de ce dernier, conduisant à une sensibilité plus
faible. Une étude paramétrique montre cependant que la sensibilité du JFV
peut être améliorée par une optimisation des méthodes de sélection des pa-
ramètres de reconstruction de l’espace des phases. Face aux performances
limitées des indicateurs AR et JFV dans certains cas très défavorables, un
autre indicateur est proposé, basé sur la corrélation croisée des informations
portées par une paire de capteurs. Cet indicateur présente une performance
intéressante sur un cas d’étude complexe combinant variations environne-
mentales fortes et sollicitation purement instationnaire. Une discussion est
également proposée sur la façon de répartir les mesures de référence dans
les différentes bases de données nécessaires à l’application de la démarche de
détection de nouveauté. Enfin, différentes approches de modélisation statis-
tique des indicateurs normalisés sont mises en œuvre dans le but de comparer
leurs aptitudes respectives à la définition d’un seuil de classification robuste.
Mots-clés
détection de nouveauté, structure, analyse vibratoire, détection de l’en-
dommagement, théorie des systèmes dynamiques non-linéaires, espace des
phases, attracteur, variations environnementales, sollicitation instationnaire
Title
Novelty detection for vibration-based structural health monitoring of Ci-
vil structures : damage sensitive feature extraction by chaotic and statistical
approaches
Abstract
The aim of structural health monitoring of civil structure is the early
detection of damage to prevent structure failure. But modelling the beha-
viour of such structure is a very challenging task due to it uniqueness and
to the effect of environmental parameters on the dynamic. In this context,
the novelty detection approach appears to be well adapted since it avoids
the need of prior hypothesis on the nature of the dynamical behaviour, and
integrates all variability factors. The work of this thesis has two principal
aims. The first one is to quantify the ability of novelty detection to discrimi-
nate damage under strong environmental variations and impulse excitation.
The second one is to introduce a new damage sensitive feature, referred as
Jacobian Feature Vector (JFV). The JFV calculation is based on the re-
constructed state space which exploits the progress achieved in the theory
of non-linear dynamical systems, also known as chaos theory. The compa-
rison between AR parameters, widely used for time series analysis, and the
JFV is carried out on several case studies. One of them is a three storey
wooden laboratory structure subjected to strong environmental variations
and controlled excitation.
Both the JFV and AR parameters are estimated on vibration measu-
rements and normalized by the Mahalanobis distance concept. The expe-
rimental results show that damage detection is improved if the excitation
contains a part of noise in comparison to a random sequence of pulses. Envi-
ronmental variations generate an important variability of the feature vectors,
making difficult the fitting of any statistical model needed for damage dis-
crimination. Only the extremes damage levels are detected in the worst test
configuration. The comparison between the feature vectors reveals a higher
dispersion of the JFV components, leading to a lower sensitivity to damage,
as well as to the effect of temperature. However, a parametric investigation
shows that damage detection can be improved if the the selection process
of the state-space reconstruction parameters is optimized. Given the limited
performances of AR and JFV in the most difficult configurations, an other
damage sensitive feature based on cross-correlation of sensor pairs is propo-
sed. In a complex case study which combines environmental variations and
impulse excitation, the performances of this feature vector are promising. A
discussion about the more rigorous way to divide the undamaged data to ap-
ply novelty detection procedure is also proposed. Finally, since the last step
of novelty detection is decision making based on statistical modelling of the
normalized damage sensitive features, the robustness of several approaches
for the setting of the classification threshold is investigated.
Keywords
novelty detection, vibration analysis, damage detection, nonlinear dyna-
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Introduction Générale
Dans le contexte du suivi vibratoire de l’état de santé des structuresde génie civil, la détection de l’endommagement est confrontée à trois
problèmes principaux :
– le caractère unique de l’ouvrage,
– les effets des variations des conditions opérationnelles et environne-
mentales sur la dynamique vibratoire,
– une sollicitation dynamique complexe, inconnue, non mesurable et ex-
trêmement variable d’une mesure à l’autre.
Pour faire face à ces difficultés, la démarche de reconnaissance de formes
statistiques est de plus en plus mise en avant. Son principe général consiste
à modéliser les données, et non le comportement dynamique de la structure
physique. Une telle approche revêt un double intérêt :
– éviter de formuler des hypothèses a priori sur le comportement dy-
namique, hypothèses résultant de modèles plus ou moins fidèles à la
réalité de l’ouvrage,
– intégrer tous les facteurs de variabilité.
Parmi les différentes approches de reconnaissance de formes statistiques,
la détection de nouveauté est plus particulièrement adaptée à un appren-
tissage non supervisé, inévitable sur un ouvrage au caractère unique pour
lequel la signature vibratoire dans un état endommagé est très difficile, voire
impossible à appréhender a priori.
La détection de nouveauté s’appuie tout d’abord sur la définition
d’indicateurs estimés sur chaque mesure. Un indicateur condense l’informa-
tion véhiculée par une mesure (signal vibratoire ou, de façon plus générique,
série temporelle) en un vecteur de dimension réduite. Un indicateur idéal
serait sensible à l’endommagement de la structure et insensible aux varia-
tions environnementales et opérationnelles (conditions normales variables).
Hélas, un indicateur révèle un comportement dynamique de façon générale
et sa sensibilité aux modifications de cette dynamique, si elle existe, traduit,
de fait, les effets d’un endommagement et des variations environnementales.
La détection de nouveauté passe alors par une étape dite de normalisation
consistant à situer et comparer chaque indicateur nouveau (à tester) par
rapport à une base de référence constituée d’indicateurs relatifs à l’état sain
de l’ouvrage. Enfin, selon le résultat de l’étape de normalisation, un mo-
dèle statistique permet de décider, avec un niveau de confiance donné, de la
classe d’appartenance de la mesure à tester : classe associée à la structure
saine (la mesure ressemble aux mesures de la base de référence) ou classe
associée à la structure endommagée (la mesure apparait comme nouvelle).
Il s’agit là de l’étape de classification.
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2 Introduction Générale
En marge des développements importants réalisés dans le domaine de
l’analyse modale pour le suivi des propriétés dynamiques classiques, de nou-
veaux types d’indicateurs sont apparus sur la base d’approches sans mo-
dèle1 de l’interprétation des signaux en contexte de monitoring vibratoire.
Ces nouveaux types d’indicateurs sont fondés sur des paradigmes divers.
En raison de sa simplicité et de son efficacité, l’indicateur vectoriel le plus
répandu est formé par les coefficients de modèles auto-régressifs ajustés sur
les mesures. Par ailleurs, la théorie des systèmes dynamiques non linéaires
apporte de nouveaux outils pour l’analyse des systèmes complexes au travers
des signaux qu’ils génèrent. Elle s’appuie notamment sur la reconstruction
de la trajectoire du système dans son espace des phases et laisse le champ
libre à la définition d’indicateurs variés et originaux.
De nombreuses études mettent en œuvre avec succès la détection de
nouveauté pour déceler l’occurrence de dégradations sur des dispositifs ex-
périmentaux. Cependant, le transfert de ces résultats du laboratoire aux
ouvrages in situ pose encore problème. La principale raison réside dans la
prise en compte insuffisante des variations environnementales et de la na-
ture potentiellement instationnaire et extrêmement variable de la source
d’excitation dynamique.
Le premier objectif du travail présenté dans ce mémoire de thèse consiste
à observer dans quelle mesure la capacité à détecter des dégradations est
altérée par de fortes variations environnementales, mais également par une
excitation de nature impulsionnelle. Pour cela, plusieurs dispositifs expéri-
mentaux sont utilisés. Deux de ces dispositifs sont originaux et garantissent,
à la fois, le contrôle de l’excitation et la possibilité de faire varier de façon
importante les conditions ambiantes.
Le deuxième objectif est de proposer et d’étudier un indicateur original
(JFV pour Jacobian Feature Vector) calculé dans l’espace des phases recons-
truit. Pour juger de ses performances en matière de caractérisation de l’état
de la structure, il est comparé aux coefficients de modèles auto-régressifs.
Structure du document
Ce mémoire est segmenté selon 3 parties et 8 chapitres. La première par-
tie, constituée des deux premiers chapitres, présente les éléments contextuels
et bibliographiques associés à ces travaux doctoraux.
Le premier chapitre du document dresse un état de l’art non exhaustif
sur le contexte général du suivi vibratoire de l’état de santé des structures
et sur les difficultés rencontrées par les approches classiques. Le but de ce
chapitre est de montrer l’intérêt que représente la détection de nouveauté,
dont le principe et les différentes étapes sont énoncés.
Constituant le socle théorique associé à la définition de l’indicateur origi-
nal proposé (JFV ), les concepts élémentaires de la théorie des systèmes dy-
namiques non linéaires sont introduits dans le chapitre 2, suivis de quelques
exemples d’utilisation en matière de contrôle des structures.
Les détails techniques et pratiques des développements proposés sont
regroupés dans la partie II, constituée des chapitres 3 et 4. Les détails des
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calculs relatifs aux différents objets conceptuels et méthodes abordés (in-
dicateurs, choix des paramètres, normalisation, modèles statistiques) sont
présentés dans le chapitre 3. Le chapitre 4 décrit précisément l’ensemble des
cas d’études expérimentaux dont sont extraites les données analysées.
La troisième et dernière partie du document, constituée des chapitres
5 à 8, s’attache à montrer, pour des niveaux de difficulté croissants, les
capacités et les limites des indicateurs et méthodes choisis en matière de
détection d’endommagement.
Dans le chapitre 5, l’excitation est stationnaire et les conditions am-
biantes constantes. Par le biais de données simulées issues d’un système
masse/ressort amorti et de données réelles provenant d’une maquette métal-
lique, une étude préliminaire permet d’établir l’intérêt du nouvel indicateur
proposé et d’en fixer les modalités de calcul. Le jfv est ensuite comparé à un
indicateur plus conventionnel (coefficients d’un modèle auto-régressif) sur
des données collectées sur une maquette de structure en bois à trois niveaux,
subissant différentes séquences d’endommagement progressif et réversible.
L’effet des variations environnementales sur la capacité de détection
d’endommagement est abordé dans le chapitre 6 au travers de deux es-
sais originaux conduits sur une poutre en béton fibré endommagée par des
cycles de chargement mécanique et sur la maquette en bois précédemment
citée. L’impact des conditions climatiques sur la variabilité des indicateurs
et la capacité des méthodes à détecter l’endommagement sous variations en-
vironnementales sont étudiées. Ce chapitre aborde également le problème,
souvent éludé, de la répartition des données de référence pour la constitu-
tion des différentes bases nécessaires à la mise en œuvre de la détection de
nouveauté en contexte très variable.
L’effet de la nature de l’excitation est analysé dans le chapitre 7. Trois
excitations différentes sont utilisées dans le cadre d’expérimentations réali-
sées sur la maquette en bois : un bruit de bande de fréquence limitée, une
séquence aléatoire d’impulsions et une forme d’excitation hybride combinant
les deux formes précédentes. Les conséquences de ces formes de sollicitation
sur la sensibilité à l’endommagement sont observées tout d’abord séparé-
ment, puis combinées aux effets des variations environnementales,
Le 8e`me et dernier chapitre se focalise sur la détermination du seuil de
classification, fixé jusqu’ici de façon arbitraire. Les méthodes statistiques
permettant de guider le choix de cette limite de classification sont multiples.
Dans ce chapitre, sept méthodes sont testées. Elles sont basées sur des mo-
dèles statistiques ajustés soit sur les valeurs individuelles des données, soit
sur des échantillons de données. Pour réaliser la comparaison de ces mé-
thodes, les taux de fausses alarmes et de vraies détections sont calculés sur
5 jeux de données issus des essais décrits dans les chapitres précédents.
Enfin, ce document s’achève par un chapitre de conclusion synthétisant
les principaux résultats issus de ces travaux et définissant diverses pers-
pectives de recherche envisageables. Parmi ces perspectives, un projet de
recherche collaborative est proposé par le biais d’un benchmark s’appuyant
sur les nombreux essais réalisés sur la maquette en bois sous variations en-
vironnementales sévères et sous sollicitations de natures diverses.
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Introduction
Le suivi de l’état de santé des structures de génie civil en conditions réellesreprésente toujours un vrai défi scientifique. En effet, la connaissance
imparfaite des caractéristiques physiques et géométriques des ouvrages exis-
tants, les effets des variations climatiques et la nature des sollicitations am-
biantes sont autant de difficultés pour la mise au point d’outils robustes
d’analyse des mesures vibratoires.
L’objet de ce chapitre est de montrer comment la méthode de détection
de nouveauté peut apporter des éléments de réponse face à ces problèmes.
Pour cela, le contexte, les difficultés et les objectifs du suivi de l’état de
santé des ouvrages sont rapidement présentés avant d’introduire la démarche
de reconnaissance de formes statistiques dont fait partie la détection de
nouveauté.
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1.1 Problématique des structures de Génie Civil
1.1.1 Définitions
Un ouvrage de génie civil présente une durée de vie de 50 à 100 ans selon
son importance. Durant cette période, son niveau de performance doit lui
permettre d’assurer sa fonction en garantissant la sécurité des usagers.
Cependant, son comportement peut être altéré au cours du temps par
l’apparition de dégradations, qui peuvent avoir plusieurs origines.
– L’environnement extérieur modifie progressivement les caractéris-
tiques physico-chimiques des matériaux. L’exemple le plus courant est
celui du béton armé qui présente souvent des réductions de section
des armatures et des épaufrures consécutives au développement de la
corrosion de l’acier. La corrosion résulte soit de la carbonatation du
béton d’enrobage liée à la pénétration du CO2 atmosphérique, soit
de la diffusion des ions chlorures. Ce dernier cas concerne particu-
lièrement les ouvrages proches des façades maritimes ou situés dans
les pays froids très consommateurs de sels de déverglaçage. L’altéra-
tion du matériau peut avoir également une origine endogène comme
la réaction alcali-granulat.
– Des actions accidentelles comme un impact de véhicule sur une pile
de pont ou un évènement naturel important (tempête, séisme) sont
susceptibles de modifier l’intégrité de la structure.
– L’usure et le dysfonctionnement de composants tels que les appareils
d’appuis ou les joints de dilatation peuvent affecter le comportement
global de l’ouvrage.
Toutes les dégradations n’ont pas les mêmes conséquences. Worden et
Dulieu-Barton (2004) proposent trois définitions pour hiérarchiser les ni-
veaux de dégradation :
– Défaillance1 : la structure ne peut plus fonctionner de façon satisfai-
sante. Si la qualité est définie comme l’aptitude de l’ouvrage à remplir
sa fonction ou à satisfaire les besoins des usagers, la défaillance se
définit alors comme un changement qui produit une réduction inac-
ceptable de la qualité.
– Endommagement : la structure ne fonctionne plus dans des conditions
idéales, mais peut toujours assurer un service satisfaisant d’une façon
sous-optimale.
– Défaut : il est inhérent aux matériaux et n’empêche pas un fonction-
nement optimal.
Pour des raisons socio-économiques évidentes, il convient donc de dis-
poser d’indicateurs de performances capables de détecter l’apparition d’un
endommagement avant qu’il n’évolue en défaillance. Ces indicateurs peuvent
provenir de la fusion d’informations issues de sources variées allant des me-
sures dynamiques (vitesse, accélération, chargement) ou quasi-statiques (dé-
formations, inclinaison) aux simples relevés d’inspection visuelle.
L’ensemble de ces indicateurs doit permettre de caractériser la santé
de l’ouvrage (Crémona 2009) à un instant donné. La comparaison avec des
1Fault
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niveaux limites, conjuguée à un regard d’expert, permet alors d’appréhender
le niveau de performance de la structure et d’en planifier la maintenance.
Le suivi de l’état de santé des structures (SHM2) est défini par l’ensemble
du processus suivant :
– définition des objectifs du système de suivi,
– détermination des caractéristiques du système,
– collecte d’informations,
– extraction d’indicateurs pertinents sur l’état de santé,
– diagnostic (évaluation de l’état présent),
– pronostic (prédiction de l’état futur).
Il existe différents niveaux d’exigence sur les performances du dispositif
de surveillance. Ces niveaux sont numérotés de 1 à 5 par Rytter (1993) en
fonction des objectifs visés :
1. détecter l’apparition de l’endommagement,
2. localiser l’endommagement,
3. déterminer le type d’endommagement,
4. quantifier la sévérité de l’endommagement,
5. estimer la durée de vie résiduelle.
Après cette présentation rapide de la notion générale de suivi de l’état
de santé des structures, la suite de la discussion est axée sur l’analyse des
mesures dynamiques et plus particulièrement des mesures vibratoires.
1.1.2 Particularités des structures de génie civil
L’approche la plus répandue d’extraction d’indicateurs des mesures vi-
bratoires est l’identification de systèmes. Son objectif est d’identifier le mo-
dèle modal de la structure, composé essentiellement des fréquences propres,
des modes propres, des taux d’amortissement et des facteurs de participa-
tion modale. La recherche de l’endommagement passe donc par la détection
soit de changements dans les caractéristiques du modèle, soit du moment
où le modèle ne permet plus de représenter le comportement vibratoire ob-
servé. Les méthodes de mise à jour de modèles éléments finis permettent, par
analyse inverse, de localiser et quantifier l’endommagement. La littérature
est très abondante sur le sujet. Un aperçu des différents indicateurs basés
sur les modèles modaux est présenté dans Doebling et al. (1996; 1997) et
Carden et Fanning (2004).
Cependant, malgré les progrès considérables réalisés dans le perfection-
nement des méthodes d’identification de ces modèles (Basseville et al. 2001,
Peeters et De Roeck 2001, Alvandi 2003), celles-ci se heurtent toujours aux
particularités des structures de génie civil lorsqu’elles sont transposées des
laboratoires aux ouvrages réels.
Variations des conditions environnementales
Contrairement à de nombreux systèmes mécaniques, les structures de
génie civil subissent des variations climatiques à la fois quotidiennement et
2Structural Health Monitoring
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Fig. 1.1 Corrélation entre la 1re fré-
quence propre et la température sur le
pont Z-24 (Peeters et De Roeck 2001)
Fig. 1.2 Relevé des déformations
d’un tablier au cours d’une année
(Catbas et Aktan 2002)
Fig. 1.3 Variation de la fréquence fondamentale en fonction de la profondeur de
l’entaille, pont I-40 Farrar et al. (2000)
annuellement. Dans le cas des ponts, les contrastes thermiques entre la face
supérieure du tablier et la face inférieure peuvent atteindre 30˚ C et affecter
de façon significative le comportement vibratoire. Bien que marginales, les
structures en bois sont en plus très sensibles aux variations hygrométriques.
Des études portant sur la détection d’endommagement sur des ponts
réels ont montré que les caractéristiques modales sont très sensibles aux va-
riations climatiques. Le suivi du pont d’Alamosa Canyon sur 24 heures a
montré des variations des fréquences propres de l’ordre de 5% (Farrar et al.
2000). Des écarts de 3% ont été mesurés sur le pont haubanné Tianjin Yon-
ghe en Chine sur une durée d’écoute de deux semaines (Li et al. 2009). Le
projet du pont Z-24 en Suisse a vu certaines fréquences propres changer de
15% au cours d’une année (Peeters et De Roeck 2001) avec une relation bili-
néaire entre la température et la première fréquence propre (Fig.1.1). Cette
relation est expliquée par un changement du module d’élasticité de l’as-
phalte au-dessous de 0˚ C. Ces variations peuvent également être expliquées
par une modification des conditions de liaisons consécutive aux variations
dimensionnelles du tablier lorsque les joints de dilatation ne fonctionnent
pas correctement.
Or, ces variations sont bien souvent supérieures à celles engendrées par
l’apparition d’un endommagement. Le pont I-40 (Farrar et al. 2000) a été en-
dommagé par une entaille de profondeur croissante réalisée sur une poutre.
La figure 1.3 montre la variation de la première fréquence propre en fonc-
tion de la profondeur de l’entaille. L’évolution observée reflète davantage les
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variations des conditions environnementales que de la présence de l’entaille.
Le problème du filtrage de ces variations apparait alors comme crucial. Il
sera abordé dans le chapitre 6.
Algorithme de calcul et nature de l’excitation
Les premières méthodes d’analyse modale expérimentale exploitent les
fonctions de réponse en fréquence (FRF) qui nécessitent la connaissance de
l’excitation. Les méthodes ERA 3 (Juang et Phan 2001) et PDT 4 se basent
sur la réponse impulsionnelle de la structure. Cependant, la mise en place de
systèmes de monitoring vibratoire sur des ouvrages réels impose des outils
d’analyse capables de fonctionner en présence d’une excitation aléatoire et
non mesurée.
Il existe aujourd’hui de nombreuses méthodes de calcul des caractéris-
tiques modales fonctionnant uniquement à partir de l’information de sortie
(réponse). Les plus répandues, en raison de leur simplicité, sont les algo-
rithmes de relevé des pics 5 et de la CMIF6. Ils sont tous les deux basés
sur le calcul de la matrice du spectre de puissance et requièrent un relevé
manuel des fréquences propres, ce qui constitue un frein à leur utilisation
dans un processus de surveillance automatisé.
Pour s’accommoder du caractère aléatoire de l’excitation, les méthodes
du type stochastiques sous-espaces (SSI) basées soit sur la matrice de co-
variance des signaux mesurés, soit directement sur les signaux, sont assez
populaires (Basseville et al. 2001, Peeters 2000).
L’étude menée sur le pont d’Alamosa Canyon par Farrar et al. (2000)
a montré que les écarts dans les paramètres identifiés selon différentes mé-
thodes de calcul sont faibles mais peuvent être de l’ordre de grandeur des
variations engendrées par un endommagement.
Une autre difficulté réside dans l’automatisation de ces algorithmes pour
l’analyse de grandes quantités de mesures (Giraldo et al. 2006). L’article de
Peeters et De Roeck (2001) compare les méthodes pré-citées sur une tour
d’antenne. Il en ressort que les algorithmes SSI permettent une meilleure
identification en présence de bruit et de modes proches. Néanmoins, les
modes identifiés n’ont pas toujours de sens physique. Il faut alors avoir
recours à des diagrammes de stabilisation, des critères de sélection (matrice
MAC7) et l’avis d’un expert pour sélectionner les vrais modes physiques.
Ces inconvénients constituent un problème majeur dans un contexte de suivi
continu automatique.
Par ailleurs, la plupart de ces algorithmes supposent une excitation sta-
tionnaire, ce qui ne représente pas la réalité d’un ouvrage soumis à des
sollicitations ambiantes. Dans le cas des ponts, la circulation des véhicules
et le vent génèrent une excitation très irrégulière formée de trains d’im-
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Fig. 1.4 Exemple de mesure d’accélération sur le pont Z-24 (Krämer et al. 1999)
le pont Z-24. S’il est possible d’estimer les fréquences propres, ce type de
signal rend très difficile l’estimation des modes et des amortissements.
Enfin, en règle générale, seuls les premiers modes (moins de 5) peuvent
être identifiés avec une précision correcte. Les premiers modes capturent
en effet l’essentiel de l’énergie vibratoire et plus les fréquences propres aug-
mentent, moins les modes associés sont visibles. Or, l’apparition d’endomma-
gement à l’échelle locale affecte d’avantage les modes de hautes fréquences
que les premiers modes plus représentatifs du comportement global de la
structure.
Masse variable
Les caractéristiques modales d’un système dynamique dépendent en par-
tie de sa masse. Or, en fonction de la circulation, le chargement imposé à un
ouvrage varie au cours du temps. Le modèle identifié aux heures de pointe
est alors différent de celui identifié en pleine nuit. Les écarts ainsi produits
sont une fois de plus, susceptibles de masquer l’effet d’un endommagement.
Kim et al. (2003) montrent que sur un pont mixte de 46 mètres de portée, les
fréquences propres présentent une diminution de 5.4% aux heures de pointe.
Cet effet semble se réduire avec l’augmentation de la portée.
1.1.3 Bilan
La majorité des points abordés dans cette partie sont extraits du travail
bibliographique de Sohn (2007). Il apparait que la détection d’endommage-
ment par l’identification des caractéristiques modales des structures de génie
civil demeure un problème non résolu pour des raisons multiples : absence de
connaissances de tous les facteurs environnementaux influençant l’ouvrage,
impossibilité de mesurer l’excitation et difficultés à modéliser des structures
aussi complexes.
Face à ces difficultés, la question de la nécessité de recourir à un modèle
de la structure peut se poser. Le travail de Haritos et Owen (2004) compare
deux approches pour détecter l’endommagement sur des ponts de tailles
réduites réalisés en laboratoire. La première approche met en œuvre une
technique de mise à jour d’un modèle éléments finis de la structure. Il est
estimé à partir des fonctions de réponse en fréquence normalisées par rapport
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à un capteur de référence (RRF8). La seconde ne modélise pas la structure.
Elle s’appuie sur le paradigme de la reconnaissance des formes statistiques
(qui sera présenté dans la partie suivante) en utilisant les RRF en données
d’entrée. L’étude montre que les deux approches sont complémentaires.
La première permet de localiser et quantifier l’endommagement, mais au
prix d’une quantité importante de mesures de bonne qualité. En effet, pour
situer l’endommagement un maillage de capteurs assez dense est nécessaire.
Elle nécessite également une grande expertise pour désigner avec justesse
les paramètres pertinents à mettre à jour.
La seconde, est seulement capable de détecter l’apparition de l’endom-
magement, mais avec assez peu de mesures. De plus, aucune hypothèse n’est
formulée a priori sur l’ouvrage et la méthode peut être rapidement transpo-
sée à l’étude d’une autre structure.
Pour ces dernières raisons, l’étude présentée dans ce rapport porte sur
la mise en œuvre de la reconnaissance des formes statistiques.
1.2 Paradigme de la reconnaissance de formes sta-
tistiques (RFS)
Du fait de la quasi-impossibilité de prendre en compte tous les facteurs
influençant les indicateurs estimés, la détection de l’endommagement dans
un ouvrage de génie civil se pose de plus en plus comme un problème de
reconnaissance de formes (ou motifs) statistiques9. Le terme forme désigne
ici la structure cachée des données analysées. Cette approche ne représente
qu’une façon différente d’appréhender les données en s’appuyant sur de nom-
breux outils mathématiques dont certains sont présentés dans les parties
suivantes.
D’après Farrar et Worden (2007), le suivi de l’état de santé des structures
par la RFS comporte 4 grandes étapes :
Etape 1 : L’évaluation opérationnelle (réflexion sur l’objectif de l’instru-
mentation, les contraintes et les moyens à mettre en œuvre),
Etape 2 : L’acquisition des données, la normalisation et le nettoyage,
Etape 3 : La réduction des données (étape centrale qui donne lieu au calcul
des indicateurs de l’endommagement),
Etape 4 : La classification (modèles statistiques ajustés sur les indicateurs
et permettant de déterminer l’état de la structure avec un niveau
de confiance donné).
La première étape relève davantage des compétences du gestionnaire
d’ouvrage qui doit choisir, en fonction de ses impératifs économiques, les
objectifs et les moyens de son système de surveillance. La seconde est liée
au domaine du traitement du signal (suppression des mesures aberrantes,
réduction du bruit de mesure par filtrage, etc.). Les deux dernières étapes
associées à l’analyse et à l’exploitation des données constituent le sujet de
ce travail de thèse.
8Relative Response Function
9Statistical Pattern Recognition
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La réduction des données a pour principal objectif de condenser l’in-
formation contenue dans les mesures. Elle aboutit, pour chaque mesure, au
calcul d’un indicateur vectoriel de dimension faible représentant un individu.
L’étape suivante est la classification. Elle associe à chaque individu (indica-
teur vectoriel) une classe correspondant à un état de santé structurale avec
un niveau de confiance donné. Le problème mathématique et l’algorithme de
classification adéquat diffèrent selon le degré de connaissance sur l’état en-
dommagé de l’ouvrage (mesures sur les différentes classes) (Hodge et Austin
2004).
Aucune classe n’est connue. Les individus doivent être classées en plu-
sieurs groupes relatifs à différents états structuraux sans information préa-
lable. Le problème est alors du type regroupement 10 non-supervisé. La diffi-
culté est de garantir que les groupes formés soient réellement liés à différents
niveaux d’endommagement, et non aux conditions environnementales. Cury
et al. (2010) montrent l’aptitude de plusieurs algorithmes de regroupement
non-supervisés à séparer correctement en trois classes les données vibra-
toires collectées sur un pont rail (avant, pendant et après renforcement de
la structure), et par conséquent, à suivre avec succès une série de modifica-
tions structurales.
Les classes sont connues. Pour chaque classe, ou scénario d’endommage-
ment, des individus sont disponibles. Il s’agit alors d’un problème de régres-
sion ou de classification supervisée. Après une phase d’apprentissage fondée
sur les données disponibles, l’algorithme entrainé doit être en mesure d’as-
socier une classe à chaque nouvel individu présenté en entrée. Hormis la
difficulté liée à la disponibilité des données, la phase d’apprentissage est as-
sez délicate et conditionne l’efficacité de la classification (Cury et Crémona
2010). En cas de sur-apprentissage, l’algorithme perd sa capacité de géné-
ralisation à de nouvelles données, on parle alors d’apprentissage par cœur,
sans compréhension de la structure des données.
Une seule classe est connue. Seuls des individus associés à la structure
saine sont disponibles. L’objectif est d’apprendre à les reconnaître. Comme
les données d’une seule classe (structure non endommagée) sont utilisées
pour l’apprentissage, celui-ci est dit semi-supervisé. Le problème est qualifié
de détection de nouveauté puisqu’il consiste à rechercher les individus qui
diffèrent notablement de ceux composant la base d’apprentissage (Worden
et al. 2000).
Ce dernier cas de figure correspond à la problématique du monitoring
des structures de génie civil par la RFS. En effet, en dehors d’une approche
de modélisation, il est impossible de disposer a priori de mesures du compor-
tement endommagé. En revanche, il est facile d’enregistrer le comportement
non-endommagé d’un ouvrage sur une certaine période, suffisamment longue
pour intégrer l’ensemble des variations des conditions environnementales et
opérationnelles en fonctionnement normal.
L’article de Worden et al. (2007) propose 7 axiomes concernant le suivi
de l’état de santé des structures, basés sur l’analyse des dernières décen-
nies de recherche dans ce domaine. Les auteurs estiment qu’il est possible
de détecter l’apparition d’endommagement et sa position par une approche
non-supervisée (ou semi-supervisée), mais que le type et la sévérité de l’en-
10clustering
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dommagement ne peuvent être obtenus qu’avec des méthodes supervisées.
Puisque que l’approche testée dans ce travail de thèse exclut le recours à
toute modélisation du comportement de l’ouvrage, seuls les objectifs 1 et 2
de Rytter (1993) (détection et localisation) peuvent être envisagés.
Parmi les différentes approches constituant la RFS, la détection de nou-
veauté semble la plus adaptée pour détecter et, éventuellement, localiser
l’apparition de l’endommagement.
1.3 Détection de nouveauté
La détection de nouveauté regroupe de nombreux algorithmes d’appren-
tissage utilisés dans le domaine de l’intelligence artificielle. Loin de se li-
miter au SHM, ses champs d’applications sont multiples et en progression
constante : reconnaissance de forme (écriture, voix, imagerie médicale), dé-
tection de comportement anormaux (télécommunications, banques, informa-
tique), etc. Plusieurs articles passent en revue les différents outils répondant
à ces problèmes. Chandola et al. (2009) présentent une synthèse bibliogra-
phique insistant sur la spécificité de chaque domaine d’application. Hodge
et Austin (2004) préfèrent une présentation en fonction du problème mathé-
matique posé, et un classement basé sur les outils opérationnels, à l’instar
de Markou et Singh (2003b;a).
Le processus général mis en œuvre systématiquement dans ces travaux
de thèse pour détecter l’endommagement à partir des mesures vibratoires
comporte 3 étapes :
– calcul des indicateurs,
– normalisation,
– fixation du seuil de rejet.
Les outils mathématiques relatifs à chacune de ces 3 étapes sont très
nombreux. Dans la suite de cette partie, seuls les outils les plus employés
sont succinctement présentés et illustrés. Les outils spécifiquement exploités
dans ce travail de thèse sont détaillés dans le chapitre §3.
1.3.1 Indicateurs
Les bases de données se présentent sous forme d’ensembles de séries
temporelles (une série par capteur, généralement des accélérogrammes en
monitoring vibratoire) collectées à différents instants. Les quantités de me-
sures collectées génèrent des bases de données de grandes dimensions qu’il
convient de réduire tout en limitant la perte d’information sur le comporte-
ment de la structure. Pour cela, différents indicateurs scalaires ou vectoriels
peuvent être extraits de chaque individu de la base de données. Un individu
est constitué soit par une série temporelle, soit par l’ensemble des séries
collectées par différents capteurs au même instant. L’indicateur scalaire ou
vectoriel est supposé résumer l’information relative à l’individu dont il est
extrait. Idéalement, un indicateur doit varier de façon significative avec un
endommagement croissant.
La méthode générale d’extraction d’indicateurs consiste tout d’abord à
ajuster un modèle sur les séries temporelles de la base de données de réfé-
rence. Il est alors possible de proposer différents indicateurs caractérisant un
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individu tels que l’erreur de prédiction ou encore simplement les paramètres
du modèle ajusté sur l’individu.
Modèles auto-régressifs et auto-régressifs à moyenne mobile
Ces modèles, très utilisés dans le domaine de l’analyse des séries tem-
porelles, permettent une prédiction des valeurs futures d’une série à l’aide
d’une combinaison linéaire de ses valeurs passées. Les séries sont considé-
rées comme des processus stochastiques linéaires, c’est à dire qu’elles re-
présentent un bruit blanc filtré par un système linéaire. Le comportement
de la structure doit théoriquement être linéaire et la vibration stationnaire.
Malgré tout, ces modèles tolèrent dans une certaine mesure la violation de
ces hypothèses.
Par ailleurs, il est possible, à partir des paramètres d’un modèle ARMA11
de calculer les fréquences et modes propres (Peeters et De Roeck 2001).
Un modèle auto-régressif (AR) à moyenne mobile (MA) ARMA(nx, ne)









bj.ei−j + ei (1.1)
où xi est la valeur estimée du ie`me terme de la série x, aj sont les coefficients
AR, nx est l’ordre auto-régressif (nombre de points passés utilisés), bj sont
les coefficients MA, ne est l’ordre de la moyenne mobile et ei est le terme
d’erreur supposé aléatoire, de moyenne nulle et de variance constante. Ce
type de représentation permet de dissiper rapidement les effets de l’erreur
(vue comme une perturbation aléatoire du système) au travers de la moyenne
mobile, ou d’en conserver une trace plus longtemps grâce à la partie auto-
régressive.
Les coefficients AR sont calculés simplement par une méthode de
moindres carrés alors que les coefficients MA nécessitent des algorithmes
d’optimisation non linéaire (Brockwell et Davis 1991, méthode de Box-
Jenkins). C’est probablement pour des raisons de simplicité que les modèles
simplement auto-régressifs sont majoritairement utilisés (ne = 0) pour des





aj.xi−j + ei (1.2)
Certains travaux exploitent directement les variations des coefficients AR
(aj) ajustés sur chaque série comme indicateurs (Garcia et Osegueda 2000,
Nair et al. 2006). Dans Gul et Catbas (2009), une poutre sur deux appuis est
étudiée. Un modèle AR d’ordre 3 est ajusté sur la réponse impulsionnelle
estimée par la méthode du décrément aléatoire. Figueiredo et al. (2009)
montrent que l’amplitude des coefficients AR diminue avec l’apparition de
non linéarité qui est souvent un signe d’endommagement de la structure
(Fig.1.5).
Il est également possible d’étudier l’évolution de l’erreur de prédiction
du modèle AR. En effet, un modèle AR ajusté sur des données associées à un
11Auto-Regressive Moving Average
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Fig. 1.5 Coefficients AR calculés sur les accélérations d’une maquette métallique
dans laquelle l’endommagement est introduit par des chocs (Figueiredo et al. 2009)
état structural sain devrait produire une erreur forte sur la simulation d’une
mesure relative à un état structural dégradé. Fugate et al. (2000) utilisent
les outils de la maitrise statistique des procédés12 pour suivre les variations
de l’erreur de prédiction commise sur des mesures issues d’une colonne en
béton armé endommagée par des charges statiques. Cependant, lorsque le
comportement sain de la structure est enregistré sous différentes conditions
environnementales et opérationnelles pour former la base de données de
référence, il n’y a pas unicité des coefficients AR. Il est alors difficile de
choisir la série dont les coefficients seront utilisés pour prédire les nouvelles
mesures. Sohn et Farrar (2001) proposent d’utiliser la série la plus proche
dans l’espace des coefficients AR. Même si les résultats sont concluants, le
choix de la série la plus proche doit être comparé à un choix aléatoire pour
prouver le bénéfice réel de la méthode.
La plupart des études proposées montrent que l’apparition de l’endom-
magement est correctement détectée grâce à ce type d’indicateurs. Cepen-
dant, rares sont celles ayant porté sur des données vibratoires de pont en
conditions ambiantes. Seuls Cheung et al. (2008) utilisent les coefficients AR
lors de l’étude du pont Z-24 qui a subi différents scénarios d’endommage-
ment. Mais dans ce cas également, il est difficile de savoir si les changements
détectés ont pour origine les dégradations ou les variations environnemen-
tales et/ou opérationnelles qui ne sont pas mesurées.
Modèles AR-ARX
Les modèles ARX sont constitués d’une partie auto-régressive et d’une
partie dite exogène correspondant à une combinaison linéaire des termes de
l’excitation. La forme générale de ces modèles est donnée par l’équation 1.3,
dans laquelle yi−j sont les termes de la série sollicitant la structure pondérés









cj.yi−j + ei (1.3)
Cependant, dans le cadre d’une surveillance sous sollicitations am-
biantes, l’excitation n’est pas connue. Dans plusieurs travaux de recherche,
12Statistical Process Control
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l’erreur e d’un modèle AR est supposée être liée à l’excitation. Ainsi, après
avoir ajusté un modèle AR sur une série, les auteurs utilisent cette erreur
comme excitation (yARX = eAR) pour générer un modèle ARX sur cha-
cune des mesures. Une nouvelle mesure (état de la structure inconnu) est
ensuite prédite à l’aide des coefficients ARX d’une des séries de la base de
référence. L’erreur de prédiction est utilisée comme indicateur. La difficulté
du choix de la série à prendre comme référence est traitée par différentes
méthodes présentées dans la suite du rapport (ACP à noyau, Oh et Sohn
(2009) ; réseau de neurones auto-associatifs, Sohn et al. (2002; 2005) ; dis-
tance euclidienne, Sohn et Farrar (2001)). Tous ces travaux portent sur un
système masse-ressort à 8 degrés de liberté dans lequel une butée génère de
la non-linéarité synonyme d’endommagement.
Modèles AR non linéaires
Dans le cas de processus non linéaires, les modèles précédents ne sont
plus appropriés. Bornn et al. (2009) ajustent un modèle AR non linéaire en
utilisant la théorie des Machines à Vecteurs de Support (AR-SVM) issue de
l’intelligence artificielle. Les SVM sont alors utilisés à des fins régressives
(Smola et Schölkopf 2004).
La combinaison linéaire réalisée dans un modèle AR est transformée en
une combinaison linéaire de fonctions noyaux (fonction symétrique positive),
ce qui permet de représenter des relations non linéaires entres les points de
la série temporelle.


























xp+1, . . . , xt0
}
la partie du
signal sur laquelle est ajusté le modèle AR-SVM d’ordre p.
Pour simplifier, la fonction noyau définit un produit scalaire (Eq.1.4).
L’optimisation du modèle AR-SVM, formulée comme la minimisation d’une
fonction quadratique, aboutit à la sélection d’un certain nombre de segments
du signal pour lesquels β j est non nul, ce sont les vecteurs supports. La
prédiction d’une valeur xi est la somme pondérée des produits scalaires des
p valeurs précédentes avec les vecteurs supports.
La méthode est appliquée sur une structure de laboratoire à 4 niveaux
ne subissant pas de variations environnementales (Bornn et al. 2009). Un
modèle non endommagé est généré pour chaque série et l’apparition de
l’endommagement augmente l’erreur de prédiction de ce modèle. Cependant,
le gain par rapport à un modèle AR n’est pas démontré.
Indicateurs modaux
Bien que non développées dans ce travail de thèse, les caractéristiques
modales et leurs variantes peuvent naturellement constituer des indicateurs
à part entière dans une démarche de reconnaissance de formes statistiques.
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Ainsi, les fréquences et modes propres peuvent être utilisés pour caracté-
riser les mesures, mais sont très sensibles aux variations environnementales
et opérationnelles (§1.1). Des variantes ont été développées parmi lesquelles
la courbure des déformées propres, la matrice de flexibilité (Giraldo et al.
2006, Hsu et Loh 2010), la courbure de flexibilité et l’énergie de déformation
(Garcia et Osegueda 2000). Alvandi (2003) compare certaines de ces ap-
proches dans ses travaux doctoraux. Une revue détaillée de l’utilisation des
indicateurs modaux est également proposée par Carden et Fanning (2004)
et Doebling et al. (1996; 1997).
La transformation en ondelettes
La transformation en ondelettes est une technique de traitement du si-
gnal apparue dans les années 1980 jouissant actuellement d’une forte popu-
larité dans la communauté scientifique. Cet outil conceptuel et ses variantes
offrent de multiples possibilités de développement qui ne peuvent être dé-
crites exhaustivement en quelques lignes. Cette partie se limitera ainsi à une
présentation rapide du principe de la technique.
La transformation en ondelettes peut se concevoir comme une extension
de la transformation de Fourier sur une fenêtre ajustable en position et en
taille. Elle permet ainsi une analyse temps-fréquence du signal en le décom-
posant en une somme de fonctions issues de la translation (information en
temps) et de la dilatation (information en fréquence) d’une même fonction
oscillante dite ondelette mère. Il est alors possible de déceler les irrégularités
du signal grâce à la bonne résolution à la fois en temps et en fréquence13
ainsi obtenue, ce qui n’est pas le cas avec l’analyse de Fourier à court terme
(ou locale). Les coefficients d’ondelette se calculent selon l’expression :










où C(a, b) sont les coefficients d’ondelettes, a le paramètre d’échelle, b le
paramètre de translation dans le temps et Ψ l’ondelette mère.
Son succès est lié en grande partie au développement de l’analyse multi-
résolution. Après plusieurs décompositions successives (correspondant à une
13Ici, la fréquence, n’apparaissant pas explicitement, est remplacée par la notion
d’échelle.
Fig. 1.6 Décomposition d’un signal en une partie approximation (A) et une partie
détails (D) lors de l’analyse multi-résolution (Taha et al. 2006).
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diminution du paramètre d’échelle), le signal est scindé en une version ap-
proximée (ou lissée), et plusieurs fonctions de détails contenant l’information
associée aux hautes fréquences (Fig.1.6). Les capacités de cette technique
à compresser les données et à repérer les changements brutaux à partir de
l’observation des fonctions de détails, en ont fait un outil très usité dans les
domaines applicatifs de l’analyse du signal.
Parmi les différents moyens d’exploiter la transformation en ondelette
pour la détection d’endommagement, la plus immédiate est l’observation du
diagramme temps/échelle des coefficients d’ondelettes (scalogramme), à la
recherche de changements significatifs (Figueiredo et al. 2009, Alvandi et al.
2009). Les non linéarités liées à l’apparition de chocs (assemblages desserrés,
fissures) sont également observables sur les fonctions de détails. Yen et Lin
(2000) proposent un indicateur basé sur l’énergie de ces fonctions. Taha et al.
(2006) présentent une synthèse des principales méthodes de suivi de l’état de
santé des structures mettant en œuvre les différentes possibilités offertes par
les ondelettes. Ils insistent également sur l’association des techniques basées
sur les ondelettes avec certaines techniques de reconnaissance de formes
(réseaux de neurones, algorithmes génétiques, systèmes flous).
Caractérisation dans l’espace des phases
La théorie des systèmes dynamiques non linéaires propose de nouveaux
outils conceptuels permettant d’étudier la dynamique sous-jacente d’un sys-
tème générant des séries temporelles observables. Le corpus scientifique as-
socié à cette science jeune, toujours en construction aujourd’hui, offre de
multiples perspectives en terme de définition de nouveaux indicateurs per-
mettant de caractériser les signaux. Ces indicateurs sont définis et calculés
dans l’espace des phases du système. Composante substantielle de ce travail
de thèse, les notions générales de la théorie des systèmes dynamiques non
linéaires et les indicateurs calculés dans l’espace des phases sont détaillés
dans le chapitre §2.
1.3.2 Normalisation
L’axiome IVb, énoncé dans l’article de Worden et al. (2007), déclare que
plus un indicateur est sensible à l’endommagement, plus il le sera égale-
ment aux variations environnementales et opérationnelles. Aussi, l’approche
de détection de nouveauté doit être en mesure de décider si les variations
observées sont normales, ou bien la manifestation d’un comportement nou-
veau.
L’étape précédente a permis de caractériser chaque mesure, ou individu
(au sens statistique du terme) par un indicateur vectoriel. La détection de
nouveauté compare chaque nouvel individu à une population de référence
(ensemble de mesures réalisées sur une durée assez longue) et fournit un
indice lié à sa probabilité d’appartenance à la population de référence.
La normalisation est généralement définie comme l’étape de réduction
de l’effet des variations environnementales. Cette étape est souvent réalisée
à l’aide de la création d’une régression ou d’une analyse en composante
principale. Dans tous les cas, une base de référence est nécessaire soit pour
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ajuster la régression, soit pour déterminer les directions principales. Dans
ce mémoire, la notion de normalisation est élargie et définie comme la phase
de comparaison entre un individu et la population de référence. Ainsi, tous
les outils mathématiques permettant de réaliser cette comparaison peuvent
être employés (y compris l’analyse en composante principale ou les méthodes
régressives).
La thèse de Tax (2001) propose une liste très complète des méthodes
de classification à une classe constituant un problème similaire à celui de la
détection de nouveauté. Elles peuvent être segmentées en trois types :
– les estimateurs de densité : plus l’individu se situe dans une zone
faiblement peuplée (faible densité), moins il a de chances d’appartenir
à la population de référence,
– méthodes de reconstruction : un algorithme est entrainé pour prédire
les indicateurs, une forte erreur de prédiction est alors le signe d’un
nouvel individu,
– les méthodes de frontière : une frontière est créée pour délimiter les
zones peuplées.
Les estimateurs de densité
En fonction des hypothèses formulées sur la distribution des individus,
les estimateurs sont dits paramétriques (forme de distribution supposée),
semi-paramétriques ou non-paramétriques (pas d’hypothèse).
Méthode paramétrique : la Distance de Mahalanobis (MD)
Parmi les méthodes paramétriques, la distance de Mahalanobis est pro-
bablement la plus simple et la plus populaire. Couramment employée dans le
champ de la statistique pour la détection de points aberrants, elle consiste à
calculer la distance entre un point et le centre d’un nuage de point en tenant
compte des corrélations linéaires entre les variables de l’espace (Fig.1.7). Elle
suppose alors que la distribution des points (représentant les individus de la
population de référence) suit une loi gaussienne multidimensionnelle, les pa-
ramètres à ajuster étant ceux de la loi, c’est-à-dire la matrice de covariance
et le vecteur moyen (3.2).
Worden et al. (2000) utilisent la distance de Mahalanobis pour détecter
avec succès l’endommagement sur un système masse-ressort simulé numé-
riquement et sur l’arbre d’une machine. Une application en laboratoire sur
un treillis métallique est également proposée par Gul et Catbas (2009).
Worden et al. (2002b) proposent une démarche originale consistant à
rendre la matrice de covariance et le vecteur moyen dépendants des facteurs
environnementaux. Leur étude consiste à simuler un système masse-ressort
intégrant une dépendance à la température. La matrice de covariance et le
vecteur moyen sont évalués en tenant compte de la température par inter-
polation ou régression. L’idée fonctionne, mais nécessite l’application à des
cas réels dont les dépendances aux facteurs environnementaux sont souvent
multiples et couplées.
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Fig. 1.7 Représentation d’une ligne d’égale distance de Mahalanobis (en noir) et
d’une ligne d’égale distance euclidienne (en rouge) par rapport au centre du nuage
de points sur une distribution bidimensionnelle de points
Méthode semi-paramétrique : Modèles de Mélanges de Gaussiennes
L’hypothèse d’une distribution gaussienne des individus étant très forte,
un modèle basé sur des mélanges de gaussiennes permet de considérer des
distributions multimodales. La densité est estimée par une combinaison li-












avec X l’indicateur vectoriel, N le nombre de gaussiennes et µj et σj
respectivement le vecteur moyen et la matrice de covariance de chaque dis-
tribution gaussienne individuelle. Le nombre de paramètres à ajuster peut
rapidement devenir important, c’est pourquoi les matrices de covariances
peuvent être limitées à des matrices diagonales, surtout en cas de quantité
de données limitée.
Le nombre de gaussiennes N peut être estimé en appliquant un algo-
rithme de regroupement non-supervisé.
Méthode non-paramétrique : Estimation par noyau
Introduite par Parzen (1962), cette méthode constitue un équivalent
continu de l’estimation par histogrammes. Pour schématiser, alors que les
histogrammes peuvent être vus comme une somme de fonctions rectangu-
laires placées sur chaque individu, les estimateurs par noyau placent une
courbe en cloche sur chacun d’eux (Fugate et al. 2000). En effet, la densité
est estimée comme une somme de fonctions noyaux identiques, centrées sur
chacun des individus de la population de référence (Eq.1.8). La matrice de

































avec Nre f le nombre d’individus dans la population de référence, d la di-
mension d’un indicateur vectoriel, et h un paramètre de lissage qui représente
la largeur de la fonction noyau associée à chaque individu. La détermina-
tion de ce paramètre n’est pas simple. La valeur de h = N
− 1d+4
re f est souvent
recommandée (Scott et Sain 2005).
La fonction noyau étant souvent choisie comme une fonction gaussienne
de moyenne nulle et de variance unitaire, cet estimateur est sensible à l’effet
d’échelle entre les composantes de l’indicateur vectoriel. Il faut alors prendre
soin d’uniformiser les données par centrage et réduction. L’estimation de la
densité est également couteuse en calcul puisqu’elle nécessite le stockage de
tous les indicateurs de la population de référence et le calcul, pour chaque
individu, de sa distance avec chaque élément de la population de référence.
Toivola et al. (2010) comparent ces trois méthodes et celle du ke`me plus
proche voisin (kNN, voir §1.3.2) pour la détection d’endommagement sur une
maquette de pont en bois. L’endommagement est simulé par des ajouts de
masses ponctuelles. L’étude montre que la méthode des plus proches voisins
est celle qui donne les meilleurs résultats de classification pour la plus large
gamme de dimensions de vecteurs. En effet, l’estimation de la densité se
dégrade avec l’augmentation de la dimension en raison de la dispersion des
points dans l’espace (Fugate et al. 2000).
Méthodes de reconstruction
Les méthodes de reconstruction regroupent les approches permettant
de reproduire les données grâce à une représentation condensée de celles-
ci, l’objectif étant toujours, de faire apparaître la structure de corrélation
cachée de la population de référence.
Analyse en composantes principales
L’analyse en composantes principales (ACP) est probablement la mé-
thode la plus répandue de compression de données. Elle commence par la
diagonalisation de la matrice de covariance C1 des variables de la base de
référence (composantes de l’indicateur vectoriel), puis recherche les direc-
tions de plus fortes variances dans l’espace des variables (axes principaux
ou axes factoriels). Il est alors possible de transformer un certain nombre
de variables corrélées en un nombre plus faible de nouvelles variables linéai-
rement non corrélées en ne considérant que les composantes principales de
plus fortes variances.
En notant {Xi, i = 1, . . . ,m} l’ensemble des m réalisations de l’indica-
teur vectoriel X, de dimension d , représentant les individus de la population
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La diagonalisation de C1 permet d’introduire la matrice orthogonale U
contenant les vecteurs propres, et la matrice diagonale Σ les valeurs propres.
Généralement, les plus grandes valeurs propres sont considérées comme
celles qui traduisent le plus les variations environnementales subies par la
structure, alors que les dernières sont probablement liées au bruit de mesure
ou à des facteurs marginaux. En réarrangeant U et Σ par ordre décroissant
des valeurs propres, la matrice de transformation T contenant les d′ pre-
miers vecteurs propres (de dimension d× d′, d′ < d) est créée. Elle permet
d’obtenir une représentation réduite des individus. La perte d’information
induite par cette transformation s’exprime par l’erreur ei de l’équation 1.13.
Yˆi = XiT (1.11)
Xˆi = YˆiTT (1.12)
ei =
∥∥Xi − Xˆi∥∥ = ∥∥∥Xi − XiTTT∥∥∥ (1.13)
Un exemple d’utilisation de cette approche est proposé par Yan et al.
(2005) sur un modèle numérique de pont soumis à un gradient de tempé-
rature et un pont réel en bois sur lequel des masses ponctuelles sont ajou-
tées pour simuler un endommagement. Les résultats sont positifs, mais un
fort gradient de température fait apparaitre une relation non-linéaire entre
les indicateurs (fréquences propres) rendant l’approche moins sensible. Cela
peut être en partie compensé par une augmentation du nombre de vec-
teurs propres conservés. Les auteurs soulignent également l’importance de
se contenter de centrer les données sans les réduire.
ACP à noyau
Elle constitue l’équivalent non linéaire de l’ACP. Elle exploite l’astuce du
noyau qui consiste à appliquer une transformation non linéaire (Eq.1.14) sur
l’espace des composantes de l’indicateur vectoriel, augmentant au passage
la dimension. Une méthode linéaire (ici, l’ACP) est ensuite mise en œuvre
dans le nouvel espace, ce qui équivaut à utiliser une méthode non-linéaire
dans l’espace initial.
Φ : Rd → F
X → Φ(X) (1.14)









et le problème de recherche des valeurs propres λ, et des vecteurs propres
V,
λV = C2V. (1.16)
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En multipliant de part et d’autre l’équation 1.16 par Φ(Xk) et en exprimant
V par une combinaison linéaire des {Xi, i = 1, . . . ,m}, le problème des
valeurs propres précédent se réécrit (Schölkopf et al. 1998)
mλα = Kα (1.17)
Kij = Φ(Xi)TΦ(Xj) = K(Xi,Xj) (1.18)
avec α représentant un vecteur propre V normalisé, et K(X,Y) une fonction
noyau.
La dimension importante de K (m × m) et la transformation non li-
néaire permettent de mettre en évidence des corrélations non linéaires dans
les données et ainsi de réaliser des classifications plus robustes. La forme des
corrélations représentées dépend des fonctions noyaux utilisées. Si les don-
nées ont tendance à être regroupées par paquets, des fonctions à base radiale
(RBF) sont préférables, alors que si les corrélations sont plutôt courbes, des
noyaux polynomiaux sont utilisés.
Dans le cadre de l’analyse des données statiques de tension des câbles du
pont suspendu de Yeongjong en Corée du Sud, Oh et al. (2009) appliquent
une ACP à noyau sur les vecteurs formés par les déformations issues de dif-
férents capteurs. L’objectif n’est pas ici de reconstruire les mesures initiales,
mais seulement de réduire la dimension des vecteurs en un nombre limité de
composantes principales non linéaires. Ensuite, une méthode de détection de
nouveauté basée sur la distance est appliquée. Les auteurs mettent ainsi en
évidence une corrélation initialement invisible entre la première composante
principale et la température.
Réseaux de neurones auto-associatifs
Les réseaux de neurones artificiels (RNA) sont des outils permettant de
modéliser tous types de relations fonctionnelles entre différentes variables, et
notamment les relations non linéaires. Développés depuis les années 1950, ils
avaient pour vocation originelle de modéliser le fonctionnement du cerveau
dans lequel des ensembles de neurones sont inter-connectés pour permettre
des apprentissages complexes. Ils se sont ensuite imposés comme de puis-
sants outils de modélisation statistique non-paramétrique aux applications
multiples.
Un neurone artificiel ou formel est la base d’un réseau de neurones. Il
s’agit d’une fonction paramétrée non linéaire à valeurs bornées. L’association
de plusieurs neurones formels est appelée réseau de neurones artificiels. Les
neurones d’un réseau sont organisés en couches successives comme illustré,
par exemple, sur la figure 1.9 qui en comporte 4. Le neurone j de la couche
k est représenté sur la figure 1.8 où Sjk est la sortie du neurone, eik sont
les variables d’entrée, ωij et θjk sont les paramètres à ajuster et σ est la
fonction d’activation (ou fonction de transfert). La fonction sigmoïde est





Cybenko (1989) a démontré que l’utilisation d’un RNA comportant une
couche, dite cachée, de fonctions sigmoïdes, et une couche de sortie linéaire,
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Fig. 1.8 Fonctionnement d’un neurone
est en mesure de représenter n’importe quelle fonction continue. Soit G une
fonction continue non linéaire, telle que Y = G(X), alors chaque composante













avec 1 et 2 représentant les indices des deux couches comportant res-
pectivement N1 et N2 nœuds. Après une phase d’apprentissage qui permet
l’ajustement des poids et des biais, cette forme de RNA est capable de re-
produire n’importe quelle relation entre variables. Cette faculté a conduit au
développement de l’utilisation des RNA face à des problèmes de régression
et de classification supervisée. De nombreuses applications en monitoring
des structures ont été proposées lorsque des données sont mesurées sur la
structure endommagée (Cury et Crémona 2010, Worden et Manson 2007)
ou simulées (Sun 2002).
Le cas d’un apprentissage non supervisé est géré en créant un réseau dont
la sortie doit être identique à l’entrée. On parle alors d’auto-encodeur ou de
réseau de neurones auto-associatif (AANN14) (Kramer 1991). Dans ce cas,
une première partie du réseau projette le vecteur d’entrée dans un espace
de dimension inférieure via une fonction G (Yi = G(Xi)), puis une deuxième
partie le renvoie dans l’espace initial via, une fonction H (X¯i = H(Yi)). La
sortie de la fonction G constitue l’entrée de H (Fig.1.9).
Pour forcer une représentation condensée de l’information, la couche
de sortie de la projection doit comporter moins de composantes que les
vecteurs d’entrée. Ces composantes représentent des variables cachées dont
dépendent les vecteurs d’entrée, comme par exemple la température. Les
auto-encodeurs peuvent également être considérés comme un moyen de réa-
liser une ACP non linéaire en récupérant les variables de sortie de la couche
de projection.
Dans les travaux de Hsu et Loh (2010), un pont est simulé numérique-
ment. Ses différents éléments constitutifs présentent une dépendance non-
linéaire à la température. La procédure d’identification de la matrice de
14Auto-Associative Neural Network





















Fig. 1.9 Composition d’un auto-encodeur, L et N signifient que la fonction d’acti-
vation est respectivement linéaire et non-linéaire (Sohn et al. 2002)
rigidité est mise en œuvre et sert d’entrée à un AANN qui parvient à détec-
ter correctement des réductions de raideur.
Sohn et al. (2002) présentent une autre application basée sur la détection
de non-linéarités sur un système masse-ressorts à 8 degrés de liberté. Les
variations environnementales sont simulées par une excitation d’intensité
variable. Les coefficients d’un modèle AR-ARX sont utilisés pour l’appren-
tissage. Chaque nouvelle mesure est alors prédite avec les coefficients obte-
nus par le AANN et l’erreur de prédiction est quantifiée. La même étude est
également réalisée selon une ACP à noyaux (Oh et Sohn 2009). Les auteurs
insistent sur la supériorité de l’ACP à noyau qui :
– est moins sensible au risque du sur-apprentissage,
– permet une plus grande souplesse dans le choix du nombre de com-
posantes principales à retenir, alors que l’AANN impose un réseau
différent (et donc un nouvel apprentissage) lorsque le nombre de com-
posantes change (l’ACP à noyau permet de les calculer toutes simul-
tanément),
– présente une solution globale à un problème aux valeurs propres alors
que l’AANN nécessite la résolution d’un problème d’optimisation non
linéaire sujette aux effets néfastes des optimums locaux.
Méthodes frontières
Les méthodes frontières cherchent à déterminer directement une limite
permettant de regrouper les individus de l’unique classe disponible pour
l’apprentissage. Parmi les différentes approches existantes, les Machines à
Vecteurs de Supports (SVM15) constituent une méthode frontière très po-
pulaire depuis les années 1990. Moins exploitée en SHM, la méthode du ke`me
plus proche voisin est brièvement présentée.
15Support Vector Machine
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Fig. 1.10 Interprétation géométrique des Machines à Vecteurs de Support pour des
applications de classification multi-classes, de détection de nouveauté et de régres-
sion (respectivement de gauche à droite) (Tsou 2007)
Fig. 1.11 Principe de la classification de deux populations par les SVM
Machines à Vecteurs de Support
Les SVM s’appliquent à la classification, à la détection de nouveauté ou
encore à la régression (Fig.1.10). Dans tous les cas, les SVM sont basées sur
deux idées principales.
La première idée réside dans la transformation des données vers un es-
pace de dimension supérieure par le biais des fonctions noyaux comme pré-
senté précédemment. La seconde consiste à rechercher un hyperplan de cet
espace séparant les classes d’individus.
L’hyperplan qui permet la meilleure généralisation de la classification est
celui que maximise les marges, c’est-à-dire les distances entre les individus
des classes d’apprentissage et l’hyperplan (Fig.1.11). Les points de distance
minimale sont qualifiés de vecteurs supports (VS).
Avec les mêmes notations que dans l’équation 1.14, soit Yi = Φ(Xi),
la transformation de Xi dans l’espace de dimension supérieure. Dans cet
espace, l’équation de l’hyperplan de séparation H a pour paramètres b et
un vecteur normal w. L’ensemble des points Y de l’espace appartenant à H
vérifient :
h(Y) = w ·Y+ b = 0. (1.21)
Puisque l’hyperplan doit classer les points suivant leur appartenance à
deux classes possibles, il est plus simple de considérer que les points de la
classe 1 sont au-dessus de H (h(Y) positif) et ceux de la classe 2 en-dessous
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(h(Y) négatif). L’hyperplan doit donc vérifier :{
w ·Y1i + b ≥ 0
w ·Y2i + b ≤ 0
(1.22)
En normalisant w et b de sorte que h(Ysvi ) soit égal à ±1 pour tous les
vecteurs supports, l’équation 1.22 se réecrit,{
w ·Y1i + b ≥ 1
w ·Y2i + b ≤ −1
(1.23)
La marge, définie comme le minimum de la distance entre les vecteurs
Yi et H, s’écrit
min
k




Étant donné que les points les plus proches sont les supports et que
h(Ysvi ) = ±1 pour ces points, la marge vaut 1‖w‖ . La maximisation de la
marge passe donc par la minimisation de la norme de w.










sous les contraintes de l’équation 1.23.
Il est rare les points soient tous séparables par un hyperplan. Pour ajou-
ter un peu de souplesse à ces contraintes et ainsi permettre au classifieur une
meilleure généralisation, une variable ressort ξi est introduite. Elle autorise
le mauvais classement de certains points (ξi 6= 0, Fig.1.11) en contre-partie
d’une pénalisation de la minimisation.











sous les contraintes 
w ·Y1i + b ≥ 1− ξi
w ·Y2i + b ≤ ξi − 1
ξi ≥ 0
. (1.27)
Le paramètre C pilote le compromis entre un nombre d’erreurs de classi-
fication important (faibles valeurs de C) et une faible marge. Il conditionne
donc la capacité de généralisation du classifieur.
A l’aide du multiplicateur de Lagrange, le problème posé devient qua-
dratique et peut ainsi être facilement résolu. En notant Si (i = 1, . . . , nsv)
les vecteurs supports obtenus dans l’espace initial, w s’exprime alors comme
la combinaison linéaire :






avec li = 1 si les vecteurs Si appartiennent à la classe 1, sinon li = −1 .
L’expression de h permet de faire apparaître le produit scalaire des vecteurs
dans F et ainsi d’utiliser une fonction noyau K :
h(Xi) = ∑nsvk=1 αklkΦ (Sk) ·Φ (Xi) + b
= ∑nsvk=1 αklkK (Sk,Xi) + b
(1.29)
Toute l’information nécessaire à la classification est contenue dans les
vecteurs supports. Lorsque les paramètres ne sont pas adaptés (mauvaise
fonction noyau, valeur de C trop importante), le nombre de vecteurs sup-
ports peut être trop important, caractérisant ainsi un sur-apprentissage. De
plus amples détails sur les étapes de calculs présentées ci-dessus sont dispo-
nibles dans le tutoriel de Burges (1998) et l’ouvrage de Schölkopf et Smola
(2002).
Après cette introduction au principe de la classification par les SVM, son
application à la détection de nouveauté s’appuie sur le même raisonnement.
Cependant, dans la mesure où une seule classe d’individus est disponible,
Scölkopf et al. (2000) propose de maximiser la marge entre l’origine du












w ·Yi ≥ b− ξi et ξi ≥ 0, (1.31)
avec m le nombre d’individus dans la population d’apprentissage et ν un
scalaire compris entre 0 et 1. La solution du problème quadratique fournit





αkK (Xi, Sk)− b. (1.32)
Le paramètre ν contrôle le compromis entre un grand nombre de points
tolérés en dehors de la frontière (outliers) et le nombre de vecteurs supports.
Si ν→ 0 alors il n’y a quasiment pas d’outliers. En revanche, si ν→ 1, tous
les points sont des vecteurs supports. Ce cas est équivalent à l’utilisation
d’un estimateur non paramétrique par noyau (§1.3.2). Hormis certaines re-
commandations dans le cas des régressions (Cherkassky et Ma 2004), il n’y
a pas de consensus sur une méthode rigoureuse de sélection des paramètres
des SVM. L’approche courante consiste en une validation croisée testant
plusieurs combinaisons des paramètres à déterminer.
Hormis de nombreuses applications dans des cas de détection d’endom-
magement en mode supervisé (Cury et Crémona 2010, Worden et Manson
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2007, Mita et Hagiwara 2003), rares sont celles qui exploitent les SVM à des
fins de détection de nouveauté. Dans la thèse de Tsou (2007), l’endomma-
gement est recherché sur deux modèles numériques de structures (dont le
benchmark ASCE) en exploitant directement les accélérations en données
d’entrée. Das et al. (2007) exploitent l’information extraite de l’analyse fré-
quentielle d’ondes ultrasonores pour entrainer un SVM à une classe dans
le but de détecter l’endommagement d’une plaque en matériau composite.
Cette approche permet de détecter correctement une délamination dans la
plaque.
ke`me plus proche voisin
De façon non probabiliste, la méthode du ke`me plus proche voisin (kNN 16)
offre un moyen simple de classification à une classe. Pour cela, le kNN du
nouvel individu X, noté kNN(X), est recherché dans la population de ré-
férence. A son tour, le kNN de kNN(X) est sélectionné, il est désigné par
kNN(kNN(X)). Si le quotient f (X) de l’équation 1.33 est inférieur à 1, alors





Introduction des données environnementales
Une possibilité, non évoquée précédemment, consiste à exploiter les me-
sures des facteurs environnementaux, si elles existent, pour les intégrer dans
le processus de normalisation. L’approche la plus intuitive consiste à créer
une fonction reliant par exemple les informations climatiques et les indica-
teurs. La plupart des outils de régression semblent alors adaptés.
La première difficulté réside dans la sélection des variables environne-
mentales affectant le plus les indicateurs. La température de l’air risque de
présenter des variations beaucoup plus importantes que celle de la structure
en raison de l’inertie de cette dernière. De plus, la température interne de
l’ouvrage présente de fortes hétérogénéités en fonction de l’exposition. Far-
rar et Doebling (1997) montrent des contrastes de température variables au
cours d’une journée et pouvant atteindre 20˚ C au sein du tablier du pont
I-40.
Peeters et De Roeck (2001) cherchent à expliquer les variations des fré-
quences propres du pont Z-24 suivi pendant un an. Parmi les 49 capteurs
installés sur l’ouvrage, les auteurs sélectionnent celui mesurant la tempé-
rature de la couche de roulement car celle-ci a un effet significatif sur la
rigidité du tablier lorsque la température devient négative. Un modèle de
type boîte noire est ensuite ajusté avec les fréquences propres, rendant pos-
sible la détection d’endommagement par l’erreur de prédiction.
16k-Nearest Neighbors
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Pour comparer les indicateurs obtenus dans les mêmes conditions de
température, Worden et al. (2002b) paramètrent le vecteur moyen et la
matrice de covariance (utilisés dans le calcul de la distance de Mahalanobis)
avec la température à l’aide d’une régression et d’une interpolation. Le test
est réalisé sur un modèle masse/ressort à deux degrés de liberté et dépendant
de la température. La détection de l’endommagement s’en trouve améliorée
par rapport à l’approche sans prise en compte de la variable de température.
Cependant, l’utilisation de la régression ne garantit pas le caractère semi-
défini positif de la matrice de covariance, ce qui conduit à des distances
potentiellement négatives. L’interpolation ne présente pas ce problème.
Cependant, les variables affectant le comportement d’un ouvrage sont
souvent multiples et agissent en interaction. Chercher à modéliser des re-
lations fonctionnelles avec ces facteurs extérieurs peut rendre encore plus
complexe l’analyse de données déjà très variables. Dans ce travail de thèse,
seules les données liées au comportement de l’ouvrage sont utilisées, dans
un souci de développement d’outils facilement transposables à tous types de
structures.
1.3.3 Seuil de rejet
Une fois les données normalisées, chaque individu est caractérisé par une
valeur scalaire (ex : distance de Mahalanobis) ou un vecteur (ex : erreur de
reconstruction ou de prédiction). Malgré l’étape de normalisation, les valeurs
obtenues présentent des variations dues aux facteurs environnementaux, aux
algorithmes de calculs, aux aléas de la mesure, etc. Ces valeurs sont alors
considérées comme des variables aléatoires.
Il faut ensuite décider si la nouvelle observation peut être expliquée par
la distribution de la population de référence, ou bien si elle est issue d’une
nouvelle distribution. Dans ce contexte, cette partie présente une série d’ou-
tils liés à la maîtrise statistique des processus et aux tests d’hypothèses.
Les statistiques des valeurs extrêmes et le test séquentiel du rapport des
vraisemblances sont également abordés.
Cartes de contrôle
Les cartes de contrôle sont des outils employés en maîtrise statistique des
processus (MSP). Leurs principes généraux sont présentés ci-après, mais de
plus amples détails sont disponibles dans les ouvrages de Montgomery (2005)
et Pillet (2008).
Une carte de contrôle (Fig.1.12) représente le tracé d’une caractéristique
de la qualité d’un processus (production industrielle) en fonction du numéro
de l’échantillon (individu) examiné. Sur ce graphique sont également tracées
la ligne correspondant à la valeur moyenne de la caractéristique (CL), et
les limites de contrôle supérieures et inférieures (UCL-LCL). Tant que les
valeurs obtenues restent entre ces limites, le processus est considéré sous
contrôle. Dans ce cas, il ne subit que les effets des causes communes (facteurs
de variabilité normaux). En revanche, si un dépassement est constaté, alors
une cause spéciale agit sur le processus. Il devient hors de contrôle et un
opérateur doit intervenir pour identifier le problème et le supprimer.
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Fig. 1.12 Exemple de carte X¯ (Sohn et Farrar 2000)
Bien que le vocabulaire ne soit pas exactement identique, l’approche
semble bien adaptée à la détection de nouveauté pour des structures de
génie civil. Les indicateurs sont tracés chronologiquement et comparés à
des limites correspondant aux valeurs extrêmes obtenues dans la base de
référence.
L’objectif des cartes de contrôle est de détecter à la fois une déviation
du processus par rapport à sa valeur moyenne, mais également des chan-
gements de son écart-type. Or, la prise en compte d’un seul individu à la
fois ne permet pas de détecter les changements de l’écart-type. C’est pour-
quoi il est courant de travailler sur des échantillons composés de n individus
successifs, obtenus avec ou sans chevauchement des échantillons. Cette dé-
marche offre plusieurs avantages. Tout d’abord, les variations dans la mesure
de la moyenne sont réduites, ce qui améliore la détection de faibles écarts.
De plus, si la distribution de la population de référence n’est pas normale,
la moyenne calculée sur un échantillon tend vers une distribution normale
quand n augmente.
La désignation de la carte de contrôle dépend de la caractéristique suivie :
carte X → moyenne
carte X¯ → moyenne sur un échantillon
carte S¯ → écart-type sur un échantillon
En fonction du degré de connaissance de la distribution de la popula-
tion de référence, l’expression des limites de contrôle diffère. En MSP, dans
un souci de simplicité, ces limites sont généralement exprimées en fonction
d’un coefficient tabulé et de l’estimation non biaisée de la moyenne et de
l’écart-type du processus lorsqu’il est sous contrôle. Par habitude, elles sont
placées à 3 écarts-types (3σ) de la moyenne, correspondant à une probabi-
lité de 0,0027 d’obtenir une valeur hors de contrôle sous la double hypothèse
qu’aucune perturbation n’est présente (erreur de type I) et que la distribu-
tion est normale. Ce choix relève d’une habitude liée à la fois à la simplicité
d’un coefficient entier et à une efficacité constatée du processus de contrôle.
En se plaçant dans une démarche de test d’hypothèse, les limites de
contrôle peuvent être directement choisies en fonction de l’erreur de type
I tolérée, notée α. Il n’existe pas de distinction claire entre les cartes de
contrôle et le test d’hypothèse, suscitant ainsi un débat même au sein des
communautés de spécialistes concernées (Woodall 2000).
Dans la partie suivante, la démarche générale du test d’hypothèse est
décrite, ainsi que les expressions courantes des limites de contrôle.
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Test d’hypothèse
Pour les applications qui concernent le suivi des structures, l’objectif du
test d’hypothèse est de vérifier si un échantillon de valeurs provient d’une
population donnée (population de référence), ce qui constitue l’hypothèse,
ou bien d’une autre distribution.
Le test comprend plusieurs étapes :
1. Définir l’hypothèse nulle H0 à vérifier et l’hypothèse alternative H1.
Ex : H0 = les valeurs proviennent d’une variable aléatoire de moyenne
µ0 ; H1 = la moyenne est différente.
2. Choisir une variable de décision permettant le contrôle de l’hypothèse.
Ex : la moyenne des échantillons est la même que celle de la distribu-
tion, µ = µ0.
3. Déterminer la distribution de la statistique si H0 est vraie.
Ex : la distribution de la moyenne d’un échantillon de n individus, X¯,
est normale de moyenne µ0 et d’écart-type σ0√n .
4. Definir la région de rejet de l’hypothèse en fonction de la probabilité
d’erreur de type I acceptée (fausse alarme), notée α.
Ex : H0 n’est pas rejetée si µ0−Zα/2 σ0√n ≤ X¯ ≤ µ0+Zα/2 σ0√n , avec Zα/2
le quantile de la loi normale centrée réduite associé à la probabilité
1− α/2.
5. Calculer avec les échantillons disponibles la valeur de la variable de
décision.
6. Rejeter ou non H0, en fonction de la valeur de la variable de décision
par rapport à la zone de rejet établie.
La MSP peut être vue comme un test d’hypothèse sur chaque valeur
caractéristique du processus, dont H0 suppose qu’il est sous contrôle, le
test statistique portant sur la moyenne ou l’écart-type. Toutes les valeurs
en dehors des limites sont hors de contrôle et rejettent l’hypothèse nulle
(Montgomery 2005).
Le tableau 1.1 détaille les principaux tests utilisés pour la détection de
nouveauté et les limites qui fixent le domaine d’acceptation de l’hypothèse
nulle. Le cas multidimensionnel est traité par le test Hotelling T2, qui est une
généralisation du test de Student (2me ligne du tableau 1.1). En considérant
maintenant que X est une variable aléatoire de dimension p, si sa matrice
de covariance est inconnue, le test s’écrit :
H0 : µ = µ0 H1 : µ 6= µ0 (1.34)
Statistique de test : T2 = n (X¯− µ0)TW−1 (X¯− µ0) (1.35)
Domaine de non rejet : 0 < T2 <
p (n− 1)
n− p F(α,p,n−p) (1.36)
avec F(α,p,n−p), le quantile correspondant à α de la loi de Fisher, de para-








(Xi − X¯)T (Xi − X¯) . (1.37)
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De très nombreux exemples d’utilisation sont présents dans la littérature.
Bornn et al. (2010) estiment l’erreur de prédiction de deux mesures obtenues
à partir du même modèle. Les distributions sont comparées à l’aide du F-
test.
Tous ces tests reposent sur l’hypothèse que la distribution des valeurs de
la population de référence est normale. Or la nature précise de cette distri-
bution n’est pas connue a priori. Par exemple, l’hypothèse d’une distribution
normale, sur une loi log-normale sous-estime de façon importante la limite
supérieure engendrant de nombreuses fausses alarmes (Sohn et al. 2005).
Dans la mesure où la détection de nouveauté s’intéresse plus particulière-
ment aux valeurs présentes dans les queues des distributions, il est essentiel
d’être en mesure de modéliser ces zones avec le plus de précision possible
dans le but de fixer des limites de contrôle optimales. Or, lorsque des cartes
X¯ et S sont tracées, les moyennes et écarts-types sont estimés sur un échan-
tillon de plusieurs valeurs, réduisant ainsi la sensibilité aux changements dus
aux valeurs extrêmes du processus. Une réponse possible à ce problème est
apportée par la statistique des valeurs extrêmes.
Statistique des valeurs extrêmes
La statistique des valeurs extrêmes (EVS) est une branche de la statis-
tique d’ordre. Elles est très employée dans le domaine météorologique et
permet d’associer une loi de probabilité à la réalisation d’évènements ex-
trêmes. Pour cela, deux approches sont possibles (Girard 2004) :
– le raisonnement sur les maxima (et minima)
– le raisonnement sur les excès.
Soit X, une variable aléatoire de fonction de répartition F(x) = P(X < x).
X correspond, par exemple, aux indicateurs calculés sur la base de référence
dont la distribution est inconnue. La détermination du domaine de rejet né-
Hypothèses Remarque domaine de non rejet de H0
σ connu ou
n grand
µ0 − Zα/2 σ√n < X¯ < µ0 + Zα/2 σ√nH0 : µ = µ0
H1 : µ 6= µ0
σ inconnu µ0 − t(α/2;n−1) S√n < X¯ < µ0 + t(α/2;n−1) S√n







n+1H1 : σ2 6= σ20







F(1−α/2;n1−1;n2−1) < F0 < F(α/2;n1−1;n2−1)H1 : σ21 6= σ22






n−1 sont les estimateurs non biaisés de la moyenne et de la variance
d’un échantillon ; Zα/2 est le quantile à (1− α/2)100% de la loi normale ;tα/2;n−1
est le quantile à (1− α/2)100% de la loi de Student à n− 1 ddl ; χ2(α/2;n−1) est le
quantile à (1− α/2)100% de la loi χ2 à n− 1 ddl.
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cessite la connaissance de F(x). Pour en modéliser correctement les queues,
il faut s’intéresser plus particulièrement aux grandes (et petites) valeurs de
X. Compte tenu du domaine d’application relatif à ce travail de thèse, seul
le cas des grandes valeurs est présenté. Pour les petites valeurs, la démarche
est cependant analogue (Castillo et al. 2005).
Maxima
Soit un échantillon de n réalisations de X, rangées dans l’ordre croissant.
La ie`me plus grande valeur de l’échantillon est notée Xn,i .
=⇒ Si n est suffisamment grand, alors la répartition des maxima suit
une loi des valeurs extrêmes (EVD17). Avec Fmax(x) = P(Xn,n < x), la forme













avec −σ− γ(x− µ) ≤ 0 et σ ≥ 0.
Selon les valeurs du paramètre de forme γ , la distribution appartient
à l’un des trois domaines d’attraction suivants :
γ > 0 : domaine de Fréchet, loi à queue lourde, tendant vers 1 comme
une puissance,
γ = 0 : domaine de Gumbel, loi à queue légère, tendant vers 1 comme
une exponentielle,
γ < 0 : domaine de Weibull, loi à queue finie, égale à 1 à partir d’un
point donné.
Les méthodes classiques d’inférence statistique sont utilisées pour déter-
miner les paramètres.
– Moindres carrés : minimisation de l’erreur quadratique entre les fonc-
tions de répartition estimée et empirique. La méthode nécessite un
algorithme d’optimisation quadratique (Park et Sohn 2006).
– Moments statistiques pondérés : l’expression analytique des moments
statistiques dépend des paramètres de la distribution. L’inversion de
ces expressions permet le calcul des paramètres. Le domaine de validité
de cette méthode est limité à |γ| ≤ 1/2 (Hosking et al. 1985).
– Maximum de vraisemblance : la fonction de maximum de vraisem-
blance correspond à la probabilité d’obtenir les données d’apprentis-
sage, sachant le jeu de paramètres à optimiser. Il s’agit donc de maxi-
miser cette fonction pour estimer les paramètres les plus probables.
Kotz et Nadarajah (2000) proposent une discussion sur la formulation
et l’utilisation des deux dernières méthodes.
Une fois la distribution identifiée, deux approches sont possibles. La carte
de contrôle est construite :
– soit sur les maxima d’échantillons, auquel cas
UCL = F−1max(1− α) (1.39)
,
17Extreme Value Distribution
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Fig. 1.13 Représentation des excès Yi de la variable X, par rapport au seuil u.
– soit sur les valeurs individuelles de X ; dans ce cas, il faut revenir à
l’estimation de F.










(1− α)n) . (1.41)
Des exemples d’application des cartes avec maxima d’échantillons sont
présentés par Oh et al. (2009) sur des données réelles de monitoring d’un
pont suspendu. Sohn et al. (2005) démontrent l’intérêt des EVS sur des
données simulées. Cependant, lorsque cette méthode est appliquée sur une
erreur de prédiction, l’avantage n’est pas significatif. En effet, la distribution
d’une erreur est théoriquement normale si le modèle est bien calé.
Une remarque importante concerne la limite inférieure. Dans le cas où
des données d’erreur de prédiction sont analysées, une augmentation de
l’erreur avec l’apparition d’endommagement est supposée. Ainsi, seule une
limite supérieure est nécessaire pour la surveillance. Si aucune supposition
ne peut être formulée sur l’évolution de l’indicateur, les deux limites sont
requises. Pour fixer la limite de contrôle inférieure d’une carte de maxima, il
faut ajuster une EVD de minima sur les maxima des échantillons (Worden
et al. 2002a).
Excès
Travailler avec les maxima nécessite beaucoup de valeurs disponibles
pour pouvoir diviser les données en échantillons. Une alternative consiste
à utiliser les excès qui représentent seulement les valeurs supérieures à un
certain seuil u (Fig.1.13).
L’excès est la variable aléatoire définie par Y = X − u quand X > u. Si
le seuil est choisi suffisamment loin dans la queue de distribution de X, alors
Y suit une loi de Pareto généralisée (GPD) dont la fonction de répartition





)− 1γ si γ 6= 0
1− exp (− yσ) si γ = 0 (1.42)
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Il faut ensuite faire le lien entre la distribution des excès et la distribution
de X :
Fu(y) = P(Y < y)
= P(X < x|X > u)
=





d’où F(x) = Fu(x− u) [1− F(u)] + F(u) (1.44)
Une fois que les paramètres intervenant dans l’équation 1.44 sont déter-
minés, UCL = F−1(1− α).
Il y a une équivalence rigoureuse entre la convergence des excès vers une
GPD et celle des maxima vers une EVD. Les deux approches mettent en
jeu 3 paramètres à ajuster pour extrapoler F(x) dans ses valeurs extrêmes.
Les paramètres d’une GPD sont plus simples à déterminer que ceux
d’une EVD. Sachant que u (ou F(u)) est une valeur choisie par l’utilisateur,
il faut déterminer F(u) (ou u), γ et σ. La méthode du maximum de vrai-
semblance et celle des moments pondérés sont appropriées pour le calcul
des paramètres. Le problème est largement simplifié si l’utilisateur choisit
une valeur de γ égale à 0 pour utiliser une distribution exponentielle. La
variance de l’estimation de la limite supérieure est alors grandement réduite,
mais le biais augmenté.
Zapico-Valle et al. (2011) optent pour ce choix concernant l’étude du
benchmark UNIOVI, consistant en une structure métallique de 7,3 m de
hauteur dont certains écrous sont dévissés. Les auteurs considèrent l’endom-
magement comme détecté si le seuil fixé par une distribution exponentielle
est dépassé 1, 2 ou 3 fois consécutivement. Ce choix de considérer plusieurs
valeurs permet de réduire le nombre de fausses alarmes.
Test séquentiel du rapport des vraisemblances
Contrairement à un test d’hypothèse classique dans lequel la taille de
l’échantillon est fixe, un test séquentiel utilise un échantillon formé de l’ac-
cumulation de valeurs collectées au fil du temps. L’hypothèse est testée après
l’ajout d’une nouvelle mesure dans l’échantillon. L’information nouvellement
apportée est donc intégrée à celle issue des mesures précédentes pour être
comparée aux limites du test. La finalité est d’obtenir une décision plus
rapide en réduisant la taille de l’échantillon.
Une très bonne description du test séquentiel du rapport des vraisam-
blances (SPRT) est proposée par Sohn et al. (2003). La présentation suivante
en reprend la formulation.
Soit à l’instant n, l’échantillon Xn = (X1, . . . ,Xn) issu de la variable
aléatoire X, dont la distribution a pour paramètre θ. Le SPRT est posé de
la façon suivante :
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Hypothèses H0 : θ = θ0, H1 : θ = θ1, θ0 6= θ1 (1.45)
( ou H0 : θ ≤ θ0, H1 : θ ≥ θ1, θ0 < θ1 ) (1.46)
A chaque test, la variable de décision Zn est calculée. Elle correspond à
la probabilité d’obtenir l’échantillon Xn, sachant que H1 est vraie, divisée







= Zn−1 + zn (1.48)






Cette somme correspond également à la somme cumulée des rapports de
vraisemblance de chaque individu de l’échantillon (Eq.1.49). Puisque le test
est séquentiel, des lois d’arrêt doivent être formulées.
1. H0 est acceptée, si Zn ≤ b
2. H1 est acceptée, si Zn ≥ a
3. le test continue, si b ≤ Zn ≤ a.
Si la variable de décision se situe entre les deux limites, aucune décision
ne peut être prise, alors de nouvelles mesures sont requises. Pour cette raison,
la taille de l’échantillon n’est pas constante.
Les limites a et b sont fixées à la fois en fonction de la probabilité d’erreur
de type I (α, fausse alarme), mais également de la probabilité d’erreur de
type II (β, non-détection). Dans ce test, la probabilité β peut-être calculée,












Sohn et al. (2003) utilisent le SPRT avec des modèles de distributions
de valeurs extrêmes. La première application proposée compare plusieurs
approches sur des distributions simulées de lois connues. La seconde analyse
les données d’une structure métallique à 3 niveaux de 1,5 m de hauteur.
Au lieu de travailler sur les accélérations, les auteurs choisissent d’utiliser
les différences de mesure entre deux capteurs placés de part et d’autre d’un
assemblage. Un modèle AR est ajusté sur les signaux de la structure non
endommagée. Enfin, l’erreur de prédiction obtenue par ce modèle sur des me-
sures à l’état endommagé est exploitée à l’aide d’un SPRT. Un premier test
est mené en ajustant un modèle de loi normale sur l’erreur de prédiction. Le
second test ajuste un modèle avec une loi extrême sur les maxima. Puisque
l’erreur de prédiction doit tendre vers la normalité, les deux méthodes fonc-
tionnent correctement. Cette étude présente de façon très complète la façon
dont ces outils statistiques peuvent être manipulés. Mais leur transposition
à des cas réels de suivi de structures pose problème. Tout d’abord, le fait
que les échantillons soient obtenus par des divisions d’une même mesure, et
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non par des groupes de mesures, ne permet pas de gain de temps dans la
détection d’endommagement. Ensuite, le problème principal réside dans le
fait que la valeur de θ1, paramètre lié à la distribution des individus dans un
état dégradé, doit être connue à l’avance. La détection de nouveauté devient
alors plus un problème de classification supervisée, ce qui est difficilement
envisageable pour un ouvrage de génie civil.
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Bilan
Ce chapitre montre que l’approche traditionnelle d’identification des ca-
ractéristiques modales des structures n’est pas en mesure, à elle seule, de
gérer les fluctuations induites par la variabilité des facteurs environnemen-
taux et opérationnels.
L’approche globale de reconnaissance de formes statistiques permet la
prise en compte de ces fluctuations, sans recourir à une modélisation phy-
sique de l’ouvrage étudié. Dans le cas des structures de génie civil, pour
lesquelles il n’est pas possible de disposer de mesures du comportement
endommagé, le problème se pose en terme de détection de nouveauté. Le
comportement sain est statistiquement caractérisé à l’aide d’une base de
mesures de référence, puis les mesures classées comme différentes, ou nou-
velles, sont associées à l’apparition de dégradations.
La majorité des travaux de recherche présentés dans cette partie s’appuie
sur le paradigme de la détection de nouveauté pour la détection d’endomma-
gement. Les cas d’études proposés se divisent en trois principaux groupes :
– les modèles numériques, qui ne peuvent pas rendre compte de toute
la complexité du système et du bruit expérimental,
– les montages expérimentaux de laboratoire, qui présentent des mesures
et des scénarios d’endommagement réalistes, mais souvent dans des
conditions environnementales stables,
– les structures réelles, qui nécessitent la mesure du comportement cou-
rant sous plusieurs conditions environnementales et opérationnelles
pour avoir l’assurance que les changements observés soient liés à l’en-
dommagement. Or, cette longue phase de suivi préalable est rarement
réalisée.
L’objectif de ce travail de thèse est de mettre en œuvre des outils de
détection de nouveauté :
– basés seulement sur les mesures vibratoires issues de la structure,
– automatisables,
– transposables à tous types d’ouvrages,
– sur des données de monitoring en conditions ambiantes (excitations
instationnaires, variations environnementales sévères).
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Introduction
Le chapitre précédent montre que concevoir la détection d’endommage-ment comme un problème de détection de nouveauté nécessite la déter-
mination d’indicateurs robustes caractérisant l’état de la structure. Dans ce
but, la théorie des systèmes dynamiques non-linéaires, parfois qualifiée de
théorie du chaos et déjà utilisée dans d’autres domaines pour l’analyse de
signaux complexes (Ghafari et al. 2008, Hively et al. 1999, LeBaron 1994),
offre des perspectives attrayantes.
En effet, la représentation de l’évolution du système dans son espace des
phases permet le calcul de nouveaux indices sensibles à des changements
d’état, autrement dit à des changements de la dynamique. De plus, certaines
structures peuvent présenter un comportement non linéaire. C’est le cas des
ouvrages formés par de nombreux assemblages et interfaces entre matériaux,
ou encore de ceux équipés de systèmes de surveillance après l’apparition de
dégradations (Farrar et al. 2007, Bornn et al. 2010). Un paradigme non
linéaire semble donc en mesure de détecter correctement l’apparition et/ou
l’évolution de ces non-linéarités.
Dans un premier temps, ce chapitre présente succinctement le paradigme
des systèmes dynamiques non linéaires, et notamment la notion fondamen-
tale de reconstruction de l’espace des phases. Ensuite, un point est fait sur
les outils de caractérisation utilisés dans le cadre de cette approche.
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2.1 Représentation dans l’espace des phases
2.1.1 Définition
Un système dynamique est considéré ici au sens mathématique, c’est à
dire un système qui évolue au cours du temps de façon causale et déter-
ministe. Ainsi, son état futur ne dépend que de son état passé, et, à une
condition initiale donnée ne correspond qu’un seul état futur. Cette défi-
nition exclut donc a priori les systèmes stochastiques, dont font partie les
structures soumises à une excitation aléatoire.
Le comportement d’un système dynamique est gouverné par l’équation
d’évolution :
X˙ = F(X, t; p) (2.1)
avec X = (x1(t), x2(t), ..., xn(t)) le vecteur formé par les différents degrés
de liberté (ddl) du système (qualifiés également de variables d’état), n le
nombre de ddl, F un champ de vecteurs potentiellement non linéaire et
p = (p1, p2, ..., pm) l’ensemble des paramètres.
La façon la plus commune de représenter l’évolution d’un système dy-
namique consiste à utiliser l’espace des phases (qualifié également d’espace
des états), espace abstrait dont les axes sont formés par les différents de-
grés de libertés x1, x2, ..., xn. Chaque état occupé par le système à un instant
donné représente un point dans l’espace des phases. L’ensemble de ces points
figuratifs de l’état du système au cours du temps dessine la trajectoire du
système dynamique dont l’évolution asymptotique est qualifiée d’attracteur.
L’attracteur peut présenter différentes formes :
– dans le cas d’un régime amorti et non excité, il est représenté par un
point puisque tout les ddl tendent vers zéro,
– dans le cas d’un régime oscillant entretenu, il forme une courbe fermée
possédant autant de boucles que de pseudo-périodes,
– dans le cas d’un régime chaotique, il prend la forme d’un objet com-
plexe à la structure fractale, on parle alors d’attracteur étrange.
Bien que relatif à un système parfaitement déterministe, un régime chao-
tique est caractérisé par un comportement d’apparence stochastique résul-
tant d’une très forte sensibilité aux conditions initiales et rendant toute
prédiction à long terme très difficile.
Dans certains cas, la modification d’un paramètre de la loi d’évolution
(dit paramètre de contrôle) peut entrainer un changement radical de ré-
gime dynamique, on parle ici de bifurcation. Suivant l’évolution de leurs pa-
ramètres, les systèmes dynamiques sont alors susceptibles d’alterner entre
régime périodique, pseudo-périodique et chaotique.
2.1.2 Reconstruction de l’espace des phases
Dans le domaine des sciences expérimentales, il est très rare de connaître
a priori la nature et le nombre réel des variables d’état (ddl) d’un système ob-
servé expérimentalement et/ou de disposer de mesures pour chacune d’elles
(leur nombre pouvant être potentiellement infini). Dans le pire des cas, l’in-
formation expérimentale accessible se limite à la mesure d’une seule série
temporelle scalaire. Ce constat aurait pu limiter l’application de la théo-
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(a) x(t) (b) attracteur original (c) Attracteur reconstruit
Fig. 2.1 Reconstruction de l’attracteur du système dynamique de Lorenz à partir
de sa variable x(t) (Lorenz 1963)
rie des systèmes dynamiques non linéaires (TSNL) au cas minoritaire des
systèmes parfaitement définis a priori.
Cependant, l’idée introduite par Takens (1980) a considérablement élargi
le champ d’application de la théorie à l’ensemble des systèmes physiques
observables et a connu un succès retentissant dans le domaine des sciences
expérimentales. Takens (1980) a démontré que pour des évolutions suffisam-
ment douces, la mesure au cours du temps d’un seul degré de liberté véhicule
assez d’information sur le système pour permettre la reconstruction d’un
attracteur équivalent, conservant certaines propriétés fondamentales (les in-
variants) de l’attracteur original sous-jacent. Ainsi, la mesure des invariants
de l’attracteur sous-jacent (dimension fractale, exposants de Lyapunov,...)
est rendue accessible par un processus de reconstruction adéquat.
Le processus de reconstruction passe par la création d’un ensemble de
vecteurs d’état à partir de la série temporelle disponible, x = {x(n)|n =
1, . . . ,N}. Ils sont de la forme :
X(n) = [x(n), x(n− τ), ..., x(n− (m− 1)τ)] (2.2)
avec τ et m, deux nombres entiers représentant respectivement le déca-
lage temporel (ou retard) et la dimension de reconstruction.
Takens démontre que la condition m ≥ 2d (d la dimension de l’attracteur
original §2.3.1) doit être vérifiée pour garantir que la complexité de l’attrac-
teur soit totalement révélée. Le retard τ peut théoriquement prendre n’im-
porte quelle valeur entière si la longueur de la série temporelle est infinie.
Cependant, en pratique, certaines méthodes sont employées pour déterminer
les valeurs optimales de ces 2 paramètres de reconstruction.
Le choix du décalage temporel est lié à la corrélation entre les termes
de la série. Si le décalage est trop faible, les vecteurs successifs sont presque
identiques et l’information est alors trop redondante. En revanche, s’il est
trop fort, les différentes coordonnées sont complètement décorrélées et l’in-
fluence de la loi d’évolution sous-jacente est perdue. Deux méthodes sont
principalement employées pour déterminer le meilleur compromis :
– choisir le décalage correspondant au premier zéro de la fonction d’auto-
corrélation de x,
– choisir le premier minimum de la fonction d’information mutuelle de
la série (Fraser et Swinney 1986). Cette fonction, basée sur la théorie
de l’information, est liée à la dépendance statistique des termes de la
série.
La dimension de reconstruction doit être suffisante pour révéler toute
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la complexité de l’attracteur sans pour autant alourdir le traitement des
données. Deux techniques sont préconisées (Brown et al. 1991) :
– la méthode des faux voisins : elle se base sur l’idée que lorsqu’un ob-
jet en dimension m est projeté en dimension m − 1, certains points
initialement éloignés deviennent voisins. On parle alors de faux voi-
sins. Inversement, en partant de la dimension 1, le nombre de faux
voisins à chaque passage à la dimension supérieure devrait diminuer,
jusqu’à devenir nul lorsque la topologie de l’attracteur est entièrement
dévoilée.
– l’analyse des valeurs singulières. La série est transformée en une série
de vecteurs de dimension importante qui constitue la matrice des don-
nées. L’analyse des valeurs singulières de cette matrice ou des valeurs
propres de sa matrice de covariance, fournit des informations sur la
dimension optimale de reconstruction.
La méthode des faux voisins est cependant la plus employée.
Pecora et al. (2002) généralisent la procédure de reconstruction à partir
de plusieurs séries temporelles simultanément traduisant les évolutions de
différentes variables du système. L’intérêt est d’intégrer davantage d’infor-
mations concernant l’attracteur. Cependant, le résultat produit un espace
des phases de dimension importante dans lequel les calculs sont plus lourds.
Une fois l’attracteur reconstruit, l’étude ne se fait plus sur une série
d’apparence aléatoire, mais sur une figure géométrique structurée (Fig.2.1).
2.2 Extrapolation aux systèmes stochastiques
L’emploi de la reconstruction de l’espace des phases à partir du théo-
rème de Takens et les indicateurs présentés dans la partie suivante (§2.3)
supposent que le comportement de la structure est déterministe. Rien ne ga-
rantit pourtant que les mesures relevées sur les ouvrages présentent ce type
de comportement. La plupart du temps, leur comportement est stochas-
tique linéaire, dans certains cas non-linéaires, mais rarement chaotique. Or
la sensibilité des systèmes chaotiques aux faibles perturbations représente
une propriété intéressante vis à vis de la détection de l’endommagement.
Pour bénéficier de cette sensibilité, une possibilité consiste à apporter
du chaos dans le comportement dynamique de la structure. Si la forme de la
sollicitation appliquée à l’ouvrage est chaotique, la réponse présentera des
caractéristiques de séries chaotiques. Dans de nombreux travaux, une série
issue du système convectif de Lorenz est choisie pour former la sollicitation
(Todd et al. 2001, Nichols et al. 2003c, Todd et al. 2002; 2004, Nichols
et al. 2003b; 2006, Moniz et al. 2005). Il faut alors s’assurer que l’ensemble
structure/sollicitation possède une dimension réduite, ce qui est réalisé en
jouant sur les caractéristiques du système chaotique appliqué . Cependant,
cette approche relève d’un contrôle actif des structures et n’est donc pas
adaptée à une démarche de suivi en conditions ambiantes.
Dans le cas du contrôle passif, la tentation est forte d’extrapoler aux
systèmes stochastiques l’utilisation des outils développés pour des systèmes
déterministes, et plus particulièrement pour les systèmes chaotiques.
Utilisant l’erreur de prédiction comme indicateur (§2.3.3), Nichols et al.
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(2003a) comparent les résultats obtenus avec des sollicitations chaotiques à
ceux produits à l’aide de sollicitations aléatoires (bruits de différentes bandes
de fréquence). Les résultats montrent que, malgré le caractère aléatoire de
la sollicitation, si elle est de bande de fréquence limitée, la réponse de la
structure est telle qu’elle peut être considérée comme un système de faible
dimension. L’erreur de prédiction est ici employée avec succès pour déceler
le desserrage des boulons sur une plaque métallique, bien que les résultats
soient meilleurs avec les signaux chaotiques. Overbey et al. (2007) étudient
également la possibilité d’utiliser des bruits de différentes bandes de fré-
quence pour exciter un portique en aluminium et un système masse-ressort.
Ils montrent que la réponse de la structure est suffisamment corrélée pour
pouvoir reconstruire des attracteurs de dimension réduite et exploiter les
outils de la théorie du chaos.
Il est également possible d’avoir recours à une excitation impulsionnelle.
Cependant, dans ce cas, la réponse n’est pas stationnaire. Pour résoudre
ce problème, Casciati et Casciati (2006) ne sélectionnent que la partie la
plus stable de la réponse et l’additionne à d’autres morceaux pour créer une
grande série. Cette méthode est appliquée à une façade maçonnée endom-
magée par un séisme pour en extraire les exposants de Lyapunov (§2.3.2).
La réponse impulsionnelle est également fréquemment utilisée dans le do-
maine du diagnostic par ultrasons. Dans ce contexte, Lu et Michaels (2005)
font intervenir le chaos en convoluant la réponse impulsionnelle et une sé-
rie chaotique. Le résultat du produit représente la réponse de la structure
si elle était soumise à une force excitatrice chaotique, sous réserve que son
comportement soit linéaire.
Ces travaux montrent qu’en dépit d’un comportement stochastique, l’uti-
lisation de la reconstruction de l’espace des phases peut présenter un intérêt
en terme de détection de modifications structurales.
2.3 Indicateurs potentiels
Il existe de nombreux outils qui permettent de caractériser un système
dynamique en exploitant sa trajectoire dans l’espace des phases reconstruit.
Les plus répandus sont présentés ci-après, accompagnés d’exemples d’utili-
sation dans le domaine de la détection d’endommagement. Une description
plus complète est disponible dans l’article de (Abarbanel et al. 1993) ou
dans l’ouvrage de Kantz et Schreiber (2004).
2.3.1 Dimension de l’attracteur
La dimension de l’attracteur, notée d f , est une caractéristique topolo-
gique décrivant la façon dont celui-ci occupe l’espace qui le contient. Par
exemple, l’attracteur d’un pendule à 2 ddl en régime périodique est une
ligne fermée. On parle de cycle limite dont la dimension d f est égale à 1 (di-
mension euclidienne classique associée à une ligne). Pour un système amorti
libre, la trajectoire tend asymptotiquement vers un attracteur de type point
fixe pour lequel la dimension d f est égale à 0.
Dans le cas des systèmes chaotiques, l’attracteur est un objet topolo-
gique complexe présentant une structure fractale caractérisée par la pro-
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Fig. 2.2 Exemple d’objet fractal, plus l’objet est proche de la ligne droite, plus sa
dimension est proche de 1
priété d’auto-similarité (ou invariance d’échelle) et par une dimension frac-
tionnaire (dimension fractale). La géométrie fractale est née sensiblement en
même temps que la théorie du chaos dans les années 1960 (Mandelbrot 1983)
et ces deux sciences se sont tout d’abord développées indépendamment l’une
de l’autre pour se rejoindre quelques années plus tard. Un attracteur chao-
tique remplit l’espace des phases d’une façon très irrégulière en apparence
et cette irrégularité est reproduite à l’identique à toutes les échelles. Cepen-
dant, cette irrégularité apparente est parfaitement traduite par la notion de
dimension fractale. Ainsi, un objet dont la dimension fractale est comprise
entre 1 et 2 n’est ni une ligne, ni un plan. A titre d’exemple, la dimension
fractale de l’objet trajectoire brownienne d’une particule de pollen à la sur-
face d’un liquide tend vers 2 dans la mesure où la trajectoire (ligne brisée)
tend à occuper tout l’espace disponible (en l’occurrence un plan). La figure
2.2 montre quatre objets fractals dont la dimension augmente avec le degré
complexité et atteint des valeurs non entières, comprises en 1 et 2.
Un système dynamique à N ddl est ainsi représenté par un attracteur de
dimension inférieure à N dans la mesure où un attracteur ne peut en aucun
cas remplir complètement l’espace des phases.
La dimension de corrélation, notée d2 pour dimension généralisée d’ordre
2, est la méthode la plus répandue pour estimer numériquement la dimension
fractale de l’attracteur. Sa détermination est basée sur l’hypothèse selon
laquelle le nombre de points situés à l’intérieur d’une hyper-sphère, centrée
sur un point donné de l’attracteur, est proportionnel à son rayon (e) élevé à
une puissance correspondant à la dimension de l’attracteur. Grassberger et
Procaccia (1983) reformulent cette hypothèse pour proposer un algorithme
de calcul rapide de la dimension de corrélation basé sur la probabilité C que











Θ(e− ∥∥Xi − Xj∥∥) (2.3)
avec N, le nombre de points de l’attracteur, Θ(x) la fonction de Heaviside,
Xi les points de l’attracteur et nmin la taille (en pas de temps) de la fe-
nêtre d’exclusion des points corrélés temporellement à chaque Xi (Theiler
1986). La fonction C(e), ainsi obtenue numériquement, est définie comme
l’intégrale de corrélation. Puisque C(e) ∝ ed2 , il suffit d’ajuster une droite
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(a) (b) (c)
Fig. 2.3 Détermination de d2 a) Tracé des intégrales de corrélation pour plusieurs
dimensions de reconstruction avec la délimitation de la zone linéaire des courbes
- b) Tracé des pentes locales et recherche d’un palier - c) Estimation de d2 pour
chaque dimension de reconstruction et recherche d’une stabilisation (Nichols et al.
2003c)
sur la courbe log(e)-log(C(e)) pour estimer la dimension de corrélation. En
réalisant l’opération pour chaque dimension de reconstruction, la dimension
estimée doit se stabiliser lorsque l’attracteur est pleinement déployé dans un
espace de dimension suffisante, fournissant ainsi la valeur de d2.
La figure 2.3 montre l’application de la méthode sur les données issues
de Nichols et al. (2003c) et illustre les imprécisions pouvant affecter l’es-
timation de la dimension de corrélation. En effet, la zone de plateau qui
la détermine n’apparait pas toujours clairement et le bruit peut polluer les
courbes obtenues rendant leur interprétation difficile. Le calcul de la dimen-
sion de corrélation est par conséquent difficilement automatisable.
La dimension de corrélation a été beaucoup étudiée dans le cadre du
suivi de systèmes mécaniques tournants. Cette caractéristique topologique
est utilisée dans ce cas comme indicateur d’endommagement des engrenages
ou des roulements (Craig et al. 2000, Ghafari et al. 2008, Yang et al. 2007).
Logan et Mathew (1996) étudient l’influence des différents paramètres de
reconstruction de l’espace des phases sur le calcul de la dimension de corré-
lation. Dans cette étude, l’endommagement est introduit sur un roulement
en réalisant des entailles sur une bague. Les auteurs montrent que, dans
certains cas, la dimension de corrélation est délicate à déterminer. Ces dif-
ficultés sont également relayées par Nichols et al. (2003c) dans une étude
portant sur une poutre cantilever en aluminium excitée par une sollicitation
chaotique, les changements dynamiques étant induits par la diminution de
la force de serrage au niveau d’un encastrement.
Sa capacité à caractériser les systèmes dynamiques est néanmoins dé-
montrée par les travaux de Kacimi et Laurens (2009) dans lesquels des
sources ultrasonores d’origines différentes sont correctement distinguées par
la dimension de corrélation.
2.3.2 Les Exposants de Lyapunov
Les exposants de Lyapunov représentent le taux moyen avec lequel une
petite perturbation, appliquée au système, est amplifiée dans chaque direc-
tion de l’espace des phases. Soit une petite perturbation δi,0 appliquée au
temps t = 0 dans la direction i. Au temps t, elle vaudra :
δi,t = δi,0.eλit (2.4)
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avec λi l’exposant de Lyapunov dans la direction i.
Le signe des exposants est particulièrement important. Si tous les expo-
sants de Lyapunov sont négatifs, les perturbations sont amorties dans toutes
les directions. C’est le cas des systèmes dissipatifs libres. Un des exposants
est généralement nul. Il représente la direction tangente à la trajectoire,
dans laquelle la perturbation introduite n’est pas modifiée. Enfin, un régime
est chaotique si au moins un exposant est positif, indiquant une direction
d’instabilité dans laquelle la perturbation est amplifiée.
L’intérêt porté aux exposants de Lyapunov provient également du fait
qu’ils constituent une mesure de la prédictibilité du système. Plus un expo-
sant positif est grand, plus le système est sensible aux petites perturbations
qui sont alors amplifiées rapidement, le rendant par conséquent imprévisible.
Un autre moyen de concevoir les exposants de Lyapunov est de consi-
dérer une hyper-sphère autour d’un point de la trajectoire. En suivant son
évolution le long de la trajectoire, elle se transforme en un hyper-ellipsoïde.
La moyenne logarithmique des taux d’expansion des ses axes principaux
forme les exposants de Lyapunov (Geist et al. 1990).
Les différentes méthodes utilisées pour les estimer sont présentées dans
l’ouvrage de Kantz et Schreiber (2004) et l’article de Brown et al. (1991).
L’algorithme pratique de calcul à partir de données expérimentales est dé-
taillé dans le chapitre §3.1.3. Il se base sur l’estimation locale de la matrice
jacobienne de la dynamique à partir d’un point initial et tout au long d’une
trajectoire issue de ce point. Pour obtenir une estimation fiable des expo-
sants, la matrice jacobienne doit être suivie sur plusieurs milliers de pas de
temps, représentant un coût très important en temps de calcul. De plus, ce
calcul doit être réitéré à partir d’autres points initiaux.
Le spectre des exposants est étroitement lié à la dimension fractale puis-
qu’ils indiquent quelles sont les directions de l’espace qui sont instables. La
conjecture de Kaplan Yorke (Kaplan et Yorke 1979) permet d’estimer la




Lorsque les exposants sont classés dans l’ordre décroissant, M est le
nombre maximum d’exposants qu’il faut additionner avant que la somme ne
devienne négative.
Quelques études exploitent les exposants de Lyapunov comme indica-
teurs d’endommagement. Une d’entre elles est réalisée par Livingston et al.
(2001) sur un modèle éléments finis de pont. Outre le recours aux exposants
de Lyapunov pour déceler l’endommagement, une originalité de ce travail
réside dans la création d’un outil de simulation de l’excitation relative au
trafic routier. Deux fissures sont introduites dans les modèles pour repré-
senter l’état endommagé de la structure. Pour chaque ddl, un attracteur est
reconstruit à partir des données de déplacement, et l’exposant de Lyapunov
maximal est calculé. Le tracé de la variation de cet exposant sur toute la
longueur fait apparaître deux pics situés au droit des fissures, illustrant le
potentiel de la méthode dans le cas de l’instrumentation dense d’un ouvrage.
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Casciati et Casciati (2006) étudient la reproduction à l’échelle 1/2 d’une
façade de bâtiment historique instrumentée par un ensemble d’accéléro-
mètres. Après avoir été endommagée par une sollicitation sismique (état
initial), la façade a été réparée (renforcement et colmatage des fissures).
Chaque capteur est ici considéré comme un ddl utilisé pour la représenta-
tion dans l’espace des phases. Les séries temporelles analysées résultent de
la concaténation de morceaux pseudo-stationnaires des mesures originales,
obtenues sous bruit ambiant ou marteau d’impact. Les résultats montrent
que, parmi les composantes du spectre de Lyapunov et la dimension associée
(dL), seul l’exposant maximal est sensible à la réparation.
2.3.3 L’erreur de prédiction non-linéaire
L’exploitation des trajectoires de l’attracteur pour prévoir les valeurs
futures du système permet de créer un modèle prédictif non linéaire entière-
ment guidé par les données recueillies (data driven models), sans identifier
de paramètres, ni formuler d’hypothèses a priori, à l’exception de l’hypo-
thèse de stationnarité du processus étudié. Dans le cadre du SHM, le but
sera principalement de déterminer avec quelle précision une série de réfé-
rence relative à un système peut prédire une autre série générée ultérieure-
ment par ce même système, ou, dans le cas présent, avec quelle précision
un attracteur de référence peut prédire une trajectoire. Si le système n’a
pas observé de changement dynamique majeur, l’attracteur de référence est
supposé pouvoir prédire de façon satisfaisante une série collectée ultérieu-
rement. L’erreur de prédiction attendue dans ce cas est faible. Par contre,
si une modification de la dynamique est intervenue entre temps (due par
exemple à l’initiation d’un endommagement), l’attracteur de référence ne
sera plus approprié pour prédire la nouvelle série et l’erreur de prédiction
devrait croître de façon significative.
A partir de la série de référence x(1), ..., x(Nx), les points X de l’attrac-





protocole est appliqué à la série à tester y(1), ..., y(Ny) afin d’établir sa




dans l’espace des phases recons-
truit. On cherche alors à prévoir la trajectoire Y à partir de l’attracteur
de référence. Un point Yn est choisi et, conformément à l’équation 2.6, son
évolution après ∆n pas de temps est prédite par l’évolution moyenne Yˆn+∆n
du voisinage constitué par tous les points Xi de l’attracteur de référence
situés à une certaine distance e de Yn (voisinage noté Ve(Yn)) . L’erreur de
prédiction est alors égale à la différence entre l’évolution réelle du point Yn
et l’évolution moyenne de son voisinage après après ∆n pas de temps. La





avec |Ve(Yn)| le nombre de points contenus dans le voisinage.
Le calcul de l’erreur de prédiction est réalisé sur un grand nombre de
points et les résultats sont moyennés afin d’obtenir un indicateur valable sur
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Fig. 2.4 Les traits bleus représentent les trajectoires dans l’attracteur de référence.
Le point Yn est prédit à l’aide de l’évolution du voisinage de points de l’attracteur de
référence situés autour de lui. La ligne rouge matérialise l’évolution réelle de Yn et
la ligne bleue discontinue l’évolution moyenne du voisinage. L’erreur de prédiction
est égale à la différence entre ces deux trajectoires.
l’ensemble de l’attracteur. Il est généralement recommandé que le nombre
de points dans le voisinage soit compris entre 10−4N et 10−3N et de réaliser
0, 05N prédictions sur l’attracteur (Nichols 2003).
L’erreur de prédiction (PE) est très utilisée dans la littérature. Cepen-
dant, les études proposées, dont quelques exemples sont décrits ci-après, se
limitent à des dispositifs de laboratoire sous conditions environnementales
peu variables.
Todd et al. (2004) exploitent l’erreur de prédiction croisée entre les cap-
teurs. Les auteurs supposent que la réduction du couple de serrage dans
un assemblage aura pour conséquence la diminution de la capacité d’un
capteur à prédire son voisin s’ils sont placés de part et d’autre de l’assem-
blage (Fig.2.5). La structure est sollicitée par un signal chaotique. La PE
permet de détecter une diminution du serrage avant l’apparition d’un jeu
et se montre plus sensible que l’erreur de prédiction obtenue avec un mo-
dèle auto-régressif. Cependant, dans certains cas, les auteurs remarquent de
façon contre-intuitive une diminution de l’erreur de prédiction.
Des variantes sont proposées par Olson et al. (2005). La structure est la
même que dans l’étude précédente, mais sollicitée par des bruits de bandes
de fréquences différentes et des signaux chaotiques. Outre l’exploitation de
la correspondance géométrique entre la trajectoire à prédire et l’attracteur
prédictif, les auteurs étudient également une correspondance temporelle (à
la condition que les signaux soient mesurés au même instant). Ils proposent
également la prédiction de la trajectoire moyenne d’un ensemble de points
à la place de la trajectoire d’un point isolé. En présence de bruit, cette
dernière approche associée à la correspondance géométrique se montre la
plus efficace.
Enfin, une étude paramétrique très complète est menée par Overbey
et al. (2007). Les auteurs évaluent les effets de la méthode de reconstruc-
tion, de la taille des voisinages, du pas de prédiction (∆n) et la nature de
l’excitation. Il en ressort que, malgré la sensibilité de la PE à la qualité de
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Fig. 2.5 Méthode de l’erreur de prédiction croisée ((Todd et al. 2004))
la reconstruction, il est possible d’utiliser une dimension inférieure à celle
indiquée par la méthode des faux voisins.
D’autres exemples d’applications sont présentés par Nichols et al.
(2003b;a), Nichols (2003).
2.3.4 Caractérisation géométrique
Le travail dans l’espace des phases donne la liberté de créer de nouveaux
indicateurs caractérisant la déformation de l’attracteur liée à l’endommage-
ment. Olson et al. (2005) proposent, par exemple, un indice basé sur l’évo-
lution des angles formés par les segments reliant un point de référence et ses
plus proches voisins.
L’article de Todd et al. (2001) introduit l’indice ALAVR, pour Average
Local Attractor Variance Ratio. Il traduit le rapport de variance entre un
voisinage de l’attracteur de référence (capteur ou excitation en contrôle actif,
par exemple) et son équivalent temporel sur l’attracteur testé. L’approche
est appliquée sur un modèle masse/ressort simulé. Les raideurs présentent
une distribution gaussienne, pour tenir compte des variations environnemen-
tales, et du bruit est ajouté aux mesures. La détection de la réduction de
raideur d’un ressort est meilleure avec le ALAVR qu’avec les caractéristiques
modales courantes.
Un autre exemple s’intéresse à la divergence des trajectoires. Il est gênant
de parler d’exposants de Lyapunov, porteurs d’un sens physique, lorsque
la nature des séries étudiées est plutôt stochastique. Le CAAD (Chaotic
Amplification of Attractor Distortion) reflète la façon dont des trajectoires
initialement voisines divergent sans pour autant évoquer les exposants de
Lyapunov (Moniz et al. 2005). Cet indice est utilisé pour comparer deux
attracteurs. Pour cela, un point de l’attracteur de référence et son plus
proche voisin dans l’attracteur à tester sont sélectionnés. Soit T, le temps
que mettent en moyenne les trajectoires de l’attracteur de référence pour
diverger, le CAAD est la distance entre ces points après un temps T. Ce
calcul est réalisé sur un très grand nombre de points pour avoir une vision
significative de l’ensemble de l’attracteur.
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Bilan
Le paradigme des systèmes dynamiques non linéaires permet la repré-
sentation des séries scalaires dans un espace à plusieurs dimensions. Cette
représentation offre la possibilité de calculer des invariants dynamiques tels
que la dimension de corrélation ou les exposants de Lyapunov. Cependant,
ces quantités présentent moins de sens physique lorsqu’elles sont calculées
sur des systèmes stochastiques. De plus, l’estimation de la dimension de
corrélation est difficilement automatisable, et celle du spectre de Lyapunov
requiert un temps de calcul très important.
Les structures de génie civil soumises à des sollicitations ambiantes étant
des systèmes dynamiques stochastiques, il est préférable d’exploiter l’espace
des phases reconstruit par le biais d’outils de caractérisation géométrique
de la répartition des points, tels que l’erreur de prédiction non linéaire,
l’ALAVR ou le CAAD. De tels outils n’ont encore jamais été testés sur des
données réelles intégrant des variations environnementales.
Les chapitres suivants introduisent un nouvel outil de caractérisation
d’attracteur proposé dans le cadre de ces travaux de thèse et inspiré de l’al-
gorithme de calcul des exposants de Lyapunov. Pour réellement mesurer l’ef-
ficacité de cet indicateur original en terme de détection d’endommagement,
il faut être en mesure de générer des données intégrant les deux difficultés
propres aux ouvrages de génie civil : variations environnementales et exci-
tation instationnaire liée au trafic, au vent, etc. A cet effet, des dispositifs
expérimentaux reproduisant ces contraintes sont développés et l’indicateur
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Introduction
Ce chapitre décrit de façon détaillée les concepts et méthodes de calculspécifiques associés aux développements scientifiques présentés dans la
suite du document. La présentation est segmentée en trois parties selon le
processus général de la détection de nouveauté introduit dans le premier
chapitre :
– extraction des indicateurs,
– normalisation,
– modélisation statistique pour la fixation du seuil de rejet.
Une série temporelle sera exprimée soit sous la forme d’un ensemble de
valeurs scalaires {x1, . . . , xN}, soit sous la forme d’un ensemble de vecteurs




Un modèle auto-régressif (AR) représente un processus stochastique li-
néaire stationnaire. Il vise à prédire les valeurs futures d’une série temporelle
à partir de ses valeurs passées. Ce type de processus correspond au passage
d’un bruit blanc à travers un filtre linéaire. Dans un modèle AR d’ordre p,
AR(p), chaque valeur est une combinaison linéaire des p valeurs précédentes











avec aj les coefficients auto-régressifs, ei les termes d’erreur qui doivent être
indépendants, de moyenne nulle et normalement distribués, et xˆi la prédic-
tion de xi.
Deux méthodes sont couramment employées pour l’estimation des para-
mètres aj : la méthode de Yule Walker et la méthode des moindres carrés
(Box et Jenkins 1994). Les résultats sont proches pour une estimation sur
un grand nombre de données. Les développements proposés dans ce travail
de thèse (Partie III) s’appuient sur la méthode des moindres carrés. Celle-ci
nécessite l’inversion de la matrice formée par les estimateurs non-biaisés cij
de la fonction d’auto-corrélation de x au décalage i− j (Eq. 3.3 et 3.4).
c11 c12 · · · c1p



























Le point le plus délicat réside dans la détermination de l’ordre du modèle.
Il faut parvenir à déterminer une valeur de p capable de capter la dynamique
de la structure, sans pour autant modéliser le bruit.
La fonction d’auto-corrélation partielle (PACF1) mesure la dépendance
entre les valeurs d’un processus pour différents décalages temporels. Ainsi,
le terme Θk de cette fonction représente la corrélation entre les termes xt
et xt−k en retirant l’influence des variables xt−1, . . . , xt−k+1. D’un point de
vue pratique, le terme Θk correspond également au dernier coefficient du
modèle AR(k) ajusté sur la série temporelle. La PACF est donc estimée en
1Partial Auto-Correlation Function
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Fig. 3.1 Fonction d’auto-corrélation partielle d’une mesure d’accélération sous bruit
blanc.
ajustant des modèles auto-régressifs d’ordre croissant et en conservant le
dernier terme à chaque étape.
Il a été démontré que, pour un AR(p), Θk est nul pour k > p. Sur des
mesures réelles, ces valeurs ne sont pas nulles, mais présentent une distribu-
tion aléatoire. Cette propriété est exploitée pour choisir p. Dans l’exemple de
la figure 3.1, les coefficients semblent devenir aléatoires après 45-50. L’ordre
optimal est donc inférieur à 50.
Pour confirmer le choix de l’ordre du modèle AR, il est préférable de
coupler la méthode précédente à d’autres critères de sélection de p. Le
critère d’information d’Akaike (AIC) se base sur la théorie de l’informa-
tion (Eq.3.5). La minimisation de ce critère traduit un compromis entre
la complexité du modèle et sa précision, l’objectif étant d’éviter le sur-
apprentissage.







(xi − xˆi)2 (3.6)
Une fois l’ordre choisi et le modèle ajusté, il convient d’en vérifier la
pertinence par le biais de son erreur. Le caractère indépendant des termes
ei est contrôlé en calculant leur densité spectrale de puissance qui doit être
constante. Le tracé de leur distribution et du modèle gaussien de même
moyenne et écart-type permet de s’assurer de la normalité de la distribution.
Figueiredo et al. (2010) proposent une discussion sur la sélection de
l’ordre d’un modèle AR en comparant les différentes approches existantes.
Même en utilisant l’ordre le plus faible indiqué par ces approches, ils par-
viennent à détecter l’endommagement introduit dans une structure de labo-
ratoire.
Une fois le modèle ajusté, deux types d’exploitation peuvent être envi-
sagés pour la détection de l’endommagement dans une structure (§1.3.1) :
– formation du vecteur composé des coefficients auto-régressifs ai comme
indicateur caractérisant la mesure,
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Fig. 3.2 Représentation d’une mesure d’accélération dans un espace des phases
reconstruit.
– utilisation du modèle ajusté sur une mesure pour prédire une autre
mesure (AR croisé) ; dans ce cas, l’erreur de prédiction constitue l’in-
dicateur extrait pour l’étape de normalisation.
3.1.2 Reconstruction de l’espace des phases
La reconstruction de l’espace des phases vise à sonder l’attracteur sous-
jacent du système ayant généré la série temporelle observée. Elle consiste à
représenter cette série scalaire, {x1, . . . , xN}, dans un espace à plusieurs di-
mensions par la formation de vecteurs reconstruits, {X1, . . . ,XN′} (Fig.3.2).
Nichols et Nichols (2001) présentent la démarche de façon concrète. De plus
amples informations sont fournies dans l’article de Abarbanel et al. (1993).
La reconstruction des vecteurs d’états fait apparaitre deux paramètres :
la dimension de reconstruction m (parfois appelée dimension de plongement
ou d’immersion), et le décalage temporel τ (également qualifié de délai ou
retard) (Eq.2.2). D’un point de vue mathématique, pour un système sans
bruit, les attracteurs reconstruits en dimension m avec des délais τ1 et τ2
sont équivalents. En pratique, les mesures sont systématiquement bruitées,
voire issues d’un système stochastique. Dans ce cas, une valeur optimale de
τ doit être déterminée.
Délai
Si le délai est trop faible, les composantes des vecteurs reconstruits sont
trop corrélées. Les points sont alors regroupés le long d’une droite pas-
sant par l’origine et le point de coordonnées (1; . . . ; 1) de l’espace Rm. En
revanche, si τ est trop grand, alors les vecteurs d’état sont quasiment indé-
pendants et les points forment un nuage homogène dans l’espace des phases
reconstruit.
Il est donc nécessaire de trouver un compromis. La première approche
intuitive s’appuie sur la fonction d’auto-corrélation (FAC) (Eq.3.7) de la
mesure. Le choix du délai optimal τ est alors défini lorsque la FAC devient
inférieure à un seuil limite. Ce seuil est le plus souvent fixé à zéro et le délai
est donc associé à la première racine de la FAC. Si la série x est de moyenne
nulle, un estimateur non biaisé de la FAC est donné par :
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Cependant, un grand nombre des systèmes étudiés sont susceptibles de
présenter des corrélations non-linéaires qui ne sont pas prises en compte par
la FAC. Pour pallier ce problème, l’utilisation de la fonction d’information
mutuelle (FIM) est proposée par Fraser et Swinney (1986). Développée dans
le cadre de la théorie de l’information, elle indique (en bits) la quantité
d’information disponible sur xi+τ, en connaissant xi. En notant p(xi) et










L’estimation des probabilités marginales et jointes est réalisée à l’aide
d’histogrammes à une et deux dimensions (Fig.3.3).
La taille des boîtes qui divisent l’espace est constante. Une optimisation
est possible en considérant des tailles variables en fonction de la densité de
l’espace (Fraser et Swinney 1986). Cependant, l’objectif n’est pas d’avoir
une connaissance absolue de la FIM, mais plutôt relative par rapport à τ.
Dans ce cas, la taille des divisions n’a que peu d’influence sur la forme de
la FIM. Les séries temporelles étudiées dans la partie III comptent 8192
points. Pour l’estimation des probabilités conjointes nécessaires au calcul de
la FIM, les axes des histogrammes sont divisés en 20 segments (' N1/3).
Du point de vue de la reconstruction, le délai optimal est associé au
premier minimum de la FIM, bien qu’aucune démonstration rigoureuse ne
permette de valider cette pratique. Si aucun minimum n’apparait, le choix
se porte sur la valeur de τ obtenue lorsque le ratio IM(τ)/IM(1) passe en
dessous d’un seuil prédéfini.
Dimension de reconstruction
La dimension de reconstruction optimale est la dimension permettant de
révéler toute la complexité de l’attracteur. Une première approche consiste
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Fig. 3.4 Représentation dans un espace à 3 dimensions d’un ressort et ses projec-
tions en dimensions 2 et 1 (Brown et al. 1991).
à procéder à des reconstructions successives selon des dimensions croissantes
et à calculer systématiquement un invariant du système dynamique (expo-
sants de Lyapunov, dimension de corrélation). La stabilisation de la valeur
de l’invariant indique la dimension minimale adéquate pour révéler la dyna-
mique sous-jacente.
Cependant, la méthode des faux voisins (FV) (Brown et al. 1991) est
probablement la plus fréquemment utilisée. Elles consiste également en des
reconstructions successives selon des dimensions croissantes. Lorsque la di-
mension augmente de m à m + 1, si la topologie de l’attracteur n’est pas
encore totalement révélée en dimension m, des points initialement voisins
dans Rm se trouvent éloignés dans Rm+1. La figure 3.4 illustre cette idée.
Le passage de 1D à 2D révèle beaucoup de faux voisins, alors que seuls les
3 nœuds sont identifiés lors du passage de 2D et 3D. Enfin, si la dimension
augmente encore, le nombre de faux voisins sera nul dans la mesure où la
géométrie du ressort est parfaitement révélée en dimension 3.
De façon plus formelle, la distance euclidienne entre chaque point Xk et
son plus proche voisin dansRm est calculée. Elle est notée Rmk , k = 1, . . . ,N′.
Lors du passage à la dimension supérieure, le comportement de cette paire




2 − (Rmk )2
Rmk
. (3.9)
Les points de la paire sont alors classés comme faux voisins si Sk dépasse
un seuil déterminé empiriquement, compris entre 10 et 20. Il suffit ensuite
de tracer le taux de faux voisins en fonction de la dimension et de rechercher
la dimension optimale indiquée par une forte diminution de cette courbe.
Dans le cas de données bruitées, la courbe peut présenter une allure ex-
ponentielle décroissante, ne présentant pas de diminution franche indiquant
la dimension optimale. Le choix d’une dimension plus ou moins arbitraire
est alors guidé par :
– la forme de la courbe,
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– la nécessité d’une dimension suffisamment grande pour révéler au
maximum la dynamique sous-jacente,
– les contraintes liées aux moyens informatiques qui définissent une di-
mension maximale exploitable en terme de temps de calcul raisonnable
pour l’extraction des indicateurs dans l’espace des phases.
3.1.3 Exposants de Lyapunov
Les exposants de Lyapunov, λi, reflètent la façon dont une petite pertur-
bation δ0 du système est amplifiée dans l’espace des phases lorsque t→ +∞.











Pour interpréter l’ensemble des exposants de Lyapunov, il faut imaginer
une hypersphère de rayon r0 qui se déforme au cours du temps pour devenir
un hyperboloïde. A chaque axe principal du volume est associé un expo-
sant indiquant son taux de dilatation ou de contraction. En notant ri(t) la











L’estimation du spectre de Lyapunov nécessite le calcul de l’évolution
d’une petite perturbation appliquée au système. Or, l’évolution d’une per-
turbation infinitésimale est complètement décrite dans l’espace tangent à la
trajectoire, c’est à dire par la dynamique linéarisée (Abarbanel et al. 1993).
C’est à l’aide de cette linéarisation que Brown et al. (1991) extraient les
exposants de Lyapunov.
Pour un système dynamique déterministe représenté par l’opérateur
d’évolution F, le mouvement du point Xk ∈ Rm le long d’une trajectoire
obéit à la relation
Xk+1 = F(Xk). (3.12)
Le suivi d’une perturbation est approché par l’évolution de l’écart entre
deux trajectoires très proches. Soit Yk ∈ Rm, un point proche de Xk. L’écart
initial entre ces deux points est noté δX0 = Xk −Yk et son évolution après i
pas de temps est conditionnée par le comportement des deux trajectoires :
δXi = Xk+i − Yk+i. La linéarisation de F autour de Xk est réalisée par son
développement de Taylor au premier ordre :
δX1 = Xk+1 −Yk+1
= F (Xk)− F (Yk)
= J (Xk) [Xk −Yk] + o ‖Xk −Yk‖2
= J (Xk) δX0 + o ‖δX0‖2 (3.13)
où J est la matrice jacobienne de F. Lorsque X et Y sont suivis pendant L pas
de temps, l’expression de l’écart en fonction de l’écart initial fait intervenir
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Le théorème démontre que les valeurs ainsi obtenues des exposants ne dé-
pendent pas du point initial Xk. Elle sont invariantes sur l’attracteur.
Dans le contexte de l’analyse des séries temporelles, l’expression de F
n’est pas connue a priori. La difficulté porte alors sur l’estimation des ma-
trices jacobiennes successives, uniquement à partir des trajectoires recons-
truites dans l’espace des phases. Pour cela, F est estimée localement, sur
plusieurs voisinages de points, par l’ajustement d’une fonction, par exemple
polynomiale. La matrice jacobienne est ensuite calculée sur la base de cette
fonction locale.
Un point Xk est choisi de façon aléatoire dans l’espace des phases. Sa
distance avec les autres points de l’espace est estimée et le ie`me point le plus
proche est noté ViXk(0). Un voisinage VXk(0) de r points à proximité de Xk est
constitué. Pour ne considérer que les aspects géométriques de l’attracteur,
il faut éviter d’intégrer dans le voisinage les points corrélés temporellement




Xi, i ∈ [1;N′] | ‖Xk − Xi‖ ≤ ‖Xk −ViXk(0)‖
et |i− k| > f } (3.17)
=
{
ViXk(0), i = 1, . . . , r
}
(3.18)
Dans la mesure où l’objectif consiste à suivre de petites perturbations, la
fonction n’est pas ajustée sur l’évolution des points, mais sur l’évolution des
écarts entre les points. L’ensemble des écarts entre Xk et ses plus proches
voisins est noté :
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Fig. 3.5 Principe de l’estimation de la matrice jacobienne tous les T2 pas de temps,
au fil de l’évolution du voisinage centré autour de Xk.
δVXk(0) =
{
δViXk(0) = Xk − Xi | Xi ∈ VXk(0)
}
(3.19)
Le meilleur opérateur T, qui transforme les écarts du voisinage initial,






, i = 1, . . . , r (3.20)
Initialement, T est une transformation linéaire, mais Sano et Sawada
(1985) montrent qu’une transformation polynomiale permet une meilleure
estimation des exposants négatifs. Ses paramètres sont déterminés par une
méthode de moindres carrés. Le nombre de points composant le voisinage est
directement lié au nombre de paramètres inconnus à ajuster. Il est recom-
mandé de constituer des voisinages contenant deux fois plus de points que
de paramètres à ajuster, ce qui représente 40 points pour un polynôme de
degré 2 en dimension 5, et 110 points pour un polynôme de degré 3. La taille
du voisinage doit cependant rester modeste, de façon à conserver le caractère
local de la dynamique (< 50), limitant ainsi le degré de la transformation
polynomiale à ajuster.
L’estimation de la matrice jacobienne est donc obtenue soit en recher-
chant directement une transformation linéaire, soit en conservant les co-
efficients du premier degré d’une transformation polynomiale. L’opération
est répétée pour chaque itération, formant ainsi les matrices J(Xk+iT2), i =
1, . . . , L (Fig.3.5).
Conformément aux équations 3.15 et 3.16, le calcul des exposants de Lya-
punov nécessite l’estimation des valeurs propres du produit des jacobiennes.
Pour assurer la convergence de la limite de l’équation 3.16, le nombre d’ité-
rations L doit être supérieur à 2000.
La matrice produit est alors très mal conditionnée. Pour calculer ses va-
leurs propres, une décomposition QR est nécessaire (Eckmann et al. 1986).
J(Xk+iT2)Q(i) = Q(i+ 1)R(i+ 1) i = 0, . . . , L− 1 (3.21)
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Puisque Q(i) est une matrice orthogonale (Q(0) = Id), et R(i) une


















avec dt, la période d’échantillonnage de la mesure (en secondes).
Cet algorithme est répété pour plusieurs centaines de points pris aléa-
toirement sur l’attracteur. Les moyennes de chaque exposant constituent
l’estimation du spectre de Lyapunov. Bien qu’il soit automatisable, beau-
coup de paramètres doivent être préalablement définis par l’opérateur (T2,
n, r, L), et aucune méthode systématique ne permet de les prédéfinir rigou-
reusement. De plus, son coût en terme de temps de calcul est potentiellement
prohibitif (2000 itérations × plusieurs centaines de points × plusieurs di-
zaines de mesures).
Sur la base de ces constats, la section suivante présente un indicateur
original inspiré par le concept des exposants de Lyapunov et proposé dans
le cadre de ces travaux de recherche. Cet indicateur explore plutôt la dy-
namique locale de l’attracteur, permettant ainsi une réduction considérable
des temps de calcul comparativement au temps nécessaire à l’extraction du
spectre de Lyapunov.
3.1.4 Indicateur Jacobien
L’algorithme présenté ci-dessus présente plusieurs inconvénients en vue
d’une utilisation pour la détection d’endommagement en contexte de SHM.
Comme évoqué, son coût en terme de temps de calcul est très important.
Les résultats présentés dans la section 5.1 de ce mémoire attestent de cette
réalité. Dans une optique de suivi en continu d’ouvrages, la durée d’analyse
des données doit être réduite au maximum.
De plus, l’estimation des valeurs propres du produit des matrices jaco-
biennes constitue un problème délicat. Son mauvais conditionnement im-
plique une incertitude assez forte sur l’estimation des exposants de Lyapu-
nov.
Enfin, les exposants de Lyapunov sont supposés capter un changement
de la dynamique globale. En effet, le produit des jacobiennes calculées sur
des milliers d’itérations peut masquer d’éventuelles distorsions locales de la
trajectoire pouvant, par exemple, résulter de non-linéarités de type impacts.
Afin de révéler ces irrégularités locales et de réduire les temps de calcul,
il semble plus adapté de définir un indicateur directement basé sur le suivi
de la matrice jacobienne sur des durées courtes.
Ainsi, un nouvel indicateur est proposé et noté JFV, pour Jacobian Fea-
ture Vector. Cet indicateur vectoriel est formé de toutes les composantes de
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avec L ≤ 5. (3.24)
L’étude des paramètres influant sur la formation du JFV est proposée
dans la section 5.1. Compte tenu de la dimension de cet indicateur vectoriel,
m2, la dimension de reconstruction doit rester faible. Dans le cas contraire,
l’étape de normalisation nécessiterait une base de référence contenant beau-
coup d’individus, problème bien connu en apprentissage automatique sous
le nom de fléau de la dimension 2.
3.2 Normalisation par la distance de Mahalanobis
Chaque mesure xk =
{




est caractérisée par un indicateur vec-
toriel Vk de dimension p. L’étape de normalisation a pour objectif de com-
parer une mesure individuelle, représentée par V∗, dont la classe (structure
endommagée / structure saine) est inconnue, à une population de mesures
de référence de Nr individus, V r = {V1, . . . ,VNr}, dont la classe est structure
saine.
La distance de Mahalanobis est définie comme la distance entre un point
et le centre d’un nuage de points en tenant compte de la corrélation linéaire































L’inversion de ΣV r impose que celle-ci ne soit pas trop mal conditionnée.
Pour cela, il est nécessaire que le nombre d’individus dans la population
2Curse of dimensionality
3.3. Modélisation statistique 71
de référence soit au moins 2 fois supérieur au nombre de composantes de
l’indicateur vectoriel (Nr ≥ 2p).
Si la distribution de la population de référence est supposée gaussienne
multidimensionnelle, alors la distance de Mahalanobis de V∗ est inversement
proportionnelle à la densité de V r autour de V∗.
3.3 Modélisation statistique
Une fois les indicateurs normalisés, leur distribution est modélisée dans
le but de prendre une décision quant à leur appartenance ou non à la popu-
lation de référence (structure saine). Que le problème soit posé en terme de
test d’hypothèse ou de contrôle de processus, il requiert dans les deux cas la
détermination de limites permettant respectivement de rejeter l’hypothèse
nulle ou de déclarer le processus comme hors de contrôle.
Dans le chapitre 8, quelques-unes des approches possibles sont compa-
rées. La méthode de normalisation employée étant principalement basée sur
la notion de distance à la population de référence, seule une augmentation
de la distance peut révéler un endommagement. Dans ce cas, aucune borne
inférieure n’est fixée et les tests sont unilatéraux.
H0 : θ = θ0 ; H1 : θ > θ0 (3.28)
Il existe une différence entre les méthodes appliquées à un seul individu
à la fois, et celles travaillant sur un échantillon de plusieurs individus. Dans
tous les cas, les paramètres de la distribution de la population de référence
sont inconnus et doivent être estimés.
Dans la suite du document, les indicateurs sont notés I après normalisa-
tion . L’échantillon à tester est noté I∗ =
{




, et la population de


















Le pourcentage d’erreurs de type I, c’est à dire de fausses alarmes est
fixé à 1% (α = 0.01). Il est donc attendu que sur 100 individus appartenant
à la population de référence, un seul dépasse la limite de classification.
3.3.1 Test sur les valeurs individuelles : Ne = 1
Après chaque mesure, la valeur de l’indicateur obtenue est comparée au
seuil de classification préétabli. Cette démarche correspond plus au forma-
lisme du contrôle de processus, qu’à celui du test d’hypothèse. La section
1.3.3 montre que la fixation du seuil peut être conduite selon un modèle
gaussien ou une loi de Pareto Généralisée.
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Méthode 1 : Modèle Gaussien
La distribution de Ir est supposée gaussienne, de moyenne I et de va-
riance R2 estimées sur un grand échantillon (Nr > 70). La limite supérieure
de classification est :
UCL = I + Z1−αR avec Z0.99 = 2.3263 (3.31)
Méthode 2 : Extrapolation par la loi des valeurs extrêmes
Pour modéliser avec plus de précision la queue de la distribution, ou dans
le cas où celle-ci n’est pas gaussienne, l’utilisation des excès est conseillée
(§1.3.3).
En notant les excès Ur = {Ii − u | Ii > u} = {U1, . . . ,UNu}, les valeurs
Ui suivent une loi de Pareto généralisée (GPD) lorsque u se trouve dans la
queue de la distribution. La loi comporte 3 paramètres, σ, γ et u (Eq.1.42).
Pour estimer σ et γ, la méthode des moments donne des résultats satis-
faisants (Hosking et Wallis 1987). Cependant, pour diminuer la variance de
l’estimation de la GPD, surtout en présence d’un faible nombre de valeurs
(15 ≤ Nu ≤ 30), γ est considéré comme nul, de façon à se placer dans le cas
d’une distribution exponentielle. Dans ce cas, l’estimateur du maximum de








Au lieu de fixer un seuil u, le nombre de points k utilisés pour l’ajuste-
ment du modèle est choisi par l’utilisateur. Les valeurs de Ir étant ran-
gées dans l’ordre croissants {INr :1, . . . , INr :Nr}, u est la (Nr − k)e`me va-






En utilisant les équations 1.42 et 1.44, la limite supérieure de classifica-
tion s’écrit :






Méthode 3 : Test d’Hotelling T2
Le test d’Hotelling T2 est l’équivalent multivarié du test de Student uni-
varié pour la moyenne. En effet, si x est une variable aléatoire gaussienne







2 ∼ t (3.35)
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suit une loi de Student. L’équivalent multivarié de cette expression











(Ii − I)T(Ii − I). (3.37)
Sur chaque vecteur à tester, T2∗ est estimé (Eq.3.37) et comparé à la
limite de contrôle (Eq.3.39).
(
I∗i − I
)TW−1 (I∗i − I) = T2∗. (3.38)
UCL =
p(Nr − 1)
(Nr − p) F(1−α,p,Nr−p). (3.39)
Ce test ne pourra être appliqué qu’aux valeurs individuelles extraites
des données analysées dans le chapitre 8. En effet, dans le cas d’échantillons
(Ne > 1), il est nécessaire d’estimer W sur chacun d’eux. Compte tenu de la
disponibilité des données, Ne ne dépasse pas 5, alors que la dimension de I
est supérieure à 30. Il est donc impossible de faire une quelconque estimation
de la matrice de covariance.
Séquence de valeurs
Pour réduire le nombre de fausses alarmes, une variante consiste à consi-
dérer des mesures comme nouvelles seulement lorsque que s valeurs indivi-
duelles (I∗) dépassent consécutivement le seuil de classification. La probabi-
lité de fausse alarme restant inchangée, la valeur du seuil doit être abaissée
pour tenir compte de cette méthode de décision. Ainsi, en supposant que les
I∗ sont indépendants, les seuils sont toujours déterminés par les équations
3.31 et 3.34, en remplaçant α par α1/s.
3.3.2 Test sur un échantillon : Ne > 1
Le travail sur un échantillon permet de réduire la variance des résultats,
mais nécessite davantage de données. De la même façon que précédemment,
un seuil est déterminé selon une distribution gaussienne, et un autre selon
une distribution de valeurs extrêmes.
Méthodes 4, 5 et 6 : Modèle Gaussien
Si l’estimation de la moyenne ne pose pas de difficultés, la variance peut
être obtenue de trois façons différentes.
→ Méthode 4 : A partir de la population mère
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La distribution de Ir est supposée gaussienne, de moyenne I et de va-
riance R2 estimée sur tous les points de la base de référence. La limite supé-
rieure de classification pour un échantillon de taille Ne est par conséquent :
UCL = I + Z(1−α)
R√
Ne
avec Z0.99 = 2.3263 (3.40)
→ Méthode 5 : Carte de contrôle X
Sur chaque échantillon, la moyenne et la variance sont calculées. Elles
sont respectivement notées Iei et R
e
i ( i = 1, . . . ,N
e
r ) lorsque l’échantillon fait
partie de la population de référence, et Ie∗ et Re∗ s’il s’agit de l’échantillon
à tester.
La limite de contrôle est calculée à partir de la moyenne des moyennes
et de la moyenne des variances :
UCL = Ie + Z(1−α)
Re√
Ne










→ Méthode 6 : A partir des moyennes des échantillons
La population formée par les moyennes Iei de chaque échantillon doit
suivre également une loi gaussienne. La limite correspondant à l’équation
3.31 reste valable.











En présence d’une population mère réellement gaussienne, l’estimation
de la limite de contrôle par la méthode 4 présente la plus faible variance.
A partir d’une taille d’échantillon de 5 individus (Ne = 5), les méthodes 5
et 6 sont équivalentes. En dessous, la variance associée à la méthode 6 est
jusqu’à deux fois supérieure à celle relative à la méthode 5 (Ne = 2).
Méthode 7 : Modèle de valeurs extrêmes
Sur chaque échantillon est prélevée la valeur maximale. Quand Ne aug-
mente, la distribution des maxima tend vers une distribution des valeurs
extrêmes dont la forme généralisée est donnée dans l’équation 1.38.
Concernant les applications proposées dans le chapitre 8, la méthode du
maximum de vraisemblance est retenue pour l’ajustement des paramètres
de l’EVD. Certes, elle présente un biais non nul, mais compte tenu du faible
nombre de valeurs disponibles, sa variance réduite est privilégiée. Les calculs
sont réalisés à l’aide de la fonction gevfit de MatlabR©.
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L’expression du seuil de classification sur les maxima de chaque échan-
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Introduction
La validation de la démarche de détection de nouveauté au moyen desindicateurs proposés dans le chapitre précédent nécessite de disposer de
données relatives à un système dynamique avant et après introduction d’en-
dommagement. Rares sont les cas d’études réels remplissant ces conditions.
A titre d’exemple, le pont I-40 (Farrar et al. 1994) a été endommagé par
la création d’une entaille dans une poutre métallique. Le suivi sur 24 heures
de ses caractéristiques modales a été réalisé, cependant, seuls les spectres de
puissance ont été conservés.
L’étude du pont Z-24 en Suisse représente un travail unique par l’am-
pleur des mesures collectées (Peeters et De Roeck 2000). Pendant une année,
la réponse de ce pont sous sollicitations ambiantes a été enregistrée toutes les
heures. Puis, différents scénarios d’endommagement ont été imposés (tasse-
ment d’appui, rupture de câble de précontrainte...). Dans ce cas, la détection
de nouveauté est cependant difficilement applicable dans la mesure où l’ins-
trumentation a été complètement modifiée entre la phase de suivi initiale
(6 accéléromètres) et la phase d’endommagement progressif (plusieurs cen-
taines d’accéléromètres). Le fait de changer les capteurs, et également leurs
positions, engendre de la nouveauté dans les mesures. Les données acquises
pendant l’année de suivi ne peuvent donc pas être utilisées comme référence.
A défaut de mesures collectées sur des structures réelles dans leur envi-
ronnement, ce chapitre présente les caractéristiques de quatre cas d’études
de laboratoire sur lesquels sont testés les indicateurs et les méthodes de dé-
tection de nouveauté définis dans le chapitre précédent. Ces cas d’études se
divisent comme suit :
– analyse de données vibratoires simulées numériquement par le biais
d’un système masse/ressort amorti,
– analyse de données vibratoires expérimentales provenant d’une ma-
quette métallique (essais réalisés par le Los Alamos National Labora-
tory (LANL 2000)),
– analyse de données vibratoires expérimentales provenant d’une poutre
en béton fibré endommagée progressivement et soumise à des sollici-
tations thermiques,
– analyse de données vibratoires expérimentales provenant d’une ma-
quette en bois avec sollicitations thermiques et hydriques et scénarios
d’endommagement multiples.
Les développements applicatifs sont ensuite présentés dans la partie III.
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Fig. 4.1 Système masse/ressort/amortisseur utilisé pour la génération de données
vibratoires simulées.
4.1 Système masse/ressort amorti
Cette première expérimentation numérique vise à étudier la sensibilité
des indicateurs chaotiques : exposants de Lyapunov et JFV. Ces données
simulées sont bien contrôlées, non bruitées et sans variations environnemen-
tales.
La réponse d’un système masse/ressort amorti à quatre degrés de li-
berté est calculée numériquement (Fig.4.1). Le comportement dynamique
du système est régi par l’équation :
Mx¨+ Cx˙+ Kx = F(t) (4.1)
dans laquelle, M, C, et K représentent respectivement les matrices de masse,
d’amortissement et de raideur. Les paramètres du système sont choisis de
façon à reproduire les ordres de grandeurs relatifs aux caractéristiques d’un
bâtiment réel : k = 2, 4.108 N.m−1, c = 1, 02.106 N.m−1.s et m = 70000 kg.
Les fréquences propres sont de 3,23 Hz, 9,31 Hz, 14,3 Hz et 17,5 Hz.
L’excitation F(t) est un bruit blanc appliqué à la l’extrémité libre du
système. Le calcul de la réponse est réalisé à l’aide d’un schéma d’intégration
de Runge-Kutta d’ordre 4 avec un pas de temps constant de 0, 017s.
L’endommagement est simulé par l’introduction d’une raideur bilinéaire
au niveau du ressort k1. La raideur en traction est diminuée par le biais d’un
facteur α ajustable. La raideur en compression est invariante. La différence
des raideurs en traction et en compression induit un comportement non




k i f x1 ≥ 0
(1− α)k i f x1 < 0 (4.2)
L’accélération associée à la variable x1(t) est utilisée dans la démarche
de détection de nouveauté. Chaque mesure est ré-échantillonnée à 30 Hz et
compte 8192 points. Au total, 120 simulations (mesures) sont réalisées dans
le cas d’un comportement sain du système (α = 0) et constituent la base
de référence. Ensuite, 9 niveaux d’endommagement progressifs sont simulés
par le biais du paramètre α et 10 simulations sont réalisées à chaque niveau
(Tab.4.1).
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Tab. 4.1Composition de la base de
données.
Fig. 4.2 Maquette métallique réalisée
et testée au LANL ; Endommagement
introduit sur l’assemblage 1C.
4.2 Maquette métallique
Cette structure de laboratoire, réalisée et testée au sein du Los Alamos
National Laboratory (LANL), permet de vérifier la sensibilité des indica-
teurs chaotiques sur des mesures réelles. La description précise du dispositif
expérimental et les données collectées sont disponibles sur le site Internet
du LANL (LANL 2000). Bien que l’intensité de l’excitation soit variable, les
conditions environnementales demeurent constantes.
La maquette est composée de quatre profilés métalliques (longueur :
1, 5 m) et de trois étages constitués par des plateaux métalliques rectan-
gulaires (Fig.4.2 et 4.3). Les liaisons montants/plateaux sont assurées par
des assemblages boulonnés. Le socle, sur lequel sont fixés les quatre mon-
tants, est isolé du sol par des isolateurs à air autorisant les déplacements
horizontaux.
Un pot vibrant exerce une excitation sous la forme d’un bruit blanc de
Fig. 4.3 Schéma et dimensions de la maquette métallique.
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Cas Description Couple de serrage
[N.m]
Nombre de mesures
0 Assemblage sain 6, 77 150
1 Couple réduit 1, 128 15
2 Couple réduit 0, 564 15
3 Serré à la main — 10
4 Boulon enlevé — 10
5 Équerre enlevée — 10
Tab. 4.2 Description des niveaux d’endommagement et nombre de mesures asso-
ciées.
bande de fréquence comprise entre 800 et 3200 Hz, et d’intensités variables
(2, 5 ou 8 Vrms). Ces plages de variations sont introduites volontairement
par les concepteurs du dispositif expérimental afin de simuler une excitation
dont les caractéristiques sont variables. La sollicitation est appliquée sur le
socle au niveau de l’angle D de façon à solliciter les modes de flexion et de
torsion.
Les vibrations sont mesurées dans l’axe de l’excitation par 24 accéléro-
mètres de sensibilité 1V.g−1, placés de part et d’autre de chaque assemblage.
Une mesure compte 8192 points, échantillonnés à 1600Hz.
L’endommagement est introduit en réduisant progressivement le couple
de serrage des vis des assemblages. Parmi les scénarios réalisés, seul celui
concernant l’assemblage 1C est étudié ici et les mesures de l’accéléromètre
correspondant, placé sur le plateau, sont analysées. Le tableau 4.2 présente
les différents niveaux de serrage et le nombre de mesures pour chacun d’eux.
4.3 Poutre en béton fibré
Ce dispositif expérimental s’appuie sur une poutre en béton fibré soumise
à des sollicitations thermiques variables. Il vise à mesurer le comportement
dynamique de la poutre en présence :
– d’un endommagement progressif,
– de variations environnementales affectant de façon significative les me-
sures vibratoires.
Géométrie
La poutre présente une longueur de 2 mètres pour une section de 12×
8, 8 cm2. L’élancement élevé permet l’utilisation d’un pot vibrant de faible
capacité (18 N maximum) pour la sollicitation dynamique.
Afin d’amplifier les effets des variations environnementales sur la dy-
namique vibratoire, une plaque métallique fixe est accolée à chaque extré-
mité de la poutre de façon à approcher des conditions d’encastrement et
ainsi générer une légère précontrainte lors des phases de montée en tempé-
rature(Fig.4.5(c)). Le schéma et les dimensions du dispositif expérimental
sont reportés dans la figure 4.4.
82 Chapitre 4. Cas d’études expérimentaux
Instrumentation
Un pot vibrant (TIRAR© TV50018, force 18 N, course 5 mm) placé
à mi-portée applique un effort vertical au niveau de la fibre inférieure de
la poutre. Quatre accéléromètres à électronique intégrée (Bruel & KjaerR©
4507B), de sensibilité 10 mV.g−1, sont positionnés sur la face supérieure de
la poutre pour mesurer les accélérations verticales. Ils sont numérotés de 1
à 4 de gauche à droite.
Le système d’acquisition PULSE 3560C 5 voies de Bruel & KjaerR© est
utilisé. Il s’accompagne du programme de pilotage LabShop interfacé avec
MatlabR© et contrôlé lors des essais par l’intermédiaire de scripts dévelop-
pés spécifiquement dans le cadre de la thèse. L’intérêt est ici d’automatiser
entièrement les séquences de mesures, du pilotage du pot vibrant jusqu’à
l’enregistrement des données.
Deux thermocouples sont noyés au niveau des premier et second tiers de
la longueur et enregistrent les variations de température dans le volume.
Excitation
L’excitation est un bruit blanc de bande de fréquence de 0− 800 Hz et
d’intensité 0,7 Vrms généré par LabShop.
Sollicitation thermique
Afin d’appliquer une sollicitation thermique significative, six lampes de
175 W à rayonnement infra-rouge éclairent une face de la poutre (Eq.4.4).
Le chargement thermique résultant est inhomogène, reflétant ainsi la réalité
des structures soumises au rayonnement solaire.
Dans une approche de détection de nouveauté, il est essentiel que la base
de référence englobe l’ensemble des conditions normales relatives à la vie
de l’ouvrage. Dans un cas de structures réelles, la base de référence doit
donc être constituée par un suivi continu sur une année au minimum. Afin
de simuler cette période, un cycle de chauffage/refroidissement (20˚ C-60˚ C-
20˚ C) est appliqué à la poutre dans son état non endommagé pour générer
la base de données de référence. Durant la phase d’endommagement, la
sollicitation thermique est exercée de façon aléatoire. La plage de tempé-
Fig. 4.4 Montage expérimental
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(a) Vue générale (b) Pot vibrant
(c) Appui (d) Application du chargement sta-
tique pour l’endommagement
Fig. 4.5 Photographies du montage expérimental
ratures inférieures à 20˚ C n’a pu être explorée pour des raisons pratiques
liées à l’encombrement du dispositif. Les températures relevées par le biais
des thermocouples noyés sont consignées pendant toute la durée de l’essai et
présentées dans la figure 4.6. Les deux courbes correspondent aux mesures
des deux thermocouples. Le premier cycle chauffage/refroidissement associé
à la construction de la base de référence est clairement identifiable, suivi des
sollicitations aléatoires exercées durant la phase d’endommagement.
Endommagement
Pour engendrer un endommagement progressif, des cycles de chargement
statique en flexion quatre points sont imposés à la poutre (Fig.4.5(d)). Plus
de 160 cycles de charge croissante (0.8 à 2.4 kN) sont réalisés jusqu’à rup-
ture. Le tableau de l’annexe A.1 résume le protocole d’endommagement :
séquence des cycles et charges statiques associées, séquences de mesures cor-
respondantes.
Séquences et paramètres de mesures
Durant l’acquisition de la base de référence, une séquence de mesure vi-
bratoire est effectuée toutes les 10 minutes en phase de chauffage, et toutes
25 minutes en phase de refroidissement. Lors de l’endommagement progres-
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Fig. 4.6 Variations de la température en fonction de la séquence de mesure
sif, les séquences sont séparées par plusieurs cycles de chargement (entre 1
et 10).
Chaque séquence comporte 5 mesures de 4 secondes échantillonnées à
8192Hz. Pour l’analyse, elles sont rééchantillonnées à 2048Hz de façon à
travailler sur des séries temporelles de 8192 points.
La base de référence est composée d’un total de 41 séquences (210 me-
sures) et 41 séquences supplémentaires sont réalisées durant la phase d’en-
dommagement.
4.4 Maquette en bois
Le développement de ce dispositif expérimental s’inscrit dans l’objectif
de réaliser des scénarios d’endommagement multiples et réversibles. Le dis-
positif s’appuie sur une maquette de structure en bois à 3 étages dont la
géométrie est proche de celle de la maquette du LANL décrite plus-haut. Le
choix du bois comme matériau constitutif est justifié par sa forte sensibilité
à l’humidité relative de l’air ambiant. Cette particularité permet ainsi d’élar-
gir le spectre des influences environnementales en exerçant des sollicitations
à la fois thermiques et hydriques.
Un autre défi du suivi des ouvrages de génie civil réside dans la nature
fortement instationnaire de l’excitation. Dans ce contexte, plusieurs types
de sollicitations sont mis en œuvre.
La figure 4.7 présente une photographie et un schéma du dispositif.
Géométrie
Comme le montre le dessin de la figure 4.8, la maquette comporte trois
niveaux carrés de 30× 30cm2 supportés par quatre montants de 90cm. La
rigidité dans une direction est obtenue par le biais d’équerres métalliques
qui assurent les assemblages montants/plateaux (4 boulons par équerre)
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(a) Photo du dispositif (b) Schéma 3D
Fig. 4.7 Photographie et schéma 3D du dispositif Maquette en bois
(Fig.4.10). Dans la direction orthogonale, des câbles métalliques tendus
constituent le contreventement (Fig.4.7(b)). La tension des câbles peut être
modulée par un écrou de serrage (Fig.4.9).
Chaque pied de montant en bois est assemblé à une plaque métallique
par 2 boulons, elle-même fixée par 4 autres boulons sur une dalle en béton,
qui supporte également la potence du pot vibrant. Afin d’atténuer la trans-
mission de vibrations externes, la dalle en béton est posée sur des plots en
mousse.
Instrumentation
Ces expérimentations reprennent le matériel de mesure décrit dans
la partie 4.3 (pot vibrant, 5 accéléromètres, système d’acquisition et de
contrôle) et utilisé lors de l’essai sur la poutre.
Cinq accéléromètres de 10 mV.g−1 mesurent les accélérations dans la
direction x (Fig.4.11), correspondant à la direction de contreventement par
les câbles. Il sont placés sur les montants, au niveau des assemblages 1,2,3,4
Fig. 4.8 Dimensions principales [cm]
Fig. 4.9 Équerre d’attache des câbles,
l’écrou de droite contrôle la tension.
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Fig. 4.10 Numérotation des écrous
d’un assemblage.
Fig. 4.11 Numérotation des assem-
blages et position du repère.
et 5. Dans la suite du document, le numéro de l’accéléromètre fait référence
au nœud sur lequel il est placé.
La température et l’humidité relative de l’air sont enregistrées toutes les
minutes grâce à un boitier KIMOR© KH200.
Excitation
L’excitation est appliquée dans la direction x au niveau du nœud 3′
(Fig.4.11). La liaison entre le pot vibrant et la structure est réalisée sur le
montant en bois.
Le pot vibrant de capacité maximale de 18N est contrôlé par le système
PULSE de Bruel & Kjaer R© introduit dans la section 4.3. Pour chaque sé-
quence de mesure, trois excitations différentes sont exercées consécutivement
(Fig.4.12) :
Exc1 : bruit blanc de bande de fréquence 800Hz,
Exc2 : bruit blanc (BF 800Hz) d’intensité faible + impulsions ; chaque
signal comporte en moyenne 5 impulsions par seconde réparties aléa-
toirement sur toute sa durée (10s) ; l’amplitude des impulsions est
également aléatoire.
Exc3 : impulsions uniquement (avec les mêmes caractéristiques que
Exc2).
Ces 3 sources d’excitation sont générées par des scripts MatlabR© dédiés
et transmises automatiquement au système de contrôle du pot vibrant.
Ces différents types d’excitations visent à s’approcher des sollicitations
rencontrées sur des ouvrages en service. En effet, la circulation et les rafales
de vent produisent une excitation dynamique constituée des successions irré-
gulières d’efforts brefs et de forte intensité. Des exemples de signaux collectés
sous sollicitations ambiantes sur le pont Z − 24 visibles sur la figure 4.13
illustrent ce caractère fortement instationnaire.
Enfin, toujours dans un souci de s’approcher de la réalité phénoméno-
logique des ouvrages in situ, un nouveau signal d’excitation est généré à
chaque mesure.
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Fig. 4.12 Formes des trois types de signaux à l’entrée du système de contrôle du pot
vibrant (à gauche) et réponses associées obtenues via l’accéléromètre 1 (à droite).
Conditions environnementales
Les variations environnementales sont générées par des changements de
température et d’humidité.
Six lampes à rayonnement infra-rouges sont disposées verticalement afin
de chauffer la structure de façon hétérogène. De plus, un climatiseur mobile
permet de faire chuter rapidement la température en alternant les fonctions
ventilation et climatisation. Le taux de saturation en eau du bois est modifié
en pulvérisant directement de l’eau sur la maquette. Afin d’éviter l’éventuelle
compensation des effets de l’humidité par ceux de la température, il convient
de réaliser la pulvérisation à la fin d’une période de chauffage. L’ensemble
du dispositif est placé à l’intérieur d’une enceinte climatique, dont les parois
sont formées de deux couches de film plastique séparées par une lame d’air.
A l’instar de l’essai sur la poutre en béton, une année de suivi d’ouvrage
est simulée par un cycle de variations extrêmes des conditions environne-
mentales, comprenant :
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Fig. 4.13 Exemples de deux signaux mesurés pendant la campagne de mesures vi-
bratoires sous sollicitations ambiantes du pont Z− 24.
– Refroidissement (' 43˚ C −→ 17˚ C)
◦ 15 min ventilateur
◦ 15 min climatisation
◦ 15 min ventilateur
◦ 15 min climatisation
– Chauffage : 1h lampes infra-rouges (' 17˚ C −→ 43˚ C)
– Humidification : pulvérisation
Avant chaque essai, la maquette subit un pré-conditionnement consistant
à chauffer pendant 1h45 pour sécher le bois, puis à humidifier afin d’obtenir
des conditions initiales proches d’un essai à l’autre. Un exemple de relevé
de température et d’humidité relative pendant un essai, accompagné de
l’annotation des différentes phases, est représenté dans la figure 4.14.
Endommagement
Tous les écrous de la structure sont initialement serrés à la main. L’en-
dommagement est introduit ici de deux façons :
– en desserrant un par un la totalité des écrous d’un assemblage, en
commençant par E1 jusqu’à E4 (Fig.4.10). Si l’assemblage du nœud i
est supprimé, on notera Ai.
– en réduisant progressivement la tension d’un câble de contrevente-
ment par l’intermédiaire de l’écrou de serrage. Si la diagonale entre
les nœuds 2 et 4 est affectée, on notera D24.
Un essai se termine toujours par un retour de la structure à son état ini-
tial. Ce retour est réalisé en suivant l’ordre inverse de celui appliqué pendant
la phase d’endommagement (ex : E4 → E1). Cette précaution permet, dans
n˚ essai Ns Ne Loc. Endom. VE
22 182 73 A2 non
24 180 128 D24 non
25 180 85 A1 non
34 400 122 D24 oui
35 425 85 A3 oui
36 425 80 A1 oui
Tab. 4.3 Caractéristiques de chaque essai ; Ns = nombre de mesures saines ; Ne =
nombre de séries endommagées ; VE = Variations environnementales.
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Fig. 4.14 Exemple de variations de température et d’humidité enregistrées lors d’un
essai, le trait vertical à 400 min indique le début de la phase d’endommagement ;
Température ; −−− Humidité relative ; ∗ humidification ; ventilation ;
climatisation ; chauffage.
un contexte de fortes variations environnementales, de mieux discriminer un
changement causé par une modification structurale et un changement dû à
une fluctuation extérieure.
Protocole et paramètres de mesure
Pour chacune des 3 excitations, une mesure est réalisée toutes les mi-
nutes pendant toute la durée de l’essai. Initialement échantillonnée à 8192Hz,
chaque mesure est rééchantillonnée à 2048Hz et compte 8192 points.
En moyenne, dix enregistrements sont collectés par incrément d’endom-
magement. La base de référence couvre au minimum 3 cycles de variations
environnementales, soit environ 240 mesures. L’endommagement est intro-
duit au cours du cycle suivant (en général le 4e`me).
Afin de tester seulement la sensibilité à l’endommagement, certains essais
sont réalisés sans variations environnementales. Le tableau 4.3 résume les
informations relatives aux différents essais exploités dans les développements
présentés ci-après.
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Bilan
Ce chapitre introduit les différents cas d’études expérimentaux sur les-
quels s’appuient les développements scientifiques proposés dans les chapitres
5 à 8. Chacun permet de tester, avec un degré croissant de difficulté, le po-
tentiel des indicateurs et des approches de détection de nouveauté décrits
au chapitre précédent.
Un modèle masse/ressort amorti, une maquette métallique et une ma-
quette de structure en bois sont exploités pour évaluer la sensibilité à l’en-
dommagement des indicateurs proposés en l’absence de variations environ-
nementales.
L’efficacité de ces indicateurs, en présence de facteurs extérieurs affectant
la dynamique vibratoire de la structure, est évaluée à l’aide d’une poutre en
béton fibré sous sollicitations thermiques et de la maquette en bois précé-
dente sous sollicitations thermiques et hydriques.
Enfin, la maquette de structure en bois permet également d’appréhen-
der l’influence d’une sollicitation dynamique instationnaire, conjuguée aux
variations environnementales, sur la capacité des approches proposées à dé-
tecter la nouveauté induite par l’endommagement.
Troisième partie





Avant de tester l’approche de détection de nouveauté dans les conditionsles plus défavorables, la réalisation d’un test dans un cas simple est
nécessaire. Par cas simple, il faut comprendre l’analyse de mesures obte-
nues sous une excitation stationnaire et avec l’endommagement comme seul
facteur influant sur la dynamique vibratoire de la structure.
L’objectif du chapitre 5 est, de vérifier sur le système masse/ressort
amorti et sur la maquette métallique, la pertinence du nouvel indicateur basé
sur l’estimation de la matrice jacobienne dans l’espace des phases (jfv), au
regard du spectre des exposants de Lyapunov. Le jfv est ensuite comparé
aux coefficients de modèles auto-régressifs par le biais d’expériences réalisées
sur la maquette en bois.
Dans le chapitre 6, les variations environnementales sont introduites dans
le cadre des expérimentations réalisées sur la poutre en béton fibré et sur la
maquette en bois. Le jfv et les paramètres de modèles AR ajustés sur les
mesures sont utilisés pour caractériser le comportement des deux structures.
Les questions abordées sont multiples : sensibilités comparées des indica-
teurs choisis vis à vis des modifications structurales, possibilité de localiser
et/ou quantifier l’endommagement, problème de la division de la base de
référence en une première partie dédiée à l’apprentissage, une deuxième à la
classification, et une troisième au test de performance.
L’influence du caractère instationnaire de l’excitation est abordée dans
le chapitre 7 dans le cadre de l’étude de la structure en bois, avec et sans
variations environnementales.
Dans ces chapitres, le problème de la détermination du seuil de classifi-
cation n’est pas évoqué. La variabilité des indicateurs normalisés est d’abord
observée, ne nécessitant pas de modélisation statistique. Une limite générale
est choisie, de façon indicative, à 3 écarts-types au dessus de la moyenne des
indicateurs de la base de classification.
Enfin, le chapitre 8 est intégralement dédié au problème du choix de
la limite de décision. Les différentes approches présentées dans la partie
3.3 (individuelles, par échantillons, valeurs extrêmes...) sont comparées sur
quelques essais qui se caractérisent par une frontière floue entre mesures de
la classe structure endommagée et mesures de la classe structure saine.
L’organigramme présenté sur la page suivante illustre la structuration
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Introduction
Le jfv, indicateur original proposé dans la section 3.1.4, est basé surl’algorithme de calcul des exposants de Lyapunov. L’introduction du
jfv comme solution alternative aux exposants de Lyapunov vise un double
objectif de réduction des temps de calcul et d’accroissement de la sensibilité à
un changement du comportement dynamique étudié. La première étape de ce
travail de thèse consiste donc naturellement à comparer leurs performances
sur des cas d’étude simples : le système masse/ressort amorti (MR) et la
maquette métallique (MM) testée au LANL. Le travail réalisé ici cherche
également à évaluer l’effet des différents paramètres des algorithmes de calcul
des deux indicateurs.
Dans un second temps, le jfv est comparé aux coefficients de modèles
auto-régressifs (AR) très populaires en matière de caractérisation des séries
temporelles. Le support de cette comparaison est constitué par des expéri-
mentations conduites sur la maquette en bois (MB) selon différents scénarios
d’endommagement.
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5.1 Analyse comparée des performances des expo-
sants de Lyapunov et du JFV
5.1.1 Étude paramétrique des algorithmes de calcul des EL et du
JFV
L’estimation des exposants de Lyapunov et du jfv nécessite l’optimisa-
tion de plusieurs paramètres.
Le nombre d’itérations L, pendant lesquelles la trajectoire est suivie, doit
assurer la convergence des EL. Cependant, en raison de la longueur limitée
de la mesure, il est difficile d’aller au-delà de L = 2000. La partie transitoire
de la trajectoire reconstruite dans l’espace des phases représente environ 500
itérations qui sont écartées du calcul de la matrice produit. Dans le cas du
jfv, la valeur de L est limitée volontairement à 5 et l’étude paramétrique
ci-après présente l’effet de ce paramètre sur une plage variant de 1 à 5.
Il en est de même pour T2, paramètre définissant le nombre de pas de
temps sur lequel agit la transformation (Xk+T2 = T(Xk)). L’estimation du
jfv est réalisée pour T2 = 1, . . . , 5. Pour les EL, le paramètre T2 est limité
à 1 et 2, la longueur des mesures (8192 points) empêchant d’explorer des
valeurs supérieures. En effet, la quantité k+ T2L doit demeurer inférieure à
8192 pour être en mesure de suivre chaque point suffisamment longtemps
le long de sa trajectoire. Avec T2 = 3, il ne reste que 2192 points utilisables
pour l’estimation, ce qui est insuffisant.
Pour une évaluation correcte des coefficients de la transformation T par
la méthode des moindres carrés, il est nécessaire que le nombre de points
sur lesquels elle est ajustée soit au moins supérieur au nombre d’inconnues.
La taille d’un voisinage est ainsi choisie de façon à contenir deux fois plus
de points que de coefficients à ajuster.
La transformation étant choisie polynomiale, les calculs sont menés avec
des polynômes de degrés variant de 1 à 3. Un degré supérieur implique des
voisinages trop grands. Le tableau 5.1 synthétise les valeurs explorées dans
le cadre de l’étude paramétrique.
5.1.2 Paramètres de reconstruction de l’espace des phases
La reconstruction de l’espace des phases exige la détermination de la
dimension de reconstruction m, et du décalage temporel τ.
Indicateur T2 L Degré






Tab. 5.1 Valeurs des paramètres étudiés pour l’estimation des exposants de Lya-
ponuv et du jfv.
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Fig. 5.1 Fonctions d’auto-corrélation et d’information mutuelle de signaux choisis
au hasard pour le système masse ressort (MR) et la maquette métallique (MM).
Les figures 5.1(a) et 5.1(b) présentent les fonctions d’auto-corrélation et
d’information mutuelle construites sur la base de signaux pris au hasard dans
les bases de référence relatives au système masse/ressort et à la maquette
métallique. Les allures de ces fonctions sont similaires pour les autres séries
temporelles des bases de référence. Comme attendu, le premier minimum
de la fonction d’information mutuelle et la première racine de la fonction
d’auto-corrélation s’accordent sur la même valeur de retard optimal τ dans
les deux cas étudiés. Ce retard est égal à 2 pour le système MR, et à 6 pour
la MM. Cependant, selon les facteurs de l’étude paramétrique présentés
plus haut, T2 varie entre 1 et 5. Choisir des valeurs identiques pour τ et
T2 équivaut à rechercher un opérateur qui transforme un voisinage en un
autre voisinage qui ne diffère que d’une seule composante. Pour éviter ce
problème, τ est pris égal à 6 pour les deux essais.
Le choix de la dimension de reconstruction est également sujet à dis-
cussion. Le calcul du pourcentage de faux voisins en fonction de la dimen-
sion (Fig.5.2) ne présente pas de diminution clairement identifiée. La raison
émane principalement du caractère non déterministe des mesures dû à l’ex-
citation stochastique (bruit blanc). En se plaçant néanmoins sur la zone de
plus grande pente, et compte tenu du coût des calculs lié à une dimension
importante, la valeur de 7 est choisie pour les deux structures.




















Fig. 5.2 Pourcentage de faux voisins en fonction de la dimension de reconstruction
pour MR et MM.
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T2 Degré
% Points mal classés
MR MM
1 1 15 41
1 2 23 53
1 3 24 62
2 1 25 61
2 2 31 60
Tab. 5.2 Pourcentage de points mal classés par les exposants de Lyapunov pour
chaque jeu de paramètres testé (système masse/ressort et maquette métallique).
5.1.3 Exploitation des données expérimentales
La distance de Mahalanobis (MD) est utilisée ici afin de comparer les
indicateurs vectoriels (§3.2). Pour cela, la base de données collectée sur la
structure non endommagée est divisée aléatoirement en trois parties :
– 50% des données composent la base d’apprentissage dédiée au calcul
de la distance de Mahalanobis,
– 25% des données composent la base de classification, utilisée pour
ajuster le modèle statistique ; il est considéré comme gaussien dans
cette partie et la limite de décision est fixée à 3 écarts-types au-dessus
de la moyenne.
– 25% des données forment la base de test, qui permet d’estimer le taux
de fausses alarmes.
Cette répartition des données est discutée dans le chapitre 6, et la per-
tinence du seuil dans le chapitre 8. Néanmoins, dans une optique de com-
paraison objective et rapide, les performances des 2 indicateurs sont appré-
hendées par le biais du pourcentage de points mal classés (fausse alarme et
non détection).
5.1.4 Résultats
Les tableaux 5.2 et 5.3 détaillent, pour les 2 indicateurs, les pourcentages
de points mal classés selon le jeu de paramètres testé. Il est à noter que
ces points sont essentiellement composés de non détections car les fausses
alarmes sont rares, comme le montrent les figures 5.4, présentées ci-après.





















(a) T2 = 1 ; ordre = 1




















(b) T2 = 1 ; ordre = 3
Fig. 5.3 Exposants de Lyapunov en fonction des mesures réalisées sur le système
MR.
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(a) T2 = 1 ; ordre = 1













(b) T2 = 1 ; ordre = 1














(c) T2 = 1 ; ordre = 2










(d) T2 = 1 ; ordre = 2













(e) T2 = 1 ; ordre = 3











(f) T2 = 1 ; ordre = 3











(g) T2 = 2 ; ordre = 1












(h) T2 = 2 ; ordre = 1













(i) T2 = 2 ; ordre = 2










(j) T2 = 2 ; ordre = 2
Fig. 5.4 Distance de Mahalanobis calculée sur spectre de Lyapunov en fonction de
l’endommagement pour les 5 jeux de paramètres de calcul (MR à gauche, MM à
droite).
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Exposants de Lyapunov
Le tableau 5.2 synthétise les performances de classification des EL sur
les données MR et MM. Une aptitude assez moyenne à la classification des
données entre structure saine et structure endommagée est observée. Elle
est même médiocre sur les données MM. Utiliser un degré supérieur pour
la transformation polynomiale permet en théorie une meilleure estimation
des EL. Cependant, les résultats expérimentaux montrent que l’augmenta-
tion du degré réduit la sensibilité à l’endommagement, puisque le nombre
de points mal classés a tendance à augmenter pour MR et MM. La figure
5.3 présente l’évolution du spectre de Lyapunov pour les degrés 1 et 3 en
fonction des mesures réalisées sur les données MR (structure saine pour les
mesures 1 à 120 et endommagement croissant de la mesure 121 à la mesure
210). Sur les graphiques présentés, chaque courbe représente l’évolution d’un
exposant, l’ensemble des exposants constituant le spectre de Lyapunov. Il
apparait que l’augmentation du degré polynomial engendre des exposants
positifs, témoignant qu’une composante aléatoire des mesures est probable-
ment exprimée par la transformation1. De plus, le nombre de points compo-
sant l’espace des phases n’est pas suffisant pour tirer profit d’un degré plus
important.
Les figures 5.4 tracent, pour les données MR et MM, l’évolution la dis-
tance de Mahalanobis (MD) calculée sur le spectre de Lyapunov en fonction
du niveau d’endommagement. Chaque point bleu représente une mesure réa-
lisée sur structure saine (base de test) et chaque point rouge, une mesure
collectée sur structure endommagée. Les lignes verticales en trait pointillé
délimitent les différents niveaux d’endommagement éprouvés par la struc-
ture et décrits dans le chapitre 4. La ligne rouge verticale marque le début
de la séquence d’endommagement et la ligne pointillée horizontale matéria-
lise la limite de classification fixée à 3 écarts-types au dessus de la moyenne
calculée sur la base de classification. Enfin, chaque graphique est associé à
un jeu de paramètres de l’algorithme de calcul des EL.
Il apparait sur les figures 5.4 qu’un pas de transformation T2 unitaire
réduit la dispersion des points figuratifs des distances de Mahalanobis des
mesures, amenant ainsi un indicateur plus fiable. Un pas T2 égal à 2 présente
environ 10% de points mal classés en plus du fait de l’augmentation de la
dispersion, bien que ce pourcentage dépende de la limite de classification
fixée.
Ces observations sont surtout valables pour le système Masse/Ressort,
car les EL ne sont quasiment pas sensibles à l’endommagement induit dans
la maquette métallique comme en témoigne la colonne de graphiques à droite
dans la figure 5.4(b) (sauf cas (b)). Les données MM étant issues de me-
sures expérimentales, elles présentent un niveau de bruit potentiellement
responsable de ce manque de sensibilité.
Le JFV
Le tableau 5.3 présente les performances de classification du jfv pour
l’ensemble des jeux de paramètres testés. De façon générale, l’aptitude à la
classification est assez homogène d’un jeu de paramètres à l’autre, même
1Le bruit étant par définition de dimension infinie et totalement imprévisible, ses ex-
posants de Lyapunov sont positifs.
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Cas T2 L Ordre





2 2 34 1




5 2 43 13




8 2 25 0
9 3 42 9
10 4 28 1






13 2 32 0
14 3 49 4
15 4 30 11
16 5 21 0
Tab. 5.3 Pourcentage de points mal classés par le jfv pour chaque jeu de para-
mètres testé (système masse/ressort et maquette métallique).
si quelques observations particulières peuvent être formulées. La sensibilité
à l’endommagement est par conséquent assez uniforme pour l’ensemble des
cas testés.
Pour le système MR, le pire cas de figure compte 51% de points mal
classés, contre 21% pour le meilleur. Concernant les essais relatifs à la MM,
le pire résultat du test se porte à 16% de points mal classés, plusieurs jeux
conduisant à une classification parfaite (0 %). Cette différence s’explique
probablement par un endommagement plus progressif, et donc moins détec-
table dans le cas du système MR, comparativement à la MM. Aucun jeu de
paramètre ne permet de déceler une diminution de raideur du système MR
inférieure à 40%. La figure 5.5 représente l’évolution des distances de Ma-
halanobis, associées aux meilleurs et pires performances de classification, en
fonction de l’endommagement pour les 2 structures testées. De très bonnes
performances sont obtenues sur la maquette métallique.
L’observation plus fine des résultats révèle cependant des tendances dans
l’influence des paramètres. Le tableau 5.3 confirme que l’augmentation du
degré polynomial n’améliore pas la sensibilité. La transformation linéaire est
la plus performante.
L’influence de T2 n’est pas claire. Quand L = 1 (cas 4, 5 et 6), un pas de
transformation important améliore la sensibilité pour le système MR, mais
ce constat n’est pas confirmé sur la MM. Alors que, si L = 2, hormis le cas 9
(qui est expliqué par la suite), la détection reste excellente sur la MM pour
toutes les valeurs de T2. Cette observation montre que T2 n’a pas d’effet
direct sur la sensibilité à un changement de comportement. Son impact doit
être considéré en interaction avec L.
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(a) MR ; Meilleure performance=cas 1












(b) MM ; Meilleure performance=cas 1












(c) MR ; Pire performance=cas 4













(d) MM ; Pire performance=cas 4
Fig. 5.5 Distance de Mahalanobis calculée sur jfv en fonction de l’endommage-
ment pour les jeux de paramètres fournissant les meilleurs et les pires résultats de
classification.
Par ailleurs, des variations irrégulières sont observées lorsque L change.
Pour les deux structures, aucune tendance ne se dessine lorsque la valeur L
augmente. En revanche pour certains cas, le nombre de points mal classés
est anormalement grand :
Cas 4-5-6-12 ⇒ L = 1
Cas 9 ⇒ L = 2 et T2 = 3
Cas 14 ⇒ L = 3 et T2 = 2
Cas 15 ⇒ L = 4 et T2 = 2.
Indépendamment des valeurs des autres paramètres, lorsque L = 1, le
jfv ne donne jamais de résultats satisfaisants. Cette valeur semble par consé-
quent à proscrire lors du paramétrage de l’algorithme de calcul. En admet-
tant cette conclusion, les mauvaises performances concernant les cas 9, 14,
et 15 s’expliquent simplement en observant la façon dont sont construits
les vecteurs (Fig.5.6). Lorsque L = 4 et T2 = 2, la matrice jacobienne est
estimée entre les vecteurs X7 et X9 qui ne diffèrent que par une composante
des vecteurs X1 et X3, ce qui équivaut à un cas où L = 1. Par le même
raisonnement, le jeu (L = 3 ; T2 = 2) envoie X5 vers X7 qui sont proches de
X1 et X5, correspondant au cas L = 1 et T2 = 4. L’explication est identique
pour L = 2 et T2 = 3.
Chaque fois que la matrice jacobienne utilisée pour former le jfv inclut
le voisinage initial, ou une variante à une ou deux composantes près (selon
la dimension), la sensibilité à l’endommagement est réduite. Sans avoir de
certitudes, il est possible que le voisinage nécessite d’occuper une zone plus
importante de l’espace des phases pour que la matrice jacobienne puisse
mieux capter les changements de la dynamique.
104 Chapitre 5. Sensibilité à l’endommagement
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10x7 x8 x9 x10 x11 x12 x13 x14 x15 x16x13 x14 x15 x16 x17 x18 x19 x20 x21 x22x19 x20 x21 x22 x23 x24 x25 x26 x27 x29x25 x26 x27 x28 x29 x30 x31 x32 x33 x34x31 x32 x33 x34 x35 x36 x37 x38 x39 x40x37 x38 x39 x40 x41 x42 x43 x44 x45 x46
Fig. 5.6 Dix premiers vecteurs reconstruits (m = 6 et τ = 6).
5.1.5 Conclusion
Sur les données résultant du système masse/ressort, les exposants de
Lyapunov détectent plus rapidement la réduction de raideur (dès 20% contre
40% pour le jfv). Cependant, le jfv se montre capable de discriminer la
totalité des mesures relatives à la structure endommagée dans le cadre des
données réelles collectées sur la maquette du LANL. Dans ce dernier cas, la
meilleure performance atteinte par les EL est égale à 41 % de points mal
classés.
Les temps de calcul propres à la détermination des 2 indicateurs sont
significativement différents. L’extraction du spectre de Lyapunov caractéri-
sant une seule mesure nécessite entre 170 et 3700 secondes selon le degré de
la transformation polynomiale (processeur Intel R© Xeon cadencé à 3 GHz).
En revanche, selon les paramètres choisis, l’extraction du jfv ne nécessite
que 0,2 à 6 secondes.
Cependant, pour assurer au jfv une sensibilité optimale, il faut évi-
ter d’exploiter la matrice jacobienne estimée sur le voisinage initial. Cette
condition est vérifiée si :
T2 · L 6= kτ et (5.1)
T2 · (L− 1) 6= kτ avec k ∈ N et L > 1. (5.2)
Sur la base des résultats discutés ci-dessus, les valeurs recommandées pour
le calcul du jfv sont :
– degr = 1 (transformation linéaire),
– L = 2,
– T2 = 2 (ou 1).
La meilleure configuration (T2 = 2) empêche donc de choisir les valeurs 2 et
4 pour le délai de reconstruction τ.
Cette étude préliminaire permet de démontrer l’intérêt potentiel de l’in-
dicateur original proposé (jfv) et de guider le choix de ses paramètres de
calcul. Les bons résultats du jfv en matière de classification se doivent
d’être confirmés sur d’autres structures expérimentales et, surtout, d’être
comparés avec les performances d’indicateurs plus traditionnels.
5.2 Comparaison entre coefficients AR et JFV
5.2.1 Données analysées
Les données analysées sont issues de la maquette en bois excitée par
un bruit blanc de bande de fréquence de 800Hz, sans variations environne-
mentales. Le tableau 5.4 regroupe les informations relatives aux essais. Pour
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Essai Nb Ne Endom. Fin Endom.
22 182 73 A2 231
24 180 128 D24 260
25 180 85 A1 230
Tab. 5.4 Récapitulatif des mesures analysées, avec de gauche à droite, le numéro de
l’essai, le nombre de mesures saines Nb, le nombre de mesures endommagées Ne,
la localisation de l’endommagement et le numéro de la mesure marquant le début
du retour aux conditions initiales.
mémoire, chaque mesure est échantillonnée à 2048Hz et compte 8192 points.
Enfin, tous les calculs sont réalisés après avoir centré individuellement les
signaux.
5.2.2 Paramètres de calcul
Un échantillon de signaux est prélevé pour chaque accéléromètre afin
d’estimer les paramètres de calcul des indicateurs. Les propriétés des signaux
sont supposées invariantes d’un essai à l’autre. Ces paramètres sont utilisés
pour tous les autres essais réalisés avec la même forme de sollicitation.
Ordre du modèle auto-régressif
La fonction d’auto-corrélation partielle et le critère d’Akaike sont esti-
més sur 50 mesures de l’essai 24 (10 mesures par accéléromètre). Pour cha-
cune d’elles, l’ordre du modèle est choisi lorsque les valeurs de la fonction
d’auto-corrélation semblent présenter une distribution aléatoire, et lorsque
le critère atteint son minimum. En pratique, ce critère ne présente cepen-
dant pas de minimum et il convient alors de rechercher la valeur à partir de
laquelle il se stabilise. Malgré un effort de rigueur, le choix demeure subjec-
tif. La figure 5.7 montre, pour une mesure, les courbes obtenues pour chaque
accéléromètre et l’ordre retenu associé.
L’ordre optimal se situe entre 31 et 42, comme le montre le tableau 5.5.
Les valeurs de l’erreur de prédiction de chaque signal doivent alors être in-
dépendantes. Pour vérifier si cette propriété est assurée, la densité spectrale
de puissance (PSD) de l’erreur est tracée sur la figure 5.8 pour un AR(15),
un AR(40) et un AR(90). Il apparait clairement que la propriété n’est pas
vérifiée pour un ordre inférieur à 90. Cependant, il n’est pas envisageable de
choisir cette valeur. Plus la taille de l’indicateur vectoriel est grande, plus la
accéléromètre min moy max
1 40 40 40
2 36 36.7 39
3 30 31.7 32
4 22 33.7 45
5 27 41.5 50
Tab. 5.5 Ordres moyen, minimum et maximum obtenus pour chaque accéléromètre
(échantillon de 10 mesures par accéléromètre).
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(c) Acc.3 ; ordre = 32
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(d) Acc.4 ; ordre = 22












Intervalle  de pas de temps
AI
C
(e) Acc.5 ; ordre = 27
Fig. 5.7 Fonction d’auto-corrélation partielle (PAC) et critère d’Akaike (AIK) es-


























Fig. 5.8 Densité spectrale de puissance de l’erreur de prédiction (essai 24, Acc.4,
mes 97)
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quantité de données nécessaire pour caractériser la population de référence
est importante (fléau de la dimension).
L’ordre idéal (90) n’étant pas envisageable en pratique, la valeur de
40 est retenue pour tous les accéléromètres. Elle correspond à la limite
supérieure des ordres constatées sur les fonctions d’auto-corrélation partielle
(Tab.5.5). Les conséquences de ce choix sont évaluées en testant un AR(20)
et un AR(60) sur les données de l’essai 24 à la fin de ce chapitre.
Paramètres de reconstruction
Pour chaque accéléromètre, trois mesures sont choisies au hasard parmi
les 182 mesures de la base de référence de l’essai 24, soit 15 signaux sélec-
tionnés au total.
Les fonctions d’information mutuelle et d’auto-corrélation sont calculées
pour les trois séries temporelles de chaque accéléromètre. Le graphique de la
figure 5.9(a) identifie clairement un retard optimal de 2 pas de temps, avec
peu de dispersion entre les courbes relatives aux 15 signaux. Cependant,
pour obtenir la meilleure sensibilité du jfv, l’étude précédente montre que
les valeurs 2 et 4 sont à proscrire pour le paramètre de décalage temporel.
Le choix se porte alors sur la valeur τ = 6 représentant le second minimum
de la fonction d’information mutuelle et la deuxième racine de la fonction
d’auto-corrélation.
Une nouvelle fois, le tracé des pourcentages de faux voisins en fonction
de la dimension de reconstruction ne permet pas de trancher sur une dimen-
sion optimale (Fig.5.9(b)). Au-delà de 10, le nombre de faux-voisins tend à
se stabiliser. Cependant, pour une dimension p = 10, le jfv compte 100
composantes, ce qui n’est pas envisageable. La dimension de reconstruction
est donc fixée à 6, dimension correspondant à une réduction de 50% des faux
voisins. Ainsi, le nombre de composantes du jfv est proche du nombre de
paramètres du modèle AR(40), plaçant les 2 indicateurs sur un pied d’égalité
pour la comparaison.
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(a) Fonctions d’information mutuelle (IM)
et d’auto-corrélation (AC) des 15 signaux




















(b) Pourcentage de faux voisins en fonction
de la dimension de reconstruction pour les
15 signaux.
Fig. 5.9 Détermination des paramètres de reconstruction sur la base des 15 signaux
sélectionnés (3 signaux par accéléromètre).
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5.2.3 Résultats
Comportements typiques des composantes des 2 indicateurs
Dans le cas d’un indicateur vectoriel idéal, toutes les composantes se-
raient sensibles à l’endommagement, variant de façon monotone avec la pro-
gression de celui-ci. En pratique, un tel indicateur n’existe pas à ce jour.
Concernant les 2 indicateurs vectoriels testés ici, toutes les composantes ne
sont pas sensibles à l’endommagement. La figure 5.10 trace les gammes de
variation de chaque composante des 2 indicateurs vectoriels sur l’ensemble
des mesures de l’accéléromètre 1 lors de l’essai 22 (structure saine en noir
et structure endommagée en rouge). Par exemple, les coefficients 11, 36,
15 du modèle AR ne semblent pas affectés par le desserrage des écrous de
l’assemblage 2, puisque les points noirs (état sain) et les points rouges (état
endommagé) occupent sensiblement la même plage de variation. La même
remarque peut être formulée au sujet des composantes 4, 11 et 78 du jfv. De
façon générale, le nombre de composantes, pour lesquelles on observe une
superposition des plages de variations associées aux états sain et endom-
magé, est plus important pour le jfv que pour les coefficients AR, laissant
présupposer une meilleure sensibilité de ces derniers à l’endommagement.
L’observation des composantes prises individuellement fait apparaitre
différents types de comportements lors des essais. La figure 5.11 présente
des exemples de variations de deux composantes de chaque indicateur lors
de l’essai 22 (Accéléromètre 1). Les points situés à gauche du trait poin-
tillé vertical représentent les mesures réalisées sur la structure saine et les
points situés à droite représentent les séries collectées durant la séquence
d’endommagement réversible. Dans le cas du modèle AR, les sensibilités
(a) AR
(b) JFV
Fig. 5.10 Gammes de variation de chaque composante des 2 indicateurs vectoriels
sur l’ensemble des mesures relatives à l’essai 22 (Accéléromètre 1).
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(a) AR, composantes 2 et 39.























(b) JFV, composantes 7 et 11
Fig. 5.11 Exemples de variations de deux composantes de chaque indicateur en
fonction de la mesure lors de l’essai 22 (Accéléromètre 1) : avant endommage-
ment (à gauche du trait pointillé vertical) et durant la séquence d’endommagement
réversible (à droite du trait pointillé vertical)
des composantes sont diverses (Fig.5.11(a)). La composante AR39 se com-
porte de façon optimale en suivant l’endommagement de façon monotone, y
compris dans sa phase de réversibilité, alors que la composante AR2 semble
sensible, mais de façon désordonnée. Concernant le jfv (Fig.5.11(b)), on
retrouve, par exemple pour la composante JFV7, un comportement proche
de celui du coefficient AR39, suivant l’endommagement et sa phase de réver-
sibilité (à la fin de l’essai, la composante retrouve une valeur proche de celle
obtenue sur structure saine). A l’inverse, la composante JFV11 ne manifeste
aucune sensibilité au cycle d’endommagement. La richesse contenue dans la
réponse individuelle à un endommagement de chaque composante des indi-
cateurs vectoriels est assurément un facteur clé du succès de démarche de
détection de nouveauté.
Détection de l’endommagement
Les figures 5.12, 5.13 et 5.14 synthétisent les résultats en termes de dé-
tection et de suivi d’endommagement pour les essais 22, 24 et 25. Elles pré-
sentent, pour chaque essai et pour chaque indicateur, la distance de Mahala-
nobis (indicateur normalisé et réduit à une grandeur scalaire) en fonction de
la mesure. Le trait pointillé vertical marque ici encore le début de la séquence
d’endommagement réversible et la ligne pointillée horizontale matérialise la
limite de classification fixée à 3 écarts-types au-dessus de la moyenne, ces 2
moments statistiques étant calculés sur la base de classification. Il apparait
tout d’abord que les coefficients AR manifestent une excellente sensibilité
aux modifications imposées à la structure. Pour chaque essai, et pour chaque
accéléromètre, la distance de Mahalanobis croît de façon suffisamment signi-
ficative pour marquer une différence avec les mesures de la base de test. En
revanche, ce comportement n’est pas observé systématiquement pour le jfv.
Sur 15 cas analysés (5 accéléromètres sur 3 essais), 8 cas discriminent sans
ambiguïté les données acquises sur structure dégradée, 3 cas présentent une
variation faible de la distance de Mahalanobis, mais exploitable à la condi-
tion de disposer d’une limite de classification fixée avec précision, et enfin
4 cas n’indiquent aucun changement lors du cycle d’endommagement. Sur
ces 4 derniers cas, l’accéléromètre 3 est systématiquement impliqué (3 cas
sur 4). Ce constat, difficilement explicable à ce stade, peut être rapproché
de la performance plus faible des coefficients AR extraits de l’accéléromètre
3 lors des essais 22 et 25 (Fig.5.12 et Fig.5.14).
















































































































Fig. 5.12 Distance de Mahalanobis en fonction de la mesure, essai 22, endomma-












































































































Fig. 5.13 Distance de Mahalanobis en fonction de la mesure, essai 24, endomma-
gement D24 ; ◦ base de test ; + structure endommagée ; ∗ endommagement maxi-
mum.
















































































































Fig. 5.14 Distance de Mahalanobis en fonction de la mesure, essai 25, endomma-
gement A1 ; ◦ base de test ; + structure endommagée ; ∗ endommagement maxi-
mum.
De façon quasi-systématique, dans les cas positifs de détection, la dis-
tance de Mahalanobis tend à varier dans le même sens que l’endommage-
ment : augmentation lorsque l’endommagement est initié et évolue, maxi-
mum lorsque l’endommagement est au plus haut, diminution lorsque le re-
tour à l’état initial est réalisé par suppression progressive de l’endomma-
gement. Ce comportement tend à montrer qu’une information quantitative
sur le degré de dégradation est présente dans les indicateurs, autorisant la
possibilité de sa quantification relative. Contrairement au jfv, les coeffi-
cients AR détectent le premier niveau d’endommagement dans 13 cas sur
15, soulignant ainsi une très grande sensibilité. En effet, pour les essais 22
et 25, le desserrage d’un seul écrou engendre une modification légère de
l’assemblage, comparativement au niveau d’endommagement suivant, qui
désolidarise l’équerre du plateau. En revanche, bien que la distance de Ma-
halanobis décroisse significativement après être passée par son maximum,
la diminution n’est en général pas suffisante pour franchir dans l’autre sens
le seuil de détection. Ainsi, les dernières mesures de chaque essai, qui cor-
respondent au retour à l’état initial de la maquette, sont systématiquement
détectées comme nouvelles. Malgré les précautions prises durant les essais,
il est probable que le serrage final des assemblages ne soit pas parfaite-
ment fidèle au serrage initial. La très grande sensibilité des AR risque par
ailleurs d’engendrer un nombre important de fausses alarmes lorsque des va-
riations environnementales sont introduites. Dans la mesure où il est presque
impossible d’intégrer la totalité des conditions normales de fonctionnement
dans une base d’apprentissage, l’outil doit pouvoir se généraliser à des condi-
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tions légèrement différentes de celles déjà rencontrées. Dans ce cas, le verrou
scientifique majeur porte sur la définition d’un compromis entre sensibilité
à l’endommagement et capacité de généralisation.
Dans les cas où la détection est précise, le jfv place systématiquement
(sauf pour l’essai 24 Fig.5.13(b)) le premier niveau d’endommagement et le
retour à l’état initial en dessous du seuil de détection. Cet indicateur présente
donc une sensibilité moins importante, mais manifeste une meilleure capacité
de généralisation. Il semble donc plus adapté aux cas pour lesquels les fausses
alarmes sont très pénalisantes.
Localisation de l’endommagement
La question de la localisation de l’endommagement est également récur-
rente en SHM. Les résultats produits par les coefficients AR lors de l’essai
22 (Fig.5.12(a)) laissent penser que la localisation est possible, en observant
le capteur présentant la plus grande distance de Mahalanobis. Sur cet essai,
il apparait en effet que la distance de Mahalanobis maximale est observée
pour les données fournies par le capteur le plus proche de l’endommage-
ment. Cependant, cette hypothèse est infirmée par l’essai 25 (Fig.5.14(a)).
Ce dernier présente une distance maximale pour les données de l’accéléro-
mètre 2 alors que l’endommagement se situe au niveau de l’assemblage 1.
L’essai 24 , qui consiste à réduire la tension dans la diagonale reliant les
nœuds 2 et 4, engendre un changement affectant assez globalement le com-
portement dynamique de la maquette. Or, dans le cas du jfv, le capteur
1 indique un changement beaucoup plus significatif que les autres accélé-
romètres (Fig.5.13(b)). En conclusion, lors de ces essais, aucune piste n’est
clairement révélée pour remédier au problème de la localisation par les in-
dicateurs vectoriels testés.
Ce manque d’information relative à la localisation peut éventuellement
être mis en relation avec une dimension trop faible des indicateurs vectoriels.
En effet, dans la phase de détermination des paramètres, le choix de la
dimension des indicateurs (ordre du modèle et dimension de reconstruction)
est dicté par des contraintes pratiques liées aux temps de calcul et à la
quantité de données disponibles, et non par des critères objectifs maximisant
l’information véhiculée par les indicateurs.
Test d’indicateurs de dimension supérieure
La figure 5.15 présente l’aptitude à la détection d’endommagement du
jfv sur des reconstructions en dimensions 3 et 9 (essai 22). Pour ces valeurs
de dimension, la dispersion des points est accrue. Dans le cas de l’accélé-
romètre 4, la détection est même dégradée. Le choix de la dimension 6 est
donc conforté et conservé pour la partie suivante.
Un test similaire est réalisé sur l’impact de l’ordre du modèle AR. Le test
est réalisé en ajustant un AR(15) et un AR(70) sur les mesures de l’essai 22
(Fig.5.16). L’augmentation de l’ordre amplifie les écarts. L’effet est signifi-
catif sur les accéléromètres 3 et 4 qui caractérisent mal l’endommagement
avec un AR(15). Cependant, en dépit d’un ordre de 15, les performances ob-
tenues sont proches de celles du jfv avec une dimension de 6. La tendance
consisterait donc d’avantage à diminuer l’ordre du modèle, qu’à l’augmenter.















































































































(b) jfv, dim = 9
Fig. 5.15 Distance de Mahalanobis calculée sur le jfv en fonction de la mesure
pour des reconstructions en dimensions 3 et 9, essai 22, endommagement A2 ; ◦





















































































































Fig. 5.16 Distance de Mahalanobis en fonction de la mesure pour un AR(15) et un
AR(70), essai 22, endommagement A2 ; ◦ base de test ; + structure endommagée ;
∗ endommagement maximum.
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5.2.4 Conclusions
Les coefficients AR et le jfv constituent deux indicateurs en mesure de
détecter l’endommagement et de suivre son évolution de façon relative. Pour
chaque essai, plusieurs capteurs sont sensibles à l’apparition de la dégrada-
tion, sans pouvoir cependant les corréler avec sa localisation. Le niveau 2
des objectifs de Rytter ne semble donc pas accessible en l’état.
Dans la plupart des cas, les coefficients AR présentent une plus forte
sensibilité aux changements de comportement dynamique que le jfv. Ce
résultat est lié à la plus faible dispersion de chaque coefficient, qui limite
cependant la capacité de généralisation hors de la base de référence. Le jfv
semble donc plus adapté à des applications pour lesquelles la tolérance aux
fausses alarmes est faible.
Enfin, augmenter la dimension des indicateurs ne semble pas améliorer
leurs performances. Pour le jfv, la dimension 6 constitue même un opti-
mum sur l’essai 22. Par ailleurs, pour les modèles AR, une forte réduction
de l’ordre (15 au lieu de 40) permet tout de même de détecter l’endomma-
gement.
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Bilan
La comparaison entre les Exposants de Lyapunov et le jfv montre que
seul ce dernier est en mesure de détecter correctement l’endommagement
sur la maquette métallique, alors que les EL sont légèrement plus perfor-
mants sur les données simulées sur la base du modèle masse/ressort amorti.
Par ailleurs, le faible coût associé au temps de calcul du jfv constitue un
argument supplémentaire en sa faveur au regard du spectre de Lyapunov.
Le calcul de ces indicateurs requiert des algorithmes spécifiques qui
doivent être préalablement paramétrés de façon optimale. Les données étant
issues de systèmes plus stochastiques que déterministes, les méthodes clas-
siques de détermination de ces paramètres fournissent des plages indicatives
de paramètres à défaut de valeurs déterminées. En définitive, le critère pré-
pondérant étant la quantité de mesures disponibles et leur longueur, il ap-
parait que les paramètres optimaux pour le calcul du jfv sont : T2 = 2 et
L = 2. Du fait de la méthode de construction des vecteurs de l’espace des
phases, cette valeur interdit les valeurs 2 et 4 pour le délai de reconstruction
(τ).
Sur la base de ces recommandations, l’utilisation du jfv sur la maquette
en bois, sans variations environnementales, permet de détecter correctement
l’apparition de l’endommagement et d’en suivre la progression. La confron-
tation de ses performances avec celles des coefficients d’un modèle AR révèle
une plus grande sensibilité des AR, mais une meilleure aptitude à la géné-
ralisation du jfv. Cette dernière caractéristique pourrait être exploitée en
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Introduction
Le chapitre 5 montre que les coefficients AR sont très sensibles à toutchangement du comportement de la structure. Cette extrême sensibilité
engendre la classification de signaux comme nouveaux, même s’ils ne dif-
fèrent que légèrement de ceux de la base de référence. Or, dans un contexte
de suivi des structures réelles, les variations environnementales ne se repro-
duisent pas exactement d’une année sur l’autre. Pour éviter un trop grand
nombre de fausses alarmes, l’étape de normalisation doit donc offrir un cer-
tain niveau de souplesse, favorisant l’aptitude à la généralisation.
L’objet de ce chapitre est d’éprouver l’approche de détection de nou-
veauté, basée sur le jfv et les coefficients AR, sur des données influencées
par des variations environnementales réelles. Les mesures analysées ici pro-
viennent des tests réalisés sur la poutre en béton fibré (PB) et sur la ma-
quette en bois (MB).
Après avoir présenté le résultat du processus de choix des paramètres, la
variabilité des indicateurs en fonction des modifications climatiques est ana-
lysée. L’introduction des variations environnementales dans les essais donne
lieu à une discussion sur un problème connu, mais souvent évité dans la lit-
térature, portant sur la répartition des données acquises sur structure saine
dans les différentes bases nécessaires à la mise en œuvre de la détection de
nouveauté : base d’apprentissage, base de classification et base de test de la
performance. Enfin, la capacité de l’approche proposée à discriminer l’en-
dommagement en présence de variations environnementales est présentée.
6.1. Données étudiées 119
6.1 Données étudiées
Les mesures analysées sont issues des quatre accéléromètres placés sur la
poutre en béton fibré (PB) et des 5 accéléromètres installés sur la maquette
en bois (MB). Ces deux structures sont soumises à des cycles de chauffage et
de refroidissement (§4). Le tableau 6.1 regroupe les principales informations
utiles sur les essais analysés.
La comparaison des résultats obtenus sur les deux structures n’est ce-
pendant pas directement envisageable. En effet, lors de l’essai sur la poutre,
la source d’excitation (bruit blanc en entrée du pot vibrant) est identique
pour chaque mesure. Cette régularité de l’excitation biaise considérablement
une approche de détection basée sur la comparaison de signaux par rapport
à une base de référence. Cet écueil lié à une utilisation des fonctions élémen-
taires du système de mesure et de contrôle du pot vibrant (système PULSER©
de Bruel & Kjaer), est corrigé sur les essais réalisés sur la maquette en bois,
pour lesquels la source d’excitation stochastique est réinitialisée à chaque
mesure. Ainsi, les analyses conduites dans ce chapitre insistent davantage
sur les résultats obtenus sur la maquette en bois. Des observations intéres-
santes sont cependant formulées à partir de l’essai sur la poutre.
D’autres scénarios d’endommagement ont été réalisés sur la MB. Cepen-
dant, en raison de l’incapacité de l’approche proposée à le localiser, leur
étude apporte des conclusions similaires à celles obtenues avec les essais
présentés dans cette partie, essais jugés représentatifs.
Chaque mesure est centrée avant d’être analysée.
6.2 Paramètres de calcul
6.2.1 Maquette en bois
Concernant la maquette de structure en bois, la structure et l’excitation
sont identiques au cas traité dans la section 5.2. Par conséquent, les même
paramètres sont utilisés :
– AR(40)
– dim = 6
– τ = 6
– T2 = 2 et L = 2.
Essai Struct. Nb Ne Endom. Fin Endom. fe
MB34
Maquette bois
400 122 D24 231
8192 HzMB35 425 85 A2 260
MB36 425 80 A1 230
PB Poutre 210 210 Fissuration 2048 Hz
Tab. 6.1 Récapitulatif des mesures analysées, avec de gauche à droite, le numéro
de l’essai, le nombre de mesures sur structure saine Nb, le nombre de mesures sur
structure endommagée Ne, la localisation de l’endommagement, le numéro de la
mesure marquant le début du retour aux conditions initiales et la fréquence d’échan-
tillonnage fe.
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Accéléromètre Moyenne Min-Max Choix
1 53 50-65
502 54 50-603 52 50-90
4 42 40-43
Tab. 6.2 Sélection de l’ordre du modèle AR sur la poutre (sur 5 séries par accélé-
romètre).
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Fig. 6.1 Fonctions d’information mu-
tuelle et d’auto-corrélation extraites
d’une mesure de l’accéléromètre 3 en-
registrée sur PB.

















Fig. 6.2 Taux de faux voisins en fonc-
tion de la dimension de reconstruc-
tion pour une mesure de l’accéléro-
mètre 3 enregistrée sur PB.
6.2.2 Poutre en béton fibré
Coefficients AR
La fonction d’auto-corrélation partielle et le critère d’Akaike sont ana-
lysés de la même façon que dans la section 5.2. Les calculs sont réalisés sur
5 séries choisies au hasard pour chaque accéléromètre (soit un total de 20
séries). Les résultats indiquent un ordre de 50 (Tab.6.2). Bien que cette
valeur ne reflète pas précisément l’ordre réel du processus (probablement
supérieur), le chapitre précédent montre qu’il est néanmoins suffisant pour
bien caractériser le comportement de la structure.
Paramètres de reconstruction
La figure 6.1 représente un exemple des fonctions d’information mutuelle
et d’auto-corrélation estimées sur l’accéléromètre 3. Contrairement à celles
obtenues avec la MB, les courbes de l’information mutuelle et de l’auto-
corrélation n’indiquent pas les mêmes optimums. L’échantillonnage est pro-
bablement insuffisant pour dessiner correctement ces courbes. La fonction
d’auto-corrélation indique une valeur de τ égale à 1 ou 2, et l’information
mutuelle à 3 ou 4. Le choix de τ = 3 est cependant retenu en raison de
l’incompatibilité des valeurs 2 et 4 avec l’algorithme de calcul du jfv.
Le taux de faux voisins en fonction de la dimension de reconstruction
est représenté dans la figure 6.2 pour l’accéléromètre 3. On note un ralentis-
sement de sa diminution à partir d’une dimension de reconstruction de 6, et
une stabilisation à partir de la dimension 9. Toujours dans le souci de limiter
la dimension des indicateurs vectoriels et de permettre la comparaison avec
les coefficients AR (en terme de nombre de composantes), la valeur 7 est
retenue comme dimension de reconstruction.





















(a) AR : CP8 (en haut) et CP2 (en bas) ; JFV : CP1 (MB, essai 34, Acc.1) ; Tem-
























(b) AR : coefficient 20 ; JFV : composante 28 (Poutre, Acc.3)
Fig. 6.3 Variations des composantes principales des coefficients AR et des compo-
santes du jfv en regard des variations des facteurs environnementaux.
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6.3 Observation des indicateurs
6.3.1 Effet des variations environnementales
Lors des deux essais (PB et MB), il apparait que la température affecte
significativement les composantes des indicateurs vectoriels.
De plus, dans le cas de la maquette en bois, les variations de tempéra-
ture se conjuguent aux fluctuations de l’humidité de l’air. Une analyse en
composantes principales peut être réalisée afin d’appréhender l’effet des fluc-
tuations environnementales sur l’ensemble des composantes des indicateurs
(coefficients AR et jfv). Toutes les composantes ne sont pas affectées de la
même façon. Certaines ne réagissent pas face aux fluctuations extérieures,
tandis que d’autres subissent des changements qu’il est facile de corréler aux
variations environnementales.
La figure 6.3(a) présente, selon la chronologie des 400 mesures consti-
tuant la base de référence de l’essai 34 réalisé sur la MB :
– les composantes principales 2 et 8 (CP2 et CP8) calculées sur la base
des coefficients AR,
– la première composante principale (CP1) calculée sur la base de don-
nées du jfv,
– l’évolution de la température et de l’humidité relative dans l’enceinte
au cours de la séquence de mesure.
L’observation conjointe de ces graphiques montre, par exemple, que la
CP8 affiche des oscillations plus rapides que les cycles de température, elle
semble ainsi plus corrélée aux variations de l’humidité. En revanche, la CP2
montre une dépendance forte aux changements de température. Le même
comportement est observé sur la CP1 du jfv.
Dans le cas de la poutre, le 20e`me coefficient AR, la composante 28 du jfv
et la température mesurée par les deux thermocouples sont représentés pour
chaque séquence de mesure sur les 3 graphiques de la figure 6.3(b). La com-
posante 28 du jfv apparait peu sensible aux effets de la température, jusqu’à
la séquence 61, qui marque le début d’importantes variations (trait pointillé
vertical). Cette séquence correspond à l’initiation de la macro-fissuration de
la poutre qui semble amplifier les effets des variations thermiques. Concer-
nant l’indicateur AR, le 20e`me coefficient présente une corrélation forte avec
les changements de température.
Sur la base de ces constats, il apparait envisageable de normaliser les
indicateurs par le biais d’une régression entre les variables environnemen-
tales et les composantes sur la base de données de référence. Pour observer
les corrélations existantes, la figure 6.4 représente certaines composantes
principales des indicateurs vectoriels en fonction de la température ou de
l’humidité relative. Même si la corrélation semble visuellement significative,
la figure 6.4(a) montre qu’aucune régression ne peut être créée entre la CP2
des coefficients AR et la température sans que l’erreur du modèle ne soit très
importante. La température n’est pas la seule variable à prendre en compte.
Dans la figure 6.3(a), des discontinuités sont visibles sur le profil de la CP1
du jfv. Elles correspondent aux phases d’humidification par pulvérisation
de la maquette (notée par des ∗). En considérant également que seul un
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(a) AR : CP2 en fonction la température











(b) AR : CP8 en fonction de l’humidité re-
lative












(c) JFV : CP1 en fonction de la tempéra-
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Fig. 6.4 Corrélation des composantes principales des coefficients AR et des com-
posantes du jfv avec les variables environnementales (MB, essai 34, ACC.1).
nombre restreint de composantes affiche des variations aussi identifiables,
l’approche régressive n’apparait pas adaptée.
6.3.2 Répartition dans l’espace des indicateurs vectoriels
Avant de chercher directement à détecter l’endommagement induit dans
les deux structures étudiées, il est important d’observer comment se distri-
buent les composantes de chaque indicateur dans leur espace. La question
centrale est de savoir si les points relatifs aux mesures sur structure saine
et ceux correspondant aux mesures sur structure endommagée occupent les
mêmes zones de l’espace de l’indicateur vectoriel. Si tel est le cas, la discrimi-
nation des données collectées sur structure endommagée peut être difficile,
voire impossible.
Les gammes de variations de chaque composante des coefficients AR et
du jfv avant et après endommagement, sont représentées respectivement sur
les figures 6.5(a) et 6.5(b). Les points noirs indiquent les mesures réalisées
sur structure saine et les croix rouges celles acquises sur structure endom-
magée. En l’absence de variations environnementales, le chapitre précédent
montre que ces domaines sont quasiment disjoints pour de nombreuses com-
posantes (plus particulièrement pour les coefficients AR, Fig.5.10), facilitant
la détection de l’endommagement.
En présence de variations environnementales, le chevauchement des
plages de variations des composantes est beaucoup plus important. Seuls
quelques points figuratifs de la structure endommagée se distinguent, corres-
pondant probablement au niveau maximum de dégradation. Pour la plupart
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(a) AR
(b) JFV
Fig. 6.5 Gammes de variations de chaque composante des 2 indicateurs vectoriels
(MB, essai 34, Acc.1).
des composantes, la plage de variation n’est pas modifiée. Aucune différence
n’est constatée entre les premiers coefficients AR et les derniers.
Pour avoir une idée de leur répartition dans l’espace de l’indicateur vec-
toriel et des corrélations existantes entre les composantes, la figure 6.6 trace
les projections de l’ensemble des indicateurs dans les plans relatifs aux 5
premiers coefficients AR. Les points associés à l’endommagement sont en-
tourés de blanc et de couleur d’autant plus sombre que la dégradation est
importante. Les points associés à la structure saine sont de couleur gris clair
et cerclés de noir.
Il est clair que les premiers niveaux d’endommagement sont confondus
avec les points sains sur toutes les figures. Quand l’endommagement aug-
mente, les points se situent plutôt au bord de l’ensemble (sauf AR3/4).
Cependant, dans aucun des cas, une séparation n’est possible entre les deux
classes, sans faire un nombre important de mauvaises classifications.
La forme des nuages de points n’est pas réellement complexe. Ils sont glo-
balement constitués d’un nuage central s’étalant différemment dans chaque
direction. Pour justifier de l’utilisation d’outils de classification différents de
la distance de Mahalanobis, les points doivent présenter une répartition plus
irrégulière. Par exemple, dans le cas d’une distribution à plusieurs centres,
des outils d’estimation de densité semi ou non-paramétriques sont plus adap-
tés (Estimateur de densité de Parzen, ou mélanges de Gaussiennes). Si le
nuage présente une forme bien définie, mais irrégulière (forme en banane),
indiquant une corrélation non-linéaire, les méthodes à noyaux fournissent
de bons résultats.
Le recours à des outils de classification non-linéaire n’améliorerait la
classification qu’à la condition de procéder à un sur-apprentissage. La géné-
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Fig. 6.6 Projections des indicateurs vectoriels mesurés dans les plans relatifs aux 5
premiers coefficients AR ; Les points de la base de référence (structure saine) sont
de couleur gris clair et cerclés de noir, les points associés à l’endommagement sont
entourés de blanc et de couleur grise, d’autant plus sombre que l’endommagement
augmente (MB, essai 35, Acc.1).
ralisation serait alors médiocre, augmentant le nombre de fausses alarmes.
Ainsi, malgré sa simplicité, la distance de Mahalanobis apparait bien adap-
tée aux cas d’études expérimentaux traités dans cette partie.
6.4 Division de la base de données collectées sur
structure saine
La division de la base de données relative à la structure saine est rapide-
ment évoquée dans la partie 5.1.3. Une discussion plus complète est proposée
ci-après.
Pour mettre en œuvre la démarche de détection de nouveauté, la base
de données de référence doit être divisée en 3 parties.
La base d’apprentissage (BA)
La base d’apprentissage constitue le support de normalisation des indi-
cateurs. Elle est utilisée ici comme référence pour le calcul de la distance de
Mahalanobis, c’est-à-dire pour l’estimation de la matrice de covariance et
du vecteur moyen. S’agissant de la référence, il est essentiel qu’elle soit com-
posée de mesures acquises sur l’ensemble des conditions environnementales
et opérationnelles que rencontre la structure (conditions normales). Pour
toutes les applications présentées dans ce mémoire, elle est formée par 50%
des mesures collectées sur structure saine.
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La base de classification (BC)
La base de classification est utilisée pour la détermination du seuil de
classification. Chacun de ses individus est normalisé par rapport à la BA,
puis, en fonction de l’erreur de Type I tolérée, elle est exploitée pour ajuster
le modèle statistique fixant le seuil de classification. La BC est composée ici
par 25% des données acquises sur structure saine.
La base de test (BT)
Le reste des données relatives à la structure saine (25%) constitue la base
de test, qui permet de vérifier si le seuil de classification est correctement
fixé, au regard des fausses alarmes.
Dans la plupart des exemples de la littérature, la répartition des données
dans ces bases est réalisée de façon aléatoire. Cette pratique ne pose pas
réellement de problème lorsque les variations environnementales subies par
la structure sont faibles (§5).
Dans d’autres cas, les variations climatiques ou opérationnelles sont si-
mulées par des ajouts de masses locales, ou par le remplacement d’une barre
par une autre d’épaisseur différente, modifiant ainsi la rigidité. Ces change-
ments des conditions de la structures sont discrets. Les données mesurées
sur structure saine dans ces nouvelles conditions sont ajoutées à la base
d’apprentissage. Celle-ci intègre alors de façon satisfaisante les différents
états normaux de fonctionnement de la structure, et l’endommagement est
détecté sans difficulté.
Il convient cependant de s’interroger sur les conditions pratiques de mise
en place d’un système de suivi sur un ouvrage réel. Le comportement de
la structure est enregistré sur une période d’une année au minimum pour
constituer la base de données relative à l’état sain de la structure. A la suite
de cette étape, le suivi peut effectivement commencer. Les conditions en-
vironnementales et opérationnelles des années suivantes sont probablement
sensiblement différentes de celles rencontrées durant la période de référence.
L’enjeu consiste alors à être en mesure de détecter un endommagement dans
ces conditions environnementales et opérationnelles sensiblement différentes.
Dans ce cas, la répartition des données collectées pendant la première année
de monitoring dans les 3 bases BA, BC et BT est susceptible d’impacter la
performance de l’outil de suivi.
Trois divisions différentes de la base de données associée à la structure
saine sont comparées pour illustrer le biais induit par une répartition aléa-
toire, par rapport au problème réel. Pour 100 mesures enregistrées sur struc-
ture saine, les 3 divisions sont :
D1 : les mesures sont réparties de façon aléatoire dans les 3 bases.
D2 : la base de test est formée par les 25 dernières mesures, et les 75
autres sont réparties aléatoirement entre BA et BC.
D3 : la chronologie des enregistrements est conservée (les 50 premières
mesures forment la BA, les 25 suivantes la BC et les 25 dernières la
BT).
Les figures 6.7(a) et 6.7(b) présentent les distances de Mahalanobis de
chaque mesure (dans l’ordre chronologique) obtenues selon les trois distribu-
tions pour les essais 34 (Acc.4) et 35 (Acc.1), respectivement. Afin d’iden-
tifier clairement les mesures composant les différentes bases, les mesures
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(b) MB, essai 35, Acc.1
Fig. 6.7 Détection de l’endommagement selon trois répartitions différentes des don-
nées associées à la structure saine ; de haut en bas : D1, D2 et D3 ; Tempéra-
ture ; −−− Humidité relative ; ∗ humidification ; ventilation ; climatisation ;
chauffage.
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affectées à la BT sont représentées par des cercles, et celles affectées à la
base de classification par des triangles. Les variations environnementales
sont également introduites dans la figure.
En utilisant la distribution D1, les données de la base de test et de classi-
fication sont mélangées à la base d’apprentissage. Il en résulte une distance
généralement plus faible que celle obtenue sur les nouvelles mesures. Les
points endommagés présentant une distance plus importante apparaissent
alors naturellement comme nouveaux et les variations environnementales
sont correctement filtrées. Pour réellement tester la présence de fausses
alarmes, il est préférable de séparer la base de test de celle d’apprentis-
sage afin de la placer dans la même configuration que les nouvelles mesures.
Cela correspond à la distribution D2. Dans ce cas, les points endomma-
gées sont toujours correctement classés. Cependant des fluctuations liées
aux variations environnementales apparaissent. Une augmentation progres-
sive des distances est également observée sur la base de test conduisant à de
nombreuses fausses alarmes. Cette augmentation correspond à l’éloignement
temporelle progressif des bases d’apprentissage et de test. Pour réduire le
nombre de fausses alarmes, la base de classification doit elle aussi être sé-
parée de la base d’apprentissage conduisant à la distribution D3. Dans ces
conditions, les fluctuations sont très marquées et empêchent de discerner
les variations liées à l’endommagement de celles provoquées par l’effet de la
température.
De façon générale, plus la mesure s’éloigne dans le temps de la base
d’apprentissage, plus la distance de Mahalanobis tend à augmenter même en
l’absence d’endommagement et à passer au-dessus de la limite de classifica-
tion. Ce comportement résulte de l’impossibilité de reproduire à l’identique
des conditions environnementales passées. Cet effet pernicieux est naturel-
lement masqué dans les essais lorsque les données sont affectées de façon
totalement aléatoire dans les 3 bases. En pratique, l’effet existe systémati-
quement et il est nécessaire d’y remédier, car il est alors difficile de faire la
part de choses entre un accroissement de la distance de Mahalanobis dû aux
effets environnementaux et un accroissement dû à l’endommagement.
Dans un souci de rigueur, la validation d’un algorithme de détection de
nouveauté en vue de son utilisation sur un ouvrage en service, impose que
les bases de test, de classification et les nouvelles mesures testées possèdent
la même proximité temporelle avec la base d’apprentissage.
En marge de cette discussion, il faut également noter que les distances
successives sont désormais fortement corrélées. La limite ne peut dans ce
cas pas être fixée par l’un des modèles statistiques présentés, puisque les
distances ne sont plus indépendantes.
6.5 Détection de l’endommagement
En tenant compte des remarques formulées dans la partie précédente, la
répartition des données dans les bases d’apprentissage, de classification et
de test est réalisée selon la distribution D3. La distance de Mahalanobis est
calculée sur le jfv et sur les coefficients AR.























































Fig. 6.8 Distance de Mahalanobis calculée sur les coefficients AR en fonction de la























































Fig. 6.9 Distance de Mahalanobis calculée sur le jfv en fonction de la mesure,
Poutre ; C base de classification ; ◦ base de test ; + données endommagées.
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6.5.1 Poutre en béton fibré
Les figures 6.8 et 6.9 présentent respectivement les résultats de détection
de nouveauté pour les coefficients AR et le jfv obtenus sur les quatre ac-
céléromètres. La distance de Mahalanobis de chaque mesure est tracée. Les
points de la base de test se situent avant la séquence 43, et ceux associés à
l’endommagement, à partir de la séquence 44. L’évolution de la température
est également indiquée.
En terme de sensibilité à l’endommagement, les mesures sur structure
endommagée commencent à se différencier nettement de celles de la base
de test à partir de séquence 61. Cette séquence coïncide avec l’initiation
d’une macro-fissure, qui engendre une brusque augmentation de la distance
pour les deux indicateurs. La macro-fissuration semble de plus s’accompa-
gner d’une amplification des effets de la température sur la distance, résultat
observé mais inexpliqué à ce stade. Il apparait enfin, pour les 2 indicateurs,
une tendance modérée mais réelle à l’augmentation de la distance de Maha-
lanobis avec la progression de la macro-fissure.
Le jfv affiche des résultats plus homogènes que les coefficients AR. Les
distances présentent en effet une distribution réellement constante jusqu’à la
séquence 61, donnant un sens à la limite de classification fixée. En revanche,
avec les coefficients AR, les distances calculées sur la base de classification,
puis sur la base test, augmentent continûment du fait de l’éloignement tem-
porel progressif de la base d’apprentissage. Durant cette période, pourtant,
la température varie peu. Difficilement visible en raison de l’échelle, l’agran-
dissement de la figure 6.8 montre que la distance de Mahalanobis estimée
sur les coefficients AR suit les variations de la température, même durant
la phase de micro-fissuration (Fig.6.10) précédant l’ouverture de la macro-
fissure. En résumé, les deux indicateurs parviennent à détecter correctement
l’apparition de la macro-fissure malgré les effets des variations environne-
mentales. Il est toutefois nécessaire de rappeler ici que ces résultats positifs
sont probablement favorisés par le caractère invariant de la source d’excita-




















Fig. 6.10 Agrandissement de la figure 6.8
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6.5.2 Maquette en bois
Les résultats, en terme de détection de nouveauté, obtenus sur la ma-
quette en bois sont présentés dans les figures 6.11, 6.12 et 6.13, associées
respectivement aux essais 36, 35 et 34. Chacune d’elles comporte 10 gra-
phiques (1 par accéléromètre et par indicateur vectoriel) traçant la distance
de Mahalanobis de chaque mesure de la base de classification, de la base de
test et collectée pendant la séquence d’endommagement (identifiées respec-
tivement par un triangle, un cercle et une croix). Les marqueurs plus foncés
indiquent les mesures pour lesquelles l’endommagement est maximum.
Coefficients AR
Pour chaque essai, la distance de Mahalanobis présente d’importantes
fluctuations sur la base de test. La forme de ces fluctuations invalide l’hypo-
thèse d’indépendance des valeurs et impose en toute rigueur une méthode
différente de détermination de la limite de classification. Cependant, il est
toujours possible d’observer les variations induites par l’endommagement.
Dans le cas de l’essai 36 (Fig.6.12), la détection de la suppression de
l’assemblage 1 échoue systématiquement. Pour tous les accéléromètres, les
fluctuations de la distance sur les données de test englobent celles des me-
sures associées au cycle d’endommagement. La seule exception concerne les
coefficients AR extraits des mesures de l’accéléromètre 1 lors de la dégrada-
tion maximale (graphique en haut à gauche). En effet, les points associés à

































































































Fig. 6.11 Distance de Mahalanobis en fonction de la mesure, essai 36, endom-
magement A1 ; C base de classification ; ◦ base de test ; + données endommagées ;
∗ endommagement maximum.

































































































Fig. 6.12 Distance de Mahalanobis en fonction de la mesure, essai 35, endom-


































































































Fig. 6.13 Distance de Mahalanobis en fonction de la mesure, essai 34, endom-
magement D24 ; C base de classification ; ◦ base de test ; + données endomma-
gées ; ∗ endommagement maximum.
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l’accéléromètre 1 est le plus proche de l’endommagement. Cependant, il est
difficile de déterminer avec certitude si l’augmentation de la distance ne
résulte pas des variations environnementales. La dégradation se situant ici
au troisième et dernier niveau de la structure, son impact sur le comporte-
ment dynamique est probablement plus faible comparativement aux 2 autres
essais présentés ci-après, pouvant ainsi expliquer l’absence de sensibilité.
Les résultats de l’essai 35 manifestent davantage de sensibilité (Fig.6.12).
Si les accéléromètres 1, 4 et 5 n’indiquent aucun changement, la distance aug-
mente de façon significative pour les mesures relatives aux accéléromètres 2
et 3, situés sur le montant concerné par l’endommagement. Cette augmenta-
tion peut traduire une combinaison des effets des variations environnemen-
tales (début d’une période de chauffage à la mesure 450) et de l’endommage-
ment. Cependant, les fluctuations des distances associées aux accéléromètres
2 et 3 sont trop significatives pour douter de l’impact de l’endommagement.
Ici encore se pose le problème du critère de classification.
Concernant l’essai 34 (Fig.6.13), à l’exception de l’accéléromètre 4, tous
les autres indiquent clairement un changement dans le comportement de
la structure. La réponse de l’accéléromètre 1 reproduit même assez nette-
ment la séquence d’endommagement (évolution réversible de la tension du
câble 2-4). Ces bons résultats sont liés au fait que la suppression d’une
diagonale du contreventement affecte la dynamique globale de la structure
de façon plus conséquente qu’un assemblage. La réponse de l’accéléromètre
2 est assez particulière car elle présente une augmentation très brusque,
puis un diminution également rapide, toutes deux non corrélées à l’évolu-
tion de l’endommagement. La première coïncide avec le déclenchement de
la climatisation (mesure 406), et la seconde avec le démarrage des lampes
à rayonnement IR (mesure 451). Cependant, ces mêmes opérations n’en-
gendrent pas les mêmes réponses dans la base test. Des couplages entre les
variations environnementales et l’endommagement expliquent ces évolutions
irrégulières, néanmoins significativement nouvelles.
Peut-être est-il possible de réduire la sensibilité aux changements de
comportement de la structure en réduisant l’ordre du modèle AR. Un modèle
AR(15) est ajusté sur l’ensemble des mesures de l’essai 35. Les résultats,
illustrés dans la figure 6.14, conduisent aux mêmes conclusions que celles
obtenues avec un modèle AR(40).
jfv
Les performances du jfv sont considérablement dégradées par l’intro-
duction des variations environnementales dans les données relatives à ces
essais.
Bien que les distances de Mahalanobis semblent globalement indépen-
dantes, permettant une détermination correcte d’un seuil de classification,
le jfv est bien moins affecté par l’endommagement que les coefficients AR.
Seul l’essai 34 (Fig.6.13(b)), associé à la plus grande perturbation du com-
portement dynamique de la maquette, montre une légère aptitude à la détec-
tion de l’endommagement lorsque celui-ci est à son plus haut niveau, sur les
accéléromètres 1, 2 et 3. Les deux oscillations visibles sur les points de l’ac-
céléromètre 2, coïncident avec deux phases de chauffage (mesures 320 → 380
et 541 → 522). La seconde est cependant amplifiée par la présence de l’en-











































Fig. 6.14 Distance de Mahalanobis calculée sur un AR(15) en fonction de la
mesure, essai 35, endommagement A3 ; C base de classification ; ◦ base de
test ; + données endommagées ; ∗ endommagement maximum.
dommagement, ceci n’expliquant cependant pas le non retour à l’état initial
à la fin de l’essai.
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Bilan
Détecter l’apparition d’endommagement en présence de fortes variations
environnementales impose de prendre certaines précautions. Il est nécessaire
de mettre sur un pied d’égalité les données de classification et de test, et
celles qui doivent être classées. En effet, le mélange aléatoire des données
acquises sur structure saine pour former les bases d’apprentissage et de test
réduit artificiellement la distance de Mahalanobis des mesures de test.
Afin de prendre en compte cette observation, les différentes bases de
données sont constituées par des mesures consécutives, limitant ainsi la cor-
rélation temporelle avec les données d’apprentissage, à l’instar des pratiques
de surveillance sur un ouvrage réel en service.
Les résultats obtenus sur la poutre en béton fibré montrent que les
deux indicateurs détectent sans ambiguïté l’initiation et la progression d’une
macro-fissure. Le jfv présente une sensibilité aux variations de température
plus limitée que les coefficients AR.
A l’exception de l’essai 35 réalisé sur la maquette en bois, dans lequel
seuls les coefficients AR se montrent sensibles à la dégradation, les deux indi-
cateurs vectoriels détectent généralement l’endommagement sur les mêmes
capteurs et les mêmes essais, mais pas nécessairement aux mêmes moments.
Les coefficients AR se montrent extrêmement sensibles, aussi bien aux va-
riations environnementales qu’aux changements structuraux. Il en résulte
de fortes fluctuations dans les valeurs de la distance de Mahalanobis, ren-
dant difficile la détermination d’un seuil de classification et la différenciation
entre variations normales et anormales. A l’inverse, les distances basées sur
le jfv sont plus dispersées, mais de moyenne presque constante. Ainsi, la
limite de contrôle est plus simple à fixer, mais dans ce cas, c’est la sensi-
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Introduction
Les variations environnementales ne constituent pas le seul facteur suscep-tible de perturber la détection de l’endommagement. Dans un contexte
de suivi des ouvrages en service, la sollicitation, inconnue et non mesurable,
peut également être génératrice de nouveauté dans les mesures.
La plupart des travaux réalisés en laboratoire s’appuient sur des sollici-
tations correspondant à des bruits blancs de bandes de fréquences limitées.
Cependant, la circulation routière et les rafales de vent peuvent générer une
excitation de nature très différente, correspondant davantage à une succes-
sion aléatoire d’impulsions. Ce chapitre traite de l’effet de ce type d’excita-
tion sur la performance des indicateurs proposés.
Pour répondre à cette question, les essais étudiés dans le chapitre 6
sont de nouveau réalisés, mais pour deux types de sollicitation dynamique :
un mélange de bruit blanc et d’impulsions aléatoires tout d’abord, puis
des impulsions aléatoires seules. Dans un premier temps, une sollicitation
instationnaire seule est exercée sur la structure (avec et sans bruit blanc),
puis, dans une second temps, la sollicitation instationnaire est combinée aux
variations environnementales.
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7.1 Données étudiées
Les données exploitées dans ce chapitre sont extraites des essais réalisés
sur la maquette en bois (Tab.4.3). Les mesures des essais 22, 24, 25 (sans
variations environnementales), et 33, 34 et 35 (avec variations environne-
mentales) sont collectées pour les trois formes d’excitation présentées dans
la section 4.4 :
Exc.1 : constituée d’un bruit blanc de bande de fréquence de 800Hz,
Exc.2 : constituée d’un mélange d’un bruit blanc de bande de fréquence
de 800Hz et d’impulsions aléatoires en temps et en amplitude ; l’ampli-
tude RMS du bruit est inférieure au 1/10 de l’amplitude de l’impulsion
maximale (Fig.4.12),
Exc.3 : constituée uniquement par la composante impulsionnelle de
l’excitation 2.
7.2 Paramètres de calcul
Dans la mesure où la nature de l’excitation est modifiée, les caracté-
ristiques de la réponse le sont également. Il convient donc de redéfinir les
paramètres de calcul des indicateurs pour chacune des deux nouvelles formes
de sollicitation. Des mesures de l’essai 24 sont extraites de la base de don-
nées de référence (structure saine) pour conduire les calculs présentés dans
cette partie.
7.2.1 Modèle AR
La fonction d’auto-corrélation partielle et le critère d’Akaike sont estimés
sur 25 mesures (5 par accéléromètre).
Le chapitre précédent montre que des écarts d’une dizaine d’unités dans
l’ordre du modèle AR n’ont pas d’effet significatif sur la capacité de dé-
tection de l’endommagement lorsqu’il est supérieur à 20. La sensibilité est
d’avantage impactée si l’ordre est doublé ou divisé par plus de deux. Le
tableau 7.1 indique une valeur minimale de l’ordre de 20, sans différence
significative entre les excitations.
Le choix se porte alors sur un modèle AR(30) pour tous les accéléro-
mètres et pour les deux types d’excitations.
Exc.2 Exc.3
Acc. Moy. Min Max Moy. Min Max
1 25.0 23 27 29.4 26 32
2 31.6 26 35 31.8 26 37
3 23.6 22 24 28.8 22 38
4 24.4 23 27 28.6 26 30
5 30.8 24 39 30.8 26 35
Tab. 7.1 Ordres moyen, minimum et maximum obtenus pour chaque accéléromètre
(5 signaux par accéléromètre), essai 24.
140 Chapitre 7. Influence d’une excitation instationnaire
Excitation Acc.1 Acc.2 Acc.3 Acc.4 Acc.5
2 7 5 5 7 5
3 9 6 7 9 6
Tab. 7.2 Valeurs du retard τ retenues pour chaque accéléromètre en vue de la
reconstruction de l’espace des phases.
7.2.2 Paramètres de reconstruction
Les figures 7.1(a) et 7.2(a) représentent, respectivement pour les solli-
citations Exc.2 et Exc.3, les fonctions d’auto-corrélation et d’information
mutuelle estimées sur une mesure de l’essai 24 (pour les cinq accéléromètres).
Les valeurs indiquées pour le décalage temporel étant homogènes pour un
même accéléromètre (constatation réalisée sur 3 mesures), seule une courbe
est tracée pour chaque capteur. Les courbes montrent que les fonctions d’AC
et d’IM fournissent globalement une information concordante sur le choix du
retard optimal. La première s’annule lorsque la seconde atteint un minimum
local. Cependant, il n’est pas possible de définir une valeur commune à tous
les capteurs. Le choix du retard optimal est donc propre à chaque capteur.
En conservant à l’esprit que les valeurs de retard 2 et 4 sont à proscrire
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(a) Choix du retard (une courbe par ac-
céléromètre) ; — Information mutuelle ;
−− Auto-corrélation.




















(b) Taux de faux voisins en fonction de la
dimension de reconstruction (trois courbes
par accéléromètre).
Fig. 7.1 Courbes d’aide à la sélection des paramètres de reconstruction estimées
sur trois mesures de l’essai 24, Exc.2.
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(a) Choix du retard (une courbe par accé-
léromètre) ;— Information mutuelle ;−−
Auto-corrélation.




















(b) Taux de faux voisins en fonction de la
dimension de reconstruction (trois courbes
par accéléromètre).
Fig. 7.2 Courbes d’aide à la sélection des paramètres de reconstruction estimées
sur trois mesures de l’essai 24, Exc.3.
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pour le calcul le jfv, les valeurs sélectionnées sont fixées et regroupées dans
le tableau 7.2.
Les figures 7.1(b) et 7.2(b) représentent, respectivement pour les sollici-
tations Exc.2 et Exc.3, le taux de faux voisins en fonction de la dimension
de plongement pour des mesures collectées lors de l’essai 24 (3 mesures par
capteur, soit 15 courbes). Une fois de plus, ces courbes ne permettent pas
d’identifier de façon rigoureuse la dimension optimale. Une dimension arbi-
traire égale à 6 est conservée, toujours dans l’objectif de limiter la taille du
jfv et de disposer d’un nombre de composantes proche de l’ordre du modèle
AR.
7.3 Observation des indicateurs
Afin d’observer les conséquences de la diminution de la part de bruit
stationnaire dans l’excitation au profit d’impulsions aléatoires, le tracé brut
des premières composantes de chaque indicateur vectoriel est représenté dans
les figures 7.3 et 7.4 correspondant respectivement aux coefficients AR et au
jfv. Sur chaque figure apparaissent les résultats relatifs à l’accéléromètre 1,
pour les trois excitations (de gauche à droite) lors des essais 22 (en haut)
et 36 (en bas). La ligne pointillée verticale marque le début de la séquence
d’endommagement.
7.3.1 Coefficients AR
En l’absence de variations environnementales, et sous bruit blanc, les
coefficients AR se situent dans une bande assez étroite. A mesure que le bruit
(a) essai 22, Acc.1, sans variations environnementales
(b) essai 36, Acc.1, avec variations environnementales
Fig. 7.3 Tracé des 5 premiers coefficients AR en fonction de la mesure relativement
aux trois excitations.
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est remplacé par des impulsions, cette bande s’élargit considérablement. La
variance des coefficients associés à la structure saine, représentés sur la figure
7.3(a), est multipliée par 1,5 en moyenne lors du passage à l’excitation 2, et
par 3 pour l’excitation 3.
Dans le contexte favorable de conditions environnementales constantes,
l’endommagement induit sur la maquette en bois est toujours observable
malgré l’augmentation de la dispersion consécutive à l’introduction de la
sollicitation instationnaire. Il est cependant certain que sa détection sera
plus tardive, voir impossible pour de plus faibles dégradations.
Ces observations sont également valables lorsque les variations environ-
nementales sont introduites. Les fluctuations qu’elles imposent sont en partie
masquées par l’augmentation de la dispersion (Fig.7.3(b)), réduisant ainsi
la corrélation entre les valeurs successives de la distance. Le décrochement
lié à l’apparition de l’endommagement n’est plus visible.
7.3.2 JFV
Les effets de l’accroissement de la part instationnaire de l’excitation sont
moins visibles sur le jfv (7.4(a)). La variance des deux composantes repré-
sentées sur la figure augmente de 55% en moyenne (10% et 100%) entre
l’excitation 1 et l’excitation 2, et reste égale entre la 2 et la 3. Cependant,
la déviation provoquée par l’endommagement étant faible, cette augmenta-
tion peut suffire à réduire la sensibilité à l’endommagement. La dispersion
augmentant peu, la sensibilité aux changements des conditions climatiques
est peu modifiée (Fig.7.4(b)).






























(a) essai 22, Acc.1, sans variations environnementales
(b) essai 36, Acc.1, avec variations environnementales
Fig. 7.4 Tracé des 2 premières composantes du jfv en fonction de la mesure rela-
tivement aux trois excitations.
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7.4 Détection de l’endommagement
L’ensemble des résultats en terme de détection de l’endommagement
relatifs à tous les essais et à toutes les excitations sont regroupés dans l’an-
nexe A.2. Afin d’alléger cette section, seul un échantillon de ces résultats est
présenté ci-après.
Chacune des figures 7.5 à 7.9 est composée de 10 graphiques relatifs
aux 5 accéléromètres (de haut en bas) et aux excitations 2 (à gauche) et
3 (à droite). Sur chaque graphique est tracée la distance de Mahalanobis
des mesures de la base de classification, de la base de test et de la base
associée à la structure endommagée, les points figuratifs de ces 3 bases étant
respectivement représentés par un triangle vert, un cercle bleu et une croix
rouge. Les points noirs indiquent le niveau d’endommagement maximum. La
ligne pointillée verticale marque le début de la séquence d’endommagement
et la ligne pointillée horizontale indique la limite de classification fixée à
3 écarts-types au dessus de la moyenne (moments statistiques relatifs à la
base de classification).
7.4.1 Conditions environnementales stables
Les observations précédentes sont confirmées par la figure 7.5 qui repré-
sente la distance de Mahalanobis calculée sur les coefficients AR en fonction

































































































Fig. 7.5 Distance de Mahalanobis calculée sur les coefficients AR en fonction de
la mesure, essai 25, endomagement A1 ; C base de classification ; ◦ base de test ;
+ données mesurées sur structure endommagée ; ∗ endommagement maximum.

































































































Fig. 7.6 Distance de Mahalanobis calculée sur les composantes du JFV en fonc-
tion de la mesure, essai 22, endommagement A2 ; C base de classification ; ◦
base de test ; + données mesurées sur structure endommagée ; ∗ endommagement
maximum.
Certes la détection de l’endommagement devient moins précise, mais elle
présente toujours des performances satisfaisantes, et ce, également pour les
essais 22 et 24 (Fig.A.1 et Fig.A.2).
Sur l’essai 25, le desserrage du premier écrou est clairement identifié sous
un bruit blanc, ce qui n’est plus le cas sous l’excitation 2, puis la 3. Dans
ces deux derniers cas, les premiers points rouges demeurent en effet sous la
limite de classification, traduisant une diminution de la sensibilité.
Les résultats obtenus avec le jfv sont contrastés. L’essai 24, qui impose
la plus grande dégradation, conserve le pouvoir discriminant des accéléro-
mètres 1,3 et 4, pour toutes les sollicitations (Fig.A.8). Pour les autres essais,
dont l’essai 22 (Fig.7.6), la sensibilité à l’endommagement est similaire sous
les excitations 1 et 2. Une amélioration est même observée sur le capteur 5
de l’essai 25 qui peut trouver son origine dans une meilleure optimisation
des paramètres de reconstruction. Ce résultat souligne la difficulté de dé-
termination de ces paramètres et leur impact potentiel sur la performance
de l’indicateur. Ce point fera l’objet d’une discussion dans la section 7.4.3.
Enfin, l’excitation 3 induit une capacité de détection nulle sur l’essai 25 et
limitée sur l’essai 22 (Fig.7.6(b)).
L’absence d’une composante de bruit dans la sollicitation dynamique
réduit donc de façon significative la capacité du jfv à indiquer de faibles
endommagements. Les coefficients AR demeurent efficaces, mais présentent
une sensibilité réduite.

































































































Fig. 7.7 Distance de Mahalanobis calculée sur les coefficients AR, en fonction
de la mesure, essai 34, Endom. D24 ; C base de classification ; ◦ base de test ;

































































































Fig. 7.8 Distance de Mahalanobis calculée sur les coefficients AR en fonction de
la mesure, essai 35, Endom. A3 ; C base de classification ; ◦ base de test ; +
données mesurées sur structure endommagée ; ∗ endommagement maximum.
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7.4.2 Conditions environnementales variables
Coefficients AR
Dans le cas des coefficients AR, l’ajout des variations environnementales
confirme le fait que la dégradation des résultats est plus significative lors du
passage de l’excitation 2 à l’excitation 3 que de l’excitation 1 à l’excitation
2.
En effet, les courbes des distances de Mahalanobis en fonction de la me-
sure sont très similaires pour les deux premiers types d’excitations (exemple :
Fig.6.12(a) et Fig.7.8(a)), n’altérant pas davantage la détection de la dégra-
dation. En revanche, sous la dernière forme de sollicitation, les fluctuations
liées aux facteurs environnementaux sont considérablement réduites en rai-
son de la dispersion accrue des valeurs de la distance. C’est le cas notamment
des accéléromètres 2 et 3 durant l’essai 35 (Fig.7.8).
Sous excitation purement impulsionnelle (Exc.3), seul l’essai impliquant
la suppression de la diagonale 2-4 permet encore de discriminer l’endomma-
gement par l’accéléromètre 2, et dans une moindre mesure par les accéléro-
mètres 3, 4 et 5 (Fig.7.7).
JFV
Considérées séparément, les variations environnementales et l’introduc-
tion d’impulsions aléatoires dans la sollicitation dégradent totalement la
capacité de détection de la suppression d’un assemblage par le jfv. Il est
donc attendu que leur combinaison ne remporte pas plus de succès, comme
observé lors de l’essai 35 (Fig.A.11) et 36 (Fig.A.12).
Seule la suppression de la diagonale mise en œuvre lors de l’essai 34 est
décelée dans certains cas (Fig.7.9). Sous l’excitation 2, les niveaux maxi-
mums d’endommagement sont encore détectés sur les accéléromètres 1, 3
et 5 (Fig.7.9). En présence de sollicitations purement impulsionnelles, la
dispersion est trop importante pour que les variations causées par l’endom-
magement soient significatives, mis à part pour l’accéléromètre 3 qui reste
le seul en mesure d’indiquer la présence de la dégradation.
7.4.3 Augmentation de la dimension
Face au choix arbitraire de la dimension de reconstruction et à l’effica-
cité limitée du jfv dans les cas de suivi les plus défavorables (variations
environnementales et sollicitations instationnaires), se pose la question de
la pertinence des paramètres retenus pour le calcul. Afin de fournir des élé-
ments de réponse, une étude paramétrique est réalisée sur la dimension de
reconstruction et le décalage temporel.
Sur la base des courbes de l’auto-corrélation et des taux de faux voisins
associées à chaque signal, les paramètres suivants sont utilisés :
– Exc.2 ⇒ τ = 3− 6− 13 ; dim = 4− 6− 8,
– Exc.3 ⇒ τ = 3− 6− 8− 13− 20 ; dim = 4− 6− 8.
Les données analysées sont celles de l’essai 34, sous l’excitation 3 au ni-
veau de l’accéléromètre 2. La partie précédente montre que cet essai consti-
tue le seul cas, sous l’excitation 3, pour lequel l’endommagement est encore
correctement détecté par les paramètres AR et non par le jfv (Fig.7.9(b) et


























































































Fig. 7.9 Distance de Mahalanobis calculée sur les composantes du JFV en fonc-
tion de la mesure, essai 34, endommagement D24 ; C base de classification ; ◦
base de test ; + données mesurées sur structure endommagée ; ∗ endommagement
maximum.
Fig.7.8(b)). L’étude paramétrique cherche à vérifier s’il est possible d’égaler
la sensibilité obtenue par les coefficients AR avec des paramètres de recons-
truction différents.
La qualité d’un jeu de paramètres est jugée seulement au travers de
sa capacité à faire émerger les mesures collectées sur structure endomma-
gée, tout en conservant une distance de Mahalanobis constante sur celles
non endommagées.
La figure 7.10 regroupe les résultats obtenus lors de l’essai 34, sous l’ex-
citation 3 et pour le capteur 2. La figure forme un tableau de 15 graphiques.
Les lignes sont associées à une valeur constante de τ spécifiée à droite de
la ligne, et les colonnes à une valeur fixe de la dimension de plongement
spécifiée au-dessus. Comme précédemment, chaque graphique représente la
distance de Mahalanobis de la base de classification, de la base de test et de
la base associée à la structure endommagée.
La sensibilité à l’endommagement du jfv se révèle ici très influencée
par les deux paramètres de reconstruction. Il apparait que pour de faibles
valeurs de τ (3 et 6), la dimension joue un rôle secondaire. A l’inverse, pour
des valeurs de τ supérieures, l’augmentation de la dimension de plongement
impacte de façon très positive la sensibilité de l’indicateur à l’endommage-
ment.
Un jeu de paramètres optimaux se dessine. Les résultats présentés sur la
figure plaident en effet pour une reconstruction en dimension 8 selon un délai
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Fig. 7.10 Distance de Mahalanobis calculée sur le jfv en fonction de la mesure
pour chaque jeu de paramètres, essai 34, Excitation 3, Acc.2 ; C base de clas-
sification ; ◦ base de test ; + données mesurées sur structure endommagée ; ∗ en-
dommagement maximum.
égal à 8 ou 13. Dans ce cas, le jfv présente des performances honorables,
équivalentes à celles des coefficients d’un modèle AR(30). Cependant, aucune
méthode connue ne permet de fixer ces valeurs a priori, posant alors un réel
problème pour une classification en mode non-supervisé.
Aucun des jeux de paramètres étudiés ici n’améliore la détection sur les
autres essais. Il est cependant légitime de s’interroger sur le bénéfice poten-
tiel d’une reconstruction en dimension supérieure à 8, bien plus coûteuse en
temps de calcul.
Pour réaliser une comparaison équitable (en terme de nombre de com-
posantes) avec le jfv calculé en dimension 8, un modèle AR(65) est ajusté
sur le même essai. La figure 7.11 expose les résultats sous l’excitation 3.
















































Fig. 7.11 Distance de Mahalanobis calculée sur les coefficients AR(65) en fonction
de la mesure, essai 34, endommagement D24 ; C base de classification ; ◦ base
de test ; + données endommagées ; ∗ endommagement maximum.
L’augmentation de l’ordre améliore légèrement la classification de quelques
points isolés. Cependant, elle ne change pas de façon perceptible la sensibi-
lité obtenue précédemment.
Le choix de l’ordre du modèle AR se montre moins critique. En effet, la
fonction d’auto-corrélation partielle a toujours permis de définir une valeur
conduisant à une sensibilité optimale, dans le sens où elle est peu améliorée
avec un ordre supérieur.
7.4.4 Autre méthode : corrélation croisée
La capacité limitée des indicateurs proposés à détecter l’endommage-
ment dans des conditions défavorables, mais réalistes, amène naturellement
à envisager soit des développements orientés vers une véritable optimisation
de leurs paramètres de calcul, soit la proposition d’autres indicateurs. Un
moyen de s’affranchir partiellement de l’aléa lié à l’excitation peut consister
à coupler l’information par paire de capteurs.
Ainsi, plusieurs indicateurs vectoriels sont formés :
– Calcul de modèles AR sur le signal différence de deux mesures,
– Calcul de modèles AR de prédiction croisée (modèle ajusté sur la
mesure d’un accéléromètre et utilisé pour prédire la mesure d’un autre
accéléromètre),
– Coefficients de la fonction d’auto-corrélation partielle croisée (corréla-
tion partielle entre une valeur du capteur i et les valeurs décalées du
capteurs j),
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Fig. 7.12 Distance de Mahalanobis calculée sur toutes les valeurs de la fonction
d’auto-corrélation croisée pour une sélection de paires d’accéléromètres ; essai 34,
endommagement D24, Excitation 3 ; C base de classification ; ◦ base de test ;
+ données endommagées ; ∗ endommagement maximum.
(a) Excitation 2
(b) Excitation 3
Fig. 7.13 Distance de Mahalanobis calculée sur trois valeurs de la fonction d’auto-
corrélation croisée pour une sélection de paires d’accéléromètres ; essai 34, en-
dommagement D24 ; C base de classification ; ◦ base de test ; + données endom-
magées ; ∗ endommagement maximum.
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– Coefficients de la fonction de corrélation croisée,
– Coefficients de la fonction d’information mutuelle croisée,
– Moyenne de l’erreur de prédiction par le modèle AR le plus proche (les
coefficients ARt de la mesure à tester sont estimés ; cette mesure est
ensuite prédite à l’aide des coefficients ARre f de la base d’apprentissage
ayant la plus petite distance euclidienne avec ARt),
– Erreur de reconstruction des AR après projection et déprojection dans
l’espace des composantes principales des coefficients de la base d’ap-
prentissage.
Parmi ces approches, peu conjuguent une bonne détection de l’endom-
magement et le filtrage des variations environnementales. Seule l’exploita-
tion des valeurs de la fonction d’auto-corrélation croisée (FACC) offre des
perspectives intéressantes. Le travail présenté ici étant exploratoire, cet avis
n’est cependant pas définitif dans la mesure où des améliorations peuvent
probablement être apportées dans la mise en œuvre des différentes méthodes.
La figure 7.12 présente la distance de Mahalanobis estimée sur des vec-
teurs formés par les 20 premières valeurs de la FACC, pour une sélection de
couples d’accéléromètres sous l’excitation 3, lors de l’essai 34. La structure
de chaque graphique conserve les mêmes codes que ceux utilisés jusqu’ici
dans ce mémoire.
L’apparition de l’endommagement est assez clairement détectée. Cepen-
dant, la dispersion importante des valeurs de la distance de Mahalanobis et
les lentes variations présentes sur les points relatifs à la structure saine em-
pêchent une bonne discrimination statistique de la dégradation. Pour tenter
de pallier ces deux problèmes, seules les trois valeurs de la FACC présentant
la plus faible variance sur la base d’apprentissage sont conservées.
Les résultats obtenus avec les coefficients filtrés sont présentés dans les
figures 7.13(a) et 7.13(b), correspondant respectivement aux excitations 2
et 3. Le graphique du couple 1/5 de la figure 7.13(b) indique également la
séquence d’endommagement réversible (desserrage, puis serrage de l’écrou
tendeur par pas de 16
e`me de tours).
La comparaison des figures 7.12 et 7.13(b) permet de mettre en évidence
l’intérêt du filtrage en variance des coefficients. La dispersion et l’effet des
variations environnementales sont réduits. De plus lorsqu’une paire de cap-
teurs détecte l’endommagement, l’évolution de la distance de Mahalanobis
est bien corrélée aux niveaux de serrage et, par conséquent, au degré d’en-
dommagement (Fig.7.13(b)). Avec les coefficients AR, cette évolution est
généralement polluée par les variations environnementales.
La comparaison entre l’excitation 2 et l’excitation 3 révèle une plus faible
dispersion pour la dernière, améliorant la détection de la dégradation. Ce-
pendant, de nombreux points aberrants sont présents et exigent l’utilisa-
tion de modèles statistiques robustes pour une classification minimisant les
fausses alarmes.
Finalement, les valeurs de la FACC filtrées en variance permettent de
détecter correctement l’endommagement à partir de quelques mesures avant
son niveau maximal. Sur les mêmes données, le jfv (calculé selon des pa-
ramètres de reconstruction optimisés, T = 8; dim = 8, Fig.7.10) détecte
bien la partie ascendante de l’endommagement, mais moins bien la phase
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de retour à l’état initial. Enfin, les coefficients AR discriminent quasiment
la totalité des mesures relatives à l’état dégradé, mais subissent davantage
les variations environnementales (Fig.7.8(b)).
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Bilan
La part de bruit stationnaire dans le signal de l’excitation affecte davan-
tage le jfv, déjà assez dispersé, que les coefficients AR. Les performances
sont peu modifiées tant que l’excitation comporte une part de bruit, ce qui
est le cas pour des ouvrages en service. Ainsi, les problèmes liés aux varia-
tions environnementales sont prépondérants avec l’excitation 2. Si tout le
bruit est supprimé, la dispersion dans les valeurs des indicateurs augmente,
masquant en partie les fluctuations induites par les facteurs extérieurs, mais
annulant totalement la capacité à discriminer de faibles endommagements,
tels que la suppression d’un assemblage. Toutefois, la détection du retrait
d’une diagonale reste possible avec les coefficients AR.
Si le choix de l’ordre du modèle AR n’apparait pas critique pour la
détection de l’endommagement lorsqu’il est suffisamment grand (plusieurs
dizaines), celui des paramètres de reconstruction s’avère plus sensible. La
méthode usuelle exploitant les fonctions d’auto-corrélation et d’informa-
tion mutuelle n’indique pas nécessairement le délai optimal permettant la
meilleure discrimination de l’endommagement. La courbe du taux de faux
voisins est également insuffisante pour déterminer la dimension optimale de
reconstruction. Cependant, des performances proches des coefficients AR
peuvent être atteintes à conditions d’améliorer la méthode de choix de ces
paramètres.
Devant ce problème, et l’impossibilité de déceler la suppression des as-
semblages lorsque les variations environnementales et l’excitation instation-
naire sont combinées, des indicateurs exploitant l’information fournie par
des paires de capteurs sont testés.
Seul un indicateur basé sur les coefficients de corrélation croisée permet
d’obtenir des résultats intéressants. Bien qu’il soit impossible de déceler
l’endommagement dans les cas où les AR et le jfv échouent, cet indicateur
détecte correctement la diminution de tension dans une diagonale. Dans ce
cas, malgré l’excitation impulsionnelle, l’indicateur filtre correctement les
variations environnementales et présente une évolution bien corrélée à la
tension du câble.
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Introduction
Les chapitres précédents analysent exclusivement la sensibilité des indica-teurs aux effets, seuls ou combinés, de l’endommagement, des variations
environnementales et de la nature de l’excitation. L’analyse est réalisée de
façon assez qualitative, sans réellement quantifier la capacité à détecter les
dégradations imposées aux dispositifs expérimentaux. En effet, un seuil est
simplement fixé de façon indicative à 3 écarts-types au-dessus de la moyenne
de la base de classification. Or, l’étape de modélisation statistique est es-
sentielle dans la démarche de détection de nouveauté, dans la mesure où
elle conditionne la prise de la décision finale sur la classe d’appartenance
(structure saine ou endommagée) de la mesure testée.
Outre les outils classiques tels que que les diagrammes de contrôle et les
tests statistiques, d’autres approches apparaissent de plus en plus fréquem-
ment dans la littérature, telles les statistiques des valeurs extrêmes (§1.3.3).
Au-delà de cette variété de modèles disponibles, les choix envisageables sont
multiples :
– raisonner sur les valeurs individuelles ou sur des échantillons de va-
leurs,
– détecter de la nouveauté après le dépassement du seuil par une valeur
ou par une séquence de valeurs.
Ces différentes options représentent plusieurs alternatives dont les perfor-
mances peuvent être assez différentes.
L’objet de ce chapitre est de comparer un certain nombre de ces mé-
thodes sur 5 jeux de données extraits des chapitres précédents, afin de pro-
poser quelques critères de choix.
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8.1 Les différentes méthodes testées
Les modèles statistiques exploités sont présentés dans la section 1.3.3. La
population de référence évoquée est composée par la base de classification
(25% des données collectées sur structure saine).
Chaque méthode est numérotée de 1 à 7. Les trois premières prennent
en compte chaque valeur individuellement pour la construction du modèle.
Les 4 autres méthodes s’appuient sur des échantillons de valeurs.
Methode 1 : Modèle gaussien individuel
Les valeurs sont supposées indépendantes et de distribution gaussienne.
La moyenne et la variance sont estimées par les équations 3.29 et 3.30, la
limite de contrôle par l’équation 3.31.
Méthode 2 : Modèle des excédents
Une distribution exponentielle est ajustée sur les excédents de la base
de classification pour estimer la limite de contrôle (Eq.3.34). Le nombre
d’excédents est fixé à 15, quantité un peu faible pour ajuster le modèle, mais
représentant une proportion déjà importante de la base de classification.
Parmi les jeux de données testés, la plus petite base de classification compte
45 points.
Méthode 3 : Hotelling T2
La base d’apprentissage est utilisée dans un premier temps pour calculer
T2. Puis, la limite est fixée par l’équation 3.39.
Méthode 4 : Échantillons gaussiens - Population mère
La limite de contrôle des échantillons est fixée à partir de la moyenne et
de la variance estimées sur la population mère (Eq.3.40).
Méthode 5 : Échantillons gaussiens - Moyenne des variances
La variance de la population mère est estimée par la moyenne des va-
riances de chaque échantillon. La limite est fixée par l’équation 3.41.
Méthode 6 : Échantillons gaussiens - Variance des moyennes
La limite est fixée par rapport à la variance de la moyenne des échan-
tillons (Eq.3.43).
Méthode 7 : Maxima des échantillons
Une distribution des valeurs maximales extrêmes est tout d’abord ajus-
tée sur les maxima de chaque échantillon. Puis la limite de contrôle est fixée
par inversion de la fonction de distribution cumulée (Eq.3.45).
Pour limiter le nombre de fausses alarmes, il est courant de classer des
valeurs comme nouvelles après le dépassement du seuil par une séquence de
s points successifs, plutôt qu’une valeur individuelle. Dans l’étude proposée,
s varie entre 1 et 5, de même que la taille des échantillons désignée par Ne.
Dans le cas traité ici, afin de favoriser une détection précoce, il ne faut pas
envisager plus de 5 mesures pour prendre une décision sur l’état de la struc-
ture. En supposant qu’un cycle de variations environnementales imposées à
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(a) J1 : essai 24, Acc.3, Exc.1, JFV, dim =
6, T = 6













(b) J2 : essai 25, Acc.1, Exc.1, JFV, dim =
6, T = 6













(c) J3 : essai 34, Acc.2, Exc.3, JFV, dim =
8, T = 8














(d) J4 : essai 34, Acc.2, Exc.2, AR(30)
















(e) J5 : essai 24, Acc.2, Exc.3, jfv, Corré-
lation 1/5
Fig. 8.1 Distance de mahalanobis des indicateurs pour les 5 jeux de données étudiés.
la maquette en bois correspond à une année de suivi, 5 mesures représentent
10 jours de suivi.
Dans la suite de l’exposé, les différentes méthodes sont désignées par
Mi, i = 1, . . . , 7.
8.2 Données utilisées
Cinq jeux de données formés de valeurs de distances de Mahalanobis sont
employés pour tester les méthodes précédentes. Ils sont tous représentés sur
les figures 8.1(a) à 8.1(e).
Les jeux 1, 2 et 3 présentent un accroissement net de la distance dès
le début de l’endommagement, et les points successifs semblent assez dé-
corrélés (Fig.8.1(a), 8.1(b) et 8.1(c)). L’enjeu est de déterminer à partir de
quelle valeur de distance la dégradation est détectée. Le jeu n˚ 4, obtenu
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avec les coefficients AR, affiche des distances fluctuant avec les variations
climatiques, ce qui est peu compatible avec les modèles statistiques proposés
(Fig.8.1(d)). Néanmoins, leurs performances sont analysées. Enfin, le der-
nier jeu porte sur la corrélation croisée. Ces données sont décorrélées, mais
la base de classification comporte un certain nombre de points aberrants,
souvent nuisibles à l’estimation des limites de contrôle (Fig.8.1(e)). Il appa-
rait évident, compte tenu de la répartition des points, qu’au moins 30% des
points acquis sur structure endommagée ne sont pas discernables de la base
de classification dans ce dernier jeux.
Dans la suite de l’exposé, les jeux de données sont désignés par Ji, i =
1, . . . , 5. Le nombre de points, composant la base de classification utilisée
pour l’ajustement des modèles statistiques, est indiqué dans le tableau 8.1.
J1 J2 J3 J4 J5
45 45 100 100 100
Tab. 8.1 Taille de la base de classification
8.3 Résultats
Les pourcentages de fausses alarmes (FA) et de vraies détections (VD)
sont calculés pour chaque méthode. L’objectif de chacune d’elles est de par-
venir à s’approcher de la performance idéale : 0% de FA et 100% de VD.
Elles sont ainsi comparées par le biais de la distance euclidienne entre leurs
points figuratifs de coordonnées (FAi,VDi) et le point idéal (0, 100). Le
tableau de l’annexe A.3 présente l’ensemble des résultats.
J1 J2 J3 J4 J5
n FA VD FA VD FA VD FA VD FA VD
1 3 40 1 23 2 31 38 84 2 15
2 8 67 6 57 1 57 19 95 3 31
3 3 76 2 67 6 62 26 98 4 44
4 7 82 9 80 7 70 25 98 15 58
5 4 78 8 72 9 75 40 99 19 57
6 6 86 7 82 4 68 53 100 0 51
Tab. 8.2 Moyenne des pourcentages de fausses alarmes et de vraies détections pour
les 5 jeux de données en fonction du nombre de points utilisés (n = Ne × s).
J1 J2 J3 J4 J5
Rang Méth. FA/VD Méth. FA/VD Méth. FA/VD Méth. FA/VD Méth. FA/VD
1 641 0/90 423 0/84 315 21/91 751 5/100 314 8/66
2 723 4/89 522 8/84 421 16/83 731 3/94 315 13/66
3 451 0/83 215 0/83 532 0/72 621 7/93 213 11/65
4 631 0/80 113 6/70 313 6/70 641 11/100 312 5/52
Tab. 8.3 Pourcentages de fausses alarmes et de vraies détections pour les 4
meilleurs résultats sur toutes les méthodes, toutes les tailles d’échantillons, et toutes
les longueurs de séquences ; Dans la rubrique Méth., 641 signifie, méthode 6, Ne = 4
et s = 1.
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Deux méthodes sont considérées comme équivalentes lorsque leurs va-
leurs de FA et VD diffèrent respectivement de moins de 10%. Si une mé-
thode se montre systématique meilleure qu’une autre sur toutes les données,
elles ne sont cependant pas considérées équivalentes, même si leurs taux de
FA et de VD diffèrent de moins de 10%. L’objectif est ici de dégager des
tendances générales sur les outils étudiés, des différences plus fines n’étant
probablement pas significatives.
Nombre de points
Les différentes méthodes sont comparées pour un même nombre de points
requis pour la décision (n = Ne × s).
Le tableau 8.2 présente la moyenne des FA et des VD de toutes les mé-
thodes, pour chaque valeur de n prise entre 1 et 6. Il apparait qu’augmenter
le nombre de points utilisés pour la décision ne permet pas de réduire signi-
ficativement l’erreur de classification. L’utilisation de 4 mesures affiche des
performances très correctes sur les 5 jeux de données. L’utilisation d’une
seule mesure engendre une diminution systématique de VD , comprise entre
24% (J1, J2 et J3) et 15% (J5).
Les 4 meilleurs résultats par jeu de données, sont regroupés dans la
tableau 8.3. Pour chaque rang et chaque jeu, est indiqué le pourcentage de
J1 J2 J3 J4 J5
Rang Méth. FA/VD Méth. FA/VD Méth. FA/VD Méth. FA/VD Méth. FA/VD
s = 1
1 3 4/49 1 4/39 3 4/52 1 13/89 3 5/39
2 1 4/48 3 0/19 1 2/27 2 1/64 1 1/5
3 2 0/22 2 0/10 2 0/15 3 100/100 2 0/2
s = 2
1 3 10/73 1 4/55 3 2/68 1 30/99 3 5/52
2 1 4/61 2 4/49 1 0/47 2 31/99 2 4/35
3 2 4/61 3 4/45 2 0/47 3 100/100 1 0/9
s = 3
1 2 4/74 1 6/70 3 23/81 1 38/99 2 11/65
2 3 10/74 2 6/70 2 0/63 2 50/99 3 8/62
3 1 4/70 3 0/66 1 0/55 3 100/100 1 0/35
s = 4
1 2 10/78 1 0/68 2 16/83 1 55/99 3 8/66
2 3 16/80 2 0/68 3 19/85 2 62/99 1 0/40
3 1 0/70 3 0/62 1 0/63 3 100/100 2 61/79
s = 5
1 2 12/80 2 0/73 3 21/91 1 64/99 3 13/66
2 1 10/73 1 0/62 2 21/85 2 74/99 1 0/47
3 3 22/80 3 0/62 1 4/66 3 100/100 2 75/98
Tab. 8.4 Pourcentages de fausses alarmes et de vraies détections pour les méthodes
1, 2 et 3 (valeurs individuelles).
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FA, de VD et la méthode associée. Cette dernière est désignée par trois
chiffres : 641 signifie la méthode 4 avec Ne = 6 et s = 11. Aucune méthode
ne se distingue des autres. La distinction en fonction de J, fait néanmoins
apparaitre quelques différences. Si les données 1, 2 et 3 sont correctement
classées avec l’ensemble des méthodes proposées, les méthodes basées sur
échantillons sont plus adaptées aux données de J4, et celles basées sur les
valeurs individuelles aux données de J5.
Jeux de données 1, 2 et 3
Le tableau 8.4 classe, pour une même valeur de s et pour chaque jeu de
données, les méthodes individuelles (M1, M2 et M3). Il indique sur chaque
ligne le rang, la méthode et les pourcentages de FA et VD. En dehors de
s = 1, les résultats sont très homogènes sur J1 et J2, avec moins de 10%
de différences, et souvent égaux entre M1 et M2. Des variations plus consé-
quentes, dans une fourchette de 25%, sont observées sur J3. Dans la majorité
des cas, la M1 est classée au dernier rang en raison d’un taux moins impor-
tant de VD, mais également de FA (surtout sur J3).
L’observation des données montre que la principale différence entre J3
et les deux autres jeux est un nombre plus important de points extrêmes
dans la base de classification que dans la base de test. La méthode M2,
basée sur les excédents, modélise correctement ces valeurs et place la limite
relative à s = 1 assez haute, lui valant la dernière place du classement de
performance. En revanche, la méthode basée sur le modèle gaussien (M1)
calcule seulement la variance et place la limite plus bas. Au fur et à mesure
que s augmente, la limite diminue. Dans la mesure où les excédents sont assez
étalés, la limite descend plus rapidement avec M2. Il est résulte davantage
de fausses alarmes.
La méthode M3 exploite directement la base d’apprentissage à la place
de la base de classification, il est alors difficile et hasardeux de commenter
ses performances.
Un tableau similaire est créé au sujet des méthodes par échantillonnage
(Tab.8.5). En dehors de M7 (maxima), les performances obtenues avec un
échantillonnage sont du même ordre de grandeur que celles basées sur les
valeurs individuelles. Sur J3, le nombre de FA est réduit, mais celui de VD
également (comme M1). Même si les écarts sont faibles, M5 est la méthode
qui génère le moins d’erreurs sur les trois jeux de données, avec un taux
minimum de FA faible. A l’inverse, M7 est très clairement moins performante
que les trois autres. L’écart est plus prononcé sur J1 et J3 à mesure que s
augmente.
Les mauvais résultats de M7 apparaissent lorsque le nombre de points
d’ajustement du modèle est faible (15 pour J1, et 25 pour J3), et lorsque la
base de classification présente des valeurs aberrantes. Étant donné que les
maxima conservent ces valeurs aberrantes, elles prennent plus d’importance
si la taille de la base de classification est réduite. Dans le cas de J3, ces
valeurs sont assez étalées. Les fonctions de densité cumulée modélisée et
empirique estimées sur les valeurs de J3 sont tracées sur la figure 8.2(b). Le
modèle tend alors lentement vers 1, impliquant une limite de classification
1Les méthodes individuelles (Ne = 1) apparaissent en bleu et celles basées sur échan-
tillons en rouge.
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beaucoup trop élevée. La même explication est valable pour J1 en présence
d’un seul point aberrant.
Prendre une décision basée sur 4 points offre la possibilité, soit de com-
poser des échantillons de 4 points, soit de 2 points en association avec une
séquence de deux valeurs. Les résultats sont équivalents pour les deux ap-
proches.
Les moyennes des taux de FA et de VD sont présentées dans le tableau
8.6 pour chaque méthode sur les jeux de données 1 à 3. En résumé, sur ces
jeux, les méthode 5 et 6 fournissent les meilleurs résultats, avec un taux
de fausses alarmes moyen de 2.3% (M6), assez proche de la valeur cible
de 1%. Seuls se démarquent sensiblement le modèle des maxima et le test
d’Hotelling T2. Le premier, très pénalisé par les points aberrants, affiche un
taux de VD trois fois inférieurs aux autres méthodes, tandis que le second
détecte presque deux fois plus de FA, en raison de limites fixées trop basses.
J1 J2 J3 J4 J5
Rang Méth. FA/VD Méth. FA/VD Méth. FA/VD Méth. FA/VD Méth. FA/VD
s = 2
1 521 8/69 521 8/66 521 2/58 621 7/93 521 4/44
2 621 12/70 621 4/63 621 2/56 721 4/85 421 2/11
3 421 4/61 421 4/53 421 0/55 421 25/100 621 2/11
4 721 0/34 721 8/50 721 0/29 521 75/100 721 0/4
s = 3
1 631 0/80 531 0/64 431 3/56 731 3/94 531 3/44
2 531 0/78 631 0/64 531 3/56 631 8/97 431 0/14
3 431 0/73 431 0/60 631 3/56 431 32/100 631 0/14
4 731 0/0 731 6/56 731 0/33 531 78/100 731 0/0
s = 4
1 641 0/90 522 8/84 422 0/60 641 11/100 522 0/55
2 541 0/80 622 8/82 622 0/60 741 4/89 541 4/48
3 522 12/82 422 8/79 522 4/60 722 32/100 422 0/27
4 622 12/82 541 15/79 441 0/59 622 34/100 622 0/27
5 422 0/74 441 8/74 641 0/59 422 45/100 722 0/18
6 441 0/73 641 8/74 541 7/59 441 50/100 441 0/15
7 722 0/72 741 15/68 722 0/42 541 79/100 641 0/15
8 741 0/3 722 0/61 741 0/0 522 84/100 741 0/0
s = 5
1 451 0/83 451 10/73 551 0/68 751 5/100 551 5/50
2 551 0/83 551 10/73 451 0/64 651 9/95 451 0/23
3 651 0/71 651 0/67 651 0/64 451 50/100 651 0/18
4 751 0/21 751 20/73 751 0/0 551 86/100 751 0/0
Tab. 8.5 Pourcentages de fausses alarmes et de vraies détections pour les méthodes
4 à 7 (par échantillonnage) ; Dans la rubrique Méth., 641 signifie, méthode 6, Ne = 4
et s = 1.
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(a) Maxima des échantillons en fonction
de la mesure















(b) Densités cumulées modélisée et empi-
rique des valeurs maximales sur la base de
données de classification.
Fig. 8.2 Jeu de données 3 ; méthode 4 ; Ne = 4
M1 M2 M3 M4 M5 M6 M7
FA 2.6 6.4 10.5 2.3 4.4 2.3 4.1
VD 63.4 69.1 72.3 65.2 69.4 67.8 30.7
Tab. 8.6 Moyenne des taux de fausses alarmes et de vraies détections sur J1, J2
et J3, pour n = 1, . . . , 5.
Jeu de données 4
Ce jeu est caractérisé par une corrélation non nulle entre deux points
successifs, corrélation liée aux variations environnementales. De ce fait,
le découpage en temps des différentes bases conditionne le fait qu’elles
contiennent, ou non, l’ensemble des états normaux de la structure. Concer-
nant J4, ce n’est pas le cas. La moyenne des valeurs de la base de test est
supérieure à celle de la base de classification. Pour détecter l’endomma-
gement, il faut que la limite soit placée légèrement au-dessus de la valeur
maximale de la base de classification.
Dans ces conditions, seules les méthodes 6 et 7 parviennent à discriminer
l’endommagement avec un taux de FA inférieur à 9%, alors que les autres
ne parviennent pas à descendre au-dessous de 25% (Tab.8.4 et 8.5).
Les méthodes 1 et 2 ne peuvent fonctionner que dans le cas où s = 1.
Dans cette configuration, elles placent la limite à proximité des valeurs maxi-
males (15,93 et 17,4 pour respectivement M1 et M2, avec une valeur maxi-
male de 17,4). A mesure que s augmente, cette limite descend augmentant
systématiquement le taux de fausses alarmes.
Du fait de la difficulté à disposer d’une base d’apprentissage parfaitement
représentative de toutes les conditions normales, la valeur de T2 augmente
nécessairement sur la base de test, présentant un taux de fausses alarmes de
100%. La méthode M3 n’est donc pas adaptée pour des variables affectées
par les variations environnementales.
Il convient également d’expliquer que M4 et M5 présentent systématique-
ment au moins 4 fois plus de FA que M6, alors que leurs performances sont
équivalentes sur J1, J2 et J3. Étant donné qu’un échantillon est composé
de points corrélés, sa moyenne est supérieure à cette obtenue sur un échan-
tillon de valeurs indépendantes, et sa variance est réduite. C’est pourquoi,
lorsque la limite se base sur la population mère (M4), elle est sous-estimée.
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L’utilisation de la moyenne des variances est également biaisée (M5). Seule
l’estimation directe de l’écart-type des moyennes est satisfaisante (M6).
Enfin, l’utilisation des modèles de maxima fixe une limite suffisamment
haute pour distinguer l’endommagement avec une quantité négligeable de
fausses alarmes (moins de 5%).
Pour des données aussi corrélées, le meilleur moyen de fixer la limite ne
repose pas l’utilisation d’un modèle statistique fondé sur l’indépendance des
variables. Le choix de la valeur maximale peut apporter une solution simple,
mais peu fiable. Le recours à d’autres outils, tels que l’erreur de prédiction
d’un modèle AR ajusté sur les points de la base de classification, permet-
trait de supprimer la corrélation, mais nécessiterait une base de données
supplémentaire.
Jeu de données 5
Au-delà de 4 points dont les distances s’élèvent à environ 2,5 fois la
moyenne, la base de classification présente en plus un point aberrant de
distance égale à 8 fois la moyenne.
Ce point aberrant explique les mauvais résultats de M7, pour les mêmes
raisons que précédemment. M2, qui fixe initialement la limite plus haut que
M1, voit ses performances être très dépendantes de s, avec 61% de FA à
partir de s = 3. Au contraire, le taux de FA demeure nul et le pourcen-
tage de VD augmente en utilisant M1. Cependant, les meilleurs résultats
sont obtenus selon la méthode M5. En effet, en moyennant les variances des
échantillons, M5 subit moins les conséquences du point aberrant, compara-
tivement à M4 et M6. Le cas de M3, n’utilisant pas la base de classification,
n’est pas évoqué.
Lorsque le point aberrant est supprimé, les observations formulées sur




Sur l’ensemble des données analysées, la meilleure performance est pro-
duite par la méthode basée sur un échantillonnage et consistant à calculer la
limite à partir de la moyenne des variances de chaque échantillon. Si les don-
nées corrélées sont exclues, la variance des moyennes (M5) offre le meilleur
classement en raison de sa plus grande robustesse aux points aberrants. Le
test d’Hotelling vient ensuite, mais ne tolère cependant pas de fluctuations
au cours du temps.
Un autre enseignement de cette étude est l’échec des modèles aux valeurs
extrêmes. Ces modèles sont plus adaptés aux cas où les valeurs extrêmes,
ou rares, constituent réellement des individus de la population testée, et
non des points aberrants. Dans le cas des mesures étudiées ici, ces valeurs
représentent effectivement davantage des points indésirables, que les modèles
doivent tenter d’ignorer.
Il est préférable d’utiliser plusieurs mesures, soit par séquence de dé-
passement de la limite pour le test d’Hotelling, soit en travaillant sur des
échantillons de valeurs. Sur les données étudiées, un nombre optimal de 4
mesures est observé. Aucune méthode n’est cependant proposée pour déter-
miner rigoureusement cette valeur a priori, valeur dépendant de la variance
et de la proportion de points aberrants des données de classification. Des dé-
veloppements scientifiques complémentaires sont nécessaires pour éclaircir
ce point.
La gestion de la décision dans le cas de données corrélées n’est pas traitée.
Des approches telles que les cartes de contrôle avec moyenne exponentielle
pondérée ou l’erreur de prédiction de modèle AR sont à tester.

Conclusion générale
Les développements scientifiques décrits dans ce mémoire s’inscrivent dansle contexte du suivi de l’état de santé des structures de génie civil par
l’analyse de mesures vibratoires. L’approche étudiée repose sur la mise en
œuvre de la détection de nouveauté pour déceler l’endommagement d’une
structure par le biais de signaux vibratoires. Plus précisément, le travail
présenté poursuit deux objectifs. Le premier objectif vise à analyser l’im-
pact de fortes variations environnementales et de sollicitations fortement
instationnaires sur la capacité de l’approche proposée à déceler l’endom-
magement d’une structure. Le second consiste à explorer le potentiel de la
théorie des systèmes dynamiques non linéaires, et plus particulièrement de
la reconstruction de l’espace des phases, pour la caractérisation des séries
temporelles et l’extraction d’indicateurs sensibles à l’endommagement.
Pour réaliser ces objectifs, plusieurs types de données vibratoires rela-
tives à différents cas d’études expérimentaux sont analysés :
– données simulées issues d’un modèle masse/ressort amorti,
– données extraites d’une étude du Laboratoire National de Los Alamos
(LANL) sur une maquette de structure métallique,
– données mesurées sur une poutre en béton fibré endommagée pro-
gressivement par des cycles de chargement mécanique et soumise
à des conditions environnementales variables (cycles de chauffage-
refroidissement),
– données collectées sur une maquette de structure en bois pour diffé-
rents scénarios d’endommagement, sous variations environnementales
complexes (cycles thermiques et hydriques) et sollicitée par des sources
de natures diverses (bruit blanc, impulsions, sollicitation hybride).
Les deux derniers dispositifs expérimentaux (poutre en béton fibré et
maquette de structure en bois), réalisés dans le cadre de la thèse, per-
mettent de contrôler la sollicitation dynamique et d’imposer des variations
de conditions environnementales (lampes à rayonnement infrarouge, clima-
tiseur/ventilateur portable). De nombreux essais sont réalisés, combinant ou
non les diverses formes de sollicitations dynamiques et/ou les variations de
conditions climatiques. La maquette en bois est systématiquement soumise
à des séquences d’endommagement réversible, caractérisées par un pic d’en-
dommagement et un retour de la structure à un état proche de l’état initial
(non endommagé) à la fin de chaque essai.
Un indicateur d’endommagement (jfv) formé par les composantes de
la matrice jacobienne de la dynamique estimée dans l’espace des phases re-
construit est proposé. Il s’inspire de l’algorithme de calcul des exposants
de Lyapunov mais présente un temps de calcul considérablement réduit. Le
jfv et les exposants de Lyapunov représentent des indicateurs dont le calcul
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est aisément automatisable, condition indispensable pour un suivi continu
d’ouvrage. Ces 2 indicateurs sont confrontés lors d’une première étude afin
d’appréhender le potentiel du jfv. Ils présentent des performances compa-
rables en terme de sensibilité à l’endommagement sur les données simulées
issues du système masse/ressort. En revanche, le jfv surpasse très nette-
ment les exposants de Lyapunov sur les données réelles collectées sur la
maquette de structure métallique et fournies par le LANL. Une autre étude
permet de fixer certains paramètres de l’algorithme de calcul du jfv, op-
timisant sa performance. Ces paramètres impactent également le protocole
de reconstruction de l’espace des phases.
Le jfv est ensuite confronté à un indicateur vectoriel très utilisé dans
le champ de la caractérisation des séries temporelles et formé par les coeffi-
cients du modèle auto-régressif (AR) ajusté sur la mesure. La comparaison
est réalisée, dans un premier temps, sans variations environnementales et
sous un bruit blanc stationnaire. Les 2 indicateurs sont ensuite éprouvés
dans un contexte rendu plus défavorable par l’introduction progressive des
effets des variations environnementales et de sollicitations impulsionnelles,
effets étudiés séparément dans un premier temps, puis combinés. L’étape
de normalisation, qui situe une nouvelle mesure par rapport à la base de
données de référence associée à l’état sain de la structure, est réalisée par le
calcul de la distance de Mahalanobis.
Sous conditions environnementales constantes, les deux indicateurs dé-
tectent correctement l’endommagement pour les différents scénarios imposés
à la maquette de structure en bois. Il est même possible de suivre l’évolu-
tion des dégradations, ce qui constitue une mesure relative de l’état de la
structure. Les coefficients AR se montrent très sensibles, associant même
les mesures finales (retour à l’état initial) à l’état endommagé du fait de
l’impossibilité d’assurer une réversibilité parfaite. Le jfv est plus dispersé,
et légèrement moins sensible, lui permettant de reconnaitre le retour à l’état
initial dans la majorité des cas.
L’introduction des variations environnementales fait apparaitre un pro-
blème souvent dissimulé dans la littérature, mais d’importance capitale.
Pour mettre en place la démarche de détection de nouveauté de façon rigou-
reuse, les mesures de référence (relatives à la structure saine) doivent être
divisées en trois bases de données : la base d’apprentissage, dédiée à la nor-
malisation des mesures (ici, le calcul de la distance de Mahalanobis), la base
de classification, servant à la détermination de la limite de classification et
la base de test, permettant de mesurer la performance de l’outil par le biais
du taux de fausses alarmes. L’enregistrement des données de référence cours
généralement sur une période suffisamment longue pour intégrer, autant que
possible, l’ensemble des variations environnementales et opérationnelles nor-
males éprouvées par la structure. L’affectation de ces données dans les trois
bases précédentes est souvent réalisée de façon aléatoire. Il en résulte une
distance de Mahalanobis artificiellement basse pour les données mélangées
et proches temporellement de la base d’apprentissage. Dans un cas réel, la
mesure testée est décorrélée en temps des mesures de référence. Il doit donc
en être de même pour les données des bases de test et de classification. Ainsi,
il apparait plus rigoureux d’effectuer la division des mesures de référence par
blocs continus.
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Observés individuellement, les coefficients AR présentent de fortes va-
riations liées à la température. Une régression entre les coefficients AR et
la température ne semble cependant pas envisageable. Ainsi, la distance de
Mahalanobis calculée sur les coefficients AR varie continûment au cours de
l’essai. Il est difficile, dans ces conditions, de déterminer un seuil de clas-
sification en raison de la corrélation existant entre les valeurs successives.
Le jfv subit également l’influence de la température, mais de façon moins
marquée en raison d’une dispersion plus importante. Le problème de la cor-
rélation des valeurs successives de la distance de Mahalanobis est beaucoup
moins présent pour cet indicateur, car moins sensible.
L’endommagement apparait ici détectable, si la distance dépasse la va-
leur maximale obtenue sur la base de classification. Sur les trois essais relatifs
à la maquette en bois en l’absence de variations environnementales, deux
consistent à supprimer de façon réversible et progressive l’un des assem-
blages. Le troisième essai porte sur la modification progressive et réversible
de la tension d’une diagonale de contreventement. Seul ce dernier essai,
qui implique un changement plus important du comportement dynamique,
révèle une augmentation de la distance de Mahalanobis suffisamment signi-
ficative pour qu’elle puisse être imputée avec certitude à l’endommagement.
Le jfv décèle des changements sur les mêmes accéléromètres que les coeffi-
cients AR. Cependant, ces derniers détectent ces changements sur un plus
grand nombre de mesures, témoignant d’une meilleure sensibilité.
L’effet de la nature de l’excitation, est étudié par le biais de trois types de
sollicitations : un bruit blanc de bande de fréquence de 800Hz, des séquences
aléatoires d’impulsions associées à un bruit blanc en fond, et enfin des sé-
quences aléatoires d’impulsions seules. Sans variations environnementales et
en présence de sollicitations impulsionnelles, en dépit d’un accroissement de
la dispersion, l’endommagement imposé à la maquette est détecté dans les
tous cas par les deux indicateurs, à la condition que l’excitation contiennent
une part de bruit blanc. Cette capacité de détection de nouveauté est consi-
dérablement dégradée lorsque l’excitation est constituée de sollicitions im-
pulsionnelles seules. Dans ce cas, le jfv ne détecte plus que quelques points
maximaux, alors que les coefficients AR peuvent classer correctement au
moins 70% des points relatifs à la structure endommagée.
Lorsque les sollicitations instationnaires sont combinées aux variations
environnementales, les difficultés s’additionnent. Si une part de bruit blanc
subsiste dans la sollicitation, les résultats obtenus sont similaires à ceux re-
latifs à une excitation stationnaire, avec cependant une dispersion des points
légèrement supérieure. En l’absence de bruit dans la sollicitation (impulsions
seules), seuls les coefficients AR parviennent encore à déceler la suppression
de la diagonale, et ce, sur un seul accéléromètre.
Devant cette capacité limitée à déceler les dégradations induites dans la
structure, le recours à d’autres indicateurs semble nécessaire. Afin de limiter
l’effet de la nature de l’excitation, plusieurs méthodes s’appuyant sur le cou-
plage des accéléromètres par paires sont testées de façon exploratoire. Seule
la corrélation croisée entre deux capteurs fournit des résultats qui égalent
pratiquement ceux obtenus avec les coefficients AR, surclassant même ces
derniers sur le plan de l’indépendance des points des bases de classification
et de test.
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Un autre moyen d’améliorer les résultats consiste à utiliser une méthode
différente de normalisation. Or, la distribution des indicateurs vectoriels
montre une répartition en nuage unique, sans forme particulièrement com-
plexe et sans séparation nette des mesures endommagées avec les mesures
saines. Dans ce cas, l’utilisation de méthodes non linéaires telles que les ré-
seaux de neurones auto-associatifs, ou les machines à vecteurs de support
n’est pas justifiée et n’apporterait probablement pas d’amélioration.
L’étude montre également que les méthodes traditionnellement dédiées
à l’estimation des paramètres de reconstruction de l’espace des phases (di-
mension et délai) ne permettent pas toujours d’opérer un choix déterminé ou
unique. Ces méthodes sont effectivement conçues pour des systèmes parfai-
tement déterministes, alors que les mesures analysées sont en partie stochas-
tiques. De plus, lorsqu’un choix est possible, les valeurs indiquées n’abou-
tissent pas obligatoirement à la meilleure option en terme de détection de
l’endommagement. Ainsi, une étude paramétrique montre ici qu’avec un jeu
de paramètres différent, le jfv parvient à détecter sans ambiguïté la suppres-
sion de la diagonale malgré les variations environnementales et sous l’exci-
tation purement impulsionnelle. Par ailleurs, la détermination de l’ordre des
modèles AR ne pose pas de difficultés. L’utilisation de la fonction d’auto-
corrélation partielle fournit un ordre de grandeur suffisant pour capter les
changements de la dynamique. A condition que la valeur initiale soit suffi-
samment élevée (plusieurs dizaines), les résultats sont peu affectés par une
augmentation ou une diminution d’ordre de 10 unités.
Sur l’ensemble des essais analysés, la localisation de l’endommagement
est impossible. Aucune corrélation significative n’apparait entre l’augmen-
tation des distances de Mahalanobis pour chaque capteur et la position de
l’assemblage altéré. Dans certains cas, l’accéléromètre le plus proche peut
ne présenter aucune variation significative.
La dernière partie du travail présenté concerne la détermination de la
limite de classification, ou seuil de contrôle. C’est un point essentiel de la
détection de nouveauté, dans la mesure où il conditionne la prise de décision.
Un modèle statistique est ajusté sur les mesures de la base de classification,
puis la valeur associée à la probabilité de fausse alarme acceptée (1%) est
utilisée comme seuil. Sept méthodes sont testées. Trois de ces méthodes
consistent à ajuster le modèle sur les valeurs individuelles (modèle gaussien,
modèle basé sur les excédents, test multidimensionnel d’Hotelling T2). Les
autres méthodes s’appuient sur des échantillons de valeurs (trois méthodes
basées sur trois manières différentes d’estimer l’écart-type des moyennes des
échantillons et un modèle basé sur les maximums). Dans le premier cas, il est
possible de déclarer les mesures comme nouvelles, si une séquence de s points
successifs dépasse la limite. L’objectif est de limiter les fausses alarmes (FA).
Les taux de FA et de vraies détections (VD) sont calculés pour une longueur
de séquence variant de 1 à 5 et pour une taille d’échantillon de 2 à 5.
Sur des points indépendants (ne présentant pas de corrélation tempo-
relle), condition satisfaite préférentiellement par le jfv, les résultats des
différentes méthodes sont en moyenne assez similaires, à l’exception du mo-
dèle des valeurs maximales. Ce dernier se montre très sensible à la pré-
sence de points aberrants et fixe alors des limites beaucoup trop hautes. Au
contraire, la détermination du seuil de classification à l’aide de la variance
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des moyennes des échantillons se montre plus robuste que le calcul de la
variance sur la population mère ou de la moyenne des variances. Le test Ho-
telling T2 génère de bons résultats, à la condition que la base de référence
représente exactement les mesures testées. Dans le cas contraire, la valeur
du test est fortement biaisée.
Enfin, le nombre de points nécessaires pour prendre une décision (taille
d’un échantillon ou longueur de la séquence dépassant le seuil) impliquant
un minimum de fausses alarmes et un maximum de vraies détections, est
égal à 4 sur l’ensemble des essais analysés. Cette valeur est probablement
spécifique aux données traitées, mais elle montre que l’augmentation du
nombre de points n’est pas nécessairement un gage de meilleurs résultats.
Perspectives
Les conclusions de ces travaux de recherche montrent qu’aucun des deux
indicateurs étudiés n’allie les deux qualités essentielles à la détection de
l’endommagement dans des structures de génie civil. Les coefficients AR sont
très sensibles à tous les changements du comportement dynamique, rendant
difficile la distinction entre les effets des conditions environnementales et
ceux de l’endommagement. Au contraire, le jfv présente des valeurs peu
corrélées temporellement rendant plus facile l’étape de classification. Il se
montre cependant moins sensible pour les paramètres de calcul utilisés.
Les difficultés rencontrées dans la détermination des paramètres de re-
construction de l’espace des phases rendent l’utilisation du jfv hasardeuse.
Une étude paramétrique sur des mesures de caractéristiques différentes de-
vrait permettre d’apporter des critères de sélection.
Compte tenu des résultats obtenus avec le jfv, l’utilisation de l’espace
des phases reconstruit à partir de mesures issues d’un système stochastique
semble déstructurer de façon trop importante l’information temporelle pour
bénéficier d’une bonne sensibilité à l’endommagement. Avant de rejeter défi-
nitivement cette approche, il convient de travailler sur d’autres cas d’études
et sur la possibilité d’automatisation du choix des paramètres de recons-
truction optimaux lorsque le système présente une composante stochastique
forte.
La recherche de l’indicateur idéal passe probablement par une exploita-
tion plus importante de l’information entre des couples de capteurs, de façon
à s’affranchir d’une partie de la variabilité due à l’excitation. Si, comme le
supposent Worden et Manson (2007), il n’est pas possible de définir un in-
dicateur sensible seulement à l’endommagement, alors les efforts doivent se
porter sur la normalisation et la modélisation statistique.
Les gains attendus avec des méthodes de normalisation non linéaires
sont faibles, compte tenu de la distribution des points dans l’espace des
indicateurs vectoriels testés. L’effort doit alors porter sur la modélisation
statistique.
Plusieurs pistes sont à étudier. Dans le cas où la classification est réali-
sée à partir d’une séquence de s dépassements, la limite de contrôle est la
valeur correspondant à la probabilité (1− ατ/s). Dans ce travail, les points
successifs sont supposés indépendants, correspondant à une valeur τ = 1.
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Dans le cas d’une corrélation totale des points successifs, τ doit être égal à
s. Il est donc nécessaire de travailler sur la détermination d’une valeur de τ
intermédiaire s’appuyant sur le degré de dépendance des points, de façon à
réduire le taux de fausses alarmes.
Réduire la corrélation entre les points peut se faire par l’ajustement d’un
modèle AR ou par la méthode de la moyenne mobile exponentiellement
pondérée (EWMA) (Montgomery 2005). Une solution pourrait également
résider dans la création d’une limite plus locale à l’aide d’un ajustement
sur une fenêtre glissante. La taille de la fenêtre doit être très inférieure aux
cycles climatiques pour augmenter l’indépendance des points. Cependant,
le problème de la détection d’une déviation lente devrait être solutionné.
Dans tous les cas, la prise en compte de la corrélation passe nécessairement
par l’augmentation du nombre de points dans la base de classification. Une
autre possibilité réside dans l’utilisation d’une base d’apprentissage mobile
formée, par exemple, par les k dernières mesures. La détection de nouveauté
se focalise alors sur des changements assez soudains du comportement.
L’analyse de données réelles collectées sur un ouvrage en service s’avère
également indispensable. Idéalement, il faudrait disposer d’une base de me-
sures collectées durant plusieurs années. Une telle base de données permet
notamment de quantifier la présence de nouveauté d’une année sur l’autre,
causée par exemple par une forte canicule ou un hiver plus rigoureux. Au
moyen de mesures réalisées toutes les heures, la dispersion imposée par les
cycles climatiques quotidiens (non envisagés dans ce travail de thèse) peut
être analysée. L’autre avantage d’une fréquence de suivi élevée réside dans la
possibilité de séparer les mesures sous sollicitations intenses (trafic routier
aux heures de grande affluence) des mesures réalisées en périodes calmes
(bruit ambiant en milieu de la nuit). Ce type de données permettrait de
mieux appréhender la nature et la variabilité de l’excitation afin d’éprouver
le caractère réaliste des types de sollicitations générées sur des maquettes
de laboratoire.
Enfin, les nombreux essais réalisés dans le cadre de la thèse, notamment
sur la maquette de structure en bois, ont permis de générer plusieurs bases
de données de signatures vibratoires associées à :
– des séquences diverses d’endommagement réversible,
– des variations sévères des conditions environnementales,
– des sollicitations dynamiques de natures diverses.
Afin de valoriser davantage le travail expérimental, les données et les
détails expérimentaux seront rendus accessibles sur demande2 pour l’en-
semble de la communauté scientifique (des universités ou des organismes de
recherche d’état) impliquée dans le développement du suivi vibratoire des
structures de génie civil. A l’instar des données relatives à la maquette mé-
tallique du LANL, les essais réalisés dans le cadre de cette thèse pourront
ainsi permettre d’éprouver d’autres développements scientifiques conduits
par ailleurs. Enfin, un projet de recherche collaborative pourra être proposé
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A.1 Tableau chargement de la poutre en béton fibré




































79 3 2 Gros craquement
80 - - Pas de mesure
81 3 2.1
82 3 2.2 Craquement
83 3 2.3 Craquement
84 3 2.4 3 gros craquements
85 1 2.4
86 1 2.2 Plastification
Tab. A.1 Historique de chargement
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A.3 Modélisation statistique
J1 J2 J3 J4 J5
Rang Méth. FA/VD Méth. FA/VD Méth. FA/VD Méth. FA/VD Méth. FA/VD
s = 1
1 311 4/49 111 4/39 311 4/52 111 13/89 311 5/39
2 111 4/48 311 0/19 111 2/27 211 1/64 111 1/5
3 211 0/22 211 0/10 211 0/15 311 100/100 211 0/2
s = 2
1 312 10/73 521 8/66 312 2/68 621 7/93 312 5/52
2 521 8/69 621 4/63 521 2/58 721 4/85 521 4/44
3 621 12/70 112 4/55 621 2/56 421 25/100 212 4/35
4 112 4/61 421 4/53 421 0/55 112 30/99 421 2/11
5 212 4/61 721 8/50 112 0/47 212 31/99 621 2/11
6 421 4/61 212 4/49 212 0/47 521 75/100 112 0/9
7 721 0/34 312 4/45 721 0/29 312 100/100 721 0/4
s = 3
1 631 0/80 113 6/70 313 23/81 731 3/94 213 11/65
2 531 0/78 213 6/70 213 0/63 631 8/97 313 8/62
3 213 4/74 313 0/66 431 3/56 431 32/100 531 3/44
4 431 0/73 531 0/64 531 3/56 113 38/99 113 0/35
5 313 10/74 631 0/64 631 3/56 213 50/99 431 0/14
6 113 4/70 431 0/60 113 0/55 531 78/100 631 0/14
7 731 0/0 731 6/56 731 0/33 313 100/100 731 0/0
s = 4
1 641 0/90 522 8/84 214 16/83 641 11/100 314 8/66
2 541 0/80 622 8/82 314 19/85 741 4/89 522 0/55
3 522 12/82 422 8/79 114 0/63 722 32/100 541 4/48
4 622 12/82 541 15/79 422 0/60 622 34/100 114 0/40
5 214 10/78 441 8/74 622 0/60 422 45/100 214 61/79
6 314 16/80 641 8/74 522 4/60 441 50/100 422 0/27
7 422 0/74 114 0/68 441 0/59 114 55/99 622 0/27
8 441 0/73 214 0/68 641 0/59 214 62/99 722 0/18
9 722 0/72 741 15/68 541 7/59 541 79/100 441 0/15
10 114 0/70 314 0/62 722 0/42 522 84/100 641 0/15
11 741 0/3 722 0/61 741 0/0 314 100/100 741 0/0
s = 5
1 451 0/83 215 0/73 315 21/91 751 5/100 315 13/66
2 551 0/83 451 10/73 215 21/85 651 9/95 551 5/50
3 215 12/80 551 10/73 551 0/68 451 50/100 115 0/47
4 115 10/73 651 0/67 115 4/66 115 64/99 215 75/98
5 651 0/71 751 20/73 451 0/64 215 74/99 451 0/23
6 315 22/80 115 0/62 651 0/64 551 86/100 651 0/18
7 751 0/21 315 0/62 751 0/0 315 100/100 751 0/0
Tab. A.2 Pourcentage de fausse alarme et de vraie détection pour toutes les mé-
thodes ; Dans la rubrique Méth., 641 signifie, méthode 6, Ne = 4 et s = 1.
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Résumé
Le suivi vibratoire de l’état des ouvrages de génie civil vise à antici-
per une défaillance structurale par la détection précoce d’endommagement.
Dans ce contexte, la détection de nouveauté constitue une approche par-
ticulièrement adaptée à l’analyse des signaux compte tenu des difficultés
à modéliser une structure unique et soumise à de nombreux facteurs ex-
térieurs influant sur la dynamique vibratoire. Le premier objectif du tra-
vail de thèse consiste à observer dans quelle mesure la détection de nou-
veauté parvient à détecter un endommagement dans un contexte fortement
perturbé par des variations environnementales d’une part, et par une ex-
citation de nature impulsionnelle, d’autre part. Le deuxième objectif est
de proposer et d’étudier un nouvel indicateur vectoriel, désigné par JFV
(pour Jacobian Feature Vector). Le calcul du JFV s’appuie sur la recons-
truction de la trajectoire du système dynamique observé dans son espace
des phases. Cette approche exploite les développements scientifiques récents
réalisés en théorie des systèmes dynamiques non linéaires, parfois quali-
fiée de théorie du chaos. Le JFV est comparé aux coefficients de modèles
auto-régressifs (AR), couramment utilisés en analyse des séries temporelles.
Pour réaliser ce travail de thèse, plusieurs cas d’études expérimentaux sont
utilisés dont notamment une maquette de structure en bois sur laquelle
l’excitation est contrôlée et des variations environnementales sévères sont
imposées. Enfin, différentes approches de modélisation statistique des in-
dicateurs normalisés sont mises en oeuvre dans le but de comparer leurs
aptitudes respectives à la définition d’un seuil de classification robuste.
Mots Clés
détection de nouveauté, structure, analyse vibratoire, détection de l’en-
dommagement, théorie des systèmes dynamiques non-linéaires, espace des
phases, attracteur, variations environnementales, sollicitation instation-
naire
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