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61. INTRODUCTION
This is Volume III in a series of four reports aimed at providing a
computable electromagnetic theory model for the lunar reflectivity prob-
lem. The problem is to construct the electromz gnetic field reflected
(scattered) by a very large target when a small portion of its surface is
`	 illuminated by an electromagnetic field of given description. Such a
problem will be viewed in Volume IV as an asymptotic form of certain
z
classical scattering problems discussed in Volume II in which the target
is completely illuminated by the incident field and in which the surface
bounding the target is allowed to be more general than a sphere or an
ellipsoid. The present report is devoted to the construction of general
purpose programs for the numerical solution of these classical problems.
Volumes I and II gave a mathematical demonstration of the applica-
bility of a particular technique to classical problems involving spherical
scatterers. The applicability of the technique in more general cases was
 seen to depend on the properties of a linear and continuous operator
called the solvability operator. The point of departure for the construc-
tion of the algorithm is Theorem 13 of Volume II which states that the
solvability operator preserves linear independence. This fact permits
z the adoption of an approach which may be stated heuristically as follows:
attack the given scattering problem by the above method. If the problem
is exactly solvable by the technique, then the algorithm gives a sequence
which converges to a solution; if it is not exactly solvable, the algorithm
gives a sequence which converges to "the closest thing to a solution". In
any case, a number is given which measures the distance of the approxi-
mate solution to the exact solution. The algorithm is straightforward
although it requires a large digital computer for its implementation. All
the functions and numerical processes required are presently available as
"off-the-shelf" subroutines although the usual care will have to be exer-
cised in the selection and modification of these to suit the special
` Volume 7 = Reference 1; Volume II = Reference 2; Volume IV = Reference
3. Notations, conventions, and results of Volumes I and II will be freely
used in the present report.
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Sconditions at hand. Test cases may be easily devised for which the solu-
tions are already available (References 4, 5, 6, and 7). The details per-
tinent to a particularly useful test case are given in Section 5.
1-Z
2. THE METHOD
Sections 1. 12, 3. 5, and 4. 2.2 of Volume II comprise the pertinent
background for the method. The electromagnetic scattering problem is
carefully stated in Section 1. 12. If a scattering problem
c l , c 2 , 5, 0 ) is given involving the scattering surface
S(f, D 1 , D2 , n), the following positive constants a, b 3 are chosen
0<a< 
inf 
f(w)S
Wu
sup
 
f(w) <b < wWE0 (2-1)
These constants play the same roles as they did in Volume II in defini-
tions involving the solvability operator. The tangential unit vectors
at points of S are available (Section 1. 11 of Volume II). If T O is the
associated solvability operator and . ^ the boundary operator,
then
^hS, w, E l l c2 , S, 4 0 ) is exactly solvable
If P is exactly solvable, then (Section 3. 5 of Volume II)
VT 	 (1 r/ ' ( 0)
is the unique solution to P. A rigorous concept of approximate solvability
will appear shortly.
The scattering problem J has been reduced to finding an element
v - ( v l , v2> v3 , v4 ) TE.X 4 (if it exists) such that the equation
TO v	 0	 (2-3)
is satisfied. Following the notation established in Section 4. 2. 2 of Vol-
ume II,
f	
v= Z lb 
V 
T V I V E Al = u I x V (C 
V 
T v ) I v( A
	
(2-4)
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in which
	
_W-)
	 ( )X v 
	
2-5
and
k2hn(k2a)
A
mn
cv	 k1jn(k1b)	 (2-6)
A
Mn
In terms of (2-4), the equation (2-3) may be written
	
Z{ x v T O
 (X v ) I v e A'	 0,	 (2-7)
where, as in Section 4. 2. 2 of Volume II,
	
X
V 
= c 
l' V
T	 (2-8)^
Hence the problem is to express the element W" 0 of . 4 i terms of the
linearly independent set T O ( X ` ) which is described in Table 3-1 of Volume
II.
A systematic means of handling (2-3) numerically is available. For
ease of presentation, denote
	
= T O (X)	 (2-9)
and order the linearly independent set
	
I
v 
I v e A' }	 (2-10)
Henceforth the elements of this set will be written a 1 , R 2 , ...	 etc. Denote
	
B	 ^f 0'
	
(2-11)
0
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Consider the approximate problem
Of all sequences
ss
v
/
of constants in ((1i such that
II	 x	 II	 = ^1
I xvI2 1 /2
m (2-12b)
find that one (2-12)
i
.^ x0- { x V0 c	 A' } (2-12c)
for which the distance j
^ I
x x	 !, 2-12d
6
is a minimum.
Since {^, 	 E A'} is linearly independent, the minimizing sequence
(2-12c) will be uniquely determined. This problem is easily solved by
the Gram-Schmidt orthogonalization procedure:
	
`, 1 -	 1
	_ 	 `P 1
k	 (2-13)
`^k+1 - ^k+l - 	 k+1' '0 i ) 0ii=1
^k+l
	 `)'k+1 ^I
This process defines the elements of the infinite matrix
A = (o il )	 (2-14)
2-3
of the transformation
^2 = a21 ^l + a22 ^2
(2-15)
c
=1 + aN2 ^ 2 +	 + crNN ^N
as inner products of the form Q i , 5 j ). As is well-known, the result of
the transformation
{^y I v E A'} -- 4V 1 v E A')
given by (2-15) is an orthonormal set (( j which spans the same linear
manifold T D [. ) " ]as the set {Z; }. It is also well known that the element
of T 0 [/]nearest tog is
'A
g	 (2-161
v=1
where
ct, = ( g , d „)•	 (2-17)
From this, it follows that the solution to the minimization problem (2-12)
is exactly the solution to the equation
x ,^ ^,, _	 c^,d	 (2-18)
=1	 ^^ =1
which may be written
x. ^. _	 c.	 o..	 _	 ^, c. u.. ^.	 (2-19)j=1	 J J	 i=1	 1 j=1
	
1 J J
	 j=1 (i=j 1 1J J
The rearrangement is formal, but this point is not important for
numerical work, as will be seen below.
i
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•s
: and hence, by the linear independence of the i
m
x 	 =	 : 	 c i a ij	 j	 =	 1 , 2, ...	 (2-20)
i=j
Whenever the rearrangement of (2-19) is valid, (2-20) gives a rigoroust
solution to the minimization problem (2-18).
	 The number b 0 of
0	 b 0 IIg - g'^^	 <_ b(x)	 (2-21)
( ^,p
measures the degree to which J is solvable.	 If „ 0 = 0, the problem is
exactly solvable.	 Otherwise 6 0 > 0, and it can be said that	 is b 0 -
3 approximately solvable.
In practice, of course, one must be satisfied with truncating the
- infinite processes involved. 	 The following inductive process explains the
truncation criterion:
E
` 1)	 Choose M >_ 1.
= 2)	 Calculate
M
BN = E c v ,0 V	 (2-22)V=1
where
3)	 Calculate
b M =	 ii g - 9N II	 (2-24)
4)	 If
bM < c 0	(2-25)
2-5
i-k
where E 0 is acceptably small then calculate the elements of the sub-
matrix AM of A
2	
= AM :	 (2-26)
^M
and proceed to the Step 5 below. Otherwise, increase M and go to Step 2.
This will involve the calculation of some more c V in (2-23) since the
sequence
(cv I v = 1,2,... ,M}	 (2-27)
is already available from the first pass. Calculate 6M for the new M etc.
5)	 Solve the equation i
M	 M	 M i	 M M
xj j 
= E c i d)i =	 ci E aij ^ = E E ci aij	 (2-28)
j=1	 i=1	 i=1	 j=1
	 j=1 ( i=j
to obtain
M
xj =	 ci a ij	 j = 1, 2, ... , M.	 (2-29)
The segL^ence
xM = I xj I j = 1 , 2, ... , M j
	
(2-30)
determined by (2-29) may be taken to be an approxirnate solution to (2-3).
The next section summarizes the algorithm.
A feeling for "acceptably small" may be gained from a study of the
solution to the classical problem with spherical boundary.
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All 3. THE PROGRAM
Figure 2-1 gives a flow chart of a general-purpose program to
solve the equation (2-3) associated with the scattering problem ;,hs, w, cl,
c 2 ,i- 0 ). The program to be described makes use of stored tables of
the functions required.
The description of the program will be given with reference to
Figure 2-1. The numeration of the blocks corresponds to the suggested
order of execution of the program. The discussion below is keyed to this
numeration. References given pertain to section and equation numbers of
Volume II. The notation used is, of course, precisely that of the last
section.
10, (Sections 1. 11 and 1. 12). S is the starlike surface bounding
the scatterer. Its description is given by the everywhere positive Cl (2)
function
r = f(w).
All fields are taken to have time variation e-lwt The triple cl = 
(E O' µl'
^ 1 ) gives the electromagnetic parameters for the domain D I interior to S
and it is required that ( 1 > 0. The triple c 2 = (E 2 , µ 2 , 0) gives the
electromagnetic parameters for the domain D 2 exterior to S.	 is the
"width" of the domain D(S, (,) in D 2 immediately adjacent to S and in
which the incident field f' 0 is defined.
2O The constants k.i are the propagation constants.
If r = f(w) is given numerically, then this block must form the
functions
f 8 (©' b)	 d6
df
(3-1)
f (0 ' °)	 dd)
3-1
numerically. It is of course desirable to specify r = f(w) analytically so
that (3-1) may also be computed as accurately as possible, preferably
from analytically-given functions. For many classical problems, not only
f but also fe and f^ are available analytically.
® The a.. (w) of the transformation
r = a l In + a 12 + a 13 ^
8 = a21  + a22 ^+ a 23	 (3-2)
= a3in + a32 t a33
between unit spherical base vectors and unit base vectors (^n, 	 ) defined
on S, are found in terms of the functions f, f e , f^.
© See Section 3. 1, Definition 5.
© A list of the main program parameters and the criteria which
affect their selection follows.
E 0 The selection of this closeness-of-fit parameter should Le made on
the basis of study of the corresponding parameter for problems of
the type J O = ^(S c , w, C i s c 21 6, f 0) where Sc is a sphere
r = c )
C E r wi f f ("'), wup f (w)
and where (i0 is a plane polarized monochromatic wave. The
solution to this problem is available (References 4, 5, and 6).
3-2
6I	 IF
8  < EO
0
(3-6)
N This is the truncation index for the series
lE	 c 1Hf
1 =
	 (a A3	 " + aX4^	 / I XEA 1 U A2^
(3-3)
^ ( 2	 { \a Al ^( X 	 H+ a ,,,	 A/ I X EA l U A2
where the sequence
{a, I IEA' 1 	(3-4)
is determined approximately by the !inite sequence
I X , I v E A' M }	 (3-5)
which is the output of the algorithm. The relationship between M
and N will be discussed in ® below. The initial choice of N should
be made from a study of the correspondir.g quantity for 50P0.
N 1 Let N O be the lowest positive integer such that
C
in 12
Let N O ' be the largest of these integers expected to be encountered
for the contemplated application to classes of problems such as
.l (s, w, c l , c 2 , b, ^:^ 0 ). Then N 1 ? N O '. This number is the
maximum index n expected to be required for j 
no n
h by otl.er parts
of the program.
rl, r2 As an example of how to select r l , r 2 , consider a class of scat`er-
ing problems for the solution of which the program is to be used.
To describe a typical situation, let I be an index set in the genera'
3-3
•Ir
sense and suppose for each R e I , there is a function f(w, R ) on
0 to the positive reals, and such that f(w, R) e C'(Q). The set
generates the family
= {S	 5	 (r,w)Ir=f(w,R)}}	 (3-7)
of stars. Consider the class
	
.^/(k 1 , k2 , %^) _ J ^= J (S ,	 c 1 , c 2, 6,4 0),
Se ./, (1), k  = k (w, c 1 ) ,	 (3-8)
k2 = k (w, c 2)
	
of scattering problems with same k l , k2 and stars contained in the	
^y
annulus	 =^ 1
	
r 1 <_ r <_ r2	 (3-9)
where
rl RenfI lwmeff f(w)^
(3-10)
sup (sup
r2 R e .4 (W(Q f(w)
Other programming parameters are those associated with the
numerical integration routine 10 and those associated with the tabula-
tion and interpolation methods of 07 .
QThe computation of the function jn(k 1 r) and hn (k2r) is usually
performed by forward recursion or backward recursion. Subroutines and
check values are already in existence (References 8 and 9). Recall that
3-4
1	 kl E ^^^ 1 and k2 E ^0 (See Figure 1-1 of Volume II). Thus the argu-
ments of j 
n 
(z) required will all fall on the line segment
{zIz =k 1 r,	 r E [r l , r2]}	 (3-11)
in the region ^^ 1 , while the required arguments of hn(z) will all fall in the
interval
[ k2 r l , k2 r2 ]	 (3-12)
of the positive reals. Hence, both j n (k 1 r) and hn(k2 r) will be complex-
valued.
7. 2 The functions P n , II n , and Tn are generated recursively.
Subroutines and tables are available for P m (References 10, 11, and 12).
n
The functions cos mo and sin mo will also be needed.
® (See Table I of Volume I and Table 3-1 of Volume II). It is
suggested that.(w) be computed as required. Thus ® would representi
a block of subroutines. The following index sets will be useful (See
Figure 1-4 of Volume II).
,1N = '/1	 X I X = (n, m, i) E 4 11 n > N }
/y( - /^2 - { ^` ^` _ (n, m, i) E ^2 , n > N }
A 1N - Y1N X (1)
X {2}
^2N - ^2N
A  A 1 U A 2 -
(3-13)
E
3-5
' 	 S
•	 1	 _
which is closest to g 0  The distance is
6N = II g - 9M(N)	 (3-16)
12 13 Unless 6 N is "acceptably small" there is no point in
proceeding with the calculation of the solution sequence to be described
below. If N gets so large that numerical errors inherent in the blocks
® and10 grow to unacceptable bounds and still the number 6 N is not
less than ( 0 , it must be concluded that the given scattering problem is
one of the following:
a) Not exactly solvable
b) Not exactly solvable and not a 0-approximately
solvable
c) Not exactly solvable and E -approximately solvable,
but beyond the capabilities of the machine or the
numerical analysis to implement by the method at
least for the precision being attempted.
14 After tnis sequence has been generated, it should be
re-indexed in terms of the indices used in Table I of Volume I and Table
3-1 of Volume IL If the scattering problem hS, w, c l c 2 , 6, e0 ) is
already of the type Y0 discussed in © , then the coefficients x v should
be transformed to a normalization which permits their comparison with
tabulated values; for example, References 4-7. For these comparisons,
it will also be desirable to form the far-field intensity functions and the
scattering cross-section quantities whose formation in terms of x v is
described in the next section.
0
3-6
gili a <M>) (3-15)
6 1	 `.
,
0 The number of points in A N is
[ 2 N (N + 1) + N] + 	 (N + 1)]
=N(N+1) +N=N(N+2).
The index M of ® is, therefore
M=M(N)°4N(N+2). (3-14)
This number gives the order of the triangular matrix A M = (a
iJ
.) of
complex constants to be computed in G . etc.
Efficient schemes for calculating the coefficients a,,iJ required
by the Gram Schmidt orthogonalization procedure (2. 15) are known as
orthogonormalizing codes. These have been surveyed by Davis (Refer-
ences 13 and 14). Inspection of the matrix A M = (ai .J ) will give qualitative
answers to questions such as: "How close is the sequence ^, to being
orthogonal? " and "What is the best way to order the sequence E v ? it
10 In the most general case, this will be a subroutine to perform
numerical integration over the unit sphere. In certain special cases such
as the one to be discussed in Section 5, numerical integration over the
unit circle only is required. For some of these cases, it will be possible
to give special purpose algorithms based on the particular symmetry of
the problem.
11 The element g M I is that element of the linear manifold
spanned by
3-7
N4. FAR-FIELD INTENSITY FUNCTIONS
Suppose that the application of the algorithm described in the previ-
ous sections to the scattering problem ^?(S, w, c l , c 29 b, 0 ) has yielded
the sequence { axe IX ( AN)for
1 2, { (aX3 ^ ^E + a X4 e lH I X E ANJ
i2 = r ^(
a ^l ' xE + a X2	 x ) I X e A N J .
In particular, the outer field is ^2 = (E 20 H 2 ) where
(4-1)
E2
	 [
rr	 n(n+1)	 m	 n(n+l)	 m
a nm12 k 2 r hn P n C m +anm22 k 2 r hn 
P 
n Sn r
+ [nma(-mh H mS )+a	 (mh II m C 11
	 n n m	 nm21	 n n m/
(4-2)
+ 
anml2(.1Yn Tri C m) + anm22 (	 T n Sm)] 6
T m	 m 1
+ [anm 11 (- hn n Cm ) + anm21 (- hn T n Sm /
+anml2 (- rnX Hnm Sm) +anm22( m nRn Cm 11	 .
Figure 4 - 1 illustrates a classical scattering situation and makes
use of conventions in the literature (e. g. , Reference 15). In the most
general case, the incident field is not polarized and the scatterer has no
particular axis of symmetry. The energy of the incident field is
scattered into all directions. If it is necessary to study the intensity per
unit area of scattered energy on a spherical surface S r of radius r with
origin at the center O of the star S with respect to which the calculations
were made, choose a plane 0 = d)0 through the z-axis. This plane cuts
4-1
iPLANE OF SCATTERING
WHEN ^,"o IS A PLANE POLARIZED
MONOCHROMATIC WAVE
X
.	 i
1t	 -
S
H0
E0
Figure 4-1, Formation of the Far-Field Scattering Functions
E
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t^l
C•-'	 the sphere Sr on a circle. If an experimental apparatus is arranged so
that an intensity measuring instrument with polarizers measures the
intensity associated with
E Q ; the component of E2 parallel to the plane of polarization
and in the direction
and
E r , the component of E 2 perpendicular 'Oo the plane of
polarization and in the direction
Then from (4-2),
mE Q =	 Sm (- nl anml 1 hn II n +	
X ni
anm22	 n T n , ( 4 -3)
m	 )rT m l+ C 
m 
(in a
nm21 h n A n + anm 12 n n /
and
(	 m	
my
Er = -^ C m \ m anm22 n Rn - anmll hn Tn
(4-4)
1
- S  `an21 hn Tnm 	 + m anm12 n pn
The asymptotic formulae
n ik2r
hn (k 
r).V (-1 ik 
e=
2
	
r — m	 14-5)
ik2r
-^n (k2 r) ^ i (-
 
l 
n
ik r2
are easily derived from a well-known asymptotic expression for H,,(z)
(See the appendix). It follows that, for large r,
4-3
(4-8)
r
EQ N i 
ik2 r
k2r	 (-i)n I Sm-m anml l n n + i anm22 T n /
L	 (4-6)
	m 	 m
+ C m (m anm21 " n + i a
r_m 12 T n )
ik2 r
E N- e(-i)n I C (i m a	 II m - a	
T m 1
r	 ilI2r	 m	 nm22 n	 nmll n J
	
l	 ( 4 -7)
- S a	 T m + i m a	
II m ll
m nm21 n	 nm 12 n )j 1
The intensities associated with E r and E^ are
and
2	 2	 21
Erl ~ k r	 I S1 (0 ' 0)2
2	 2	 2
E21 ~ k l r	 1 S2 (6, ^ 0 ) l2
where
rn
S 2 (6
	
(-i)n [S. (-m anml l II  + i anm22 T n 1
+ C (m a	 II m + i a	 T m )l I (n, m) ECm
	 nm21 n	 nm 12 n -
	
N
S 1 (6, 6)
	
(-i)n Cam (i m anm22 n	 anm1l T n 1
- S
m 
(a=21 Tri + i m a
nm 12 ^ n )J I (n ' m) E U^N
^ (4-9)
in which
N	 1N	 2N -
	 (4-10)
4-4
•{
Y
l
The functions S 1
 (6, 4) and S 2 (6, ^ ) are the ones observed by the instru-
ment mentioned above. It is these functions which are of interest to most
researchers dealing with classical scattering problems.
Another quantity of interest is the amount of energy radiated to
infinity per unit time. This number has already been calculated in
Section 1. 10 of Volume II. The result will be stated here in the context
of the notation of (3-3). If the scattering problem Y(S, w, c l , c 2 , 6,6 0)
has been solved exactly to obtain the sequence
j a,j I ( X , j ) E ( A 1 U A 2 ) X <4> }	 (4-11)
for the solution fields
^2 - 
	
`ail f ^E + a ^2	 ^H 1 I X E A l u A2
/	 (4-12)
f 1 -E J1 a^3 f+ a^4 
()r
X. / I X E A l u A21
then the energy radiated outwards by 
e2 
per unit time through the
spherical surface S
r 
of Figure 4-1 is
W s (r) = 2 Re 
fS
r • ( E 2 X H2 ) da	 (4-13)
 r
It was shown in Section 1. 10 of Volume II that W s (r) is a constant Ws
wia.. respect to r and that its value is
,a
1 2n n+1 n+m !
	
2	 2
WO = n T µZ	 l 2^1 (n m [) a 11 + I aX21 ] I ^` ° (n^ m, i) ! ( A 1 
u A Z )
C
(4 - 14)
4-5
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3
If the incident field is of the form
n-
	
_	 i E 0 exp [ik2 r cos 61
E0
	
fo = —	 _	 0	 (4-15)
HO
W 11^2
the mean energy flow of the incident wave per unit area is
S O = 2 EO	 e 2 .
	
(4-16)
µ2
The ratio
(- ^  
W
S s
	 (4-17)
0
is known as the scattering cross section of the scattering target. The
corresponding expressions specialize to those in Stratton (Reference 16,
page 569) when S is a sphere, if proper account is taken of the varying
notations for the coefficients a A .
J
'Stratton ( Reference 16, page 569)
0
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	5. A CLASS OF SPECIAL CASES
The purpose of this section is to display an interesting and useful
	
three-parameter family	 cl , c 2 ) of scattering problems
fis, w , c l , c 2 , b, (^ Q ) for fixed w , c 1 , c 2 . Every member of the family
involves the incident field
—	 n
E 0	 i exp (i k 2 r cos 0)
	
_ 	 (5-1)
0	 H0	 W  v x EO
(plane polarized monochromatic waves - Figure 4-1). The elements of
f(w, c l , c 2 ) involve stars S which are elemer_Ls of a three-parameter
family )//of surfaces. The family Wcontains the spherical surfaces
and also the spheroidal surfaces as special cases. The analytical repre-
sentation r = f for elements S of )l/varies smoothly with changes in the
three parameters and all geometrical quantities involving f may be com-
puted in closed form as smooth functions again involving these three
parameters. Finally, the algorithm described in Sections 2 and 3 for
any c J (w, c l , c,) requires only the functions j n(k l f), hn(k2 f), Pn,
lln, Tn, i. e. , those required for the computation of the classical scatter-
ing problem with spherical boundary. These features of the class
t(w, c  , c 2 ) recommend it as an ideal testing ground for general-
purpose program embodying the ideas of Section 3.
The elements S of )//are superellipses :. of revolution
( .0
+ 1a )R= 1.	 (5-2)
Figure 5-1 shows a family of superellipses for various values of the
parameter R. When g = 2, the superellipse is an ellipse. As g goes
11 Thesuperellipse was introduced recently by the Danish writer and
inventor Piet Hein, who noted its useful architectural properties (Ref. 17).
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Figure 5-1. A Family of Superellipses for which a = 13, b = 10
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from 2 to co, the curves approach closer and closer to the rectangle with
the corner at z = b and x = a. When (3 = 2 and a = b, the superellipse is a
circle. The star S given by (5-2) may be described in the more usual
manner by
r = f(6,	 g(0) = a	 1	 (5-3)
(cos0)R +(b\p (sin0)p
The unit base vectors n,
	 on S are given by
n	 ^
r	 n
n	 n
6	 = ( a ij (0))	 (5-4)
where
a
	 a 22 (0)
a12(0) _ - a21 (0)	 (5-5)
a ij(6) - 0	 for (i, j) E { (3, 1), (3, 2), (1, 3), (2, 3)}
and
a33=1
_	 g
a
^ 1
MVg 2
 + g 0	 (5-6)
a	 =	 g0
NPg + 9 6
i
5-3
•Figure 5-2 illustrates the geometrical concepts. It is clear that once
a, (a-b ), and p are given, a particular element of JWis given by (5-3). For
purposes of normalization of the elements of .7 (w, —C l , c 2 ), it is best to
choose the dimensionless parameters
ao = k 2a = 2-r a
X = b
	
(5-7)
a E(2,^)
1
for specifying a particular problem of the fan;ily.
If 'C^is any element of J(w, c l , c 2 ), then a calculation very
similar to that in Section 4. 2. 2 will reveal that the only ^, j required
for the algorithm are
{ ^, I v = (k, j) E A 4 )	 (5-8)
where (See Section 4. 22 of Volume II in particular (4-46)).
A 4 = { (n, 1, 2, 1), (n, 1, 1, 2), (n, 2, 1, 3), (n, 1, 1,4)) CO 	 (5-9)
n=1
This index set is precisely that of the non - zero scattering coefficients
for the solution of the classical scattering problem with S a sphere.
tD
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APPENDIX
The formula
hn(Z) z::: 1 -n-1 z -1 eiz E kdI' )I
	
( - 2iz ) -k	 (A-1)
k=0
is found in NBS (Reference 18, p. 439). It may be derived from the
asymptotic series (Reference 19, p. 197)
GL
_1
1	 lH(1) z =((2 l
 1/2	
__	
__1 	 v / k(2 +v k	 -k
v ( ) \Trz /	 exp [i(z 2 v n 4 n	
m
)]	 E	 (2zi)
k=0	 k.
+ 06Z) -m-1)	 (A-2)
for
Rev -- 2 and -	 zr	 + 6 <arg z <_ 2n-6
and where (z) k
 is Pochhammer's symbol
( z ) 0 =	 1 (z) k = T z+kr(z)
truncates at k=n where v =_ n + 2. It follows from (A-1) that
hn(z) ti (-i)n ize
z
Iz CO
-n+6 < arg z <_	 2r-- b
(A-3)
(A-4)
(A-5)
From this and
'	 1
hn(Z)	 2n+1 ^n hn_l - (n+l) hn+l^
A-1
(A-6)
it is easy to show that
iz
hn
 (z) ^ (-i)n ez	 (r.-7)
and also
iz
.)f 'n (z) = z hn
 ( z ) + hn ( z )	 i (-i) n 12 .	 (A-8)
^l
A-L
0	
1	 't-
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