The Inverse Spectral Problem for Differential Operators with Nonseparated Boundary Conditions  by Yurko, V.A.
Ž .Journal of Mathematical Analysis and Applications 250, 266289 2000
doi:10.1006jmaa.2000.7098, available online at http:www.idealibrary.com on
The Inverse Spectral Problem for Differential
Operators with Nonseparated Boundary Conditions
V. A. Yurko
Department of Mathematics, Sarato Uniersity, Sarato 410071, Russia
Submitted by Thanasis Fokas
Received April 2, 1998
INTRODUCTION
Ž Ž . .Let us denote by L L q x , a, d, b a self-adjoint boundary value
problem with nonseparated boundary conditions of the form
l yy q x y  y , q x  L 0, , 0.1Ž . Ž . Ž . Ž .2
U y  y 0  ay 0  by   0,Ž . Ž . Ž . Ž .1
0.2Ž .
U y  y   dy   by 0  0,Ž . Ž . Ž . Ž .2
Ž .where q x , a, d, b are real. In this paper we study an inverse spectral
problem for L. It is known that for the SturmLiouville operator l with
Ž .separated boundary conditions b 0 the inverse problem has been
Ž  studied fairly completely see 17, 9, 10, 13, 15, 17 and the references
.therein . The inverse problems of determining the operators with nonsepa-
rated boundary conditions from various spectral characteristics have been
   studied in 8, 12, 14 and other works. We mark 8 , in which an interesting
method for the solution of the inverse problem in the periodic case was
 given. Later, in 12 this method was used for other forms of boundary
conditions.
In this paper we use a different method which allows one to obtain new
results in the inverse problem theory for the operators with nonseparated
boundary conditions. We obtain the solution of the inverse problem for
the boundary value problem L, give necessary and sufficient conditions on
its spectrum, and prove stability of the solution of the inverse problem.
The characterization of the spectrum of L is given by two conditions: the
Ž . Ž .asymptotics 1.2 and the relation 3.15 on the characteristic function
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Ž .    of L. These conditions are different from the conditions in 12 . We
note that stability and solution ‘‘in the small’’ for the nonseparated case
have not been studied yet. The main results of this paper are stated in
Theorems 2.1 and 3.2. These results were briefly formulated without
 proofs in 16 . Analogous theorems are valid also for other forms of
boundary conditions.
1. PRELIMINARY INFORMATION
Ž . Ž .Let us consider the boundary value problem L of the form 0.1 , 0.2 .
Ž . Ž . Ž . Ž .Let  x,  and S x,  be solutions of 0.1 under the conditions  0, 
Ž . Ž . Ž . S 0,   1,  0,   a, S 0,   0. We denote
   det U  x ,  , U S x ,  . 1.1Ž . Ž . Ž . Ž .Ž . Ž .k k k1, 2
Ž  .  4It is known see 12, 14 that the eigenvalues  of L coincide withn n	 0
Ž .zeros of the characteristic function   , and
n12 1  n   2 1 4b   ,Ž .Ž .n n
 4  l ,  
  ,    , 1.2Ž .n 2 n n1 n n2
where

1 a d q t dt. 1.3Ž . Ž .H2
0
We consider the functions
      4b , 1.4Ž . Ž . Ž .
    ,  , 	   S  ,   dS  ,  , 1.5Ž . Ž . Ž . Ž . Ž . Ž .

   1 bS  ,  , 
   1 bS  ,  ,Ž . Ž . Ž . Ž .
1.6Ž .
    ,   d  ,   b.Ž . Ž . Ž .
 4  4 Ž . Ž .Let z and  be zeros of the entire functions   and 	  ,n n	 0 n n	 0
respectively; i.e., they are the eigenvalues of the boundary value problems
Ž Ž . . Ž Ž . . Ž . Ž .L  L q x , a and L  L q x , d for 0.1 under the conditions y 01 1 2 2
Ž . Ž . Ž . Ž . Ž . Ž . Ž . ay 0  y   0 for L and y 0  y   dy   0 for L . Since1 2
Ž . Ž .the Wronskian of the solutions  x,  and S x,  does not depend on x,
we have
  ,  S  ,    ,  S  ,   1. 1.7Ž . Ž . Ž . Ž . Ž .
V. A. YURKO268
Ž . Ž .It follows from 1.5  1.7 that

 2     	   S  ,    . 1.8Ž . Ž . Ž . Ž . Ž . Ž .
Now we consider the functions
 x ,  S x , Ž . Ž .
 x ,    
   x ,   b  S x ,  ,Ž . Ž . Ž . Ž . Ž .
U  U SŽ . Ž .1 1
1.9Ž .
 x ,  S x , Ž . Ž .
 x ,    	   x ,     S x ,  .Ž . Ž . Ž . Ž . Ž .
U  U SŽ . Ž .2 2
Ž . Ž . Ž .It is clear that  x,  ,  x,  are solutions of 0.1 and satisfy the
conditions
U  U   0, U  U     ,Ž . Ž . Ž . Ž . Ž .1 2 1 2
 0,   
  ,   ,     ,Ž . Ž . Ž . Ž .
1.10Ž .   ,    ,   b ,Ž . Ž .
 0,   	  ,   ,   
  .Ž . Ž . Ž . Ž .
Ž . Ž . Ž .By virtue of 1.1 , 1.5 , and 1.6 we have
   b  	   
    , 1.11Ž . Ž . Ž . Ž . Ž . Ž .
Ž .or, in view of 1.7 ,
    ,   d  ,   b2S  ,   2b. 1.12Ž . Ž . Ž . Ž . Ž .
Ž . Ž .It follows from 1.12 and 1.4 that
    ,   d  ,   b2S  ,   2b. 1.13Ž . Ž . Ž . Ž . Ž .
 4 Ž .It is clear from the zeros  of the entire function   coinciden n	 0
 Ž Ž .with the eigenvalues of the boundary value problem L  L q x , a, d,
.b , and
n 2 1   n   2 1 4b   ,Ž .Ž .n n
  l ,  
  ,   . 1.14 4 Ž .n 2 n n1 n n2
LEMMA 1.1. The following relation holds:
max  ,  
 z 
min  ,  , n	 0. 1.15Ž .Ž . Ž .n n n n1 n1
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Ž . Ž . Ž .Proof. Since  x,  is a solution of 0.1 , we get, in view of 1.10 , that

 	  x ,   x , 	 dxŽ . Ž . Ž .H
0
   x , 	  x ,    x , 	  x , Ž . Ž . Ž . Ž .Ž . 0
    	   	   .Ž . Ž . Ž . Ž .
Hence
 d d
2 x ,  dx          . 1.16Ž . Ž . Ž . Ž . Ž . Ž .H d d0
Ž .It follows from 1.16 that for real 
d   1Ž .
2  x ,  dx	 0.Ž .H2ž /d    Ž . Ž . 0
Therefore we conclude that the eigenvalues of L and L have the1
property  
 z 
  . By the same we obtain  
 z 
  . Thisn n n1 n n n1
Ž .yields 1.15 . Lemma 1.1 is proved.
We define the norming constants  and  of L and L byn n1 1
 
2 2   x ,  dx ,    x , z dx. 1.17Ž . Ž . Ž .H Hn n n1 n
0 0
Ž .It follows from 1.16 that
d
      1.18Ž . Ž . Ž .n n nd
Analogously we calculate
d
   , z   . 1.19Ž . Ž . Ž .zn1 n nd
Ž  .It is known see 6, 7 that the relations hold
2  4z  n 12  2   ,   l , 1.20Ž . Ž .n 1 n1 n1 2
n1  4  , z  1 n 12 1  n ,   l , 1.21Ž . Ž . Ž . Ž . Ž .n n2 n2 2
n1sign   , z  1 , 1.22Ž . Ž . Ž .n
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where

1  a q t dt.Ž .H1 2
0
2. STABILITY OF THE SOLUTION OF THE
INVERSE PROBLEM
In this section we obtain a local solution of the inverse problem and
study its stability. It is shown that the set of spectra is open and small
perturbations of the spectrum lead to small perturbations of the operator.
In this research an important role is played by the fact that a set of
products of the eigenfunctions of the boundary value problems forms a
Ž . Ž .Riesz basis in L 0, see Lemma 2.1 . The main result of this section is2
contained in Theorem 2.1.
Ž . Ž .We consider the boundary value problems 0.1 , 0.2 , and assume that

   0, 
   0. 2.1Ž . Ž .Ž .n n
Ž .This conditions means that there are no equalities in 1.15 . Indeed, by
Ž .letting   in 1.8 we obtainn

 2     	  . 2.2Ž . Ž . Ž . Ž .n n n
Ž . Ž . Ž .  4  4  4Since 
   0, we get    0, 	   0; i.e.,   z , n n n j n j
 4  . Thus,n
 z  0,    0. 2.3Ž . Ž . Ž .n n
Ž . Ž .Using 2.3 and 1.11 for  z and   one can writen n

 z  0, 
   0,  z  0,    0. 2.4Ž . Ž . Ž . Ž . Ž .n n n n
Ž .Analogously, from the condition 
   0 we findn
 z  0,    0, 
 z  0, 
   0,Ž . Ž . Ž . Ž .n n n n 2.5Ž . 
  , z  b 0,   ,   b 0.Ž . Ž .n n
Ž .We note that if conditions 2.1 are not valid, then Theorem 2.1 does not
hold.
Ž .THEOREM 2.1. There exists a number  0 depending on L such that if
 04  04numbers  and z satisfy the conditionsn n	 0 n n	 0
12
2 20 0        z  z   ,Ž .Ý n n n nž /
n0
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0Ž . Ž .then there are a real-alued function q x  L 0, and real numbers2
0 0 0  04  04a , d , b such that the numbers  and z are the eigenalues ofn n	 0 n n	 0
0 Ž 0Ž . 0 0 0 . 0the boundary alue problems L  L q x , a , d , b and L 1
Ž 0Ž . 0.L q x , a , respectiely, and1
0 0 0   q x  q x  C , a a  C , d d  C ,Ž . Ž . 2
b b0 .
Here and in the sequel, we shall denote by C various constants depend-
	 	 Ž .ing only on L. Sign  denotes the norm in L 0, with respect to x.2 2
First we prove some auxiliary propositions. We define the functions
Ž . x byn
 x   2 x  12,  2 x  12, n	 0, 2.6Ž . Ž . Ž . Ž .2 n n 2 n1 n
where
1
 x  
   x ,  ,  x  x , z 2.7Ž . Ž . Ž . Ž . Ž . Ž .Ž .n n n n n
Ž .are the eigenfunctions L and L , respectively, with the conditions  0 1 n
Ž . 0  1. The main role in the proof of Theorem 2.1 belongs to then
following lemma.
 Ž .4LEMMA 2.1. The system of the functions  x is a Riesz basis inn n	 0
Ž .L 0, .2
Proof. Since

2
 x  cos nx  ,Ž .Ý n 2
n0
 Ž .4 Ž .it is sufficient to prove that the system  x is complete in L 0, .n n	 0 2
Ž . Ž .Let us take f x  L 0, such that2

f x  x dx 0, n	 0. 2.8Ž . Ž . Ž .H n
0
  Ž .We shall use the properties of the Green’s function 11, p. 36 G x, t,  of
L. Let us consider the functions
 1F   f x G x , x ,   	  2  dx ,Ž . Ž . Ž . Ž . Ž .Ž .Ž .H1
0
2.9Ž .

2 2F   f x  x ,   
  2 dx.Ž . Ž . Ž . Ž .Ž .H2
0
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2 Ž  .  Let   . It is known see 6, 7 that for large  ,
1   x ,   cos  xO  exp Im  x ,Ž . Ž .Ž .
1 2  S x ,    sin  xO  exp Im  x ,Ž . Ž .Ž .
    x ,  O exp Im   ,  x ,  O exp Im   ,Ž . Ž .Ž . Ž .Ž . Ž .
1     cos O  exp Im   , 2.10Ž . Ž .Ž .Ž .
1  	   cos O  exp Im   ,Ž . Ž .Ž .
1  
   1O  exp Im   ,Ž . Ž .Ž .
    sin   cos  2b   ,Ž . Ž .
Ž . Ž .where   is an entire function of exponential type and   
Ž .L , for real . We denote by S the -plane without -neighbour-2 
 hoods of the points  , z ,  , n	 0. Then for   ,  S , then n n 
following estimates hold:
1    G x , t ,  O  ,    C  exp Im   ,Ž . Ž . Ž .Ž .
2.11Ž .
      C exp Im   , 	   C exp Im   .Ž . Ž .Ž . Ž .
Ž . Ž . Ž . Ž .From 1.17 , 1.18 , 2.2 , and 2.7 it follows that
 d12 x dx 	    ,Ž . Ž . Ž .Ž . H n n nd0
and consequently
1

2 2Res G x , x ,    x dx  xŽ . Ž . Ž .H n nž / 0n
1d
2 	   x   .Ž . Ž . Ž . n n nž /d
Ž . Ž .Hence, using 2.6 and 2.8 , we obtain for all n	 0,
1
d
2Res F     	  f x  x  12 dx 0.Ž . Ž . Ž . Ž . Ž .Ž . H1 n nnž /d 0n
Ž . Ž . Ž . Ž .Thus, F  is an entire function and, by virtue of 2.9  2.11 , F   01 1
 as   . Therefore
F   0. 2.12Ž . Ž .1
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Ž . Ž . Ž . Ž . Ž .Further, according to 1.9 and 2.7 we have  x,   
   x ,n n n
Ž . Ž . Ž . Ž . Ž . Ž . x, z  
 z  x . Then from 2.6 , 2.8 , and 2.9 we getn n n

2 2F   
  f x  x  12 dx 0,Ž . Ž . Ž . Ž .Ž .H2 n n n
0
2.13Ž .

2 2F z  
 z f x  x  12 dx 0.Ž . Ž . Ž . Ž .Ž .H2 n n n
0
Ž . Ž Ž . Ž ..1 Ž .Let us consider the function A       F  . By virtue of2
Ž . Ž . Ž . Ž . Ž .2.13 and 2.9  2.11 , A  is an entire function and A   0 as
  Ž .  . Hence A   0; i.e.,
F   0. 2.14Ž . Ž .2
Ž . Ž  .Calculating G x, x,  see 11, p. 47 we obtain
2  G x , x ,    x ,   x ,     2b
   b   2 x , Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .
 b	   2 x ,  .Ž . Ž .
Ž . Ž . Ž .Then from 2.9 , 2.12 , and 2.14 it follows that

f x Q x ,  dx 0, 2.15Ž . Ž . Ž .H
0
where
Q x ,    x ,   x ,     2b
   b   2 x , Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .
 b	  
 2  2   	  2. 2.16Ž . Ž . Ž . Ž . Ž .
Ž .We can transform Q x,  to the form
Q x ,    x ,   x ,   	  
  2Ž . Ž . Ž . Ž . Ž .Ž .

    2b
   b   2 x ,   b	2    2.Ž . Ž . Ž . Ž . Ž . Ž .Ž .
2.17Ž .
Ž .Indeed, from 2.16 we derive
Q x ,    x ,   x ,   	  
  2    2b
 Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
 b   2 x , Ž . Ž .
 	  
     2b
   b
 2     2.Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .
2.18Ž .
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Ž . Ž .Using 1.7 and 1.12 we have

  ,   b  ,  
   b  S  ,  ,Ž . Ž . Ž . Ž . Ž .
     ,   b d   b
 Ž . Ž . Ž . Ž .
  ,  
   b  S  ,   d   b
  ,Ž . Ž . Ž . Ž . Ž . Ž .
and consequently

     2b
   b
 2    Ž . Ž . Ž . Ž . Ž .Ž .
   
     b
 Ž . Ž . Ž . Ž .Ž .
  ,  
   b  S  ,   d   b
 Ž . Ž . Ž . Ž . Ž . Ž .
 
    ,   b d Ž . Ž . Ž .Ž .
   d d
   bS  ,  b  	  .Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž .Substituting this expression into 2.18 we obtain 2.17 .
Let us show that
 z  2b
 z  0. 2.19Ž . Ž . Ž .n n
Ž .Indeed, it follows from 1.7 that

  , z S  , z 1. 2.20Ž . Ž . Ž .n n
Hence one has

  , z  b  , z 1 bS  , z   , z 
 zŽ . Ž . Ž . Ž . Ž .Ž .n n n n n
or
 z   , z  b b
 z  
 z   , z  b .Ž . Ž . Ž . Ž . Ž .Ž .n n n n n
Ž . Ž .Then, using 2.4 and 2.5 , we get
 z  2b
 z 
 z   , z  b  0.Ž . Ž . Ž . Ž .Ž .n n n n
Now let us consider the functions

F   f x  x ,   x ,   	  
  2 dx ,Ž . Ž . Ž . Ž . Ž . Ž .Ž .H3
0
2.21Ž .

2 2F   f x  x ,   	  2 dx.Ž . Ž . Ž . Ž .Ž .H4
0
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Ž . Ž .Using 1.10 and 2.8 we calculate
F   
  	 Ž . Ž . Ž .3 n n n
 1

 f x  x ,   x ,   0,   0,   12 dxŽ . Ž . Ž . Ž . Ž .Ž .H ž /n n n n
0

2 
  	  f x  x  12 dx 0. 2.22Ž . Ž . Ž . Ž . Ž .Ž .Hn n n
0
Ž . Ž .Further, from 2.15 and 2.17 we obtain

0 f x Q x , z dx F z  z  2b
 z .Ž . Ž . Ž . Ž . Ž .Ž .H n 3 n n n
0
Ž .Hence according to 2.19 we find
F z  0. 2.23Ž . Ž .3 n
Ž . Ž . Ž . Ž . Ž . Ž Ž . Ž ..1 Ž .By virtue of 2.21  2.23 , 2.10 , and 2.11 , A       F  is1 3
Ž .   Ž .an entire function and A   0 as   . Therefore A   0; i.e.,1 1
F   0. 2.24Ž . Ž .3
Ž . Ž . Ž . Ž .From 2.15 , 2.17 , 2.21 , and 2.24 it follows that
F   0. 2.25Ž . Ž .4
Now we consider the function

2F   f x  x ,   12 dx. 2.26Ž . Ž . Ž . Ž .Ž .H5
0
Ž . Ž .From 2.6  2.8 it is easily seen that
F z  0. 2.27Ž . Ž .5 n
 4 Ž . Ž .Denote by s zeros of the entire function   . According to 2.4n n	 0
Ž .  4  4   0 or s   ; i.e.,n n j
	 s  0. 2.28Ž . Ž .n
Ž . Ž . Ž . Ž . Ž .It follows from 1.9 that  x, s  	 s  x, s . Then, using 2.21 ,n n n
Ž . Ž .2.25 , and 2.26 , we obtain

2 2 20 F s  	 s f x  x , s  12 dx 	 s F s .Ž . Ž . Ž . Ž . Ž . Ž .Ž .H4 n n n n 5 n
0
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Ž .Hence according to 2.28 we find
F s  0. 2.29Ž . Ž .5 n
Ž . Ž .  4  4Observe that, by virtue of 2.4 ,  z  0 and s  z . Therefore,n n j
Ž . Ž . Ž . Ž Ž . Ž ..1 Ž .using 2.27 and 2.29 , we get that A       F  is an2 5
Ž .  entire function and A   0 as   . Hence2
F   0. 2.30Ž . Ž .5
Ž . Ž  .For  x,  the following representation holds see 6, 7 :
x
 x ,   cos  x K x , t cos  t dt.Ž . Ž .H
0
Ž . Ž . Ž .The continuation of K x, t by K x,t  K x, t , t 0 yields
x
1 x ,   cos  x K x , t cos  t dt ,Ž . Ž .H2
x
and consequently
x
2 2 x ,   cos  x K x , t cos  t x dtŽ . Ž . Ž .H
x
x x
1 K x , s K x , t cos  t s dt ds.Ž . Ž . Ž .H H4
x x
Ž . ŽIn these integrals we make the change of variables  x t 2,  s
. t 2, respectively. Then the above expression becomes
x
1 1 12 x ,    cos 2 x K x ,  cos 2 d , 2.31Ž . Ž . Ž .H 12 2 2
0
where
x
K x ,   4K x , x 2  K x , t K x , t 2 dtŽ . Ž . Ž . Ž .H1
2x
x2
 K x , t K x , t 2 dt.Ž . Ž .H
x
Ž . Ž . Ž .Substituting 2.31 into 2.26 and using 2.30 , we obtain
 
f x  K  , x f  d cos 2 x dx 0.Ž . Ž . Ž .H H 1ž /0 x
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This means that

f x  K  , x f  d 0.Ž . Ž . Ž .H 1
x
Ž . Ž .Hence f x  0 a.e. on 0, . Lemma 2.1 is proved.
We note that completeness of products of eigenfunctions for separated
Ž .  boundary conditions b 0 has been studied in 2 .
LEMMA 2.2. Consider in the Banach space B the nonlinear equation

r f R r , 2.32Ž . Ž .Ý j
j1
and assume that
j	 	R r 
 C r ,Ž . Ž .j 0
j1  	 	 	 	 	 	R r  R r 
 r r C max r , r , j	 2,Ž . Ž . Ž .Ž .j j 0
 	 	 	 	R r 
  r , R r  R r 
  r r ,  
 14.Ž . Ž . Ž .1 0 1 1 0 0
	 	 Ž .Then there exists a number  0 such that for all f 
  Eq. 2.32 in the
	 	 	 	 	 	domain r 
 2 has a unique solution r B, and r 
 2 f .
Proof. Let C 	 1. We denote0

12R r  R r , C  2C ,  8C .Ž . Ž . Ž .Ý j 1 0 1
j1
	 	 	  	 Ž .1If r , r 
 4C , then1

j 2	 	 	 	 	 	 	 	R r 
  r  C r 
  r  C rŽ . Ž .Ý0 0 0 1
j2
	 	
 r 2, 2.33Ž .
j C0  	 	 	 	R r  R r 
 r r   
 r r 2.Ž . Ž . Ý0 ž /ž /4C1j2
	 	 Ž .Let f 
  . We construct r  f , r  f R r , n	 0. Then, by0 n1 n
Ž .virtue of 2.33 , the series

r r  r  rŽ .Ý0 n1 n
n0
Ž . 	 	 	 	converges to the solution of 2.32 , and r 
 2 f . The uniqueness is
obvious. Lemma 2.2 is proved.
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 Ž .4Proof of Theorem 2.1. We denote by  x the biorthogonal basisn n	 0
 Ž .4to the basis  x . Let us consider the functionn n	 0
g x , t ,   S x ,   t ,   x ,  S t , Ž . Ž . Ž . Ž . Ž .
which is the Green’s function of the Cauchy problem
y q x y  y f x , y 0  y 0  0.Ž . Ž . Ž . Ž .
Take   0 such that for  1 1

   0,   , 0  0,   , z 0  0. 2.34Ž . Ž .Ž . Ž .n n n
 Ž . Ž . Ž . It is possible because 
    ,    , z  C. We denoten n n
y x   x , 0 
 0 ,  x  S x , 0 ,Ž . Ž .Ž . Ž . Ž .n n n n n
u x  x 
 0 ,Ž . Ž . Ž .n n n
g x , t , 0 , x	 tŽ .ng x , t  ,Ž .n ½ 0, x t
g x , t , z 0 , x	 tŽ .ng x , t  ,Ž .n1 ½ 0, x t
y x  x , z 0 ,  x  S x , z 0 ,Ž . Ž .Ž . Ž .n1 n n1 n
Q x , t  g x , t  bu x g  , t .Ž . Ž . Ž . Ž .n n n n
Ž .Let us consider in L 0, the nonlinear integral equation2
  
r x  f x   H x , t , . . . , t r t  r t dt  dt ,Ž . Ž . Ž .Ž . Ž .Ý H H j 1 j 1 j 1 j
0 0j1  
j 2.35Ž .
where
 
f x  f  x , H x , t , . . . , t  B t , . . . , t  x ,Ž . Ž . Ž . Ž .Ž .Ý Ýn n j 1 n n j 1 j n
n0 n0
Ž .and the Fourier coefficients f and B t , . . . , t are calculated by then n j 1 j
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formulas
f y  U y , f   , z 0   , z 0 ,Ž . Ž . Ž . Ž .2 n n 2 n 2 n1 n n
B t  2 t  y2 t U y u  2Q  , t y t ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .2 n , 1 1 n 1 n 1 2 n n n 1 n 1
B t  2 t  y2 tŽ . Ž . Ž .Ž .2 n1, 1 1 n 1 n1 1
1  g x , tŽ .n1 10  , z     y t ,Ž . Ž .Ž .n n1 n1 1ž /2  x x
1
B t , . . . , t  
 u t y t  y t Q t , t  Q t , tŽ . Ž . Ž . Ž .Ž . Ž .2 n , j 1 j j2 n 1 n 1 n 1 n 1 2 n j2 j12
1

 Q t , t y t  u t 1 
Ž . Ž . Ž . Ž .n j1 j n j n j1 j2ž /2
U y Q  , t Q t , t  Q t , tŽ . Ž . Ž . Ž .2 n n 1 n 1 2 n j2 j1
1

 Q t , t y t  u t , j	 2,Ž . Ž . Ž .n j1 j n j n j1ž /2
B t , . . . , tŽ .2 n1, j 1 j
1
 
  t y t  y t g t , t  g t , tŽ . Ž . Ž . Ž . Ž .j2 n1 1 n1 1 n1 1 n1 1 2 n1 j2 j12
1

 g t , t y t   t 1 
Ž . Ž . Ž . Ž .n1 j1 j n1 j n1 j1 j2ž /2
 g x , tŽ .n1 1 y  g t , t  g t , tŽ . Ž . Ž .n1 n1 1 2 n1 j2 j1 x x
1

 g t , t y t   t , j	 2.Ž . Ž . Ž .n1 j1 j n1 j n1 j1ž /2
Here 
 is the Kronecker delta. It is obvious that the estimates holdjm
C
y x  C , y x  C , u x  ,Ž . Ž . Ž .n n1 n n 1
C
 x  ,Ž .n1 n 1
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C

  , z  C n 1 , Q x , t  ,Ž . Ž . Ž .n n n 1
C
g x , t  ,Ž .n1 n 1
 g x , tŽ .n1 0  C , U y  C    ,Ž .2 n n n x
C
0 0   , z  z  z ,Ž .n n nn 1
C
2 2 0  t  y t     ,Ž . Ž .n 1 n 1 n nn 1
C
2 2 0  t  y t  z  z ,Ž . Ž .n 1 n1 1 n nn 1
and consequently
jf x  C , H x , t  C , H x , t , . . . , t  CŽ . Ž . Ž .2 1 1 j 1 j2 2
j	 2 .Ž .
Ž .Therefore the conditions of Lemma 2.2 for 2.35 are valid. By virtue of
Lemma 2.2 there exists a number  0 such that if   , then there is a
Ž . Ž . Ž . 	 Ž .	solution of 2.35 r x  L 0, , r x  C. Denote22
1
0q x  q x  r x , h r x dx ,Ž . Ž . Ž . Ž .H 2.36Ž .2 0
0 0 0a  a h , d  d , b  b.
Thus, L0 and L0 have been constructed. It remains to show that the1
 04  04 0 0numbers  and z are the eigenvalues of L and L , respec-n n	 0 n n	 0 1
tively.
0Ž . 0 Ž .For this we consider y x and y x , which are solutions of then n1
integral equations

0 0y x  y x  hu x  Q x , t r t y t dt , 2.37Ž . Ž . Ž . Ž . Ž . Ž . Ž .Hn n n n n
0

0 0y x  y x  h x  g x , t r t y t dt. 2.38Ž . Ž . Ž . Ž . Ž . Ž . Ž .Hn1 n1 n1 n1 n1
0
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Ž .We can rewrite 2.37 as
y0 x  y x  h b y0   y   xŽ . Ž . Ž . Ž . Ž .Ž .Ž .n n n n n

0 g x , t r t y t dt . 2.39Ž . Ž . Ž . Ž .H n n
0
Ž . Ž .It follows from 2.38 and 2.39 that
y0 x  q0 x y0 x  0 y0 x ,Ž . Ž . Ž . Ž .n n n n 2.40Ž .0 0 0 0 0 0y 0  a y 0  b y   0, y 0  1,Ž . Ž . Ž . Ž .n n n n
y0 x  q0 x y0 x  z 0 y0 x , y0 0  1, y0 0  a0 .Ž . Ž . Ž . Ž . Ž . Ž .n1 n1 n n1 n1 n1
2.41Ž .
By virtue of the unique solvability of the Cauchy problem, we get from
Ž . 0 Ž . 0Ž 0. 0Ž . Ž .2.41 that y x  x, z , where  x,  is defined so as  x,  butn1 n
0 Ž . Ž .for L . Since for y x and y x the relationsn n1
y x  q x y x  0 y x ,Ž . Ž . Ž . Ž .n n n n 2.42Ž .y 0  ay 0  by   0, y 0  1,Ž . Ž . Ž . Ž .n n n n
y x  q x y x  z 0 y x , y 0  1, y 0  aŽ . Ž . Ž . Ž . Ž . Ž .n1 n1 n n1 n1 n1
2.43Ž .
Ž . Ž . Ž .hold, we conclude from 2.36 , 2.40  2.43 that

0 0 0r x y x y x  12 dx y  U y  y  U y , 2.44Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .H n n n 2 n n 2 n
0

0r x y x y x  12 dxŽ . Ž . Ž .Ž .H n1 n1
0
0  , z 0   , z 0 0  , z 0   , z 0 . 2.45Ž .Ž . Ž . Ž . Ž .n n n n
Ž . Ž .Further, solving Eqs. 2.37 and 2.38 we obtain
y0 x  y x  hu x   x ,Ž . Ž . Ž . Ž .n n n n
2.46Ž .
y0 x  y x  h x   x ,Ž . Ž . Ž . Ž .n1 n1 n1 n1
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where
  
 x   Q x , t Q t , t  Q t , t r t  r tŽ . Ž . Ž . Ž .Ž . Ž .Ý H Hn n 1 n 1 2 n j1 j 1 j
0 0j1  
j

 y t  hu t dt  dt ,Ž . Ž .Ž .n j n j 1 j
  
 x   g x , t g t , t  g t , t r t  r tŽ . Ž . Ž . Ž .Ž . Ž .Ý H Hn1 n1 1 n1 1 2 n1 j1 j 1 j
0 0j1  
j

 y t  h t dt  dt .Ž . Ž .Ž .n1 j n1 j 1 j
Ž . Ž .Multiply 2.35 by  x and integrate it from 0 to  with respect to x.n
Then

r x  x dxŽ . Ž .H n
0
  
 f   B t , . . . , t r t  r t dt  dt . 2.47Ž . Ž .Ž . Ž .Ý H Hn n j 1 j 1 j 1 j
0 0j1  
j
Ž . Ž .From 2.47 , in view of 2.46 , we devise

2r x  x  12 dxŽ . Ž .Ž .H n
0
 
2 2 r x  x  y x dx r x hu x y x dxŽ . Ž . Ž . Ž . Ž . Ž .Ž .H Hn n n n
0 0

 r x  x y x dx hu  U yŽ . Ž . Ž . Ž . Ž .H n n n 2 n
0
   U y  f ,Ž . Ž .n 2 n 2 n

2r x  x  12 dxŽ . Ž .Ž .H n
0
 
2 2 r x  x  y x dx r x h x y x dxŽ . Ž . Ž . Ž . Ž . Ž .Ž .H Hn n1 n1 n1
0 0

 r x  x y x dx hy   Ž . Ž . Ž . Ž . Ž .H n1 n1 n1 n1
0
 y      f ,Ž . Ž .n1 n1 2 n1
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and consequently

0 0r x y x y x  12 dxy  U y , 2.48Ž . Ž . Ž . Ž . Ž . Ž .Ž .H n n n 2 n
0

0 0 0 0r x y x y x  12 dx  , z   , z . 2.49Ž . Ž . Ž . Ž .Ž . Ž . Ž .H n1 n1 n n
0
Ž . Ž . Ž . Ž . Ž .Comparing 2.48 , 2.49 with 2.44 , 2.45 and using 2.34 , we calculate
U y0  0, 0  , z 0  0.Ž . Ž .2 n n
 04  04 0 0Thus, the numbers  and z are the eigenvalues of L and L ,n n	 0 n n	 0 1
Ž . Ž .respectively, and y x , y x are their eigenfunctions. Theorem 2.1 isn n1
proved.
3. THE CHARACTERIZATION OF THE SPECTRUM:
SOLUTION OF THE INVERSE PROBLEM
In this section we give the characterization of the spectrum of the
boundary value problem L and provide the solution for the inverse
problem. For this we essentially use the above results. The main results of
this section are formulated in Theorem 3.2.
Let us denote
    sign   , z  b , 3.1Ž . Ž .Ž .n n
p     ,   d  ,   b2S  ,  2,Ž . Ž . Ž . Ž .Ž .
3.2Ž .
u     ,   d  ,   b2S  ,  2.Ž . Ž . Ž . Ž .Ž .
Ž . Ž .According to 1.12 and 1.13 we have
p   b  2, p   b  2, 3.3Ž . Ž . Ž . Ž . Ž .
and consequently
p2   b2      4. 3.4Ž . Ž . Ž . Ž .
Ž .It follows from 3.2 that
u   p    ,   d  ,  , u   p   b2S  ,  .Ž . Ž . Ž . Ž . Ž . Ž . Ž .
3.5Ž .
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Ž . Ž .Then, in view of 1.5 and 1.7 , we obtain
u2   p2  b2  b2  	  . 3.6Ž . Ž . Ž . Ž . Ž .
Ž .Further, for  z it follows from 3.6 thatn
u2 z  p2 z  b2 3.7Ž . Ž . Ž .n n
or
122 2u z   p z  b , 3.8Ž . Ž . Ž .Ž .n n1 n
Ž . Ž . Ž . Ž .where   sign u z . Using 3.2 , 1.22 , and 2.20 , we calculaten1 n
1 b   , z bŽ .n 2u z    , z  b S  , z  Ž . Ž . Ž .Ž . n n n ž /2 2 b   , zŽ .n
   b   , z bŽ .nn1 1  .Ž . ž / 2 b   , zŽ .n
Hence
n1
  1  3.9Ž . Ž .n1 n
Ž . Ž . Ž .n1 Ž 2Ž . 2 .12 Ž .and 3.8 becomes u z  1  p z  b . Then from 3.5n n n
for  z we deriven
12n1 2 2  , z  p z  1  p z  b . 3.10Ž . Ž . Ž . Ž . Ž .Ž .n n n n
Ž . Ž . Ž .From 3.7 , 1.22 , and 3.10 it follows that
n1 p z 	 b , sign p z  1 .Ž . Ž . Ž .n n
Ž . Ž . Ž . Ž .Furthermore, according to 3.4 , 3.7 , 3.9 , and 1.21 we have:
Ž . Ž . Ž . Ž . Ž .1   0 if  z  z  0 and  1 if  z  z  0.n n n n n n
Ž .2 There exists a natural N such that   1 for all nN.n
Ž . Ž .Substituting 3.10 into 1.19 we get
d 12n1 2 2    p z  1  p z  b . 3.11Ž . Ž . Ž . Ž . Ž .Ž .z ž /n1 n n nnd
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Ž . Ž .It is known that the characteristic functions   and   of L and L1
are uniquely determined by their zeros, and
   n
      , 3.12Ž . Ž . Ž .Ł0 2ž /nn1
 z  n
   . 3.13Ž . Ž .Ł 2n 12n0 Ž .
Ž . Ž . Ž .   Ž .Since       4b and   	 0 for   ,  ,   	 02 n 2 n1
   for   ,  , we obtain2 n 2 n1
   
   
    
   for b 0,0 0 1 1 2 2 3
3.14Ž .     
    
    
    for b 0.0 0 1 1 2 2 3
 Ž .        Ž .Moreover,   	 4 b for   ,  if b 0 and for 2 n 2 n1
    Ž . ,  if b 0 . Hence2 n1 2 n
 max   	 4 b , 3.15Ž . Ž .
 n
where
  ,  for b 0,2 n 2 n1
 n ½   ,  for b 0.2 n1 2 n
Ž .The relation 3.15 is a necessary condition on the spectrum of L. In
Ž .Theorem 3.2 it will be shown that 3.15 is also sufficient for the character-
ization of the spectrum. But first we briefly talk about uniqueness of the
Ž .solution of the inverse problem. It is clear that the potential q x is not
 4  4uniquely determined from two spectra  and z . Let us formu-n n	 0 n n	 0
late a uniqueness theorem. We agree that together with L we consider
0 Ž 0Ž . 0 0 0.L  L q x , a , d , b , and if a certain symbol denotes an object related
to L, then the same symbol with 0 above will denote the analogous object
related to L0.
0 0 0 Ž .THEOREM 3.1. If    , z  z ,    for all n	 0, then q x n n n n n n
0Ž . Ž . 0 0 0q x a.e. on 0, , and a a , d d , b b .
Ž . Ž . Ž .Proof. From the condition of Theorem 3.1 and from 1.2 , 3.12 , 3.13
it follows that
   0  ,     0  , b b0 .Ž . Ž . Ž . Ž .
Ž . Ž . 0Therefore, 3.3 and 3.11 yield    for all n	 0. By virtue ofn1 n1
   4Marchenko’s theorem 7 , the spectral data z ,  of L uniquelyn n1 n	 0 1
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Ž . Ž . 0Ž .determine the function q x and the number a; i.e., q x  q x a.e. on
Ž . 0 Ž . Ž . 00, , and a a . Then from 1.2 and 1.3 we calculate d d . Theo-
rem 3.1 is proved.
 We note that the closed result to Theorem 3.1 has been obtained in 12 .
Now we want to give the characterization of the spectrum of L. We shall
 4 Ž . Ž .say that   S if there exists L of the form 0.1 , 0.2 such that then n	 0
 4numbers  are the eigenvalues of L.n n	 0
 4  4We denote by J J  , z the set of sequences  such that:n n n n	 0
Ž . Ž . Ž . Ž . Ž .1   0 if  z  z  0, and  1 if  z  z  0;n n n n n n
Ž . Ž .2 there exists a natural N depending on the sequences such that
Ž . Ž . Ž .  1 for all nN. Here   and   are defined by 3.12 andn
Ž .1.4 .
 4 Ž .THEOREM 3.2. Let real numbers  of the form 1.2 be gien. Forn n	 0
 4 Ž .  S it is necessary and sufficient that the condition 3.15 holds,n n	 0
Ž . Ž .where   is constructed ia 3.12 . Moreoer, if we hae real numbers
 4 Ž . Ž .  4z of the form 1.20 , satisfying 1.15 , where  are zeros ofn n	 0 n n	 0
Ž . Ž .  4      4b, and a sequence   J, then there exist a uniquen n	 0
Ž . Ž .  4real function q x  L 0, and real numbers a, d, b, for which 2 n n	 0
 4 Ž .and z are the eigenalues of L and L , respectiely, and 3.1 holds.n n	 0 1
The necessity of Theorem 3.2 has been proved above. We shall prove
 4  4  4the sufficiency. Let  , z ,  be given. Then we can construct then n n
Ž . Ž . Ž . Ž .  4 Ž .functions   ,   via 3.12 , 3.13 , and the numbers  via 3.11 ,n1
Ž . Ž .where p   b   2. We would like to obtain an asymptotic formula
0 Ž 0Ž . 0 0 0.for  as n . For this we take L  L q x , a , d , b with then1
 04 0spectrum  such that    for all nN . By virtue of Theoremn n	 0 n n 0
2.1, it is evident that such an N exists. Indeed, we can always take0
Ž  Ž .    .  4L q x , a , d , b with the spectrum  satisfying the conditions ofn n	 0
Theorem 2.1 and

  1a  d  q t dt  .Ž .H2
0
Then, by virtue of Theorem 2.1, one can find a number N such that there0
0 Ž 0Ž . 0 0 0. 0 Ž . 0  Žexists L  L q x , a , d , b , for which    nN ,    nn n 0 n n
.
N . Then it is obvious that0
N 00   n n0     1 ,Ž . Ž . Ł 0ž /  n0 n
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Ž . 0Ž .and consequently   has the same asymptotic behaviours as   ; i.e.,
    sin   cos  2b   , 3.16Ž . Ž . Ž .
Ž . Ž .where   is an entire function of exponential type and   
Ž .L , for real . Therefore we can calculate2
12n1 2 2p z  1  p z  bŽ . Ž . Ž .Ž .n n n
n1 0 0 1 n 12 1  n ,   l .Ž . Ž .  4Ž .n n 2
Analogously we obtain the asymptotics
n1 1d  1 Ž . n 1  1 ,   l .Ž .  4z n 2n ž /d 2n 1 n
Ž .Substituting these expressions in 3.11 we deduce
 n3  4   ,   l . 3.17Ž .n1 n3 22 n
Ž . Ž .  4Using 1.4 and 3.16 we calculate the asymptotics of the zeros n n	 0
Ž .of   :
n 2 1    n   2 1 4b   ,   l . 3.18 4Ž . Ž .Ž .n n n 2
Ž . Ž . Ž . Ž .From 3.15 and the asymptotic formulas 1.2 , 3.16 , and 3.18 it follows
 4 Ž . Ž .that the zeros  of   are real, and they satisfy 3.14 . More-n n	 0
over,
n1 p z 	 b , sign p z  1 ,Ž . Ž . Ž .n n
d n1sign    1 .Ž . Ž .znd
Ž . Ž .Therefore   0 for all n	 0. Taking into account 1.20 , 3.17 andn1
Ž  .using the GelfandLevitan method see 6 we obtain that there exist a
Ž . Ž .  4real function q x  L 0, and a real number a such that z and2 n n	 0
 4 Ž Ž . . are the eigenvalues and norming constants of L q x , a , respec-n1 n	 0 1
tively. Next we calculate a number d by the formula d   . Thus, the1
Ž Ž . .boundary value problem L L q x , a, d, b has been constructed. Let
 4  Ž . be the eigenvalues of L and let   be the characteristicn n	 0
Ž .  Ž . Ž .function of L. Using 3.11 it is easily seen that  z   z . Thenn n
Ž  Ž . Ž ..Ž Ž ..1  Ž .       is an entire bounded function. Hence   
Ž . Ž .   A  . Since

1 d   a d q t dt ,Ž .H1 2
0
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Ž .  Ž . Ž . Ž . Ž .we have, by virtue of 2.10 ,       o 1 ,    cos 
Ž 1 .  Ž . Ž .O  as . Therefore it follows that A 0; i.e.,     
 Ž .and    for all n	 0. Using 3.11 again, we calculaten n
    sign   , z  b .Ž .Ž .n n
Theorem 3.2 is proved.
At the end of the paper we give a generalization of Ambarzumian’s
 theorem 1 .
 4THEOREM 3.3. Let  be the eigenalues of the boundary aluen n	 0
Ž Ž . .problem L q x , a, a, a . If
1
  q x dx , 3.19Ž . Ž .H0  0
Ž . Ž .then q x   a.e. on 0, .0
Ž . Ž . 	 Ž .	Proof. We denote by D the set of function y x  L 0, , y x 22
1, satisfying the boundary conditions
y 0  ay 0  ay   y   ay   ay 0  0. 3.20Ž . Ž . Ž . Ž . Ž . Ž . Ž .
Ž .Then for all y x D,

l y , y  y x  q x y x y x dxŽ . Ž . Ž . Ž .Ž . Ž .H
0
 2 2 2 a y 0  y   y x dx q x y x dx.Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .H H
0 0
3.21Ž .
'Ž . Ž . Ž . Ž .Take y x  1  . It is clear that y x D. Using 3.19 and 3.21 we0 0
obtain
1
l y , y  q x dx   min l y , y .Ž . Ž .Ž . H0 0 0 yD0
Ž . Ž .Therefore y x is an eigenfunction of the boundary value problem 0.1 ,0
Ž . Ž . Ž .3.20 corresponding to the eigenvalue  . Substituting y x into 0.1 we0 0
Ž . Ž .obtain q x   a.e. on 0, . Theorem 3.3 is proved.0
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