Although the neural decoder performance is close to the error performance of Sum Product Algorithm (SPA), it is comparatively less complex. Therefore, the proposed decoder emerges as a new infrastructure for decoding LDPC codes.
. A LDPC code is represented with its sparse parity check matrix and the corresponding Tanner graph.
LDPC codes can be considered serious competitors to turbo codes in terms of performance and complexity [5] . However, much of the work on LDPC decoder design has been directed towards achieving optimal tradeoffs between complexity and coding gain [6, 7] .
Using neural networks as an alternative for decoding block and convolutional codes has already been introduced in some papers. In [8] a neural network for Additive White Gausian Noise (AWGN) channel is proposed to decode a Hamming (7, 4) code. The decoder is designed so that it guarantees the Maximum Likelihood Decoding (MLD). In [9] a neural decoder for block codes which has a better performance than Hard Decision Decoding (HDD) is introduced. The decoder in [10] includes a neural network which has been trained by syndromes and its output is actually an error vector that must be added to the received sequence to correct it. In [11] the decoder has N-1 (N is the number of code words) neurons in output layer and n (code length) neurons for input layer. The network must be trained for all code words except for all-zero code word. A neural network decoder of convolutional codes is proposed in [12] as well as [13, 14] which estimate bit values based on minimizing noise energy function.
Decoding LDPC codes comprises an iterative approach, in which optimized values of output are to be obtained. We have encountered the problems of optimization and iterative algorithms. In this regard, neural networks are suggested as an important and referable tool to address these problems. Their optimization capabilities and their iterative structure are capable for developing a new method for decoding LDPC codes. The proposed 3 algorithm not only makes a new foundation of decoding LDPC codes, but also can provide low complex block and convolutional decoders. The proposed algorithm is compared to original SPA not to its simplified version, min-sum algorithm. This paper is organized as follows. In Section II, decoding methods of LDPC codes have been briefly reviewed. In Section III, a short explanation of MLP neural networks has been provided, and then our proposed structure and method of neural decoding have been elaborated. Section IV devoted to complexity calculation of SPA and MLPD. Computer simulation results for MLPD have been included in Sections V. Finally, Section VI concludes the paper.
II-Decoding Methods for LDPC Codes
LDPC codes can be decoded by means of a variety of decoding algorithms such as Bit Flipping (BF) [1] and its developed variants [15, 16] and MPA that includes SPA and its variants. MPA is indeed near optimal decoding method for LDPC codes [17] .
Message passing algorithm includes several algorithms, which use an iterative process of decoding. In any iteration, the messages are transferred between two parts of the corresponding Tanner graph. However, it is necessary to calculate the a posteriori probability (APP) i P . 
The ordinary SPA is presented as follows. 
The constants
H is satisfied or number of iterations meets its maximum limit, stop;
otherwise, go to step b.
III-The Proposed Neural Decoder for LDPC Codes
As indicated in Fig. 2 , a neural network is created by placing the neurons in different layers and then connecting the outputs of the neurons of a layer to the inputs of the neurons in the next layer.
Fig. 2 Structure of a MLP neural network
The output of layer l of the MLP neural network is obtained from (9) .
is the output matrix of layer 1  l or the input matrix of layer l and
In a neural network, weights and biases are adjustable parameters. They can be adjusted based on a set of given data. The process of finding and adjusting the weights and biases 7 of a neural network is called training. The purpose of neural network training is to reduce the Sum Square Error (SSE) function E , defined as:
where j e is the error of j-th entry of the output matrix and equals to the difference between the desired value and actual value of the output. Required modifications in the training parameters may be considered using optimization algorithms such as gradient descent algorithm [18] . Our presented decoder [19] , which is a MLP neural network has 2 layers and has been formed based on the Tanner graph of the LDPC codes. The structure of the presented neural network for decoding LDPC codes with any length and characters is shown in Fig.   3 . As indicated in the figure, this network is similar to the corresponding Tanner graph. 
However, in practice, the number of code word components, corresponding to the number of received vector components is much more than two. Therefore, XOR function of the related variables can be expressed in the form of (12) .
The explained XOR function is differentiable, and so it can be used in the training process of the neural network using gradient descent algorithm. The SSE function E of the network is calculated in (13) . where  is the training rate of the input vector. Choosing proper value for  is an important factor which affects the performance of the neural decoder. This selection should be in a way that the probability of placing E in the domain of local minimum points decreases. From (13), we have: We define (19) Regarding the XOR function definition, 
IV-Complexity of the Decoders
In this section, the proposed algorithm and SPA are fully investigated and their complexities are calculated.
Since arithmetic order of multiplication is higher than that of summation, nothing is lost if only the number of multiplications in each algorithm is calculated and compared.
IV-1-Complexity of SPA
According to Section II, any iteration of SPA involves two half-iterations. Assume 
IV-2-Complexity of the Proposed Decoder
With reference to Section III and alike to SPA, MLPD has two half-iterations. In the first half-iteration some XOR functions are executed. We try to form some relation to calculate the number of multiplications, required for these XOR functions. In this regard, 
V-Simulation Results and Performance of the proposed Decoder
For simulation of the proposed algorithm, we consider two examples, embracing two different codes.
Example 1:
The considered code is a (20, 1, 2) LDPC code.
At the first step, the received vector from the channel enters the input layer of the network. Then, through any iteration in the output layer of the network, the XOR function of the related nodes of the input layer is calculated. After that, the SSE function E is calculated based on (13) . Using (14) the necessary changes of the input layer components are performed and then added to the previous values of these components. In probable next iterations, this approach would continue until the SSE function E significantly decreases, or the number of iterations exceeds a certain threshold. and 80, respectively which shows that MLPD is less complex compared with SPA.
Example 2:
The considered code is LDPC(60, 1, 3) code.
The same procedure as in the prior example takes place. Finally, Fig. 5 shows how much close are the two decoders' performances. As in the previous example, the MLPD is here a good competitor to SPA while it is simpler and faster with a tight performance result.
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VI-Conclusion
In this article, a new decoder of LDPC codes has been proposed based on the neural networks. Also, we have developed a method to calculate the complexity of SPA and the proposed algorithm. The proposed decoder is a soft decision decoder for LDPC codes.
The neural decoder is based on the Tanner graph and can be considered as a type of massage passing algorithm, where the transferred massages are not probabilistic amounts.
In this context, the need for comparing the calculated probabilities for each situation and using memory for these probabilities can be ignored. The proposed decoder operates with less complexity than of SPA. Moreover, comparison of the proposed algorithm with SPA shows similar performance results. Selection of suitable training rates and other functions in the output layer of the neural decoder, improvement in the training of the neural decoder, and application of other optimization methods can be considered to improve the performance and speed of the proposed decoder.
