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Resumo
Este trabalho tem como objetivo desenvolver um software, que denotamos por Software
de ondas eletromagne´ticas (SOEM), utilizando o me´todo de diferenc¸as finitas no domı´nio do
tempo para aproximar as equac¸o˜es diferenciais de Maxwell, que descrevem a propagac¸a˜o das
ondas eletromagne´ticas. Primeiramente apresentamos o embasamento teo´rico necessa´rio para
compreensa˜o do fenoˆmeno de eletromagnetismo, discutindo as suas quatro leis fundamentais
na forma diferencial e integral e as equac¸o˜es complementares: constitutivas e de contorno re-
lacionando as propriedades fı´sicas dos meios e os campos eletromagne´ticos. Em seguida apre-
sentamos o me´todo de diferenc¸as finitas no domı´nio do tempo (FDTD), baseado no algoritmo
de Yee, estudando as condic¸o˜es de estabilidade, implementac¸a˜o de fontes e as condic¸o˜es de
contorno absorventes que emulam um domı´nio infinito. O software SOEM, elaborado no Ma-
tlab, e´ baseado no FDTD e disponibiliza cinco mo´dulos: um simulador de propagac¸a˜o de ondas
em uma dimensa˜o, um simulador em duas dimenso˜es, um simulador de radar de penetrac¸a˜o
terrestre (GPR), um mo´dulo de onda espalhada e outro mo´dulo simulando a perda de poteˆncia
de um sinal ao atravessar uma parede.
Palavras-chave: equac¸o˜es de Maxwell, ondas eletromagne´ticas, me´todo de diferenc¸as fini-
tas no domı´nio do tempo (FDTD), condic¸o˜es de fronteiras absorventes, me´todo de diferenc¸as
finitas.
Abstract
In this work we intend to develop a software, denoted by SOEM (Software for electro-
magnetic waves), based on a method of finite-difference to approximate Maxwell´s differen-
tial equations, which describe the propagation of electromagnetic waves. First we discuss the
theoretical basis of electromagnetism, studying its four fundamental laws in both their diffe-
rential and integral forms, the constitutive relations and associated boundary conditions. We
then present the method of finite-difference time-domain (FDTD), based on the algorithm of
Yee, studying issues of stability, sources, and absorbing boundary conditions which emulate
unbounded domains. The software SOEM, developed in MATLAB, is based on FDTD and has
five modules, including two applications involving ground-penetrating radar and the simulation
of loss of power through a wall.
Keywords: Maxwell´s equations, electromagnetic waves, finite-difference time-domain
method, absorbing boundary conditions, finite-difference method.
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1 Introduc¸a˜o
Quando falamos ao celular, nossa voz e´ digitalizada e transmitida atrave´s de uma onda ele-
tromagne´tica. Sabemos que ha´ inu´meros pontos em nossas resideˆncias em que na˜o conseguimos
obter uma boa conversac¸a˜o, e neste caso procuramos lugares mais altos e abertos para obter me-
lhores sinais. A partir destas observac¸o˜es, surgem questo˜es como: Qual o caminho percorrido
por uma onda eletromagne´tica? Porque ha´ tantas a´reas sem sinal em edifı´cios? Qual o melhor
local a se instalar um roteador wireless para obter melhor cobertura? ´E difı´cil responder essas
perguntas apenas observando o ambiente ao seu redor.
Esta dificuldade na abstrac¸a˜o desse fenoˆmeno dificultou o desenvolvimento da teoria cla´ssica
do eletromagnetismo. Outra raza˜o deste retardo e´ que suas aplicac¸o˜es pra´ticas so´ apareceram
preponderantemente no final do se´culo XIX. Foi nesse perı´odo que motores ele´tricos e redes ur-
banas comec¸aram a ser desenvolvidos e implementados, constituindo assim um marco do ponto
de vista tecnolo´gico na forma de vida da sociedade na e´poca.
James Clerk Maxwell (1831-1879), foi um fı´sico matema´tico escoceˆs que estabeleceu um
conjunto de equac¸o˜es que descrevem o fenoˆmeno do eletromagnetismo, precedidas por traba-
lhos desenvolvidos principalmente por Carl Friedrich Gauss (1777-1855), Andre´ Marie Ampe`re
(1775-1836), Michael Faraday (1791-1867) e Heinrich Friedrich Emil Lenz (1894-1865)(JIN,
2011). Em 1862, Maxwell introduziu a noc¸a˜o de corrente de deslocamento, dando suporte as
ondas eletromagne´ticas. A forma das equac¸o˜es conhecidas hoje foram reformuladas por Oliver
Heaviside (1850-1925), que estabeleceu um grupo de quatro equac¸o˜es, batizadas de Equac¸o˜es
de Maxwell.
As equac¸o˜es de Maxwell descrevem diversos fenoˆmenos fı´sicos (BALANIS, 1989), e co-
nhecendo apenas as quatro equac¸o˜es e algumas relac¸o˜es complementares, referente a influeˆncia
do meio nos campos, temos uma ferramenta completa, podendo com elas modelar desde a
propagac¸a˜o das ondas eletromagne´ticas ate´ o campo gerado por um ı´ma˜ permanente. No en-
tanto, as diversas situac¸o˜es fı´sicas como geometrias com pequenas variac¸o˜es e materiais com
diferentes caracterı´sticas, podem gerar problemas de difı´cil soluc¸a˜o.
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Em 1966, Kane Yee (YEE, 1966) apresentou um modelo de discretizac¸a˜o das equac¸o˜es de
Maxwell, de simples compreensa˜o e aplicac¸a˜o, que facilitaria as simulac¸o˜es envolvendo OEM1.
Entretanto, tendo em vista que nessa e´poca os computadores na˜o apresentavam um desempenho
satisfato´rio para estes ca´lculos, esse me´todo na˜o suscitou interesse na comunidade cientı´fica.
Com o avanc¸o em softwares matema´ticos e na capacidade dos computadores nos u´ltimos anos,
as pesquisas relacionadas ao eletromagnetismo e a` utilizac¸a˜o do modelo de discretizac¸a˜o de
Yee, tambe´m conhecido como o me´todo de diferenc¸as finitas no domı´nio do tempo (FDTD),
ganharam espac¸o no meio cientı´fico e tecnolo´gico (TAFLOVE, 1995).
Neste trabalho pretendemos desenvolver um software que utilizara´ o me´todo de diferenc¸as
finitas no domı´nio do tempo (FDTD2) para resolver as equac¸o˜es de Maxwell (algoritmo de Yee)
(TAFLOVE, 1995), que seja capaz de simular a propagac¸a˜o da onda eletromagne´tica em uma e
duas dimenso˜es em diferentes meios. O software devera´ servir como uma ferramenta tanto para
simulac¸o˜es de problemas simples de fins dida´ticos, como para problemas de eletromagnetismo
reais e possivelmente problemas mais complexos, como propagac¸a˜o da onda em meios distintos,
guias de onda, cavidades ressonantes, entre outros. Apresentaremos o embasamento teo´rico
necessa´rio para compreensa˜o do fenoˆmeno de eletromagnetismo, discutindo as suas quatro leis
fundamentais na forma diferencial e integral e as equac¸o˜es complementares: constitutivas e de
contorno relacionando as propriedades fı´sicas dos meios e os campos eletromagne´ticos. Em
seguida apresentamos o me´todo de diferenc¸as finitas no domı´nio do tempo (FDTD), baseado
no algoritmo de Yee, estudando as condic¸o˜es de estabilidade, implementac¸a˜o de fontes e as
condic¸o˜es de contorno absorventes que emulam um domı´nio infinito.
1.1 Organizac¸a˜o
Este trabalho esta´ dividido em cinco capı´tulos, incluindo esta introduc¸a˜o e o capı´tulo de
conclusa˜o. O capı´tulo 2 apresenta as definic¸o˜es ba´sicas do eletromagnetismo, u´teis para com-
preensa˜o dos capı´tulos seguintes, bem como entre outras coisas, as quatro equac¸o˜es de Maxwell
na forma diferencial e integral, que sa˜o a base para a propagac¸a˜o da onda eletromagne´tica.
O capı´tulo 3 apresenta o me´todo nume´rico de diferenc¸as finitas (FDTD) que Yee utilizou
para discretizar as equac¸o˜es de Maxwell em treˆs dimenso˜es e as simplificac¸o˜es devido a` si-
metria dos domı´nios espaciais quando utilizamos a formulac¸a˜o para duas dimenso˜es, isto e´, a
discretizac¸a˜o dos modos transversais ele´trico e magne´tico. Neste capı´tulo tambe´m apresenta-
mos os campos ele´trico e magne´tico discretizados como elementos de uma matriz e discutimos
1Onda Eletromagne´tica (OEM)
2Do ingleˆs Finite-Difference Time-Domain (FDTD)
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alguns to´picos relevantes numericamente e para implementac¸a˜o como precisa˜o, estabilidade e
as condic¸o˜es de contorno absorventes para as bordas da matriz (ABC)3.
O capı´tulo 4 apresenta o Software de Onda Eletromagne´ticas - SOEM4 onde implementa-
mos em MATLAB o me´todo FDTD em uma e duas dimenso˜es. O SOEM disponibiliza diferen-
tes fontes e conte´m cinco mo´dulos: um simulador em uma dimensa˜o, um simulador em duas
dimenso˜es, um simulador de radar de penetrac¸a˜o terrestre (GPR), um mo´dulo de onda espa-
lhada e outro mo´dulo exemplificando a perda de poteˆncia de um sinal ao atravessar uma parede.
Por fim no capı´tulo 5 apresentamos as considerac¸o˜es finais e algumas propostas para trabalho
futuros.
3Do ingleˆs Absorbing Boundary Condition (ABC)
4Software de Ondas Eletromagne´tica (SOEM)
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2 Eletromagnetismo
No estudo da fı´sica, eletromagnetismo e´ o nome dado a` teoria unificada desenvolvida por
James Maxwell. Ele estabeleceu uma relac¸a˜o entre as teorias da eletricidade e do magnetismo.
Este capı´tulo apresentara´ as equac¸o˜es de Maxwell e como os campos ele´trico e magne´tico esta˜o
relacionados, formando assim a onda eletromagne´tica. Sera˜o adotadas algumas convenc¸o˜es e
definic¸o˜es que ajudara˜o a compreender o assunto.
2.1 Convenc¸o˜es
Algumas das convenc¸o˜es que utilizamos no texto sa˜o as seguintes:
• Grandezas escalares: letra em ita´lico; por exemplo, t (tempo);
• Grandezas vetoriais: letra em negrito; por exemplo, H (campo magne´tico) e n (vetor
normal a uma superfı´cie);
• Produto escalar: atrave´s de “·”; por exemplo, A ·B;
• Produto vetorial: atrave´s de “×”; por exemplo, A×B;
2.2 Operador Nabla ∇
2.2.1 Gradiente
Seja U = U(x,y,z) uma func¸a˜o escalar diferencia´vel dependente das varia´veis x,y e z, o
gradiente de U , denotado por gradU ou ∇U , e´ definida pelo campo vetorial em R3:
gradU = ∇U = ∂U∂x i+
∂U
∂y j+
∂U
∂ z k
onde i, j e k sa˜o os vetores unita´rios ortogonais do sistema cartesiano.
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2.2.2 Divergeˆncia
Seja A = Axi+Ayj+Azk um campo vetorial tal que ∂Ax∂x ,
∂Ay
∂y e
∂Az
∂ z existam. Enta˜o a di-
vergeˆncia de A, denotada por divA ou ∇ ·A, e´ definida pelo campo escalar:
divA = ∇ ·A = ∂Ax∂x +
∂Ay
∂y +
∂Az
∂ z
Em termos do gradiente ∇ = ∂∂x i+
∂
∂yj+ ∂∂ z k a divergeˆncia e´ representada pelo produto escalar
formal de ∇ e A, ∇ ·A.
2.2.3 Rotacional
Seja A = Axi+Ayj+Azk um campo vetorial tal que as derivadas parciais de Ax,Ay e Az
existam. Enta˜o o rotacional de A, denotado por rotA ou ∇×A, e´ definido pelo campo vetorial
em R3:
rotA = ∇×A =
(∂Az
∂y −
∂Ay
∂ z
)
i+
(∂Ax
∂ z −
∂Az
∂x
)
j+
(∂Ay
∂x −
∂Ax
∂y
)
k
Em termos do gradiente ∇ o rotacional e´ representado pelo produto vetorial formal de ∇ e A,
∇×A
∇×A =
∣∣∣∣∣∣∣∣
i j k
∂
∂x
∂
∂y
∂
∂ z
Ax Ay Az
∣∣∣∣∣∣∣∣
.
2.3 Teorema de Stokes
Seja S um pedac¸o de superfı´cie lisa em F e´ um campo de vetores continuamente dife-
rencia´vel definido em S, enta˜o
∮
∂S
F ·dl =
∫
S
∇×F ·ds,
onde ∂S e´ a fronteira positivamente orientada de S.
2.4 Teorema da divergeˆncia
Seja R uma unia˜o finita de regio˜es simples em R3, tendo uma orientac¸a˜o positiva por partes
∂R, com fronteira suave. Se F e´ um campo vetorial continuamente diferencia´vel em R e ∂R,
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temos
∫
R
∇ ·FdV =
∫
∂R
F ·ds
Essas noc¸o˜es matema´ticas sa˜o necessa´rias para entender os conceitos de eletromagnetismo
abordados no decorrer deste trabalho.
2.5 Sistema internacional de unidades - SI
O sistema internacional de unidades e´ a forma moderna do sistema me´trico, possui sete
unidades ba´sicas e da convenieˆncia do nu´mero dez. ´E o sistema mais usado do mundo de
medic¸a˜o, tanto no come´rcio diariamente como na cieˆncia. O SI e´ um conjunto sistematizado e
padronizado de definic¸o˜es para unidades de medida. Sa˜o elas: metro para comprimento, quilo-
grama para massa, segundo para tempo, ampe`re para corrente ele´trica, kelvin para temperatura
termodinaˆmica, candela para intensidade luminosa e mole para a quantidade de substaˆncia.
2.6 Grandezas fı´sicas eletromagne´ticas
Descrevemos a seguir as grandezas fı´sicas que esta˜o presentes nas equac¸o˜es de Maxwell:
campo ele´trico E, induc¸a˜o ele´trica D (densidade de fluxo ele´trico), campo magne´tico H, induc¸a˜o
magne´tica B (densidade de fluxo magne´tico), densidade superficial de corrente J, densidade
volume´trica de carga ρ , permeabilidade magne´tica µ , permissividade ele´trica ε e condutividade
ele´trica σ . A tabela abaixo apresenta as unidades destas grandezas fı´sicas.
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Tabela 2.1: Tabela de Unidades
Grandeza Unidade Descric¸a˜o
Campo ele´trico E V/m Volts por metro
Campo magne´tico H A/m Ampe`res por metro
Permissividade ε F/m Farad por metro
Induc¸a˜o ele´trica D C/m2 Coulomb por metro quadrado
Permeabilidade µ H/m Henry por metro
Induc¸a˜o magne´tica B T Tesla
Fluxo magne´tico φ W b Weber
Densidade superficial de corrente J A/m2 Ampe`res por metro quadrado
Densidade volume´trico de carga ρ C/m3 Coulomb por metro cu´bico
Condutividade ele´trica σ S/m Siemens por metro
O campo ele´trico E
Campo ele´trico e´ a forc¸a provocada por uma carga ou um conjunto delas Q, podendo ser
ele´trons, pro´tons ou ı´ons.
O campo magne´tico H
Um conjunto de cargas ele´tricas em deslocamento, num fio condutor por exemplo, gera um
campo magne´tico, que rotaciona este fio. O campo magne´tico possui tanto uma direc¸a˜o quanto
uma magnitude (ou forc¸a). Portanto e´ um campo vetorial, representado pela letra H.
Permissividade ele´trica ε
Permissividade ele´trica ou constante diele´trica e´ a capacidade de suscetibilidade de um
meio a` passagem de fluxo ele´trico. Se houver um campo ele´trico atuando em algum material,
quanto maior for sua permissividade, maior sera´ a induc¸a˜o ele´trica ao longo de sua superfı´cie.
Na tabela (2.2) temos a permissividade relativa de alguns materiais que utilizamos neste
trabalho:
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Tabela 2.2: Tabela de permissividade
Material εr
Va´cuo 1
Ar ≈ 1
Solo seco 2.8
´Agua 81
Vidro 6
Chamamos de permissividade relativa, pois mostramos apenas a variac¸a˜o deste material em
relac¸a˜o ao valor de refereˆncia. ´E utilizado como refereˆncia a permissividade do va´cuo, por se
tratar de tipo especial de diele´trico linear (GRIFFITHS, 1999). Para sabermos o valor absoluto
de cada material utilizamos a formula
εr =
ε
ε0
,
onde ε0 e´ a permissividade do va´cuo de valor:
ε0 = 8,854×10−12 [F/M]
Induc¸a˜o ele´trica D
Dado um material cuja permissividade e´ conhecida, podemos calcular a induc¸a˜o ele´trica,
gerada neste meio por um campo ele´trico atrave´s da fo´rmula:
D = εE [C/m2]
Permeabilidade magne´tica µ
A permeabilidade µ de um meio indica a suscetibilidade a` passagem de fluxo magne´tico.
Se tivermos um campo magne´tico atuando em um meio, quanto maior a permeabilidade deste
meio, maior sera´ o fluxo que passara´ em sua sec¸a˜o. A permeabilidade do va´cuo e´:
µ0 = 4pix10−7 [H/m]
Assim como a permissividade, obtemos a permeabilidade relativa do meio em relac¸a˜o ao µ0.
Observamos na tabela (2.3) valores da permeabilidade relativa do meio.
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Tabela 2.3: Tabela de Permeabilidade
Material µr
Va´cuo 1
Ar ≈ 1
Solo seco 0,0001
´Agua 0,9999
Vidro 1
Em materiais diele´tricos a permissividade varia relativamente pouco, enquanto a perme-
abilidade magne´tica pode ter uma maior escala de variac¸a˜o, por exemplo, na ordem de 104
(BASTOS, 2004). Isso significa que as caracterı´sticas ele´tricas de diferentes materiais sa˜o re-
lativamente pro´ximas, enquanto as magne´ticas podem variar significativamente de um material
para outro.
Induc¸a˜o magne´tica B
Um objeto, fio meta´lico por exemplo, quando inserido num espac¸o onde atua um campo
magne´tico, sofre a formac¸a˜o da induc¸a˜o magne´tica calculada pela fo´rmula:
B = µH [T ]
Sabendo a sec¸a˜o transversal S e a induc¸a˜o magne´tica, chegamos ao fluxo magne´tico ao longo
deste fio:
φ =
∫
s
B ·ds [Wb]
A densidade superficial de corrente J
Dado um fio retilı´neo de sec¸a˜o S percorrido por uma corrente ele´trica I, se definirmos um
vetor unita´rio u perpendicular a` sec¸a˜o S, temos enta˜o um vetor J = Ju. Assim o somato´rio do
fluxo J atrave´s de S nos fornece I:
I =
∫
s
J ·ds [A]
A densidade volume´trica de carga ρ
Supondo que um somato´rio de cargas Q ocupe um volume V , temos a densidade vo-
lume´trica de carga pela relac¸a˜o ρ = QV . Considerando que as cargas podem na˜o estar distribuı´das
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uniformemente no volume em questa˜o temos que:
Q =
∫
V
ρdV [C]
A condutividade ele´trica σ
Em problemas de campos ele´tricos, podemos analisar a atuac¸a˜o do campo em dois meios
(isolantes e meios condutores). Os meios condutores sa˜o caracterizados por sua condutividade
σ , ela expressa a capacidade do meio conduzir mais ou menos corrente ele´trica. Ja´ os meios
isolantes tem o valor de σ pro´ximo a zero, enta˜o sa˜o principalmente caracterizados por ε .
Podemos obter a densidade superficial de corrente J atrave´s da lei de Ohm sob forma local:
J = σE
2.7 Equac¸o˜es de Maxwell
As equac¸o˜es de Maxwell sa˜o um conjunto de quatro equac¸o˜es que sintetizam o comporta-
mento fı´sico das grandezas eletromagne´ticas em um meio isotro´pico (meio em que as proprie-
dades permanecem as mesmas em qualquer direc¸a˜o), e sa˜o dadas por:
Tabela 2.4: Equac¸o˜es de Maxwell
∇ · εE = ρ (Lei de Gauss)
∇ ·µH = 0 (Lei de Gauss do magnetismo)
∇×E =−∂B∂ t (Lei de Faraday)
∇×H = J+ ∂D∂ t (Lei de Ampe`re)
A seguir faremos um breve comenta´rio sobre cada uma das quatro equac¸o˜es.
1. Lei de Gauss
A lei de Gauss estabelece uma relac¸a˜o entre o fluxo de campo ele´trico que atravessa uma
superfı´cie fechada com o volume de carga ele´trica limitada por esta superfı´cie, isto e´,∫
∂V D · ds =
∫
V ρdV = Q ou na forma diferencial ∇ ·D = ρ . Substituindo D por εE,
temos:
∇ · εE = ρ
Esta equac¸a˜o mostra que o divergente total da induc¸a˜o ele´trica e´ igual a densidade de
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carga ele´trica Q contida no volume limitado pela superfı´cie.
2. Lei de Gauss do Magnetismo
Campos magne´ticos sa˜o representados por uma corrente fechada de vetores, onde o so-
mato´rio dos vetores que saem desta regia˜o e´ igual ao somato´rio dos vetores que entram,
esta configurac¸a˜o e´ chamada de dipo´lo magne´tico.
Figura 2.1: Campo magne´tico produzido por um ı´ma˜ permanente
Separando este dipo´lo em positivo e negativo, temos que todas as linhas de campo que
saem do po´lo positivo entram no negativo, portanto elas se anulam. E e´ o que representa∫
∂V B · ds =
∫
V ∇ ·BdV = 0 ou na forma diferencial ∇ ·B = 0. Substituindo B por µH,
temos
∇ ·µH = 0 (2.1)
A equac¸a˜o (2.1) mostra que o divergente do campo magne´tico induzido em um material
com permeabilidade µ e´ nulo.
3. Lei de Faraday
A lei de Faraday descreve como um campo magne´tico variante no tempo induz um campo
ele´trico. Esta induc¸a˜o eletromagne´tica e´ o princı´pio operante por tra´s de muitos geradores
de energia ele´trica. A fo´rmula da lei de Faraday e´ a seguinte:
∇×E =−∂B∂ t (2.2)
O sinal negativo indica que o campo ele´trico gerado tende a se opor ao campo magne´tico
que o gerou.
4. Lei de Ampe`re
A lei de Ampe`re original, afirma que campos magne´ticos podem ser gerados atrave´s de
correntes ele´tricas. O que Maxwell propoˆs em seus estudos foi a noc¸a˜o de que os cam-
pos ele´tricos que variam no tempo tambe´m geram campos magne´ticos. A correc¸a˜o que
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Maxwell propoˆs a` lei de Ampe`re e´ o que da´ suporte a` teoria das ondas eletromagne´ticas.
Significa que, um campo magne´tico variante no tempo cria um campo ele´trico e vice
versa.
∇×H = J+ ∂D∂ t (2.3)
A equac¸a˜o (2.3) nos mostra que o campo magne´tico pode ser gerado a partir da corrente
superficial J e da variac¸a˜o temporal da induc¸a˜o ele´trica D.
As equac¸o˜es (2.2) e (2.3) modelam a onda eletromagne´tica, uma vez que existe essa
variac¸a˜o no tempo, os campos induzidos sempre existira˜o.
Agora representamos estas mesmas equac¸o˜es na forma integral. Em alguns problemas
como na determinac¸a˜o de H criado por J, pode ser mais conveniente utilizar as equac¸o˜es de
Maxwell nesta forma:
Tabela 2.5: Equac¸o˜es de Maxwell
∫
∂V D ·ds =
∫
V ρdV (Lei de Gauss)∫
∂V B ·ds = 0 (Lei de Gauss do magnetismo)∮
L(S)E ·dl =− ∂∂ t
∫
s µH ·ds (Lei de Faraday)∮
L(S)H ·dl =
∫
S J ·ds+
∫
S
∂D
∂ t ·ds (Lei de Ampe`re)
A seguir faremos um breve comenta´rio sobre cada uma das quatro equac¸o˜es.
1. Lei de Faraday
Supondo uma superfı´cie S onde atuam E e H, aplicando a integrac¸a˜o da equac¸a˜o (2.2)
nesta superfı´cie, temos ∫
S
∇×E ·ds =
∫
S
−∂B∂ t ·ds (2.4)
Aplicando o teorema de Stokes no lado esquerdo da igualdade, temos:
∮
L(S)
E ·dl =− ∂∂ t
∫
s
µH ·ds (2.5)
Para explicar esta fo´rmula, podemos imaginar um espiral que envolva esta superfı´cie de
comprimento L(S), o campo ele´trico induzido neste espiral e´ proporcional ao nu´mero de
linhas do fluxo que atravessa a superfı´cie envolvida do circuito, na unidade de tempo. Do
lado esquerdo da igualdade temos, com U sendo a forc¸a eletromotriz nas extremidades
do espiral gerada pela circulac¸a˜o do campo ele´trico na mesma, que:
∮
L
E ·dl =U. (2.6)
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No outro lado da igualdade temos:
∂
∂ t
∫
s
µH ·ds = ∂φ∂ t =−U (2.7)
Comprovamos que o somato´rio do campo magne´tico nesta superfı´cie e´ igual a variac¸a˜o
temporal do fluxo magne´tico neste meio, gerando forc¸a eletromotriz. Esta u´ltima fo´rmula
e´ conhecida como lei de Faraday, pois foi ele que evidenciou este fenoˆmeno.
2. Lei de Ampe`re
Supondo uma superfı´cie S onde atua H e este induz J e D, aplicando a integrac¸a˜o nesta
superfı´cie, temos: ∫
S
∇×H ·ds =
∫
S
J ·ds+
∫
S
∂D
∂ t ·ds (2.8)
Aplicando o teorema de Stokes no lado esquerdo da igualdade, temos:
∮
L(S)
H ·dl =
∫
S
J ·ds+
∫
S
∂D
∂ t ·ds (2.9)
Podemos dividir a parte da direita da igualdade em duas partes: I =
∫
S J ·ds, chamado de
corrente de conduc¸a˜o e Id =
∫
S
∂D
∂ t ·ds, chamado de corrente de deslocamento. Para cal-
cular o campo magne´tico total em uma determinada a´rea envolvida por um fio condutor,
calculamos o somato´rio da corrente que passa pelo fio condutor.
2.8 Condic¸o˜es de contorno e/ou transmissa˜o
Quando simulamos a propagac¸a˜o da onda entre dois meios diferentes, precisamos satisfa-
zer algumas relac¸o˜es nas fronteiras entre esses meios (JIN, 2002), as chamadas condic¸o˜es de
transmissa˜o ou de contorno. Essas relac¸o˜es podem ser obtidas pelas equac¸o˜es de Maxwell na
forma integral. As condic¸o˜es de contorno da˜o as informac¸o˜es necessa´rias para obter a soluc¸a˜o
dos problemas, criando um limite entre as regio˜es de estudo.
Para simulac¸o˜es com diferentes meios, com permissividade diele´trica e permeabilidade
magne´tica distintas, as condic¸o˜es de contorno na borda que limitam essas duas regio˜es sa˜o:
n× (E1−E2) = 0
n× (H1−H2) = 0,
onde n e´ o vetor normal a` interface.
Supondo que uma das regio˜es seja um condutor perfeito, onde temos σ >> 1, e conside-
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rando que um condutor perfeito na˜o pode sustentar campos internos, temos
n×E = 0, (2.10)
Nas bordas ha´ formac¸a˜o de uma corrente superficial de carga, dada por:
Js = n×H (2.11)
ρs = n×D (2.12)
Ale´m das relac¸o˜es constitutivas, das condic¸o˜es de contorno e eventuais fontes, as equac¸o˜es
de Maxwell devem ser complementadas por condic¸o˜es iniciais onde os campos magne´tico e
ele´trico iniciais H(x,y,z,(t = 0)) e E(x,y,z,(t = 0)) sa˜o assumidos conhecidos e fisicamente
compatı´veis.
2.9 Formulac¸a˜o explı´cita das componentes das equac¸o˜es de
Maxwell em coordenadas cartesianas
Conforme ja´ mencionado, as leis de Faraday e Ampe`re modelam a propagac¸a˜o da onda
eletromagne´tica. Substituindo os valores de B por µH, J por σE e D por εE, e assumindo que
µ,ε e σ independem de t, chegamos a`s seguintes equac¸o˜es:
∇×H = σE+ ε ∂E∂ t (2.13)
∇×E =−µ ∂H∂ t (2.14)
Aplicando as definic¸o˜es de rotacional na equac¸a˜o (2.14):(∂Ez
∂y −
∂Ey
∂ z
)
i+
(∂Ex
∂ z −
∂Ez
∂x
)
j+
(∂Ey
∂x −
∂Ex
∂y
)
k =−µ ∂H∂ t
e separando o campo magne´tico nas direc¸o˜es x,y e z, temos:
∂Hx
∂ t =
1
µ
(∂Ey
∂ z −
∂Ez
∂y
)
(2.15)
∂Hy
∂ t =
1
µ
(∂Ez
∂x −
∂Ex
∂ z
)
(2.16)
∂Hz
∂ t =
1
µ
(∂Ex
∂y −
∂Ey
∂x
)
(2.17)
2.9 Formulac¸a˜o explı´cita das componentes das equac¸o˜es deMaxwell em coordenadas cartesianas 24
Aplicando as definic¸o˜es de rotacional na equac¸a˜o 2.13 e separando o campo ele´trico nas direc¸o˜es
x,y e z, temos:
∂Ex
∂ t =
1
ε
(∂Hz
∂y −
∂Hy
∂ z −σEx
)
(2.18)
∂Ey
∂ t =
1
ε
(∂Hx
∂ z −
∂Hz
∂x −σEy
)
(2.19)
∂Ez
∂ t =
1
ε
(∂Hy
∂x −
∂Hx
∂y −σEz
)
(2.20)
Estas seis equac¸o˜es descrevem a propagac¸a˜o da onda em treˆs dimenso˜es. Em muitas situac¸o˜es
utiliza-se as equac¸o˜es em duas dimenso˜es, pois conseguimos ter uma boa aproximac¸a˜o do com-
portamento da onda com custo computacional mais baixo, por exemplo, uma OEM atravessando
algum obsta´culo longo ou cilı´ndrico ou passando por um meio constituı´do de camadas horizon-
tais. A seguir apresentamos treˆs figuras onde ilustramos o comportamento de uma onda com
frequeˆncia de 1Ghz propagando livremente em duas dimenso˜es, figura (2.2), e nas figuras (2.3)
e (2.4) ilustramos o comportamento da onda ao se deparar com um objeto meta´lico.
Figura 2.2: Campo ele´trico de uma onda plana com frequeˆncia de 1Ghz e λ = 3mm em um
espac¸o livre.
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Figura 2.3: Perturbac¸a˜o gerada por uma objeto meta´lico, com base medindo 6 mm.
Figura 2.4: Onda espalhada apo´s passagem da frente de onda pelo objeto.
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2.10 Modos transversais (equac¸o˜es de Maxwell em 2D)
Se conseguirmos gerar uma OEM a partir de uma fonte pontual, esta propagaria com uma
forma esfe´rica com centro na fonte.
Figura 2.5: Fonte pontual (www.mundomax.com.br)
Considerando uma fonte em forma de linha temos uma propagac¸a˜o da OEM em forma
cilı´ndrica. Se fizermos um corte plano no centro deste cilindro, paralelo ao eixo do z, vamos
ter componentes de campo variando em x e y e constante em relac¸a˜o a z. Se observarmos a
propagac¸a˜o da onda, apenas neste corte, teremos uma propagac¸a˜o apenas em duas dimenso˜es,
dependendo de x e y.
Figura 2.6: Propagac¸a˜o em duas dimenso˜es
Para representarmos a onda em duas dimenso˜es, existem dois modos mais comuns a ser
utilizado. Considerando que o cilindro representa a propagac¸a˜o do campo ele´trico teremos o
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modo transverso ele´trico - TE (campo ele´trico com direc¸a˜o normal de deslocamento), no caso
do cilindro representar o campo magne´tico, teremos o modo transverso magne´tico - TM (campo
magne´tico com direc¸a˜o normal de deslocamento). Assumindo que os campos independem da
varia´vel z, podemos remover as dependeˆncias da varia´vel z nas equac¸o˜es (2.15) ate´ (2.20),
de forma que no modo TE necessitamos apenas dos campos Ez,Hx e Hy, correspondendo a`s
equac¸o˜es (2.15), (2.16) e (2.20).
∂Ez
∂ t =
1
ε
(∂Hy
∂x −
∂Hx
∂y −σEz
)
(2.21)
∂Hx
∂ t =
1
µ
(
−∂Ez∂y
)
(2.22)
∂Hy
∂ t =
1
µ
(∂Ez
∂x
)
(2.23)
e para o modo TM necessitamos apenas dos campos Hz,Ex e Ey correspondendo as equac¸o˜es
(2.17), (2.18) e (2.19), resultando nas seguintes equac¸o˜es:
∂Hz
∂ t =
1
µ
(∂Ex
∂y −
∂Ey
∂x
)
(2.24)
∂Ex
∂ t =
1
ε
(∂Hz
∂y −σEx
)
(2.25)
∂Ey
∂ t =
1
ε
(
−∂Hz∂x −σEy
)
(2.26)
Em duas dimenso˜es podemos optar por um dos dois modos para realizar uma simulac¸a˜o. Em
uma dimensa˜o, temos a dependeˆncia espacial de apenas uma coordenada, reduzindo a duas
equac¸o˜es (quando consideramos dependeˆncia somente em x):
∂Hz
∂ t =−
1
µ
(∂Ey
∂x
)
(2.27)
∂Ey
∂ t =
1
ε
(
−∂Hz∂x −σEy
)
(2.28)
No pro´ximo capı´tulo vamos discutir me´todos nume´ricos baseados em aproximac¸o˜es por diferenc¸as
finitas das equac¸o˜es de Maxwell em treˆs dimenso˜es(equac¸o˜es (2.15) a` (2.20)), em duas di-
menso˜es(equac¸o˜es (2.21) a` (2.23)) e em uma dimensa˜o(equac¸o˜es (2.27) e (2.28)).
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3 Me´todo de diferenc¸as finitas no
domı´nio do tempo
Ultimamente temos uma crescente utilizac¸a˜o do Me´todo de Diferenc¸as Finitas no Domı´nio
do Tempo (FDTD) para discretizac¸a˜o das equac¸o˜es de Maxwell que modelam o fenoˆmeno das
ondas eletromagne´ticas. Isso se da´ pela simplicidade do me´todo em relac¸a˜o a` complexidade
deste fenoˆmeno. Em 1966 Kane Yee (YEE, 1966) apresentou um modelo de discretizac¸a˜o
das equac¸o˜es de Maxwell mas devido aos sistemas computacionais da e´poca serem muitos ca-
ros, sua pesquisa na˜o gerou interesse na comunidade cientı´fica daquela e´poca. Atualmente
com os baixos custos dos computadores, surgimento de softwares livres e de co´digo aberto,
processadores com alto rendimento, desenvolvimento de te´cnicas eficientes de truncagem do
me´todo FDTD e uma maior estabilidade devido a discretizac¸a˜o espac¸o-temporal apresentada
em(TAFLOVE, 1995), houve um crescimento exponencial nas pesquisas e trabalhos em diver-
sos campos de conhecimento utilizando o algoritmo de Yee.
3.1 Diferenc¸as finitas
O me´todo e´ baseado na se´rie de Taylor para aproximac¸a˜o das derivadas em diferenc¸as
finitas. Seja f (x) uma func¸a˜o suficientemente suave, podemos encontrar aproximac¸o˜es para a
derivada de f a partir de simples manipulac¸o˜es das seguintes expresso˜es em se´rie de Taylor:
f (x+∆x) = f (x)+∆x d f (x)dx +
1
2!
∆2x
d2 f (x)
dx2 +
1
3!
∆3x
d3 f (x)
dx3 + · · · (3.1)
f (x−∆x) = f (x)−∆x d f (x)dx +
1
2!∆
2
x
d2 f (x)
dx2 −
1
3!∆
3
x
d3 f (x)
dx3 + · · · (3.2)
Subtraindo a equac¸a˜o (3.1) pela (3.2) obtemos a seguinte expressa˜o:
d f (x)
dx =
f (x+∆x)− f (x−∆x)
2∆x
−
(
∆2x
6
d3 f (x)
dx3 + · · ·
)
=
f (x+∆x)− f (x−∆x)
2∆x
+O
(
∆2x
)
,
(3.3)
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onde
∣∣∣ f (3)(x)∣∣∣≤ c, por uma constante c1. Na equac¸a˜o (3.3) o termo da direita O(∆2x) e´ definido
como ordem do erro. Com o incremento espacial elevado a poteˆncias iguais a 2, temos uma
aproximac¸a˜o da derivada com erro de ordem quadra´tica, representado pela equac¸a˜o:
d f (x)
dx ≈
f (x+∆x)− f (x−∆x)
2∆x
,
que e´ chamada de aproximac¸o˜es por diferenc¸as finitas centrais. Outras aproximac¸o˜es da deri-
vadas podem ser obtidas de maneira ana´loga (SMITH, 1969).
Figura 3.1: Diferenc¸a central
A Figura 3.1 mostra a inclinac¸a˜o da reta que intercepta os pontos (x− ∆x, f (x− ∆x)) e
(x+∆x, f (x+∆x)). Quanto menor ∆x, melhor vai ser a aproximac¸a˜o com a inclinac¸a˜o da reta
tangente ao ponto x o que e´ a derivada neste ponto.
3.2 O algoritmo de Yee
No capı´tulo anterior foram discutidas as equac¸o˜es de Maxwell em duas dimenso˜es e a
figura 2.4 ilustra uma onda incidente com sua fonte basicamente senoidal, propagando com
uma frequeˆncia de 1GHz e um objeto triangular onde ela e´ refletida. Um exemplo basicamente
simples, mas uma abordagem analı´tica seria impossı´vel. Necessitamos enta˜o uma abordagem
nume´rica, neste trabalho escolhemos o FDTD.
Em (YEE, 1966) Yee introduziu um conjunto de equac¸o˜es de diferenc¸as finitas para resol-
ver as equac¸o˜es de Maxwell relacionadas a`s Leis de Faraday e Ampe`re, ou seja, discretizou as
equac¸o˜es que descrevem uma onda eletromagne´tica em um sistema de coordenadas tridimensi-
onais (x, y e z). De fato ao representarmos uma func¸a˜o F = F(x,y,z, t) dependente do espac¸o e
1Dizemos que f (t) = O(g(t)), quando t → 0,quando existe uma constante c > 0 e ε > 0 tais que | f (t)| ≤
c|g(t)|,se|t|< ε
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do tempo, na forma
F|ni,j,k = F(i∆, j∆,k∆,n∆t),
onde i, j,k e n sa˜o nu´meros inteiros ou meio-inteiros2, podemos usar diferenc¸as finitas (centrais)
para aproximar as derivadas espac¸o-temporais como por exemplo:
∂F|ni,j,k
∂x =
F|ni+ 12 , j,k−F |
n
i− 12 j,k
∆
+O(∆2) (3.4)
ou
∂F |n−1/2i,j,k
∂ t =
F|ni, j,k−F |n−1i, j,k
∆t +O(∆t
2). (3.5)
Tais aproximac¸o˜es sa˜o tı´picas na formulac¸a˜o de Yee.
No que segue formularemos o algoritmo de Yee em uma dimensa˜o, e apresentaremos as
formulac¸o˜es em treˆs e duas dimenso˜es respectivamente.
3.2.1 Algoritmo de Yee em uma dimensa˜o
Considerando as equac¸o˜es de Maxwell em uma dimensa˜o dadas por
∂Ey
∂ t =
1
ε
(
−∂Hz∂x −σEy
)
,
∂Hz
∂ t =−
1
µ
(∂Ey
∂x
)
,
e utilizando as seguintes formulac¸o˜es (ana´logas a 3.4 e 3.5), onde j e k sa˜o eliminados da
notac¸a˜o ja´ que os campos independem de y e z,
∂Ey|ni+ 12
∂x =
Ey|ni+1−Ey|ni
∆ ,
∂Hz|ni+ 12
∂ t =
Hz|n+
1
2
i+ 12
−Hz|n−
1
2
i+ 12
∆t ,
∂Hz|n−
1
2
i
∂x =
Hz|n−
1
2
i+ 12
−Hz|n−
1
2
i− 12
∆
,
2Seja Z o conjunto dos inteiros, definimos o conjunto dos meio-inteiros como Z + 1/2 = {(n + 1/2,n +
3/2, · · ·),n ∈ Z}
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∂Ey|n−
1
2
i
∂ t =
Ey|ni −Ey|n−1i
∆t .
Nas equac¸o˜es de Maxwell, obtemos
Ey|ni −Ey|n−1i
∆t =−
σ
ε
1
2
(
Ey|ni +Ey|n−1i
)− 1
ε

Hz|
n− 12
i+ 12
−Hz|n−
1
2
i− 12
∆

 , (3.6)
Hz|n+
1
2
i+ 12
−Hz|n−
1
2
i+ 12
∆t =
1
µ
(Ey|ni+1−Ey|ni
∆
)
. (3.7)
Podemos encontrar os valores de Ey|ni e Hz|
n+ 12
i+ 12
a partir das equac¸o˜es 3.6 e 3.7. tal que
Ey|ni = AEy|n−1i +B
(
Hz|n−
1
2
i+ 12
−Hz|n−
1
2
i− 12
)
, (3.8)
Hz|n+
1
2
i+ 12
= Hz|n−
1
2
i+ 12
+C
(
Ey|ni −Ey|ni+1
)
, (3.9)
onde A,B e C sa˜o varia´veis auxiliares, que representam os valores de µ,ε e σ do no´ a ser
calculado. dados por
A =
[
2ε−σ∆t
2ε +σ∆t
]
(3.10)
B =
[
2∆t
(2ε +σ∆t)∆
]
(3.11)
C = ∆t
(µ∆) (3.12)
Nas equac¸o˜es (3.9) e (3.8), observamos que os incrementos temporais e espaciais crescem na
ordem de 12 na direc¸a˜o x e de
1
2 no tempo, alternadamente em E e H.
Figura 3.2: Campo ele´trico e campo magne´tico representados no tempo e no espac¸o
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Observamos na figura 3.2, que os valores dos campo sa˜o calculados com um mesmo incre-
mento de tempo dividido em dois intervalos iguais. No instante n e´ calculado o campo ele´trico
e no instante n+ 12 e´ calculado o campo magne´tico, onde um depende do outro em tempos
anteriores.
3.2.2 Algoritmo de Yee em treˆs dimenso˜es
Mostramos acima a representac¸a˜o das equac¸o˜es de Maxwell em uma dimensa˜o, com de-
pendeˆncia espacial apenas em x. No entanto, quando simulamos no espac¸o livre a onda propaga
dependente das treˆs varia´veis espaciais, x,y e z. Na figura 3.3 mostramos como cada compo-
nente do campo ele´trico influencia no campo magne´tico e vice versa:
Figura 3.3: Ce´lula estruturada de Yee
Esta figura representa as ce´lulas estruturadas de Yee, onde os componentes E e H esta˜o
discretizados alternadamente no espac¸o e no tempo. Essas representac¸o˜es ajudam a entender os
passos para a discretizac¸a˜o das equac¸o˜es de Maxwell, resultando num sistema de equac¸o˜es de
diferenc¸as finitas, nas treˆs componentes dos campos ele´tricos e magne´ticos, dadas por:
Hx|n+
1
2
i, j+ 12 ,k+ 12
= Hx|n−
1
2
i, j+ 12 ,k+ 12
+C
[
Ey|ni, j+ 12 ,k+1−Ey|
n
i, j+ 12 ,k
+Ez|ni, j,k+ 12 −Ez|
n
i, j+1,k+ 12
]
Hy|n+
1
2
i+ 12 , j,k+ 12
= Hy|n−
1
2
i, j+ 12 ,k+ 12
+C
[
Ez|ni+1, j,k+ 12 −Ez|
n
i, j,k+ 12
+Ex|ni+ 12 , j,k−Ex|
n
i+ 12 , j+1,k+1
]
Hz|n+
1
2
i+ 12 , j+ 12 ,k
= Hz|n−
1
2
i+ 12 , j,k
+C
[
Ex|ni+ 12 , j+1,k−Ex|
n
i+ 12 , j,k
+Ey|ni, j+ 12 ,k−Ey|
n
i+1, j+ 12 ,k
]
Ex|n+1i+ 12 , j,k = AEx|
n
i+ 12 , j,k
+B
[
Hz|n+
1
2
i+ 12 , j+ 12 ,k
−Hy|n+
1
2
i, j− 12 ,k
+Hy|n+
1
2
i+ 12 , j,k− 12
−Hy|n+
1
2
i+ 12 , j,k+ 12
]
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Ey|n+1i+ 12 , j,k = AEy|
n
i, j+ 12 ,k
+B
[
Hx|n+
1
2
i, j+ 12 ,k+ 12
−Hx|n+
1
2
i, j+ 12 ,k− 12
+Hz|n+
1
2
i− 12 , j+ 12 ,k
−Hz|n+
1
2
i+ 12 , j+ 12 ,k
]
Ez|n+1i, j,k+ 12 = AEz|
n
i, j,k+ 12
+B
[
Hy|n+
1
2
i+ 12 , j,k+ 12
−Hy|n+
1
2
i− 12 , j,k+ 12
+Hx|n+
1
2
i, j− 12 ,k+ 12
−Hx|n+
1
2
i, j+ 12 ,k+ 12
]
onde A,B e C sa˜o varia´veis auxiliares, que representam os valores de µ,ε e σ do no´ a ser
calculado. dados por
A =
[
2ε−σ∆t
2ε +σ∆t
]
B =
[
2∆t
(2ε +σ∆t)∆
]
C = ∆t
(µ∆)
Cada no´ corresponde a um vetor de campo, possuindo propriedades ele´tricas σ e ε para E e µ
para H. Portanto, ao gerar a malha essas propriedades sa˜o atribuı´das para as ce´lulas e a cada no´ e
os ca´lculos em meios distintos saem naturalmente. Para o ca´lculo dos campos em cada intervalo
de tempo, primeiro se calcula a malha do campo ele´trico depois a do campo magne´tico, onde o
valor atual dos campos dependem dos valores obtidos dos ca´lculos anteriores.
Figura 3.4: Face da ce´lula de Yee para ca´lculo computacional
A figura 3.4 representa os campos na face das ce´lulas com ı´ndices na forma matricial. Para
calcular o componente que esta´ no centro das ce´lulas sa˜o utilizados os componentes imediata-
mente em sua volta. Por exemplo, para calcular o componente Hx no ponto cartesiano (i, j,k),
temos a seguinte equac¸a˜o:
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Hx|ni, j,k = Hn−1x |i, j,k−C
[
Ey|n−
1
2
i, j,k+1−Ey|
n− 12
i, j,k +Ez|
n− 12
i, j,k −Ez|
n− 12
i, j+1,k
]
3.2.3 Algoritmo de Yee em duas dimenso˜es
Como ja´ discutimos anteriormente, as equac¸o˜es de Maxwell em duas dimenso˜es sa˜o sepa-
radas em modo transverso ele´trico e modo transverso magne´tico. Neste trabalho optamos por
utilizar o modo traverso magne´tico, onde temos as componentes de campo magne´tico em x e y.
Essa escolha e´ feita em geral a partir de restric¸o˜es do problema fı´sico, mas do ponto de vista do
algoritmo na˜o ha´ diferenc¸as fundamentais, TM ou TE poderia ser usado. Nas figuras 3.5 e 3.6
sa˜o apresentadas as formas da ce´lula de Yee nesses modos:
Figura 3.5: Face da ce´lula de Yee do modo transverso ele´trico
Figura 3.6: Face da ce´lula de Yee do modo transverso magne´tico
Baseado nas equac¸o˜es de Maxwell em duas dimenso˜es vistas anteriormente
Modo TM:
∂Ez
∂ t =
1
ε
(∂Hy
∂x −
∂Hx
∂y −σEz
)
∂Hx
∂ t =
1
µ
(
−∂Ez∂y
)
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∂Hy
∂ t =
1
µ
(∂Ez
∂x
)
,
Modo TE:
∂Hz
∂ t =
1
µ
(∂Ex
∂y −
∂Ey
∂x
)
∂Ex
∂ t =
1
ε
(∂Hz
∂y −σEx
)
∂Ey
∂ t =
1
ε
(
−∂Hz∂x −σEy
)
e observando as figuras 3.5 e 3.6, temos o algoritmo de Yee para os dois modos de propagac¸a˜o:
Modo TM:
Hx|n+
1
2
i, j+ 12
= Hx|n−
1
2
i, j+ 12
+C
[
Ez|ni, j− 12 −Ez|
n
i, j+ 12
]
Hy|n+
1
2
i, j = Hy|
n− 12
i, j +C
[
Ez|ni+ 12 , j−Ez|
n
i− 12 , j
]
Ez|n+1i, j = AEz|ni, j +B
[
Hy|n+
1
2
i+ 12 , j
−Hy|n+
1
2
i− 12 , j
+Hx|n+
1
2
i, j− 12
−Hx|n+
1
2
i, j+ 12 ,
]
Modo TE:
Ex|n+1i, j = AEx|ni, j +B
[
Hz|n+
1
2
i, j+ 12
−Hz|n+
1
2
i, j− 12
]
Ey|n+1i, j = AEy|ni, j +B
[
Hz|n+
1
2
i− 12 , j
−Hz|n+
1
2
i+ 12 , j
]
Hz|n+
1
2
i, j = Hz|
n− 12
i, j +C
[
Ex|ni, j+ 12 −Ex|
n
i, j− 12
+Ey|ni− 12 , j−Ey|
n
i+ 12 , j
]
No modo TM temos o campo ele´trico Ez em toda a borda da malha FDTD. A figura 3.7 mostra
os campos Hx, Hy e Ez em toda a malha.
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Figura 3.7: Malha do FDTD no modo transverso magne´tico
As fronteiras na malha necessitam de ca´lculos especı´ficos, pois queremos simular uma
propagac¸a˜o da onda em uma a´rea livre. Sem as condic¸o˜es de contornos nas fronteiras surgira´
reflexo˜es indeseja´veis, essas condic¸o˜es va˜o ser abordadas a seguir.
3.3 Condic¸o˜es absorventes nas fronteiras
A onda eletromagne´tica, ao se deparar com algum objeto, tera´ uma parte refletida e outra
refratada. ´E este fenoˆmeno que sera´ reproduzido pelo software. No ambiente computacional
na˜o podemos ter uma matriz infinita (ou vetor infinito) para simular uma a´rea livre, temos uma
grade com tamanho limitado. Nas bordas desta grade se na˜o houver um tratamento, teremos
a simulac¸a˜o de uma a´rea limitada por um condutor ele´trico perfeito, o que ocasionaria uma
reflexa˜o total da onda ao se deparar com as bordas. Existem va´rios me´todos para as ABCs3.
Esta sec¸a˜o abordara´ as condic¸o˜es absorventes de Mur.
As condic¸o˜es absorventes de Mur (MUR, 1981) abordadas entre 1970 a 1980 por Engquist -
Majda (ENGQUIST-MAJDA, 1977), alcanc¸am um coeficiente de reflexa˜o em torno de 1% a 5%
para onda incidente. Esse me´todo aproxima o valor dos campos nas bordas atrave´s dos valores
dos campos em torno do ponto em questa˜o. A seguir discutimos as condic¸o˜es de contorno de
Mur em duas dimenso˜es.
3absorbing bourdary conditions
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3.3.1 Condic¸o˜es de contorno de Mur em duas dimenso˜es
A formulac¸a˜o das condic¸o˜es de contorno de Mur sa˜o obtidas por uma aproximac¸a˜o da
equac¸a˜o da onda (3.13) para cada borda da fronteira.
∂ 2U
∂x2 +
∂ 2U
∂y2 −
1
c2
∂ 2U
∂ t2 = 0 (3.13)
Para a borda da esquerda, por exemplo, e´ feita uma aproximac¸a˜o da equac¸a˜o da onda em torno
de x = 0, resultando na seguinte equac¸a˜o da onda:
∂ 2U
∂x∂ t −
1
c
∂ 2U
∂ t2 +
c
2
∂ 2U
∂y2 = 0 (3.14)
Essas aproximac¸o˜es sa˜o obtidas atrave´s da se´rie de Taylor, na˜o vamos discutir essas aproximac¸o˜es
aqui, que sa˜o demonstradas em (MUR, 1981) e discutidas no livro (TAFLOVE, 1995).
Nos pontos de coordenada (0,0) (0,M) da matriz, na˜o e´ possı´vel calcular a derivada par-
cial com dependeˆncias em y, por isso e´ usado a equac¸a˜o de uma forma mais simples, com
aproximac¸o˜es de primeira ordem da se´rie de Taylor, resultando na seguinte equac¸a˜o para borda
da esquerda:
∂ 2U
∂x∂ t −
1
c
∂ 2U
∂ t2 = 0
As condic¸o˜es de contorno nas bordas onde x = M, y = 0 e y = M, sa˜o obtidas pelas seguintes
equac¸o˜es respectivamente:
∂ 2U
∂x∂ t +
1
c
∂ 2U
∂ t2 −
c
2
∂ 2U
∂y2 = 0
∂ 2U
∂y∂ t −
1
c
∂ 2U
∂ t2 +
c
2
∂ 2U
∂x2 = 0
∂ 2U
∂y∂ t +
1
c
∂ 2U
∂ t2 −
c
2
∂ 2U
∂x2 = 0
A pro´xima sec¸a˜o mostra a discretizac¸a˜o das equac¸o˜es de condic¸o˜es nas fronteiras da matriz
computacional.
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3.3.2 Condic¸o˜es de contorno de Mur em diferenc¸as finitas
Para obtermos as condic¸o˜es de contorno da borda da esquerda U |n0, j, vamos substituir as
derivadas parciais da equac¸a˜o (3.14) pela derivada central no ponto da matriz (1/2,j), obtendo
os seguintes resultados:
∂ 2U
∂x∂ t
∣∣∣∣
n
1/2, j
=
1
2∆t
(
∂U
∂x
∣∣∣∣
n+1
1/2, j
− ∂U∂x
∣∣∣∣
n−1
1/2, j
)
=
1
2∆t
[(
U |n+11, j −U |n+10, j
∆
)
−
(
U |n−11, j −U |n−10, j
∆
)]
(3.15)
Para calcularmos os termos da equac¸a˜o (3.14) que dependem de t e y no ponto (1/2,j), vamos
igualar a me´dia dos valores dos pontos adjacentes (0,j) e (1,j):
∂ 2U
∂ t2
∣∣∣∣
n
1/2, j
=
1
2
(
∂U
∂ t2
∣∣∣∣
n
0, j
− ∂U∂ t2
∣∣∣∣
n
1, j
)
=
1
2
[(
U |n+10, j −2U |n0, j +U |n−10, j
(∆t)2
)
+
(
U |n+11, j −2U |n1, j +U |n+11, j
(∆t)2
)]
(3.16)
∂ 2U
∂y2
∣∣∣∣
n
1/2, j
=
1
2
(
∂U
∂y2
∣∣∣∣
n
0, j
− ∂U∂y2
∣∣∣∣
n
1, j
)
=
1
2
[(
U |n0, j+1−2U |n0, j +U |n0, j−1
(∆y)2
)
+
(
U |n1, j+1−2U |n1, j +U |n1, j−1
(∆y)2
)
(3.17)
Considerando ∆x = ∆y, podemos escrever apenas ∆ como incremento espacial. Substituindo
as expresso˜es em diferenc¸as finitas (3.15), (3.16) e (3.17) em (3.14) e isolando o termo U |n+10, j ,
resulta no seguinte algoritmo para o campo magne´tico em x = 0:
U |n+10, j = −U |n−11, j +
c∆t−∆
c∆t +∆
(
U |n+11, j +U |n−10, j
)
+
2∆
c∆t +∆
(
U |n1, j +U |n0, j
)
+
+
(c∆t)2∆
2(∆)2(c∆t +∆)(
U |n0, j+1−2U |n0, j +U |n0, j−1 +U |n1, j+1−2U |n1, j +U |n1, j−1
) (3.18)
Nas outras bordas o processo e´ semelhante, o termo U |n+1M, j representa a borda da direita, U |n+1i,0
representa a borda inferior e U |n+1i,M representa a borda superior. No caso dos ve´rtices da grade
utilizamos a aproximac¸a˜o da equac¸a˜o de primeira ordem, o que exclui da equac¸a˜o (3.18) o
termo dependente de y, resultando no seguinte algoritmo para os ve´rtices da esquerda:
U |n+10, j =−U |n−11, j +
c∆t−∆
c∆t +∆
(
U |n+11, j +U |n−10, j
)
+
2∆
c∆t +∆
(
U |n1, j +U |n0, j
)
Neste trabalho foi utilizado este me´todo para o tratamento das bordas. Foram realizados alguns
testes onde obtivemos um valor de 0,5% da amplitude da onda refletida na borda. Estes valores
sa˜o considerados aceita´veis para nosso software. Para simulac¸o˜es que exijam maior precisa˜o,
existem outros me´todos de ABC, como a PML (Camada perfeitamente casada) (DE MOER-
LOOSE, 1995), que utiliza um nu´mero maior de pontos para o tratamento nas bordas, onde
suas caracterı´sticas do meio variam gradativamente e diferentemente em cada componentes de
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campo(meio na˜o isotro´pico), de tal forma que absorva a onda com maior precisa˜o.
Para formulac¸a˜o em uma dimensa˜o, temos componentes espaciais dependendo apenas de x,
o que torna mais simples a camada absorvente, partindo da equac¸a˜o da onda com deslocamento
para esquerda:
∂U
∂x −
1
c
∂U
∂ t = 0 (3.19)
Analogamente ao sugerido pelo algoritmo de Yee, aproximamos via diferenc¸as finitas as deri-
vadas parciais em (3.19) em torno do ponto x = 1/2∆ e t = (n− 1/2)∆t. Para a derivada em
relac¸a˜o a x:
∂U
∂x
∣∣∣∣
n−1/2
∆x/2
=
U |n1−U |n0
∆
(3.20)
Temos um problema em relac¸a˜o a derivada parcial em relac¸a˜o ao tempo no ponto (1/2), por isso
vamos igualar este valor a me´dia dos valores dos pontos adjacentes:
∂U
∂ t
∣∣∣∣
n−1/2
1/2
=
1
2
(
∂U
∂ t
∣∣∣∣
n−1/2
0
+
∂U
∂ t
∣∣∣∣
n−1/2
1
)
Assim podemos resolver as derivadas a parciais no tempo com algoritmo de Yee:
1
2
(
∂U
∂ t
∣∣∣∣
n−1/2
0
+
∂U
∂ t
∣∣∣∣
n−1/2
1
)
=
1
2∆t (U
n
0 −Un−10 +Un1 −Un−11 ) (3.21)
Substituindo as expresso˜es (3.20) e (3.21) em (3.19) obtemos o algoritmo para camada absor-
vente na borda da esquerda em uma dimensa˜o, chegando no seguinte resultado:
U |n0 =U |n−11 −
∆− c∆t
∆+ c∆t (U |
n
1−U |n−10 )
Praticamente podemos notar na simulac¸a˜o (ver figura (3.9)), que a camada absorvente de Mur
em uma dimensa˜o reduz a onda refletida em 100%, pois em uma dimensa˜o na˜o vamos ter a
incideˆncia de onda oblı´quas nas bordas. Ja´ em duas dimenso˜es o software apresentou uma boa
absorc¸a˜o, na˜o conseguindo notar visualmente na simulac¸a˜o, apenas fazendo uma ana´lise dos
valores de campo nas borda, o que podemos verificar na figura (3.11):
Figura 3.8: Propagac¸a˜o da onda em uma dimensa˜o com grade sem uso de ABC´s
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Figura 3.9: Propagac¸a˜o da onda em dimensa˜o com grade com uso de ABC´s
Figura 3.10: Propagac¸a˜o da onda em duas dimenso˜es com grade sem uso de ABC´s
Figura 3.11: Propagac¸a˜o da onda em duas dimenso˜es com grade com uso de ABC´s
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3.4 Precisa˜o e estabilidade
Para obter nı´veis de precisa˜o satisfato´rios nos ca´lculos FDTD, evitando erro de magnitude
e fase nos campos analisados, o incremento espacial usado deve ser menor que 10% do com-
primento de onda a ser analisado (LIMA, 2006). Se forem utilizados diferentes valores de
incremento espacial, o maior deve ser limitado desta forma. ´E comum a utilizac¸a˜o da raza˜o
de 20, obtendo assim uma maior precisa˜o nos ca´lculos. Estes valores de densidade de malha
foram determinados com base em ca´lculos da velocidade de fase de malha FDTD. A figura
(3.12) apresenta a variac¸a˜o da velocidade de fase de uma onda propagando no va´cuo, para os
diferentes aˆngulos de propagac¸a˜o e para diferentes densidades de malha:
Figura 3.12: ˆAngulo de propagac¸a˜o
Observamos na figura (3.12) a diferenc¸a na velocidade de fase da onda no software em
relac¸a˜o ao aˆngulo de propagac¸a˜o. Percebe-se tambe´m que quanto maior a densidade de ma-
lha menor e´ a variac¸a˜o da velocidade. Os erros de precisa˜o sa˜o conhecidos como dispersa˜o
nume´rica, que acarretam diferenc¸as na velocidade e na fase da onda eletromagne´tica. Quanto a
estabilidade nume´rica, ela e´ limitada pelo valor do incremento temporal ∆t, o qual deve satisfa-
zer a seguinte relac¸a˜o:
∆t ≤ 1
vmax
√
1
(∆x)2
+ 1
(∆y)2
+ 1
(∆z)2
,
onde Vmax e´ a ma´xima velocidade de fase esperada no modelo (TAFLOVE, 1995). Usando uma
ce´lula cu´bica, de tal forma que ∆x = ∆y = ∆z = ∆ obte´m-se a seguinte equac¸a˜o:
∆t ≤ ∆
vmax
√
N
,
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onde N e´ um nu´mero correspondente a` dimensa˜o espacial (exemplo: 3 dimenso˜es, N = 3).
Quanto maior o incremento espacial, menor sera´ o tempo de simulac¸a˜o para obtenc¸a˜o de uma
resposta. Em contrapartida quanto menor o incremento, melhor sera´ a precisa˜o da resoluc¸a˜o em
frequeˆncia na ana´lise espectral dos sinais obtidos. A frequeˆncia de amostragem dos modelos
e´ igual ao inverso do incremento temporal, ou seja, f s = 1/∆t e a ma´xima frequeˆncia a ser
analisada pelo modelo e´ dada por fmax = f s/2. Essas informac¸o˜es sa˜o u´teis na determinac¸a˜o
do espectro de frequeˆncia dos sinais obtidos no FDTD.
3.5 Excitac¸a˜o
Para simular a propagac¸a˜o de uma onda na malha e´ imposta uma excitac¸a˜o em um ponto
ou em um conjunto de pontos, seja sobre a malha de campo ele´trico ou campo magne´tico. As
excitac¸o˜es mais utilizadas sa˜o impulso, pulso gaussiano e a senoide.
Uma caracterı´stica do pulso gaussiano e´ que seu espectro de frequeˆncia tambe´m apresenta
comportamento gaussiano e quanto menor for a largura do pulso gaussiano mais abrangente
sera´ seu espectro de frequeˆncia.
Quando se deseja analisar o comportamento de apenas uma frequeˆncia, utiliza-se func¸a˜o
seno, suavizando o seu inı´cio. A variac¸a˜o brusca na amplitude da excitac¸a˜o pode acarretar no
surgimento indesejado de componentes de alta frequeˆncia.
Fontes Hard e Soft
Um outro ponto importante e´ o tipo de excitac¸a˜o. Entre eles os dois tipos mais comuns sa˜o
chamados hard e soft. O hard injeta o sinal na malha FDTD de um modo direto, ou seja, uma
func¸a˜o F(t), impo˜e seu valor em um componente do campo. Ja´ o tipo soft leva em considerac¸a˜o
os valores do campo gerado de forma iterativa.
A principal diferenc¸a entre os dois tipos e´ que o hard pode criar um condutor ele´trico
perfeito no local onde a fonte e´ inserida, ocasionando reflexo˜es indesejadas em consequeˆncia da
imposic¸a˜o forc¸ada do campo, ja´ as fontes soft inserem pulsos de forma natural na˜o ocasionando
nenhum tipo de reflexa˜o. Como o pulso tera´ na maioria das vezes uma pequena durac¸a˜o, as
equac¸o˜es do campo naquele ponto resultara˜o na forma padra˜o das equac¸o˜es iterativas do me´todo
FDTD.
Todas essas informac¸o˜es sa˜o necessa´rias e da˜o uma bom suporte para o desenvolvimento
do projeto elaborado no ambiente Matlab. O capı´tulo seguinte apresenta o desenvolvimento do
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software utilizando o me´todo FDTD, detalhando e demonstrando os resultados.
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4 Implementac¸a˜o do me´todo
Este capı´tulo apresenta os detalhes necessa´rios para elaborar o SOEM, primeiro descreve-
mos as grades de campos ele´tricos e magne´ticos, as varia´veis necessa´rias para inicializac¸a˜o,
tipos de fontes, e as bordas absorventes com o me´todo FDTD. Por u´ltimo apresentamos o pro-
jeto SOEM finalizado programado em Matlab, e seus cinco mo´dulos: um simulador em uma
dimensa˜o, um simulador em duas dimenso˜es, um simulador de radar de penetrac¸a˜o terrestre
(GPR), um mo´dulo de onda espalhada e outro mo´dulo exemplificando a perda de poteˆncia de
um sinal ao atravessar uma parede.
4.1 Pseudo-Co´digo
Para exemplificar cada etapa do software descrevemos um pseudo-co´digo com as etapas
do algoritmo ba´sico em 2 dimenso˜es, sendo que, em alguns mo´dulos podem ser adicionadas
algumas rotinas para gerar objetos ou outros ca´lculos auxiliares.
• Inicializac¸a˜o (onde e´ carregado todos os valores iniciais(tamanho da grade, frequeˆncia da
onda, posic¸a˜o da fonte, tipo do meio, entre outros))
• Loop (cada loop e´ realizado em 1 intervalo de tempo)
– Rotina Campo magne´tico em x, calculado no intervalo n+1/2
– Rotina Campo magne´tico em y, calculado no intervalo n+1/2
– Fonte
– Rotina Campo ele´trico em z, calculado no intervalo n+1
– Imprime Gra´fico
• Fim do Loop (Por valor ma´ximo de intervalos ou bota˜o de “parar”)
• Fim
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4.2 Grades de campos ele´tricos e magne´ticos
Primeiramente no software, foram implementadas as grades de campo ele´trico e magne´tico,
sendo uma grade para cada componente de campo. Neste trabalho foi escolhido modo trans-
verso magne´tico, temos treˆs grades de campo: Ez, Hx e Hy, que foram vistas na figura (3.7) do
capı´tulo anterior.
Nas grades de campos magne´ticos sa˜o adicionados um vetor correspondente as bordas.
Esse aumento, faz com que tenhamos nas bordas apenas vetores de campos magne´ticos, na
grade horizontal Hx na vertical em Hy. Isso ajuda para que tenhamos a implementac¸a˜o das
ABC´s apenas nos campos magne´ticos.
4.3 Inicializac¸a˜o
Alguns valores sa˜o carregados na inicializac¸a˜o do software, a figura (4.1) mostra alguns
deles:
Figura 4.1: Valores de entrada
O primeiro item e´ a frequeˆncia da onda a ser analisada, depois sa˜o impostas as carac-
terı´sticas do meio, neste caso foi utilizado apenas um meio para simulac¸a˜o o va´cuo. Depois,
respeitando os crite´rios de estabilidade, calcula-se os valores do incremento temporal a partir
do incremento espacial imposto. Com esses valores sa˜o calculadas as varia´veis auxiliares co-
mentadas no capı´tulo anterior, pelas equac¸o˜es ((3.10), (3.11) e (3.12)). Por fim e´ definido o
tamanho da grade, neste exemplo e´ uma matriz quadrada de 300×300.
Esses sa˜o os valores iniciais padro˜es para elaborac¸a˜o do software e a partir disto ele sera´
escrito de acordo com o que se quer simular. A motivac¸a˜o deste trabalho na˜o foi uma situac¸a˜o
especifica, mais sim criar uma ferramenta de estudo de ondas eletromagne´ticas. Foram criado
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treˆs mo´dulos para exemplificar as a´reas de estudos do eletromagnetismo e outros dois para
propagac¸a˜o da onda em uma e duas dimenso˜es. A pro´xima sec¸a˜o apresenta o Software de
Ondas Eletromagne´ticas (SOEM) e seus mo´dulos.
4.4 Software de Ondas Eletromagne´ticas - SOEM
Este trabalho teve como objetivo o desenvolvimento de um software para simular a propagac¸a˜o
de uma onda eletromagne´tica, tendo cinco mo´dulos. Na figura (4.2), podemos ver a tela inicial:
Figura 4.2: Tela inicial do software
Ao abrir o “SOEM” podemos escolher entre os seus cinco mo´dulos. Dois deles podemos
simular a propagac¸a˜o da onda em duas e uma dimensa˜o, estes possibilitam variar o tamanho
da a´rea a ser simulada, modificar a a´rea em ate´ treˆs meios distintos de propagac¸a˜o ou colocar
um PEC para simular problemas de reflexa˜o. O modulo “Simulac¸a˜o Parede” propaga a onda
em uma dimensa˜o, com frequeˆncia de 1GHz atravessando uma parede, verifica-se as perdas de
amplitude na onda ao penetrar meios diferentes. Outro modulo e´ o “Simulador GPR1”, radar de
penetrac¸a˜o na terra onde podemos verificar tempo de resposta da onda e a amplitude do sinal
refletido. Por ultimo um simulador que mostra graficamente em duas dimenso˜es o sinal refletido
ao se deparar com um objeto PEC, que sera´ melhor explicado na sec¸a˜o (4.4.5)
4.4.1 Simulador em uma dimensa˜o
Este mo´dulo simula o fenoˆmeno da propagac¸a˜o da onda eletromagne´tica em uma dimensa˜o,
na parte superior da figura (4.3) visualizamos os menus para alterar as propriedades do meio.
1do ingleˆs Ground Penetration Radar
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Na parte inferior encontra-se as opc¸o˜es para alterar a quantidade de amostras por comprimento
de onda, o tamanho da a´rea a ser analisada em centı´metros, modificar a frequeˆncia do sinal e a
amplitude da legenda, tipo de fonte (contı´nua ou pulso), alterar a posic¸a˜o da fonte e habilitar ou
desabilitar as camadas absorventes.
Figura 4.3: Mo´dulo simulador da onda em uma dimensa˜o
4.4.2 Simulador em duas dimenso˜es
Este e´ o mo´dulo mais completo do SOEM, a figura (4.4) mostra as opc¸o˜es desta janela:
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Figura 4.4: Mo´dulo simulador da onda em duas dimenso˜es
4.4.3 Simulador de radar de penetrac¸a˜o terrestre
O GPR e´ utilizado para detecc¸a˜o de objetos sob o solo, ou para obter um mapeamento do
interior do terreno, como detecc¸a˜o de rochas ou a´gua. Durante a Segunda Guerra Mundial a Gra˜-
Bretanha desenvolveu um sistema que usa pequenos pulsos para detectar avio˜es inimigos, outros
paı´ses como EUA e Franc¸a ja´ tinham essas tecnologia antes da Segunda Guerra (BASSON,
2000).
Figura 4.5: Mo´dulo simulador de GPR
4.4 Software de Ondas Eletromagne´ticas - SOEM 49
Na figura (4.5) apresentamos uma simulac¸a˜o simples do mo´dulo GPR, com uma fonte e
receptores posicionados acima do solo com um objeto meta´lico enterrado.
4.4.4 Simulador da onda atravessando uma parede
Este mo´dulo verifica a perda que uma OEM sofre ao atravessar uma parede. Um exemplo
pratico seria um roteador wireless numa resideˆncia, o quanto da onda e´ perdido ao atravessar
uma parede.
Figura 4.6: Mo´dulo simulador da onda atravessando uma parede
Neste mo´dulo foi observado um problema quanto a` quantidade de amostras por compri-
mento de onda. No capı´tulo (3), na sec¸a˜o de Precisa˜o e estabilidade, foi falado que idealmente
terı´amos 20 amostras por comprimento de onda. Esta quantidade de pontos na˜o foi suficiente
para uma boa simulac¸a˜o. Pelo tamanho da a´rea a ser simulada, a onda teve uma distorc¸a˜o na
metade da simulac¸a˜o. Para que na˜o acontec¸a essa distorc¸a˜o tivemos que diminuir o incremento
espacial isso aumenta a precisa˜o do me´todo.
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Figura 4.7: Simulac¸a˜o com 13 pontos por comprimento de onda
Na figura (4.7), percebemos uma distorc¸a˜o no sinal analisado, para corrigir este problema,
aumentamos os pontos por comprimento de onda, de 13 para 46. Para isso diminuı´mos o in-
cremento espacial passando de 1500 ponto da grade para 5500. Este processo tambe´m diminui
o incremento temporal, tendo um maior gasto com processamento, e em troca, uma maior pre-
cisa˜o nos resultados. Claramente nota-se na figura (4.8).
Figura 4.8: Simulac¸a˜o com 46 pontos por comprimento de onda
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4.4.5 Simulador de onda refletida
Figura 4.9: Mo´dulo simulador de onda refletida
Este mo´dulo possibilita visualizar a onda refletida por um objeto. O quadrado central que
esta demarcado na figura (4.9) e´ o limite da grade de campo ele´trico entre a onda total e a onda
refletida. No interior do quadrado esta´ a onda total (onda incidente mais a onda refletida), no
exterior do quadrado e´ retirado a onda incidente, restando apenas a refletida.
Este processo e´ possı´vel simulando duas grades de cada campo, um conjunto de grades
com os valores da onda incidente e o outro com a onda total, subtraindo um pelo outro vai restar
apenas a onda refletida.
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Figura 4.10: Limites das grades de campo
A figura (4.10) mostra em pontilhado o limite do campo ele´trico. Neste limite sa˜o realizados
os ca´lculos do campo espalhado, obtido pelos seguinte algoritmos seguinte
limite da borda inferior:
Hx|n+
1
2
i, j0− 12
= Hx|n+
1
2
i, j0− 12
+B.Ez,inc|ni, j0
Ez|n+1i, j0 = Ez|n+1i, j0 +C.Hx,inc|
n+ 12
i, j0− 12
;
Limite da borda superior:
Hx|n+
1
2
i, j1− 12
= Hx|n+
1
2
i, j1− 12
−B.Ez,inc|ni, j1
Ez|n+1i, j1 = Ez|n+1i, j1 −C.Hx,inc|
n+ 12
i, j1+ 12
;
Limite da borda da esquerda:
Hy|n+
1
2
i0− 12 , j
= Hy|n+
1
2
i0− 12 , j
−B.Ez,inc|ni0, j
4.5 Fontes 53
Ez|n+1i0, j = Ez|n+1i0, j −C.Hy,inc|
n+ 12
i0− 12 , j
;
Limite da borda da direita:
Hy|n+
1
2
i1− 12 , j
= Hy|n+
1
2
i1− 12 , j
−B.Ez,inc|ni1, j
Ez|n+1i1, j = Ez|n+1i1, j +C.Hy,inc|
n+ 12
i1+ 12 , j
;
Os valores de B e C desses algorı´tmos sa˜o os mesmos das fo´rmulas (3.11) e (3.12) do
capı´tulo (3). Neste mo´dulo simulamos 2 conjuntos de grades, a primeira, possui a fonte a
segunda possui o objeto, sendo que e´ impressa no software apenas a segunda. Os campos
indicados com “inc” - incidente, sa˜o relacionados a segunda grade, os outros relacionados a
primeira.
4.5 Fontes
Os tipos de fontes ocuparam uma parcela dos estudos importante. A fonte necessita de al-
guns detalhes para um bom funcionamento do SOEM. Alguns tipos de fontes como uma func¸a˜o
seno ou exponencial, teˆm seus valores alterados abruptamente quando ligamos. Inicialmente no
software a fonte estara´ desligada, em um certo momento t0 ela e´ iniciada, mudando o valor do
campo naquele ponto. Este valor tem que crescer suavemente do zero ate´ seu valor ma´ximo,
para evitar ruı´dos indesejados pela propagac¸a˜o desta fonte no me´todo nume´rico.
Utilizamos dois tipos de fontes. Uma e´ o seno com seus valores iniciais e finais suavizados
e a outra e´ um pulso gaussiano que gera inicialmente um pulso positivo e depois um negativo,
cujas respectivas formulac¸o˜es sa˜o dadas por
U(t) = Asin(ω.t.∆t)− A
2
sin(2ω.t.∆t), (4.1)
onde w e´ a frequeˆncia prescrita (ver figura (4.11)) e
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Figura 4.11: Gra´fico da func¸a˜o da equac¸a˜o (4.1)
U(t) =−A t− t0
spread e
(
( t−t0
spread
)2−1
2 ),
onde o valor Spread, define quantas iterac¸o˜es de tempo levara´ para o sinal variar seu valor
de pico a pico, ou seja quantos intervalo de tempo tem do pulso no seu valor ma´ximo ate´ o
mı´nimo (ver figura (4.12)).
Figura 4.12: Pulso gaussiano com parte positiva e parte negativa
Para simulac¸a˜o de onda contı´nua usamos a fonte seno, que nos permite configurar a frequeˆncia
correta da onda. Ja´ quando simulamos apenas um pulso utilizamos a fonte gaussiana (o limite
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da func¸a˜o quando o tempo vai para infinito e´ igual a zero). Isso facilita para o desligamento da
fonte logo apo´s seu pulso negativo.
Essas fontes sa˜o inseridas automaticamente a cada interac¸o˜es do me´todos. Podemos igualar
o campo ele´trico ao valor de U(t) em um ponto ou uma linha, e atrave´s da evoluc¸a˜o do algoritmo
FDTD no meio, obtemos assim o chamado campo ele´trico incidente Ez(x,y, t) que propaga em
todos os campos da grade.
4.6 Simulac¸o˜es e resultados
Esta sec¸a˜o apresenta alguns testes realizados com o software SOEM e alguns resultados em
relac¸a˜o a` camada absorvente, mo´dulo de GPR e mo´dulo de onda refletida.
4.6.1 Simulac¸a˜o com GPR
Figura 4.13: Mo´dulo simulador de GPR
O campo incidente E incz (x,y, t) e´ gerado pela fonte pontual localizada em (x0,y0) (descrita
pelo pulso U(t) acima) propagando no meio 1 (ar) e o meio 2 (solo) sem a presenc¸a de qualquer
obsta´culo.
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O campo total e´ dado por Ez = E incz +E
esp
z , onde Eespz (x,y, t) corresponde a onda espelha-
da/refletida devido a` presenc¸a de um obsta´culo D ⊂ R2 com fronteira ∂D. Este campo total
Ez(x,y, t) satisfaz as equac¸o˜es de Maxwell em 2 dimenso˜es
∂Ez
∂ t =
1
ε
(∂Hy
∂x −
∂Hx
∂y −σEz
)
∂Hx
∂ t =
1
µ
(
−∂Ez∂y
)
∂Hy
∂ t =
1
µ
(∂Ez
∂x
)
,
e a condic¸a˜o de contorno no Ez(x,y, t) = 0,(x,y) ∈ ∂D, correspondente a um condutor ele´trico
perfeito (PEC) (traduzindo a condic¸a˜o n×E = 0 em ∂D).
Nesta simulac¸a˜o de GPR realizamos dois experimentos, com objeto (cena´rio igual ao da
figura (4.13)) e sem objeto. Analisamos o resulto da onda captada pelo receptor localizado fora
do solo. Para esta simulac¸a˜o foram utilizados os seguintes paraˆmetros:
• Fonte pontual localizada em (x0,y0) = (75,20)
• Permissividade relativa utilizada para o solo εr = 2.8
• Permeabilidade relativa utilizada para o solo µr = 0.0001
• Condutividade ele´trica utilizada para o solo σ = 0
• Receptor com uma linha de 25 ponto em x localizado em (x,y) = (175 : 200,25)
• Fonte representada pela func¸a˜o U(t) =−A t−t0spread e(
( t−t0
spread
)2−1
2 )
• t0 = 70 e spread = 6
• Frequeˆncia da onda de 1,5GHz e λ = 20cm no ar e λ = 8,2cm no solo
• Objeto quadrado com os lados medindo 20cm e localizado com o centro no ponto (x,y) =
(150,160)
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Figura 4.14: Campo ele´trico captado no ponto (x,y) = (180,25) sobre a terra na simulac¸a˜o do
GPR com objeto
Figura 4.15: Campo ele´trico captado na linha (x,y) = (175,200)×25 sobre a terra na
simulac¸a˜o do GPR com objeto
Nas figuras (4.14) e (4.15) temos a resposta quando inserido um objeto sob o solo. Nas
primeiras iterac¸o˜es, temos a onda incidente diretamente na antena e uma parte da onda que e´
refletida ao penetrar no solo, logo apo´s observamos um intervalo de tempo ate´ captar a onda
refletida no objeto. Este intervalo de tempo pode ser utilizado para calcular a profundida que o
objeto esta da superfı´cie do solo.
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Figura 4.16: Campo ele´trico captado no ponto (x,y) = (180,25) sobre a terra na simulac¸a˜o do
GPR sem objeto
Figura 4.17: Campo ele´trico captado na linha (x,y) = (175,200)×25 sobre a terra na
simulac¸a˜o do GPR sem objeto
Nas figuras (4.16) e (4.17) apresentamos a resposta quando na˜o temos nenhum objeto sob
o solo. Verificamos que depois da resposta da onda refletida do solo, na˜o temos mais nenhum
sinal considera´vel.
4.6.2 Simulac¸a˜o com mo´dulo de onda refletida
No exemplo da figura (4.9) utilizamos uma fonte planar (da esquerda para direta) com
frequeˆncia f = 1GHz e comprimento de onda de λ = 30cm, incidindo sobre um obsta´culo
quadrado (de lados 2λ ) caracterizado por uma cavidade.
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Figura 4.18: Gra´fico da intensidade do campo ele´trico no ponto (x,y)=(150,220)
Para esta simulac¸a˜o foram utilizados os seguintes paraˆmetros:
• Fonte planar localizada em x = 90
• Receptor localizado em (x,y) = (150,220)
• Fonte representada pela func¸a˜o U(t) =−A t−t0
spread e
(
( t−t0
spread
)2
−1
2 )
• t0 = 70 e spread = 6
Na figura (4.18), o primeiro gra´fico apresenta a simulac¸a˜o da onda incidente (sem obsta´culo),
o segundo gra´fico apresenta o campo total, no ultimo gra´fico visualizamos apenas a onda refle-
tida no objeto.
4.6.3 Testes realizados na camada absorvente
O objetivo da aplicac¸a˜o de condic¸o˜es de contorno absorventes (ABCs) na fronteira do
domı´nio computacional e´ simular um domı´nio infinito, onde ondas propagando para o infinito
na˜o “voltam”, portanto quanto menor o nı´vel de onda refletindo da fronteira exterior de volta ao
domı´nio computacional, melhor sera´ a ABC. Nesta sec¸a˜o foram realizados alguns testes. Por
exemplo se na˜o houver um tratamento nas bordas havera´ uma deformidade indesejada na onda
eletromagne´tica, que podemos observar na figura (4.19).
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Figura 4.19: Campo ele´trico num ponto da grade
Utilizando a ABC de Mur, a onda refletida nas laterais sa˜o menores que 5%. Na figura
(4.20) podemos observar que a onda refletida na˜o afeta a qualidade da simulac¸a˜o significati-
vamente, na˜o vemos diferenc¸a da simulac¸a˜o exata (sem onda refletida) e da aproximac¸a˜o de
primeira ordem. Calculando a diferenc¸a do campo ele´trico no ponto em destaque (183,28) te-
mos um erro de 10−3 na aproximac¸a˜o de segunda ordem e um erro de 8×10−3 na aproximac¸a˜o
de primeira ordem.
Figura 4.20: Campo ele´trico numa linha da grade com 60 pontos
Para esta simulac¸a˜o foram utilizados os seguintes paraˆmetros:
• Fonte pontual localizada em (x,y) = (150,150) no centro da grade
• Receptor com uma linha de 60 ponto em y localizado em (x,y) = (120,170 : 230)
• Fonte representada pela func¸a˜o U(t) =−A t−t0
spread e
(
( t−t0
spread
)2−1
2 )
• t0 = 70 e spread = 6
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• Frequeˆncia da onda de 300MHz
• Grade de campo com a´rea de 5cm com as matrizes de (300×300)
A figura (4.21) mostra em detalhe o intervalo de tempo onde temos a onda refletida nas
bordas da grade. Em vermelho temos a onda exata, sem deformidade por reflexo˜es indesejadas.
Em azul temos a onda com aproximac¸a˜o de segunda ordem, que pouco difere da exata. Em
verde temos a aproximac¸a˜o de primeira ordem, ondem podemos observar uma maior diferenc¸a
em relac¸a˜o a` exata, mesmo assim pouco interfere qualitativamente na simulac¸a˜o.
Figura 4.21: Campo ele´trico num ponto da grade
A figura (4.22) apresenta o erro absoluto entre a aproximac¸a˜o de primeira e segunda ordem
em relac¸a˜o a` soluc¸a˜o exata, em azul o erro de segunda ordem e em verde o erro de primeira
ordem.
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Figura 4.22: Campo ele´trico num ponto da grade
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5 Considerac¸o˜es finais
Um software com simulac¸o˜es nume´ricas associadas a um determinado fenoˆmeno fı´sico,
como o que foi desenvolvido neste trabalho, tem muitas utilidades, como a comparac¸a˜o com
soluc¸o˜es analı´ticas, simulac¸a˜o de problemas onde soluc¸o˜es analı´ticas e aproximac¸o˜es sejam
impratica´veis, e eventualmente para a soluc¸a˜o de problemas complexos oriundos de aplicac¸o˜es
da indu´stria.
Neste trabalho tivemos a oportunidade de estudar mais detalhadamente o fenoˆmeno da
propagac¸a˜o das ondas eletromagne´ticas e os principais aspectos de um dos mais populares
algoritmos em eletromagnetismo, o me´todo FDTD. Estudamos o me´todo de diferenc¸as fini-
tas para equac¸o˜es diferenciais e principalmente para a discretizac¸a˜o das equac¸o˜es de Maxwell
no domı´nio do tempo, e toda complexidade deste me´todo como condic¸o˜es de transmissa˜o,
condic¸o˜es absorventes emulando um domı´nio infinito, fontes, etc.
O software de onda eletromagne´tica (SOEM) foi desenvolvido para auxiliar nos estudos
deste fenoˆmeno, eventualmente envolvendo problemas de pequeno porte e aplicac¸o˜es comple-
xas tais como problemas de geofı´sica (GPR), interac¸a˜o eletromagne´tica com tecidos biolo´gicos,
teste na˜o destrutivos em materiais, etc. Este trabalho fica disponı´vel como fonte de estudo para
futuros trabalhos como: testes em antenas, receptores de radio frequeˆncia, GPR, ca´lculos de
perda em alguns meios e ainda, para comparac¸a˜o com outros tipos de me´todos nume´ricos.
O ambiente virtual de estudo SOEM foi desenvolvido com sucesso atrave´s do software Ma-
tlab, utilizando o me´todo FDTD em uma e duas dimenso˜es, contendo 5 mo´dulos: um simulador
em uma e duas dimenso˜es, um simulador de radar de penetrac¸a˜o terrestre (GPR), um mo´dulo
de onda espalhada e outro mo´dulo exemplificando a perda de poteˆncia de um sinal ao atravessar
uma parede. Pretendemos disponibiliza´-lo futuramente on-line.
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