This paper discusses a relation between the re-initialization equation of the level-set functions derived by Wac lawczyk [J. Comp.Phys., 299, (2015)] and the condition for the phase equilibrium provided by the stationary solution to the modified Allen-Cahn equation [Acta Metall., 27, (1979)]. As a consequence, the statistical model of the non-flat interface in the state of phase equilibrium is postulated. This new physical model of the non-flat interface is introduced based on the statistical picture of the sharp interface disturbed by the field of stochastic forces, it yields the relation between the sharp and diffusive interface models.
Introduction
Experiments reveal the macroscopic interface is a region of a finite thickness h ∼ k B T /σ [m], were k B [J/K] is the Boltzman constant, T [K] is absolute temperature and σ [J/m 2 ] is the surface tension coefficient (Vrij (1973) ; Aarts et al. (2004) ). In this region, the liquid phase and its vapor co-exist in the state of phase equilibrium (van der Waals (1979) ; Smoluchowski (1908) ). Similarly, the ensemble averaged description of interfaces interacting with turbulence introduces the non-zero width h of the "surface layer" or "intermittency region" (Hong and Walker (2000) ; Brocchini and Peregrine (2001a,b) ; Wac lawczyk and Wac lawczyk (2015) is usually negligible when compared with the characteristic flow scale, the sharp interface model is most often used. This is also the case in two phase turbulent flows as modeling of h (x, t) is complex. In the sharp interface model the interface is approximated using the three dimensional Heaviside function H (x, t) that indicates presence of the liquid phase.
The sharp interface model is the cornerstone of the volume of fluid (VOF) family of numerical methods, see Tryggvason et al. (2011) . The key problem there is numerical approximation of the transport equation
where W [m/s] denotes velocity of the sharp interface. The position of the sharp interface defined by the level-set H (x, t) = 1/2 is found in the geometrical reconstruction procedure. The VOF methods guarantee exact satisfaction of the law of mass conservation providing W = u, where u [m/s] is velocity of incompressible gas/liquid phases continuous at the interface. In such case, the transport equation for the phase indicator function H (x, t) can be derived directly from the mass conservation equation. However, H (x, t) is discontinuous at the interface, for this reason the VOF methods require auxiliary numerical techniques to approximate the spatial interface orientation and curvature, the exhaustive list of these techniques is provided by Tryggvason et al. (2011) .
Yet other way to represent the sharp interface is by the zero level-set of the function Ψ (x, t) = 0, where Ψ (x, t) denotes the signed-distance from the sharp interface. This is the staple of the standard level-set (SLS) method introduced by Osher and Sethian (1988) and further developed by others, see Sussman et al. (1994 Sussman et al. ( , 1998 ; Osher and Fedkiw (2003) to mention only the first works on the level-set method(s). Unlike in the VOF interface model, in the SLS model the sharp interface is captured by the zero level-set of the smooth signeddistance function Ψ (x, t) with the property |∇Ψ| = 1. The standard level-set (SLS) method does not implicitly obey the law of mass conservation, but allows computing the interface orientation n Γ = ∇Ψ/|∇Ψ| and curvature κ = −∇ 2 Ψ in the straightforward and accurate manner.
Although both the VOF and SLS interface models reconstruct the same sharp interface, the SLS model additionally requires re-initializaton of the signed distance function in order to preserve the property |∇Ψ| = 1. Namely, beside solving the advection equation
the stationary solution to the re-initialization equation
where F (H, Ψ) is a known function, is needed after each advection step (see Sussman et al. (1994 Sussman et al. ( , 1998 ; Osher and Fedkiw (2003) ). In Eq. (3), τ [s] denotes "artificial" time and Ψ 0 is the signed-distance function after precedent solution of Eq. (2). Ψ 0 must be used in Eq. (3) as consecutive numerical solutions of this equation have tendency to move the interface from Ψ 0 (x, t) = 0 increasing the loss of mass, see work of Osher and Fedkiw (2003) and references therein.
One notices, re-initialization Eq. (3) has no physical interpretation in the SLS model, it is perceived as a geometrical constraint required to preserve |∇Ψ| = 1 during advection of the sharp interface Ψ (x, t) = 0. Additionally, in spite of discretization of Eqs. (2) and (3) with the higher-order schemes: 5-th order WENO in space and 4-th order TVD Runge-Kutta in time, typically, only the second-order accuracy is achieved when Eqs. (2) and (3) are used to advect the interface on the uniform, orthogonal grids (see Herrmans (2005) ).
An alternative description of the interface is introduced by the diffusive and/or the phase field (PHF) interface models. These phenomenological models are based on the assumption about abrupt but continuous variation of the liquid phase density across the interface with the non-zero thickness (van der Waals (1979) ; Cahn and Hilliard (1958) ; Allen and Cahn (1979) ; Anderson et al. (1998) ). The thickness of the interface is h > 0 if the liquid phase and its vapor are below critical conditions. The first mathematical model of the flat interface in the state of the thermodynamical equilibrium has been introduced by van der Waals (1979) . Therein, the density based functional is put forward to represent the balance of the Helmholtz free energy in the vicinity of the flat, regularized interface. The interfacial energy density equilibrium is established due to local, continuous distribution of the liquid phase density. Later on, it was recognized the van der Waals density based functional is related to the Ginzburg-Landau functional derived from the theory of the first and/or second-order phase transitions (see Cahn and Hilliard (1958) ; Allen and Cahn (1979) ). In this latter PHF model, the material properties are changing across the interface by means of the order parameter α (x, t) allowing a smooth transition between the liquid phase and its vapor. Allen and Cahn (1979) obtained α (x, t) by a solution of time-dependent, non-linear equation and Cahn (1979) and references therein, the order parameter α (x, t) in Eq.
(4) is not a conserved quantity and therefore, it does not have a clear physical interpretation. In spite of aforementioned limitations, Allen and Cahn (1979) use the PHF interface model defined by Eq. (4) to investigate the second-order phase transitions in binary-fluids. The profile of the order parameter obtained from the stationary solution to equation (4) is given by the Lipschitz continuous function related to the hyperbolic tangent (van der Waals (1979); Cahn and Hilliard (1958) ; Allen and Cahn (1979) ; Anderson et al. (1998) ).
Subsequently, Olsson and Kreiss (2005) introduced the conservative levelset (CLS) method to some extent coupling the advantages of the sharp and regularized interface models (see Chiu and Lin (2011); Balcazar et al. (2014) ).
In the CLS method, the interface is represented by the level-set of the regularized
Heaviside function α (x, t) = 1/2. As in the SLS method, the CLS method also requires re-initialization of the conserved level-set function α (x, t) to reduce numerical errors introduced during the advection step. The direct numerical solution of Olsson and Kreiss re-initialization equation
where n Γ = ∇α/|∇α|, suffers from similar problems as re-initialization performed using Eq. (3). In particular, when the number of re-initialization steps N τ → ∞ consecutive solutions of Eq. (5) lead to artificial deformations of the regularized interface, (see McCaslin and Desjardins (2014); Wac lawczyk (2015) and references therein). Interestingly, the profile of the conserved level-set function obtained from the analytical solution to Eq. (5) in the steady state, is
given by the same function as the profile of the order parameter in the Allen and Cahn (1979) phase field model given by Eq. (4). Unlike in Eq. (4), the stationary solution to Eq. (5) is obtained in the direction normal to the interface
Recently, using this latter property of Eq. (5), its consistent solution was
proposed by Wac lawczyk (2015) . The consistent solution uses both: the signeddistance ψ (α) and conserved α (ψ) level-set functions, as the analytical solution to Eq. (5) in steady state reads
For each h > 0 the mapping between the level-set function α (ψ) and level-set function ψ (α) can be derived directly from Eq. (6), resulting in
The mapping given by Eqs. (6) and (7) will be further denoted as α (ψ)−ψ (α) emphasizing ψ (α) is the inverse function of α (ψ).
The key idea introduced by Wac lawczyk (2015) is to use the mapping between the conserved α (ψ) and signed-distance ψ (α) level-set functions to calculate analytically the gradient of more abruptly changing and hence more difficult to approximate on discrete grids function α (ψ). This gradient reads
whereδ ( Noting ∂α/∂t =δ (α) / h ∂ψ/∂t and substituting Eq. (8) into Eq. (5) allows to rewrite the advection and re-initialization equations of the level-set functions
where w [m/s] denotes velocity of the regularized interface and n Γ = ∇α/|∇α| = ∇ψ/|∇ψ|, see Eq. (8). Let notice, the right hand side (RHS) of Eq. (10) equals zero when |∇ψ (α) | = 1 orδ (H) = H (1 − H) = 0. The former condition holds when α (ψ) is given by the hyperbolic tangent profile as this allows to derive the mapping between α (ψ) − ψ (α), see Eqs. (6) and (7). The latter condition, δ (H) = 0, is satisfied in the limit of h → 0. In this limit, the advection equation (9) reduces to Eq. (1) where w = u, and re-initialization Eq. (10) is reduced to
Wac lawczyk (2015) has observed yet other feature of Eq. (10), for h > 0 this equation can be rewritten in the form
where
resembles re-initialization Eq. (3) introduced in the SLS method; one notices, the similarity between Eqs. (3) and (11) occurs in the limit h → 0. For above named reasons, Eqs. (9) and (10) yield the analytical relation between the sharp interface model used in the VOF and SLS methods and regularized interface model used in the PHF and CLS methods.
In the present paper, the physical interpretation of the model equations (9)-(10) is postulated. First, the picture of the sharp interface agitated by the stochastic velocity field is presented and its description in terms of mean and fluctuating components is introduced. Next, it is argued the correct stationary solution to the re-initialization equation (10) can be interpreted as finding the minimum of the modified Ginzburg-Landau functional representing the interfacial density of the Helmholtz free energy in the vicinity of the non-flat interface. This is achieved by introduction of an additional term into the original Ginzburg-Landau functional, accounting for the interfacial energy density required to deform the flat interface. The additional contribution to the interfacial energy density is stored in the local shape and/or size of the deformed interface as to create the interface of small droplet with large curvature more energy must be supplied to the liquid/gas phase. As a consequence of this relation, it is shown the conservative level-set (CLS) method is in fact the phase field model of the non-flat interface in the state of phase equilibrium, where the order parameter α (ψ) is interpreted as the probability of finding one of the two phases sharing the regularized interface; the probability α (ψ) is a conserved quantity. This result and the results presented by Wac lawczyk (2015), provide the analytical relation between the sharp and diffusive interface models.
In the second part of the present work, two new techniques for a numerical solution of the statistical interface model equations (9)- (10) are introduced.
First, the constrained interpolation is used to approximate the RHS fluxes in the re-initialization equation (10). We demonstrate, it reduces interpolation errors typical for the second-order accurate discretization schemes. Afterwards, to improve accuracy of advection, the semi-analytical Lagrangian scheme for solution of the equation (9) (9) and (10) can be interpreted as the mesoscopic or macroscopic statistical models of the interface. In the former case, fine grained deformation of the sharp interface is caused by the thermal fluctuations (Vrij (1973) ; Aarts et al. (2004) ). Therefore, w in Eq. (9) describes motion of the idealized fluid elements as the true particles of which fluid is composed have additional random, thermal motion. In this sense, the idealized (macroscopic) interface represented by α (ψ) where h ∼ k B T /σ is advected by the idealized (averaged) velocity of fluid elements.
In the macroscopic interpretation of Eqs. (9) and (10) where h ∼ D/C, defines the intermittency region, i.e., domain where the sharp interface can be found with non-zero probability (Hong and Walker (2000) ; Brocchini and Peregrine (2001a,b) ; Wac lawczyk and Wac lawczyk (2015)). As these two pictures are similar, it is assumed a similar mathematical formalism describes the evolution of the sharp interface on the mesoscopic and macroscopic scales.
In the present work, the statistical description of the sharp interface evolving
of the considered stochastic process are all allowable by Eq.
(1) values of the signed distance function Ψ recorded at the given point x and time t. The ensemble average operator · is defined as a mean over infinitely many independent realizations or the integral over all elements ξ in the sample space weighted with their probabilities. In particular, the mean phase indicator function H (Ψ) is defined as
where f Ψ (ξ, x, t) dξ denotes the probability that ξ < Ψ (x, t) < ξ + dξ and p.d.f. Pope (1998) ;
Wac lawczyk and Oberlack (2011)).
Further, in this and next sections we will argue W (Ψ) = w (ψ) and If all details of the sharp interface evolution in Fig. 1 
where ∇H = δ (Ψ) n Γ , n Γ = ∇Ψ/|∇Ψ| and we use notation:
To derive Eq. (13) it is assumed the fluid phase and its vapor are incompressible, leading to the condition ∇·W = 0.
The RHS term in Eq. (13) An alternative approach used by Wac lawczyk and Wac lawczyk (2015), is the conservative closure of the counter gradient diffusion term:
n Γ = ∇ψ/|∇ψ|; after separation of advection and re-initialization in Eq. (13) this latter assumption allows to derive Eq. (9) and Eq. (5) Moreover, the mapping between α (ψ) − ψ (α) given by Eq. (7) is the quantile function of the logistic distribution with the expected value equal to zero, see Balakrishnan (1992) .
For aforementioned reasons, the zero level-set of the signed-distance function ψ (α = 1/2) = 0 describes the expected position of the regularized interface and α (ψ = 0) = 1/2 indicates the probability with which one of the two phases sharing the regularized interface can be found. One notices, the sum of probabilities of finding the phase one or finding the phase two in every point of the considered domain: α 1 + α 2 = 1 is a conserved quantity. This picture of the averaged or regularized interface is schematically presented in Fig. 1 
(b).
In Sec. 1, the relation between the SLS and VOF sharp interface models has been discussed, see description of Eqs. (9)- (11). Next, we will show that Eq.
(10) is the conservative form of modified Allen-Cahn phase field model given by Eq. (4). This observation permits the physical interpretation of re-initialization in the level-set methods and introduces the phase field model with the order parameter that is a conserved quantity.
Conservative phase field model of the non-flat, regularized interface
In order to show the model given by Eqs. (9) and (10) 
where κ = −∇·n Γ and n Γ = ∇ψ/∇ψ. If α (ψ) is given by Eq. (1) then |∇ψ (α) | = 1 in Eq. (14) and hence, the first two terms on the RHS of Eq. (14) are identical to the RHS terms in Eq. (4).
The Allen-Cahn equation (4) is obtained by computation of the functional derivative of the Ginzburg-Landau functional representing the interfacial density of the Helmholtz free energy
where σ is a constant with dimension [J/m 2 ] (see Allen and Cahn (1979) (2017)). We recall after Allen and Cahn (1979) the original form of the Ginzburg-Landau functional given by Eq.
(15) is equivalent to the van der Waals (1979) density based functional derived only for the flat interfaces.
As a consequence of Eqs. (14) and (15) in the present paper it is proposed to add the new term to the RHS of Eq. (15). This term, further denoted as k (α) has to satisfy the relation
Next, we show the presence of the new term in the interfacial energy density balance is essential to guarantee the state of phase equilibrium of the non-flat interface. As the functional derivative of k (α) given by Eq. (16), resembles the capillary term: σδ (α) / h |∇ψ|n Γ κ = σ∇ακ added to the momentum balance in the one-fluid formulation exploiting the sharp interface model, the new term may be interpreted as contribution to the total interfacial energy density from the energy required to deform the flat interface.
The contribution to interfacial energy density due to geometrical deformation of the system is absent in Eq. (15), for this reason, the modified GinzburgLandau functional reads
If we assume that at the boundaries of the domain of interest characterized by the normal vector n the condition ∇α·n = 0 is satisfied, the variation of
is obtained in the form (18) as we search for the minimum of F k [α] with the respect to α (ψ). Since the volume integral in Eq. (17) is calculated over arbitrary V , the only way Eq.
(18) is equal to zero, is that
As it was pointed out above in Eq. (16), Eq. (14) predicts
where we used κ = −∇ · (∇α/|∇α|). After rearrangement of terms in Eq. (20) with the help of Eq. (8), using the property of the signed distance function |∇ψ (α) | = 1, the following formula is obtained 
Thus, F k [α] has the extremum when α (ψ) is given by Eq. (1) or equivalently |∇ψ (α) | = 1. Later in this paper, we will argue using results of numerical simulations Eq. (22) provides the condition required for existence of the
minimum, up to this moment, we assume that this case is met. In the following section it is shown how condition given by Eq. (22) can be interpreted.
Velocity of the regularized interface
Subsequently, it is demonstrated that physical interpretation of functions α (ψ) − ψ (α) and their re-initialization equation (10) 
where the two terms on the RHS are equal to zero only when the mapping between α (ψ)−ψ (α) is possible. Eq. (23) with the prediction of Allen and Cahn (1979) showing the normal component of the interface velocity is proportional to the interface curvature.
As in the phase field interface models based on Eq. (15) the term k (α)
is absent in the interfacial energy density functional, spontaneous loss or gain of mass due to non-zero velocity w (ψ)·n Γ = ∂ψ/∂τ may be the consequence.
Such artificial phenomenon is described in details by Yue et al. (2007) and was confirmed by Bao et al. (2012) If the interfacial energy density is away from its minimum because α (ψ)
is not given by Eq. (1), for instance due to artificial deformation caused by the numerical errors, the robust numerical scheme must be able to overcome this departure from the equilibrium state and, after some re-initialization steps, assure satisfaction of the condition given by Eq. (22). This is possible only if Eq.
(22) provides the condition for the minimum of the modified energy functional
given by Eq. (17). In the case Eq. (22) provides the condition for existence of the maximum of F k [α], the divergence of the numerical solution would be the expected consequence of any departure from the equilibrium state.
In this section, we discuss two numerical techniques allowing to minimize impact of the discretization errors on the numerical solution of Eqs. (9) is obtained using the third-order accurate TVD Runge-Kutta method introduced by Gottlieb and Shu (1998) .
At first, the constrained interpolation is introduced to improve accuracy of approximation of the RHS fluxes in Eq. (10). Afterwards, in order to avoid errors introduced by the second-order accurate flux limiters, the new semi-analytical Lagrangian scheme for discretization of Eq. (9) is put forward. The new schemes for the numerical solution of Eqs. (9) and (10) provide means to obtain the thirdorder convergence rate of advection and re-initialization in time, and secondorder convergence rate of the interface shape (volume) and curvature. These temporal and spatial convergence rates are the same as theoretical orders of accuracy of the numerical schemes used to approximate Eqs. (9) and (10).
Constrained interpolation
In what follows we show how to exploit relation between α (ψ)−ψ (α) during numerical solution of Eq. (10). In particular, the constrained interpolation scheme (CIS) introduced in this section is used to approximate the RHS fluxes in Eq. (10), see also Appendix B. This scheme permits to use the steep profile of the hyperbolic tangent with the disretization errors typical for interpolation of linear functions.
The idea of CIS is based on a simple observation. Since the mapping between
denotes the value interpolated to the face f of the given control volume P ), we can interpolate ψ f and afterwards calculate α f = α (ψ f ) using the profile given by Eq. (6) as a constraint. In the case of simplest linear interpolation of ψ f the constrained interpolation is summarized below
where subscripts F, f, P denote the neighbor control volume F and face f of the given control volume P , respectively. One notices, no approximation is needed to compute α f in Eqs. (24), the numerical error of the constrained interpolation scheme is introduced only during the linear interpolation used to obtain ψ f . It is almost immediately clear from Eqs. (24) In order to compare the constrained interpolation scheme (CIS) with the second-order accurate linear interpolation scheme (LIS) two tests are performed.
In the first test, the initial support of α (ψ) profile is four times smaller than in the final profile where h = ∆x; in this test the diffusion causes widening of the interface. In the second test case, the initial support of α (ψ) profile is four times These results were obtained with the LIS or CIS interpolation and two time steps ∆τ 1 , ∆τ 2 denoted using subscripts 1, 2, respectively. We note, usage of the larger time step ∆τ 2 = 2∆τ 1 with LIS leads to divergence of the simulation results in the case dominated by the diffusion, see Fig. 2(a) . In the compression dominated case, the accuracy of the solution obtained with the time steps ∆τ k , k = 1, 2 and LIS is lower than this with CIS. At the same time, the convergence rates and levels of accuracy obtained with CIS seem to be only slightly affected by the selected time step size ∆τ k , k = 1, 2, compare results in Fig. 2(a)(b) . When CIS is used in both test cases, the machine accuracy is achieved independent The results presented in Fig. 2 and Figs. 3 -5 clearly demonstrate advantages of CIS over LIS, therefore, CIS will be preferred for discretization of the RHS fluxes in Eq. (10) in the remaining part of the present paper where the results of simulations with advection of α (ψ) and ψ (α) level-set functions are presented.
Lagrangian advection scheme
In this section, a semi-analytical Lagrangian scheme for discretization of Eq.
(9) governing advection of α (ψ) − ψ (α) level-set functions in the external velocity field is put forward. The main motivation for its introduction are problems with obtaining the theoretical convergence rates of the re-initialization process and interface curvature on gradually refined grids during advection of the solid objects in the divergence free velocity fields. In particular, when the secondorder accurate spatial discretization and third order accurate TVD Runge-Kutta method are used alongside in solution of the advection and re-initialization equations (9)-(10), respectively. In the majority of works where Eq. (9) 
The rearrangement of terms in equation (25) leads to
The left hand side is now integrated between α n and α n+1 , whereas the right hand side between t n and t n+1 to obtain
where n, n+1 denotes old and new time levels, respectively. Integration given by Eq. (27) allows to derive the following formula for advancement of α (ψ) − ψ (α) in time t which is given by the formula
where the RHS integral in Eq. (27) is denoted as I(t n ). This integral must be approximated by the appropriate quadrature; in the present work we adopt the second-order Adams-Bashforts method leading to
where f = |∇ψ|n Γ · w. The semi-analytical, explicit scheme given by Eqs.
(28) and (29) (9)- (10) are solved alongside to advance the circular interface without deformation. In such case we set w = u in Eq. (9) and hence in Eqs. (28) (5) is chosen to satisfy three CFL conditions:
n b denotes the number of neighbor control volumes, S f is the surface of the control volume's P face f and V P is the volume of the control volume P . The interface width is set to h = √ 2∆x/4 and ∆τ = D/C 2 = h similarly to the advection tests performed by Wac lawczyk (2015). 
Cu 0 Cu 1 Cu 2 Figure 6 : The convergence of advection and re-initialization Eqs. (9) and (10) cess with the gradual grid refinement. In this case, the influence of time step size ∆t l , l = 0, 1, 2 on the convergence rate and error level is minor. The influence of the time step size ∆t l on the L τ 1 norms levels is more evident in the case when Eulerian scheme is used, compare convergence recordings in the left column of Fig. 6 . Unlike in the case of Lagrangian scheme, convergence of the solution to Eqs. (9) and (10) with the mesh refinement is disputable when the Eulerian scheme is used to advance Eq. (9) in time t. Some reduction in the error levels obtained for different meshes m k , k = 2, . . . , 5 can be observed in Fig. 6(left) , however it does not display the expected second-order accuracy.
We note, in the case of Lagrangian scheme at the beginning of advection several iterations are needed to achieve constant levels of convergence, see for example Fig. 6 (right) for grid m 2 . Hence, the net spatial and temporal discretization error introduced by the Lagrangian scheme in Eq. (9) is further reduced by the third-order TVD Runge-Kutta and CIS schemes used in discretization of Eq. (10). This is in contrast to the results obtained using the Eulerian scheme, where the re-initialization step does not reduce errors introduced during advection. The one re-initialization cycle with N τ = 4 steps ∆τ reduces this error by one order of magnitude but at the beginning of the new re-initialization cycle the error returns back to its previous levels, see left column in Fig. 6 . This behavior can be attributed to the errors introduced by the TVD MUSCL advection scheme deforming the interface shape and is the main cause of much slower convergence with the gradual mesh refinement in the case of Eulerian scheme. In the case of the Lagrangian scheme, the error variation during a one re-initialization cycle on the single time step ∆t remains almost constant. This statement is true for all Cu l , l = 0, 1, 2; we emphasize, exactly the same discretization of Eq. (10) is used when the Eulerian or Lagrangian schemes are used to approximate Eq. (9).
To investigate in more details convergence rates illustrated in Fig. 6 , the L τ 1 norms depicted in this figure are averaged in times t and τ revealing information about the joint convergence rate of the advection and re-initialization equations (9)- (10) Fig. 7 order convergence rate with regard to ∆τ l and they remain almost constant with regard to time ∆t l . In fact L τ 1 decreases slightly for different ∆t l , l = 0, 1, 2 as it can be deduced from the right column in Fig. 6 . Fig. 7(b) shows that re-initialization dominates the convergence rate of Eqs. (9) and (10) in the time domain when the Lagrangian scheme is used. Hence, when CIS and the new Lagrangian scheme are used together to solve Eqs. (9) and (10), the convergence rate of advection and re-initialization is the same as the theoretical order of accuracy of the TVD Runge-Kutta scheme used to integrate Eq. (10) in time τ , this result is related to the definition of ∆τ k = h = √ 2∆x k /4, k = 2, . . . , 5. From this comparison it may be deduced the Lagrangian scheme does not introduce additional disturbances to the shape of the transported interface as its the case with its Eulerian counterpart. Hence, re-initialization governs temporal and spatial convergence when Eq. (9) is dicretized using Eqs. (23) and Eqs. (28)- (29).
In Fig. 8 , the convergence rates of mass or volume of the advected circular interface are presented for three Cu l numbers l = 0, 1, 2 (top to bottom) on four gradually refined grids m k , k = 2, . . . , 5. The errors E S introduced to the surface determined by the advected interface are computed using Eq. (A.8) after each time step ∆t and at the end of each re-initialization cycle. As it was proposed by Wac lawczyk (2015), convergence of the mass is investigated in the two regions: The largest differences are visible on the coarsest grids m 2 and m 3 in the region R 2 , see right column in Fig. 8 for Cu 2 . The oscillations of the mass are larger in the case of Lagrangian scheme, whereas the Eulerian scheme obtains less oscillatory mass convergence errors; on the grids m 4 , m 5 the results obtained using Eulerian and Lagrangian schemes are almost identical in both regions R 1 , R 2 and for all Cu l , l = 0, 1, 2. In the case of both: Eulerian and Lagrangian schemes, the mass convergence is achieved independent from Cu l , l = 0, 1, 2 used in the simulation.
The order of the convergence rate of mass depends on the interface representation by α (ψ = 0) = 1/2 or ψ (α = 1/2) = 0 as it is discussed by Wac lawczyk (2015) . Based on the results in Fig. 8 it can be deduced that in the region R 1 the first-order mass convergence rate is achieved, whereas in R 2 the second order (from top to bottom). The number of re-initialization steps Nτ = 4 per ∆t, ∆τ = h . mass convergence rate is achieved for all Cu l , l = 0, 1, 2. This is confirmed by the averaged in time t errors E S from Fig. 8 illustrated in Fig. 9 ; the averaged errors E S are computed using Eq. (A.9). The closer inspection of the mass convergence results on the finest grid m 5 in region R 2 is illustrated in Fig. 10 . This comparison demonstrates the mass errors obtained using the Eulerian scheme are more sensitive to the selected time step size ∆t l , l = 0, 1, 2. The results presented in Fig. 10 indicate that for Cu 0 ≈ 0.35, Cu 1 ≈ 0.7 Eulerian scheme can achieve better mass conservation (the error level and its oscillations are lower) than the Lagrangian scheme.
When Cu 2 ≈ 1.4, slow but constant divergence of the mass occurs in the case of advection carried out with the Eulerian scheme. In contrast, the errors in mass conservation achieved with the Lagrangian scheme seem to be almost unaffected by the increment in the time step size ∆t l , see Fig. 10(b) . The errors obtained with the Lagrangian scheme indicate no change in the mass or volume of the advected circular shape during the whole revolution for all tested Currant numbers. Hence, in the case of Lagrangian scheme the mass is conserved during one revolution of the circular interface when the conditions used to derive Eqs. (28) and (29) Fig. 11 there is no doubt that the complete second-order convergence rate is achieved with the Lagrangian scheme.
The growing uncertainty in the convergence rate of the interface shape and cur- The origin of these errors is unclear, it is supposed they are artifacts introduced by the second order flux limiter controlling only the slope of α (ψ).
In the case of the new Lagrangian scheme the agreement between the exact (black solid line) and reconstructed (orange solid line) curvatures is excellent.
On the finest grid m 5 it is hard to find any differences between the analytic contour and its numerical approximation for all Cu l , l = 0, 1, 2 used in the present study. We recall here, these results are obtained with the second-order accurate finite volume method resulting in the second-order accurate spatial discretization of Eqs. (9) and (10).
In Figs. 11 -13 and Figs. 14 -15 it can be observed that in spite of the first/second-order accurate convergence rate of the interface shape with the Eulerian scheme, the level-set of curvature of the same interfaces do not show convergence towards the exact solution. Hence, numerical convergence of the interface shape is not a sufficient condition for convergence of the interface curvature. We conclude, second-order accurate TVD MUSCL used in the present work is not able to reconstruct the shape of the circular interface and its cur- 
Conclusions
In this paper the relation between the volume of fluid, level-set and phasefield interface models has been introduced. As a consequence, the statistical model of the non-flat interface in the state of phase equilibrium is postulated. (2015)) introduces the relation between the sharp and diffusive interface models, see Eqs. (9) and (10) in the limit h → 0.
In the second part of the present paper, two numerical techniques are introduced to reduce numerical errors during solution of Eqs. (9) and (10) the averaging is carried out using the equation
Appendix B. Discretization of the re-initialization equation
In this appendix, discretization of Eq. (10) in the framework of the secondorder accurate finite volume method is presented. After integration of Eq. (10) in the control volume V P , employment of the Gauss theorem and mid-point rule in centers of the faces f and in center of the given control volume P , one obtains
where n b is the number of neighbors of the control volume P , [n Γ · n] f is dot product of the normal n Γ = ∇ψ/|∇ψ| interpolated at the face f and normal n f = S f /|S f | where S f denotes surface vector of the face f ;δ (α f ) = α f (1 − α f ) is approximated using the linear interpolation (LIS) on the face f = e leading to α e = (α P +α E ) /2, or constrained interpolation (CIS) defined by Eqs. (24).
|∇ψ| in Eq. (B.1) is computed using the second-order central-difference ap-proximation of ∇ψ components; at the face f = e this approximation reads ∂ψ ∂x 1 e ≈ (ψ E − ψ P ) ∆x , ∂ψ ∂x 2 e ≈ (ψ N + ψ N E − ψ S − ψ SE ) 4∆y , (B.2) where subscript E, N, T, . . . represent the centers of the neighbor control volumes on uniform, orthogonal structured grid.
