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Abstract
Some new identities for the four cubic theta functions a′(q; z), a(q; z), b(q; z) and c(q; z) are given. For
example, we show that
a′(q; z)3 = b(q; z)3 + c(q)2c(q; z):
This is a counterpart of the identity
a(q; z)3 = b(q)2b(q; z3) + c(q; z)3;
which was found by Hirschhorn et al.
The Laurent series expansions of the four cubic theta functions are given. Their transformation properties are
established using an elementary approach due to K. Venkatachaliengar. By applying the modular transformation
to the identities given by Hirschhorn et al., several new identities in which a′(q; z) plays the role of a(q; z)
are obtained.
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1. Introduction
Let
a′(q; z) =
∞∑
m=−∞
∞∑
n=−∞
qm
2+mn+n2zn; (1.1)
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a(q; z) =
∞∑
m=−∞
∞∑
n=−∞
qm
2+mn+n2zm−n; (1.2)
b(q; z) =
∞∑
m=−∞
∞∑
n=−∞
qm
2+mn+n2!m−nzn; (1.3)
c(q; z) =
∞∑
m=−∞
∞∑
n=−∞
qm
2+mn+n2+m+n+1=3zm−n; (1.4)
where != exp(2i=3) and |q|¡ 1. When z = 1, we shall simply write
a(q) := a(q; 1) = a′(q; 1);
b(q) := b(q; 1);
c(q) := c(q; 1):
The functions a′(q; z), a(q; z), b(q; z) and c(q; z) were introduced 1 by Hirschhorn et al. [10], as
cubic analogues of the classical theta functions [15, p. 464]. They proved several identities, for
example:
a(q; z)3 = b(q)2b(q; z3) + c(q; z)3; (1.5)
a(q; z)a(q2; z2) = b(q2)b(q; z3) + c(q; z)c(q2; z2); (1.6)
a(q; z)c(q)− c(q; z)a(q) = q1=3(1− z)(1− z−1)
∞∏
n=1
(1− zqn)2(1− z−1qn)2(1− qn)4: (1.7)
Eqs. (1.5) and (1.6) are [10, (1.25) and (1.26)], respectively, and (1.7) is [10, (1.21)], rewritten in
a slightly diEerent form.
Conspicuous in [10] is the absence of the function a′(q; z) from many of the key formulas. In this
article we shall give analogues of (1.5)–(1.7) and other formulas in [10], which involve a′(q; z) in
place of a(q; z). Our results are diEerent from those of Bhargava [4], who gave a generalisation of
the four cubic theta functions involving a parameter , in addition to z and q.
We begin by giving the basic deGnitions and notation in Section 2.
In Section 3, we establish the Laurent series representations
a′(q; z) =
∞∑
m=−∞
qm
2
∞∑
n=−∞
q3n
2
z2n +
∞∑
m=−∞
q(m+1=2)
2
∞∑
n=−∞
q3(n+1=2)
2
z2n+1;
a(q; z) =
∞∑
m=−∞
q3m
2
∞∑
n=−∞
qn
2
z2n +
∞∑
m=−∞
q3(m+1=2)
2
∞∑
n=−∞
q(n+1=2)
2
z2n+1;
1 The function c(q; z) in [10] diEers from the one deGned here by a factor of q1=3.
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b(q; z) =
∞∏
n=1
(1− qn)(1− q4n)(1− q6n)2
(1− q2n)(1− q3n)(1− q12n)
∞∑
n=−∞
q3n
2
z2n
− q1=4
∞∏
n=1
(1− q2n)2(1− q12n)
(1− q4n)(1− q6n)
∞∑
n=−∞
q3(n+1=2)
2
z2n+1;
c(q; z) = q1=3
∞∏
n=1
(1− q2n)2(1− q3n)(1− q12n)
(1− qn)(1− q4n)(1− q6n)
∞∑
n=−∞
qn
2
z2n
+ q1=12
∞∏
n=1
(1− q4n)(1− q6n)2
(1− q2n)(1− q12n)
∞∑
n=−∞
q(n+1=2)
2
z2n+1;
valid for 0¡ |z|¡∞. These were given, for a(q; z), b(q; z) and c(q; z), by Hirschhorn et al. [10,
(7.1), (6.1) and (7.2), resp.].
In Section 4 we give new and simple proofs, based on ideas of Venkatachaliengar [14], of the
classical transformation formulas
q1=24
∞∏
n=1
(1− qn) =
√
1
t
p1=24
∞∏
n=1
(1− pn);
q1=12 sin

2
∞∏
n=1
(1− qnei)(1− qne−i)
=exp
(
− 
2
4t
)
p1=12 sinh

2t
∞∏
n=1
(1− pne=t)(1− pne−=t);
where q=e−2t and p=e−2=t , and Re t ¿ 0. We give Ramanujan’s elegant form of the transformation
formula for theta functions in Corollary 4.17.
In Section 5, we show that the Laurent series expansions, together with Ramanujan’s transformation
formula for theta functions, readily imply
a′(e−2t ; ei) =
1
t
√
3
exp
(− 2
6t
)
a(e2=3t ; e=3t);
a(e−2t ; ei) =
1
t
√
3
exp
(− 2
2t
)
a′(e−2=3t ; e=t);
b(e−2t ; ei) =
1
t
√
3
exp
(− 2
6t
)
c(e−2=3t ; e=3t);
c(e−2t ; ei) =
1
t
√
3
exp
(− 2
2t
)
b(e−2=3t ; e=t):
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In Section 6, we use the results in Section 5 and the formulas (1.5)–(1.7) to prove
a′(q; z)3 = b(q; z)3 + c(q)2c(q; z);
a′(q; z)a′(q2; z) = b(q; z)b(q2; z) + c(q)c(q2; z);
b(q; z)a(q)− a′(q; z)b(q) = 3q(1− z)(1− z−1)
∞∏
n=1
(1− zq3n)2(1− z−1q3n)2(1− q3n)4:
These are the analogues of (1.5)–(1.7) for which a′(q; z) plays the role of a(q; z). We also establish
three representations for a′(q; z) as diEerences of products, as well as some formulas for a(q) as
diEerences of products. These are obtained by applying the modular transformation to the analogous
formulas for a(q; z) given in [10].
2. Denitions and notation
The following notation and conventions will be used throughout.
Let t be a complex number satisfying Re t ¿ 0. Let q=e−2t , and observe that |q|¡ 1. Thus t is
related to the standard parameter  from the theory of elliptic functions by = it.
Let
(x; q)∞ =
∞∏
n=1
(1− xqn−1);
(x1; x2; : : : ; xm; q)∞ = (x1; q)∞(x2; q)∞ · · · (xm; q)∞:
When x = q, we will abbreviate further and write
(q)∞ = (q; q)∞ =
∞∏
n=1
(1− qn):
Following Ramanujan [1], [12, Ch. 16, Entries 18,19], we deGne
f(a; b) =
∞∑
n=−∞
an(n+1)=2bn(n−1)=2; (2.1)
provided |ab|¡ 1. Clearly f(a; b) = f(b; a), and by Jacobi’s triple product identity, we have
f(a; b) = (−a;−b; ab; ab)∞: (2.2)
Also, [1], [12, Ch. 16, Entry 22], let
(q) = f(q; q) =
∞∑
n=−∞
qn
2
; (2.3)
 (q) = f(q; q3) =
∞∑
n=−∞
qn(2n−1) =
∞∑
n=0
qn(n+1)=2: (2.4)
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Lemma 2.5.
(−q; q2)∞ = (q
2)2∞
(q)∞(q4)∞
;
f(!q;!2q) =
(q)∞(q4)∞(q6)2∞
(q2)∞(q3)∞(q12)∞
;
!2f(!q2; !2) =−(q
2)2∞(q12)∞
(q4)∞(q6)∞
;
f(q5; q) =
(q2)2∞(q3)∞(q12)∞
(q)∞(q4)∞(q6)∞
;
f(q4; q2) =
(q4)∞(q6)2∞
(q2)∞(q12)∞
:
Proof. These follow from the Jacobi triple product identity (2.2), and elementary manipulations of
inGnite products.
3. Laurent series expansions
Theorem 3.1.
a′(q; z) = f(q; q)f(q3z2; q3z−2) + qzf(1; q2)f(q6z2; z−2) (3.2)
=
∞∑
m=−∞
qm
2
∞∑
n=−∞
q3n
2
z2n +
∞∑
m=−∞
q(m+1=2)
2
∞∑
n=−∞
q3(n+1=2)
2
z2n+1; (3.3)
a(q; z) = f(q3; q3)f(qz2; qz−2) + qzf(1; q6)f(q2z2; z−2) (3.4)
=
∞∑
m=−∞
q3m
2
∞∑
n=−∞
qn
2
z2n +
∞∑
m=−∞
q3(m+1=2)
2
∞∑
n=−∞
q(n+1=2)
2
z2n+1; (3.5)
b(q; z) = f(q!; q!2)f(q3z2; q3z−2) + !2qzf(q2!;!2)f(q6z2; z−2) (3.6)
=
(q)∞(q4)∞(q6)2∞
(q2)∞(q3)∞(q12)∞
∞∑
n=−∞
q3n
2
z2n − q1=4 (q
2)2∞(q12)∞
(q4)∞(q6)∞
∞∑
n=−∞
q3(n+1=2)
2
z2n+1; (3.7)
c(q; z) = q1=3f(q5; q)f(qz2; qz−2) + q1=3zf(q4; q2)f(q2z2; z−2) (3.8)
= q1=3
(q2)2∞(q3)∞(q12)∞
(q)∞(q4)∞(q6)∞
∞∑
n=−∞
qn
2
z2n + q1=12
(q4)∞(q6)2∞
(q2)∞(q12)∞
∞∑
n=−∞
q(n+1=2)
2
z2n+1: (3.9)
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Proof. Let [zn]f(z) denote the coeJcient of zn in the Laurent series expansion of f near z = 0.
Then from (1.1), we have
[z2n]a′(q; z) =
∞∑
m=−∞
qm
2+2mn+4n2 =
∞∑
m=−∞
q(m+n)
2+3n2
= q3n
2
∞∑
k=−∞
qk
2
and
[z2n+1]a′(q; z) =
∞∑
m=−∞
qm
2+m(2n+1)+(2n+1)2 =
∞∑
m=−∞
q(m+n)(m+n+1)+3n
2+3n+1
=
∞∑
k=−∞
qk(k+1)+3n
2+3n+1 = q3(n+1=2)
2
∞∑
k=−∞
q(k+1=2)
2
:
This proves (3.3), and (3.2) follows by change of notation using (2.1).
The results (3.4)–(3.9) for a(q; z), b(q; z) and c(q; z) are proved similarly, with the aid of
Lemma 2.5.
Corollary 3.10.
a(q) = (q)(q3) + 4q (q2) (q6); (3.11)
b(q) =
(q)∞(q4)∞(q6)7∞
(q2)∞(q3)3∞(q12)3∞
− 2q (q
2)2∞(q12)3∞
(q4)∞(q6)2∞
; (3.12)
c(q) = q1=3
(q2)7∞(q3)∞(q12)∞
(q)3∞(q4)3∞(q6)∞
+ 2q1=3
(q4)3∞(q6)2∞
(q2)2∞(q12)∞
: (3.13)
Proof. Take z = 1 in Theorem 3.1.
Remark 3.14. Eq. (3.11) has been given by several authors, for example [2, p. 93]; [3, (2.7)]; [5,
(2.2)]; [6, Lemma (2.1)(i)(a)]; [7, p. 111, (60)]; [10, p. 683]; [12, p. 328].
4. The modular transformation
The ideas in this section originate in Venkatachaliengar’s beautiful exposition [14]. However some
key details were omitted in [14], so the aim of this section is to give a simpliGed and completed
account of [14, pp. 32–35].
Suppose |Im |¡ 2Re t, and let
(; t) =
1
4
cot

2
+
∞∑
n=1
sin n
e2nt − 1 : (4.1)
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This function plays an important role in Ramanujan’s paper [11]. It is essentially the function
′1(z)=1(z) in [15, p. 489]. Furthermore, if
˝(; t) =
1
 2
+
∑∑
(m;n) =(0;0)
(
1
(− 2m− 2int)2 −
1
(2m+ 2int)2
)
is the Weierstrass ˝ function with periods 2 and 2it, and
E2(t) =− 124 +
∞∑
k=1
k
e2kt − 1 ;
then
˝(; t) =−2 d
d
(; t) + 2E2(t):
See [8], [9] or [14].
Theorem 4.2. (1) (; t) can be extended to a meromorphic function on C, with simple poles at
= 2m+ 2int, m; n∈Z, and no other singularities. The residue at each pole is 12 .
(2) (+ 2; t) = (; t), (+ 2it; t) = (; t) + 1=2i.
(3) (; t) = 1=2 +
∑∞
n=1 (−1)n−1 E2n(t) 2n−1=(2n − 1)! valid for 0¡ ||¡min{2; |2it +
2k|; k ∈Z}, where
E2n(t) =−B2n4n +
∞∑
k=1
k2n−1
e2kt − 1
is the normalised Eisenstein series, and Bn, n= 0; 1; 2; : : : ; are the Bernoulli numbers de6ned by
z
ez − 1 =
∞∑
n=0
Bn
n!
zn:
In particular,
E2(t) =− 124 +
∞∑
k=1
k
e2kt − 1 ; (4.3)
E4(t) =
1
240
+
∞∑
k=1
k3
e2kt − 1 ; (4.4)
E6(t) =− 1504 +
∞∑
k=1
k5
e2kt − 1 : (4.5)
Proof. Let us write z = ei and q= e−2t . Then (4.1) may be rewritten as
2i(; t) =
1
2
+
z
1− z +
∞∑
n=1
qn
1− qn (z
n − z−n);
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which is readily seen to converge for |q|¡ |z|¡ |q|−1, z 
= 1. This implies that the series in (4.1)
converges for |Im |¡ 2Re t,  
= 2m. The analytic continuation of  is obtained by expanding
using geometric series, and reversing the order of summation:
2i(; t) =
1
2
+
z
1− z +
∞∑
n=1
qn
1− qn (z
n − z−n)
=
1
2
+
z
1− z +
∞∑
n=1
∞∑
m=1
qmnzn −
∞∑
n=1
∞∑
m=1
qmnz−n
=
1
2
+
z
1− z +
∞∑
m=1
qmz
1− qmz −
∞∑
m=1
qmz−1
1− qmz−1 : (4.6)
This series converges for all z except z=qn, n=0;±1;±2; : : : ; where there are poles of order 1, and
z=0 where there is an essential singularity. Consequently, (; t) has simple poles at =2m+2int,
m; n∈Z, and no other singularities. Using (4.1), we Gnd that the residue of  at  = 0 is 12 ; the
residues at the other singularities will also be 12 by the periodicity properties, which we now establish.
From (4.1), it is immediate that (+ 2; t) = (; t). Using (4.6) we Gnd that
2i(+ 2it; t)
=
1
2
+
qz
1− qz +
∞∑
m=1
qm+1z
1− qm+1z −
∞∑
m=1
qm−1z−1
1− qm−1z−1
=
1
2
+
∞∑
m=1
qmz
1− qmz −
∞∑
m=0
qmz−1
1− qmz−1
=2i(; t)− z
1− z −
z−1
1− z−1
=2i(; t) + 1:
This proves Part 2 of the theorem, and completes the proof of Part 1.
Part 3 follows by expanding (4.1) in powers of , with the help of the expansion
1
2
cot

2
=
1

+
∞∑
n=1
B2n(−1)n
(2n)!
 2n−1:
Theorem 4.7.
(; t) =
1
it

(

it
;
1
t
)
− 
4t
: (4.8)
Proof. Observe that the function (1=it)(=it; 1=t) also has simple poles at =2m+2int, and no
other singularities, and the residue at each pole is 12 . Therefore the diEerence
g(; t) := (; t)− 1
it

(

it
;
1
t
)
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is entire. Using Part 2 of Theorem 4.2, we see that
g(+ 2; t) = g(; t)− 1
2t
;
g(+ 2it; t) = g(; t) +
1
2i
:
It is possible to modify g to a doubly periodic function. In fact
(; t)− 1
it

(

it
;
1
t
)
+

4t
is doubly periodic. By Liouville’s theorem it is a constant function, and since  is odd, the constant
is zero. This completes the proof.
An elementary proof of Theorem 4.7 that does not use Liouville’s theorem was given by Venkat-
achaliengar [14, 33–34]. The elementary proof is easy to follow, but longer.
Using Part 3 of Theorem 4.2 to expand the result of Theorem 4.7 in powers of , and comparing
coeJcients gives
E2(t) =− 1t2 E2
(
1
t
)
− 1
4t
; (4.9)
E2n(t) =
(−1)n
t2n
E2n
(
1
t
)
; n= 2; 3; 4; : : : : (4.10)
Setting t = 1 in (4.9) gives
E2(1) =− 18 ;
which written out explicitly using (4.3) is
1
e2 − 1 +
2
e4 − 1 +
3
e6 − 1 + · · ·=
1
24
− 1
8
:
As noted in [14, p. 99], this provides a solution to [13, p. 326, Question 387]; see also [13, pp.
392–393].
We will now use (4.9) to prove the transformation formula for Dedekind’s  function, and then
use Theorem 4.7 to prove a transformation formula for theta functions.
Theorem 4.11. Suppose Re t ¿ 0 and let (t) = e−t=12
∏∞
n=1(1− e−2nt). Then
(t) =
√
1
t

(
1
t
)
:
The branch of the square root is determined by taking the positive square root when t is a positive
real number.
Remark 4.12. This can also be written as
q1=24(q)∞ =
√
1
t
p1=24(p)∞; (4.13)
where q= e−2t and p= e−2=t .
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Proof. Eq. (4.9), written out in full using (4.3), is
− 1
24
+
∞∑
n=1
ne−2nt
1− e−2nt =
1
24t2
−
∞∑
n=1
nt−2e−2n=t
1− e−2n=t −
1
4t
:
Integrate with respect to t to obtain
− t
24
+
1
2
∞∑
n=1
log(1− e−2nt) =− 1
24t
+
1
2
∞∑
n=1
log(1− e−2n=t)− 1
4
log t + C;
for some constant C. Multiplying by 4 and exponentiating gives
e−t=6(e−2t)2∞ =
A
t
e−=6t(e−2=t)2∞;
for some constant A. Letting t = 1 implies A= 1. This completes the proof.
Theorem 4.14. Suppose Re t ¿ 0 and let q= e−2t , p= e−2=t . Then
q1=12 sin

2
(qei; qe−i; q)∞ = exp
(
− 
2
4t
)
p1=12 sinh

2t
(pe=t ; pe−=t;p)∞: (4.15)
Proof. Using (4.6), Theorem 4.7 becomes
1
4
cot

2
− i
2
∞∑
n=1
[
qnei
1− qnei −
qne−i
1− qne−i
]
=
1
4t
coth

2t
− 1
2t
∞∑
n=1
[
pne=t
1− pne=t −
pne−=t
1− pne−=t
]
− 
4t
:
Integrate both sides with respect to  to get
1
2
log sin

2
+
1
2
∞∑
n=1
[log(1− qnei) + log(1− qne−i)]
=
1
2
log sinh

2t
+
1
2
∞∑
n=1
[log(1− pne=t) + log(1− pne−=t)]− 
2
8t
+ Ct;
for some constant Ct , which depends on t but not on . Now multiply by 2 and exponentiate both
sides to get
sin

2
(qei; qe−i; q)∞ = At exp
(
− 
2
4t
)
sinh

2t
(
pe=t ; pe−=t;p
)
∞ ; (4.16)
where At is independent of  and depends only on t. To determine At , divide by =2 and let  → 0
to get
(q)2∞ =
At
t
(p)2∞:
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Using (4.13), this simpliGes to
At =
(
p
q
)1=12
:
Substituting this into (4.16) completes the proof.
Corollary 4.17 ([12, Ch. 6, Entry 20]). If  ! =  and Re( 2)¿ 0, then
√
 f(e− 
2+n ; e− 
2−n ) = en
2=4
√
!f(e−!
2+in!; e−!
2−in!):
Proof. Multiply (4.13) and (4.15) to get
q1=8 sin

2
(qei; qe−i; q; q)∞ =
√
1
t
exp
(− 2
4t
)
p1=8 sinh

2t
(pe=t ; pe−=t ; p;p)∞:
Writing sin(=2) = ei=2(1− e−i)=2i, sinh =2t = e=2t(1− e−=t)=2 and rearranging, we get
√
t(qei; e−i; q; q)∞
=i
(
p
q
)1=8
exp
(
− i
2
+

2t
)
exp
(− 2
4t
)
(pe=t ; e−=t ; p;p)∞
=exp
(
(i− t − i)2
4t
)
(pe=t ; e−=t ; p;p)∞: (4.18)
Now put n= (i− t − i)=√t;  =√t; !=√=t and observe that  != . Multiplying (4.18) by√
! and simplifying using (2.2) completes the proof.
5. Transformation properties of the cubic theta functions
We shall now apply the results of the previous section to obtain transformation properties of
a′(q; z), a(q; z), b(q; z) and c(q; z).
Lemma 5.1.
∑
m even
am(m+1)=2bm(m−1)=2 = f(a3b; ab3);
∑
m odd
am(m+1)=2bm(m−1)=2 = af
(
a5b3;
b
a
)
:
Proof. These follow immediately from the deGnition (2.1).
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Lemma 5.2.
f(a; b)f(c; d) + f(−a;−b)f(−c;−d)
= 2f(a3b; ab3)f(c3d; cd3) + 2acf
(
a5b3;
b
a
)
f
(
c5d3;
d
c
)
;
f(a; b)f(c; d)− f(−a;−b)f(−c;−d)
= 2af
(
a5b3;
b
a
)
f(c3d; cd3) + 2cf(a3b; ab3)f
(
c5d3;
d
c
)
:
Proof. Using the deGnition (2.1) and the previous Lemma, we obtain
f(a; b)f(c; d) + f(−a;−b)f(−c;−d)
=
∑
m
∑
n
am(m+1)=2bm(m−1)=2cn(n+1)=2dn(n−1)=2
+
∑
m
∑
n
am(m+1)=2bm(m−1)=2cn(n+1)=2dn(n−1)=2(−1)m2+n2
= 2
∑
m even
∑
n even
am(m+1)=2bm(m−1)=2cn(n+1)=2dn(n−1)=2
+ 2
∑
m odd
∑
n odd
am(m+1)=2bm(m−1)=2cn(n+1)=2dn(n−1)=2
= 2f(a3b; ab3)f(c3d; cd3) + 2acf
(
a5b3;
b
a
)
f
(
c5d3;
d
c
)
:
The other part of the Lemma is proved similarly.
Lemma 5.3.
f(e−2t ; e−2t) =
1√
2t
f(e−=2t ; e−=2t); (5.4)
e−t=2f(1; e−4t) =
1√
2t
f(−e−=2t ;−e−=2t); (5.5)
f(!e−2t ; !2e−2t) =
1√
2t
e−=18tf(e−5=6t ; e−=6t); (5.6)
e−t=2!2f(!e−4t ; !2) =− 1√
2t
e−=18tf(−e−5=6t ;−e−=6t); (5.7)
e−2t=3f(e−10t ; e−2t) =
1√
6t
f(!e−=6t ; !2e−=6t); (5.8)
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e−t=3f(e−8t ; e−4t) =
1√
6t
f(−!e−=6t ;−!2e−=6t); (5.9)
f(e−2t+2i; e−2t−2i) =
1√
2t
exp
(− 2
2t
)
f(e−=2t−=t ; e−=2t+=t); (5.10)
e−t=2+if(e−4t+2i; e−2i) =
1√
2t
exp
(− 2
2t
)
f(−e−=2t−=t ;−e−=2t+=t): (5.11)
Proof. Let  =
√
2t; ! =
√
=2t in Corollary 4.17. Then (5.4)–(5.7), (5.10) and (5.11) follow on
setting n=0;
√
2t; (i=3)
√
2=t;−√2t+(i=3)√2=t; 2i=√2t and −√2t+2i=√2t, respectively.
Eqs. (5.8) and (5.9) follow from (5.6) and (5.7), respectively, by replacing t with 1=12t.
Theorem 5.12.
a′(e−2t ; ei) =
1
t
√
3
exp
(− 2
6t
)
a(e−2=3t ; e=3t); (5.13)
a(e−2t ; ei) =
1
t
√
3
exp
(− 2
2t
)
a′(e−2=3t ; e=t); (5.14)
b(e−2t ; ei) =
1
t
√
3
exp
(− 2
6t
)
c(e−2=3t ; e=3t); (5.15)
c(e−2t ; ei) =
1
t
√
3
exp
(− 2
2t
)
b(e−2=3t ; e=t): (5.16)
Proof. Successively applying Theorem 3.1, Lemma 5.3, Lemma 5.2 and then Theorem 3.1 again,
we obtain
a′(e−2t ; ei) =f(e−2t ; e−2t)f(e−6t+2i; e−6t−2i)
+ e−2t+if(1; e−4t)f(e−12t+2i; e−2i);
=
1
t
√
12
exp
(− 2
6t
)
[f(e−=2t ; e−=2t)f(e−=6t−=3t ; e−=6t+=3t)
+f(−e−=2t ;−e−=2t)f(−e−=6t−=3t ;−e−=6t+=3t)];
=
1
t
√
3
exp
(− 2
6t
)
[f(e−2=t ; e−2=t)f(e−2=3t−2=3t ; e−2=3t+2=3t)
+ e−2=3t−=3tf(e−4=t ; 1)f(e−4=3t−2=3t ; e2=3t)];
=
1
t
√
3
exp
(− 2
6t
)
a(e−2=3t ; e−=3t):
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Finally, observing that
a(q; z) = a(q; z−1) (5.17)
by using (3.5) for example, we complete the proof of (5.13).
To prove (5.14), Grst replace t with 1=3t in (5.13). Then replace  with −i=t and rearrange to
get
a(e−2t ; e−i) =
1
t
√
3
exp
(− 2
2t
)
a′(e−2=3t ; e=t):
Applying (5.17) to the left-hand side completes the proof of (5.14).
To prove (5.15), we apply Theorem 3.1, Lemma 5.3, Lemma 5.2 and then Theorem 3.1 once
more, in succession, to obtain
b(e−2t ; ei) =f(!e−2t ; !2e−2t)f(e−6t+2i; e−6t−2i)
+!2e−2t+if(!e−4t ; !2)f(e−12t+2i; e−2i)
=
e−=18t
t
√
12
exp
(− 2
6t
)
[f(e−=6t ; e−5=6t)f(e−=6t+=3t ; e−=6t−=3t)
−f(−e−=6t ;−e−5=6t)f(−e−=6t+=3t ;−e−=6t−=3t)]
=
e−=18t
t
√
3
exp
(− 2
6t
)
[e−=6tf(e−10=3t ; e−2=3t)f(e−2=3t+2=3t ; e−2=3t−2=3t)
+ e−=6t+=3tf(e−4=3t ; e−8=3t)f(e−4=3t+2=3t ; e2=3t)]
=
1
t
√
3
exp
(− 2
6t
)
c(e−2=3t ; e=3t):
This completes the proof of (5.15).
To prove (5.16), Grst replace t with 1=3t in (5.15). Then replace  with −i=t and rearrange to
get
c(e−2t ; e−i) =
1
t
√
3
exp
(− 2
2t
)
b
(
e−2=3t ; e=t
)
:
Since c(e−2t ; e−i) = c(e−2t ; ei), this completes the proof of (5.16).
Remark 5.18. In [10, (1.22), (1.23)] the product formulas
b(q; z) = (q)∞(q3)∞
(qz; qz−1; q)∞
(q3z; q3z−1; q3)∞
;
c(q; z) = q1=3(q)∞(q3)∞(1 + z + z−1)
(q3z3; q3z−3; q3)∞
(qz; qz−1; q)∞
;
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were proved. These, together with Theorems 4.11 and 4.14, can be used to give alternate proofs of
(5.15) and (5.16).
The following results are due to J.M. and P.B. Borwein [5, (2.2)].
Corollary 5.19.
a(e−2t) =
1
t
√
3
a(e−2=3t);
b(e−2t) =
1
t
√
3
c(e−2=3t);
c(e−2t) =
1
t
√
3
b(e−2=3t):
Proof. Let = 0 in Theorem 5.12.
6. New identities involving a′(q; z)
We are now ready to prove analogues of (1.5)–(1.7) with a′(q; z) playing the role of a(q; z).
Theorem 6.1.
a′(q; z)3 = b(q; z)3 + c(q)2c(q; z); (6.2)
a′(q; z)a′(q2; z) = b(q; z)b(q2; z) + c(q)c(q2; z); (6.3)
b(q; z)a(q)− a′(q; z)b(q) = 3q(1− z)(1− z−1)
∞∏
n=1
(1− zq3n)2(1− z−1q3n)2(1− q3n)4: (6.4)
Proof. Put q= e−2t ; z = ei in Eq. (1.5), to get
a(e−2t ; ei)3 = b(e−2t)2b(e−2t ; e3i) + c(e−2t ; ei)3:
Apply Theorem 5.12 to this and simplify to get
a′(e−2=3t ; e=t)3 = c(e−2=3t)2c(e−2=3t ; e=t) + b(e−2=3t ; e=t)3:
Now replace e−2=3t with q and e=t with z, to obtain (6.2).
Similarly, putting q= e−2t ; z = ei in Eq. (1.6) gives
a(e−2t ; ei)a(e−4t ; e2i) = b(e−4t)b(e−2t ; e3i) + c(e−2t ; ei)c(e−4t ; e2i):
Apply Theorem 5.12 to this and simplify to get
a′(e−2=3t ; e=t)a′(e−=3t ; e=t) = c(e−=3t)c(e−2=3t ; e=t) + b(e−2=3t ; e=t)b(e−=3t ; e=t):
Now replace e−=3t with q and e=t with z, to obtain (6.3).
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Lastly, putting q= e−2t ; z = ei in Eq. (1.7) gives
a(e−2t ; ei)c(e−2t)− c(e−2t ; ei)a(e−2t)
= 4e−2t=3sin2

2
(e−2tei; e−2te−i; e−2t)2∞(e
−2t)4∞:
Apply Theorems 4.11, 4.14 and 5.12 to this, to obtain
1
3t2
exp
(− 2
2t
)
[a′(e−2=3t ; e=t)b(e−2=3t)− b(e−2=3t ; e=t)a(e−2=3t)]
=
4
t2
e−2=3t exp
(− 2
2t
)
sinh2

2t
(e−2=te=t ; e−2=te−=t; e−2=t)2∞(e
−2=t)4∞:
Now multiply by 3t2 exp( 2=2t) and replace e−2=3t with q, and e=t with z, to obtain (6.4).
Three representations of a(q; z) as a diEerence of products were given in [10, (1.31)–(1.33)]:
a(q; z) =
1
3
(2 + z + z−1)
(q)∞(q2)2∞(q3)∞
(q6)2∞
(−zq;−z−1q; q)2∞
+
1
3
(1− z − z−1) (q)
4∞
(q2)∞(q6)∞
(−z3q3;−z−3q3; q3)∞
(−zq;−z−1q; q)∞ ; (6.5)
a(q; z) = (2 + z + z−1)
(q)∞(q2)2∞(q3)∞
(q6)2∞
(−zq;−z−1q; q)2∞
− (1 + z + z−1) (q
2)∞(q3)4∞
(q6)3∞
(z3q3; z−3q3; q3)∞
(zq; z−1q; q)∞
; (6.6)
a(q; z) =
1
2
(1 + z + z−1)
(q2)∞(q3)4∞
(q6)3∞
(z3q3; z−3q3; q3)∞
(zq; z−1q; q)∞
+
1
2
(1− z − z−1) (q)
4∞
(q2)∞(q6)∞
(−z3q3;−z−3q3; q3)∞
(−zq;−z−1q; q)∞ : (6.7)
The counterparts of these for which a′(q; z) plays the role of a(q; z) are:
Theorem 6.8.
a′(q2; z) =
(q2)∞(q3)2∞(q6)∞
(q)2∞
(q3z; q3z−1; q6)2∞
− 2q (q
6)4∞
(q)∞(q3)∞
(qz; qz−1; q2)∞
(q3z; q3z−1; q6)∞
; (6.9)
a′(q2; z) = 3
(q2)∞(q3)2∞(q6)∞
(q)2∞
(q3z; q3z−1; q6)2∞
− 2 (q
2)4∞(q3)∞
(q)3∞
(q2z; q2z−1; q2)∞
(q6z; q6z−1; q6)∞
; (6.10)
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a′(q2; z) =
(q2)4∞(q3)∞
(q)3∞
(q2z; q2z−1; q)∞
(q6z; q6z−1; q6)∞
− 3q (q
6)4∞
(q)∞(q3)∞
(qz; qz−1; q)∞
(q3z; q3z−1; q6)∞
: (6.11)
Proof. Eqs. (6.9)–(6.11) follow by applying Theorems 4.11, 4.14 and 5.12 to Eqs. (6.5)–(6.7), and
then replacing q with q2. The details are similar to those in the proof of Theorem 6.1, and hence
we omit them.
We conclude by giving the analogues of [10, (1.27)–(1.30)].
Theorem 6.12.
a(q2) =
1
3
c(q)2
c(q2)
− 2
3
c(q2)2
c(q)
(6.13)
=
c(q)2
c(q2)
− 2 b(q
2)2
b(q)
(6.14)
=
b(q2)2
b(q)
− c(q
2)2
c(q)
(6.15)
=
b(q)2
b(q1=2)
− c(q
1=2)c(q2)
c(q)
: (6.16)
Proof. These are obtained by applying Corollary 5.19 to [10, (1.27)–(1.30)] and then replacing q
with q2. Eqs. (6.13)–(6.15) can also be proved by letting z = 1 in Theorem 6.8.
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