Analyzing and understanding energy consumption of applications is an important task which allows researchers to develop novel strategies for optimizing and conserving energy. A typical methodology is to reduce the complexity of real systems and applications by developing a simplified performance model from observed behavior. In the literature, many of these models are known; however, inherent to any simplification is that some measured data cannot be explained well. While analyzing a models accuracy, it is highly important to identify the properties of such prediction errors. Such knowledge can then be used to improve the model or to optimize the benchmarks used for training the model parameters. For such a benchmark suite, it is important that the benchmarks cover all the aspects of system behavior to avoid overfitting of the model for certain scenarios. It is not trivial to identify the overlap between the benchmarks and answer the question if a benchmark causes different hardware behavior. Inspection of all the available hardware and software counters by humans is a tedious task given the large amount of real-time data they produce.
Introduction
Power and energy consumption have been identified as the single largest challenges in the design of future Exascale high-performance computing (HPC) systems [1] . Basically, the vast increase of levels of parallelism to the point of millions of processors working concurrently is a challenge that will need radical changes in hardware and software design (e.g., programming models, compilers, I/O libraries, etc.) [2] . Thus, understanding how computers use power is key to develop a new hardware and software stack in order to face the Exascale challenge.
Nevertheless, the implementation and deployment of Exascale systems calls for a holistic approach that, with the use of power and performance tracing tools and wattmeters, allows the inspection of power bottlenecks and energy hotspots of current scientific parallel software. However, acquisition costs and deployment of power measurement devices can be, due to the nature of the platforms and number of nodes, infeasible. Recent research has significantly demonstrated that a promising alternative in order to mitigate this issue is the design of power models [3, 4, 5] . Taking into account that most of the current processors feature a large set of hardware counters, temperature sensors, and resource usage statistics provided by the operating system, one could cleverly use this information to predict power drawn by individual components and system power consumption. For instance, a per-component power model could be easily exploited to make energy-aware scheduling with the aim of reducing the power consumption while preserving performance [6] .
As highlighted in [7] , a good power model should always be accurate, simple, inexpensive and portable. Indeed, recent works have shown that many power models can fulfill all these properties while providing fairly good estimations [3, 4, 5] . In this sense, a classical methodology to validate the accuracy of power models has only been carried out by calculating the preciseness and responsiveness of their predictions [8] . However, this approach may lead to optimistic results because often i) the static power is included when computing relative accuracy, ii) the model is applied to complete application runs where statistical effects negate individual errors, iii) the selection of similar training and validation data may lead to optimistic errors, iv) a few strong outliers of the model may still lead to a good relative accuracy. Thus, while analyzing model accuracy is important, we believe it is even more relevant to identify the properties of such predictors, i.e., relations between metrics in order to understand the source of these errors. Therefore, in this paper we aim at understanding and identifying behavior of hardware counters in order to explain and model power consumption. We also validate the completeness of a benchmark set, from the point of view of utilizing available architectural features, for generating accurate models. Note that we leave the building of power models part as future work.
The paper is structured as follows: First, we present related work in Section 2. In Section 3, we describe the statistical methods that are used to draw conclusions over a set of hardware counters and benchmarks. Afterwards, in Section 4 we demonstrate their use on several experiments to i) identify properties for the highest and lowest energy consumption, ii) localize outliers of a linear model based on the Intel RAPL (Running Average Power Limit) interface, iii) identify different phases of the linpack benchmark, and iv) investigate the impact of benchmarks that encompass a training suite for models. Finally, we conclude the paper in Section 5.
Related Work
We classify the work related to this paper in three different categories: i) building of power and energy models using statistical analysis using hardware counters; ii) techniques leveraging power models to dynamically limit energy consumption; and iii) integrated interfaces in current architectures to provide on-line power measurements.
In the literature, we find a large collection of works using statistical analysis for building power and energy models based on hardware counters. For instance, the approach by Xiao et al. [9] presents a methodology for building system-level power models based on regression analysis without the need of power measurements at component level. In this sense, the regression models describe the aggregate power consumption of the processors, the wireless network interface and the display using hardware performance counters. Similarly, Shang et al. [10] present an efficient adaptive regression-based high-level power model to estimate FPGA power consumption. In order to improve on-line power estimation accuracy, they use adaptive regression methods to lessen the problem of biased training sequences and to finally achieve a good trade-off between efficiency and accuracy. To deal with the accuracy issue, the work by McCullough et al. [11] investigated on the accuracy of hardware counters-based models and concluded that the inherent complexity of the system architectures and the current microprocessors are, in most of the cases, the root cause of the model errors. Nevertheless, they stated that hardware counters are, as of today, the only source to obtain fine-grain information about the platform.
Research leveraging power models to dynamically limit energy consumption can also be found in the literature. For instance, we encounter works using models for controlling dynamic voltage and frequency scaling (DVFS) [12] and for guiding compilers to generate energy-efficient codes [13] . Similar works have also used models to reduce power in system components other than processors, such as RAM [14] and 1. idle: To measure the idle state of the machine, we used the sleep Linux utility to suspend the executing process for an interval of time. This benchmark is denoted as idl. 2. linpack: This pre-compiled linear algebra code from Intel contains the optimized LINPACK [31] benchmark 5 . Internally using MKL libraries, it performs FPU/ALU instructions with the purpose of utilizing the CPU. In the following this application is denoted as cpu.
stream:
6 This benchmark is intended to obtain the best possible memory bandwidth by means of simple vector kernels. This benchmark is subsequently denoted as mem.
iperf: This tool
7 performs network throughput measurements. We test both a server and a client running TCP throughput tests, which are denoted as nts and ntp, respectively.
IOR:
8 This benchmark tool is used to investigate POSIX performance to a local SSD, and is designated as ior and iow for writes, respectively. 6. Kernel make: We compile the Linux kernel v3.19.2 by executing make -j. This benchmark is denoted as mke.
Quantum Espresso:
9 This is a software suite for electronic-structure calculation and materials modeling. From this suite, we used 17 different on four cores of the machine using MPI.
Building the data set
To build the data set, we executed the benchmarks 1-7 individually from one to four cores. Next, we also ran combinations of benchmarks 1-5 concurrently on multiple cores. Over a runtime of 60 s, we collected, at the different allowed frequencies, the features of hardware counters, OS statistics and temperature sensors. (Note that for Quantum Espresso we captured the whole runtime of each experiment.) Since we could only measure 4 hardware counters simultaneously, each benchmark was run more than 60 times, each time capturing a new set of counters 10 . Among runs of I/O sensitive benchmarks, we cleared the cache to retain similar start conditions. We derived averaged values for features that were collected at core level for several reasons: 1) it prevents issues caused by migration of processes and threads between cores; 2) it is invariant to the number of available cores and executed processes; 3) it accounts to the fact that it does not matter on which logical core a process is executed. In total, for 99 experiments 252 features were recorded for 112, 303 timestamps resulting in a CSV file of 295 MB.
Afterwards, we postprocessed the data using Python scripts in order to i) merge data from different benchmarks, ii) check for consistency and availability of all features, iii) drop overflowing values 11 , and iv) interpolate the data of the features to the time stamps of the measured power.
To motivate further application of statistical methods, we formalize our target data set. As stated, this set consisted of 252 hardware and software features which resulted in sequences of 112, 303 time intervals I t = ((t − 1) · k, t · k] with duration k. Note that k was calculated as the inverse of the frequency of the stream captured at the highest rate. Also, in each time interval, we relate the tuples of measurements as m(t) = (f 1 (t), . . . , f i (t), . . . , f n (t)) where f i (t) is the value of the i-th feature for the time interval t. An excerpt of our data table, represented as a matrix, is given in Table 1 .
Advanced statistical methods
In the following, we describe the three advanced statistical methods that are used throughout the paper to identify the relations. (Note that for the sake of simplicity, we do not describe these methods in detail.) With them, the goal is to identify causal relations between two sets of measurements, where a set is defined as S = {m(t i ), m(t j ), ...}. For example, two interesting sets (R and O) could be obtained by selecting measurements exhibiting regular performance behavior and the remaining measurements, i.e., the outliers. Using these methods, we can investigate the differences in the characteristics of R and O. Correlation.. Outliers of a performance prediction model can be identified using the residual error err = observation − prediction and defining a threshold upon which a measurement is considered to be an outlier. Linear correlation between any feature and the prediction error can easily be obtained by computing the Pearson product-moment correlation coefficient [27] . When comparing two variables, a correlation coefficient of 1 indicates that those two variables behave alike, e.g., a hypothesis might be that power is correlated to the number of instructions processed. Similarly, a value of 0 shows that there is no linear correlation. This also allows for identifying features with a linear correlation to a model's error.
Kolmogorov-Smirnov (KS) test.. In statistics, there are many hypothesis tests for evaluating whether observations are modeled by a certain process. Most of these tests impose certain requirements on the data and offer parameters that must be carefully adjusted. The Student's t-test, for example, allows for testing whether two data sets are significantly different; however, it needs normal distributed data. The KolmogorovSmirnov test [32] , in contrast, is a non-parametric test which can be used for testing whether the empirical probability distribution of one data set behaves like that of another. Moreover, it supports testing of the probability distributions for one data set creates lower values than the distribution of another and returns a probability value (p-value). Thus, we may identify features of O that typically show higher, lower or similar values to those of R. Once we identify that one feature is typically higher than another, the mean values can be compared to determine a ratio. We call this the outliers-factor. (OFactor is the mean value of outliers divided by the mean of the regular cases.) This method is much more robust than just comparing means of data sets.
Principal component analysis (PCA).. The PCA [33] is a procedure that converts the observations -with potentially correlated features-into a set of linearly uncorrelated variables called principal components. The principal components form an orthonormal basis of the data, where the extracted components are ordered by decreasing variance that is described. Each component C(i) is a basis vector and describes the contribution of all features to this basis, C(i) = (c i1 , ..., c in ) T . Usually a few components allow to describe the input data sufficiently well and later components contribute little to it. Therefore, the complexity of the analysis can be reduced to the analysis of the principal components. By using this technique, we can identify outliers or similarities between data sets such as benchmarks.
Analysis of the power consumption
In this section, we demonstrate the benefits of the aforementioned statistics methods and evaluate them on several examples using the gathered data set. As a simple exercise, we analyze the behavior of the measurements with the lowest and highest 10% power consumption. Then, we investigate cases in which a linear model based on RAPL cannot cover the power measurement well. Next, interesting phases of linpack are identified and assessed. Finally, the composition of our test suite's applications is investigated.
Power consumption
At first, we investigate the correlation of any feature to the external power consumption. An excerpt of the features is given in Table 2 . Next, we group the resulting correlated variables depending on the amount of their correlations. With the results, some observations can be made. For instance, we notice the weak negative correlation of I/O to power consumption. This is by the fact that IOR does not perform CPU-intense operations while doing I/O. Indeed, IOR it does not perform many CPU operations. Since CPU accounts for the highest contribution to energy consumption on typical platforms, synchronous I/O is expected to show negative correlation.
Our second observation is that features in the next group are not correlated at all, neither are the amount of free memory of the system and the page cache size. Also, the number of flushes of the second level/shared TLB (TLB FLUSH STLB ANY) does not correlate to power. In the next group, there are features with a weak correlation, for example, the eviction rate on the L1 data cache. Finally, we focus on the last group, which shows highly correlated counters. For example, the number of clock cycles during which the core is busy and the CPU temperature are highly correlated to external power. Note that all these correlations apply to the full data set. It may happen that a feature is correlated according to this data without having a stringent causal connection. 
Analysis of the outliers
In this section, we determine the 10% and 90% quantiles and consider the lowest and highest 10% of data points as two sets of outliers (L and H). In our case, L concerns measurements with less than 50.4 W and H those higher than 117.2 W. Next, we compare these outliers to the other 90% of data points using the KS-test. Note also that we only consider p-values of at least 0.95. according to KS, the probability distribution of the outliers favors higher values. Compared to our typical measurement, more than 120 of all features have lower values than with regular execution, e.g., the number of FP operations is just 1/500 of the normal data. Clearly, the external power of L is lower (about half of the maximum) as we have created L by selecting measurements with the lowest power consumption. Table 3b shows an excerpt of factors for the outliers with higher power consumption. The KS-test identifies 55 features with higher values and 33 features with lower values. The highest factors are the number of assists, i.e., transitions from AVX-256 instructions to legacy SSE, floating point 256 operations and L2 clean cache lines eviction events triggered by L2 prefetch. Lower values are, for example, I/O and FP assists.
Discussion
This example shows that it is possible to considerably reduce the number of features to inspect manually applying the KS-test. However, not all the features behave symmetrically. Therefore, high values from one set of outliers does not automatically lead to low values for the other set. For instance, the feature RESOURCE STALLS2 OOO RSRC is expressed in both sets of outliers. To illustrate the methodology using the KStest and the OFactor, a few key statistics of this metric are listed in Table 4 . In this case, the probability distributions between the outliers and the complementing set overlaps, e.g., the maximum value for the lowest 10% is higher than the 3rd quartile for the highest 90%.
Once we have identified this behavior, we should to identify the cause. In this simple example, the selection of benchmarks in our data set is causing the divergence of the features between lowest and highest energy consumption. For L, the main data points from at least one idle core are included when either iperf or IOR run. Also, H includes runs with at least one linpack and stream runs on different CPUs. Therefore, we identify differences between these applications. In general, this methodology becomes more interesting when we pick outliers with more complex rules. 
Correlation of RAPL counters to external power
In this experiment, we first build a primitive model for predicting power based on the RAPL counter, and then assess the outliers of the model. Therewith, we are able to understand the characteristics of mispredictions.
Model outliers
The model is built by using our measurements for the idle case and one to four active cores running linpack. Using linear regression to the median power for 0-4 active cores, we obtain the model External power = 36.808 + RAP L · 1.266. As can be seen, the coefficient for RAPL is above 1. This is mainly because the external power measurements are always higher than those obtained by the RAPL counters, which only measure the power consumed by the processor sockets, but do not consider other hardware components such as motherboard, HDDs, NICs, nor power dissipated by the PSU itself. In our case, the 350 W PSU is certified with 80+ Gold level which guarantees 88%, 92% and 88% efficiency under 20%, 50% and 100% levels of load, respectively. Measured power consumption and fitted model results are given in Table 5 .
Next, we compute the error of the model and build the outliers from 5% of the highest and 5% lowest error. The RAPL power and corresponding external power consumption is shown in Figure 1 . The red values are considered to be outliers as their error to the accurate prediction is above 11.2 W (95% quantile) and below −3.8 W (5% quantile). We call these the upper and lower outliers, respectively. It can be observed also that the RAPL power varies considerably for a fixed external power and external power varies for a fixed RAPL power, but there is a high correlation between those counters and the model.
Note that now the outliers stem from our diverse set of benchmarks including Quantum Espresso. Inspecting the applications, it turns out that a large share of the outliers is formed by experiments of which one core runs linpack and/or stream together with iperf. This matches our expectations that external communication and memory operations cannot be explained well by the RAPL counters. However, the IOR benchmark is underrepresented in the set of outliers, and thus, it can be well predicted with the RAPL model.
Correlation to error
One hypothesis is that a feature is directly correlated to the prediction error because it may not be taken into account by the internal algorithm for computing the RAPL model-based counters. Table 6 gives an excerpt of the features most correlated to the prediction error. As can be seen, there is only a weak correlation of some hardware counters to the error. Figure 2 shows the value of the counter LOAD HIT PRE HW PF 12 and its distance to the error. It can be observed also that the weak causal relation is hard to identify by humans. Similarly, the counter CPU CLOCK UNHALTED THREAD P 13 reveals that the more cycles are actually performed, 12 Not SW-prefetch load dispatches that hit fill buffer allocated for H/W prefetch. 13 Number of thread cycles while the thread is not in a halt state. the higher the potential error that can be obtained. Since there is a high correlation between this counter and power consumption, it is, indeed, not an interesting outcome.
Applying the KS-test
We can also analyze the outliers by investigating one set in which we underestimate the power and one where we overestimate it, or by comparing both sets to a regular execution. Table 7 (a) shows the results of the KS-test comparing outliers with the regular execution. The KS-test correctly identifies that network operations are much more likely to occur in the outlier set while for I/O operations is less likely. This fact has been known after inspecting the application mix. For example, it is also important to remark that LOAD BLOCKS STORE FORWARD 14 is a bit higher than normal and counters responsible for stalls in multiply packed/scalar single precision operations allocated and for cache locks are lower.
Applying the KS-test to the data sets with the lower or upper outliers and comparing it with the remaining data shows many similarities but also describes some new characteristics of this data as listed in Table 7 (b, c). For example, the number of instructions executed in a distant branch is higher for the lower outliers. In this case, the RAPL counter reports a larger fraction of the energy of the system than expected.
Analyzing individual applications
As scientific applications usually execute multiple phases repeatedly, we can treat the application execution as a black box and perform a principal component analysis in order to better understand the properties and deviation of the application behavior. We illustrate this approach using the linpack benchmark runningfrom 1 to 4 cores. Additionally, we include the idle measurements with the overall set for the analysis to identify only relevant fluctuations. The timeline of the measured external power is illustrated in Figure 3a , the figure concatenates the run with 4 cores down to 1 core and then the idle benchmark. Both black and red dots represent the measured power. When applying the PCA to this data set, we obtain the variable factor map as shown in Figure 3b . This figure shows how the individual variables are aligned with respect to the new principal components, the bases in dimension 1 and 2. Each arrow represents one feature, and two features that have no correlation between them have a 90
• angle in the figure. There are several components such as power that are highly positively correlated to dimension 1. Several orthogonal aspects encompass dimension 2. Those two components alone describe 53% of the overall variance. When applying the transformation to each measurement, we obtain the projection onto dimension 1 and 2 according to Figure 3c . It can be observed that with each additional linpack core, the data points move right along dimension 1, which is also representing power. All executions show some diagonal cluster, however, there are data points aligned along dimension 2 that increase spread when running with more cores. Note that dimension 2 is in fact not correlated to power, the main contributing factors are listed in Table 8a . We can now investigate the data points that show a deviation along dimension 2. By selecting the data points with a value > 4 in dimension 2, we obtain the red points marked in Figure 3a . This represents that most of the points of a linpack phase utilize these features significantly more than the other data points. Regardless of the number of cores, these outliers can be easily detected.
To further investigate the data, we apply the KS-test to these outliers. An excerpt of the result is shown in Table 8b . It can be seen that during the red marked phases, much less pre-fetched data is used but also less branch mispredictions occur. Indeed during these measurements, 50× more scalar floating point operations but also divisions occur and 200× resource stalls of the µop delivery due to load buffer (LB) overflow. By inspecting all hardware counters, we can try to identify the cause of the behavior: for example, the slow-down could be caused by the additional flushes of the second level TLB.
Investigating benchmark features
A consideration that has been taken into account to build the application suite for creating the data was to utilize heterogeneous hardware features (CPU, memory, network and I/O). With the help of the PCA, the differences between the benchmarks can be analyzed. After applying it to a data set which contains the results of each application running on one core, the measurements are projected onto the first four dimensions according to Figure 4 . We can see that according to dimensions 1 and 2 IOR, idle and iperf behave similarly. However, the application make is very diverse on dimension 1, while linpack and stream are mostly arranged in dimension 2 and have little overlap. Dimensions 3 and 4 separate IOR and iperf, still iperf has a lot in common with the idle benchmark. Note that those four dimensions together describe 
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cpu idl ior iow mem mke ntc nts (b) Dimensions 3 and 4. already 75% of the overall benchmark variance. At best, an extremely diverse benchmark set would fill a large fraction of the graph, while currently only little space is occupied. From this analysis, we can conclude that it is not justified to add the iperf benchmarks to our test suite. Even saturating our Gigabit Ethernet network is not sufficient to change the overall system behavior significantly. Also, the IOR benchmark brings little novelty and is a candidate for replacement. Clearly, the benefit of this analysis depends on the use case, for example, if we are training a linear model for power, we must avoid overfitting to a data set with typical cases and instead optimize the benchmark suite.
Building linear models
In this section we investigate quantitatively the suitability of the 252 counters for building linear models and prediction power consumption. Equation 1 shows how a linear model predicts the power of an instance based on the values of n features. In the equation, f i is the value of feature i in the instance and the c i are coefficients fixed for the given linear model. The intercept c is an estimate for a constant contribution to power.
Usually, the model is trained with a data set called training set and the model error is analyzed on a set called validation set. In our case, the standard training set are all benchmarks (1 to 5) and the standard validation set consists of the kernel make and Quantum Espresso. Additionally, the trainNoIperf set contains all training benchmarks without the two iperf benchmarks as they do not contribute much to the benchmark according to the PCA analysis and the set all contains every experiment conducted.
To assess the values, we consider the performance of a baseline model using the average power consumption as prediction achieves a mean error of 24.4 W on all data. Any linear model that is worse than this mean error is an indication that the chosen sets for training and validation exhibit different behavior.
To prepare the input data for training, we dropped the counters with fixed values for all observations. For the remaining 217 counters, we created linear models with one and two features and enumerated all possible variations of features. This means that for one feature 217 models are created while for two 46,872 models are possible. Additionally, for all relevant features which model achieve better mean error than our baseline model on the validation set, we computed the combinations with three features. This results in 240,464 models. Table 9 shows the quartiles and mean error of all models for a given training and validation set for one and two features and Table 10 for the selected models with three features. The inherent model error of the models can be assessed when the model is build and validated on the same data set, e.g., "all all and train train". As expected, in those two cases all models achieve a better accuracy than using a naive baseline model. When training the models with the training benchmarks and applying them to the validation set, about 50% of the models lead to a mean error of below 24 W and, thus, pass the expectation with our naive model. When using more features, the best models improve but also more bad models emerge.
The distribution of the average error across all models is shown in Figure 5 for one, two and three features. Even with one feature, a handful of models yield a prediction error below 10 W, among those is the RAPL counter and, interestingly, the CPU temperature. About 55 models have a model error of at least 100 W. The graph for models with two features is cropped after 20 W to focus on interesting models, many models include RAPL counters and sensors. The graph for models with three relevant features also shows that some linear combinations perform worse than 25 W although each of them individually achieved a better performance than 25 W. In general, if the benchmarks had covered the characteristics sufficiently, then all models would approximate the validation set better. Therefore, this is an indication that training and validation experiments stress some individual counters differently or that these counters are simply not relevant to power consumption as indicated by the PCA method. Note that, as also shown by the PCA, many counters are correlated and, therefore, their number could be reduced by choosing those that correlate better to the power consumption. Nevertheless, the goal of this section is to show that many variations achieve an appropriate prediction performance. (b) With two features. Table 9 : Statistics for the mean prediction error of all linear models using the standard training and validation sets. Table 11 shows the best 8 models that are not using RAPL counters. With more features, their quality increases significantly down to a mean error of 3.1 W which is about 3% of the observed power variation. We observe that about 4,787 combinations of two features achieve a better mean error than 20 W and 139,000 models with three features. Looking only at the best combinations with up to three features, it can be observed that external power can be modeled easily. Finally, we analyze the influence of iperf to the created models and the differences to the validation results. By comparing the statistical results for the standard training set with the reduced training set without iperf, the typical model performs similarly (compare train and trainNoIperf in Table 9 and 10). The best models of the reduced training set with two and three features and their mean error are listed in Table 12 . The best models on the validation set rely on different features compared to the standard training set. With the exception of the very best model, the 8 best models of the reduced training set perform better on our validation data. The reason is that the standard training set optimizes for all of the benchmarks equally and, as iperf behaves similarly to the idle benchmark, that behavior is overrepresented in the training set. This causes overfitting of the models while not bringing additional benefits. Therefore, the results from the PCA analysis, which revealed that this benchmark does not contribute significantly to the training set, are correct. (b) For 3 features. Table 12 : Best models using the NoIperf training set and not using any sensor or RAPL counters.
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Summary and Conclusions
In this paper, we applied the statistical concepts of correlation, the Kolmogorov-Smirnov test and principal component analysis (PCA) to investigate hardware and software features. This allowed us to compare the inherent structure of two data sets used for training and validation. While these tools cannot identify the cause of abnormal behavior directly, they aid in reducing the number of features that must be checked by experts for significance during the study of the power consumption in general and development of models that mimic real power consumption. Applying these techniques to several test cases, we could identify many issues that are known by experts a priori and also some interesting behavior of the hardware counters. Therewith, these techniques can help to verify assumptions and reveal significant characteristics of selected outliers. Using PCA, we could automatically identify interesting measurements, as for the linpack benchmark, and assess the similarity of our benchmarks. We also demonstrate that a small combinations of some of hardware counters and resource utilization metrics can provide fairly good estimations of the power consumption. In the end, an on-line model computing total energy would avoid the use of complex and/or expensive wattmeters on large-scale platforms, and would provide feedback of energy consumptions to developers in order to reduce energy consumption. This, indeed, could be an advantage in the development of light power models, that need to be re-computed on-line in different power-aware software, such as green schedulers at operating system and facility scales.
As future work, we aim to build up general power models using the advanced set of statistical methods leveraged in this work. Furthermore, we plan to reduce the interval time and utilize intra-node power measurement to avoid fluctuations of the power supply unit. Also, we seek to improve our benchmark suite by adding further application kernels, and to extend our set of target platforms. Finally, we aim to automatically determine their (dis)similarities, with respect to hardware and software features.
