
























This work is devoted to a new approach to the functional integral in quantum mechanics. The Laplace
transform of transition amplitude with respect to the total time is represented as a sum of exponentials of
the shorten action over “locally-classical” trajectories with non-classical reflections in arbitrary points. As
an immediate application of this representation we clarify some so far unproved statements which one uses
in the common multi-instanton computation of the energy splitting in the double-well potential.
Introduction
In the paper, we consider the Laplace transform of the transition amplitude 〈x1|e−HT/~|x2〉 ≡ K(x1, x2, T )→
K(x1, x2, E) or for the sake of simplicity, that of the partition function Z(T ) → Z(E). First, we consider the
step-like potential, where they are represented as a countable sum over all possible paths (classical in the interior
of each step) which are sequences of the absorbtions or reflections in points of discontinuities of the potential.
Remarkably, reflections should be included even when the energy is bigger then the step height of the potential.
For the partition function it can be obtained explicitly from the expansion of W ′(E)/W (E) (where W (E) is
the function with simple zeroes at the eigenvalues of the Hamiltonian) in cases of the box potential and of the
1-step potential. In the first case the mathematical sense of the formula is the Poisson ressumation formula.
Then we generalize it to the multi-step case.
In the next section, we go to the continuous limit (i.e. when the number of steps grows infinitely while their
size goes down). The sum over positions of the reflection points {xk} becomes integral over them with the
factors ± p′(xk)2p(xk) , which can be interpreted as the measure in the configuration space of the reflections.











where P denotes all paths connecting x′ with x′′, classified just by their turning points. Thus, here the path
is not an arbitrary function x(t) as in the standard path integral (e.g.[3]) but just a sequence of connected
segments, on each of them the momentum being computed by classical formula: p(x,E) ≡
√
2m(E − U(x)).
AP is a multiplicative factor constructed from reflection and absorbtion coefficients, not depending on ~.
The validity of the obtained formula is proven by replacing summing by solving some ODE, which is shown
to be actually equivalent to the Schro¨dinger equation with arbitrary energy and specific boundary conditions.
Then we describe how the obtained sum agrees with the usual asymptotic expansion in ~ of the functional
integral. Roughly speaking, the integral with N reflection points contributes only to the part of series starting
from ~[(N+1)/2].
Our formula gives us the possibility to investigate which trajectories give the main contribution indeed.
Roughly speaking, each term in this expansion corresponds to the functional integral over trajectories with
fixed (in x) intervals of monotony. The problem of the standard approach in quantum mechanical instantons
(see e.g. [1, 2]) is that one uses multi-kink solutions (with arbitrary positions of kinks) which are not actually
solutions of the classical equation of motion. We cannot simultaneously take the limits ~→ 0 and T →∞, they
do not commute actually. We should set ~ to be constant, even very small, and take the limit in T . Then we
can see that the quantum effects (non-classical reflections in our representation), suppressed in the classical case
for finite T , become dominant for enough large T . They force the particle to stay at the top of the potential
for an arbitrary long time.
We also present this formula in operator terms. This makes its mathematical sense simpler.
1 Z in step-like potentials
We shall start with consideration of the multi-step potential U(x) with U(x) = Uk, x ∈ ∆k (∆k = [xk−1, xk], k =
1..N) and with U(x) =∞ beyond the boundaries. We shall denote the length of the interval ∆k by ak. Then we
can construct the specific function (rational w.r.t. its explicit arguments and analytic in E)W ({pk}, {eipkak/~}),
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such that if pk =
√
2m(E − Uk) then W has simple zeros at energy levels E = Ek (and only there). Then the



















We assume that the potential minimum is zero. Thus Ek will be situated on the positive parts of the real
axis. To be able to consider expressions pk =
√
2m(E − Uk) which are not analytic separately we shall make
the cut in the E plane going from Uk to the right along the real axis. Then one can choose the unique branch
such that Im(pk) > 0 everywhere. The contour of integration over E will surround positive part of the real axis.
We shall not mention it explicitly later. The same will be held for the continuous case.
After this, the integrand can be expanded into series in eipkak/~. The result has the following form:

































where PM denotes the periodic trajectory starting and ending at some point in M
2. By trajectory we mean
just an arbitrary sequence of nearby-connected intervals. SP (E) =
∑
∆i∈P
piai is the shorten action on the
trajectory P , it depends on E through pk =
√
2m(E − Uk).
AP is the multiplicative factor which can be computed for each trajectory by the following rules. For each
point xk there is a factor
• (1 − αk) if the trajectory goes from ∆k to ∆k+1
• (1 + αk) if the trajectory goes from ∆k+1 to ∆k
• −αk if the trajectory goes from ∆k to ∆k (i.e. reflects)
• αk if the trajectory goes from ∆k+1 to ∆k+1
• −1 if the trajectory reflects from infinitely high wall
with αk being the reflection coefficient αk ≡ pk+1−pkpk+1+pk .
Integration over E of each term in expansion can be performed asymptotically with ~ → 0 by the saddle-
point technique. The equation for the stationary point is i
∑
∆i∈P
maipi = T which is just the condition that
the energy is such that the time on the trajectory P equals T 3. So we will obtain the sum of the type∑
BP e
iSfullP /~ with BP being asymptotic series in ~ and S
full
P being the full action on the trajectory P of the
particle with the total time T 4. However P will not be just pure classical trajectories of the particle in the
potential U(x), because the non-classical reflections in the points xk are allowed. We shall call such trajectories
”locally classical“. There is nothing really bad with this, because the one-step-potential has the over-barrier
reflection coefficient which remains finite in the classical limit5 ~ → 0 . We will continue the discussion about
the correspondence with the functional integral in usual sense later, and now we will go to the continuous limit.
Let us just notice also, that, as it can be shown, the pre-exponential factor has such a form as if fluctuations
near ”locally classical“ trajectories in the functional integral in each domain of the constant potential were as
in the free space, but glued together with the scale factor of pk+1/pk in points xk .
2 Continuous limit
It turns out that it is not correct to perform the continuous limit after integration over E asymptotically as
described above. Thus we shall perform the limit right in the integrand. It is just the deformation of the
function d(logW )/dE which has poles in the eigenvalues of H with unit residue.
The set of values {pk} gives us just the function p(x) =
√
2m(E − U(x)) (E being a parameter) in the





→ ∫ mdxp(x) . The reflection coefficient
1We work in the Euclidean theory because later we will be interested in instantons. To go to the Minkowski theory one should
just change T → iT leaving all other variables the same.
2Thus M is a segment ∆k or its end.
3One can show that it forces all pk (∆k ∈ P ) to be real in the Minkowski case and imaginary in the Euclidean one.
4Going from the shorten action to the full one and back is actually the Legendre transform: Ssh(E) − ET = Sfull(T ), T =
∂Ssh/∂E, E = −∂Sfull/∂T .
5One can take an exactly solvable potential U(x) = V/(1 + exp [−x/∆]) and consider non-commuting limits ~→ 0 and ∆ → 0
to understand it more deeply.
6It is the sum over time
∫




→ p′(x)2p(x)dx = 12d log p(x). We should integrate over the reflection points to get the finite value. Similarly,
passing an interval dx gives the factor (1− p′(x)2p(x)dx) = e−
1





. It coincides with the pre-exponential factor in the semiclassical wave function. If we consider the
periodic trajectories we obviously can not take into account this factor. Then, the sum (2) can be rewritten as
follows7:
















































Integration over the reflection points {xk}Nk=1 is performed over the set Σ = {(xi+1 − xi)(xi − xi−1) < 0}.
For the sake of simplicity, we have identified x0 ≡ x′ and xN+1 ≡ x′′. The sign can be defined as ⇄k=
θ(xk − xk−1). The integral of p(x) in the exponential is such that each term has a positive imaginary part:∫
{xk}
≡ −∑Nk=0(−1)⇄k+1 ∫ xk+1xk . The contour of integration over E surrounds the positive part of the real axis.
Thus we can choose the unique branch of the p(x) =
√
2m(E − U(x)) such that Imp(x) > 0 as it was in the
discrete case.
If one wants to go back from this to the step-potential, one should take into account that the reflec-
tion(absorbtion) from the step is given not by integration of one reflection point near the place of growth of the









dtk = tanhT (5)
occurs to be principal in the computations (for dti = d log pi). Such an approach is also useful in any other case
if we want to integrate in vicinity of the place where the action changes negligibly but the momentum does not
(relatively), an example being the turning point E = U(x).
3 Turning the sum into ODE
Now let us show the connection of (3,4) with the Schro¨dinger equation ap-
proach. Let us return for some time to the discrete case. Consider the In -
sum (in the sense described earlier) over all possible trajectories going out from
∆n to the right and then returning to ∆n. We can write down the recursive
formula on In which is schematically drawn on the picture. After performing
summation, we get:
In = − (1− α
2
n)(αn+1 − In+1)e2ipn+1/~
1 + αn(αn+1 − In+1)e2ipn+1/~ (6)
This recursive relation will turn into the non-linear 1st order differential equa-














































7Note that there is no part proportional to ~ like the second term in (2). It can be eliminated by integration by parts in the
continuous case, but then we should sum not over the periodic trajectories in the strong sense (i.e. with coinciding directions at
the start and the end) as in the first term of (2), but just over the trajectories starting and ending in one point x0.
8Of course, this equation can be obtained directly in the continuous case. We should make an analogous summation on the
interval dx. There would be just 3 terms: two with reflections (the first two terms in the r.h.s. of (8, 7)) and one without them.
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We should add the obvious boundary conditions to these equations: IL|−∞ = 0, IR|+∞ = 0 for the system
without boundary or IL|a = −1, IR|b = −1 for the system on interval [a, b]. E plays the role of a parameter.
Using the solutions of these two equations (performing summation in x) we can rewrite expression (3) as:







1 + IL(x) + IR(x) + IL(x)IR(x)
1− IL(x)IR(x) (9)
The integrand has the pole when IL(x,E)IR(x,E) = 1. It follows directly from the equations that if ILIR = 1
for one point x then this equality holds everywhere.
The analogous computations can be made for the transition amplitude. In this case we should introduce
function JR(x, x
′′)(or JL(x, x
′)) for the sum of all trajectories connecting x and x′′ and lying to the right of x.
It satisfies the following equation:
J ′R(x, x








′′, x′′) = IR(x
′′) + 1 (10)
4 Connection with the Schro¨dinger equation
Equations (8) and (7) are actually equivalent to the Schro¨dinger one. It can be shown through making several


















ψ, p(x)2 = 2m(E − U(x)) (12)
with the boundary conditions ψL|−∞ = 0, ψR|+∞ = 0 or ψL|a = 0, ψR|b = 0. At the eigenvalue ψL ∼ ψR which
gives ILIR = 1. This proves that the integrand in (9) indeed has poles at the energy levels E = En. It remains










which can be proved using (12). Thus if we know the solutions of the Schro¨dinger equation, we know IL and IR
which contain the information of the trajectories contributing to (3). The derivatives of IL(x) and IR(x) give
the information of the trajectories reflecting in the vicinity of x.
We actually obtained that our expression Z(E) in the integral over E (which is the Laplace transform of
Z(T ) = − 12pii~
∮









H − E (14)
where W (E) is the Wronskian computed on two functions (ψL,ψR), one going to zero at the left and the other
at the right. Thus we have proved formula (3) for Z(T ).
We can consider the transition amplitude 〈x′|e−HT/~|x′′〉 in the similar way using JR(or JL) function intro-
duced above. Computations give us:
K(E, x′, x′′) ≡
∫ +∞
0










En − E = 〈x
′| ~
H − E |x
′′〉 (15)
for x′ < x′′. Thus formula (4) is also proved.
Let us notice also some consequence following from what we have just got. If one wants to calculate path
integral over the trajectories with x not going out from some fixed segment, one can construct the corresponding
kernel from solutions of the Schro¨dinger equation with boundary conditions ∂ logψ/∂x = ±ip/~ (such that
IL,R = 0). This differs from the standard case with infinitely high potential walls at the boundary, for which
we should imply ψ = 0 at the boundary (IL,R = −1).
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5 Semiclassical limit
Let us consider now the semiclassical limit of our formula for the transition amplitude. For each trajectory























1 + c1~+ c2~
2 + . . .
) |−i ∂∂ESP (E)≡TP (E)=T (16)
As it was already said, the saddle point is always such that E is real and p(Eucl) =
√
2m(U(x)− E) > 0, and
hence in the exponential we obtain the Euclidean action −iSP (E)+ET =
∫
p(Eucl)dx+ET on ”locally-classical“
trajectory P with possible reflections where the potential U(Eucl)(x) = −U(x) is smaller than E(Eucl) = −E.
From the point of view of the functional integral, instead of the ordinary expansion near the pure classical
trajectories we expand near the ”locally-classical“ ones which set is more rich9. The infinite series in ~ in (16)
corresponds to the fluctuations around these trajectories. Every term can be written in terms of derivatives of
SP (E) and AP (E) w.r.t. E.
Consider the transition amplitude in the case when pure classical trajectory have no turning points. Then
in series (4) the term with N reflection points contributes only to the O(~[(N+1)/2]) part of the asymptotic
expansion of K(T, x′, x′′) in the limit ~ → 0. These terms are contributed by paths in which the reflection
points are situated in small vicinity (∼ ~) of the classical path.










To prove this, one should represent the determinant as a solution to differential equation in a standard way. In
the case when the pure classical trajectory has the turning points, this statement should be modified slightly
(the reason can be found below), roughly speaking, corrections are given by the reflections which does not lie
in the very small vicinity of the turning point.
One knows that there is no pure classical instanton multi-kink solution in the double-well system. But it
turns out that such configurations are close to the obtained ”locally-classical“ trajectories. The arguments can
be found in the next section.
Instead of taking the integral over E as before, we can first perform the integrations over reflection points
xk semiclassically. First, we should deform the contour of integration over E so that it will go closely to the
real axis (where the poles lie which we are interested in): E = E ± iǫ, where E is real. The main contribution
will be the one from the configurations where all xk lie in the vicinities of the points E = U(x). We can sum
the reflections in one turning point10, and obtain the semiclassical summation rules for K(E) or Z(E): we
should sum over all trajectories with reflections only in roots 11 of E = U(x) with factors +i or −i for reflections
when trajectory goes from region with higher or lower then E potential correspondingly. In the case of the






whose pole structure gives us just
the Bohr-Sommerfeld quantization (By (· · · ) here and below we denote something analytic in E).
6 Instantons
Now we shall consider the case of the double-well potential. Let the energy be such that E = U(x) has 4 roots










Then the described summation gives us the expression
Z(E) ∼ (...)
e−2R/~ + (e2iS/~ + 1)2
(18)
For oscillator S = 2πi E
~ω . Let E = E






= e−2R/~ ⇒ ∆E = ±~ω2pi e−R/~, which is exactly the known answer. The term e−2R/~ in the
9Of course after integration over reflection points xk in the limit ~ → 0 in the continuous potential only the pure classical
trajectories survive, as written below.
10Practically it is investigating the corresponding equations in the vicinities of turning points.
11To obtain analytically correct in E expression one should consider also complex roots.
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denominator which shifts the pole comes from the geometric series, the N -th term of which contains e−2NR/~.
It corresponds to the path going 2N times from one top to the another and so containing 2N instantons.
There is the well-known computation of the energy splitting (e.g.[1]) which assumes that the main contri-
bution in the path integral for large T is given by N -kink solutions with arbitrary positions of the kinks. Let
us consider the classical trajectories in the upside-down potential. The classical trajectory which connects one
top with the another contains only one instanton for any finite T . If we consider the trajectories with energy
lower than the maximum of the potential then there are possible solutions with N instanton, but the solution
is periodic and, hence, the time intervals between all of them are the same.
Let us show how it can be clarified that for large T the main contribution is indeed given by the trajectories
where particle stays an arbitrary time of the top of the potential. When ~→ 0 in (3,4), the main contribution
is given by the trajectories with the turning points E = U(x). As it was already mentioned above, every such
turn is given actually by the sum over arbitrary combinations of the reflections in the small vicinity of the root.
We can estimate the extra time which the particle spends in the vicinity of this point (in assumption that it
is small w.r.t. T ): ∆T ∼ [~m/(U ′)2]1/3 ∝ ~ 13 eωT3N for N instantons. When ~ → 0 (and T is fixed), of course,
∆T → 0. But if ~ even is very small but fixed 12, the ratio ∆TT grows very fast when T → ∞. Then, the
obtained estimation becomes wrong and ∆TT → 1 (goes to saturation). Thus quantum reflections in the vicinity
of the top are the very thing which makes particle to stay an arbitrary time at the top of the potential when
the energy is close to zero (time goes to infinity).
In the appendix, we show how the standard computation of the energy splitting trough instantons can be
reproduced using the obtained representation for the transition amplitude. Simply speaking, geometric series
shifting the pole in the energy representation turns to exponential series in the time representation.
Note that one of the main features of the Laplace transform is that the contraction w.r.t. time turns to
the multiplication. Thus the functional integral as a sum of different sequences of events during the fixed time
turns to the sum of sequences of independent events, i.e. so that particle at each point of its path ”does not
remember“ the prehistory, and the weights corresponding to the paths in sum have multiplicative structure
(up to factors at the ends): A(P1∪P2)e
iS(P1∪P2) = AP1e
iSP1 · AP2eiSP2 . Such a form also provides rather easy
description of the system which consists of some more basic subsystems. In the case of the double-well potential,
these are two quadratic wells and the intermediate region. In the case of the step-like potential, these are the
steps themselves.
7 Operator representation of the formula for transition amplitude
in energy representation
In this section we show how expansion (4) w.r.t. the reflection points can be represented in operator form.


















p(ξ)dξ · θ(x′′ − x′) (20)
Then expansion (4) can be written as:


















Φ + . . . = (21)
= + + + + + + ...
according to the following simple diagrammatic rules:
= Φ = Φ
T
= p ' /2= − p ' /2
12Formally it is enough that ~→ 0 as power of T .
13In this section we shall set ~ = 1 and m = 1.
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+ . . . (23)
Series (21,23) actually can be summed explicitly, because they consist of the geometric series of the type
1
A−B = A
−1 + A−1BA−1 + . . .. To prove (23) consider the operators u+ and u− which are the sums of terms
in the r.h.s. starting from Φ and ΦT correspondingly. They satisfy the following recurrent relations:





(u+ − u−) (24)







w pw + i∂u = 0 (25)
then simply excluding w we get the desired answer
(p2 + ∂2)u = 2i (26)
8 Straightforward generalization to D-dimensional quantum me-
chanics
Representation (23) of formula (4) hints one to a possible generalization to the D-dimensional quantum me-
chanics. To obtain (23) in D dimensions as it is, we should make an extension to the Clifford algebra. Namely,
nothing will change in the proof of (23) if we make the following substitution:
∂ → ∂ˆ ≡ γa∂a, p′ → (∂ˆp), {γa, γb} = 2δab, a, b = 1 . . .D (27)
There is nothing bad in making such an extension because the resulting answer will be in the C-component.





























+ . . .
]
(28)
Of course, the kernels of i/(p± i∂ˆ) can be computed explicitly in terms of p(x), as in D = 1 case, but it is
also possible to represent them in the following way.
One knows the path integral representation for the Dirac propagator ([5, 6]):
Gm(x




P∈{paths x′ → x′′}











P ds is the length of P , s is the natural parameter on the curve P and ωab = x˙[ax¨b] is the angle
speed of the unit tangent vector. The second factor in (29) is the so-called spin factor. We can generalize it for
our purposes to
G[p](x





















G[p] = iG[p]φG[p] ⇔
δ
δp(y)
G−1[p] = −iδ(x− y) ⇔ G[p] =
1
Const− ip(x) (31)
and then if (30) is true for p(x) = im (it becomes (29)) it is true for arbitrary p(x).














































p(x(s))ds − ET ) and we have made an identification x0 ≡ x′, xN+1 ≡ x′′ again.
Thus we obtained the representation of the transition amplitude as the sum over trajectories in the x-space
(they are indeed geometrical trajectories, not functions x(t) as they are in the standard approach). Again, the
weights for trajectories have multiplicative structure: A(P1∪P2)e
iS(P1∪P2) = AP1e
iSP1 · AP2eiSP2 . The following
consequences (independence of the prehistory, etc.) were already discussed in the section 6.
The path integrals in (29) and (30) are not well-defined, but they have the following feature: the paths
that contribute to the integral have the Hausdorff dimension 1 (contrary to the path integral for the bosonic
propagator where paths have dimension 2). This is due to the spin factor which suppresses the trajectories
with large curvature, and so we can count only smooth trajectories. In D = 1 case14 considered before the
trajectories can not even change the direction.
We can realize both (32) and (4) as the expansion over N - the number of points of discontinuity of the
tangent to a path as the curve in x-space.
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Appendix
A Correspondence with common computation of energy splitting
trough instantons
Consider the transition amplitude in the energy representation in the double-well potential (which is upside-
down in the Euclidean case) going from one top to the other. Let tops be situated at points −a and a. We will
be interested in the case when T →∞ that is in the most left pole in E. Accordingly to what was said before
in (4), we neglect the trajectories with reflections outside the intervals [−a− b,−a+ b] and [a− b, a+ b]. Let
us introduce the basic components of our sum:
1) The ”instanton operator“ with the kernel:










where x1 and x2 are lying in different segments [−a − b,−a + b] and [a − b, a + b]. These two vicinities are
actually symmetric, and we can consider for simplicity just one copy (let us call it ∆) and remember only that
the total number of instantons is odd.
2) The sum of trajectories lying in ∆ between two instantons:































































14It can not be obtained straightforwardly from the general formulas, they are written for D > 1.
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With these ”blocks“ the amplitude reads (in operator form):
iK(−a, a;E) = YinIYout + YinIY IY IYout + YinIY IY IY IY IYout + . . . (37)




(x′) or in operator terms






























where each expression in the brackets is now just a scalar function of E (not operator). The multiplication in
the energy representation corresponds to the contraction in the time’s one:





dtkAn+1(T − tn)An(tn − tn−1) . . . A1(t1) (39)
For Ak(t) = Const · e−αt this contraction is proportional to e−αTT n/n!. In our example this integration exactly
corresponds to the integration over the centers of instantons. Described in the main text, the semiclassical
summation gives that at the most left pole 15
Tr IY ∼ ~ω/2π
~ω
2 − E
e−Sinst/~ ⇒ (Tr IY )(T ) ∼ ω
2π
e−ωT/2e−Sinst/~, T →∞ (40)
Therefore, for large T

























⇒ ∆E = ±~ω
2π
e−Sinst/~ (42)
B Perturbative test of the formula
In this section we show how (4) agrees with the perturbative treatment of the transition amplitude at the first
order. Namely, consider the system (we set ~ = 1 and m = 1) with H = − 12∂2 + λV (x) ≡ H0 + λV (x) and
λ→ 0. For the evolution operator K(T ) = e−HT we have the following perturbative expansion w.r.t. λ:
K(T ) = K0(T )− λ
∫ T
0
dτK0(T − τ)V (x)K0(τ) + . . . (43)
with K0 = e
−H0T . In the energy representation, it is just a geometric series:
K0(E) =
−1














+ . . .
)
(44)























p0 ± i∂ (46)
In this order in λ we need obviously only terms in (21,23) with less then two reflections.16









p0 − i∂ (47)
15Here Sinst is R introduced in the main text.
16This is the general feature: to the λN -order only the terms with N and less reflections contribute.
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We can multiply it by (p20 + ∂
2) from the left and from the right. After algebraic simplifications, we get:
4V p20 = −[∂, V ′] + 4V p20 + {∂2, V } − 2∂V ∂ (49)
One can easily verify that this identity is true.
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