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Abstract
In the present paper, we propose Krylov subspace methods for solving large Lyapunov
matrix equations of the form AX + XAT + BBT = 0 where A and B are real n × n and n × s
matrices, respectively, with s  n. Such problems appear in many areas of control theory
such as the computation of Hankel singular values, model reduction algorithms and others.
The proposed methods are based on the Arnoldi process. We show how to extract low rank
approximate solutions to Lyapunov matrix equations and give some theoretical results. Finally,
some numerical tests will be reported to illustrate the effectiveness of the proposed method.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Lyapunov matrix equations play a fundamental role in numerous problems in
control, communication systems theory and power systems. They arise naturally in
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H∞ optimal control theory [7], stability analysis of dynamical systems [16], and
model reduction of linear time-invariant systems [1,19,26].
These Lyapunov matrix equations have the form
AX + XAT + BBT = 0, (1.1)
where A is an n × n real, large and sparse matrix (n > 1000), X ∈ Rn×n and B ∈
Rn×s with rank(B) = s and s  n.
We assume throughout this paper that λi(A) + λ¯j (A) /= 0 for all i, j = 1, . . . , n
(λi(A) denotes the ith eigenvalue of the matrix A) and this ensures that the solution
X of the problem (1.1) exists and is unique.
For small problems, direct methods for solving the matrix equation (1.1) such as
those given in [2,8,9] are attractive. The standard methods proposed in [2,8] are based
on the Schur decomposition to transform the original equation into a form that can
be easily solved. The Bartels–Stewart algorithm [2] transforms the matrix A into real
Schur form while in the Hessenberg–Schur algorithm [8], the matrix A is reduced
only to upper Hessenberg form. Iterative projection methods for large Lyapunov or
Sylvester matrix equations have been developed during the last years; see [4,6,11–
14,21]. These methods use Galerkin projection methods to produce low-dimensional
Lyapunov or Sylvester matrix equations that are solved by using direct methods. Other
approaches for solving large Lyapunov equations can be found in [3,17,18,20].
Lyapunov matrix equations are used in model reduction techniques such as optimal
Hankel norm approximation [7] and balanced truncation [19]. Consider the following
linear time-invariant dynamical system:
 :
{dx(t)
dt
= Ax(t) + Bu(t), x(0) = x0
y(t) = Cx(t),
where A is an n × n large and sparse matrix, B is n × s and C is q × n with state
x ∈ Rn, input u ∈ Rs and output y ∈ Rq .
The problem consists of approximating  by
ˆ :


dxˆ(t)
dt
= Aˆxˆ(t) + Bˆu(t),
yˆ(t) = Cˆxˆ(t),
where Aˆ ∈ Rk×k , Bˆ ∈ Rk×s and Cˆ ∈ Rq×k with k  n.
Some well-known model reduction methods (see [7,19]) are based on the con-
trollability Wc and observability Wo Gramians computed by solving the Lyapunov
matrix equations
AWc + WcAT + BBT = 0,
ATWo + WoA + CTC = 0.
It has been shown that [7]:
‖− ˆ‖∞  2(σk+1 + · · · + σn),
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where the σi’s are the Hankel singular values of  given by σi = √λi(WcWo) ar-
ranged in decreasing order of magnitude. The H∞ norm ‖‖∞ is the maximum
of the largest singular value of the frequency response and is defined as ‖‖∞ =
supω∈R(σmax(G(jω)) where G(.) denotes the transfer function associated with 
and jω varies over the entire imaginary axis.
Note that the matrix equation (1.1) can be formulated as an n2 × n2 linear system
using the Kronecker product formulation (In ⊗ A + A ⊗ In) vec(X) + vec(BBT) =
0. Then Krylov subspace methods such as the GMRES algorithm [22] could be used
to solve this linear system. This formulation is expensive for large problems.
For the case s = 1, Saad [21] used the classical Arnoldi algorithm to compute a
low-rank approximation of the form Xm = V˜mYmV˜Tm where Ym is the solution of
the low-dimensional Lyapunov equation
(V˜
T
mAV˜m)Ym + Ym(V˜TmATV˜m) + V˜TmBBTV˜m = 0,
where V˜m is the orthonormaln × mmatrix obtained by applying the classical Arnoldi
process to the pair (A,B) [21]. This technique has been generalized to the case s > 1
(see [12]) where a block version of the Arnoldi algorithm has been considered. In the
present paper we give a new matrix Krylov subspace technique.
LetKm(A,B) be the matrix Krylov subspace of Rn×s given by
Km(A,B) = span{B;AB; . . . ;Am−1B}.
We will selectVm to be an F -orthonormal basis ofKm(A,B) by using the global
Arnoldi process defined in [15]. Basically, the global Arnoldi algorithm is the stan-
dard Arnoldi algorithm applied to the matrix pair (A, b) where A = Is ⊗ A and
b = vec(B).
The basic connection is that if X ∈ Rns×ns satisfies the Lyapunov equation
AX+XAT + bbT = 0, (1.2)
then the sum of its diagonal blocks solves (1.1). Correspondingly, an approximate
solution of (1.2) provides an approximation to the solution of (1.1).
Throughout the remainder of this paper, we will exploit approximations to the
solution X of (1.1) that have the form
Xm =VmZmVTm,
where Zm ∈ Rms×ms is a symmetric matrix with a special structure to be given later.
The paper is organized as follows. Section 2 is devoted to the global Arnoldi
method with some theoretical results. In Section 3, the solution of the Lyapunov
equation is represented in a new form. In Section 4, we show how to extract low-rank
approximate solutions to Lyapunov matrix equations by using the global Arnoldi
algorithm and give some theoretical results. The last section is devoted to numerical
experiments.
We use the following notation. For two matrices Y and Z in Rn×s , we define the
inner product 〈Y,Z〉F = trace(Y TZ). The associated norm is the Frobenius norm
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denoted by ‖.‖F . A system of vectors (matrices) of Rn×s is said to be F -orthonor-
mal if it is orthonormal with respect to 〈., .〉F . For Y = [yi,j ] ∈ Rn×s , we denote
by vec(Y ) the vector of Rns defined by vec(Y ) = [y(., 1)T, y(., 2)T, . . . , y(., s)T]T
where y(., j), j = 1, . . . , s, is the j th column of Y . Is and 0s will denote the s × s
identity and null matrices respectively. Finally, A ⊗ B = [ai,jB] denotes the Kro-
necker product of the matrices A and B. For this product, we have the following
properties:
vec(ABC) = (CT ⊗ A)vec(B),
vec(A)Tvec(B) = trace(ATB),
(A ⊗ B)(C ⊗ D) = (AC ⊗ BD),
(A ⊗ B)T = AT ⊗ BT.
2. The global Arnoldi algorithm
The global Arnoldi algorithm [15] constructs an F -orthonormal basis V1, V2, . . . ,
Vm of the matrix Krylov subspaceKm(A,B); i.e.,
〈Vi, Vj 〉F = 0 for i /= j ; i, j = 1, . . . , m and
〈Vi, Vi〉F = 1.
We note that Z ∈Km(A,B) means that
Z =
m−1∑
i=0
αiA
iB, αi ∈ R, i = 0, . . . , m − 1.
We recall that the minimal polynomial P (scalar polynomial) of A with respect to
B ∈ Rn×s is the nonzero monic polynomial of lowest degree such that P(A)B = 0.
The degree p of this polynomial is called the grade of B and we have p  n.
The modified global Arnoldi algorithm is described as follows:
Algorithm 1 (The modified global Arnoldi algorithm).
1. Choose an n × s matrix V1 such that ‖V1‖F = 1,
2. for j = 1, . . . , m
V˜ = AVj ,
for i = 1, 2, . . . , j ,
hi,j = trace(V Ti V˜ ),
V˜ = V˜ − hi,jVi,
end
hj+1,j = ‖V˜ ‖F ,
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Vj+1 = V˜ /hj+1,j ,
end.
When s = 1, the global Arnoldi algorithm reduces to the classical Arnoldi algo-
rithm.
We have the following properties [15].
Proposition 1. Let p (p  n) be the degree of the minimal polynomial of A with
respect to V1, then the following statements are true.
(1) The matrix Krylov subspaceKp(A, V1) is invariant under A andKm(A, V1) is
of dimension m if and only if p is greater than m − 1.
(2) The global Arnoldi algorithm will stop at step m if and only if the grade of V1 is
m.
(3) For m  p, {V1, V2, . . . , Vm} is an F -orthonormal basis of the matrix Krylov
subspaceKm(A, V1).
Remarks
(1) The global Arnoldi algorithm breaks down at step j if and only if hj+1,j = 0
and in this case an invariant subspace is obtained. This corresponds to a “lucky
breakdown”. We note that for the block Arnoldi algorithm a serious break down
may occur and deflation techniques are needed in this case.
(2) As can be seen from the global Arnoldi algorithm, linear dependence between
the vector-columns of the generated matrices (Vi, i = 1, . . . , m) has no effect
on the algorithm. In fact as we are working with a matrix Krylov subspace,
the global Arnoldi algorithm allows us to generate the F -orthonormal basis
{V1, V2, . . . , Vm} (i.e., trace(V Ti Vj ) = δi,j ) of this matrix Krylov subspace. This
is a major difference between the global and the block Arnoldi algorithms. The
matrices constructed by the block Arnoldi algorithm have their columns mutually
orthogonal.
(3) We also note that the block Arnoldi algorithm constructs an orthonormal
basis of the block Krylov subspaceKm(A, V1) ⊆ Rn while the global Arnoldi
algorithm generates an F -orthonormal basis of the matrix Krylov subspace
Km(A, V1) ⊆ Mn,s whereMn,s is the space of real matrices having dimension
n × s.
Let us now introduce some notation:
Vm denotes then × ms matrixVm = [V1, . . . , Vm]. H˜m denotes the (m + 1) × m
upper Hessenberg matrix whose entries hi,j are defined by Algorithm 1 and Hm is
the m × m matrix obtained from H˜m by deleting its last row.
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Note that the Hessenberg matrixHm in the global Arnoldi algorithm is of dimension
m × m while for the block Arnoldi algorithm [23], Hm is a block Hessenberg matrix
of dimension ms × ms. This is an important difference between the global Arnoldi
and the block Arnoldi [23] algorithms.
WithVm, Hm defined by the global Arnoldi algorithm, and using the Kronecker
product ⊗, the following relation is satisfied [15]:
AVm =Vm(Hm ⊗ Is) + hm+1,mVm+1ETm, (2.1)
where ETm = [0s , . . . , 0s , Is].
3. Exact solution of the Lyapunov matrix equation
It was shown in [10,25] that the unique solution to the Lyapunov equation (1.1)
has the representation
X =
p∑
j=1
p∑
i=1
γi,jA
i−1BBT(AT)j−1, (3.1)
where p is the degree of the minimal polynomial P of A with respect to B (P(A)B =
0) and the matrix = [γi,j ]i,j=1,...,p is the solution of a low order Lyapunov equation
(see [5]).
We will show how the coefficients γi,j could be computed from the basis
constructed by the global Arnoldi algorithm. We first give the following lemma
which is easy to prove and to be used later.
Lemma 1. Let p be the grade of B and m  p. Let Vm be the matrix defined by
Vm = [V1, . . . , Vm], where the matrices V1, . . . , Vm are constructed by the global
Arnoldi algorithm. Then, we have
AjV1 =Vm(Hjme1 ⊗ Is), ∀j = 0, . . . , m − 1
with e1 = (1, 0, . . . , 0)T ∈ Rm.
The relation (3.1) can be expressed as
X = [B AB · · · Ap−1B] (⊗ Is)


BT
BTAT
...
BT(AT)p−1

 ,
where  =


γ1,1 · · · γ1,p
...
...
γp,1 · · · γp,p

.
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Using Lemma 1 and the fact that B = ‖B‖FV1 we obtain the following expression:
X = ‖B‖2FVp
([
e1 Hpe1 · · · Hp−1p e1
]
⊗ Is
)
×(⊗ Is)




eT1
eT1 H
T
p
...
eT1 (H
T
p )
p−1

⊗ Is

VTp.
Then from the properties of the Kronecker product, it follows that
X = ‖B‖2FVp


[
e1 Hpe1 · · · Hp−1p e1
]



eT1
eT1 H
T
p
...
eT1 (H
T
p )
p−1

⊗ Is

VTp.
Consider now the matrix ˆ defined by
ˆ = ‖B‖2F
[
e1 Hpe1 · · · Hp−1p e1
]



eT1
eT1 H
T
p
...
eT1 (H
T
p )
p−1

 ,
then we obtain the simplified expression
X =Vp(ˆ⊗ Is)VTp. (3.2)
Since B = ‖B‖FV1, where p is the grade of A for the matrix B, we have
AVp =Vp(Hp ⊗ Is). (3.3)
Finally, using the relations (3.2) and (3.3), we can deduce that
AX + XAT + BBT =Vp[(Hpˆ+ ˆHTp + e1eT1 ‖B‖2F ) ⊗ Is]VTp = 0.
ˆ is the solution of the Lyapunov matrix equation
Hpˆ+ ˆHTp + ‖B‖2F e1eT1 = 0. (3.4)
Note that the matrix
[
e1 Hpe1 · · · Hp−1p e1
]
is an upper triangular matrix and
the diagonal elements are all nonzero.
The exact solution of the Lyapunov equation (1.1) is given by (3.2) and (3.4).
4. The Lyapunov global Arnoldi method
We shall see now how to extract low-rank approximate solutions to the Lyapunov
matrix equation (1.1) by using the global Arnoldi algorithm.
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Since the exact solution is given by the expressions (3.2) and (3.4), the approximate
solution Xm that we will consider is defined by
Xm =Vm(Ym ⊗ Is)VTm, (4.1)
where Ym is the symmetric m × m matrix satisfying the low-dimensional Lyapunov
equation
HmYm + YmHTm + ‖B‖2F e1eT1 = 0 (4.2)
with e1 = (1, 0, . . . , 0)T ∈ Rm. From now on, we assume that for increasing m,
λi(Hm) + λ¯j (Hm) /= 0 for all i, j = 1, . . . , m which ensures that (4.2) has a unique,
symmetric and semidefinite solution Ym.
The low-dimensional Lyapunov equation (4.2) will be solved by a standard direct
method such as the Hessenberg–Schur method [8].
Note that, at step m, the method proposed in [12], which is based on the block
Arnoldi algorithm, yields a reduced order Lyapunov equation of dimension ms × ms
while the projected equation (4.2) is of dimension m × m.
Next, we give an upper bound for the residual norm that can be used to stop the
iterations in the Lyapunov global Arnoldi algorithm without having to compute extra
products involving the matrix A.
Theorem 1. Let Xm be the approximate solution obtained, at step m, by the Lyapu-
nov global Arnoldi algorithm and let R(Xm) = AXm + XmAT + BBT be the corre-
sponding residual. Then
‖Rm(Xm)‖F 
√
2(m + 1)|hm+1,m|‖Y (m)m ‖2, (4.3)
where Y (m)m is the last column of the matrix Ym.
Proof. At step m, the residual can be expressed as
Rm(Xm) = AVm(Ym ⊗ Is)VTm +Vm(Ym ⊗ Is)VTmAT + BBT.
Invoking the relation (2.1) and the fact that Em = em ⊗ Is , we obtain
Rm(Xm) =Vm+1
×
[(
HmYm + YmHTm + e1eT1 ‖B‖2F hm+1,mYmem
hm+1,meTmYm 0
)
⊗Is
]
VTm+1.
Therefore by using (4.2) and taking the F -norm of the residual, it follows that
‖Rm(Xm)‖F  ‖VTm+1‖F
×
∥∥∥∥Vm+1
[(
0 hm+1,mYmem
hm+1,meTmYm 0
)
⊗ Is
]∥∥∥∥
F
.
Since {V1, V2, . . . , Vm+1} is an F -orthonormal basis of the matrix Krylov subspace
Km+1(A,B) andVm+1 = [V1, V2, . . . , Vm+1], we have ‖Vm+1‖F =
√
m + 1. On
the other hand it is not difficult to verify that
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∥∥∥∥Vm+1
[( 0 hm+1,mYmem
hm+1,meTmYm 0
)
⊗ Is
]∥∥∥∥
F
=
∥∥∥∥
( 0 hm+1,mYmem
hm+1,meTmYm 0
)∥∥∥∥
F
= √2 ∥∥hm+1,mYmem∥∥F
= √2 |hm+1,m| ‖Y (m)m ‖2,
therefore
‖Rm(Xm)‖F 
√
2(m + 1) |hm+1,m| ‖Y (m)m ‖2,
where Y (m)m is the last column of the matrix Ym. 
The upper bound on the norm of the residual R(Xm) given by (4.3) can be used
to stop the iterations in the Lyapunov global Arnoldi algorithm. The approximate
solution Xm is computed only when convergence is achieved and this reduces the
cost of the method.
The Lyapunov global Arnoldi algorithm is summarized as follows.
Algorithm 2 (The Lyapunov global Arnoldi algorithm).
1. Choose a tolerance  > 0, an integer parameter k1 and set k = 0, m = k1,
2. for j = k + 1, k + 2, . . . , k + k1
construct the F -orthonormal basis Vk+1, . . . , Vk+k1 and the matrix Hm by Algo-
rithm 1,
3. end,
4. solve the low-dimensional problem: HmYm + YmHTm + ‖B‖2F e1eT1 = 0,
5. compute the upper bound for the residual norm: rm = √2(m + 1)|hm+1,m|
‖Y (m)m ‖2,
6. if rm > , set k := k + k1, m = k + k1 and go to step 2.
7. The approximate solution is represented as the matrix product: Xm =Vm(Ym ⊗
Is)V
T
m.
Remarks
(1) Note that the solution of the low-order Lyapunov equation is computed every
k1 iterations where k1 is a chosen parameter.
(2) When s = 1, the Lyapunov global and block Arnoldi algorithms reduce to the
Lyapunov Arnoldi method proposed by Saad in [21].
The following result shows that Xm is an exact solution of a perturbed Lyapunov
matrix equation.
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Theorem 2. Assume that m steps of the Lyapunov global Arnoldi algorithm have
been run and Vm is of full rank. Let Xm be the obtained approximate solution to
(1.1), where Xm is defined by the relations (4.1) and (4.2). Then Xm is a solution of
the perturbed problem:
(A − m)Xm + Xm(A − m)T + BBT = 0, (4.4)
wherem = hm+1,mVm+1ETmV+m andV+m = (VTmVm)−1VTm is the pseudo-inverse
ofVm.
Proof. Applying the Kronecker product to the Lyapunov matrix equation (4.2), we
obtain
(Hm ⊗ Is)(Ym ⊗ Is) + (Ym ⊗ Is)(HTm ⊗ Is) + ‖B‖2F (e1 ⊗ Is)(eT1 ⊗ Is) = 0.
Multiplying this matrix equation on the left byVm, on the right byVTm and using
the relation (2.1) it follows that
[AVm − hm+1,mVm+1ETm](Ym ⊗ Is)VTm +Vm(Ym ⊗ Is)
×[AVm − hm+1,mVm+1ETm]T + ‖B‖2F Vm(e1 ⊗ Is)(eT1 ⊗ Is)VTm = 0.
Now, using the fact thatVm(e1 ⊗ Is) = V1 = B/‖B‖F and that Xm =Vm (Ym ⊗
Is)V
T
m, it follows that
(A − m)Xm + Xm(AT − Tm) + BBT = 0
with m = hm+1,mVm+1ETmV+m. 
The norm ofV+m may become arbitrarily large and this implies a large backward
error.
In [12], a similar result with a potentially smaller backward error was given for the
Lyapunov block Arnoldi algorithm. We note that in both cases there is no guarantee
that the norms of these backward errors are nonincreasing for increasing m. For the
case s = 1, small backward errors have been observed in numerical experiments with
the Arnoldi and the Lanczos algorithms [13].
When the matrix A is stable (Re(λi(A)) < 0, for all i), the Lyapunov matrix
equation (1.1) has a unique solution given by the integral representation
X = −
∫ ∞
0
etABBTetA
T dt.
The logarithmic “2-norm” of a matrix M ∈ Rq×q is defined by
µ2(M) = 12λmax(M + M
T).
Note thatµ2(M) < 0 implies thatM is a stable matrix. The logarithmic norm provides
a useful bound on the matrix exponential. It is known [27] that
‖etM‖2  eµ2(M)t ; M ∈ Rq×q and t  0.
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The following result provides an upper bound for the norm of the error.
Theorem 3. Assume that µ2(A) = λmax(A + AT) < 0. Let Xm be the approximate
solution obtained, at step m, with the Lyapunov global Arnoldi algorithm and let
	X = X − Xm denote the corresponding error where X is the exact solution of
(1.1). Then
‖	X‖2  |hm+1,m||µ2(A)| ‖Y
(m)
m ‖2,
where Y (m)m is the last column of the m × m matrix Ym.
Proof. The perturbed Lyapunov matrix equation (4.4) can be written as
AXm + XmAT + BBT = Lm with Lm = mXm + XmTm. (4.5)
Subtracting (4.5) from the matrix equation (1.1) we get the new Lyapunov matrix
equation
A	X + 	XAT + Lm = 0 with 	X = X − Xm.
As µ2(A) < 0, the matrix A is stable and then 	X = X − Xm can be expressed as
follows:
	X = −
∫ +∞
0
etALme
tAT dt,
therefore
‖	X‖2  ‖Lm‖2
∫ +∞
0
‖etA‖22 dt.
Now from the upper bounds ‖eAt‖2  eµ2(A)t and ‖Lm‖2  ‖Lm‖F , it follows that
‖	X‖2  ‖Lm‖F 12|µ2(A)| .
Moreover, Lm can be expressed as
Lm = hm+1,m[Vm+1ETmV+mXm + Xm(V+m)TEmV Tm+1].
Using (4.1) it follows that
Lm = hm+1,m[Vm+1(eTmYm ⊗ Is)VTm +Vm(Ymem ⊗ Is)V Tm+1].
Then as ‖V Tm+1‖F = 1, we get
‖Lm‖F  2 |hm+1,m| ‖Vm(Ymem ⊗ Is)‖F .
Since the block columns V1, . . . , Vm of the matrixVm form an F -orthonormal basis,
we can easily obtain
‖Vm(Ymem ⊗ Is)‖F = ‖Ymem‖2 = ‖Y (m)m ‖2,
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Table 1
Costs for Lyapunov global Arnoldi and Lyapunov block Arnoldi algorithms
Cost Lyapunov block Arnoldi Lyapunov global Arnoldi
Matrix-vector s(m + 1) s(m + 1)
Mult. of blocks of dim. n × s and s × s m(m + 1)/2
n-vector DOT m(m + 1)s2/2 m(m + 1)s/2
MGS on n × s blocks m
Solving low-order Lyapunov equation O(m3s3) O(m3)
hence
‖Lm‖F  2|hm+1,m|‖Y (m)m ‖2,
and therefore
‖	X‖2  |hm+1,m||µ2(A)| ‖Y
(m)
m ‖2. 
Theorem 3 also shows that if hm+1,m = 0, which means that an invariant subspace
of A has been obtained, then the approximation Xm coincides with the exact solution
of the Lyapunov equation (1.1).
For operation requirements we listed in Table 1 the major work, at each iteration
m, used for the Lyapunov block and global- Arnoldi algorithms. Although the block
Arnoldi algorithm converges in at mostn/s iterations [24] (the vectors produced by
the block Arnoldi process generate the whole space Rn when ms = n), the algorithm
becomes expensive, for sparse matrices, as m increases. In fact, in addition to matrix-
vector products the Lyapunov block Arnoldi algorithm requires the application of the
modified Gram–Schmidt process on matrices of dimension n × s and the solution of
Lyapunov equations of order ms. The block Arnoldi algorithm is advantageous if a
moderately low number of iterations is accompanied by a high cost of matrix vector
operations with the coefficient matrix A.
5. Numerical examples
The tests reported here were run on SUN Microsystems workstations using Matlab.
For all the examples, the entries of the n × s matrix B were random values
uniformly distributed on [0, 1] and the starting block V1 is V1 = B/‖B‖F .
Experiment 1. For the first experiment, we compared the true residual norm and the
upper bound given by Theorem 1. The matrix A was the test matrix PDE225 from
the Harwell Boeing collection (n = 225 and nnz(A) = 1065, where nnz(A) is the
number of nonzero entries in A). For this experiment, we used s = 4 and k1 = 5. In
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Fig. 1. True residual norms and the corresponding upper bounds for A = PDE225.
Fig. 1, we plotted the true residual norm (dashed-dotted line) and the corresponding
upper bound (solid line) versus the iterations.
For the second set of experiments, we compared the performance of the Lyapunov
block Arnoldi and the Lyapunov global Arnoldi algorithms for solving the Lyapunov
matrix equation (1.1).
Experiment 2. In this experiment, we compared the performance of the Lyapunov
block Arnoldi and Lyapunov global Arnoldi algorithms.
The matrix A is generated from the 5-point discretization of the operator
L(u) = 	u − f1(x, y) ux − f2(x, y)
u
y
− g(x, y) u
on the unit square [0, 1] × [0, 1] with homogeneous Dirichlet boundary conditions.
We set f1(x, y) = sin(x + 2y), f2(x, y) = ey and g(x, y) = xy. The dimension of
the matrix A is n = n20 where n0 is the number of inner grid points in each direction.
For this experiment we set n = 2500, s = 4 and k1 = 5. The tests were stopped when
the F -norm of the residual is less than 10−7 for the Lyapunov block Arnoldi algorithm
and when the upper bound of the F -norm of the residual (Theorem 1) is less than
10−7 for the Lyapunov global Arnoldi algorithm. The obtained results are reported
in Table 2.
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Table 2
Effectiveness of Lyapunov global Arnoldi and Lyapunov block Arnoldi algorithms; n = 2500, s = 4 and
k1 = 5
Lyapunov global Arnoldi Lyapunov block Arnoldi
Iterations 42 26
Residual norms 5.5 × 10−8 2.7 × 10−8
Flops 1.7 × 109 1.1 × 1010
CPU-time in sec. 189 825
As A is a sparse matrix, the larger CPU times and flops needed for the Lyapunov
block Arnoldi solver [12] are attributed to the computational expenses of the block
Arnoldi algorithm and to the computation of the solution of the projected Lyapunov
equation of order ms for increasing m. The block Arnoldi algorithm is advantageous
for relatively dense matrices or smaller ms.
6. Conclusion
In this paper, we introduced a new method for computing low-rank approximate
solutions to large Lyapunov matrix equations. The proposed method is a Krylov
subspace method based on the global Arnoldi process. As the exact solution is given
by the expressions (3.2) and (3.4), it was natural to consider approximate solutions
given by (4.1) and (4.2). We gave expressions of the exact solution and show how
to extract approximations. Other new results were also derived. The experiments
illustrate the advantages of the method for sparse matrices and low-rank right-hand
sides.
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