Abstract This paper considers a family of finite dimensional simple Lie superalgebras of Cartan type over a field of characteristic p > 3, the so-called special odd contact superalgebras. First, the spanning sets are determined for the Lie superalgebras and their relatives. Second, the spanning sets are used to characterize the simplicity and to compute the dimension formulas. Third, we determine the superderivation algebras and the first cohomology groups. Finally, the dimension formulas and the first cohomology groups are used to make a comparison between the special odd contact superalgebras and the other simple Lie superalgebras of Cartan type. 
Introduction
The theory of Lie superalgebras has seen a significant development. For example, V. G. Kac classified the finite dimensional simple Lie superalgebras and the infinite dimensional simple linearly compact Lie superalgebras over algebraically closed fields of characteristic zero (see [4, 5, 11] ). But there are not so plentiful results for modular Lie superalgebras (that is, Lie superalgebras over fields of prime characteristic). The classification problem is still open for finite dimensional simple modular Lie superalgebras (see [1, 15] for example). As far as we know, [6, 10] should be two of the earliest papers on modular Lie superalgebras. Recently, certain new simple Lie superalgebras over a field of characteristic 3 were constructed and studied [1, 2] . In [3, 9, 15] six families of finite dimensional modular Lie superalgebras of Cartan type W, S, H, K, HO and KO were considered and the simplicity and restrictiveness were determined. The superderivation algebras have been sufficiently studied for these Lie superalgebras [8, 9, 14, 16] . In a recent paper [7] , the finite dimensional special odd Hamiltonian superalgebras were introduced and the spanning set, simplicity and dimension formula were determined.
In the present paper, motivated by [5, 7] , we study a family of finite dimensional Lie superalgebras of Cartan type over a filed of characteristic p > 3, the special odd contact superalgebras, and determine the spanning sets, simplicity, dimension formulas, the superderivations and the first cohomology. From the discussions and certain conclusions in this paper one may see that, as in the non-modular case, the special odd contact superalgebras possess more complicated structures and have no analogous in the finite dimensional modular Lie algebras of Cartan type (cf. [12, 13] ).
Preliminaries
Throughout F is a field of characteristic p > 3; Z 2 := {0,1} is the additive group of two elements; N and N 0 are the sets of positive integers and nonnegative integers, respectively. Fix an integer n ≥ 3 and an n-tuple t := (t 1 , . . . , t n ) ∈ N n . Put π := (π 1 , . . . , π n ), where π i := p ti − 1 for i ∈ 1, n. Let O(n; t) be the divided power algebra with F-basis {x (α) | α ∈ A(n; t)}, where A(n; t) := {α ∈ N n 0 | α i ≤ π i }. Note that x (0) := 1 ∈ O(n; t), where 0 = (0, . . . , 0) ∈ A(n; t). For ε i := (δ i1 , δ i2 , . . . , δ in ) ∈ A(n; t), write x i for x (εi) , where i = 1, n. Let Λ(m) be the exterior superalgebra over F in m variables x n+1 , x n+2 , . . . , x n+m . Set B(m) := i 1 , i 2 , . . . , i k | n + 1 ≤ i 1 < i 2 < · · · < i k ≤ n + m; k ∈ 0, m .
For u := i 1 , i 2 , . . . , i k ∈ B(m), write |u| := k x u := x i1 x i2 · · · x i k , and denote by u itself the index set {i 1 , i 2 , . . . , i k }. For u, υ ∈ B(m) with u ∩ υ = ∅, write u + υ for the uniquely determined element w ∈ B(m) such that w = u ∪ υ. If υ ⊂ u, write u − υ for the uniquely determined element w ∈ B(m) such that w = u \ υ. Clearly, the associative superalgebra O(n, m; t) := O(n; t) ⊗ Λ(m) has a so-called standard F-basis {x (α) ⊗ x u | (α, u) ∈ A(n; t) × B(m)}.
Let ∂ r be the superderivation of O(n, m; t) defined by ∂ r (x (α) ) = x (α−εr ) for r ∈ 1, n and ∂ r (x s ) = δ rs for r, s ∈ 1, n + m. The generalized Witt superalgebra W (n, m; t) is F-spanned by {f r ∂ r | f r ∈ O(n, m; t), r ∈ 1, n + m}. Note that W (n, m; t) is a free O (n, m; t)-module with basis {∂ r | r ∈ 1, n + m}. In particular, W (n, m; t) has a standard F-basis {x (α) x u ∂ r | (α, u, r) ∈ A(n; t) × B(m) × 1, n + m}.
For an n-tuple α := (α 1 , . . . , α n ) ∈ N n 0 , put |α| := n i=1 α i . The associative algebra O(n, m; t) has a standard Z-grading structure O(n, m; t) = ⊕ ξ i=0 O(n, m; t) i , where O(n, m; t) i := span F {x (α) x u | |α| + |u| = i}, ξ := |π| + m.
For a vector superspace V = V0 ⊕ V1, we write p(x) := θ for the parity of a homogeneous element x ∈ V θ , θ ∈ Z 2 . Once the symbol p(x) appears in this paper, it will imply that x is a Z 2 -homogeneous element. When m = n + 1, we write O := O(n, n + 1; t). Recall the odd contact superalgebra, which is a simple Lie superalgebra contained in W (n, n+1; t), defined as follows (see [3, 5] ):
(see [3, 5] ). Given λ ∈ F, put
and
Then one can verify that SKO ′′ (n, n + 1; λ, t) is a subalgebra of KO(n, n + 1; λ, t) (c.f. [5] ). The following symbols will be frequently used in this paper:
for fixed (α, u) ∈ A(n; t) × B(n + 1),
Recall some Lie superalgebras contained in W (n, n; t):
SHO(n, n; t) := [SHO ′ (n, n; t), SHO ′ (n, n; t)].
It was proven in [7] that SHO(n, n; t) = span
where
Let K(n, n + 1; λ, t) be the subspace spanned by the elements D KO (a), where
, that is, a, b ∈ O(n, n; t), then by (1.1), we have
It follows that K(n, n+1; λ, t) is a subalgebra of SKO ′ (n, n+1; λ, t). Moreover, the mapping
is an isomorphism of Lie superalgebras. In this paper we mainly study the following derived superalgebras
called the special odd contact (Lie) superalgebras. For simplicity, in the following sections we shall write g for SKO and usually omit the parameters (n, n + 1; λ, t).
Spanning sets
From now on, we take the convention that the expression x (α) x u implies that α ∈ A(n; t) and u ∈ B(n). For f ∈ O, if there is i ∈ 1, n such that ∇ i (f ) = 0, then f is called iintegral. If I(α, u) = ∅, we write q (α,u) := min I(α, u). Recall our convention that n ≥ 3. To formulate the linear generators of g ′′ (Theorem 2.1), we introduce the following symbols for q ∈ I(α, u),
One can easily verify that ∪
In the following, we use frequently a decomposition: Given j ∈ n + 1, 2n + 1 any element f ∈ O can be uniquely written as
. From (1.4) we know that K(n, n + 1; λ, t) ∼ = SHO ′ (n, n; t). Then by [7, Theorem 2.7] , K(n, n + 1; λ, t) is spanned by S 1 ∪ S 2 . Thus, we can suppose
where a (α,u) ∈ F. Suppose nλ − zd(x (α) x u ) = 0 in F for some α, u with I(α, u) = ∅ and I(α, u) = ∅. It follows from (2.3) that a (α,u) = 0. Thus (2.4) can be rewritten as
Then by (2.3), we have ∆(g) = 0. Hence g ∈ F or D KO (g) ∈ K(n, n + 1; λ, t). Consequently,
From (2.5) and (2.6) it follows that
This combining (2.7) shows that
Proof. Using (1.1), one may directly compute.
, where g, h satisfy the conditions (1.3). Then by (1.4),
and the conclusion follows from [7, Proposition 3.4] .
Put
Note that
It is clear that
Given r ∈ 1, n, let
For (i 1 , . . . , i r ) ∈ J(r), r ∈ 0, n, let
We list some technical formulas, which will be used later. Suppose
Suppose f ∈ O(n, n; t) is q-integral, where q ∈ 1, n. Put
In the sequel, once the symbol Y (f, q) appears, it will impliy that f ∈ O(n, n; t) is qintegral. NOTICE that in Lemmas 2.4, 2.5, Theorems 2.6 and 2.7 we will always assume that
Proof. Using (1.1), one can directly compute.
Given λ ∈ F and l ∈ Z, put
the set of all the integer solutions between 0 and n of the equation that nλ − n + 2x
Proof. If there exists no such k, then
Then by (2.11) we have s = 0. This contradicts the assumption that s = 0. The proof is complete.
If nλ + 1 = 0 in F and S 0 (n, λ) = ∅, then
Proof. In the light of Theorem 2.1, our discussion is divided into six parts.
Consider the elements in S 3 , say, E(α, u, 2n + 1, q(α, u)).
By (2.9), we have
Let us show the assertion in Part 3.
cannot be all zero in F. By (2.12) and (2.13), we have
Subpart 3.2. If α q ≡ −2 (mod p) and α i1 ≡ 1 (mod p), then by Subpart 3.1,
Since E(0, i
Subpart 3.3. If α q ≡ −2 (mod p) and −2nλ + zd(α, u) = 0 in F, then by (2.9) , we have
Subpart 3.4. If α q ≡ −2 (mod p) and −2nλ + zd(α, u) = 0 in F and G(α, u, 2n + 1, q) = ±G, then there is i ∈ 1, n such that
that is, G ∈ g ′ . Conversely, we consider two cases separately:
where s ∈ F. Subcase 1.1.
Assume that
. By symmetry one may assume that i ∈ 1, n. Then it is easily seen that
It follows that α + β = π and u + v = ω (meaning u ∩ v = ∅). Noticing that I(α, u) = I(β, v) = ∅, one may easily deduce that I(α, u) = ∅, contradicting our assumption. This shows that s = 0.
with I(α, u) = ∅, q ∈ I(α, u) = ∅, I(β, v) = ∅ and I(β, v) = ∅. Assume that s = 0. In the light of [7, Lemma 3.2] , there is k ∈ 1, 2n such that
Now, in combination with [7, Theorem 3.8] , one may prove s = 0.
where s ∈ F, by Lemma 2.5, there is k ∈ 1, n such that f 0 and g 0 be k-integral. By Case 1, we have
Pay attention to the monomials in (2.11) which do not contain x 2n+1 . Note that zd(α, u) + zd(β, v) ≡ −2 (mod p). We have
It follows that s = ±2(nλ + 1) in F. Part 5. Assert that for r ∈ 0, n, 
, then there are 0 = a ∈ F and h 1 ∈ O(n, n; t) such that 
we have D KO (X(i 1 , . . . , i r )) ∈ g for all r / ∈ S 2 (λ, n). For distinct i, j, k ∈ 1, n and q ∈ 1, n, we list some technical formulas, which will be used later:
Note that T, S ⊆ S 3 .
Theorem 2.8. g is generated by T ∪ S ∪ {D KO (1)}.
Proof. Let Y := alg F (T ∪ S ∪ {D KO (1)}). By Theorem 2.6, we may complete the proof by the following four steps.
Step 1. Use induction on the number of variables of E(α, u, 2n + 1, q(α, u)) ∈ S 3 to show that S 3 ⊆ Y. Case 1.1. Assert that for distinct i, j, q ∈ 1, n,
If k i − k j ≡ 0 (mod p), the conclusion follows from (2.18). If k i − k j ≡ 0 (mod p), we consider two cases separately: Subcase 1.1.1. Suppose k i = π i or k j = π j , say, k j = π j . From the above, we have
By Lemma 2.2,
If k i + k j ≡ 0 (mod p), then by (2.27) we have,
It follows from Lemma 2.2 that
Without loss of generality, suppose k i ≤ π i − 2. From the above, we have
Note that E(0, i ′ ) ∈ Y and
We have E(k i ε i + (k j + 1)ε j , j ′ , q) ∈ Y and then
It follows from (2.28) that
Similar to Cases 1.1 and 1.2, using (2.19)-(2.26) we may obtain that
Then by (2.9) and induction one can show that S 3 ⊆ Y.
Step 2. By Part 3 in the proof of Theorem 2.6 and Step 1 we have S 4 \ {±G} ⊆ Y.
Step 3. Assert that
can be easily seen by Lemma 2.2, since S 3 ∪ S 4 \ {±G} ⊆ Y. Note that
We have
Step 4. Let us show that (X(i 1 , . . . , i r )), (2.30) holds.
Simplicity and dimension formulas
Using the spanning set of g (Theorem 2.8), let us prove the following Theorem 3.1. g is a simple Lie superalgebra.
Proof. Let I be a nonzero ideal of g. By Theorem 2.8, it suffices to show that T ∪ S ∪ {D KO (1)} ⊂ I.
First, assert that D KO (1) ∈ I. By Lemma 2.2, I must contain a nonzero element
One may assume that ∂ j (f ) = 0 for all j ∈ n + 1, 2n + 1. Write
The assertion follows. Second, assert that T ⊆ I. By Lemma 2.2,
The assertion follows from (3.1) and (3.2).
Finally, it suffices to show that S ⊆ I. This follows directly from that
where q = i. 
Proof. By [7, Theorem 4.7] and (1.4), we have
By [7, Theorem 4.7] and (1.2), we have
Our formula follows from Theorems 2.1, 2.6 and 2.7.
To make a comparison between the special odd contact superalgebras and the other simple Lie superalgebras of Cartan type, we list certain known dimension formulas. Lemma 3.3 (see [7, 9] ). Suppose m, n > 2, t ∈ N m .
Corollary 3.4. SKO(p+2, p+3; (p−1)/2, r) is not isomorphic to any Lie superalgebras of Cartan type W (m, n; t), H(m, n; t), KO(m, m+1; t) or SHO(m, m; t) for arbitrary integers m, n > 2, r ∈ N p+2 and t ∈ N m .
Proof. By Theorem 3.2, we have
Then dim SKO(p + 2, p + 3; (p − 1)/2, t) is odd and our corollary follows from Lemma 3.3. 
Superderivations
Define a new multiplication [ , ] in O,
) is a Lie superalgebra. Since g ′′ is a subalgebra of KO(n, n + 1; λ, t), it is easy to see that {a | div λ (a) = 0, a ∈ O} is a subalgebra of O. By [3] , the mapping
is an isomorphism of Lie superalgebras. Therefore,
In this section we sometimes identify D KO (f ) with f for f ∈ O. Let Derg be the superderivation algebra of g. Then Derg is a Z-graded Lie superalgebra:
For i ∈ 1, 2n and f ∈ O, define
Proof. For f ∈ g, we want to show that [h i , f ] ∈ g. By Theorem 2.8, without loss of generality one may assume that f = f 0 x 2n+1 + f 1 is an element in T ∪ S ∪ {1}. Then
where i ∈ 1, n. Now it needs only a straightforward verification.
Proof. Since x i ∈ g for all i ∈ 1, 2n, we have [x i , f ] ∈ g and then ∆([x i , f ]) = 0. It is easy to verify that ∂ i (∆(f )) = 0 for all i ∈ 1, 2n. It follows that ∆(f ) ∈ F. Consequently,
Proof. By Lemma 4.1,
In this case, f 0 is integral. Then there is q ∈ 1, n such that
By Lemma 4.2, we have
It follows that
Case 2. Suppose f 0 ∈ A 1 . By (2.8) there is r ∈ 1, n such that f 0 = X(i 1 , . . . , i n ). Since
′′ + T and the proof is complete.
One can directly verify the following two lemmas.
Lemma 4.5. Let s ≥ −1 and φ ∈ Der t g satisfy that φ(g j ) = 0 for all j ∈ −2, s. If s + t ≥ −2, then φ = 0. Proposition 4.6. Der −2 g = adg −2 , Der −3 g = 0.
Proof. (1) Let us first show that Der −2 g = adg −2 . Let φ ∈ Der −2 g. Then φ(g j ) = 0 for j = −2, −1.
Applying ψ to the equation above, we have
It follows that c i = c 1 .
(1b) Choose distinct i, j, k, k ′ ∈ 1, 2n. Applying ψ to the following equation
It follows that e ij = 0. Summarizing, we have ψ(g 0 ) = 0. By Lemma 4.5, ψ = 0, that is, Derg −2 = adg −2 .
(2) It remains to show that Der −3 g = 0. Let φ ∈ Derg −3 . Then φ(g j ) = 0 for j = −2, −1, 0. Write for i ∈ 1, 2n, j ∈ 1, n with j
Write for i, j, k ∈ 1, 2n satisfying that ∆(
Write for i, k ∈ 1, n, j ∈ 1, 2n satisfying that ∆(
(2a) Fix any i ∈ 1, 2n and j ∈ 1, n with j ′ = i. Applying φ to the following equation
we have
It follows that −2c ij = c ij , that is, c ij = 0.
(2b) Suppose ∆(x i x j x k ) = 0 for some i, j, k ∈ 1, 2n. Applying φ to the following equation
Thus, if nλ − 1 = 0 then d ijk = 0. Applying φ to the following equation
If nλ − 1 = 0 then nλ + 3 = 0. It follows that
It follows that e ijk = 0. The proof is complete.
Lemma 4.7. Suppose φ ∈ Der −t g, t > 3. Then
for all i, k ∈ 1, n and j ∈ 1, 2n with i = j, j ′ , k.
Proof. Fix any i, k ∈ 1, n and j ∈ 1, 2n with i = j, j ′ , k. Write
Applying φ to the two equations above, one can obtain that (t − 2)d ik = 0 and td ik = 0.
We have φ(x ((t−1)εi ) x j ) = 0.
Lemma 4.8. Suppose t > 3 and φ ∈ Der −t g such that φ(x (tεi ) ) = 0 for all i ∈ 1, n. Then φ(x (kεi ) x j ) = 0 for all k ∈ 0, p ti − 1 and j ∈ 1, 2n with i = j ′ .
Proof.
(1) We first show that φ(x (kεi ) ) = 0 for all k ∈ 0, p ti − 1. Note that φ(x (kεi ) ) = 0 for all k ∈ 0, t. If k > t, by applying φ to [x (kεi ) , x l ] = δ il ′ x ((k−1)εi) for l ∈ 1, 2n we obtain by inductive hypothesis that φ(x ((k−1)εi ) ) = φ(x l ) = 0. Then by Lemma 4.4, φ(x (kεi ) ) ∈ g −2 ∩ g k−t−2 . Hence φ(x (kεi ) ) = 0 for all t < k < p ti . (2) Let us show that φ(x (kεi ) x j ) = 0 for all k ∈ 0, p ti−1 , j ∈ 1, 2n and i ∈ 1, n with j
3) Suppose k > t − 1 and use induction on k. Put
By inductive hypothesis, φ(b l ) = φ(x l ) = 0. Then by Lemma 4.4, we have φ(
The proof is complete.
Lemma 4.9. Suppose t > 3 and φ ∈ Der −t g such that φ(
one can obtain that −2c iq = 2c iq . If follows that c iq = 0. (4) Suppose k > 2 and use induction on k. For j ∈ 1, 2n, put
By induction hypothesis, we have φ(x j ) = φ(b j ) = 0. Then by Lemma 4.4,
we have c iq = 0.
Proof. Let φ ∈ Der α g, α ∈ Z 2 . Put
and for i ∈ 1, 2n,
By applying φ to [1,
that is,
and (−1)
We have proved that
Next, we want to show that a i is x i -truncated for i ∈ 1, n. Pick i, i ′ = j ∈ 1, n. Applying φ to the following equation that
Applying φ to the equation that
In combination with (4.2), we have
By Lemma 4.12(2), a i = x + c i x (πiεi) , where x is x i -truncated. Substituting a i with x + c i x (πiεi) and observing the coefficient of x (πiεi) we obtain that π i c i − 2c i = −c i . Consequently, 2c i = 0, that is, a i is x i -truncated. By Lemma 4.12(1) and (3), there exists f ∈ O such that a i = ∂ i (f ) for all i ∈ 1, 2n + 1.
Then we have (φ − ad(f ))(g j ) = 0 for j = −2, −1.
By Lemma 4.5, the proof is complete.
Lemma 4.14. Suppose φ ∈ Der t g, t ≥ −1. Then there exists f ∈ O such that φ = adf.
Proof. Let φ ∈ Derg. By Lemma 4.13, there exists f ∈ O such that (φ − ad(f ))(g j ) = 0 for j = −2, −1. Since t ≥ −1, by Lemma 4.5 we have φ − adf = 0, that is, φ = adf.
We are in the position to determine completely the superderivation algebra of the special odd contact superalgebra g. Recall that T := 
First cohomology
Recall that g denotes the special odd contact superalgebra SKO(n, n + 1; λ, t), where n ≥ 3 is an integer and t := (t 1 , . . . , t n ) is an n-tuple of positive integers. Denote the outer superderivation algebra of g by Der out g := Derg/adg, which is isomorphic to the first cohomology group. In this section we shall characterize the structure of Der out g and give an application for the isomorphism problem between modular Lie superalgebras of Cartan type. For simplicity, we introduce some symbols. Let (i 1 , i 2 , . . . , i k ) be a k-tuple of arbitrary positive integers. As in usual, put sgn(i 1 , i 2 , . . . , i k ) := 1≤j<l≤k (i l − i j ) | 1≤j<l≤k (i l − i j )| , which is ±1. Write the integers l0(λ, n) := k∈S 0 (λ,n) n−k is even n k + k∈S 2 (λ,n) n−k is odd n k , l1(λ, n) := k∈S 0 (λ,n) n−k is odd n k + k∈S 2 (λ,n) n−k is even n k .
Here we recall that for λ ∈ F, S l (λ, n) := {k ∈ 0, n | nλ − n + 2k + l = 0 ∈ F}.
Let V := V0 ⊕ V1 be a Z 2 -graded vector space where V0 := V 00 ⊕ V 01 ⊕ V 02 ⊕ V 03 , V 03 := δ ′ nλ,−1 F · 1, V1 := V 11 ⊕ V 12 ; V 01 := span F {X i1,...,ir | r ∈ S 2 (λ, n), (i 1 , . . . , i r ) ∈ J(r), n − r is odd}; V 02 := span F {Y j1,...,j l | l ∈ S 0 (λ, n), (j 1 , . . . , j l ) ∈ J(l), n − l is even}; V 11 := span F {X i1,...,ir | r ∈ S 2 (λ, n), (i 1 , . . . , i r ) ∈ J(r), n − r is even}; V 12 := span F {Y j1,...,j l | l ∈ S 0 (λ, n), (j 1 , . . . , j l ) ∈ J(l), n − l is odd}; dim V 00 = |t| − n, dim V 01 ⊕ V 02 = l0(n, λ), dim V1 = l1(n, λ).
Note that V is of dimension l0(λ, n) + l1(λ, n) + |t| − n + δ 
