The fundamental best-possible bounds inequality for bivariate distribution functions with given margins is the Fre´chet-Hoeffding inequality: If H denotes the joint distribution function of random variables X and Y whose margins are F and G; respectively, then maxð0; F ðxÞ þ GðyÞ À 1ÞpHðx; yÞpminðF ðxÞ; GðyÞÞ for all x; y in ½ÀN; N: In this paper we employ copulas and quasi-copulas to find similar best-possible bounds on arbitrary sets of bivariate distribution functions with given margins. As an application, we discuss bounds for a bivariate distribution function H with given margins F and G when the values of H are known at quartiles of X and Y : r
Introduction
The fundamental best-possible bounds inequality for bivariate distribution functions with given margins was obtained by Hoeffding [7] and Fre´chet [2] independently some 50-60 years ago: let X and Y be random variables with distribution functions F and G; respectively. If H denotes the joint distribution function of X and Y ; then maxð0; F ðxÞ þ GðyÞ À 1ÞpHðx; yÞpminðF ðxÞ; GðyÞÞ ð1:1Þ
for all x; y in R ¼ ½ÀN; N: Furthermore, the bounds in (1.1) are themselves bivariate distribution functions with margins F and G:
In an earlier paper [10] , the authors found bounds on the set of joint distribution functions of continuous random variables with known margins and a known value of a measure of association such as Kendall's tau or Spearman's rho. In this paper we present a method for finding bounds on arbitrary sets of joint distribution functions of continuous random variables with known margins, and illustrate the procedure by finding bounds when the values of the joint distribution function are known at the quartiles of the marginal distributions.
As is often the case in dealing with multivariate distribution functions, the use of copulas simplifies matters. The importance of copulas in statistical modeling is described in Sklar's theorem [11] : Let X and Y be random variables with joint distribution function H and marginal distribution functions F and G; respectively. Then there exists a copula C (which is uniquely determined on Range F Â Range G) such that Hðx; yÞ ¼ CðF ðxÞ; GðyÞÞ for all x; y in R: Thus copulas link joint distribution functions to their one-dimensional margins. For further details, see [8] .
With copulas and Sklar's theorem, the Fre´chet-Hoeffding inequality (1. Since our methods for finding bounds on arbitrary sets of distribution functions with given margins involve quasi-copulas as well as copulas, we review some elementary properties of quasi-copulas before proceeding (see [6] for more details). A (two-dimensional) quasi-copula is a function Q : I 2 -I which satisfies the same boundary conditions as does a copula, Qðt; 0Þ ¼ Qð0; tÞ ¼ 0 and Qðt; 1Þ ¼ Qð1; tÞ ¼ t for every t in I;
ð1:3Þ but in place of the 2-increasing condition for a copula C; i.e., 
Conditions (1.5) and (1.6) together are equivalent to requiring that (1.4) holds whenever at least one of u 1 ; u 2 ; v 1 ; v 2 is equal to 0 or to 1. While every copula is a quasi-copula, there exist proper quasi-copulas, i.e., quasi-copulas which are not copulas. As with copulas, every quasi-copula satisfies the Fre´chet-Hoeffding inequality (1.2). Quasi-copulas first arose in the process of characterizing, within a certain class of operations on distribution functions, those which derive from the corresponding operations on random variables [1, 9] . In the next section, we use quasi-copulas to express the pointwise best-possible bounds on nonempty sets of distribution functions, copulas or quasi-copulas; and in the following section we present an application to sets of copulas (or distribution functions) with some common property such as a common diagonal section or common values at quartiles.
The bounds
Definition 2.1. Let S be a nonempty set of bivariate functions with a common domain D: Then % S and % S denote, respectively, the pointwise infimum and supremum of S; i.e., for each ðu; vÞ in D; % Sðu; vÞ ¼ inffSðu; vÞjSASg and % Sðu; vÞ ¼ supfSðu; vÞjSASg: ð2:1Þ % S and % S are bounds for S since for each S in S; % SpSp % S on D; and are clearly pointwise best-possible. In general, however, neither % S nor % S is an element of S: In the sequel we consider cases in which S is a set of bivariate distribution functions, a set of copulas, or a set of quasi-copulas.
In the following theorem, we show that the bounds in (2.1) for a nonempty set of quasi-copulas are also quasi-copulas. Theorem 2.2. Let Q be a nonempty set of quasi-copulas. Then % Q and % Q are quasicopulas.
Proof. We prove that % Q is a quasi-copula, the proof for % Q is similar. For the boundary conditions (1.3), we have % Qðu; 0Þ ¼ supfQðu; 0ÞjQAQg ¼ supf0jQAQg ¼ 0 and % Qðu; 1Þ ¼ supfQðu; 1ÞjQAQg ¼ supfujQAQg ¼ u; and similarly % Qð0; vÞ ¼ 0 and % Qð1; vÞ ¼ v: Since each quasi-copula is nondecreasing in its arguments, we have % Qðu 1 ; vÞ ¼ supfQðu 1 ; vÞjQAQgpsupfQðu 2 ; vÞjQAQg ¼ % Qðu 2 ; vÞ; so that % Q is nondecreasing in u (and similarly in v).
To show that % Q is Lipschitz, it will suffice to show that whenever u 1 pu 2 ; % Qðu 2 ; vÞ À % Qðu 1 ; vÞpu 2 À u 1 : Let u 1 ; u 2 be fixed in I with u 1 pu 2 : For any e40; there exists a quasi-copula Q e such that Q e ðu 2 ; vÞ4 % Qðu 2 ; vÞ À e: Since Q e ðu 1 ; vÞp % Qðu 1 ; vÞ; it follows that % Qðu 2 ; vÞ À % Qðu 1 ; vÞoQ e ðu 2 ; vÞ þ e À Q e ðu 1 ; vÞpu 2 À u 1 þ e: Since this is true for every e40; we have % Qðu 2 ; vÞ À % Qðu 1 ; vÞpu 2 À u 1 ; as required.
Since every copula is a quasi-copula, the following corollary is immediate:
Corollary 2.3. Let C be a nonempty set of copulas. Then % C and % C are quasi-copulas.
The corollary cannot be strengthened to conclude that % C and % C are copulas, as the following example illustrates. W ðu; vÞ otherwise:
Each C y is a copula [8, Exercise 3.9] , and if U and V are uniform ð0; 1Þ random variables whose joint distribution function is C y ; then V ¼ U"y with probability one, where " denotes addition mod 1: The support of C y is illustrated in Fig. 1 . If we let C be the set fC 1=3 ; C 2=3 g; then % C is the quasi-copula given by
Mðu; vÞ otherwise: ð2:2Þ % C is not a copula, since V % C ð½1=3; 2=3 2 Þ ¼ À1=3; which violates (1.4). Using [8, Example 3.4] , it is easy to construct an analogous example for which % C is a proper quasi-copula.
The next result, whose proof is immediate, is central to our purpose since it shows that in order to study bounds on sets of joint distribution functions (with common margins), we need only study bounds on the corresponding sets of copulas. Theorem 2.4. Let F and G be continuous (one-dimensional) distribution functions. Let H be a nonempty set of bivariate distribution functions with the property that if H is in H; then the margins of H are F and G; i.e., Hðx; NÞ ¼ F ðxÞ and HðN; yÞ ¼ GðyÞ: Let C denote the set of copulas corresponding to the elements of H; i.e., C ¼ fCjC is a copula; and for some HAH;
Hðx; yÞ ¼ CðF ðxÞ; GðyÞÞ for all ðx; yÞAR 2 g:
Then for all ðx; yÞ in R 2 ; % Hðx; yÞ ¼ % CðF ðxÞ; GðyÞÞ and % Hðx; yÞ ¼ % CðF ðxÞ; GðyÞÞ:
The bounds % H and % H in Theorem 2.4 are ''quasi-distribution functions,'' as the margins F and G are linked by a quasi-copula rather than a copula, as in Sklar's theorem.
Copulas with given diagonal sections
The diagonal section d C of a copula C is the function given by d C ðtÞ ¼ Cðt; tÞ for t in I (and similarly for a quasi-copula). When U and V are uniform ð0; 1Þ random variables whose joint distribution function is C; then d C is the distribution function of maxðU; V Þ: In Example 1.1 we found the bounds on a bivariate distribution function H when the value of H was known at medians of X and Y : Further suppose that H is known at quartiles of X and Y ; i.e., for i ¼ 1; 2; 3; suppose x i ; y i satisfy F ðx i Þ ¼ i=4 ¼ Gðy i Þ; and Hðx i ; y i Þ ¼ y i : In terms of the copula C of X and Y ; we have Cði=4; i=4Þ ¼ y i for i ¼ 1; 2; 3; that is, the value of the copula is known at three points on its diagonal section. Given this information we can find bounds on the copula (and hence, via Theorem 2.4, on the joint distribution function) of X and Y : But first we investigate bounds on sets of copulas and quasi-copulas with a common diagonal section.
Before proceeding, we need several definitions. A diagonal is a function d : I-I with the properties (i) dð1Þ ¼ 1; (ii) dðtÞpt for all t in I; and (iii) 0pdðt 2 Þ À dðt 1 Þp2ðt 2 À t 1 Þ for all t 1 ; t 2 in I such that t 1 pt 2 : Note that the diagonal section of any quasi-copula (and thus any copula) is a diagonal, and for any diagonal d; there ARTICLE IN PRESS exist copulas (and thus quasi-copulas) whose diagonal section is d: For example (see [3, 4] Proof. We prove only (b), since the proof of (a) is immediate and the proof of (c) can be found in [5] , where one can also find a statistical characterization of random variables with copula B d : For the boundary conditions (1.3), since 0pt À dðtÞp minð1 À t; tÞ for all t in I; maxðt À dðtÞjtA½0; uÞpmaxðtjtA½0; uÞ ¼ u and maxðt À dðtÞjtA½u; 1Þpmaxð1 À tjtA½u; 
Finally observe that A d ðt; tÞ ¼ dðtÞ; which completes the proof. &
The result in part (b) cannot be strengthened to conclude that A d is a copula, as the following example illustrates.
Example 3.1. Let dðtÞ ¼ maxð0; t À 1=3; 2t À 1Þ (see Fig. 2(a) ). Using Proof. We prove only (a), since (b) then follows from the observation that C d DQ d : Let Q be in Q d ; assume 0pupvp1; and let t be any number in ½u; v: Since Q is nondecreasing in each argument, Qðt; vÞXQðt; tÞ; or Qðt; vÞXdðtÞ: Since Q is Lipschitz, Qðt; vÞ À Qðu; vÞpt À u; or Qðu; vÞXu À t þ Qðt; vÞ: Hence Qðu; vÞX u À t þ dðtÞ for all t in ½u; v; so that Qðu; vÞXu À minft À dðtÞjtA½u; vg: Since an analogous result holds for 0pvpup1; QXB d : Similarly (again for 0pupvp1 and any t in ½u; v), Qðt; vÞ À Qðt; tÞpv À t; or Qðt; vÞpv À t þ dðtÞ: But Qðu; vÞpQðt; vÞ; and hence Qðu; vÞpv À t þ dðtÞ for all t in ½u; v; so that Qðu; vÞpv À maxft À dðtÞjtA½u; vg: But Qðu; vÞpMðu; vÞ ¼ u as well, and thus Qðu; vÞpminfu; v À maxðt À dðtÞjtA½u; vÞg: Since an analogous result holds for 0pvpup1; QpA d ; which completes the proof.
The next two theorems give conditions under which A d is a copula. Proof. We first show that if C is any symmetric copula whose diagonal section is d; then CpK d : For every u; v in I; Cðv; uÞ ¼ Cðu; vÞ; and from (1.4), Cðv; vÞ À Cðv; uÞ À Cðu; vÞ þ Cðu; uÞX0; hence Cðu; vÞpð1=2Þ½dðuÞ þ dðvÞ: But since Cðu; vÞpMðu; vÞ as well, it follows that Cðu; vÞpK d ðu; vÞ: 
The necessary condition in this equivalence follows from a long and technical proof (see [12] for details). Conversely, assume vpu (the case upv follows since A d and K d are symmetric). If u belongs to an interval ½a i ; b i in J such that dðtÞ ¼ t for t in ½a i ; b i ; then K d ðu; vÞ ¼ v for all v in ½0; u; and if u belongs to an interval ½a i ; b i in J such that dðtÞot for t in ða i ; b i Þ; then K d is given by
It is now easy (but tedious, see [12] for details) to use (3.4) and hypothesis (a) to establish
proper quasi-copula, we may have % C d aA d ; as the following example illustrates.
Example 3.2. For the diagonal dðtÞ ¼ min½maxð0; 2t À 2=3Þ; maxð1=3; 2t À 1Þ; whose graph is piecewise linear connecting the points ð0; 0Þ; ð1=3; 0Þ; ð1=2; 1=3Þ; ð2=3; 1=3Þ; and (1,1) (see Fig. 2(b) ), tedious but elementary calculations yield the proper quasicopula ( where % C is given by (2.2). Let C be any copula in C d : Now Cð1=3; 1=2Þp1=6 since V C ð½1=3; 1 Â ½1=3; 1=2ÞX0; and Cð1=2; 2=3Þpdð2=3Þ ¼ 1=3: But V C ð½1=3; 1=2 Â ½1=2; 2=3ÞX0 so that Cð1=3; 2=3Þp Cð1=2; 2=3Þ þ Cð1=3; 1=2Þ À dð1=2Þ;
We now return to the application with which we introduced this section. If C is a copula with d We conclude by noting we can also obtain bounds on the population version of Kendall's tau for X and Y when H is known at the quartiles of X and Y as a consequence of the following theorem: The expression for tðK d Þ is from [3] , while that for tðB d Þ is from [12] . If C 1 and C 2 are any two copulas such that C 1 pC 2 ; then tðC 1 ÞptðC 2 Þ [8] . Hence, if we let t L and t U denote the bounds for tðCÞ when Cði=4; i=4Þ ¼ y i for i ¼ 1; 2; 3; then t L ¼ tðB d L Þ and t U ¼ tðK d U Þ; from which it follows that for any y 1 ; y 2 ; y 3 ; t L ¼ 4ðy and when y 1 þ y 2 X1=2 and y 2 þ y 3 X1;
Extensions of some of the results in this paper to the multivariate case are the subject of current research.
