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A distributed model for the π-calculus is presented in terms of Place/Transition Petri nets
with inhibitor arcs (PTI for short). Such a class of nets is equipped with a step and a causal
semantics, hence allowing to studynon-interleaving semantics for theπ-calculus.We show
the correctness of the semantics by proving that the interleaving semantics induced by the
PTI semantics is fully abstract with respect to the interleaving early semantics originally
deﬁned in terms of labelled transition systems. We also argue the impossibility to deﬁne
reasonable distributed semantics that preserve the intended non-interleaving semantics
if we simply use Place/Transition nets without inhibitor arcs. Some decidability results
(notably, the satisfaction of linear time μ-calculus formulae) are presented for the subclass
of the π-calculus generating ﬁnite PTI nets.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Non-interleaving semantics for process algebras (e.g., CCS [40]) based on different classes of Petri nets have received a lot
of attention in the past (see, e.g. [14,23,25,46,3], just to mention a few). The main aim of these semantics is to offer a better
understanding of the causality structure of distributed systems (useful in some cases, e.g., for error recovery) and possibly
to offer some further veriﬁcation techniques developed for Petri nets (e.g., net invariants).
The Place/Transition (P/T for short) net semantics proposed in the literature for CCS and related languages can be roughly
classiﬁed into two main groups. The ﬁrst one, which we call location-oriented, exploits the syntactical structure of the
process terms (notably, the parallel operator) to deﬁne their associated sets of places [14,46,15]. The second one, which we
call label-oriented, ignores the syntactical structure of the parallel operator and keeps only the information on the label of the
transitions [24,27].While the former approachhas themerit of beingvery general andhasbeen successfully applied to several
process algebras, the latter has themerit of producing small(er) net representations. Conversely, the former usually produces
rather huge (1-safe P/T) nets, while the latter cannot be easily extended to cope with certain operators, e.g., restriction and
alternative composition (see [28] for a discussion about this topic).
Here we show that the label-oriented approach can be extended in a natural way to powerful process algebras, by
considering the prominent case of the π-calculus [42], an extension of CCS for mobile processes. The basic ideas behind
this extension were anticipated in [6], where we have shown how to accomodate CCS restriction and summation by
exploiting P/T nets enriched with inhibitor arcs (PTI nets, for short). This extension is conservative in the sense that, on
the sublanguage without restriction and summation, inhibitor arcs are never used. The main features of our proposal were:
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(i) For each action a, there is a place named (νa) which, when containing at least one token, inhibits the execution of all
the transitions with label a or a¯.
(ii) Each agent of the form p + q is ﬁrst translated into the term ({k}p|{k¯}q), where k is called a conﬂict name and k¯ is its
contrasting conﬂict name. The net semantics contains a place for any conﬂict name k, which, when holding at least
one token, inhibits all the transitions starting from places/agents decorated by k¯ (and symmetrically for k¯, with the
assumption that
¯¯
k = k).
(iii) Moreover, as we do not consider the syntactical structure of parallel composition, we always need fresh names for
actions to rename the restriction binders.
Hence, this net semantics implements restriction and alternative composition by checking whether the transition is
inhibited by any restriction or conﬂict it might be subject to. In the case of the π-calculus, the main new problems one has
to face are the following:
(i) the explicit presence of values for messages (which are actually names), and the fact that
(ii) restriction is a dynamic operator which changes the scope of application as the computation proceeds.
Both aspects are easily accommodated in our approach based on PTI nets, yielding a fully satisfactory (low-level) net-oriented
semantics for a rich dialect of π-calculus. We claim that our net semantics is simple because:
(i) Its deﬁnition is very concise if comparedwith the original one, based on labelled transition systems. As amatter of fact,
only ﬁve axiom schemata are needed to generate the whole set of labeled net transitions. Moreover, even if labeled,
they are verymuch in the style of the CHAM [2], where no induction on the syntactic structure needs to be performed.
(ii) The intuition behind the net semantics is immediate, once one has understood the role of inhibitors. Indeed, our
semantics clearly reﬂects the “inhibiting role” played by restriction and the nature of distributed choice implemented
through inhibiting conﬂict names.
(iii) It provides concise net descriptions of both distributed choice (linear in the size of the components, as opposed to
quadratic solutions in [14,46]) and restriction (by not interpreting parallel composition as disjoint union on places as
in [14,46]).
The main results of the paper are the following:
• Soundness. The interleaving marking graph associated to the PTI Net(p) for any π-calculus term p tightly corresponds
to its early interleaving transition system, up to a possible change of names in extrusions. Actually, a slightly weaker
result is proved: the interleaving semantics induced onnets is fully abstractwith respect to the original early semantics
on transition systems, i.e., p ∼ q iff Net(p) ∼ Net(q).
• Non-interleaving semantics. A step semantics and a causal semantics for π-calculus are induced from the corre-
sponding ones for PTI nets. We compare our causal semantics for π-calculus with the other approaches appeared in
the literature [4,16,17,43,10]. A remarkable difference w.r.t. the (most of the) above is that our proposal is based on a
model and not on syntactic conditions.
• Impossibility result.Wepresent some arguments in support of the impossibility to provide sensible P/T net semantics
for π-calculus. In particular, we will show an example of a ﬁnite PTI net originated from a π-calculus process such
that its step behaviour cannot be simulated by any ﬁnite P/T net. Intuitively, this can be explained by the observation
that, during an extrusion transition, to perform a bound output of a channel y, all the sequential subprocesses inside
the scope of (νy) need to be updated. This can be obtained in P/T nets only by an explicit synchronisation of all these
subprocesses, thus introducing possibly wrong causes.
• Decidability results. Finally, we show that the PTI systems generated by π-calculus processes are of a speciﬁc form,
calledprimitive in [5]. Forﬁniteprimitivenets some interesting results areproved in [5]; inparticular, thedecidability of
the coverability problem, (place and system)boundedness, deathof a transition, the reachability problem, thedeadlock
problem, the liveness problem, and the satisfaction of linear time μ-calculus [35] formulae. These decidability results
are useful for analysing a reasonably large subset of π-calculus that is mapped onto ﬁnite primitive nets. Such a
fragment includes many inﬁnite-state processes, as parallel composition is allowed inside recursion.
The paper is organised as follows. Section 2 contains a short overviewof the π-calculus. Section 3 reports background on Petri
nets, their non-interleaving semantics and the related analysis issues. Section 4 introduces the PTI based net semantics for
π-calculus, together with the soundness result mentioned above. Section 5 discusses the induced step and causal semantics
for π-calculus. Section 6 presents the main consequences of the net semantics: the impossibility result and the decidability
results, togetherwith two examples. Finally, in Section 7we compare our approachwith related literature, we discuss further
issues and hint some future research.
2. The π-calculus
We brieﬂy recall the syntax and the interleaving semantics of (our variant of) the π-calculus [42]. We assume the reader
a bit familiar with process calculi terminology.
Let N be a denumerable set of names, ranged over by a, b, . . . , x, y, . . ., such that τ ∈ N . Let X be a denumerable set of
process variables, disjoint from N ∪ {τ }, ranged over by X ,Y , Z , . . . The terms are generated from names by the following
grammar:
p ::= 0 | μ · p | p + p | p | p | (νx)p | X | recX · p
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Table 1
Early operational semantics (symmetric rules omitted)
(Tau) τ · p τ−→ p
(In) x(z) · p xy−→ p{y/z}
(Out) x¯y · p x¯y−→ p
(Sum)
p
α−→ p′
p + q α−→ p′
(Par)
p
α−→ p′
p | q α−→ p′ | q
bn(α) ∩ fn(q) = ∅
(Com)
p
x¯y−→ p′ q xy−→ q′
p | q τ−→ p′ | q′
(Close)
p
x¯(w)−→ p′ q xw−→ q′
p | q τ−→ (νw)(p′ | q′)
w ∈ fn(q)
(Res)
p
α−→ p′
(νy)p
α−→ (νy)p′
y ∈ n(α)
(Open)
p
x¯y−→ p′
(νy)p
x¯(w)−→ p′{w/y}
y /= x ∧ w ∈ fn((νy)p′)
(Rec)
p{recX · p/X} α−→ p′
recX · p α−→ p′
where 0 is the terminated process, μ · p is a sequential term where action μ (that can be either an input x(y), an output x¯y or
a silent move τ ) is ﬁrst performed and then p is ready, p + q is the alternative composition of processes p and q, p | q is the
parallel composition of p and q, (νx)p is process pwhere the name x is made private (restriction), X is a process variable and
recX · p is the usual recursion construct.
The setP of processes contains those termswhich are,w.r.t. process variables, closed (all the variables occur in a rec binder)
and guarded (all the variables occur in a sequential subprocess). With abuse of notation, P will be ranged over by p, q, . . . We
called closed systems those processes where all the names are restricted. The sets of names, free names and bound names of a
process p, called n(p), fn(p) and bn(p) respectively, are deﬁned as usual. The deﬁnitions of substitution and alpha conversion
are standard.
The (early) operational semantics for the π-calculus is the labelled transition system (P ,A, −→), where the states are the
processes in P , A is the set of labels (ranged over by α), and −→ ⊆ P × A × P is the minimal transition relation generated
by the rules listed in Table 1. The labels of the transitions are of four different kinds: the silent action τ , the input xy, the
free and bound outputs x¯y and x¯(y), respectively. The free and bound names of an action α, fn(α) and bn(α), are deﬁned
as follows: fn(τ ) = bn(τ ) = ∅, fn(x¯y) = fn(xy) = {x, y}, bn(x¯y) = bn(xy) = ∅, fn(x¯(y)) = {x}, bn(x¯(y)) = {y}. The names of α are
n(α) = fn(α) ∪ bn(α).
Let us brieﬂy comment the rules that are less standard. Rule (Par) has a side condition that states that p can perform α in
the context of q if the bound names of α do not clash with the free names of q, in order to avoid possible capture of names in
q. Rules (Open) and (Close) are better commented together: whenever a termwants to perform an output of a name ywhich
is actually restricted, then a bound output is used to label the transition to remember that some extrusion (i.e., enlargement
of the scope of restriction) is now possible. Note that in the target state restriction disappears and that y is replaced by a fresh
namew. When, in a parallel composition, a process p performs a bound output, and the process q in parallel can perform an
input on the same channel x, then communication takes place and the target process p | q is restricted with the new name
w, to represent that also q is now in the scope of the restriction.
Note that the semantics is called early because in rule (In) the name z is replaced by name y at this syntactical level, and
then rule (Com) simply matches that the sent value and the chosen input value are actually the same. A different discipline,
called late semantics, could be adopted, according to which the substitution takes place only at the level of the rule (Com).
See, e.g., [49] for more details.
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Example 1. Consider term p = (νc)(recX · (a¯ · (c¯|X))|b¯ · c), which is closed and guarded (hence p is a process). It is not difﬁcult
to see that theportionof theπ-calculus transition systemreachable fromstatep, generatedby theoperational rules, is inﬁnite.
As a matter of fact, an inﬁnite sequence of a¯ can be performed, each time reaching a state where one further sequential
subprocess c¯ is accumulated in parallel. Process p is interesting for theoretical reasons, as we will show that: (i) a ﬁnite
primitive PTI net can be associated to it, hence inheriting all the decidability properties we will show for ﬁnite primitive PTI
nets; (ii) no ﬁnite P/T net can be deﬁned for p which preserves the intended step semantics, and (iii) no reasonable P/T net
can be found for p that preserves the intended causal semantics. Process pwill be discussed in Section 6.1.
Terms of the pi-calculus are equipped with an observational semantics, given in terms of a strong bisimulation-based
equivalence [40], wherewe have to be careful about the free and bound names that are involved, in order to avoid the capture
of free names.
Deﬁnition 2.1. A binary relation R over the set P of process terms is an early bisimulation if (p, q) ∈ R implies:
• if p α−→ p′ and bn(α) ∩ fn(p, q) = ∅ there exists then q′ such that q α−→ q′ and (p′, q′) ∈ R;
• symmetrically for q derivations.
Two terms p and q are bisimilar, written p ∼ q, if there exists a (early) bisimulation R such that (p, q) ∈ R.
3. P/T Petri nets and inhibitor arcs
We recall some basic notions on P/T Petri nets (i.e., without capacity constraints on places) (see, e.g. [48] for an introduc-
tion). We use here a non standard notation that better suits our needs. Then, we extend P/T nets with the so-called inhibitor
arcs (see, e.g. [30,31,45,50]). We adopt here the notation of [8,9].
3.1. P/T nets
Let ω be the set of natural numbers and ω+ = ω \ {0}.
Deﬁnition 3.1. Given a set S, a ﬁnite multiset over S is a function m : S → ω such that the set dom(m) = {s ∈ S |m(s) /= 0} is
ﬁnite. Themultiplicity of an element s inm is given by the natural numberm(s). The set of all ﬁnite multisets over S, denoted
byMﬁn(S), is ranged over bym. A multisetm such that dom(m) = ∅ is called empty. The set of all ﬁnite sets over S is denoted
by ℘ﬁn(S). We writem ⊆ m′ ifm(s) ≤ m′(s) for all s ∈ S. The operator ⊕ denotesmultiset union:m ⊕ m′(s) = m(s) + m′(s). The
operator \ denotes multiset difference: m \ m′(s) = if m(s) > m′(s) then m(s) − m′(s) else 0. The scalar product of a number j
with a multisetm is (j · m)(s) = j · (m(s)).
Deﬁnition 3.2. A P/T net is a tuple N = (S, T , F), where
• S and T are the sets of places and transitions, such that S ∩ T = ∅;
• F : (S × T) ∪ (T × S) → ω is the ﬂow function.
A P/T net is of ﬁnite synchronization if, for all t ∈ T , the sets {s ∈ S | F(s, t) > 0} and {s ∈ S | F(t, s) > 0} are ﬁnite. A P/T net is
ﬁnite if both S and T are ﬁnite. A ﬁnite multiset over the set S of places is called amarking. Given a markingm and a place s,
we say that the place s containsm(s) tokens. If F(x, y) > 0, we say that there is an arc from x to ywithweight F(x, y). The preset
of a transition t is the multiset •t over S deﬁned as •t(s) = F(s, t), and represents the tokens to be “consumed”; the postset of
t is the multiset t• over S deﬁned as t•(s) = F(t, s), and represents the tokens to be “produced”. A transition t is enabled atm,
usually written asm[t〉, if •t ⊆ m. The execution of a transition t enabled atm produces themarkingm′ = (m \ •t) ⊕ t•. This is
usuallywritten asm[t〉m′. A ﬁnite, non emptymultiset over the set T is called a step. A stepG is enabled atm ifm1 ⊆ m, where
m1 =
⊕
t G(t) · •t. The execution of a step G enabled atm produces themarkingm′ = (m \ m1) ⊕ m2, wherem2 =
⊕
t G(t) · t•.
This is written asm[G〉m′.
A P/T system is a tupleN(m0) = (S, T , F ,m0), where (S, T , F) is a P/T net andm0 is amultiset overS, called the initial marking.
The set of markings reachable fromm, denoted by [m〉, is deﬁned as the least set of markings such that
• m ∈ [m〉;
• ifm1 ∈ [m〉 and, for some transition t ∈ T ,m1[t〉m2, thenm2 ∈ [m〉.
We say that a markingm is reachable ifm is reachable from the initial markingm0. A P/T system is said to be safe if any place
contains at most one token in any reachable marking, i.e.m(s) ≤ 1 for all s ∈ S and for allm ∈ [m0〉.
A labelled P/T net (system) over a set Act of labels is a tuple (S, T , F , l) ((S, T , F ,m0, l)), where (S, T , F) is a P/T net and
l : T → Act is the labelling function.
Remark.We will consider only nets with ﬁnite synchronization and with ﬁnite initial marking, because from a philosophical
point of view, a ﬁnite marking corresponds to consider a ﬁnite amount of resources, and ﬁnite synchronization corresponds
to consider events that need a ﬁnite amount of resources to happen and produce a ﬁnite amount of resources. Under these
assumptions, all the (possibly inﬁnite in number) reachable markings are ﬁnite (in size) as well. We sometimes say that nets
satisfying these constraints are physically realizable.
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Fig. 1. A simple PTI system.
Deﬁnition 3.3. The interleaving marking graph of N is a labelled transition system IMG(N) = (Mﬁn(S),→,m0), where m0 is
the initial state and the transition relation →⊆ Mﬁn(S) × Act × Mﬁn(S) is deﬁned by m l(t)−→ m′ iff there exists a transition
t ∈ T such that m[t〉m′. The P/T systems N1 and N2 are interleaving bisimilar (N1 ∼ N2) iff there exists a strong bisimulation
[40] R relating (the initial states of) IMG(N1) and IMG(N2).
The step marking graph of N is the labelled transition system SMG(N) = (Mﬁn(S), →,m0), where →⊆ Mﬁn(S) × Mﬁn(Act)
×Mﬁn(S) is deﬁned bym A−→ m′ iff there exists a step G such thatm[G〉m′ and A = l(G).1 The P/T systems N1 and N2 are step
bisimilar (N1 ∼step N2) iff there exists a strong bisimulation R relating (the initial states of) SMG(N1) and SMG(N2).
3.2. P/T nets with inhibitor arcs
Deﬁnition 3.4. A P/T net with inhibitor arcs (or PTI net, for short) is a tuple N = (S, T , F , I) where
• (S, T , F) is a P/T net;
• I ⊆ S × T is the inhibiting relation.
The inhibitor set of a transition t is the set ◦t = {s ∈ S | (s, t) ∈ I}, and represents the places to be “tested for absence” of
tokens. This changes thedeﬁnitionof enabling: a transition t is enabledatm,writtenm[t〉, if •t ⊆ m (the tokens tobeconsumed
are available) and dom(m) ∩ ◦t = ∅ (no place in the inhibitor set of t is marked). Any transition t for which ◦t ∩ dom(•t) /= ∅
can never ﬁre, thus it is called blocked. The execution of a transition t enabled atm producing themarkingm′, writtenm[t〉m′,
is deﬁned as for P/T nets.
We say that s is an inhibiting place if there exists a transition t such that s ∈ ◦t. We denote with Inhib(N) the set of all the
inhibiting places of net N.
A PTI system is a tuple N(m0) = (S, T , F , I,m0), where (S, T , F , I) is a PTI net and m0 is a multiset over S, called the initial
marking. A labelled PTI net is said to be transition simple if its transitions are completely determined by their label and arcs,
i.e., for all t,u ∈ T , l(t) = l(u), •t = •u, t• = u• and ◦t = ◦u implies t = u. If a labelled PTI net is transition simple, we can adopt
the following alternative deﬁnition, which is equivalent to the standard one: we deﬁne a net as a tuple N = (S,Act, T), where
S is the set of places, Act is the set of transition labels and T ⊆ Mﬁn(S) × Pﬁn(S) × Act × Mﬁn(S) is the set of transitions. Here
each transition is represented by the tuple (•t, ◦t, l(t), t•) or, more intuitively, as (•t, ◦t) l(t)−→ t•.
We adopt the usual notation to draw PTI nets: places are represented as circles, transitions as segments, ﬂow arcs as
directed segments (i.e. with an arrow at one end) and tokens as black dots inside the place. We represent an inhibitor arc as
a line terminating with a small circle on the transition side. Fig. 1 shows a PTI system, while Fig. 8 shows a P/T system.
There isnogeneral agreementaboutwhat shouldbe the right stepsemantics forPTI systems.Amongthevariousalternative
proposals [31,50,8], wewill follow the one presented in [8] (in turn inspired by [45]), because this better match our intuition
about the intended step semantics of π-calculus processes when modelled with PTI systems. In particular, the mechanism
we adopt for implementing distributed choice is incompatible with the other proposals of step semantics. We will come
back to this point in Section 5.
The distinguishing feature of [8] is the following property: if two transitions can happen in the same step then they can
happen in either order.2 So we have to check that (an occurrence of) a transition does not produce tokens in a place tested
for absence by another one. Formally, a step G is enabled atm iff
1 The labelling function l is extended to multisets of transitions in the obvious way: l(G)(a) = k if (∑ti∈dom(G).l(ti)=a G(ti)) = k.
2 The reverse is not true, i.e., if two transitions happen in either order then we cannot conclude that they can occur in a step; consider, e.g., two self-loop
transitions sharing one place: they can occur in either order, but they cannot occur concurrently (two tokens would be needed).
N. Busi, R. Gorrieri / Journal of Logic and Algebraic Programming 78 (2009) 138–162 143
Fig. 2. The causal tree associated to the PTI system of Fig. 1.
• m1 ⊆ m, wherem1 =
⊕
t G(t) · •t;
• for all t ∈ dom(G), ◦t ∩ dom(m) = ∅;
• for all t1, t2 such that {t1, t2} ⊆ G, we have that dom(t•1) ∩ ◦t2 = ∅.
The third condition ensures that, for each pair of occurrences of transitions in the step, it never happens that one occur-
rence puts a token in a place inhibiting the other one. The execution of a step G enabled at m producing the marking m′,
written m[G〉m′, is deﬁned as for P/T nets. In [8] it is proved that if a step G can ﬁre, m[G〉m′, then for any linearization
of its transitions t1, t2, . . . , tn (i.e., such that G(t) = |{i | 1 ≤ i ≤ n ∧ ti = t}|), there exist markings m1,m2,mn−1 such that
m[t1〉m1[t2〉m2 . . .mn−1[tn〉m′.
The deﬁnition of interleaving marking graph and of step marking graph of a PTI system is the same as for P/T systems.
Similarly, one can deﬁne that two PTI systems N1 and N2 are interleaving bisimilar when there exists a strong bisimulation
relating IMG(N1) and IMG(N2), and step bisimilar if a strong bisimulation exists relating SMG(N1) and SMG(N2).
3.3. Causal semantics for PTI Systems
We hint the causal semantics for PTI systems, as proposed in [9]. The formal deﬁnitions, for the interested reader, are
postponed to the Appendix. We start by summarizing brieﬂy the leading idea behind the causal semantics on P/T systems,
then we will extend it to cope with inhibitor arcs.
The basic idea is to build an unfolding of the net which keeps track of the past history. The events of a net are the
occurrences of its transitions, whereas the state is represented by the current marking, i.e. the number of tokens in each
place. The idea is to enrich the information about the current state by decorating each tokenwith its history, that is the event
which produced it; moreover, to distinguish between different occurrences of the same transition, we record in the state
the number of occurrences of each transition that have already happened. This enriched “state” will be called conﬁguration.
The initial conﬁguration of a net is obtained by setting at zero the occurrence numbers of each transition and decorating the
tokens in the initial markingwith the special symbol “*”, meaning that it has not been produced by any event.When an event
occurs, by looking at the histories of the tokens it consumes, we obtain information on its (immediate) causal dependencies:
an event e is caused by the set of events that have produced the tokens that e consumes. Obviously, the consumption of tokens
decorated with * does not add causal dependencies. To take into account the branching structure, from the set of the causal
executions of a system, we construct a causal tree [13] by a transitive closure of the immediate causal relation on events;
then we can compare nets by means of causal bisimulation, that is bisimulation on their causal trees. In [9] it is shown that
this bisimulation turns out to be as discriminating as history preserving bisimulation [47], hence no causal information is
lost with respect to the one available in the classical process based semantics [48].
To deal with inhibitor arcs, we extend the conﬁgurations by recording, for each place, the events that have consumed
tokens from it. For an event to happen, we need to check that each inhibiting place is empty (i.e. does not contain any token).
So, besides the standard causes given by the decorations of the tokens it consumes (we call ﬂow causes), the event has also a
set of inhibiting causes, given by the set of events that have removed tokens from the inhibiting places.
Causal trees [13] are trees labelled with pairs (a, I), where a is an action and I is a set of relative pointers (implemented
as natural numbers) to all the predecessors which caused the present action a. In order to record the fact that we have two
different sources of causes (the ﬂow causes originated by the transitions producing the tokens that are consumed by the
transition in execution, and the inhibiting causes originated by the transitions that have removed the tokens from the places
that may inhibit the transition), the causal tree we use have actually labels of the form (a, I, J). We associate a causal tree
CT(N) of this form to the set of the i-causal ﬁring sequences (see the Appendix) CFS(N) for a net system N.
Two PTI systems N1 and N2 are causal bisimilar (N1 ∼c N2) iff there exists a bisimulation between CT(N1) and CT(N2).
Actually, three different versions of causal bisimulation can be deﬁned: (i)mixed causal: when in the bisimulation game we
compare (a, I, J) with (a, I′, J′), pretending that I ∪ J = I′ ∪ J′. (ii) distinct causal: when in the bisimulation game we compare
(a, I, J)with (a, I′, J′), pretending that I = I′ and J = J′. (iii) ﬂow causal: when in the bisimulation gamewe compare (a, I, J)with
(a, I′, J′), pretending that I = I′ and ignoring J, J′. The ﬂow causal is actually the approach of [4], where inhibiting causes (a
subset of the object dependencies in that paper) are ignored because interleaving equivalent processes show the same object
dependencies. If not differently speciﬁed, by causal semantics we mean the mixed causal semantics.
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As an example, consider the net in Fig. 1. Its associated causal tree is reported in Fig. 2, where it is to be observed that
(i) action b is always (ﬂow) caused by a, (ii) transition c can happen immediately before a, but not immediately after a
(asymmetric conﬂict) and (iii) there is a computation where c is (inhibiting) caused by b (which removes the token from the
inhibiting place of c).
3.4. Analysis issues in ﬁnite PTI Systems
An attractive feature of ﬁnite P/T systems is the existence of a large amount of analysis techniques, permitting to decide
someproperties of systems such as liveness [29], deadlock [11,5] and reachability [34,36] of states. As the addition of inhibitor
arcs makes ﬁnite P/T systems Turing equivalent [1], most of the techniques developed for standard ﬁnite P/T systems cannot
be generalized. In [5] one of the authors identiﬁed a subclass of PTI systems, called primitive systems, for which the systems
properties above are still decidable if the net is ﬁnite.
We start by recalling the notion of primitive system, then we list the decidability results for such a class of nets. We
also recall an alternative characterisation of ﬁnite primitive systems as the largest class of PTI systems whose interleaving
behaviour can be simulated by a ﬁnite P/T system. Finally, we show that in general the step behaviour of ﬁnite primitive
systems cannot be reproduced by ﬁnite P/T systems.
Intuitively, in a primitive system it is possible to associate a limit to each inhibiting place, in such away that, if the number
of tokens in the place exceeds the limit at some stage of the computation, then that place cannot be emptied any more and
hence it cannot be tested for absence of tokens by any executable transition.
Deﬁnition 3.5. A PTI system N = (S, T , F , I,m0) is primitive if we can compute a function EL : Inhib(N) → ω such that
∀s ∈ Inhib(N) ∀m ∈ [m0〉(m(s) > EL(s) ⇒ ∀m′ ∈ [m〉∀t ∈ T (m′[t〉 ⇒ s ∈ ◦t)).
Given an inhibiting place s, we call EL(s) the emptiness limit of s.3
For instance, the PTI nets in Fig. 1 is primitive with emptiness limit 1 for the only inhibiting place. Similarly for the net in
Fig. 3. Observe that if the inhibitor arc goes instead from the preset of c to transition b, then the obtained net is not primitive.
The coverability tree construction [33] has been extended in [5] to ﬁnite primitive systems, thus permitting to decide the
following properties: place boundedness, existence of dead transitions, coverability.
An alternative analysis technique for primitive systems, permitting to decide reachability, liveness and deadlock proper-
ties, consists in reducing a property of a ﬁnite primitive system N to a decidable property for the corresponding ﬁnite P/T
system norm(N), whose construction is reported in [5].
Nowwe introduce a notion of simulation of a primitive system by a P/T system: we deﬁne a labelling of each transition of
the P/T system with a transition of the primitive system, and require the ﬁring sequences of the P/T system to simulate
the ﬁring sequences of the primitive nets via the labelling; in other words, for any transition sequence t1 . . . tn of the
primitive system there is a transition sequence of the P/T system that is mapped by the labelling on t1 . . . tn; moreover,
the sequence obtained applying the labelling to any transition sequence of the P/T system is a transition sequence of the
primitive system.
Deﬁnition 3.6. Let N = (S, T , F , I,m0) be a PTI system and N′ = (S′, T ′, F ′, m′0) be a P/T system. We say that N′ simulates the
transition sequences of N iff there exists a mapping η : T ′ → T such that
• if t1 . . . tn is a transition sequence of N then there exists a transition sequence t′1 . . . t′n of N′ such that η(t′i) = ti for
i = 1, . . . ,n;
• if t′
1
. . . t′n is a transition sequence of N′ then η(t′1) . . . η(t
′
n) is a transition sequence of N.
Theorem 3.7 [5]. The class of ﬁnite primitive nets is the largest subclass of PTI systems that can be simulated by ﬁnite P/T nets.
The above result cannot be lifted from interleaving semantics to step semantics: this is shown by providing a ﬁnite
primitive system such that no ﬁnite P/T system can exhibit the same step behaviour.
Consider the system in Fig. 3; it is easy to see that it is a primitive net, because the unique inhibiting place is bounded. In
[5] it is proved that there exists no ﬁnite P/T system with the same step transition sequences, in the following sense:
Deﬁnition 3.8. Let N = (S, T , F , I,m0) be a PTI system and N′ = (S′, T ′, F ′, m′0) be a P/T system. We say that N′ simulates the
step transition sequences of N iff there exists a mapping η : T ′ → T such that
3 Note that it is not required that EL(s) is the minimal value for which the condition of primitiveness is satisﬁed. Therefore, in principle, for a given net
N, we can ﬁnd different suitable functions ELi; hence, the emptiness limit for a place s depends on the choice of the speciﬁc ELi , as it may be not unique.
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Fig. 3. A primitive system for which there exists no P/T system simulating its step transition sequences.
• if G1 . . .Gn is a step transition sequence of N then there exists a step transition sequence G′1 . . .G′n of N′ such that
η(G′
i
) = Gi for i = 1, . . . ,n;
• if G′
1
. . .G′n is a step transition sequence of N′ then η(G′1) . . . η(G
′
n) is a step transition sequence of N.
Theorem 3.9 [5]. Let N be the primitive system in Fig. 3. There exists no ﬁnite P/T system simulating its step transition
sequences.
3.5. Linear time μ-calculus
The linear time μ-calculus [35] is a powerful linear time logics, largely used for veriﬁcation and, in [22,21], it was proved
that the model-checking problem for ﬁnite P/T systems and closed formulas of the linear-time μ-calculus is decidable. Here
we brieﬂy recall the decidability of the linear time μ-calculus for ﬁnite primitive systems, as reported in [5].
In the following we assume that Act is a denumerable set of symbols and that PTI systems are labeled.
Deﬁnition 3.10. Let N be a labelled PTI system. The language, ω-language and∞-language of N are deﬁned, respectively, as
• L(N) = {a1 . . . an | m0[t1〉 . . . [tn〉mn is a ﬁring sequence of N and l(ti) = ai for i = 1, . . . ,n}
• Lω(N) = {a1 . . . ai . . . | m0[t1〉 . . . [ti〉mi . . . is an inﬁnite ﬁring sequence of N and l(ti) = ai for i ∈ ω+}
• L∞(N) = L(N) ∪ Lω(N).
The syntax of the linear μ-calculus is the following:
φ = Z | ¬φ | φ ∧ φ | (a)φ | νZ · φ
where a ranges over a set Act of actions and Z over a set of propositional variables. Free and bound occurrences of variables
are deﬁned as usual. A formula is closed if no variable occurs free in it. Formulas are generated by the grammar above, and
subject to the monotonicity condition that all free occurrences of a variable Z lie inside the scope of an even number of
negations.
A valuation V of the logic maps each variable Z on a subset of Act∞. The valuation V [A/Z] is deﬁned as
V [A/Z](Z ′) =
{
A if Z ′ = Z ,
V(Z ′) otherwise.
Given a word σ = a1 . . . ai . . . over Act∞, with σ(1) we denote the ﬁrst action of σ , i.e. a1, and with σ1 we denote the word
obtained from σ by dropping the ﬁrst action, i.e. a2 . . . ai . . . The denotation of a formula consists in the set of words satisfying
it. The denotation [[φ]]V of a formula φ according to valuation V is deﬁned inductively as follows:
[[Z]]V = V(Z)
[[¬φ]]V = Act∞ \ [[φ]]V
[[φ ∧ ψ]]V = [[φ]]V ∩ [[ψ]]V
[[(a)φ]]V = {σ ∈ Act∞ | σ(1) = a ∧ σ1 ∈ [[φ]]V }
[[νZ · φ]]V =
⋃{A ⊆ Act∞ | A ⊆ [[φ]]V [A/Z]}
Therefore, [[νZ · φ]]V is the greatest ﬁxpoint of a function that assigns to a set A of words the set [[φ]]V [A/Z]. The denotation
of a closed formula φ does not depend on the valuation, hence we drop it and use the symbol [[φ]]. Of course, we may add
derived operators, such as φ ∨ ψ = ¬(¬φ ∧ ¬φ). As an example of a formula in this logic, consider νZ · (a)Z , which expresses
that action a is always possible. We can also express deadlock-freedom as νZ ·∨a∈Act(a)Z .
The model checking problem for the linear time μ-calculus and ﬁnite PTI systems is deﬁned as follows: given a ﬁnite PTI
system N and a closed formula φ, determine if N satisﬁes φ, ie., if L∞(N) ⊆ [[φ]]. This problem is decidable for the subclass of
ﬁnite primitive systems.
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Theorem 3.11 [5]. Let N be a ﬁnite primitive system and φ a closed formula of the linear time μ-calculus. It is decidable if N
satisﬁes φ, i.e. if L∞(N) ⊆ [[φ]].
The proof of this theorem is obtained by reduction to the decidability of the μ-calculus for ﬁnite P/T systems [22,21], as
ﬁnite primitive systems can be simulated by ﬁnite P/T systems.
4. Net semantics for the π-calculus
In this sectionwe ﬁrst describe a technique for building a PTI system for the whole π-calculus, starting from a description
of its places and of its net transitions. Thenwe describe how to construct the subnet dec(p) associated to a speciﬁc π-calculus
process p, as there is no need to build thewhole inﬁnite net for thewhole language if one is interested in the subnet reachable
from the initial (ﬁnite) marking of dec(p). Then a soundness result is provided, namely that the interleaving marking graph
associated to the PTI dec(p) for any π-calculus term p tightly corresponds to its early interleaving transition system, up to a
possible change of names in extrusions. Actually, a slightly weaker result is proved: the interleaving semantics induced on
nets is fully abstract with respect to the original early semantics on transition systems, i.e., p ∼ q iff dec(p) ∼ dec(q). Finally,
we discuss some optimization techniques that are helpful in reducing the size of the resulting PTI net; in particular, we
show that for a large fragment of the calculus (where parallel composition can occur inside recursion) the resulting net
representations are ﬁnite, and we observe that under some conditions the resulting net is actually a P/T system (without
inhibitor arcs).
4.1. Building the PTI system for π-calculus
Weﬁrst need to deﬁne syntactic names for the places of the net wewant to build. As amatter of fact, places are decorated
sequential processes, where the decoration has to do with the waywe handle alternative composition+ bymeans of conﬂict
names; also we have a place for each conﬂict name and a place for each restricted name.
4.1.1. Places
Let C be a denumerable set of symbols disjoint from N ∪ {τ } and from X . Let C¯ = {k¯ | k ∈ C} and Con = C ∪ C¯. Con, called
the set of conﬂict names, is ranged over by k,h, . . ., with the assumption that
¯¯
k = k. A conﬂict set is a ﬁnite subset of Con,
ranged over by I, J, . . .; I¯ = {k¯ | k ∈ I}. When I is a singleton, we drop the set brackets for notational convenience. The inﬁnite
set Sπ of places, ranged over by s (possibly indexed), is deﬁned as follows:
Sπ = {I[μ · p]≡α | I ⊆ Con ∧ μ · p ∈ P} ∪ Con ∪ {(νx) | x ∈ N }
Iμ · p represents a sequential process with conﬂict set I. This set, sometimes omitted when empty, is essential for the
implementation of the distributed choice mechanism, as will be made clear in the following. Sequential processes which
are alpha convertible are identiﬁed. This abstraction step is not necessary for the technical development, but it makes
net description more concise. For instance, processes x(y) · (νz)y¯z and x(v) · (νw)v¯w are mapped to the same place ∅[x(y) ·
(νz)y¯z]≡α . For notational convenience, we usually write Iμ · p for I[μ · p]≡α .
Every conﬂict name k is a place (with the same name). k is used to prevent the execution of any transition from any
sequential process Iμ · p such that k¯ ∈ I. To better describe the implementation of the distributed choice, assume that p and
q are sequential processes; p + q is interpreted as the parallel composition of {k}p and {k¯}q; with the execution of an action
from, say, {k}pwe produce a token in place k, hence preventing a later execution of an action from {k¯}q.
Finally, observe that for any name x there is a place (νx). A token in such a place prevents the execution of input, output
or bound output actions along channel x, as well as to send x as a free value or to receive x; however, it has no inﬂuence on
synchronizations.
4.1.2. Markings corresponding to π-processes
In order to deﬁne the decomposition function dec which associates a ﬁnite multiset on Sπ to each π-calculus process, we
need some auxiliary deﬁnitions.
Deﬁnition 4.1. Three operators on places are deﬁned below.
The operator I(s) is deﬁned on places as follows: I(Jμ · p) = (I ∪ J)μ · p, I(k) = k and I((νx)) = (νx).
The renaming s{y/x} is deﬁnedonplaces as follows: (Iμ · p){y/x} = I(μ · p){y/x}, k{y/x} = k, (νx){y/x} = (νy) and (νz){y/x} =
(νz) if z /= x.
The renaming of conﬂicts is deﬁnedonplaces as follows: h{k/h} = k, h¯{k/h} = k¯, h′{k/h} = h′ if h′ ∈ {h, h¯}, I{k/h} = {h′{k/h} |
h′ ∈ I}, (Iμ · p){k/h} = I{k/h}μ · p and (νx){k/h} = (νx).
These three operations on places can be extended to markings in the obvious way, i.e., by (multiset) elementwise
application. For instance, I(m1 ⊕ m2) = I(m1) ⊕ I(m2).
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Table 2
Decomposition function
dec(0) = ∅
dec(μ · p) = {∅μ · p}
dec(p + q) = {k}(dec(p)) ⊕ {k¯}(dec(q)) k new
dec(p | q) = dec(p) ⊕ dec(q)
dec((νx)p) = dec(p{z/x}) ⊕ {(νz)} z new
dec(recX · p) = dec(p{recX · p/X})
Deﬁnition 4.2. The set of conﬂict names, names and restricted names are deﬁned below.
The set c(s) of conﬂicts of place s is deﬁned as: c(Iμ · p) = {k ∈ C | k ∈ I ∪ I¯}, c(k) = if k ∈ C then {k} else {k¯}, c((νx)) = ∅ and
extended to markings as: c(m) =⋃s∈dom(m) c(s).
The set n(s) of names of place s is deﬁned as: n(Iμ · p) = n(μ · p), n(k) = ∅ and n((νx)) = {x} and extended to markings as:
n(m) =⋃s∈dom(m) n(s).
The set r(m) of restricted names in markingm is deﬁned as follows: r(m) = {x | (νx) ∈ dom(m)}.
For the sake of simplicity, we often write the functions above with multiple arguments, meaning the union of the
applications to each argument. E.g., r(m,m′) means r(m) ∪ r(m′).
We deﬁne a notion of alpha conversion on markings, which reﬂects the intuition that the conﬂicts and restricted names
actually used are inessential.
Deﬁnition 4.3. The binary relation ≡1α on markings is deﬁned as the least relation generated by the two rules below:
(i) If k, k¯ ∈ c(m), thenm{k/h} ≡1α m.
(ii) Let x ∈ r(m). If w ∈ n(m), thenm{w/x} ≡1α m.
Alpha conversion on markings, denoted ≡α with abuse of notation, is the reﬂexive and transitive closure of ≡1α . I.e.,m ≡α m′
ifm(≡1α)*m′.
As an example, consider markings m1 = {(νy), {k}x¯y · p, {k¯}x(z) · 0} and m2 = {(νw), {h}x¯w · (p{w/y}), {h¯}x(z) · 0}. Clearly
m1 ≡α m2 if w ∈ n(x¯y · p).
The function dec : P → Mﬁn(Sπ ), which deﬁnes the decomposition of processes into markings, is reported in Table 2.
Agent 0 generates no places. The decomposition of μ · p produces one place, where μ · p has an empty set of conﬂicts. The
case of alternative composition is interesting, as it shows that p + q is turned into the multiset union of the markings for
p and q, where each place of dec(p) is decorated by the singleton {k} and, symmetrically, each place in dec(q) is decorated
by {k¯}. In order to avoid undesirable side-effects, this conﬂict name k is to be chosen in such a way that it has been never
used before (hence, k new). Parallel composition is interpreted as multiset union. The decomposition of a restricted process
(νx)p generates a token in a restriction place (νz) (for a new name z) and the multiset obtained from the decomposition of
p where the new name z is substituted for the bound name x. Finally, a recursive process is ﬁrst unwounded once and then
decomposed. Guardedness on recursion variables is essential to prove the following obvious fact.
Proposition 4.4. For any π-calculus process p, dec(p) is a ﬁnite multiset of places.
Note that function dec is deﬁned up to alpha conversion of markings, because the actual choice of the new conﬂict k and
of the new name z is inessential. Note also that a fresh conﬂict name k, as well as a fresh restricted name z, is to be generated
for each of the dec applications on the right-hand side of the transition schemata we will describe in the next section. So in
a recursive term, e.g., recX · x(y) · 0+ v(w) · X , there is the need for an unbounded number of fresh (conﬂict) names. This is
a weakness of our approach that can be mitigated to some extent, as discussed in Section 4.3.
4.1.3. Net transitions
The PTI net for π-calculus, which is transition simple (see Deﬁnition 3.4) by construction, is the triple Nπ = (Sπ ,A, Tπ ),
where the inﬁnite set Tπ of net transitions is the least set generated by the axiom schemata reported in Table 3. To get amore
intuitive notation, we write a transition (c, i, a, p) as (c, i)
a−→ p, where c is the multiset of tokens to be consumed, i is the set
of places to be tested for absence of tokens, a is the label of the transition and p is the multiset of tokens to be produced.
Axiom (tau) is trivial: if no token is present in the places of the contrasting conﬂict names, then the transition produces,
besides the tokens of dec(p), also one token in each place of the conﬂicts in I. In this way, any other sequential process
decorated with a conﬂict in I¯ is blocked forever. Axiom (in) is also very intuitive: besides the contrasting conﬂict names,
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Table 3
Axiom schemata for (early) net transitions
(tau) ({Iτ · p}, I¯) τ−→ dec(p) ⊕ I
(in) ({Ix(z) · p}, I¯ ∪ {(νx), (νy)}) xy−→ dec(p{y/z}) ⊕ I
(out) ({Ix¯y · p}, I¯ ∪ {(νx), (νy)}) x¯y−→ dec(p) ⊕ I
(open) ({Ix¯y · p, (νy)}, I¯ ∪ {(νx)}) x¯(y)−→ dec(p) ⊕ I
(sync) if I ∩ J¯ = ∅ then
({Ix(y) · p, Jx¯z · q}, I¯ ∪ J¯) τ−→ dec(p{z/y}) ⊕ dec(q) ⊕ I ⊕ J
there is to check the absence of tokens on the restriction place for the channel name x and for the received value y. Axiom
(out) is very similar to the above. Axiom (open) clearly reveals the essence of bound outputs: it differs from (out) because
the token in the restriction place (νy) is now to be consumed. Indeed, the effect of the extrusion of the name y is the removal
of the restriction on y. Finally, axiom (sync) describes the interaction: if the two sequential processes are compatible (i.e.,
there are no contrasting conﬂicts, as required by the side-condition I ∩ J¯ = ∅), then the communication can take place. Note
that a reduction semantics (see, e.g. [49]) for full π-calculus can be described via axioms (tau) and (sync) only. Note also that
axioms (tau) and (sync) are the only two which do not make any use of the restriction places. This means that if we are
interested only to the reduction semantics, the resulting net associated to a π-calculus process is actually a P/T net (because
the restriction places can be ignored – see Section 4.3 for more details). Finally, observe that conﬂicts are never consumed
by transitions.
Example 2. Here we provide a few examples which may help in better understanding the net semantics.
• Transition ({{k}x(y) · 0}, {k¯, (νx), (νz)}) xz−→ {k} is one of the two transitions ﬁrable from themarking dec(x(y) · 0+ v(w) ·
0). If it is ﬁred, there is no way to ﬁre the other transition, because of the generated token in place k.
• Consider process (νy)(x¯y · p|x(z) · 0), which is mapped to the marking {(νw), x¯w · (p{w/y}), x(z) · 0}. There are three
possible enabled transitions from this marking, one for the asynchronous execution of the bound output of the left
subprocesses, one for the asynchronous execution of an input from the right subprocess, and one for the synchro-
nisation. The bound output transition is ({x¯w · (p{w/y}), (νw)}, {(νx)}) x¯(w)−→ dec(p{w/y}). Instead the synchronisation
is ({x¯w · (p{w/y}), x(z) · 0}, ∅) τ−→ dec((p{w/y}){z/w}). It is interesting to note that for synchronisation the restriction
places play no role.
• Transition ({x¯x · 0, (νx)}, {(νx)}) x¯(x)−→ ∅ is derivable by axiom (open), so it is part of the net, but it is blocked, because it
needs to consume a token from a place where the presence of a token inhibits the transition itself. In the interleaving
semantics, instead, a transition from (νz)z¯z · 0 is not derivable, because of the side condition x /= y in rule (Open).
4.1.4. The PTI subnet associated to a π-calculus process
Given a process p, the PTI system associated to p is the subnet of Nπ reachable from the initial marking dec(p).
Deﬁnition 4.5. Let p be a process. The PTI system associated to p is Net(p) = (S,A, T ,m0), where
m0 = dec(p)
S = {s ∈ Sπ | ∃m ∈ [m0〉(m(s) > 0)}
∪ {s ∈ Inhib(Nπ ) | ∃m ∈ [m0〉∃t(m[t〉 ∧ s ∈ ◦t}
T = {t ∈ Tπ | ∃m ∈ [m0〉(m[t〉)}
It is interesting to observe that the deﬁnition above suggests a practicalway of generatingNet(p) bymeans of an algorithm
in least-ﬁxpoint style. Start by dec(p), which is a ﬁnite multiset, and then try to apply the ﬁve axiom schemata in order to
produce the set of transitions executable from dec(p) in one step. This will produce also possible new places that will be
added to the current set of places. Then apply again the axiom schemata, and so on, until no new places are added and
no new transitions are derivable. In order to formalize this algorithm, we need some auxiliary notations. With m |= t, or
m |= (c, i) a−→ p, we denote the fact that transition t = (c, i) a−→ p is derivable by means of one of the ﬁve axioms of Table 3
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Fig. 4. The PTI system for a¯x · 0+ b¯x · 0.
and that marking m enables the transition, i.e., c ⊆ m and dom(m) ∩ i = ∅. Formally, we can deﬁne a sequence of structures
N(q)i = (Si,Ai, Ti,Mi), for i = 0, 1, . . ., as follows:
• N(q)0 = (S0,A0, T0,M0), where S0 = dom(dec(q)), A0 = ∅, T0 = ∅ andM0 = {dec(q)}.
• N(q)i+1 = (Si+1,Ai+1, Ti+1,Mi+1), where
− Si+1 = Si ∪ {dom(p) ∪ i | ∃m ∈ Mi · m |= (c, i) a−→ p}
− Ai+1 = Ai ∪ {a | ∃m ∈ Mi · m |= (c, i) a−→ p}
− Ti+1 = Ti ∪ {t | ∃m ∈ Mi · m |= t}
− Mi+1 = Mi ∪ {m′ | ∃m ∈ Mi, t ∈ Ti+1 \ Ti · m[t〉m′}.
We may deﬁne an obvious ordering  on such structures as follows: N(q)i  N(q)i+1 if Si ⊆ Si+1 and Ti ⊆ Ti+1. This is indeed
the case, hence the family {N(q)i}i is a chain w.r.t. . Note that any component of N(q)i is ﬁnite, for any i ∈ ω. This chain may
have a ﬁnite top element if, for some i, Si = Si+1 and Ti = Ti+1. In such a case, we conclude that Net(q) = (Si,Ai, Ti,m0) and
Net(q) is a ﬁnite net.
Example 3. Consider the process q = a¯x · 0+ b¯x · 0. N(q)0 = (S0,A0, T0,M0), where S0 = dom(dec(q)) = {{k}a¯x · 0, {k¯}b¯x · 0},
A0 = ∅, T0 = ∅ and M0 = {dec(q)}. Now, transition t1 = ({{k}a¯x · 0}, {k¯, (νa), (νx)}) a¯x−→ {k} is derivable by axiom (out) and
dec(q) |= t1. Similarly, transition t2 = ({{k¯}b¯x · 0}, {k, (νb), (νx)}) b¯x−→ {k¯} is derivable by axiom (out) and dec(q) |= t2. More-
over, there is no other transition t3 such that dec(q) |= t3. Hence, we can conclude that N(q)1 = (S1,A1, T1,M1), where S1 =
S0 ∪ {k, k¯, (νa), (νb), (νx)}, A1 = {a¯x, b¯x}, T1 = {t1, t2} andM1 = {dec(q), {k, {k¯}b¯x · 0}, {k¯, {k}a¯x · 0}}. Now, since no new transition
is ﬁrable fromanyof threemarkings inM1,wehavedone andNet(q) = (S1,A1, T1, dec(q)). The resultingnet is depicted in Fig. 4.
Note also that the net semantics induces some structural axioms on π-calculus processes, i.e., if p and q are equated by the
axioms, thenNet(p) andNet(q) are isomorphic. Themain axioms are for parallel composition | (it is commutative, associative,
with 0 as neutral element) and for alternative composition+ (commutative, but not associative). Nonetheless, it is clear that
we need a more abstract semantics, possibly based on bisimulation.
We can extend to markings the deﬁnition of early bisimulation previously deﬁned on process terms, provided that we
devote some care to the treatment of bound names in our net semantics.
Deﬁnition 4.6. A binary relation R over the set of markings of Nπ is an early bisimulation if (m1,m2) ∈ R implies:
• ifm1 x¯y−→ m′1, there exists thenm′2 such thatm2
x¯y−→ m′
2
and (m′
1
,m′
2
) ∈ R;
• ifm1 xy−→ m′1 and y ∈ r(m1,m2), there exists thenm′2 such thatm2
xy−→ m′
2
and (m′
1
,m′
2
) ∈ R;
• ifm1 x¯(y)−→ m′1, there exist thenm′2 and z such thatm2
x¯(z)−→ m′
2
and for w ∈ n(m1,m2) – (m′1{w/y},m′2{w/z}) ∈ R;
• ifm1 τ−→ m′1, there exists thenm′2 such thatm2
τ−→ m′
2
and (m′
1
,m′
2
) ∈ R;
• symmetrically form2 derivations.
Two markingsm1 andm2 are bisimilar, writtenm1 ∼ m2, if there exists an early bisimulation R such that (m1,m2) ∈ R.
Attention is to be paid to bound outputs. As axiom (open) uses the concrete name occuring in the output preﬁx (while,
instead, rule (Open) for the transition system always generates a fresh, new name), we have to be careful in comparing two
markings performing bound outputs: we require thatm′
1
{w/y} andm′
2
{w/z} are bisimilar, where w is a new, fresh name.
The following proposition states the obvious fact that alpha-convertible markings are bisimilar.
Proposition 4.7. Let m,m′ be markings. If m ≡α m′ then m ∼ m′.
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4.2. Soundness and full abstraction
In this section, we brieﬂy sketch the proof of retrievability of the early interleaving semantics for process p from the
interleaving marking graph of the net Nπ marked with the initial marking dec(p).
The explicit treatment of bound names makes the correspondence a bit complex. The following proposition, rather
technical but quite obvious, contains some structural properties of markings w.r.t. bisimulation equivalence, that are used in
the proof of the subsequent theorems. As an example of such structural property, a markingm ⊕ j · {k} ⊕ km′ ⊕ k¯m′′, where
• k is fresh,
• j is a positive integer,
• no name inm andm′ occurs restricted inm′′,
• symmetrically, no name inm′′ occurs restricted inm andm′,
• the intersection of the conﬂict names ofm ∪ m′ withm′′ is empty,
is bisimilar to marking m ⊕ m′, because k¯m′′ is blocked by the presence of j tokens in place k, no interference is possible
between the names of m ⊕ m′ and the names in m′′, place k is inessential if k¯m′′ is removed, as well as the decoration k on
the places inm′.
Then, two theorems compare the transition system of process p with the interleaving marking graph of Net(p), showing
that they are very similar. However, due to the different way rule (Open) for the transition system and axiom (open) for net
deal with bound names, we cannot prove the very strong result that p ∼ dec(p). Nonetheless, the ﬁnal corollary states that
our net translation is fully abstract w.r.t. early interleaving bisimulation equivalence.
Proposition 4.8. The following hold:
(i) Let m,m′ and m′′ be markings. If k, k¯ ∈ c(m,m′,m′′), j > 0, n(m,m′) ∩ r(m′′) = ∅, r(m,m′) ∩ n(m′′) = ∅ and c(m,m′) ∩
c(m′′) = ∅, then m⊕ j · {k} ⊕ km′ ⊕ k¯m′′ ∼ m ⊕ m′.
(ii) Let m1, m
′
1
, m2 and m
′
2
be markings such that c(mi) ∩ c(m′i) = ∅, n(mi) ∩ r(m′i) = ∅ and r(mi) ∩ n(m′i) = ∅ for i = 1, 2. If
m1 ∼ m2 and m′1 ∼ m′2, then m1 ⊕ m′1 ∼ m2 ⊕ m′2.
(iii) If x, y ∈ r(dec(p)), then dec(p{y/x}) ≡α dec(p){y/x}.
(iv) Let m and m′ be markings. If m ∼ m′, w ∈ n(m,m′) and x ∈ r(m,m′), then m{w/x} ∼ m′{w/x}.
(v) Let m and m′ be markings. If m ∼ m′ and w ∈ r(m,m′), then m⊕ {(νw)} ∼ m′ ⊕ {(νw)}.
Theorem 4.9. Let p be a process.
• If p x¯y−→ p′, then there exists m such that dec(p) x¯y−→ m and m ∼ dec(p′).
• If p xy−→ p′ and y ∈ r(dec(p)), then there exists m such that dec(p) xy−→ m and m ∼ dec(p′).
• If p x¯(y)−→ p′, then there exist m and w such that dec(p) x¯(w)−→ m and m ∼ dec(p′{w/y}).
• If p τ−→ p′, then there exists m such that dec(p) τ−→ m and m ∼ dec(p′).
Proof. By induction on the proof of transition p
α−→ p′. We give a sketch for the ﬁrst item only (the other cases are omitted).
A transition p
x¯y−→ p′ can be derived by application of one of the following rules of Table 1: (Out), (Sum), (Par), (Res) or
(Rec). We proceed by case analysis.
If the transition has been derived via (Out), then it is actually x¯y · p x¯y−→ p. Note that dec(x¯y · p) is the singleton {x¯y · p} and
that, by application of rule (out) of Table 3, (dec(x¯y · p), {(νx), (νy)}) x¯y−→ dec(p). Hence the thesis follows trivially.
If the transition has been derived via (Sum), then p + q x¯y−→ p′ is derivable because p x¯y−→ p′. By inductive hypothesis,
we know that there exists m such that dec(p)
x¯y−→ m and m ∼ dec(p′). Note that dec(p + q) = {k}dec(p) ⊕ {k¯}dec(q), with
k new and no token in places k and k¯. Of course, {k}dec(p) x¯y−→ {k}m ⊕ {k} by application of axiom (out) of Table 3 on a
suitable submarking of {k}dec(p). Consequently, dec(p + q) x¯y−→ {k}m ⊕ {k} ⊕ {k¯}dec(q). Now, property (i) of Proposition 4.8
could be applied to prove that {k}m ⊕ {k} ⊕ {k¯}dec(q) is bisimilar tom (and hence to dec(p′) as required) if the side conditions
n(m) ∩ r(dec(q)) = ∅, r(m) ∩ n(dec(q)) = ∅ and c(m) ∩ c(dec(q)) = ∅ are satisﬁed. Actually, we prove a slightly different result:
we take a marking m′ ≡α m such that the conditions above on disjointness of names w.r.t. dec(q) are satisﬁed. Hence,
{k}m ⊕ {k} ⊕ {k¯}dec(q) ∼ m′; by Proposition 4.7m′ ∼ m, and the thesis follows by the fact thatm ∼ dec(p′).
The cases of rules (Par), (Res) and (Rec) canbeproved similarly, possibly by suitablyusing someof the results of Proposition
4.8. 
Theorem 4.10. Let p be a process.
• If dec(p) α−→ m and α is not a bound output, then there exists p′ such that p α−→ p′ and m ∼ dec(p′).
• If dec(p) x¯(w)−→ m, then for every y ∈ fn(p) there exists p′ such that p x¯(y)−→ p′ and m ∼ dec(p′{w/y}).
Proof. By induction on (the deﬁnition of) dec(p) and then by case analysis on the applicable axioms. We give a sketch of the
ﬁrst item only.
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If dec(p)
α−→ m (with α not a bound output), then the base cases are when p is one of the following: τ · p′, x(z) · p′, or x¯y · p′
and the axiomused are (tau), (in) and (out) of Table 3, respectively.W.l.o.g., consider only p = x(z) · p′. Then dec(p) = {x(z) · p′}
and dec(p)
xy−→ dec(p′{y/z}). By rule (In) of Table 1, p xy−→ p′{y/z} and the thesis follows trivially.
Let us now consider the cases where inductive hypothesis is to be used, i.e., when p = p1 + p2, p1 | p2, (νx)p1, or recX · p1.
We consider only the case p = p1 + p2. Assume dec(p) α−→ m, with α not a bound output. As dec(p) = {k}dec(p1) ⊕ {k¯}dec(p2)
for a new conﬂict name k and since dec(p1) and dec(p2) are mutually exclusive via k and k¯, either dec(p1)
α−→ m1 (with
m = {k}m1 ⊕ {k} ⊕ {k¯}dec(p2)), or dec(p2) α−→ m2 (with m = {k¯}m2 ⊕ {k¯} ⊕ {k}dec(p1)). W.l.o.g., consider dec(p1) α−→ m1. By
inductive hypothesis, there exists p′
1
such that p1
α−→ p′
1
and m1 ∼ dec(p′1). Note that, by rule (Sum) of Table 1, also p1 +
p2
α−→ p′
1
. So it remains to prove thatm = {k}m1 ⊕ {k} ⊕ {k¯}dec(p2) is bisimilar to dec(p′1), or, more simply, thatm1 ∼ m. Now,
property (i) of Proposition 4.8 could be applied to prove this, but not directly to m1, rather to another marking m
′
1
≡α m1
that satisifed all the conditions on disjointness of names listed in that proposition. Hence the thesis follows by observing
that dec(p′
1
) ∼ m1 by induction,m1 ∼ m′1 by Proposition 4.7, andm′1 ∼ m by Proposition 4.8(i).
A ﬁnal remark is on the fact that the inductive argument we are using is not on the structure of the term p, rather on
the deﬁntion of function dec(p). This is clear in case of p = recX · p1, where structural induction cannot be applied. Indeed,
dec(recX · p1) = dec(p{recX · p/X}) and we can safely assume the inductive thesis holds for dec(p{recX · p/X}) because, by
guardedness of the recursive terms, we are sure that in term p{recX · p/X} the recursive binder does not occur at the top
level, hence in a ﬁnite number of calls of function dec the resulting marking will be computed. 
From the two theorems above, it follows immediately the following full abstraction result.
Corollary 4.11. Let p and q be processes. Then we have that p ∼ q if and only if dec(p) ∼ dec(q).
4.3. Optimization
The net semantics we have introduced is far from being optimal, meaning that there are techniques that can be imple-
mented to get more compact net models for π-calculus processes. Here we discuss a few of these improvements and we
single out a reasonably large subset of π-calculus whose processes are mapped to ﬁnite PTI systems.
The generation of an inﬁnite system is due to the following facts:
• axiom (in) generates an inﬁnite set of transitions exiting from the place corresponding to a sequential subprocess
waiting for a message;
• the decomposition rules for choice and restriction require the generation of a fresh name; hence, if these operators lie
inside a recursive deﬁnition, an inﬁnite set of fresh names is required.
The ﬁrst problem can be solved – in case the input sequential subprocess does not lie inside a recursion – by a result in
[43], which says that it is sufﬁcient to instantiate the received channel name in an input action with all the names occurring
in the term plus a fresh name, to represent all the possible behaviours. Hence, this inﬁnity problem is solved with a ﬁnite
number of transitions.
The second problem cannot in general be solved: in [26] it is shown that, for a CCS process containing unguarded sum
(i.e., the summands are not all sequential) inside recursion, no ﬁnite P/T system, respecting both the intended causal and
branching behaviour, can be deﬁned. So, we can only look for techniques that alleviate this problem in practical cases.
For instance, when the operands of a choice are all sequential processes (the so-called guarded sum, a limitation that is
often considered sufﬁcient for practical purposes), it is no longer necessary to introduce conﬂict names to model the choice:
in that case, it is sufﬁcient to glue the places corresponding to each operand in a single one. Formally, we have to do the
following. We add to the syntax the guarded choice operator
∑
i∈I μi · pi, with I ﬁnite, the decomposition rule
dec
⎛
⎝∑
i∈I
μi · pi
⎞
⎠ =
⎧⎨
⎩
∑
i∈I
μi · pi
⎫⎬
⎭
and change the axioms in the following way:
if μi = τ then({
I
∑
k∈K μk · pk
}
, I¯
)
τ−→ dec(pi) ⊕ I
if μi = x(z) then({
I
∑
k∈K μk · pk
}
, I¯ ∪ {(νx), (νy)}
)
xy−→ dec(pi{y/z}) ⊕ I
if μi = x¯y then({
I
∑
k∈K μk · pk
}
, I¯ ∪ {(νx), (νy)}
)
x¯y−→ dec(pi) ⊕ I
if μi = x¯y then({
I
∑
k∈K μk · pk , (νy)
}
, I¯ ∪ {(νx)}
)
x¯(y)−→ dec(pi) ⊕ I
if μi = x(y),μ′j = x¯z ∧ I ∩ J¯ = ∅ then({
I
∑
k∈K μk · pk , J
∑
h∈H μ′h · ph
}
, I¯ ∪ J¯
)
τ−→ dec(pi{z/y}) ⊕ dec(qj) ⊕ I ⊕ J
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Of course, if we restrict the language to have only guarded choice, then all the conﬂict names disappear in the axioms
above, obtaining a rather simple net semantics for this sublanguage.
Finally, for the sake of simplicity we have presented the semantics for the monadic π-calculus, but it can be trivially
extended to the polyadic calculus, where input and output carry a (possibly empty) tuple of channels (x(y1, . . . , yn) · P and
x¯〈y1 . . . yn〉 · P).
In case an input subprocess has an empty set of parameters, no generation of fresh names is required, hence its occurrence
inside a recursion operator does not cause the generation of an inﬁnite net.
From the observations above it trivially follows the following proposition that states a sufﬁcient condition on p such that
Net(p) is ﬁnite.
Proposition 4.12. Let p be a process. If
1. no restriction or unguarded sum occurs inside a recursion operator;
2. p′ is a derivative of p (i.e. p a1−→ · · · an−→ p′), x ∈ fn(p′) and x(y¯).q occurs in p′ inside a recursion imply that y¯ is the empty
sequence;
then the subnet Net(p) associated to p is ﬁnite.
The ﬁrst condition states that the process p is generated by the following syntax:
s ::= 0 | μ.t | s + s
t ::= s | t | t | X | recX · t
p ::= t | (νx)p | p | p | p + p
where parallel compositionmay occur inside recursion. The second condition, even if not purely syntactic, is often veriﬁed in
practical cases, e.g., for closed systems (i.e., processes where all the names are restricted). Let us call the π-calculus processes
that satisﬁes the two conditions of Proposition 4.12, the ﬁnite-net processes. Note that ﬁnite-net processes may be inﬁnite-
state processes (i.e., the associated labeled transition system may be inﬁnite).
Finally, we want to observe that in some cases the resulting net is actually a P/T net. This happens when considering
closed systems (i.e., all actions are restricted) with guarded sum only. Indeed, in such a case, no conﬂict is generated by the
decomposition function;moreover, as no extrusion is possible (only axioms (tau) and (sync) are applicable), all the restriction
places (νx) can be safely removed. Similarly, if one wants to model only the reduction semantics [49] of a process, then only
axioms (tau) and (sync) are applicable. An example of a non-trivial ﬁnite net process is reported Fig. 9, where the resulting
net is actually a P/T net because the π-calculus process is closed.
5. Non-interleaving semantics
A step and a causal semantics for the π-calculus are induced from the corresponding semantics for PTI nets, recalled in
Section 3. We illustrate these semantics by means of some examples.
5.1. Step semantics
We present two examples, in order to clarify what cannot be performed in parallel. The system, according to the not
optimized net semantics, corresponding to the process a¯x · 0+ b¯x · 0 is depicted in Fig. 4. Two transitions are enabled at the
initial markingm = {ka¯x · 0, k¯b¯x · 0}:
t1 = ({{k}a¯x · 0}, {k¯, (νa), (νx)}) a¯x−→ {k}
and
t2 = ({{k¯}b¯x · 0}, {k, (νb), (νx)}) b¯x−→ {k¯}.
On the contrary, the step {t1, t2} is not enabled at m, because dom(t•1) ∩ ◦t2 = {k} /= ∅. Hence, the mechanism of distributed
choice we have implemented is compatible only with the step semantics of [8], and not with themore liberal step semantics
of [31].
The PTI system corresponding to the process (νy)(x¯y · 0 | y¯v · 0 | z¯y · 0) is depicted in Fig. 5. Two transitions are enabled at
the initial markingm = {(νy), x¯y · 0, y¯v · 0, z¯y · 0}:
t1 = ({x¯y · 0, (νy)}, {(νx)}) x¯(y)−→ ∅
and
t2 = ({z¯y · 0, (νy)}, {(νz)}) z¯(y)−→ ∅.
The step {t1, t2} is not enabled at m, because •t1 ⊕ •t2 ⊆ m (we do not have two tokens in the restriction place). On the
contrary, in [43] the concurrent execution of t1 and t2 is allowed.
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Fig. 5. The PTI system for (νy)(x¯y · 0 | y¯(v) · 0 | z¯y · 0).
Fig. 6. The PTI system for (νy)(x¯y · 0 | y¯z · 0).
The step bisimulation between markings can be deﬁned similarly to interleaving bisimulation in Deﬁnition 4.6 and, as
expected, it is ﬁner than the latter.
5.2. Causal semantics
The causal semantics for PTI systems hinted in Section 3 and reported in more detail in the Appendix induces a (set of)
causal semantics for π-calculus processes.
In [4,16], two kinds of causal dependencies between actions are singled out: the structural (or subject) dependencies,
induced by the structure of processes, and the link (or object) dependencies, arising from the extrusion of restricted names.
It is interesting to observe that these two kinds of causal relations closely correspond to the two different kinds of causal
dependencies arising in PTI systems generated by a π-calculus term; in Deﬁnition A.8, two sets of immediate causes are
deﬁned: the set Cﬂow of causes due to ﬂow arcs, containing all the causes due to the consumption of tokens produced by
previously executed transitions, and the set Cinib of causes due to the presence of inhibitor arcs; a transition t is (inhibitor-)
caused by all those transitions which removed tokens from the inhibiting places of t. The structural dependencies for π-
calculus can be obtained by the transitive closure of the ﬂow-causes, whereas the link dependencies correspond to the set
Cinib of inhibitor-causes.
As an example of link dependency, consider the process p = (νy)(x¯y · 0 | y¯z · 0), whose corresponding PTI system is drawn
in Fig. 6. This system can perform a causal transition labelled
x¯(y),∅,∅−−−→ , followed by the transition labelled y¯z,∅,{1}−−−→ . According to
our deﬁnition, the second transition is (inhibitor-) caused by the ﬁrst one, because the ﬁrst removes the token that inhibited
the second. Now consider process q = (νy)(x¯y · y¯z · 0). Process q can perform a causal transition labelled x¯(y),∅,∅−−−→ , followed by
the transition labelled
y¯z,{1},{1}−−−→ which shows a double source of causality.
These processes are causal bisimilar or not, depending onwhat kind of comparison is made in the actual deﬁnition. p and
q are mixed causal bisimilar, but neither distinct nor ﬂow causal bisimilar (see Section 3 and the Appendix).
The causal bisimulation between markings can be deﬁned similarly to interleaving bisimulation in Deﬁnition 4.6 and, as
expected, mixed causal bisimulation is ﬁner than step bisimulation.
6. π-Calculus nets are primitive
We show that the PTI system Net(p) generated by a π-calculus process p is primitive; hence, if it is also ﬁnite, it is possible
to make use of the analysis techniques illustrated in Section 3.4 to study the behaviour of the process.
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Fig. 7. The PTI system generated by process (νc)(recX · (a¯ · (c¯|X))|b¯c).
Proposition 6.1. For any π-calculus process p, the PTI system Net(p) is primitive.
Proof. The inhibiting places of Net(p) are the conﬂict places k and the restriction places (νx). The emptiness limit for a
conﬂict place is 0: in fact, no transition consumes tokens from such places, so once they are ﬁlled with a token, they cannot
be emptied. A transition produces a token in a restriction place when, during the decomposition of a process, a restriction
is encountered. The side condition of the decomposition function for a process with the form (νx)p ensures that a “fresh”
restriction place (i.e. never used) is utilized, so it is impossible to produce two tokens in the same place; then, the number
of tokens is always bounded by 1. 
6.1. No reasonable semantics based on P/T nets
Herewe give some evidence in support of the impossibility to provide the π-calculuswith a sensible net semantics, based
on standard P/T nets, which faithfully models the step behavior and the causal one.
First, we show that it is impossible, for a ﬁnite P/T system, to simulate the step behaviour of the primitive net generated
by process
(νc)(recX.a¯ · (c¯|X)|b¯c)
which is ﬁnite and reported in Fig. 7.
The step behaviour of this primitive system is essentially the same as the one of the system in Fig. 3. The proof of the
non existence of a ﬁnite P/T system simulating the step ﬁring sequences of the primitive system in Fig. 7 consists of a slight
modiﬁcation of the proof in [5] of Theorem 3.9, consisting in replacing the labels a, b and c with a¯, b¯(c) and c¯, respectively.
Hence, a P/T net simulating correctly the step ﬁring sequences of net 7 has to be inﬁnite.4
Moreover, the following argument tries to convince the reader that no physically realizable P/T net (i.e., a net with ﬁnite
markings only and with transitions of ﬁnite synchronization only) can model correctly the causal behaviour of this net.
As the action b¯(c) extrudes the name c, we have that all the occurrences of action c¯ are link-caused (or inhibitor caused)
by b¯(c); as the number of tokens that can be accumulated on place c¯ is unbounded, and the only way to obtain a causal
dependency between two transitions in a standard P/T system consists of making the ﬁrst transition to produce a token
which is consumed by the second one, to faithfully model the causal dependencies of this process by a P/T system it is
necessary for transition b¯(c) to produce an inﬁnite number of tokens, thus obtaining an unfeasible behaviour from a physical
point of view.
6.2. Decidability results
As the PTI systems generated by π-calculus processes are primitive, the class of ﬁnite-net processes (as singled out in
Proposition 4.12) enjoys some interesting properties, discussed in Section 3.4.
The coverability tree construction [33] has been extended in [5] to ﬁnite primitive systems, thus permitting to decide
some interesting properties. In particular, by inspection of the (ﬁnite) coverability tree associated to a ﬁnite primitive system
one can see if, e.g., the net is bounded (in all reachable marking the number of tokens in each place is bounded by some
constant), hence its behavior is ﬁnite-state. But also to check if one single place is bounded; this can be useful to reduce the
size of a net: for example, if an inhibiting place is bounded by 0, we can safely remove the arcs exiting from that place. We
can also see from the ﬁnite coverability tree if some sequential subsystem s is always active (in all the nodes of the tree s
4 Remember that if we are interested only in the interleaving semantics, then a ﬁnite P/T net simulating such a ﬁnite primitive net does exist.
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has value n > 0 or the special symbol ω that denotes unboundedness in the coverability tree construction); if in a choice
some alternative subprocesses have never been chosen (it is enough to test that at least one conﬂict place corresponding
to this alternative is always set to 0); if some restricted names are extruded or not (again, looking in the tree at the place
corresponding to that restricted name). Another property following directly from the ﬁniteness of the coverability tree is
the existence of dead (i.e., that cannot be executed in any reachable marking) transitions. Indeed, it is enough to check that
no arc in the coverability tree is labeled by that transition. Again, this may be useful in reducing the size of the net, as dead
transitions can be safely removed.
The reachability problem (i.e., to check if a marking is reachable from the initial one) for ﬁnite primitive systems is
decidable. This means that we can search for (a ﬁnite set of) particular markings (e.g., those representing unsafe conditions)
to see if they will ever be reached or not. Consequences of the decidability of reachability is that the liveness problem (a
transition t is live if for any reachable markingm there exists a markingm′ reachable fromm such that t is enabled; a net is
live if all of its transitions are live) as well as the deadlock problem (existence of a reachable marking m which is dead, i.e.,
no transition is enabled atm) are decidable. Hence, total deadlock is decidable; but also partial deadlock is decidable, because
so is the the reachability problem for submarkings [5]. 5
By Theorem 3.11, we also get the decidability of the linear time μ-calculus for the class of ﬁnite-net π calculus processes.
This is very interesting as the logic is quite expressive and the class of processes for which it is decidable is rather large,
including many, practically relevant, inﬁnite-state systems.
6.3. Two examples
Hereweprovide the net semantics of two simple, yet non-trivial, examples. The ﬁrst one is themobile telephones example
reported in [41]. The second one is an example of a producer-consumer system, where two producers send to a forwarder
the products that two consumers will eventually consume. In both cases, the systems are ﬁnite-net processes: while the
former is a ﬁnite-control [12] system, the latter is not, because of the presence of parallel composition inside recursion in
the forwarder process. Moreover, in both cases, as we are dealing with closed processes (all the names are restricted), no
scope extrusion can be performed, thus we can safely remove all the inhibiting places and obtain a rather intuitive classic
Place/Transition net system.
Let us now consider the mobile telephone example.
(νtalki, switchi, givei, alerti, i = 1, 2)
(recCAR · (talk1.CAR + switch1(talk1, switch1).CAR)|
recBASE1 · ( ¯talk1.BASE1 + give1(t, s). ¯switch1〈t, s〉.alert1.BASE1)|
recBASE2 · ( ¯talk2.BASE2 + give2(t, s). ¯switch2〈t, s〉.alert2.BASE2)|
recCENTRE · ( ¯give1〈talk2, switch2〉. ¯alert2. ¯give2〈talk1, switch1〉.
¯alert1.CENTRE))
The net system corresponding to the process above is depicted in Fig. 8. For simplicity sake, different places corresponding
to the same sequential subprocess are called with the same name; e.g., we have four different places all called centre. The net
clearly illustrates the connections between the various components, and the decision techniques developed for P/T systems
can be used to prove e.g. that all transitions are live, or that in any reachable marking there is exactly one token in places
corresponding to the centre (i.e. the centre does neither duplicate nor vanish). Of course, the net is also deadlock-free. This
can be also seen by model checking: the formula νZ.(τ )Z , which expresses that some progress (via a synchronization) is
always possible, is satisﬁed.
Let us now consider the following producer-consumer system Sys:
Sys = (νa, b, c)(P1|P2|F |C1|C2)
where P1 and P2 are producers and F forwards the requests to the consumers C1 and C2:
F = recX · (a(y, r) · (X|r¯(y)))
P1 = recX · (a¯(3, b) · X) P2 = recX · (a¯(5, c) · X)
C1 = recX · (b(w) · X) C2 = recX · (c(w) · X)
The ﬁnite net system corresponding to Sys is depicted in Fig. 9, where place p1 = a¯(3, b) · recX · (a¯(3, b) · X), place p2 = a¯(5, c) ·
recX · (a¯(5, c) · X), place f = a(y, r) · (recX · (a(y, r) · (X|r¯(y))) | r¯(y)), place c1 = b(w) · recX · (b(w) · X) and, ﬁnally, place c2 =
c(w) · recX · (c(w) · X). Observe that, because of the asynchronous behaviour of producers and consumers, the number
of tokens that may be present in places b¯(3) and c¯(5) can be unbounded. Indeed, process Sys is an inﬁnite-state sys-
tem.
5 The reachability problem for submarking is the following: Given a subset S′ ⊆ S of places and a markingm on S′ , there exists a markingm′ ∈ [m0〉 such
that m′(s) = m(s) for all s ∈ S′? The partial deadlock problem is the following: Given a subset S′ ⊆ S of places, there exists a reachable submarking m on S′
that is dead?
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Fig. 8. The system corresponding to the mobile telephones example.
Fig. 9. The system corresponding to the producer–consumer example.
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7. Further issues
7.1. Related work
Net semantics
The ﬁrst paper dealing with a net semantics is [20]. There Engelfriet considers the small π-calculus (no alternative compo-
sition), for which he studies the reduction semantics (communications only). Because of these limited aims, the semantics
is greatly simpliﬁed: the restriction operator can always be syntactically removed by simply renaming bound actions to
fresh names. Hence, there is no need for inhibitors. It is easy to see that our net semantics conservatively extends his
proposal.6
A recentpaper is [18],whereDevillerset al. deﬁneamorecomplexsemantics forﬁnite (i.e., recursion-free)π-calculususing
high-level nets with read arcs. The main feature of their approach is that ﬁnite nets are obtained in a purely compositional
way by adapting existing graph-theoretic net composition operators, by ﬁrst translating a process into a context-based
representation that removes restrictions. Their interesting work has been subsequently extended in [19] to take care also of
recursive behaviours by using techniques used in the context of PBC [3]. Surprisingly enough, their approach produces ﬁnite
high-level nets with read arcs also for (even unguarded) recursive terms, at the price, however, of admitting places with
inﬁnitely many tokens. Even if not explicitly worked out in their papers, their approach could also permit the deﬁnition of
concurrent semantics for π-calculus.
An interesting P/T net semantics for a variant of π-calculus – where summation is always guarded, recursion is mod-
elled by a step of unwinding and only reduction semantics [49] is considered – is studied in [37]. There Meyer shows
that the interleaving marking graph of the net associated to a process p is isomorphic to the transition system deﬁned
by the reduction semantics of p. His primary goal is to obtain minimal net realizations of the reduction semantics, in
order to apply all the set of veriﬁcation techniques available for ﬁnite P/T nets. He singles out a large class of π-calculus
processes, the so-called structurally stationary processes, for which his net semantics is ﬁnite. This class of processes is
incomparable with the class of ﬁnite-net processes we single out for our PTI semantics. For instance, the process Sys
of Section 6.3 (as well as process (νa)recX · (a¯(w) | τ · X)) is ﬁnite-net but not structurally stationary; on the contrary,
process recX · (νa)(a¯(w) | τ · X) is not ﬁnite-net, but it is structurally stationary. Note that his results are not in contrast
with our claim that it is impossible to provide a faithful P/T net semantics to π-calculus for the following reasons: (i) If we
consider only the reduction semantics, as Meyer does, we have already observed that our net semantics also generates
(not necessarily ﬁnite) P/T nets. (ii) Meyer’s net construction does not preserve the intended non-interleaving seman-
tics of π-calculus processes, at least for the way restriction is handled. For instance, in process (νc)(a.c | b.c¯) | (a¯ | b¯) the
two reductions on a and b are causally dependent in his semantics. Note also that, if we restrict our attention to re-
duction semantics only, our net semantics can be used to provide, sound (both w.r.t. interleaving and causal semantics),
ﬁnite net P/T representation for the class of ﬁnite-net processes, hence also for many, practically relevant, inﬁnite-state
systems.
Causal semantics
The ﬁrst causal semantics was proposed in [4], where Boreale and Sangiorgi deﬁne an early causal transition system. They
observe that there are two different sources of causality: the subject (or structural) dependencies, due to the syntactical
structure of terms (causes produced by the nesting of preﬁxing or inherited through communications), and the object (or
link) dependencies, due to the order in which names are used in a computation (a name introduced in a transition labeled by
μj is then among the free names of a later transition labeledμi: they say thatμi is object dependent onμj). For instance, in the
(interleaving) run (νb)(b · 0 | a(x) · x¯b · 0) ac−−−→ c¯(b)−−−→ b−−−→ 0 |0, the second action is object dependent on the ﬁrst action,
as well as the third is object dependent on the second. Object dependencies can be observed already at the interleaving level
and so, as their goal is to deﬁne a fully abstract encoding of the causal transition system over the standard interleaving one,
they are ignored in the causal transition system.
Further work is necessary to properly compare the two approaches, also because their causal bisimulation is a weak one,
while ours is a strong one. However, we conjecture that our ﬂow causality is essentially the same relation as their subject
causality.Differently fromtheir approach,wealso explicitlymodel thoseobject dependenciesdue toextrusion,whichenables
transitionswhichwere previously blocked by the presence of restriction (in the example above, we have that the third action
is inhibiting caused by the second action, but the second action is only ﬂow caused by the ﬁrst one). Hence, the inhibiting
causes are a proper subset of the object dependencies. However, the object dependencies not captured by inhibiting causes
are already captured by the ﬂow causes.
On the one hand, only the class of structural/subject causes is explicitly described in their transition system. On the other
hand, our mixed causal semantics, instead, joins together the causes originated by both classes of phenomena. Consider the
two processes p = (νy)(x¯y · 0 | y¯z · 0) and q = (νy)(x¯y.y¯z · 0). These processes are not causal bisimilar according to [4] (there
is a subject dependency in q), whereas they are mixed causal bisimilar for us (see also Section 5.2).
6 To be precise, this is true with the only exception of the bang operator (i.e., replication), as we prefer to use guarded CCS-like recursion in order to avoid
the problem of managing markings composed of inﬁnitely many places and/or inﬁnitely many tokens in a place (see Section 7.2 for more details).
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Our approach to causality is also different from the one given in [16,17]. First of all, Degano and Priami follow the
so-called read–write causality, according to which outputs can pass their causes to inputs but not vice versa (i.e., the
cause-crossing in communication is not symmetric but directioned from outputs to inputs). The “symmetric” causes miss-
ing in communication are classiﬁed as structural priority. Similarly for link dependencies, they deﬁne also object prior-
ity. Further work is necessary to compare our work to theirs. However, we conjecture that the reﬂexive closure of our
mixed causal semantics coincides with the enabling relation of [16], which roughly corresponds to the transitive and
reﬂexive closure of the union of the four relations above (read–write causality, structural priority, link causality, object
priority).
In [43], Montanari and Pistore propose a graph-rewriting system (based on the double pushout approach) as a semantic
model for a subset of π-calculus, where+ is omitted and the bang operator is applied only to input preﬁxing. Apart from the
technical differences, the basic intuition about restriction is similar to ours, even if “complemented”: a “token” in a “place”
for x means that x is free; hence they test for presence of a token in the “place” for x. However, this causes the debatable
phenomenon of parallel extrusion. Consider the process p = (νy)(x¯y · 0 | y(w) · 0 | z¯y · 0): the two actions x¯(y) and z¯(y) are
considered independent and executable in parallel in [43], while in interleaving semantics only one of the two outputs is
actually a bound output. This example is also discussed in Section 5.1, where we argue that in our semantics this parallel
extrusion is not possible.
Another paper is [32], where Jategaonkar and Jagadeesan propose a data-ﬂow semantics for π-calculus, based on dI-
domains. As the notion of causality they use is classical, it seems likely that it coincides with our mixed causal approach,
even if in a trace-based setting. Further study is anyway necessary to substantiate the claim.
Finally, Cattani and Sewell in [10] deﬁne a syntax-free causal model for name-passing processes in terms of indexed
labelled asynchronous transition systems. Their goal is, in some sense, similar to ours, as we also provide a causal se-
mantics to π calculus that is model-driven (actually, ours [7] is the ﬁrst model-driven semantics for the π calculus). Also
in this case, further work is needed to set properly a formal correspondence between the two approaches. Nonethe-
less, it seems that their name-dependency aware history preserving bisimulation is the weak version of our mixed causal
bisimulation.
Decidability results
We have shown the decidability of the satisﬁability problem for formulae of the linear time μ-calculus for the class of ﬁnite-
net processes, i.e., those processes where restriction and unguarded sum cannot occur inside a recursion. Note that this
class is incomparable with the one of ﬁnite-control processes (obtained by preventing parallel composition to occur inside
recursion), for which the modal μ-calculus is shown to be decidable in [12].
The net semantics for the variant of π-calculus studied by Meyer in [37] permits to provide ﬁnite P/T net representa-
tion for the class of so-called structurally stationary processes (a class strictly larger than Dam’s ﬁnite-control processes,
but incomparable with our ﬁnite-net processes). Hence, all the decidability results that hold for ﬁnite P/T nets are in-
herited by π-calculus processes in this class. In [39] the net semantics proposed in [37] is used to develop a practical,
more efﬁcient model-checking technique for the class of ﬁnite-control processes. One further recent paper by Meyer [38]
studies a superclass of both structurally stationary and ﬁnite-net processes, the so-called bounded in depth, for which
he shows that the reduction semantics generates a transition system onto which it is possible to single out a clever
well-quasi-ordering on the states (processes) which is compatible with the reduction relation. This permits to prove that
termination is decidable. (Note that the deadlock problem (hence, termination) is decidable for ﬁnite primitive nets – proof
in [5].)
7.2. Matching and bang operators
The matching operator can be easily accommodated in our approach. The decomposition function is extended with the
following clause:
dec([x = y]p) =
{
dec(p) if x = y
0 otherwise
and there is no need of any additional axiom for transitions. Indeed, it is treated as simple syntactic sugar, and has no impact
on ﬁniteness of the net semantics, nor on decidability issues.
The bang operator, often called replication, can be modeled with some difﬁculty. A naive solution could be to take the
ﬁxed-point of the recursive equation:
dec(!p) = dec(p) ∪ dec(!p)
There are two possible outcomes. If in p there are no occurrences of restrictions or (unguarded) sums, then the solution
marking is composed of inﬁnitely many tokens on the places of dec(p). Instead, if at least one of these operators occurs in p,
then the (domain of the) solution marking has inﬁnitely many places. In both cases, the solution seems unpractical (it is not
physically realizable), and this is the reason why we have preferred CCS-like guarded recursion. Note that the ﬁrst outcome
is essentially the solution proposed in [20].
Note also that we cannot escape this problem even in case we restrict the bang to (input) preﬁxes only. As a matter of
fact, we cannot treat !μ · p as recX · (μ · (p |X) because the two terms should have different causal semantics.
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For the case in which p has no occurrences of restrictions and sums, there is another solution which, in our opinion, is
better. It is implementable using read arcs. Transitions are then of the form (c, i, r)
a−→ p, where the additional set r denotes
the set of places which are to be “read”, i.e., tested for presence. The decomposition of !p, then, can be deﬁned as follows:
dec(!p) =!dec(p)
where ! is a decoration of the sequential processes originated by dec(p). A transition from a place in !dec(p) is always possible
with no consumption of tokens. For instance, a transition for the process !x¯y · p is the following:
(∅, {(νx), (νy)}, {!x¯y · p}) x¯y−→ dec(p)
where no token is consumed, (νx) and (νy) are tested for absence and !x¯y · p is tested for presence. This solution is essentially
the one proposed in [43] in the context of graph-grammars.
7.3. Conclusion and future work
Primitive nets (i.e., P/T nets with inhibitor arcs where a certain bound can be computed for the inhibiting places such
that if, during the token game, that bound is overcome, that place cannot be emptied anymore) are used to give a distributed
semantics to a rich dialect of π-calculus. The advantage is that, when the net associated to π-calculus process is ﬁnite, some
interesting properties can be decided, notably satisﬁability of formulae of the linear time μ-calculus. The fragment of so-
called ﬁnite-net π-calculus is rather large, admitting parallel composition inside recursion. The soundness of the semantics
is showed by providing a fully abstract result: two processes p and q are early interleaving bisimilar if and only if the net
markings dec(p) and dec(q) are early interleaving bisimilar.
We also showed that, if we restrict our attention to reduction semantics, the resulting net associated to π-calculus
processes is a standard (not necessarily ﬁnite) P/T net. This is quite useful because ﬁnite-net processes generate ﬁnite P/T
net model over which many well-known properties are decidable.
Primitive nets are also equipped with non-interleaving semantics (step and causal), hence these can be transferred to
π-calculus processes as well. Those reported here (based on [7]) are the ﬁrst non-interleaving semantics for the π-calculus
that were not deﬁned syntactically, rather derived from a model.
Some arguments are given to prove that primitive nets represents the most elementary class of nets that can be used to
give distributed semantics toπ-calculus. In particular,we show that it is not possible to providephysically realizable (i.e.,with
ﬁnite markings and with transitions of ﬁnite synchronization) P/T net semantics respecting the intended non-interleaving
semantics.
Future work may be devoted to the study of further optimization techniques that may be helpful in reducing the size of
the resulting nets, so that larger fragments of the π-calculus may be given a ﬁnite primitive net representation. For instance,
one can make an explicit handling of the new names, according to some clever discipline. Following ideas on the reuse of
obsolete names of, e.g., [44], one can deﬁne a net semantics that may be more compact than the one deﬁned in this paper
and that, in some cases, offers a ﬁnite primitive model also for some π processes where restriction lies inside recursion.
Other future work may include:
• the study of the complexity of the decision procedure for the various decidable properties over ﬁnite primitive nets;
• the realization of a software tool that implements such decision procedures;
• the use of existing tools for ﬁnite P/T nets to analyze closed, ﬁnite-net π-calculus processes;
• the study of truly concurrent (linear time) logics, e.g., logics where the basic action is replaced by, e.g., a step of
actions. As a matter of fact, it is possible to deﬁne a linear time step μ-calculus, where the basic interleaving operator
(a)φ is replaced by (A)φ (where A is a multiset of actions), and we conjecture that the model checking problem for
the linear time step μ-calculus and ﬁnite primitive systems is decidable. This would offer a logic for checking some
non-interleaving properties also for π-calculus processes.
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Appendix
A. Causal semantics for PTI systems
We recall the formal deﬁnitions for the causal, mixed ordering semantics for PTI systems as proposed in [9]. We start by
deﬁning the causal semantics on P/T systems, then we will extend it to cope with inhibitor arcs.
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Deﬁnition A.1. Let N = (S, T , F ,m0) be a P/T system.The set of token types is  = (T × ω+) ∪ {*}, ranged over by θ , where
(t, i) is the type of tokens produced by the ith occurrence of transition t and * is the type of tokens in the initial marking. A
conﬁguration γ of a net is a pair (p, o), where
• p : S →  → ω describes for each place the number of tokens of each type it contains;
• o : T → ω associates to each transition the number of times it has ﬁred, i.e. the number of occurrences of the transition
in the computation.
The initial conﬁguration of the net is γ0 = (p0, o0), where
p0(s)(θ) =
{
m0(s) if θ = *
0 otherwise
o0(t) = 0
With γ [(t, i),C〉γ ′ we denote the ﬁring of transition t from conﬁguration γ to conﬁguration γ ′. Actually, it is the ith time that
transition t is ﬁred. Set C records the immediate causes for the ﬁring of this occurrence; its elements are occurrences of
transitions, i.e. elements of T × ω+. We extend the labelling function l to occurrences of transitions in the following way:
l(t, i) = l(t) and τ ranges over T × ω+.
Deﬁnition A.2. The rule for the i-causal ﬁring rule is as follows:7
(p, o)[(t, i),C〉(p¯, o¯) if and only if
• ∃p′ ⊆ p such that, for all s ∈ S, •t(s) =∑θ p′(s)(θ)
• i = o(t) + 1
• C = {τ | ∃s : p′(s)(τ ) > 0}
• p¯ = (p \ p′) ⊕ p′′, where p′′(s)(θ) =
{
t•(s) if θ = (t, i)
0 otherwise
• o¯(u) =
{
i if u = t
o(u) otherwise
The multiset p′ denotes the set of decorated tokens consumed by transition t; the requirement p′ ⊆ p ensures that there
are enough tokens for t to ﬁre in each place s. Note that in general there exist more than one p′ satisfying the condition
(but a ﬁnite number of such p′s, as p is a ﬁnite multiset): in fact, only the number of tokens we have to pick from a given
place is ﬁxed, but their decoration is not; the choice of p′ may inﬂuence the deﬁnition of the set of immediate causes C. The
occurrence number i associated to t is obtained by incrementing by one the number of the previous ﬁrings of t, stored in
o(t). The set of immediate causes C of the transition occurrence (t, i) corresponds to the set of transition occurrences that
produced the tokens consumed by (t, i); the information about the transition occurrence that produced a token is stored
in the token decoration; the tokens already present in the initial marking are decorated with *, hence do not contribute
to incrementing the set of immediate causes. We update the conﬁguration of the net by removing the consumed tokens
(represented by p′), and adding the multiset p′′ of the tokens produced by (and decorated with) (t, i); moreover, we update
the counter of transition ﬁrings by incrementing by one the counter of transition t.
Deﬁnition A.3. An i-causal ﬁring sequence (CFS) is deﬁned inductively as follows:
• γ0 is a CFS;
• if γ0[(τ1,C1〉γ1 . . . [τn−1,Cn−1〉γn−1 is a CFS and γn−1[τn,Cn〉γn then
γ0[τ1,C1〉γ1 . . . [τn−1,Cn−1〉γn−1[τn,Cn〉γn is a CFS.
The set of i-causal ﬁring sequences of a net N is denoted by CFS(N).
Deﬁnition A.4. Let γ0[(τ1,C1〉γ1 . . . [τn,Cn〉γn be a CFS. We deﬁne the relation  as τi  τj iff τi ∈ Cj .
Note that if τi  τj then i < j; note also that + is a (strict) partial order.
Causal trees [13] are trees labelled with pairs (a, I), where a is an action and I is a set of relative pointers to all the
predecessors which caused the present action a. We associate a causal tree to the set of the i-causal ﬁring sequences CFS(N).
Deﬁnition A.5. Let N be a labelled P/T system. The causal tree of N is the tree CT(N) = (V ,A, γ0) deﬁned as follows:
• V = CFS(N)
• A = {σ a,I−→ σ [τn,Cn〉γn | σ = γ0[τ1,C1〉γ1 . . . [τn−1,Cn−1〉γn−1 ∧ a = l(τn)} ∧ I = {n − i | τi + τn}
Deﬁnition A.6. Two P/T systems N1 and N2 are causal bisimilar (N1 ∼c N2) iff there exists a bisimulation between CT(N1)
and CT(N2).
Moving to PTI systems, besides the causal relation due to the ﬂow arcs, a new kind of causes arises, due to inhibitor arcs.
If we have an inhibitor arc (s, t), then an occurrence of t can ﬁre only if place s is empty (i.e. contains no tokens); so, all the
7 Note that S →  → ω is isomorphic to (S × ) → ω, so we can treat its elements as multisets.
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events that consumed tokens from s are inhibitor-causes for the occurrence of t; hence, we need to extend the deﬁnition of
conﬁguration, by recording for each place the set of events which consumed tokens from it.
Deﬁnition A.7. Let N = (S, T , F , I,m0) be a PTI system. A conﬁguration γ of a net is a triple (p, c, o), where
• p and o are deﬁned as in Deﬁnition A.2.
• c : S → ℘(T × ω+) describes for each place the set of (occurrences of) transitions which have consumed tokens from
that place.
The initial conﬁguration of the net is γ0 = (p0, c0, o0), where p0 and o0 are deﬁned as in Deﬁnition A.2 and c0(s) = ∅ for all s ∈ S.
Deﬁnition A.8. The rule for the i-causal ﬁring rule is as follows: (p, c, o)[(t, i), Cﬂow ,Cinib〉(p¯, c¯, o¯) if and only if
• ∃p′ ⊆ p such that for all s ∈ S •t(s) =∑θ p′(s)(θ)
• ∀s ∈ ◦t ∑θ p(s)(θ) = 0
• o(t) = i − 1
• Cﬂow = {τ | ∃s : p′(s)(τ ) > 0}
Cinib =⋃s∈◦t c(s)
• p¯ = (p \ p′) ⊕ p′′, where p′′(s)(θ) =
{
t•(s) if θ = (t, i)
0 otherwise
• c¯(s) =
{
c(s) ∪ {(t, i)} if s ∈ •t
c(s) otherwise
• o¯(u) =
{
i if u = t
o(u) otherwise
The set of ﬂow-causes Cﬂow is constructed as the set of causes for P/T systems. The set of inhibitor-causes Cinib of (t, i)
corresponds to the set of events that removed tokens from the inhibiting places of t; this information is stored, for each place,
by c. We update the function c by adding the event (t, i) to each set c(s) corresponding to a place s from which t consumes
tokens.
The set CFS(N) of i-causal ﬁring sequences of the PTI system N can be given also for this enriched setting as done above
for P/T nets, with the only difference that two sets of causes, Cﬂow and Cinib, are reported in each transition, instead of a single
C. A CFS induces two dependency relations: τi ﬂow τj iff τi ∈ Cﬂowj and τi inib τj iff τi ∈ Cinibj . At this point, we could make no
distinction between the various kinds of causality and construct a causal tree in the same way as for P/T system; in this case,
we deﬁne  = ﬂow ∪ inib and we take the transitive closure + to determine the correct naturals in the labels of the tree.
Or we can keep the two sets of causes separated; in this case, the causal tree would be decorated by triple (a, I, J), where I
is generated by means of the relation +
ﬂow
and J by means of the relation +
inib
. We prefer the latter approach because the
resulting causal tree can be used in a more ﬂexible way to compare different sources of causality.
Two PTI systems N1 and N2 are causal bisimilar (N1 ∼c N2) iff there exists a bisimulation between CT(N1) and CT(N2).
Actually, three different versions of causal bisimulation can be deﬁned: (i) mixed causal: when in the bisimulation game we
compare (a, I, J) with (a, I′, J′), pretending that I ∪ J = I′ ∪ J′. (ii) distinct causal: when in the bisimulation game we compare
(a, I, J)with (a, I′, J′), pretending that I = I′ and J = J′. (iii) ﬂow causal: when in the bisimulation gamewe compare (a, I, J)with
(a, I′, J′), pretending that I = I′ and ignoring J, J′. The ﬂow causal is actually the approach of [4], where link/object causes are
ignored because interleaving equivalent processes show the same object dependencies.
In [8] a process semantics for PTI systems has been proposed, and [9] showed that this is equivalent to the (mixed) causal
semantics.
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