Abstract-In this paper, we propose two new implementations of the LMS/Newton algorithm for efficient realization of long adaptive filters. We assume that the input sequence to the adaptive filter can be modeled as an autoregressive (AR) process whose order may be kept much lower than the adaptive filter length. The two algorithms differ in their structural complexity. The first algorithm, which will be an exact implementation of the LMS/Newton algorithm if the AR modeling assumption is accurate, is structurally complicated and fits best into a digital sigal processing (DSP)-based implementation. On the other hand, the second algorithm is structurally simple and is tailored more toward very large-scale integrated (VLSI) custom chip design. Analyses of the proposed algorithms are given. It is found that for long filters, both algorithms perform about the same. However, for short filters, a noticeable difference between the two may be observed. Simulation results that confirm our theoretical findings are given. Moreover, experiments with speech signals for modeling the acoustics of an office room show the superior convergence of the proposed algorithms when compared with the normalized LMS algorithm.
I. INTRODUCTION
T HE LEAST mean square (LMS) algorithm and the least squares (LS) scheme are two different methods for implementation of adaptive filters [1] - [3] . The conventional LMS algorithm has the distinct advantages of simplicity and robustness to numerical error. However, its convergence performance degrades significantly when the input process to the adaptive filter is highly colored. On the other hand, the LS-based algorithms exhibit much better convergence but are complex to implement and are very sensitive to numerical error accumulation. To improve on the convergence of the LMS algorithm, some variations of that have been proposed [3] - [6] . The LMS/Newton algorithm is one of these variations that, for real-valued data, is implemented according to the recursive equation (1) where is the filter tapweight vector, denotes matrix or vector transpose, is the filter input vector, Manuscript received February 23, 1996 ; revised February 4, 1997. The associate editor coordinating the review of this paper and approving it for publication was Dr. Stephen M. McLaughlin.
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Publisher Item Identifier S 1053-587X(97)05782-6. is an estimate of the input correlation matrix denotes statistical expectation, is the algorithm step size, is the measured error at the filter output, is the desired output, and is the filter output. Fig. 1 depicts an adaptive filter when used to estimate the model of a plant Note that the plant output is contaminated by an additive noise This is the model we use for the acoustic echo cancellation problem, which will be addressed later as a potential application of the algorithms proposed in this paper.
The ideal LMS/Newton algorithm is an artificial version of (1) that assumes is known. Although impractical, this is a useful algorithm, as it can be analyzed, and the result of such analysis gives a good prediction of the expected performance of the LMS/Newton algorithm and its quasi versions [9] , [10] .
In this paper, we propose two new algorithms for effective implementation of the LMS/Newton algorithm for long adaptive filters. An important application of the proposed algorithms is in acoustic echo cancellation, where adaptive filters with over 1000 taps are usually needed. In the proposed algorithms, to deal with the highly computationally demanding term in (1) , the input sequence is modeled as an autoregressive (AR) process whose order is much smaller than the filter length As a result, the computational complexity of the proposed algorithms remains equal to that of the conventional LMS algorithm (i.e., multiplications and additions) plus a negligible overhead for updating the vector A predecessor to the present work, which has motivated our study, is the work of Moustakides and Theodoridis, [7] , where the concept of the AR modeling is used in an effective way for reducing the complexity of the recursive LS (RLS) algorithms. As a result, a class of algorithms that covers the LMS as well as the RLS algorithms has been suggested in [7] . Application of this method to the problem of acoustic echo cancellation has been reported in [8] .
The algorithms that we propose in this paper, although similar in the fundamental assumption of AR modeling of the filter input, are completely different from the one in [7] . The latter is an LS-based method. Our proposed algorithms are an LMS type. As a result, what has been proposed in [7] is an algorithm with many potential problems, i.e., those inherent in all LS-based algorithms. Such problems are well understood [1] , and strict precautionary measures have to be adopted to prevent them. See [8] for some details on these measures for the particular algorithm of [7] . On the other hand, what we propose here inherits the robust performance of the LMS algorithm. Computer simulations confirming these arguments will be presented later.
This paper is organized as follows. In the next section, we review some preliminaries that pave the way for the introduction of our new algorithms in Section III. In Section IV, an analysis of the proposed algorithms is given. In Section V, we present a number of simulation results that verify our theoretical findings. Some results on application of the proposed algorithms to the implementation of an acoustic echo canceler are presented in Section VI. Section VII contains the concluding remarks.
Throughout the paper, the following notations are adhered to. Plain lowercase letters denote scalar quantities, whereas bold lowercase letters are used for vectors. All vectors are defined in column form. Matrices are denoted by bold uppercase letters. Plain uppercase letters are used to denote integers, such as filter length. Functions of the angular frequency and the delay operator , such as power spectral densities and system functions, are also denoted by plain upper case letters.
II. PRELIMINARIES
To implement the LMS/Newton algorithm, one needs to calculate for each update of recursion (1) . A trivial way of calculating the latter is to obtain an estimate of first and then perform the matrix by vector multiplication This, of course, is inefficient, and therefore, an alternative solution has to be found. In this paper, we propose an efficient method for direct updating of the vector without estimating For this, we note that the vector may be converted to the vector made up of the backward prediction errors of for the predictors of orders to [1] . Then, and are related according to the equation (2) where is a lower triangular matrix consisting of the coefficients of the predictors. For our reference later, we note that has the form
with denoting the th coefficient of the th-order predictor. We also note that the elements of , i.e., the backward prediction errors are uncorrelated with one another [1] . This means that the correlation matrix is a diagonal matrix, and therefore, evaluation of its inverse is trivial. Moreover, using (2), we obtain (4) Inversing both sides of (4) and pre-and post-multiplying the result by and , respectively, we obtain
Next, we define and note that (6) In the rest of the paper, for the sake of convenience, we shall use the notation even when is replaced by its estimate
III. LMS/NEWTON ALGORITHMS
In this section, we propose two implementations of the LMS/Newton algorithm. The first algorithm is based on a direct application of (6) in (1) . The second algorithm is based on an amendment of that results in a structurally simple algorithm appropriate for VLSI implementation on a chip. To differentiate between the two algorithms, we refer to them as Algorithm 1 and Algorithm 2, respectively, in the rest of the paper.
A. Algorithm 1
Implementation of (6) requires a mechanism for converting the vector of input samples to the vector of backward prediction error samples A lattice predictor may be used for efficient implementation of this mechanism. Moreover, if one assumes that the input sequence can be modeled as an AR process of order , then a lattice predictor with order will suffice, and the matrix and vector find the forms in (7) , shown at the bottom of the next page, and (8) In cases such as acoustic echo cancellation, where may be much smaller than (by one or two orders of magnitude), the computational burden of updating would be negligible when compared with the total computational complexity of the whole system because only the first samples of require updating. The rest of the elements of are delayed versions of Multiplication of by also requires a small amount of computation. It involves estimation of the energies of through and normalization of these samples by their energy estimates.
Multiplication of by , however, is more involved since a structure such as lattice is not applicable. It requires estimation of the elements of and direct multiplication of by Considering the forms of and , one finds that only the first and the last elements of need to be computed. The remaining elements of are delayed versions of its th element. A simple method for estimating the elements of , i.e., the coefficients of the prediction filters of orders 1 to , is through the Levinson-Durbin algorithm [1] . The autocorrelation coefficients of the input process may be estimated by a short-term averaging done over its most recent samples. Once these estimates are obtained, application of the Levinson-Durbin algorithm gives all the elements of plus the partial correlation coefficients of the lattice structure through which the backward prediction error samples can be calculated efficiently. In addition, the Levinson-Durbin algorithm provides estimates of the energies of the backward prediction errors, i.e., the elements of All these are achieved at a computational cost of multiplications and additions. In addition, multiplications and additions are required for calculating the first and last elements of the multiplication of by Thus, the total computational complexity of each update of is about multiplications and additions. This figure is based on the assumption that the input process is stationary, and thus, the coefficients of the backward error filters are the same at both the head and tail of However, this assumption may not be true in some practical cases. For example, in an acoustic echo canceler with a speech input signal, the statistics of the input may significantly change along the echo canceler tapped delay line. To cater to this situation, two sets of prediction filter coefficients-one for the data at the head and one for the data at the tail of -have to be used. This adds another to the above figure and makes a total of multiplications and additions for each update of To get a feel for this, we may remark that for a typical adaptive echo canceler with and , each update of makes only 7% of the total computational complexity of the echo canceler.
B. Algorithm 2
Algorithm 1, although it is pretty low in computational complexity, is structurally complicated because the implementation of the Levinson-Durbin algorithm and ordering of the manipulated data is not straightforward. This, of course, would not be much of a problem if a DSP processor is used. Therefore, Algorithm 1 has its own merits and should not be forgotten as a potential algorithm when a software implementation is considered. However, if we are interested in an implementation based on a custom chip design, we may find it difficult to use Algorithm 1. In this subsection, we propose an alternative solution that is particularly tailored toward VLSI implementation.
The second algorithm that we would like to propose may be developed as follows. We first extend the input and tap-weight vectors and to the vectors and respectively, and then apply an LMS/Newton algorithm similar to (1) for updating Moreover, we note that the nonzero tap weights of the original filter are through , and therefore, the first and last elements of may be frozen at zero. This can easily be done by initializing these weights to zero and assigning a zero step size to all of them. If this is done, the computation of the first and last elements of (with appropriate dimensions for and ) is immaterial and may be ignored. This results in the recursive equation (9) where is the filter tap-weight vector, as was defined in Section I, and (10) In (10) of the energies of the elements of the vector . In addition, we have (11), shown at the bottom of the page, which is a -bymatrix, and we have (12), shown at the bottom of the page, which is a -bymatrix. Inspection of (10) reveals that each updating of requires only the updating of the first element of the vector and then the first element of the final result The rest of the elements of the two vectors are delayed versions of their first elements. Putting these together, Fig. 2 depicts a complete structure of Algorithm 2. It consists of a backward prediction-error filter (PEF) whose coefficients 's are updated with the aid of an adaptive algorithm. The time index " " is added to these coefficients to emphasize their variability in time, and their adaptation as input statistics may change. Any adaptive algorithm may be used for adjustment of these coefficients. The successive output samples from the backward PEF, i.e.,
, make the elements of the column vector Multiplication of by the inverse of an estimate of its energy, which is denoted as in Fig. 2 , gives an update of Finally, filtering of the latter result by the next filter, whose coefficients are duplicates of those of the backward PEF in reverse order, provides the samples of the sequence , i.e., the elements of the vector One may note that the filter output is obtained at the time when is available at the input of Fig. 2 . This is equivalent to saying that there is a delay of samples at the filter output as compared with the reference input. Although this delay could easily be prevented by shifting the delay box from the filter input to its output, we avoid this here to keep the analysis given in the next section as simple as possible. Shifting the delay box to the filter output introduces a delay in the adjustment loop of the filter. The result would be then a delayed LMS algorithm, which is known to be inferior to its nondelayed version [12] . However, in the cases of interest to us in this paper, i.e., when , the difference between the two algorithms is negligible.
If the conventional LMS algorithm is used for the adjustment of the coefficients of the backward PEF, we find that each update of requires only multiplications and similar number of additions. This increases to multiplications and additions (or slightly more depending on the specific implementation used) if a lattice structure is employed to improve the adaptation of the backward PEF. In any case, for the cases of interest, where , the computational complexity of updating remains negligible when compared with the total complexity of the adaptive filter.
IV. PERFORMANCE ANALYSIS
In this section, we present an analysis that reveals the differences that may exist between the two algorithms proposed in the last section. We assume that the input process is AR of order less than or equal to
The predictors coefficients for and and the corresponding mean-square error (MSE) for different orders (i.e., the diagonal elements of ), are assumed to be known. In practice, when , these assumptions are acceptable with a good approximation, and in that case, the predictor's coefficients will converge much faster than the adaptive filter tap weights, and they will be jittering near their optimum setting after an initial transient. With these assumptions, one finds that is an exact estimate of , and therefore, Algorithm 1 will be an exact implementation of the ideal 
LMS/Newton algorithm for which some theoretical analysis are already available in the literature [3] , [11] . We consider these results here to be a base that determines the best performance that one may expect from Algorithm 1. Moreover, comparison of these results with what would be achieved by Algorithm 2, under the same ideal conditions, gives a good measure of the performance loss of Algorithm 2 as a result of the simplification made in its structure. Under the ideal conditions stated above, the following results of the ideal LMS/Newton algorithm are applicable to Algorithm 1:
• The algorithm does not suffer from any eigenvalue spread problem. It has only one mode of convergence, which is characterized by the time constant (13) • For small values of the step size , its misadjustment is given by the equation (14) • To guarantee the stability of the algorithm, its step size should remain within the limits (15) The derivation of the above results has been based on a number of assumptions that we shall also assume here before proceeding to an analysis of Algorithm 2. A modeling problem such as Fig. 1 is considered, and the following assumptions are made:
1) The input samples and the desired output samples consist of mutually Gaussian-distributed random variables for all 2) At time is independent of the input vector and the desired output sample 3) Noise samples for all are zero-mean and uncorrelated with the input samples The validity of the second assumption above is justified for small values of , and in that case, the more recent samples of and have insignificant effect on [1] , [2] . For the analysis of Algorithm 2, we extend the latter assumptions by replacing with so that it extends to include the independence of and Now, we proceed with an analysis of Algorithm 2. First, we present an analysis of the convergence of in the mean, which gives a result similar to (13) . Next, we proceed with an analysis of the convergence of in the variance, which gives an equation for the misadjustment of the algorithm and reveals the effect of replacing by 1) Convergence of Tap-Weight Vector in the Mean: We look at the convergence of as increases. To this end, we note that (16) where is the weight-error vector, and from Fig. 1 , we have noted that
Replacing (16) in (9) gives (17) where denotes the -by-identity matrix. Taking expectation and using the assumptions 2 and 3 of above, we obtain (18) To evaluate , we first define , where and note that This shows that the crosscorrelation between the elements of and that are at the same position are unity and are equal to zero for the other elements of the two vectors. Clearly, this also is applicable to the elements of and because they are truncated versions of and , respectively. This gives , and therefore (19) This shows that similar to Algorithm 1, Algorithm 2 also is governed by a single mode of convergence. Moreover, the time constant equation (13) is also applicable to Algorithm 2.
2) Convergence of Tap-Weight Vector in the Mean Square:
We first develop a recursive equation for the time evolution of the correlation matrix of the weight-error vector , which is defined as For this, we find the outer products of the left-and right-hand sides of (17) and take the expectation of both sides of the resulting equation. Then, using assumptions 2 and 3 above, we obtain (20) where is the minimum MSE at the adaptive filter output, and An evaluation of the second term on the right-hand side of the last equation, which is provided in Appendix A, gives tr
Using this result in (20) , we obtain tr (
Next, we note that the excess MSE of an adaptive filter with the input and weight-error correlation matrices and , respectively, is given by the equation [1] tr (23) Multiplying (22) (14) and (26), a good measure for comparing the two algorithms is the ratio tr (27)
A value of indicates that Algorithm 1 performs better than Algorithm 2. Moreover, the larger the value of , the greater would be the loss in replacing Algorithm 1 by Algorithm 2. However, if we find that , we can conclude that the two algorithms perform about the same.
An evaluation of the parameter is provided in Appendix B. It is shown that is always greater than unity. This means that there is always a penalty to be paid for the simplification made in replacing the vector of Algorithm 1 by the vector of Algorithm 2. The amount of loss depends on the statistics of the input process and the filter length Fortunately, the evaluation provided in Appendix B shows that approaches one as increases. This means that the difference between the two algorithms may be insignificant for long filters. Numerical examples that verify this are given in the next section.
V. SIMULATION RESULTS AND DISCUSSIONS
A number of simulation results are presented in this section to verify the theoretical results of the last section. We present some results for two different input processes. These are called AR1 and AR2. They are fifth-order AR processes characterized by the following poles:
• AR1: and and
• AR2: and and
In the above expressions, denotes Fig. 3 shows the power spectral densities of AR1 and AR2. It is known that the eigenvalues of the correlation matrix of a process are asymptotically determined by the maximum and minimum of its power spectral density [1] . Noting this, one finds that the eigenvalue spread of AR1 is in the range of 100, and that of AR2 can be as large as 10 000. This shows that AR2 is a very badly conditioned input process, and we may face difficulties in estimating the inverse of its correlation matrix.
To shed light on the differences between Algorithms 1 and 2, we first present some simulation results for the case when the exact models of the AR inputs are known a priori. In this case, Algorithm 1 will be an exact implementation of the LMS/Newton algorithm and gives a good base for further comparisons. Fig. 4 shows variation of the parameter as a function of the filter length for AR1 and AR2. As one may expect, AR2 (suffering from a serious eigenvalue spread problem) shows higher sensitivity toward replacing Algorithm 1 with Algorithm 2. However, as increases, approaches one, and therefore, the two algorithms are expected to perform about the same. Figs. 5 and 6 show the simulation results for the inputs AR1 and AR2 and a filter length The results presented in Figs. 5 and 6, and those in the rest of the figures in this section are all ensemble averages of 50 independent runs. The results are then smoothed so that the various curves could be differentiated. The step size is selected equal to for all the results. This, according to (14) , results in about a 10% misadjustment for Algorithm 1. According to the results of Fig. 4 and (14) and (26), both algorithms should approach about the same misadjustment in the case of AR1. However, their performance may be significantly different in the case of AR2. To be more exact, from Fig. 4 , we read 1 for AR1 and for AR2. Using these and (14) and (26), we obtain the following:
• For AR1, • For AR2, Careful examination of the numerical values that have been obtained by simulations show that for the AR1 process, This matches well with the above ratio. However, for the AR2 process, the simulation results give This, which does not match the above theoretical ratio, may be explained as follows. A careful 1 Reading the accurate values of from Fig. 4 is not possible. The exact values were obtained from the actual numerical results that were used to plot Fig. 4 . examination of the numerical results in simulations reveals that there are only a few terms in that have a major effect on the degradation of Algorithm 2 when compared with Algorithm 1.
• These terms, which greatly disturb the first and last few elements of the tap-weight vector , are so large that their contribution violates the independence assumption 2 of the last section. As a result, the theoretical derivation that has led to (26) may not be valid unless the step size is set to a very small value so that the latter assumption could be justified. Nevertheless, the developed theory is able to predict conditions under which Algorithm 2 is more likely to go unstable, namely, when the adaptive filter input is highly colored. In addition, the prediction made by the theory that the two algorithms perform about the same for long filters is a valid and useful one. To find out more about the above argument, we present another simulation result with the AR2 process as the filter input. This time, we increase the length of the filter to 200. Fig. 7 shows the results of this test. For this scenario, the theory gives , and simulation gives This is good match, as we predicted. Next, the simulation results of more realistic cases, when the input process is unknown and its model has to be estimated along with the adaptive filter tap weights, are presented. We use a lattice predictor to obtain an estimate of the input process model. The lattice predictor fits directly into the structure of Algorithm 2, i.e., Fig. 2 . For implementation of Algorithm 1, we use the estimated parameters of the lattice predictor, i.e., the partial correlation (PARCOR) coefficients and an estimate of the power of , to calculate the coefficients. The Levinson-Durbin algorithm may be used for these calculations. These are then used to construct the necessary elements of the matrix and update the vector Table I presents the details of Algorithms 1 and 2 as implemented to obtain the simulation results presented in this paper. The lattice predictor is common to both algorithms. Here forward error of the th-order predictor; backward error of the th-order predictor; th PARCOR coefficient of the lattice predictor; predictor step size; short-term energy estimate of and ; forgetting factor used for this estimate. To prevent possible instability of the algorithm that may arise in situations when drops to a small value, a constant has been added in the update recursion of In addition, the PARCOR coefficient is tested after every iteration and limited to a maximum value of For the simulation results presented in this section, we have selected and , where is the variance of the input sequence
In the implementation of Algorithm 1, the Levinson-Durbin algorithm is used to convert the PARCOR coefficients 's to the predictor coefficients 's. These with the backward errors obtained through the lattice predictor are used to update the first and the last elements of the vector It may be noted that here, the estimates of the energy of the backward errors (which are denoted as 's in Table I ) are obtained through Levinson-Durbin algorithm. The energy estimates obtained in the lattice predictor part of the algorithm, i.e., 's, could also be used. However, our experiments have shown that the implementation in Table I results in a more reliable algorithm. The vectors and denote the backward error vectors that correspond to the start (head) and the end (tail) of the input samples at the filter tap-delay line. When the input signal to the filter is stationary, the elements of can be obtained by delaying the output of the lattice predictor at the head of This has been our assumption in Table I . When the filter input is nonstationary and the filter length is large, we may have to use a separate predictor for the samples at the tail of Algorithm 2 is much simpler. It follows Fig. 2 with a few minor amendments. The input to the predictor filter is considered to be instead of The normalization factor (which is the equivalent of in Fig. 2 ) is assumed to be time invariant over the length of the filter and, thus, is shifted to the output of the latter filter. At no computational cost result, this is a more stable implementation-we have noted this through experimentation. Further, to prevent any delay in the filter output, the delay block of Fig. 2 is shifted to the output of the filter The result is a delayed LMS algorithm for the filtering part of Algorithm 2.
Figs. 8 and 9 show the simulation results for the input processes AR1 and AR2, respectively. The results of the conventional LMS algorithm are also provided for comparison. The lattice predictor filters are selected to be fifth order, i.e., similar to the original order of the input processes. Comparison of Figs. 8 and 9 with Figs. 5 and 6 shows that there is some loss in performance because of inaccuracy of the adaptive predictor filters. This loss also occurs, in part, because of the precautionary measures taken in the adaptation of the PARCOR coefficients of the lattice structure. Nevertheless, the comparison of the results presented in Figs. 8 and 9 show that a great gain in convergence is achieved by replacing the conventional LMS algorithm with the proposed algorithms. In comparing Algorithms 1 and 2, we note that as before, both converge almost at the same speed. However, the difference between the misadjustments of the two algorithms has reduced. This, also, is believed to be due to the precautionary measures taken in the adaptation of the PARCOR coefficients.
In Figs. 8 and 9 , we also show the results of the fast Newton transversal filter (FNTF) algorithm presented in [8] . For the implementation of the FNTF, we followed all the steps noted in [8] to assure the best possible performance of the algorithm. In particular, we took note of the initialization and stabilization issues, and the accelerated recursion equation (14) of [8] was used to maximize the convergence speed of the FNTF. The forgetting factor was set equal to This choice, according to [8] , is expected to result in a very stable adaptation of the algorithm. The parameter (of [8, (14) ]) was experimentally set equal to 0.3. These choices of and result in a misadjustment for the FNTF algorithm, which is comparable with those of the Algorithms 1 and 2. Although these results may give the impression that the FNTF is superior to the algorithms proposed in this paper, a more careful study of the FNTF algorithm reveals its many potential problems, which may prohibit its application in practice. 2 In running FNTF simulations, our first observation was that proper convergence of the FNTF could be guaranteed only when one let the predictor part of that to converge before commencing any adaptation of its filtering part. Without this precaution, the output error diverges to a very large level (in 2 Apparently, according to one of the reviewers of this paper, there is some research work in progress that suggests a scheme for stabilizing the FNTF algorithm. The presentations here are based on the published results of the FNTF at the time when this paper was revised. the order of 10 50 or more) and then starts to converge. This observation seems to be consistent with [8] as it also has been noted that the adaptation of the filtering part starts after the predictor coefficients have converged-see Fig. 6 and the last sentence of [8, Section IV-B]. In fact, if the time required for the predictor part of the FNTF algorithm to converge is added to the transient times in Figs. 8 and 9 , we may find that the FNTF algorithm requires more time, or at least about the same amount of time, to converge when compared with the algorithms proposed in this paper.
Another observation is that the adaptation of the FNTF algorithm to abrupt changes in the plant response is not faster (if not slower) than the proposed algorithms. Fig. 10 shows a simulation result that supports this claim. Here, we have made a random abrupt change to the plant response at iteration 2500. Similar to the previous cases, each result is based on an ensemble average of 50 independent runs.
The third observation we have made is that the FNTF algorithm is very sensitive to abrupt changes in the spectral shape of the filter input. A sudden change in the statistics of the input may lead to an instability of the FNTF algorithm. To show this, we select the filter input to be process AR1 for the first 2500 iterations and change that to a new process AR3, characterized by the following poles for the rest of iterations:
• AR3: and and Fig. 11 shows the simulation results of this scenario. This observation clearly shows a very serious potential problem of the FNTF algorithm that prohibits it from being an acceptable candidate for applications where the filter input may be nonstationary.
VI. EXPERIMENTS WITH SPEECH SIGNALS
Further tests are performed to evaluate the effectiveness of the proposed algorithms in an actual application. We consider an acoustic echo canceler for detection of an echoed signal in a room and its cancellation. Fig. 12 shows a picture that explains the problem. Such scenario arises in teleconferencing applications. A speech signal received through a communication channel is broadcast by a loudspeaker in a room, and its echo is picked up by a microphone. This echo is undesirable and has to be canceled to prevent the feedback of the farend talker speech to him/her. The microphone also picks up the near end talker(s) speech and possible background noise that may exist in the room. An adaptive transversal filter with sufficient length is used to model the acoustics of the room. For a medium-sized ( m) office room in which we did some measurements, we experimentally found that at the sampling rate of 11 kHz, an adaptive filter with at least 1600 taps was necessary to model the room accurately. Therefore, we select the adaptive filter length to be 1600 taps. Since the filter length is large, and therefore, both Algorithms 1 and 2 are expected to perform about the same, we present only the results of Algorithm 2. To have a basis for the evaluation of our proposed algorithms, we also give the results of the LMS algorithm. Further comparisons with other fast converging algorithms are not considered because such algorithms are either too complicated for practical implementation (as in the case of recursive least squares algorithms) or may suffer from numerical instability, as was demonstrated for the case of the FNTF algorithm in the last section. We are not aware of any other numerically robust and computationally comparable algorithm for further comparisons.
Dealing with speech signals for training adaptive filters is not an easy task. Speech signals are highly nonstationary. In particular, their magnitude may change over a wide dynamic range. There are high peaks and silent intervals. Fortunately, the algorithms that we have proposed in this paper resolve the problem of dynamic range of the input process. The presence of the factor in front of the stochastic gradient vector in (1) normalizes this vector and leaves the step size independent of the power of the input signal. This is not the case for the conventional LMS algorithm. To have an implementation of the LMS algorithm which is robust to the dynamic range of the input process, we use the normalized LMS (NLMS) algorithm, [1] , which is implemented according to the recursive equation (28) where is the algorithm step size, and is a constant added in the denominator to prevent the gradient noise amplification when the input process goes into a deep fade, say, silent or nearly silent intervals. For the results that are presented next, we set , and the constant is selected equal to , where here, the expectation differs from its conventional definition and refers to the average of over the entire length of the present speech signal. By normalizing the input process, is preconditioned to be equal to In practice, this is not a feasible implementation. We have done this here to the advantage of the NLMS algorithm.
To shed light on the differences between the proposed and the NLMS algorithm, we first identified the echo channel of the room in which we performed our experiments. A sufficiently long data and a small step size were used for this purpose. We then fed the loudspeaker signal through the identified channel (in software) to get a noise-free version of the echo. A white Gaussian noise whose variance was set at 30 dB below the variance of the echo signal was then added to it. This made a microphone signal (the desired signal in our adaptive filtering notations) for our tests.
For the implementation of the proposed algorithm, the following parameters were used. The AR model order is set equal to 8. Through experiments, we found this to be a good compromise choice. In addition, we set and The adaptive filter step size is set equal to This corresponds to a misadjustment of 33%, which might be a good compromise between convergence speed and misadjustment in a low noise environment. A smaller step size may be needed in noisy environments. In addition, the algorithm adaptation has to be stopped when near-end talkers speak. Mechanisms for such implementations are known [13] . We ignore this here. In addition, it may be noted that for the NLMS algorithm with the parameters chosen above, we get about the same normalized step size as the one considered here for our proposed algorithm. Therefore, the comparison made is fair. Fig. 13 shows the outcome of one of our tests. The plots show the residual echoes obtained after application of the NLMS algorithm and Algorithm 2. The results clearly show the superior performance of the proposed scheme. After about 5 s, the echo signal is almost completely canceled by the proposed scheme, whereas the NLMS algorithm fails to clear the echo even after 15 s.
To see the results more clearly, in Fig. 14 , we have presented plots showing the echo return loss enhancement (ERLE) of the two algorithms. The ERLE is defined as ERLE (29) where is the signal picked up by microphone, includes all signals picked up by the microphone, except the signal echoes coming from the speaker, and is the error signal (transmit signal in Fig. 12 ). Here, is selected to be known so that the ERLE's could be evaluated. The measured ERLE's are based on averages of 1000 neighboring samples for each point of the plots. These results also clearly show the superior performance of the proposed algorithm as compared with the NLMS.
Another important aspect of any adaptive filtering algorithm is its tracking performance. Tracking refers to a case where the optimum parameters to which the adaptive filter has to adjust are varying slowly in time. Some previous results in the literature has shown that faster convergence does not necessarily mean better tracking performance [11] , [16] - [20] . In particular, a comparison of various LMS-based algorithms, which includes the conventional LMS and the LMS/Newton algorithm, in tracking a time-varying plant has recently been reported in [20] . It has been found that when the plant variation is slow, the LMS and LMS/Newton algorithms exhibit similar tracking performance. Here, to compare the NLMS and Algorithm 2 for their tracking performance, we start with the measured echo response and introduce some changes in it according to the time-update equation (30) where th sample of the echo response at time ; small constant; 's set of independent Gaussian white noise sequences with unit variance. Fig. 15 shows the results of an implementation of the above scenario when and (30) is applied from 2 to 12 s. From these results, we find that the NLMS algorithm performs better than the proposed algorithm when the echo response is varying. However, as one may expect, once the variation of the echo response is stopped, at 12 s, the proposed algorithm shows a better recovery, and the ERLE for that increases to its steady state much faster. The superior tracking performance of the NLMS algorithm for the present example may be explained as follows. In choosing the parameter for the NLMS algorithm, we assumed that the variance of is known a priori. This has improved the performance of the NLMS algorithm greatly. In practice, where such assumption cannot be made, we expect to see some degradation in the performance of the NLMS algorithm. Further, the normalization mechanism employed in (28) is a result of the solution to a constrained optimization problem [1] . This implementation, which is at the cost of some additional computational complexity [to calculate the step size ], has also improved the tracking performance of the NLMS algorithm. Such normalization cannot be applied to the algorithms proposed in this paper. We believe that a reasonable conclusion on the comparison of the tracking performance of the NLMS and the proposed algorithms requires more investigation based on a real-time implementation of the two algorithms so that a wide variety of realistic cases could be tested.
VII. CONCLUSIONS
Two new implementations of the LMS/Newton algorithm for efficient realization of long adaptive filters were proposed. It was assumed that the input sequence to the adaptive filter could be modeled as a low-order AR process. The two algorithms differ in their structural complexity. The first one is more appropriate for implementation in software on a DSP processor, whereas the second algorithm is tailored toward VLSI implementation. Both algorithms were analyzed and found to be performing about the same for long filters. Simulation results confirming our theoretical finding were given. Experimental results with speech signals for modeling the acoustics of a room proved the feasibility of the proposed algorithms in implementing acoustic echo cancelers with long echo paths.
We also compared the performance of the proposed algorithms with the FNTF algorithm of [7] , whose implementation for acoustic echo cancellation has been reported in [8] . Despite the very positive comments on the FNTF algorithm in [8] , we found that it has certain numerical instability problems that prohibit its application in practical situations where signals are, in general, nonstationary. We gave examples that demonstrated such problems. Note that the trace function has been dropped from the righthand side of (B.2) because is a scalar. where Now, we give an evaluation of For this, we refer to Fig. 16 , which depicts a procedure for measuring through a sequence of filtering and averaging procedures. The AR process is generated by passing its innovation through its model transfer function (B.5)
The innovation is a white noise process with variance Passing through the eigenfilter (the FIR filter whose coefficients are the elements of the eigenvector ) generates a signal whose mean square is equal to [1] . On the other hand, according to Fig. 2 , the sequence is generated from by first multiplying that by [the inverse of the variance of ] and then passing the result through a FIR filter with the transfer function Passing through the eigenfilter generates the samples of the sequence whose mean square is then measured.
From We shall also note that the innovation process and the backward prediction error [and, equivalently, ] are statistically the same. This implies Noting this, (B.6) and (B.7) give (B.8) Equation (B.8) is in an appropriate form that may be used to give some argument with regard to the value of and the overall summation in (B.4).
We recall Cauchy-Schwarz inequality for integrals [14] , which says for any two arbitrary functions and (B.9)
holds. Using this, (B.8) gives (B.10)
where the equality holds only under special conditions, a case of which will be discussed later. Noting that is an eigenfilter, the right-hand side of (B.10) is always equal to one [1] . Using this result in (B.4) and recalling the definition of the parameter , we obtain (B.11)
A particular case of interest for which the inequality (B.10) [and, thus, (B.11)] will be converted to equality is when is an impulse function in the form In fact, in practice, this happens to be nearly the case as the filter length increases to a large value. It is well known that the eigenvectors of any finite-order 3 -by-Toeplitz matrix will approach a set of discrete Fourier series as increases [15] . Then, each eigenfilter will make a tuned filter whose frequency response will be approximately an impulse function. With this argument, one can say that the above inequalities will all be close to equalities as the filter length increases to a large value.
