Barrier synchronization is a fundamental operation in parallel computation. In many contexts, at the point a process enters a barrier it knows that it has already processed all work required of it prior to the synchronization. It then commits to the barrier, in the sense that the process blocks until every other process has also committed to the barrier. This paper treats the alternative case, when a process cannot enter a barrier with the assurance that it has already performed all necessary pre-synchronization computation. The problem arises when the number of pre-synchronization messages to be received by a process is unknown, for example, in any computation that is largely driven by an unpredictable exchange of messages. We describe a O(log 2 P) time barrier algorithm for such problems, study its performance on a large-scale parallel system, and consider extensions to general associative reductions, as well as associative parallel pre x computations.
Introduction
Consider a computation where the processing is driven in whole or in part by the receipt, processing, and generation of messages. An important motivating example is parallel discrete-event simulation, where a message represents an event whose eventual execution may lead to the generation of further events, possibly on other processors; however, distributed algorithms in general are often characterized this way. The runtime behavior of such computations may be highly unpredictable, which creates a problem if one desires to employ a barrier synchronization. Traditional barrier algorithms presume that a process entering the barrier has completed all work required of it; to call a barrier routine such as gsync() on an Intel iPSC multiprocessor is unconditionally block the processor until all processors have entered the barrier. This is clearly undesirable if the number of messages to be received is unknown. We are left with the problem of determining when all processes in the system have completed all pre-synchronization work required of them, and so may progress past the barrier.
While this problem is recognized as the distributed termination problem from distributed processing the context in which we consider it is parallel processing. This context places an emphasis on speed rather than message e ciency, which leads us to consider new methods. The problem arises in a surprising number of applications, including convergence checking, parallel discrete-event simulation, dynamic load-balancing, and checkpointing in parallel systems.
We show how modi cation of a standard algorithm (the butter y barrier 3]) permits the use of barrier synchronization when the total number of messages to be processed by a process prior to the barrier is unknown. There are two important elements to the algorithm. One is to permit a process to enter the barrier without commitment, before it is certain that it is nished with its pre-synchronization work. In this our algorithm incorporates ideas from optimistic synchronization in parallel discrete event simulation. The second important element is to have each process keep track of the number of messages it has sent to and received from each of logP sets of processes we call shells (there are P processes). Then, like a standard barrier algorithm, a process advances through log P synchronization steps, where at each step it synchronizes with a speci c process. Unlike a standard barrier, two synchronizing processes exchange send/receive counts tabulated for each shell, and from this information decide whether to advance to the next synchronization step, or wait to receive and process further messages. At any time, receipt of a new computation message can roll a process back out of the barrier altogether, or a repeated synchronization message (i.e., one used to implement the barrier) from a previous step can also roll the synchronization processing back to that step. Our algorithm requires O(log 2 P) space on each of P processes, and requires O(log 2 P) parallel time to execute (in the absence of rollbacks).
The problem we consider is essentially identical to termination detection, so it is worthwhile to consider the types of solutions proposed in that context, e.g. , 7] . One key di erence is that such algorithms generally view the system as being much more loosely coupled than parallel systems. Furthermore, the complexity of these algorithms is measured in terms of numbers of messages passed, rather than time to execute. In a parallel system there is a huge performance di erence between a computation that passes P messages serially, and one that passes P messages in parallel. Nevertheless, our algorithm has similarities to the \vector algorithm" proposed by Mattern 8] , in that both track the di erence between messages sent and messages received. However, there are substantial di erences between our approach and Mattern's. His algorithm relies on a circulating control vector with P components, that serially traverses processors; ours accumulates counts in a logarithmic fashion, and has no serial component.
One distributed termination solution by Song (found in 11]) deserves special notice, as it was proposed for parallel applications, and was tested on a 64-node Ncube multiprocessor. It is designed speci cally for mesh-connected multiprocessors, and permits interprocessor communication only between processors that are directly connected by the mesh. Unlike many distributed termination algorithms, this one has a sublinear cost. The principle di erences between the properties of our algorithm and Song's are 1. Song's algorithm exploits, and usually requires, circuit-switched point-to-point communication networks. However, while our algorithm requires global communication ability for general systems, it will work without performance loss on a binary hypercube using store-and-forward communication.
2. Our algorithm permits communication lag between transmission and receipt of a message, and permits messages to be received out of order. Song's algorithm assumes instantaneous transmission ( 11] , p. 781).
3. At the completion of our algorithm every process knows that the barrier is complete. In Song's algorithm one process knows that the computation has terminated, and it informs the host. For Song's application, it su ces then for the host to terminate all processes. However, one could easily modify his algorithm to include a broadcast step on the network to notify all processes.
As we will see, there are a number of applications that bene t from a fast noncommittal barrier algorithm. To assess just how fast our algorithm is, we compare it against standard parallel barrier algorithms which are known to be highly e cient, but which do not solve the posed synchronization problem. We present raw timing information, and nd our algorithm has little more than twice the cost of the barriers. Song compares his algorithm against a centralized polling algorithm in which every process coordinates through the frontend host. While he nds his algorithm to be twice as fast as the serial one, no raw timing information is given.
The fundamental communication pattern we use is based on the butter y barrier 3]. Students of synchronization should also read the comparative study of barriers on shared memory machines reported in 2].
The principle contribution of this paper is to identify and solve a general synchronization problem by bringing together ideas from optimistic parallel simulation, deterministic parallel synchronization, and distributed termination detection. We demonstrate that our solution has a relatively small cost, by comparing it with the barrier synchronization routines provided by a large-scale multiprocessor.
The remainder is structured as follows. Section x2 details a number of ways a fast noncommittal barrier is useful. Then section x3 introduces some notation, and uses it to describe a standard barrier synchronization algorithm. Section x4 describes our modi cations, and proves the algorithm's correctness. Section x5 evaluates the performance of our algorithm on large scale multiprocessors, section x6 extends the method to general associative reductions, and general associative parallel pre x operations, and section x7 summarizes this paper.
Motivation
Suppose that we can view every process' behavior in terms of its response to messages. For example, a process might receive one or more messages, perform some computation, and possibly send new messages as a result. The notion is quite general, encompassing scienti c computations where the messages communicate data at domain partition boundaries, to parallel discrete-event simulations, where a message represents an event. A key di erence between these two examples is that in the former case the message passing behavior is often predictable, whereas in the latter case it is not.
A barrier synchronization is introduced into the computation when we desire that the processes synchronize globally. When the computation is performed correctly, this means that every process will have received and processed all messages for it prior to synchronizing, and no process progresses past the barrier until all processes have received and processed all messages for which they are responsible prior to synchro-nization. A process leaving the barrier is assured that every other process has already received all messages, performed all work, and sent all messages that are logically required by the computation prior to the global synchronization. Upon passing a barrier a process can be certain that its present state is correct.
This problem arises in a number of contexts, some which we'll now describe.
Parallel Simulation
We rst encountered the need for a noncommittal barrier when developing working in the area of parallel simulation. We developed a synchronization protocol that progresses by imposing a window s; t) on simulation time, having processes execute optimistically (i.e., like Time Warp 5]) during that interval, but prohibits any process from evaluating an event with time-stamp greater than t until every process has reached time t. Following this a new window t; t 0 ) is de ned and the simulation advances past time t. The basic issue is that a \straggler" messages (one with a time-stamp lower than the process's current clock value) can reach a process that is already at time t, causing it to roll back and resimulate part of the window. The resimulation may itself cause straggler messages to be sent to other processes, rolling them back. This window-based style of synchronization has cropped up in a number of synchronization protocols 10, 4, 12] . Another use for fast noncommittal barrier synchronization is in the computation of Global Virtual Time, or GVT. GVT is a time behind which the simulation will never be rolled back. A general Time Warp style simulation will periodically call the GVT algorithm to compute the minimum among (i) any processes local clock value, and (ii) the receipt time of any message that might be in transit. The memory holding saved state information associated with times less than the GVT may be reclaimed. Experimental studies show that the GVT algorithms typically used on distributed memory implementations of Time Warp consume a large fraction of the system resources. Here we see the potential for reducing that overhead|simply have the processes synchronize noncommittally every units of simulation time. Upon successful negotiation of the barrier, all processes know to reclaim the memory associated with saved states \behind" the synchronization time. One last advantage to the algorithm we propose is that it reduces the communication volume typically associated with optimistic simulations. To support GVT calculations, an acknowledgement is sent for every message that is sent. While there may be good software engineering reasons for requiring acknowledgements, acknowledgements are not logically needed if our noncommittal barrier is used.
Dynamic Load Balancing
Imagine a computation where there are some N pieces of work distributed irregularly throughout the system, and we wish to redistribute them more evenly. Every process may learn the total N using a sum-reduction, hence there may be some criteria by which a process determines itself to be \balanced", e.g., the deviation of the process's load from the average is within some tolerance, or perhaps the process is satis ed to have some load at all. We can construct a loosely synchronized form of dynamic load balancing using a noncommittal barrier. A process has a thresholds U and L such that it considers itself balanced with workload between the thresholds, sheds workload if it exceeds U, and waits to receive more workload if it has less than L. A balanced process enters the noncommittal barrier. However, it may still receive unrequested work units which drive it level past U, and pull the process out of the barrier to shed load. We know every process is balanced when all processes pass the barrier. Obviously a policy for routing workload must be adopted to avoid thrashing (e.g., sending workload to the next indexed process will work, although perhaps not as e ciently as other policies). Given that, the system progresses once every process is balanced, which can be determined using a noncommittal barrier.
Checkpointing
Checkpointing is commonly done on computations that run for long periods of time, on parallel systems subject to hardware failure or software preemption. One of the problems faced when checkpointing an executing parallel computation on a distributed memory machine is accounting for messages in transit. Ideally we'd like to checkpoint a state where it is known that all messages in transit have been received. This assurance can be obtained with a noncommittal barrier. A control process decides to checkpoint, and broadcasts a command to do so to every process. Each process responds at its earliest convenience by bu ering all as-yet-unprocessed messages of which it is aware, and entering the noncommittal barrier. The arrival of an additional message pulls it out of the barrier in order to bu er it as well. Upon release from the barrier, the processes write their states to disk, con dent that no transient message is left unaccounted for. Of course there are some pitfalls to avoid concerning the safety of checkpointing in the presence of blocking receives, but these are tangential to the issue we address of determining when all message activity has ceased.
Convergence Checking
As shown in 11], noncommittal synchronization also arise in numerical contexts, when convergence determines termination. A process whose subdomain has converged enters the noncommittal barrier, but can
[5] receive a message containing boundary interface values from a neighboring process whose subdomain has not. This unblocks it to continue the computation. Convergence is assured once a process passed through the noncommittal barrier.
Background
Next we introduce some notation. Consider a system of P processes, with ids 0; 1; : : :; P ? 1. De ne p, the system dimension, to be the smallest integer such that P 2 p . Our solution involves a balanced binary tree whose elements form an interval of process ids. The root node is T 0 = 0; 1; : : :; P ? 1]. Given tree node T c = i; : : :; j], i j, we de ne T c 's left child T 2c+1 = i; : : :; d(i + j)=2e], and its right child (applicable only if i < j) T 2c+2 = d(i + j)=2e + 1; : : :; j]. Thus, children sets are de ned by evenly splitting a parent interval, with the \extra" member (if any) placed in the left child. Also, we de ne the \dimension" of T 0 to be p, and the dimension of a child to be one less than it's parent's. The splitting process is applied until the dimension 0 intervals are de ned. Figure 1 illustrates the tree associated with P = 6.
Let T 2c+1 and T 2c+2 in dimension k be children of a common parent. As these intervals are nearly balanced, we can pair their elements as follows. We say that processes i and j are neighbors in dimension k if for some m, i is the m th largest element of T 2c+1 , and j is the m th largest element of T 2c+2 . We denote this relationship by a function n, writing n k (i) = j and n k (j) = i. For example, in Figure 1 , the neighbors in dimension 2 are 0 and 3, 1 and 4, 2 and 5. When the size of two sibling intervals di ers, the largest member (say j) of the left sibling has no neighbor. In this case we say that j is a hermit in that dimension. Also, we call the least member of any interval the leader of that interval.
Most scalable barrier algorithms employ a tree of some kind, where processes representing sibling nodes synchronize locally, and a process representing a parent node is enabled to synchronize as soon as its own children have synchronized. One approach is to require the leader of a interval to represent the interval in this synchronization process. In our example, in dimension 0 we'd have 0 synchronize with 1, and 3 synchronize with 4; in dimension 1 we have 0 synchronize with 2, and 3 synchronize with 5; in dimension 2, we have 0 synchronize with 3. At any point in the barrier algorithm, if the leader of a interval S is attempting to synchronize with some other process, then we know that all processes in S have entered the barrier. Observe that only the processes representing T 1 and T 2 will know when all processes have entered the barrier. In this case, a broadcast step is required to notify the remaining processes. This is usually accomplished by having the leader of a tree node release the leaders of its children, who in turn release the leaders of their children, and so on.
Another approach avoids the broadcast step by requiring every process in a tree node to determine for itself when that tree node is synchronized with its sibling. A process synchronizes with its neighbor in dimension 0, then its neighbor in dimension 1, and so on through dimension p ? 1. If a process i successfully synchronizes with its dimension k ? 1 neighbor, then we know that all processes in the dimension k interval S containing i have entered the barrier. Thus, a process is free to leave the barrier once it is synchronized with its neighbor in dimension p ? 1. One minor di culty occurs if process i in interval S in dimension k is a hermit there. A solution is to have i wait to be noti ed by the leader of S's sibling, which is i + 1. In our example, in dimension 1 we have process 1 wait for a message from 2, and process 4 wait for a message from 5. When this occurs, we call the leader a messenger in dimension k, and de ne n k (i) = i + 1. A messenger doesn't need to receive a synchronization message from its hermit, as it will synchronize with its own neighbor.
In the remainder we will call the algorithm above the standard barrier algorithm. A high level description is given in Figure 2 . Our solution involves modi cation of this algorithm.
A little more notation will aid our discussion. For any process i and dimension k, let C k (i) denote the interval in dimension k that contains i. computation message a message that causes the application to perform some work, possibly generating and sending more computation messages for other processes synchronization message a message sent as part of the barrier synchronization algorithm interval a set of processes whose ids are contiguous leader the process with least id in an interval neighbor in dimension k a process with whom synchronization messages are exchanged in the dimension k step of the barrier algorithm hermit in dimension k a process that has no neighbor in dimension k messenger in dimension k a process that sends synchronization messages to a hermit in dimension k shell a set of processes whose accumulated send/receive counts are tabulated n k (i) process i's neighbor in dimension k C k (i) the unique dimension k interval containing process i S k (i) the shell of processes maintained by process i in dimension k 4 A Noncommittal Barrier Synchronization Algorithm
The problem we pose has two components. First, we must be sure that a process can always accept more computation messages, even if it temporarily thinks it is nished. Secondly, we have to ensure that no process believes it has completed the synchronization before it is certain that it has has received all presynchronization messages eventually destined for it.
The basis of our approach is to allow a process to call a probe function, which determines whether all processes are now synchronized. The probe returns a Boolean value to the process, which then acts accordingly. In the remaining discussion it will be understood that a probe call represents the process that called it, and for all practical purpose is part of that process. We make the distinction to clearly delineate what can be implemented once (the probe) from application speci c behavior. The probe itself optimistically enters a butter y barrier construct, fully expecting never to be rolled back out of it. To support the possibility of a partial rollback, e.g., to resynchronize in dimensions where synchronization messages were previously exchanged, the probe's barrier logic incorporates state-saving. However, even with provision for rollback, simple optimistic execution of a barrier synchronization will not ensure that a process not leave a barrier prematurely. For example, consider a four process system where at some time t process 0 sends a message to process 3 and heads into the barrier. It is quite possible for the processes to exchange synchronization messages (0 with 1 then 3, 1 with 0 then 2, 2 with 3 then 0, 3 with 2 then 1) and appear to be globally synchronized before the computation message from 0 is recognized by 3. Our problem formulation forbids these processes to depart the barrier, yet this is precisely what they will do if we rely only on rollback to enforce the synchronization. This example highlights the fact that a correct barrier algorithm must account for messages that are sent, but not yet received. The modi cations we make to the standard algorithm do precisely that.
The remainder of the section separately addresses the problems of managing message counts, specifying the barrier algorithm, and proving its correctness.
Managing Message Counts
Our solution requires that every process i maintain, for every shell S k (i) (k = 0; : : :; p ? 1), a count of messages it has sent to processes in S k (i), and a separate count of messages it has received from S k (i) should include all messages relevant to the computation, (but do not include the synchronization messages sent as part of the barrier implementation, as these are handled by the probe, which is distinct from the process). Between barriers these counts increase monotonically. Immediately following successful completion of a barrier the counts are cleared.
In the standard barrier algorithm, a single step synchronization between i and n k (i) serves to establish synchronization of two disjoint collections of processes, C k (i) and C k (n k (i)). Now suppose that probes i and n k (i) additionally exchange counts of messages sent to and received from these two sets of probes (if i is a hermit its probe does not send counts to n k (i)). For example, suppose they detect that the total number of messages sent by processes in C k (i) to processes in C k (n k (i)) is larger than the total number of messages received by processes in C k (n k (i)) from processes in C k (i)). Processes in C k (n k (i)) will eventually receive the missing messages, consequently neither probe i nor probe n k (i) ought to advance to the next dimension. If the two pairs of send/receive counts match as required, we will say that i and n k (i) are \in agreement" at step k.
How then can i and n k (i) have available counts of messages between C k (i) and C k (n k (i))? Observe that S k (i) = C k (n k (i)), and that the Send k and Recv k counts in process i and every other process in C k (i) tabulate the number of messages sent to and received from S k (i). When probes for i and n 0 (i) synchronize, they can exchange their counts relating to this set, and combine them. When probe i synchronizes with probe n 1 (i) it can send the combined i and n 0 (i) counts, and receive the combined n 1 (i) and n 0 (n 1 (i)) counts. Continuing in this fashion, by the time i reaches dimension k, it will have accumulated the send/receive counts of all processes in C k (i) relating to S k (i). For that matter, it can have accumulated the send/receive counts relating to all shells S m (k), m k.
Our modi ed barrier algorithm hinges on the observation above. For all k = 0; : : :; p ? 1 and m = k; : : :; p ? 1 de ne TotalSend m (C k (i)) to be the total number of messages sent by processes in C k (i) to processes in S m (i); similarly de ne TotalRecv m (C k (i)) to be the total number of messages received by processes in C k (i) from processes in S m (i). These counts are de ned to describe the situation after all presynchronization messages have been generated, received, and processed. Since C k (i) is the union of disjoint intervals C k?1 (i) and C k?1 (n k (i)), it is evident that whenever m k : In the course of synchronization, a probe will not necessarily know these nal send/receive counts. It can only tally the numbers of messages it has seen itself with similar counts reported by other processes. We will approximate each TotalSend m (C k (i)) count with a count Send m (C k (i)) that is computed using the aggregation equations speci ed above ( replacing each instance of TotalSend with a corresponding Send); we similarly approximate each TotalRecv m (C k (i)) with a count called Recv m (C k (i)). When probe i attempts Figure 3 illustrates the information exchanged by two probes i and n k (i). Here we suppose that i is a member of the interval labeled A, and n k (i) is in the interval labeled B, both in some dimension k. Sets D and E are S p?2 (i) = S p?2 (n k (i)), and S p?1 (i) = S p?1 (n k (i)), respectively. The components of SendVec k (i) are the counts of messages sent by processes in A to processes in B, D, and E; RecvVec k (i) contains the number of messages received by processes in A from B, D, and E. Similarly, the components of SendVec k (n k (i)) are the counts of messages sent by processes in B to processes in A, D, and E; RecvVec k (n k (i)) contains the number of messages received by processes in B from A, D, and E. When i and n k (i) are in agreement their probes may combine these values to determine the send/receive counts between processes in C and D, and between C and E.
Algorithm Speci cation
Before presenting the algorithm, it is worth noting an important di erence between traditional barriers, and ours. A traditional barrier call blocks a process until synchronization is achieved. Our algorithm speci es a probe function|when a process believes it has completed all pre-synchronization work, it calls the probe, and receives a boolean response. A positive response means that all processes have completed their presynchronization work, and hence are free to continue past the barrier. A negative response means that the process should not progress past the barrier point, and so should continue to look for the arrival of additional computation messages. It is not certain that any will appear, and so the probe should be continuously called.
In our solution the probe for process i passes through as many dimensions as possible until it either completes, reaches a dimension k for which there is yet no synchronization message from n k (i) (or a messenger), or the message fails to indicate agreement. Upon a failure the probe returns \false". When the probe is called again it may not need to step through dimensions it has already passed through; for example, if i leaves the barrier logic because n k (i) has not yet sent its synchronization message, on reentry it may return directly to the dimension k step. However, if i is rolled back in the meantime it may need to start over in dimension 0, or possibly in some other dimension j < k. The proper point of entry is given by state of the barrier, a pair (D; s). D is the current working dimension, and s is 1 or 0, depending on whether the probe needs to send a synchronization message to n k (i) (and to i?1, if i is a messenger) or not. For example, if the probe i returns false on failure to nd a synchronization message from n k (i), the barrier state on departure is (k; 0). If the barrier state is not altered by a rollback, then on the probe's reentry it need not resend the synchronization message|it just checks again for the synchronization message from n k (i). On the other hand, if i's barrier is rolled back due to receipt of a computation message or re-receipt of a synchronization message in some dimension j < k, then the barrier state is reset to (j; 1), (use j = 0 if the rollback is due to a computation message). Figure 4 illustrates a high level owchart of processing that uses an optimistic, noncommittal barrier. The gure shows the separation of function between the process, and the synchronization probe. The interaction between a process and the probe is limited to (i) the process must maintain the shell counts analyzed by the probe, (ii) the process must reset the barrier state whenever it receives a computation message, (iii) if a process wants to temporarily suspend, some mechanism other than the synchronization probe must be used.
Since barriers are repeatedly used, in order to disambiguate messages associated with di erent synchronization phases we presume that each computation and synchronization message is tagged with a \phase" identi er, e.g., the number of global barriers completed so far. Phase identi cation prohibits a process from accepting a phase k synchronization or computation message before it has completed its phase k ? 1 barrier. In practice, only one bit of phase identi cation is needed (odd or even phase); in our Intel iPSC Receive any synchronization msgs.
Return true or false Logic in Figure 5 Figure 4: Flow diagram of processing logic using an noncommittal barrier implementation we add this bit to the message type identi er. Before specifying the barrier logic in more detail, we consider some important implementation issues. First there is the problem of determining whether a given neighbor or messenger has sent a synchronization message, and making sure that we access the last such sent from a given probe. To address this, it is straightforward to maintain an array of synchronization messages, indexed by dimension. If we can assume that the system always delivers messages between two processes in the order they are sent, then a synchronization message from n k (i) (or a messenger in dimension k) is simply copied into the k th element of this array, overwriting whatever may be there already. If the system may deliver messages out-of-order, we just include another count eld in the message. A sender records the number of synchronization messages it has sent to the receiver thus far; the receiver can compare the eld of a newly received message with that of its current copy. Late messages are simply discarded.
Another issue concerns de nition of the barrier \state". Probe i can enter the logic at dimension k > 0 and be required to send vectors SendVec k (i) and RecvVec k (i). These vectors depend on synchronization messages from neighbors and messengers in lower dimensions; rigorously there is no need for further barrier state, since those messages are available to support recomputation of the vectors. However, if the barrier is at dimension k, then we know that SendVec k (i) and RecvVec k (i) have already been computed. Rather than recompute them on reentry, it is convenient to include them as part of the barrier state. Thus we save a copy of these vectors once they are computed and sent. Each reentry to the barrier will then be able to recover the saved vectors.
Rollback processing deserves special mention. Either the receipt of a computation message or the receipt of a synchronization message in dimension j < D causes a rollback. The rollback consists entirely of resetting the barrier state (D; s) as appropriate. It is not necessary to cancel the synchronization messages already sent in dimensions j through D, for they will be resent, and in being resent may cause rollback.
Another optimization is also possible. Before sending a synchronization message in dimension k the probe can compare the present vectors SendVec k (i) and RecvVec k (i) with their counterparts (if any) the last time we visited dimension k|recall that we save these vectors after transmission. If there is absolutely no di erence between the vectors about to be sent and those last sent, then there is no need to resend the synchronization message. This idea (called lazy cancellation 9]) has been developed in the parallel simulation world, and has proven to be e ective.
Since O(log P) counts are transmitted and analyzed at each of synchronization log P steps, the algorithm's time complexity is O(log 2 P) in the absence of rollbacks (in the very worst case, every computation message causes a complete rollback and then the complexity is O(log 2 P) per computation message.) In addition, O(log 2 P) space is required at every process to store the shell counts, and synchronization vectors. Figure 5 gives the probe logic (after the receipt of synchronization messages).
Correctness
Finally, we establish the correctness of the algorithm. We need to show both that the algorithm terminates, and that no process leaves the barrier prematurely. The lemma below establishes termination.
Lemma 1 If there are nitely many computation messages to process prior to synchronization, then for every dimension k there exists a time t k such that after time t k no process reenters the barrier logic with barrier state value D = k.
Proof: We induct on the dimension, k. Consider the base case of k = 0. Eventually the last computation message associated with this barrier phase will be sent, and received, say at time T. We may assume that measures (described earlier) are taken to prevent receipt of a computation message from any subsequent (fig), respectively. Consequently, any synchronization vectors sent in dimension 0 after time T will re ect completed send/receive totals, and any two processes synchronizing in dimension 0 after time T must nd themselves in agreement. Thus, the only way a probe can enter and exit the barrier logic in dimension 0 after time T is if it fails to nd a message from its dimension 0 neighbor (or a messenger). Clearly that message must eventually arrive, since by de nition of T it must eventually be sent. Consequently, every barrier state must eventually advance to dimension 1; t 0 is the time at which the last one does. For the induction hypothesis suppose there exists a dimension k ? 1 and time t k?1 such that after time t k?1 no probe reenters the barrier in a dimension smaller than k?1. The proof of the induction step is entirely similar to that of the base case, with t k?1 playing the role of T.
The nal step is to show that no process leaves the barrier before every process has received and processed all of its messages from the barrier phase. Lemma 2 For each process i let s i be the time at which it completes processing of its last computation message in the current phase, and let e i be the time at which it departs the barrier. Then for every i, e i max j fs j g.
Proof:
We induct on p, the dimension of the system. The base case of p = 0 is trivially satis ed. Suppose then that the result holds for all systems of dimension p ? 1. Consider a system of dimension p, choose any process i and consider the time e i at which i departs the barrier. Now for i to depart it must be true that both i and n p?1 (i) passed through dimension p ? 2, say at times u and v respectively. We can view C p?1 (i) and C p?1 (n p?1 (i)) (or C p?1 (i + 1), as appropriate) as separate systems of dimension p ? 1, and consider u and v to be departure times in the smaller systems (respectively). For every process j in C p?1 (i) let a j be the time at which j completes processing of its last message from another process in C p?1 (i); similarly de ne b k for any process k in C p?1 (n p?1 (i)). By the induction hypothesis we have u max j fa j g and v max k fb k g.
Observe that e i maxfu; vg max j;k fa j ; b k g:
We claim that a j = s j and b k = s k , for all j and k, for suppose not. s k > b k only if process k eventually receives a message from some process in C p?1 (i). This message must be accounted for as part of i's vector SendVec p?1 (i) (since i does no message processing after time u), but is not accounted for in RecvVec p?1 (n p?1 (i)). This is a contradiction however, for i to depart the barrier it must rst be in agreement with n p?1 (i). Thus s k = b k for all processes k in C p?1 (n p?1 (i)) (and similarly s j = a j for all processes j in C p?1 (i)), completing the induction.
Empirical Results
Our noncommittal barrier provides more exibility than a conventional barrier, but at a cost. Our algorithm sends vectors of data at each synchronization, it compares vectors prior to transmission in an e ort to avoid unnecessary retransmission, and it implements message passing logic at the user level. All of these activities exact costs not su ered by an optimized conventional barrier. In this section we endevour to quantify these costs, by comparing the performance of our barrier with that of the conventional barrier gsync() provided on the Intel Touchstone Delta 6]. We rst quantify the relative cost of our algorithm in the absence of rollbacks. Table 1 presents raw timings.
These experiments simply call the barrier algorithms repeatedly. The numbers presented are averages taken over thousands of calls. Since there is no other message passing, our algorithm does not rollback. Even so, our algorithm experiences memory copy and comparison costs at every step. These measurements show that on large architectures, the cost of our barrier is only slightly more than twice that of gsync(). Considering all of the extra costs involved and the fact that gsync() is optimized for the mesh architecture, we view this as very encouraging. So long as the cost of the computation of interest is not dominated by the barrier, the relative expense of using a noncommittal barrier is not large. A second set of experiments is designed to measure relative costs in the presence of rollbacks. In these experiments each processor is to receive, and send, one message. A cycle begins with processor 0, who sends a message to processor 1. Upon receipt of a message, processor i ( i 6 = 0) sends a message to processor (i + 1) mod P. The cycle completes when 0 receives a message. Implementation using a noncommittal barrier lets the barrier logic determine when all messages to be generated have been (after 0 reenters the barrier after receiving a message). Observe that receipt of every message will cause a rollback in the receiving processor. Implementation using gsync() simply has a processor block waiting for its single message, send a message upon its receipt, and then call gsync(). Table 2 gives the average times required to complete a cycle, divided by the number of processors used. Now we nd that the cost of using an noncommittalbarrier is over three times that of using gsync(). This ought to be viewed as an upper bound, since any computation related to message passing will be the same in both versions, and will serve to lessen the ratio of their running times. A nal set of experiments illustrates this point, by modeling the cost of message processing. These experiments are identical in structure to the previous set, save that upon receiving a message, a processor waits for a speci ed period of time before sending the message on. The parameter in these experiments is the average number of milliseconds a processor waits. Figure 6 plots the ratio of time required by our algorithm to complete a cycle, to the time required using gsync(), using 256 processors. Here we see that even under a modest half millisecond message processing time, use of our noncommittal barrier is only 30% more expensive than gsync(); at higher message processing costs the relative di erence is well under 5%.
We also examined the cost of our algorithm vs gsync() on an Intel iPSC/860 multiprocessor. This architecture has a hypercube topology. In these experiments processor counts were always powers of two, Figure 6 : Ratio of time required to complete a cycle using a noncommittal barrier, to that required using gsync() and synchronization messages were always exchanged between processors that are directly connected. The relative di erence between our algorithm and gsync() was observed to be nearly identical to that observed on the Delta, implying that the the network bandwidth of the Delta is su cient to support our algorithm's \arti cial" tree construction without signi cant cost to performance.
Extensions
Next we consider extending the noncommittal barrier algorithm to include the noncommittal computation (with global barrier synchronization) of any reduction operation of an associative operator , as well as an noncommittal parallel pre x computation of . The fact that this is possible is evident from our algorithm's basis in a tree structure; the computation of reductions and pre x operations on trees is already wellunderstood 1]; the point of this section is give enough details to show where our algorithm can be modi ed to support these operations.
Let S be a set, and : S S ! S be an associative operator. Imagine that after processing all messages, each process i has computed some m i 2 S, and we desire that every process learn the reduced element m 0 m 1 : : : m P?1 . This is easily accomplished with a small modi cation to our barrier algorithm. First we introduce some new de nitions.
Processes in a interval C k (i) have contiguous ids; de ne l k (i) to be lowest element, and u k (i) to be the greatest element of this interval. Also de ne When i and n k (i) synchronize, suppose that i knows M k (i), n k (i) knows M k (n k (i)) , and these elements are exchanged. This is clearly possible for k = 0, as M 0 (i) = m i and M 0 (n 0 (i)) = m n0(i) . At an arbitrary dimension k, given M k (i) and M k (n k (i)) i and n k (i) can compute M k+1 (i) = M k+1 (n k (i)) = M k (i) M k (n k (i)) (assuming here that i < n k (i)). This is merely a percolation of partial sums up the tree, which is standard practice in reduction algorithms. Continuing in this fashion, at the point process i leaves the barrier it will have computed M P (i), which is the desired reduced value. To incorporate reduction in the barrier, all we need to do is include the element M k (i) with Send k (i) and Recv k (i) as part of the synchronization vector, saving it and restoring it when the synchronization vector is saved and restored, and to add the additional logic needed to implement in the right order.
The barrier can also be extended to provide parallel pre x computations. In these, we compute m 0 Process i receives one element of this sequence, m 0 i . We assume that the elements M k (i) described for the reduction operation are being computed, and will use them in such a way that process i can construct its pre x element.
Given process id i, for k = 0; : : :; p ? 1 de ne b k to be 1 if C k (i) is the right child of its parent, and to be 0 otherwise. Observe that if P = 2 p , then the bits fb k g describe i's id in the base 2 number system. In the general case, i is uniquely identi ed by these bits. We exploit the following result, based on this de nition. Proof: Induct on the system dimension p. The base case is immediate. For the induction hypothesis, suppose the result holds for any system of dimension k ? 1, and consider process i in a system of dimension k. If C k (i) is the left child of it's parent we are done, by the induction hypothesis, for then i is a member of a system of dimension k ? 1. Otherwise, we must have b k = 1, and d k = k. We may write i = l k (i) +î, and considerî as a member of a system (rooted in C k (i)) of dimension k ? 1 
Summary
Barrier synchronization is an integral part of many parallel algorithms. All barrier algorithms of which we are aware assume that a process knows when it is safe to enter the barrier. However, for some applications is it di cult to determine when a process has completed all work that might be required of it prior to synchronization. We rst encountered this problem in the context of parallel discrete event simulation, yet we believe the problem may occur for any computation whose behavior is driven by the receipt and processing of messages.
We propose a solution based on optimistic execution of a modi ed standard barrier algorithm. Our algorithm di ers from the standard technique in that (i) it permits a process to roll back out of a barrier when a computation message is received, (ii) the barrier computation is performed optimistically (complete with state-saving, rollback, and cancellation optimizations), and (iii) counts of messages send and received between certain sets of processes are included in the synchronization messages, and are used to determine when all processes have reached the barrier and have executed all workload necessary prior to the barrier. Despite its seeming complexity, experiments on a large-scale multiprocess show that the algorithm is only 2-3 times slower than the optimized deterministic barrier provided with the system, and that the relative additional cost disappears when any signi cant computation is associated with handling a message.
