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SIMPLE TRANSITIVE 2-REPRESENTATIONS AND DRINFELD
CENTER FOR SOME FINITARY 2-CATEGORIES
XIAOTING ZHANG
Abstract. We classify all simple transitive 2-representations for two classes of finitary
2-categories associated with tree path algebras and also for one class of fiat 2-categories
associated with truncated polynomial rings. Additionally, we compute the Drinfeld centers
for all these 2-categories.
1. Introduction and description of results
Motivated by the results of [2, 10], higher representation theory, as the study of 2-represen-
tations of additive 2-categories, originated from the papers [3, 25]. Further developments in
[11, 26] motivated development of abstract 2-representation theory of finitary 2-categories
in the series [17, 18, 19, 20, 21, 22] of papers which formulated and investigated an abstract
general setup for the study of natural 2-analogues of finite dimensional algebras, called
finitary 2-categories. We refer to [16] for a general overview.
The “correct” 2-analogue of the notion of an irreducible representation is the notion of
simple transitive 2-representation as defined in [21]. These 2-representations for “building
blocks” for all 2-representations, however, the building procedure itself is more complicated
than in the classical representation theory as no good analogue of homological algebra is
available in the 2-setting for now. Nevertheless, the question of classification of simple
transitive 2-representations is natural and provides the first layer of information during
the study of a given finitary 2-category. This question was answered in [21, 22] for a
certain class of finitary (even fiat) 2-categories, where it was shown that, under some mild
combinatorial assumptions, each simple transitive 2-representation is equivalent to a so-
called cell 2-representation, a class of 2-representations defined in [17] and further studied
in [18] and [19]. Meanwhile, many new example of finitary (but not necessarily fiat) 2-
categories were constructed, see for example [5, 6, 27, 28] and references therein. In the
general case the problem of classification of simple transitive 2-representation is wide open.
It is not even known whether, for a given finitary 2-category, the number of equivalence
classes of simple transitive 2-representations is always finite.
The center of an algebra plays, naturally, a central role in the representation theory of this
algebra. For 2-categories, an appropriate 2-analogue of a center is the so-called Drinfeld
center, as defined in [9, 15, 23] in various setups. This is an important invariant of a
2-category which is, however, not easy to determine.
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The aim of the present article is:
• to construct new examples of finitary 2-categories;
• to classify simple transitive 2-representations for these new examples and also for
some examples which already appeared in the literature;
• to describe the Drinfeld center in all these examples.
The article is organized as follows: In Section 2 we collect all necessary preliminaries on
finitary and fiat 2-categories. Section 3 provides a classification of equivalence classes of
simple transitive 2-representations for the finitary 2-category associated to a tree path
algebra, as considered in [28]. The Drinfeld center of this 2-category is also described
and turns out to be very small. In Section 4, we define a new finitary 2-category using
functors on certain quiver algebras, given by tensoring with identity bimodules, the left
action of which is twisted by a class of algebra endomorphisms. We calculates the cell
structure of these 2-categories in the case when the quiver is a Dynkin diagram of type
A with uniform orientation. The Drinfeld center of this new finitary 2-category turns out
to be quite big. In Section 5, we consider the fiat 2-category given by twisting functors
corresponding to certain algebra automorphisms of truncated polynomial rings. In this
case we get a fiat 2-category with unique left cell (resp. right cell) which does not satisfy
the strong regularity assumption from [17, 21]. In particular, the main approach of [21]
is not applicable for this 2-category, however, we reduce the problem of description of its
simple transitive 2-representations to another result in [21]. Nevertheless, we classify all
simple transitive 2-representations for this 2-category and describe its Drinfeld center. It
turns out that in this case there are many simple transitive 2-representations which are not
cell 2-representations. Moreover, it turns out that the Drinfeld center of this 2-category is
rather non-trivial.
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versity, whose hospitality is gratefully acknowledged. The visit was supported by China
Scholarship Council. The author would like to thank Volodymyr Mazorchuk for useful
discussions and valuable comments. The author is also grateful to the referee for numerous
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2. Preliminaries
2.1. Notation. Throughout the paper we will work over a fixed field k if not stated
explicitly. For simplicity, we assume that it is algebraically closed.
We let Cat denote the category of small categories. By a 2-category we mean a category
enriched over Cat. Thus, a 2-category consists of
• objects denoted by i, j, . . .;
• 1-morphisms denoted by F,G, . . .;
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• 2-morphisms denoted by α, β, . . .;
• identity 1-morphisms 1i, for i ∈ C ;
• identity 2-morphisms idF , for a 1-morphism F ;
• composition ◦ of 1-morphisms;
• horizontal composition ◦0 of 2-morphisms;
• vertical composition ◦1 of 2-morphisms.
For simplicity, given a 1-morphism F and a composable 2-morphism α, we write F (α) for
idF ◦0 α and αF for α ◦0 idF .
2.2. Finitary and fiat 2-categories. An additive k-linear category is called finitary if it
is idempotent split, has finitely many isomorphism classes of indecomposable objects and
finite dimensional k-vector spaces of morphisms. We denote by Afk the 2-category whose
objects are finitary additive k-linear categories, 1-morphisms are additive k-linear functors
and 2-morphisms are natural transformations of functors.
A finitary 2-category (over k) is defined to be a 2-category C such that:
• it has finitely many objects;
• for each pair i, j of objects, the category C (i, j) lies in Afk and horizontal compo-
sition is biadditive and k-linear;
• all identity 1-morphisms are indecomposable.
We refer to [13, 14] for generalities on abstract 2-categories and to [17, 18, 19, 20, 21, 22]
for more information on finitary 2-categories.
A finitary 2-category is called fiat, see [17], provided that
• there is a weak involution ∗ : C → C op, where C op denote the opposite category in
which the directions of both 1-morphisms and 2-morphisms are reversed;
• for any pair i, j ∈ C and any 1-morphism F ∈ C (i, j), there exist 2-morphisms
α : F ◦ F ∗ → 1j and β : 1i → F
∗ ◦ F such that
αF ◦1 F (β) = idF and F
∗(α) ◦1 βF ∗ = idF ∗ .
2.3. 2-representations. Let C be a finitary 2-category. A 2-representation of C is a
strict 2-functor from C to Cat. A finitary 2-representation of C is a strict 2-functor from
C to Afk . We will usually denote 2-representations by M,N, . . .. For each i ∈ C , we
denote by Pi the i-th principal 2-representation C (i, −). All finitary 2-representations of
C form a 2-category, denoted by C -afmod, with 2-natural transformations as 1-morphisms
and modifications as 2-morphisms, see [13, 19].
4 XIAOTING ZHANG
Given two 2-representations M, N of C , we say they are equivalent if there is a 2-natural
transformation Φ :M→ N such that Φi is an equivalence of categories for each i.
Consider a 2-representation M of C and assume that M(i) is additive and idempotent
split for each i ∈ C . For any collection of objects Xi ∈ M(ii), where i ∈ I, the additive
closure of all objects of the formM(F )Xi, where i ∈ I and F runs through all 1-morphisms
of C , has the structure of a 2-representation of C by restriction (see [21]). We denote this
2-subrepresentation of M by GM({Xi : i ∈ I}). To simplify notation, we will write FX
instead of M(F )X for any 1-morphism F .
LetM be a finitary 2-representation of C . For each 1-morphism F ∈ C (i, j), denote by [F ]
the matrix with non-negative integer coefficients whose rows are indexed by isomorphism
classes of indecomposable objects in M(j), columns are indexed by isomorphism classes of
indecomposable objects in M(i) and the entry in the position (Y,X) is the multiplicity of
Y as a direct summand of FX .
2.4. Combinatorics of finitary 2-categories. For a finitary 2-category C , we denote by
SC the set of isomorphism classes of all indecomposable 1-morphisms in C with an added
external zero element 0. From [18, Section 3], we see that the set SC forms amultisemigroup
(for more details, see [12]), which can be equipped with several natural preorders. For any
two 1-morphisms F and G, we say G ≥L F in the left preorder provided that there is a
1-morphism H such that G occurs as a direct summand of H ◦ F , up to isomorphism. A
left cell is an equivalence class for ≥L. Analogously one defines the right and two-sided
preorders ≥R and ≥J and the corresponding right and two-sided cells.
2.5. 2-ideals. For a 2-category C , a left 2-ideal I of C has the same objects as C and
for each pair i, j of objects we have that I (i, j) is an ideal in C (i, j) such that I is
closed under the left horizontal multiplication with both 1- and 2-morphisms in C . Right
2-ideals and two-sided ideals (which are, simply, called 2-ideals) can be defined similarly.
For example, principal 2-representations are left ideals in C .
Let M be a 2-representation of C . An ideal I in M is a collection of ideals I(i) in M(i)
for each i ∈ C which are stable under the action of C in the sense that: for any morphism
η ∈ I and any 1-morphism F the morphism M(F )(η) is in I whenever if it is defined.
2.6. Abelianization. For a finitary additive k-linear category A, its abelianization is the
abelian category A with objects being diagrams of the form X
η
→ Y for X, Y ∈ A and
η ∈ A(X, Y ) and morphisms being equivalence classes of solid commutative diagrams of
the form
X
η //
τ

Y
ζ

ξ
ww♣ ♣
♣
♣
♣
♣
♣
X ′
η′
// Y ′
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modulo the subspace spanned by diagrams for which there is ξ displayed by the dashed
arrow such that η′ξ = ζ , see [4]. Let P be a multiplicity-free direct sum of representa-
tives of all isomorphism classes of indecomposable objects in A. Then, directly from the
definitions, we have A ≃ EndA(P )
op-proj. Therefore A always has weak kernels, c.f. [8,
Theorem 3.4], which implies that A is abelian. We have A ≃ EndA(P )
op-mod, see [1,
Propsition 5.3].
Given a finitary 2-category C and a finitary 2-representation M of C , the abelianization
of M is the 2-representation M of C which sends each i ∈ C to the category M(i) and
with the action of C defined on diagrams component-wise.
2.7. Cell 2-representations. Let C be a finitary 2-category and L a left cell. Since
multiplication from the left does not change the source of the original morphism, there is
an i = iL ∈ C such that for any 1-morphism F ∈ L we have F ∈ C (i, j) for some j ∈ C .
For j ∈ C denote by N(j) the additive closure in Pi(j) of all 1-morphisms F ∈ C (i, j)
such that F ≥L L, that is, the full subcategory of Pi(j) consisting of all objects which are
isomorphic to direct summands of finite direct sums of all such 1-morphisms F . Then N
is a 2-subrepresentation of Pi. By [21, Lemma 3], there exists a unique maximal ideal I in
N such that it does not contain idF for any F ∈ L. The corresponding quotient 2-functor
CL := N/I is called the (additive) cell 2-representations of C corresponding to L. The
abelianization CL of CL is called the abelian cell 2-representation of C corresponding to
L.
2.8. Simple transitive 2-representations. Let C be a finitary 2-category. A finitary
2-representation M of C is called transitive provided that for every i and every non-
zero object X ∈ M(i) we have GM({X}) = M. By [21, Lemma 4], each transitive
2-representation M contains a unique maximal ideal I which does not contain any identity
morphisms apart from the one for the zero object. Denote byM the quotient ofM by this
ideal I.
A transitive 2-representation M of C is called simple transitive provided that I is the
zero ideal or, alternatively, M = M. For any transitive 2-representation M of C , the 2-
representationM is simple transitive and is called the simple transitive quotient ofM.
2.9. Drinfeld center for bicategories. By a 2-category we always mean a strict 2-
category and the term bicategory is used for the corresponding non-strict structure, see
[13]. Note that any bicategory is biequivalent to a 2-category, see [13, Section 2.3].
The notion of Drinfeld center originates in [9, Example 3.4] and [15, Definition 3] where
it was given for tensor categories, that is bicategories with one object. In [23], E. Meir
and M. Szymik extended the notion of Drinfeld center to cover any bicategory. As all
2-categories considered in this paper only have one object, it is convenient to give the
original definition for the case when B only has one object i.
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In the latter case, the Drinfeld center Z(B) is a category, whose objects are pairs (F,Φ),
where F ∈ B(i, i) and Φ is a natural isomorphism from the functor F ◦ − to the functor
− ◦ F such that
(2.1) Φ(1i) : F ◦ 1i ∼= F ∼= 1i ◦ F
and
(2.2) Φ(K ◦H) = (idK ◦0 Φ(H)) ◦1 (Φ(K) ◦0 idH)
holds for any 1-morphisms K,H ∈ B(i, i) whenever the composition K ◦H makes sense.
The morphisms between any two objects (F,Φ) and (G,Ψ) are given by all morphisms f
in HomB(i,i)(F,G) such that
(2.3) (idK ◦0 f) ◦1 Φ(K) = Ψ(K) ◦1 (f ◦0 idK)
for all 1-morphisms K ∈ B(i, i). The category Z(B) has the natural structure of a tensor
category via
(2.4) (F,Φ) ◦ (G,Ψ) = (F ◦G, (Φ ◦0 id) ◦1 (id ◦0 Ψ)),
with the tensor unit (1i, e), where e(F ) : 1i ◦ F ∼= F ∼= F ◦ 1i for any 1-morphism
F ∈ B(i, i). If B is a 2-category, then each e(F ) is exactly the identity morphism
idF .
Remark 1. If B is a 2-category, then we have the following:
(i) Condition (2.1) turns to Φ(1i) = idF , which is redundant since it can be deduced
from (2.2) and the fact that Φ(1i) is an isomorphism, see [24, Lemma 3.2].
(ii) The product Kn := K ◦K ◦ · · · ◦K︸ ︷︷ ︸
n factors
is well-defined, for any 1-morphism K ∈ B(i, i)
and any positive integer n, moreover, from (2.2) it follows that
(2.5) Φ(K ◦K ◦ · · · ◦K) =
(idK ◦0 idK ◦0 · · · ◦0 idK ◦0 Φ(K)) ◦1 (idK ◦0 idK ◦0 · · · ◦0 Φ(K) ◦0 idK) ◦1 · · ·
· · · ◦1 (idK ◦0 Φ(K) ◦0 idK ◦0 · · · ◦0 idK) ◦1 (Φ(K) ◦0 idK ◦0 · · · ◦0 idK),
where the product in each bracket has n factors.
(iii) If B(i, i) has direct sums, then so does Z(B), see [24, Lemma 3.6]. In more detail,
for any two pairs (F1,Φ
(1)), (F2,Φ
(2)) ∈ Z(B), their direct sum (F1⊕F2,Θ) is defined
as follows: for any 1-morphism K ∈ B(i, i), the isomorphism Θ(K) is given by the
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sum of the two paths of maximal length on the following diagram:
(2.6) (F1 ⊕ F2) ◦K
piF1◦0idK
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
piF2◦0idK
''◆◆
◆◆
◆◆◆
◆◆
◆◆
◆
F1 ◦K
Φ(1)(K)

F2 ◦K
Φ(2)(K)

K ◦ F1
idK◦0ιF1 ''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
K ◦ F2
idK◦0ιF2ww♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
K ◦ (F1 ⊕ F2)
The inverse of Θ(K) is given by the sum of the two paths of maximal length on the
following diagram:
K ◦ (F1 ⊕ F2)
idK◦0piF1
ww♣♣♣
♣♣♣
♣♣
♣♣
♣♣ idK◦0piF2
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
K ◦ F1
(Φ(1)(K))−1

K ◦ F2
(Φ(2)(K))−1

F1 ◦K
ιF1◦0idK ''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
F2 ◦K
ιF2◦0idKww♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
(F1 ⊕ F2) ◦K
It follows directly from the definition that Θ is a natural isomorphism. For any 1-
morphisms K,H ∈ B(i, i), condition (2.2) for Θ follows from the commutativity of
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the following diagram:
(F1 ⊕ F2) ◦K ◦H
piF1◦0idK◦0idH
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧ piF2◦0idK◦0idH
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
F1 ◦K ◦H
Φ(1)(K◦H)

Φ(1)(K)◦0idH

F2 ◦K ◦H
Φ(2)(K)◦0idH

Φ(2)(K◦H)
  
K ◦ F1 ◦H
idK◦0ιF1◦0idH
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
K ◦ F2 ◦H
idK◦0ιF2◦0idH
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
K ◦ (F1 ⊕ F2) ◦H
idK◦0piF1◦0idHvv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
idK◦0piF2◦0idH ((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
K ◦ F1 ◦H
idK◦0Φ
(1)(H)

K ◦ F2 ◦H
idK◦0Φ
(2)(H)

K ◦H ◦ F1
idK◦0idH◦0ιF1 ((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
K ◦H ◦ F2
idK◦0idH◦0ιF2vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
K ◦H ◦ (F1 ⊕ F2)
Here the top (resp. bottom) hexagon in the middle is obtained by horizontally com-
posing the diagram of (2.6) with idH (resp. idK) from the right (resp. left) hand side.
The two triangles in the middle obviously commute and the two “rectangles” on the
sides commute by condition (2.2). By definition, the right hand side of condition (2.2)
for Θ is the sum of four paths of maximal length obtained from the two hexagons.
Two of these paths are zero because of πF2 ◦1 ιF1 = 0 and πF1 ◦1 ιF2 = 0. Hence
condition (2.2) for Θ follows.
Conversely to Remark 1 (iii), we have the following statement:
Proposition 2. For any object (F1 ⊕ F2,Θ) ∈ Z(B), we have that (F1 ⊕ F2,Θ) can be
decomposed into a direct sum of two objects (F1,Φ
(1)), (F2,Φ
(2)) ∈ Z(B) if, and only if,
for any 1-morphism K ∈ B(i, i) and i 6= j ∈ {1, 2}, we have
(2.7) (idK ◦0 πFj ) ◦1 Θ(K) ◦1 (ιFi ◦0 idK) = 0,
or, equivalently, for any 1-morphism K ∈ B(i, i) and i 6= j ∈ {1, 2}, we have
(2.8) (πFj ◦0 idK) ◦1 (Θ(K))
−1 ◦1 (idK ◦0 ιFi) = 0.
Proof. It directly follows from the definition and Remark 1(iii) that any direct sum of two
objects in Z(B) satisfies both conditions (2.7) and (2.8).
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We now prove the “only if” part of the statement. It is clear that condition (2.7) and
condition (2.8) are equivalent, so we assume that condition (2.7) is satisfied. For any 1-
morphism K ∈ B(i, i), we define Φ(i)(K), i = 1, 2, by requiring that the solid square in
the following diagram commutes:
Fi ◦K
ιFi◦0idK //
Φ(i)(K)

(F1 ⊕ F2) ◦K
piFi◦0idK
oo❴ ❴ ❴ ❴ ❴ ❴ ❴
Θ(K)

K ◦ Fi
(Φ(i)(K))−1
OO✤
✤
✤
✤
✤
idK◦0ιFi
//❴❴❴❴❴❴❴ K ◦ (F1 ⊕ F2).
(Θ(K))−1
OO✤
✤
✤
✤
idK◦0piFioo
Similarly, we define (Φ(i)(K))−1 so that the dashed square in the above diagram commutes.
From the definition, we have that, for each i, the corresponding Φ(i)(K)’s give a natural
transformation Φ(i). Indeed, for any i, j and any 2-morphism α : K → H , we have the
following commutative diagram
(2.9)
Fi ◦K
ιFi◦0idK //
idFi◦0α

(F1 ⊕ F2) ◦K
Θ(K)
//
idF1⊕F2◦0α

K ◦ (F1 ⊕ F2)
α◦0 idF1⊕F2

idK◦0piFj // K ◦ Fj
α◦0 idFj

Fi ◦H
ιFi◦0idH // (F1 ⊕ F2) ◦H
Θ(H)
// H ◦ (F1 ⊕ F2)
idH◦0piFj // H ◦ Fj .
Note that
∑
i ιFi ◦1 πFi = idF1⊕F2. By condition (2.7) and definitions, for any 1-morphism
K, we have
Φ(i)(K) ◦1 (Φ
(i)(K))−1 = idK◦Fi and (Φ
(i)(K))−1 ◦1 Φ
(i)(K) = idFi◦K ,
which implies that each Φ(i) is, indeed, a natural isomorphism. It is also easy to check
condition (2.2), for each Φ(i). This is given by the two “rectangles” on the sides of the
10 XIAOTING ZHANG
following diagram (commutativity of this diagram uses condition (2.7)):
(F1 ⊕ F2) ◦K ◦H
Θ(K)◦0idH

F1 ◦K ◦H
ιF1◦0idK◦0idH
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
Φ(1)(K◦H)

Φ(1)(K)◦0idH

F2 ◦K ◦H
Φ(2)(K)◦0idH

Φ(2)(K◦H)
  
ιF2◦0idK◦0idH
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
K ◦ F1 ◦H K ◦ F2 ◦H
K ◦ (F1 ⊕ F2) ◦H
idK◦0piF1◦0idH
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
idK◦0piF2◦0idH
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
idK◦0Θ(H)

K ◦ F1 ◦H
idK◦0Φ
(1)(H)

idK◦0ιF1◦0idH
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
K ◦ F2 ◦H
idK◦0Φ
(2)(H)

idK◦0ιF2◦0idH
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
K ◦H ◦ F1 K ◦H ◦ F2
K ◦H ◦ (F1 ⊕ F2)
idK◦0idH◦0piF2
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧idK◦0idH◦0piF1
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘

Similarly to (2.9), for any i, j and any 2-morphism α : K → H , we have the following
commutative diagram
(2.10)
K ◦ Fi
idK◦0ιFi //
α◦0idFi

K ◦ (F1 ⊕ F2)
(Θ(K))−1
//
α◦0idF1⊕F2

(F1 ⊕ F2) ◦K
idF1⊕F2◦0α

piFj◦0idK // Fj ◦K
idFj◦0α

H ◦ Fi
idH◦0ιFi // H ◦ (F1 ⊕ F2)
(Θ(H))−1
// (F1 ⊕ F2) ◦H
piFj◦0idH // Fj ◦H.
Remark 3. Later on, in Theorem 31 (i) (for the case k = d = 2), we will see examples
of indecomposable elements in the Drinfeld center which, in particular, have the form
(F0 ⊕ F0,Φ).
3. Finitary 2-category of ideals for a tree algebra
3.1. A finitary 2-category for tree algebra. Let A be the path algebra of a finite
connected tree quiver Q = (Q0, Q1, s, t), where Q0 is the set of vertices, Q1 is the set of
SIMPLE TRANSITIVE 2-REPRESENTATIONS AND DRINFELD CENTER 11
arrows, s : Q1 → Q0 is the source function and t : Q1 → Q0 is the target function. Denote
by Qp the set consisting of all paths in Q and by l : Qp → {0, 1, 2, . . .} the length function,
which assigns the length of the path to each path. The set Qp can be equipped with a
partial order given, for w,w′ ∈ Qp, by w  w′ if w′ = awb for some a, b ∈ Qp. We also write
w ≺ w′ if w  w′ and w 6= w′. For each vertex v ∈ Q0, we denote by εv the corresponding
trivial path in Q of length zero and in this way we identify vertices in Q with paths of
length zero.
Let I(A) denote the set consisting of all ideals in A. Elements in I(A) can be alternatively
viewed as subbimodules of the A-A-bimodule AAA. We denote by I(A)
ind the subset of
I(A) consisting of all indecomposable ideals, namely, indecomposable subbimodules. By
[28, Lemma 3], each ideal I in A has a unique minimal set of path generators denoted by
G(I). We denote by sG(I) the set of all sources for elements in G(I) and by tG(I) the set of
all targets for elements in G(I) respectively.
For each ideal I of A, define DpI to be the functor
I ⊗A − : A-mod→ A-mod.
Let C be a small category equivalent to A-mod. Then we define the 2-category DA to
have
• one object i (which we identify with C);
• as 1-morphisms, all functors are given, up to equivalence with A-mod, by functors
from the additive closure of all DpI ’s;
• as 2-morphisms, all natural transformations of functors.
The category DA is a finitary 2-category but not a fiat one unless Q has only one vertex.
Note that DpI ◦ DpJ
∼= DpIJ for any ideals I, J of A, see [6]. It follows from the Krull-
Schmidt theorem that every indecomposable 1-morphism is uniquely (up to isomorphism)
determined by an indecomposable ideal.
3.2. Simple transitive 2-representations for DA. By [28, Lemma 6], for each ideal
I ∈ I(A)ind, the corresponding isomorphism class of the functor DpI forms a left cell
which we will denote by LI . The same isomorphism class forms, as well, a right cell and
hence also a two-sided cell. By definition, we have
NI(i) = add({F : F is isomorphic to a direct summand of
an element in {G ◦DpI | G ∈ SDA}}).
From [28, Corollary 8], we obtain that the unique maximal ideal II in NI which does
not contain the identity 2-morphism on DpI is generated by all 2-morphisms idF , where
F >L DpI . Moreover, the endomorphism algebra of the object DpI in the quotient category
NI/II(i) = CLI (i) is isomorphic to k. Therefore CLI (i)
∼= k-mod.
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For a fixed ideal I ∈ I(A)ind, set K = 〈εi| i ∈ tG(I)〉. It follows from the definition that K
is an idempotent ideal and KI = I.
Proposition 4. For any ideal I ∈ I(A)ind and the corresponding ideal K defined above,
the cell 2-representations CLI and CLK are equivalent.
To prove this proposition, we need the following lemma. We define StI as the set consisting
of all ideals J such that JI = I.
Lemma 5. Given I and K as above, we have StI = StK.
Proof. Since KI = I, we obtain the inclusion StK ⊂ StI . To prove StI ⊂ StK , we assume
that G(I) = {u1, u2, . . . , uk} and consider the set G(J) = {w1, w2, . . . , wl} for some ideal
J ∈ StI . Note that JI = I and the ideal JI is generated by the set
{wiaus|1 ≤ i ≤ l, 1 ≤ s ≤ k, a ∈ Q
p}.
Then, for each uj ∈ G(I) = G(JI), there exist some i, s and a such that wiaus = uj.
Since u1, . . . , uk form an anti-chain with respect to , we get s = j and wia = εt(uj).
Furthermore, we have wi = εt(uj) and thus G(K) ⊂ G(J), which implies K ⊂ J . Thus
JK = K and J ∈ StK . This completes the proof. 
Proof of Proposition 4. Consider the endofunctor − ◦ DpI : Pi(i) → Pi(i). It sends
objects in NK(i) to objects in NI(i). Let F be an indecomposable 1-morphism such
that F >L DpK and let J be the ideal defining F . Then J ( K and hence JK 6= K.
By Lemma 5 we thus get JI 6= I, that is F ◦ DpI 6
∼= DpI . Taking the first paragraph
of this subsection into account, the latter implies that − ◦ DpI maps IK(i) to II(i) and
hence induces a functor from CLK (i) to CLI (i). Note that both CLK(i) and CLI (i) are
equivalent to k-mod, moreover, KI = I implies that − ◦ DpI sends an indecomposable
generator of CLK (i) to an indecomposable generator of CLI (i). Therefore − ◦DpI defines
an equivalence between CLK to CLI . 
Lemma 6. Any idempotent ideal I ∈ I(A)ind is generated by length zero paths, moreover,
StI = {J ∈ I(A)| I ⊂ J}.
Proof. Consider the ideal K corresponding to I as defined above. If I2 = I, then I ∈ StI .
By Lemma 5, we get I ∈ StK and thus K ⊂ I. As I ⊂ K by construction, we obtain
I = K which means that I is generated by length zero paths.
Denote by Γ the set {J ∈ I(A)| I ⊂ J}. Clearly, StI ⊂ Γ. For any J ∈ Γ, we have both
I = I2 ⊂ JI ⊂ I and I = I2 ⊂ IJ ⊂ I.
Thus we get JI = I = IJ which implies the inclusion Γ ⊂ StI . 
Due to Lemma 6, for any two distinct idempotent ideals I, J ∈ I(A)ind, we have that either
I 6∈ StJ or J 6∈ StI and thus the cell 2-representationsCLI andCLJ are not equivalent.
Now we are ready to formulate our first main result.
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Theorem 7. Every simple transitive 2-representation of DA is equivalent to CLI for some
indecomposable idempotent ideal I.
Proof. Let M be a simple transitive 2-representation of DA. Set
Σ := {F ∈ SDA |M(F ) 6= 0}.
Since M(1i) = idM(i) 6= 0, we see that the set Σ is not empty. Let I be a minimal (with
respect to inclusions) indecomposable ideal of A such that DpI ∈ Σ. Then the additive
closure of DpIX , where X runs through all objects in M(i), is non-zero since DpI ∈ Σ,
and is closed under the action of DA by minimality of I and the fact that I is an ideal.
Transitivity of M hence implies that this additive closure must coincide with the whole of
M(i). As, for any ideal J ∈ I(A), we have JI ⊂ I, from the minimality of I it follows
that DpJ acts as zero on M(i) if and only if JI 6= I. In particular, if JI 6= I, then none
of the direct summands of DpJI lies in Σ.
Assume that X1, X2, . . . , Xn is a complete and irredundant list of representatives of iso-
morphism classes of indecomposable objects in M(i). Since DpI ∈ Σ, there exists some j
such that DpIXj 6= 0. Note that 0 6= add(DpIXj) is DA-invariant. Due to transitivity of
M, we obtain add(DpIXj) = M(i). Therefore we have add(Dp
2
IM(i)) = M(i) yielding
I2 = I by minimality of I. By Lemma 6, this idempotent ideal I is generated by length
zero paths.
Now we claim that there exists exactly one minimal indecomposable ideal I of A such that
DpI ∈ Σ. Indeed, if I
′ would be another such minimal ideal, then minimality of both I and
I ′ would imply I ′I 6= I which, by the above, would mean that DpI′ 6∈ Σ, a contradiction.
Therefore, for any DpJ ∈ Σ, we have I ⊂ J and hence JI = IJ = I.
Next we claim that DpIXi 6= 0 for all i. Indeed, assume DpIXi = 0 for some i. Then, for
any J such that DpJ ∈ Σ, we have
0 = DpIXi = DpIJXi
∼= DpIDpJXi.
This means that GM({Xi}) is annihilated by DpI and hence cannot coincide with M(i)
since DpI ∈ Σ. This, however, contradicts transitivity of M. Therefore DpIXi 6= 0 for
all i, moreover, add(DpIXi) is DA-invariant for each i, since I is an ideal, and thus must
coincide with M(i) due to transitivity of M. Consequently, all entries in the matrix [DpI ]
are positive.
Since Dp2I
∼= DpI , we have [DpI ] = [DpI ]
2. From [20, Proposition 6], we know that
there exists a permutation matrix S such that the idempotent matrix S−1[DpI ]S has the
following form: 
 0r B BC0 1s C
0 0 0t

 ,
where 0r (resp. 0t) is the zero r× r (resp. t× t) matrix and 1s is the identity s× s matrix
such that r+ s+ t = n. Permuting the elements in {X1, X2, . . . , Xn}, if necessary, we may
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assume that S is the identity matrix. As all entries in [DpI ] are positive, it follows that
r = t = 0 and s = 1, that is [DpI ] = (1). Hence M(i) has only one indecomposable object
up to isomorphism. We denote this object by X .
From the above we have DpIX
∼= X . Thus, for any J ∈ I(A) we have DpJIX
∼= DpJX .
Therefore, for those ideals J such that JI 6= I, we have [DpJ ] = [DpJI ] = (0); and for
those ideals J such that JI = I we have [DpJ ] = [DpJI ] = (1). This implies that each
DpJ induces an endomorphism of the endomorphism algebra End(X) := B. Since X is
indecomposable, the algebra B is local and its radical consists of all nilpotent elements
in B. In particular, this radical must be preserved by all DpJ and hence it generates a
DA-invariant ideal of M(i) which does not contain any identity morphisms apart from the
one for the zero object. By the simple transitivity of M, the radical of B must be zero.
This means that B ∼= k and M(i) is equivalent to k-mod.
Consider the unique 2-natural transformation Ψ : Pi(i) → M(i) which sends 1i to X .
Then Ψ sends DpI to DpIX
∼= X and all indecomposable 1-morphisms F , satisfying
F >L DpI , to zero since F ◦ DpI 6
∼= DpI . Therefore the restriction of Ψ to NI(i) gives
a 2-natural transformation from NI to M which annihilates the ideal II in NI . Thus it
induces a 2-natural transformation from CLI to M and the latter is an equivalence by
construction. This completes the proof. 
3.3. The Drinfeld center of DA. For any positive integer s, we denote by 1s the identity
s× s matrix. Note that there is only one object i in the finitary 2-category DA. Using the
definition of Drinfeld center given in Subsection 2.9, one obtains the following result:
Theorem 8. Objects of the category Z(DA) are finite direct sums of copies of (1i, e), up
to isomorphism. Furthermore, we have EndZ(DA)((1i, e)) = kid1i.
Proof. Let (F,Θ) be an object in Z(DA). Assume that
F :=
n⊕
i=1
DpIi,
for some positive integer n and Ii ∈ I(A)
ind. We would like to use Proposition 2 to prove
that (F,Θ) decomposes into a direct sum of certain {(DpIi,Φ
(i)}ni=1 in Z(DA), where each
natural isomorphism Φ(i) is given by:
Φ(i)(DpJ) := (idDpJ ◦0 πDpIi ) ◦1 Θ(DpJ) ◦1 (ιDpIi ◦0 idDpJ ), J ∈ I(A).
It suffices to show that condition (2.7) holds, for any j, k ∈ {1, 2, . . . , n} and any 1-
morphism DpJ , where J ∈ I(A). This reads as follows: for any j 6= k and any J ∈ I(A),
we have
(3.1) (idDpJ ◦0 πDpIk ) ◦1 Θ(DpJ) ◦1 (ιDpIj ◦0 idDpJ ) = 0.
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Similarly, applying the commuting diagram (2.9) to the 2-morphism DpJ →֒ 1i induced
by ι(J,A), we have the following commuting diagram:
DpIj ◦DpJ
ιDpIj
◦0idDpJ
//
idDpIj
◦0ι(J,A)

(
n⊕
i=1
DpIi) ◦DpJ
Θ(DpJ ) //
idF ◦0 ι(J,A)

DpJ ◦ (
n⊕
i=1
DpIi)
ι(J,A)◦0 idF

idDpJ ◦0piDpIk // DpJ ◦DpIk
ι(J,A)◦0 idDpIk

DpIj
ιDpIj //
n⊕
i=1
DpIi
Θ(1i) //
n⊕
i=1
DpIi
piDpIk // DpIk .
Note that Θ(1i) = idF and each ι(J,A) ◦0 idDpIk is injective since each Ik is left projective
because A is hereditary. As πDpIk ◦1 ιDpIj = δjkidDpIj , using the commutativity of the above
diagram, we obtain that equation (3.1) follows from the injectivity of each ι(J,A) ◦0 idDpIk
.
Therefore, by Proposition 2, now we only need to determine objects (F,Θ) in Z(DA), for
all indecomposable 1-morphisms F . This reduces the problem to the case n = 1.
Assume that (DpI ,Θ), where I ∈ I(A)
ind, is an object in Z(DA). Then Θ is a natural
isomorphism from the functor of DpI ◦ − to the functor − ◦ DpI given by a family of
isomorphisms
Θ(DpJ) : DpI ◦DpJ → DpJ ◦DpI , J ∈ I(A).
From [28, Corollary 8], for any ideals J ′, J ′′ ∈ I(A)ind, we have
(3.2) HomA-A(J
′, J ′′) =
{
kι(J ′,J ′′), if J
′ ⊂ J ′′;
0, if J ′ 6⊂ J ′′,
where ι(J ′,J ′′) denotes the natural inclusion. Note that DpJ ′ ◦DpJ ′′
∼= DpJ ′J ′′ , for any two
ideals J ′, J ′′. Therefore we have JI = IJ , for any J ∈ I(A). We claim that this implies
I = A. Assume that
G(I) = {u11, u
1
2, . . . , u
1
i1
}.
Let us first prove that all generators in G(I) are of length zero. Indeed, if this would not
be the case, there would exist some j ∈ {1, 2, . . . , i1} such that l(u
1
j) ≥ 1. Let J be the
ideal generated by the element εs(u1j ). Note that the ideal IJ can be generated by the set
{u1taεs(u1j )| a ∈ Q
p, 1 ≤ t ≤ i1},
containing the set G(IJ), and there is at most one path between any two vertices in Q,
see [28, Lemma 1]. Since u1j = u
1
jεs(u1j ) ∈ IJ and u
1
1, u
1
2, . . . , u
1
i1
are not comparable pairwise,
we see that u1j is a minimal element with respect to  and thus lies in G(IJ).
At the same time, it is clear that the ideal JI can be generated by the set
{εs(u1j )bu
1
t | b ∈ Q
p, 1 ≤ t ≤ i1},
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which contains the set G(JI). Since l(u1j) ≥ 1, we have s(u
1
j) 6= t(u
1
j) which implies
u1j 6∈ G(JI) = G(IJ), a contradiction. Therefore we get l(u
1
t ) = 0 for all 1 ≤ t ≤ i1 and
thus G(I) ⊂ {εi| i ∈ Q0}.
Now we prove that G(I) = {εi| i ∈ Q0}, that is, I = A. Otherwise, there would exist some
j ∈ Q0 such that εj 6∈ G(I). Due to indecomposability of A as an A-A-bimodule, we may
assume that there exists some j′ ∈ sG(I) such that there is an arrow c either from j
′ to j or
from j to j′. We consider the case where c goes from j′ to j, the other case is dealt with
by similar arguments. Set J to be the ideal generated by the element εj. Then the ideal
JI can be generated by the set
{εja εi| i ∈ sG(I), a ∈ Q
p} ⊃ G(JI)
and the ideal IJ can be generated by the set
{εib εj | i ∈ sG(I), b ∈ Q
p} ⊃ G(IJ).
Since t(c) = j 6∈ sG(I1), we obtain c 6∈ G(IJ) = G(JI) which contradicts the fact that
c = εjcεj′ ∈ G(JI). Thus we have G(I) = {εi| i ∈ Q0} and indecomposable pairs in
Z(DA), up to isomorphism, are of the form (1i,Θ) for some natural isomorphism Θ.
Due to (3.2), for each J ∈ I(A), we may assume that Θ(DpJ) = kJ idDpJ , where kJ ∈ k.
Applying the naturality of Θ to the 2-morphism DpJ →֒ 1i induced by ι(J,A), we obtain
ι(J,A) ◦1 Θ(DpJ) = ι(J,A) which yields kJ = 1 for all J . Hence we have Θ = e.
By definition, we have EndZ(DA)((1i, e)) ⊂ EndDA(i,i)(1i) = kid1i . It is easy to check that
any scalar multiple of id
1i
satisfies formula (2.3). The statement follows. 
4. Finitary 2-category associated to complementary ideals for a tree
algebra
In this section, if not explicitly stated otherwise, we let A be the path algebra of a tree
quiver Q as described in Subsection 3.1.
4.1. Complementary ideals for A. An ideal I in A is said to be complementary if the
projection A։ A/I splits. Denote by CI(A) the set of all complementary ideals in A. It
is clear that A ∈ CI(A). For an ideal I ∈ I(A), we assume that G(I) = {u1, u2, . . . , uk}
and denote the canonical map A։ A/I by ·.
Lemma 9. For an ideal I in A as above, we have I ∈ CI(A) if and only if l(ui) ≤ 1 for
all 1 ≤ i ≤ k.
Proof. To prove the “if” part, we note that A/I has a basis consisting of images of all paths
in A\I under the canonical map ·. Then the map ϕ : A/I → A sending v to v, where v
runs through all paths in A\I, splits ·. Indeed, we only need to show that this map is a
homomorphism. Let v and w in A\I be such that vw 6= 0. We claim that vw 6∈ I. Indeed,
if the latter would not be the case, there would exist some uj and a, b ∈ Q
p such that
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vw = aujb. As l(uj) ≤ 1, then either v or w is comparable with uj, which implies that
either v or w lies in I, a contradiction. The claim follows.
To prove the “only if” part, let ϕ : A/I → A be a splitting of ·. Assume that there is some
uj such that l(uj) > 1. Thus uj can be written as a composition of two paths v and w,
both of nonzero length, that is, uj = vw. Due to minimality of G(I), the images of v and
w under the canonical map · are nonzero. By injectivity of ϕ, we have
0 6= ϕ(v) = ϕ(v)ϕ(εs(v)) = ϕ(v)ϕ(εt(w)) and 0 6= ϕ(w) = ϕ(εt(w))ϕ(w).
This implies ϕ(vw) = ϕ(v · w) = ϕ(v)ϕ(w) 6= 0 since A is hereditary. However, we have
ϕ(vw) = 0 since v · w = vw = uj = 0, a contradiction. The claim follows. 
Corollary 10. If I, J ∈ CI(A), then we have I + J ∈ CI(A).
Proof. This follows from Lemma 9 and the observation that G(I + J) ⊂ G(I) ∪G(J). 
4.2. Identity bimodules twisted by a family of endomorphisms. For any ideal
I ∈ CI(A), we denote by ϕI : A → A the composition of the canonical map · : A → A/I
with the splitting A/I → A constructed in the proof of Lemma 9. Then ϕI is the identity
on all paths in A\I and zero on all paths in I.
Consider the identity A-A-bimodule A = AAA. Given a unital algebra endomorphism ϕ of
A, define a new bimodule ϕA to be equal to A as a vector space but with the bimodule
action given by
b · a · c := ϕ(b)ac for all a, b, c ∈ A.
In particular, for any ideal I ∈ CI(A) such that G(I) = {u1, u2, . . . , uk} with l(ui) = 1 for
all 1 ≤ i ≤ k, we have the corresponding A-A-bimodule ϕIA.
Let CI(1)(A) denote the subset of CI(A) consisting of all complementary ideals generated
by paths of length 1. Then the set CI(1)(A) has 2|Q1| elements. Similarly to Corollary 10,
we have I + J ∈ CI(1)(A) for all I, J ∈ CI(1)(A).
Example 11. Let A = kQ, where Q is given by the following picture:
1
α // 2
γ

β // 3
δ // 5
4
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Set I = 〈β〉. The A-A-bimodule ϕIA decomposes into two A-A-subbimodules as follows:
ε1

α

ε2oo❴ ❴ ❴

βα

βoo❴ ❴ ❴

ε3oo❴ ❴ ❴

γα γoo❴ ❴ ❴ ε4oo❴ ❴ ❴ δβα δβoo❴ ❴ ❴ δoo❴ ❴ ❴ ε5oo❴ ❴ ❴
Both subbimodules are described by a basis consisting of paths. Solid arrows depict the
left action while dashed arrows depict the right action. The left subbimodule corresponds
to the identity bimodule of the subquiver 1
α // 2
γ // 4 and the right one is exactly the
ideal of A generated by ε3, ε5.
For a tree algebra A and I ∈ CI(1)(A) one can calculate all indecomposable components of
the A-A-bimodule ϕIA. However, we did not find any uniform way to describe them in the
general case. At the same time, in Subsection 4.4 we propose such a description in the case
of the uniformly oriented Dynkin quiver of type An, where n is a positive integer.
4.3. New finitary 2-categories for tree algebras. Let C be a small category equivalent
to A-mod. Define the 2-category DCI(1)(A) to have
• one object i (which we identify with C);
• as 1-morphisms, all functors given, up to equivalence with A-mod, by functors from
the additive closure of the identity functor and all ϕIA⊗A −, where I ∈ CI
(1)(A) ;
• as 2-morphisms, all natural transformations of functors.
To justify that this indeed defines a 2-category, we need the following statement.
Lemma 12. For every two ideals I, J ∈ CI(1)(A), the A-A-bimodules ϕIA ⊗A
ϕJA and
ϕI+JA are isomorphic.
Proof. Note that the map ϕJ ◦ ϕI is the identity when restricted to paths in A \ (I + J)
and zero when restricted to paths in I + J . The map ϕI+J has the same properties. Since
A has a basis consisting of paths, we get ϕJ ◦ ϕI = ϕI+J . Let κ(I, J) be the map from
ϕIA⊗A
ϕJA to ϕI+JA sending b⊗ c to ϕJ(b)c for any b, c ∈ A. It is easy to check that this
map is well-defined. Moreover, for any a, a′ ∈ A, we have
κ(I, J)(a · (b⊗ c) · a
′) = κ(I, J)(ϕI(a)b⊗ ca
′) = ϕJ(ϕI(a)b)ca
′
= ϕJ ◦ ϕI(a)ϕJ(b)ca
′ = ϕI+J(a)ϕJ(b)ca
′
= a · κ(I, J)(b⊗ c) · a
′.
Therefore κ(I,J) is a A-A-bimodule homomorphism. It is straightforward to verify that it
is bijective. The claim follows. 
SIMPLE TRANSITIVE 2-REPRESENTATIONS AND DRINFELD CENTER 19
Proposition 13. The category DCI(1)(A) is a finitary 2-category.
Proof. By definition, DCI(1)(A) has one object. Since the tree algebra A is connected, the
identity A-A-bimodule A = ϕ0A is indecomposable, which means that the identity functor
1i
∼= A⊗A − is indecomposable as well. From Lemma 12 it follows that DCI(1)(A) is closed
with respect to composition of 1-morphisms.
Note that there are finitely many ideals I in CI(1)(A) and the tree algebra A is finite di-
mensional since Q is finite. Each functor ϕIA⊗A− thus has finitely many direct summands.
Therefore the category DCI(1)(A)(i, i) has finitely many indecomposable 1-morphisms up
to isomorphism. Since 2-morphisms are just A-A-bimodule homomorphism between the
corresponding finite dimensional A-A-bimodules, dimensions of the corresponding spaces
are all finite. 
4.4. Cells in DCI(1)(A) associated to a quiver of type An. Let Q be the following
quiver:
(4.1) 1
α1 // 2
α2 // 3
α3 // · · ·
αn−1 // n .
We have
(4.2) dim εjAεi =
{
1, if i ≤ j;
0, otherwise.
Then the identity bimodule AAA can be depicted as the following planar graph:
(4.3) •

•

•oo❴ ❴ ❴

•

•

oo❴ ❴ ❴ •oo❴ ❴ ❴

...

...

oo❴ ❴ ❴
...

oo❴ ❴ ❴ ❴ . . .oo❴ ❴ ❴

•

•

oo❴ ❴ ❴ · · ·

oo❴ ❴ ❴ •oo❴ ❴ ❴

•

oo❴ ❴ ❴
• •oo❴ ❴ ❴ · · ·oo❴ ❴ ❴ •oo❴ ❴ ❴ •oo❴ ❴ ❴ •oo❴ ❴ ❴
Here both the last row and the first column have n bullets and the bullet in the position
(i, j) stands for the unique path from j to i, for all 1 ≤ j ≤ i ≤ n. The left action is
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depicted by solid arrows and the right action is depicted by dashed arrows. For example,
in the case n = 3 diagram (4.3) reads as follows:
ε1
α1·

α1
α2·

ε2
·α1oo❴ ❴ ❴ ❴
α2·

α2α1 α2·α1
oo❴ ❴ ❴ ε2·α2
oo❴ ❴ ❴
For each 1 ≤ i ≤ n, denote by Ji the ideal generated by elements εi, εi+1, . . . , εn. Then
each Ji is an indecomposable idempotent ideal and J1 is the identity A-A-bimodule AAA.
Moreover, we have
J1 ⊃ J2 ⊃ · · · ⊃ Jn.
For any 1 ≤ i ≤ j ≤ n, we define Mi,j := Ji/Jj+1 (here Jn+1 := 0), which inherits
from Ji the structure of an A-A-bimodule. It follows from the definition that each Mi,j is
indecomposable and that Mi,n = Ji. Note that the bimodule Mi,j has a basis consisting of
all paths listed in the rows i, i+ 1, . . . , j of the diagram (4.3).
For any ideal I ∈ CI(1)(A), we have G(I) ⊂ Q1. Let us assume that
G(I) = {αi1 , αi2, . . . , αis}, where 1 ≤ i1 < i2 < · · · < is < n.
Lemma 14. For I as above, we have a decomposition
ϕIA ∼= M1,i1 ⊕Mi1+1,i2 ⊕ · · · ⊕Mis+1,n.
Proof. From the above we have that both the left hand side and the right hand side have
natural bases consisting of all paths. We claim that the identity map on the paths gives
rise to an isomorphism of bimodules. That this map is an isomorphism of right modules
follows directly by construction. That this map is an isomorphism of left modules follows
from the definitions and the observation that the left multiplication with each αim , where
1 ≤ m ≤ s, annihilates both the left hand side and the right hand side. 
Informally, one can say that the decomposition of ϕIA in Lemma 14 is obtained by cutting
all im-th rows of vertical arrows in (4.3), where 1 ≤ m ≤ s.
For each 1 ≤ i ≤ j ≤ n, denote by Fi,j the functor
Mi,j ⊗A − : A-mod→ A-mod.
We loosely identify Fi,j with a corresponding endofunctor of C. Directly from Lemmata 12
and 14 and the definitions, we obtain:
Corollary 15. The list
(4.4) {Fi,j : 1 ≤ i ≤ j ≤ n}
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is a complete and irredundant list of indecomposable 1-morphisms in DCI(1)(A), up to iso-
morphism.
Now we can explicitly describe composition of 1-morphisms in DCI(1)(A).
Lemma 16. For any 1 ≤ i ≤ j ≤ n and 1 ≤ i′ ≤ j′ ≤ n, we have
Fi,j ◦ Fi′,j′ ∼=
{
Fmax(i,i′),min(j,j′), max(i, i
′) ≤ min(j, j′);
0, otherwise.
Proof. The top of the A-A-bimoduleMa,b, where 1 ≤ a ≤ b ≤ n, is given by the idempotent
paths εc for a ≤ c ≤ b. This implies that Ma,b ⊗A Ma′,b′ , where 1 ≤ a
′ ≤ b′ ≤ n, is nonzero
provided that [a, b] ∩ [a′, b′] 6= 0, moreover, if some εc appears in both Ma,b and Ma′,b′, it
also appears in Ma,b ⊗A Ma′,b′.
For 1 ≤ i < n, denote by Ii the ideal of A generated by αi and set I0 = In := 0. Then, by
Lemma 12, we have
(4.5) ϕIa−1A⊗A
ϕIbA ∼= ϕIa−1+IbA.
By Lemma 14, this can be written as
(M1,a−1 ⊕Ma,n)⊗A (M1,b ⊕Mb+1,n) ∼= M1,a−1 ⊕Ma,b ⊕Mb+1,n.
Using distributivity of the tensor product with respect to direct sums, Krull-Schmidt prop-
erty for bimodules, and taking the previous paragraph into account, we obtain
(4.6)
M1,a−1 ⊗A M1,b ∼= M1,a−1,
Ma,n ⊗A Mb+1,n ∼= Mb+1,n,
Ma,n ⊗A M1,b ∼= Ma,b,
M1,a−1 ⊗A Mb+1,n = 0.
Swapping the factors in the left hand side of (4.5) and using a similar argument, we also
obtain
(4.7)
M1,b ⊗A M1,a−1 ∼= M1,a−1,
Mb+1,n ⊗A Ma,n ∼= Mb+1,n,
M1,b ⊗A Ma,n ∼= Ma,b,
Mb+1,n ⊗A M1,a−1 = 0.
Using (4.6) and (4.7), we can now compute:
Mi,j ⊗A Mi′,j′ ∼= M1,j ⊗A Mi,n ⊗A M1,j′ ⊗A Mi′,n
∼= M1,j ⊗A M1,j′ ⊗A Mi,n ⊗A Mi′,n
∼= M1,min(j,j′) ⊗A Mmax(i,i′),n.
Now the claim follows by yet another application of (4.6) and (4.7). 
Remark 17. From Lemma 16, we have:
(i) Each indecomposable 1-morphism in DCI(1)(A) is an idempotent.
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(ii) For any indecomposable 1-morphisms F,G in DCI(1)(A), we have F ◦G
∼= H ∼= G ◦ F
and moreover H is an indecomposable 1-morphism. Since all multiplicities of simple
subbimodules in each Mi,j , where 1 ≤ i ≤ j ≤ n, are at most one, by [28, Lemma 7],
the endomorphism algebra of each Mi,j reduces to scalars. We fix a unique (up
to a nonzero scalar) invertible natural transformation ǫF determined by a family of
isomorphisms ǫF (G) : F ◦G→ H → G ◦ F given by Lemma 12.
(iii) We have Fi,j ◦ Fi′,j′ ∼= Fi′,j′ if and only if i ≤ i
′ ≤ j′ ≤ j. We have Fi,j ◦ Fi′,j′ ∼= Fi,j if
and only if i′ ≤ i ≤ j ≤ j′.
The following claim follows directly from the observation in Remark 17(iii).
Corollary 18. Each isomorphism class of Fi,j, where 1 ≤ i ≤ j ≤ n, forms a two-sided
cell, in particular, also a left cell and a right cell.
4.5. Quiver for the underlying algebra for the principal 2-representation of
DCI(1)(A) associated to a quiver of type An. The aim of this subsection is to describe
the quiver underlying the endomorphism algebra of the additive generator for the category
DCI(1)(A)(i, i), where A is the path algebra of the quiver of type An given by (4.1). We
first have the following observation.
Lemma 19. For any 1 ≤ i ≤ j ≤ n and 1 ≤ i′ ≤ j′ ≤ n, we have
dimHomA-A(Mi,j ,Mi′,j′) ≤ 1.
Moreover, the equality holds if and only if i′ ≤ i ≤ j′ ≤ j.
Proof. By (4.2), we see that all composition multiplicities of A, viewed as an A-A-bimodule,
are at most 1. The same holds for each Mi,j . If HomA-A(Mi,j ,Mi′,j′) 6= 0, then i ≤ j
′ since,
otherwise, Mi,j and Mi′,j′ would not have any composition subquotients in common. If
j < j′, then HomA-A(Mi,j,Mi′,j′) = 0 since in this case Mi,j does not contain a composition
subquotient isomorphic to the simple socle of Mi′,j′. Finally, if i ≤ j
′ ≤ j, then any map
from Mi,j to Mi′,j′ factors through Mi,j′ as all remaining simple subquotients of Mi,j are
automatically in the kernel. Thus the assertion of this lemma follows directly from [28,
Lemma 7]. 
For any i′ ≤ i ≤ j′ ≤ j, the obvious inclusion of Ji into Ji′ induces a nonzero map from
Mi,j to Mi′,j′ which we denoted by ς(Mi,j ,Mi′,j′ ). By Lemma 19 , the map ς(Mi,j ,Mi′,j′ ) forms
a basis of the corresponding homomorphism space.
Now we can determine the quiver QCI
(1)
for the underlying algebra of the principal 2-
representations Pi of DCI(1)(A). The vertices of Q
CI(1) are given by all indecomposable
A-A-bimodules Mi,j, where 1 ≤ i ≤ j ≤ n. There is exactly one arrow from each Mi,j to
Mi,j+1 corresponding to ς(Mi,j+1,Mi,j) and one arrow from Mi,j to Mi+1,j corresponding to
ς(Mi+1,j ,Mi,j). The relations satisfied by these maps are the obvious commutativity relations
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and zero relations, when applicable, as indicated by the dashed arrows on the following
picture:
(4.8) •

❑
❅
✸
•

//
❑
❅
✸
•

▼
❈
✻
•

//
●
❀
✶
•

//
■
❃
✸
•

❑
❆
...

//
●
❀
✶
...

//
■
❃
✸
...

//
❑
❆
✻
. . .

■
❃
✸
•

//
❑
❅
✸
•

//▼
❈
✻
· · ·

//❖
❊
✾
• //

▼
❈
✻
•

❑
❅
✸
• // • // · · · // • // • // •
Here both the last row and the first column have n bullets and the bullet in the position
(i, j) stands for the A-A-bimodule Mj,i, where 1 ≤ j ≤ i ≤ n. All squares commute and
all top diagonal compositions are zero.
Remark 20. (i) We observe that the quiver (4.8) is exactly the Auslander-Reiten quiver
for the original algebra A. Thus our construction makes the module category of A
into a tensor category whose tensor structure corresponds to that of DCI(1)(A)(i, i).
A similar tensor structure appeared from a completely different problem considered
in [7].
(ii) From (4.8) we have a nice combinatorial rule for composition of indecomposable 1-
morphisms in our 2-category: taking two vertices in the quiver (4.8), by Lemma 16,
the composition of the corresponding indecomposable 1-morphisms (which does not
depend on the order in which we compose) is the indecomposable 1-morphism corre-
sponding to the the intersection of the horizontal line going through the higher of the
two vertices and the vertical line going through the rightmost of the two vertices, if
this intersection is inside our quiver. If the intersection happens to be outside of our
quiver, then the composition is zero.
4.6. Simple transitive 2-representations for DCI(1)(A). For each indecomposable 1-
morphism G, denote by LG the corresponding left cell (consisting of the isomorphism class
of G). By definition, we have
NG(i) = add({F : F runs through all 1-morphisms corresponding to vertices in the
upper-right area of the vertex to which G corresponds in the quiver (4.8)})
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and the ideal IG in NG is generated by all 2-morphisms idF , where F ∈ NG(i) and F 6∼= G.
By Lemma 19, we have End(G) ∼= kidG in the quotient category NG/IG(i) = CLG(i) and
thus we obtain CLG(i)
∼= k-mod.
For any indecomposable 1-morphism F , define ST F to be the set consisting of all inde-
composable 1-morphisms H , up to isomorphism, such that H ◦ F ∼= F .
Proposition 21. For any two nonisomorphic indecomposable 1-morphisms F and G, the
cell 2-representations CLF and CLG are not equivalent.
Proof. It follows from Remark 17 (iii) that, under our assumptions, there is an indecom-
posable 1-morphism H such that H ∈ ST F and H 6∈ ST G. The claim of the proposition
follows. 
Theorem 22. Every simple transitive 2-representation of DCI(1)(A) is equivalent to CLG
for some indecomposable 1-morphism G.
Proof. Let M be a simple transitive 2-representation of DCI(1)(A). Set
Σ := {F ∈ SD
CI(1)(A)
|M(F ) 6= 0}.
Since M(1i) = idM(i) 6= 0, we see that the set Σ is non-empty. Let G be a maximal
element in Σ with respect to ≥L. Then the additive closure of GX , where X runs through
all objects in M(i), is non-zero since G ∈ Σ, and is closed under the action of DCI(1)(A) by
maximality of G. Transitivity of M hence implies that this additive closure must coincide
with the whole of M(i). For any indecomposable 1-morphism F , from the maximality
of G it follows that F acts as zero on M(i) if and only if F ◦ G 6∼= G. In particular, if
F ◦G 6∼= G, then none of the direct summands of F ◦G lies in Σ.
Assume that X1, X2, . . . , Xn is a complete and irredundant list of representatives of iso-
morphism classes of indecomposable objects in M(i). Since G ∈ Σ, there exists some j
such that GXj 6= 0. Note that 0 6= add(GXj) is DCI(1)(A)-invariant. Due to transitivity of
M, we obtain add(GXj) =M(i).
Now we claim that the set Σ has a unique maximal element G with respect to ≥L. Indeed,
if H would be another such maximal element, then maximality of both G and H would
imply H ◦G ∼= G ◦H 6∼= G which, by the above, would mean that H 6∈ Σ, a contradiction.
Therefore, for any H ∈ Σ, we have H ≤L G and hence H ◦G ∼= G ∼= G ◦H .
Next we claim that GXi 6= 0 for all i. Indeed, assume GXi = 0 for some i. Then, for any
F ∈ Σ, we have 0 = GXi = G ◦ FXi (for the second equality we use G ◦ F = G for F ∈ Σ
which was established in the previous paragraph). This means that GM({Xi}) is annihi-
lated by G and hence cannot coincide with M(i) since G ∈ Σ. This, however, contradicts
transitivity of M. Therefore GXi 6= 0 for all i, moreover, add(GXi) is DCI(1)(A)-invariant
for each i, and thus must coincide with M(i) due to transitivity of M. Consequently, all
entries in the matrix [G] are positive.
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From Remark 17 (i), we see that G is an idempotent. Following the proof of Theorem 7, we
also get [G] = (1) and thus M(i) has only one indecomposable object up to isomorphism,
denoted by X . For any indecomposable 1-morphism F , we have F ◦GX ∼= FX . Therefore,
if F ∈ Σ, then FX ∼= X since F ◦G ∼= G. If F 6∈ Σ, then FX ∼= 0. This implies that each
F induces an endomorphism of the algebra B := End(X). Since X is indecomposable, the
algebra B is local and its radical consists of all nilpotents in B. Note that the radical must
be preserved by all F and thus it generates a DCI(1)(A)-invariant ideal of M(i), which does
not contain any identity morphisms apart from the one for the zero object. By the simple
transitivity of M, we have RadB = 0. This means that B ∼= k and M(i) is equivalent to
k-mod.
Consider the unique 2-natural transformation Ψ : Pi(i) → M(i) which sends 1i to X .
Then Ψ sends G to GX ∼= X and all indecomposable 1-morphisms F satisfying F >L G
to zero since F ◦ G 6∼= G. Therefore the restriction of Ψ to NG(i) gives a 2-natural
transformation from NG to M which annihilates the ideal IG in NG. Thus it induces a
2-natural transformation from CLG to M and the latter is an equivalence by construction.
This completes the proof. 
4.7. The Drinfeld center of DCI(1)(A). It is easily checked by definition that for any
indecomposable 1-morphism F the pair (F, ǫF ) is an object in the Drinfeld center of the
2-category DCI(1)(A). Before stating the main result of this subsection, we start with some
preparations. By Lemma 19, we see that
dimHomA-A(Mi,j,Mi′,j′) = 1⇐⇒ 1 ≤ i
′ ≤ i ≤ j′ ≤ j ≤ n.
Assume that this homomorphism space is nonzero and
dimMi,j′ = r ≥ 0, dimMi,j = s ≥ r and dimMi′,j′ = t ≥ r.
Each Ms,t has a natural basis consisting of paths. Let ς(Mi,j ,Mi′,j′ ) be the non-zero element
in HomA-A(Mi,j ,Mi′,j′) which has the following matrix with respect to these bases:(
1r 0
0 0
)
s×t
.
Now we give a full description of the Drinfeld center Z(DCI(1)(A)).
Theorem 23. Objects of the category Z(DCI(1)(A)) are finite direct sums of copies of
(F, ǫF ), up to isomorphism, where F runs through all indecomposable 1-morphisms and
each ǫF is defined as in Remark 17 (ii).
Moreover, we have EndZ(D
CI(1)(A)
)((F, ǫ
F )) = kidF and
(4.9) HomZ(D
CI(1)(A)
)((F, ǫ
F ), (F ′, ǫF
′
)) = HomD
CI(1)(A)
(F, F ′),
for any two pairs (F, ǫF ) and (F ′, ǫF
′
), where F and F ′ are not isomorphic to each other.
The category Z(DCI(1)(A)) is biequivalent to the category DCI(1)(A)(i, i).
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Proof. Let (F,Θ) be an object in Z(DCI(1)(A)). Assume that
F :=
m⊕
i=1
Fi,
where each Fi is an indecomposable 1-morphism. We would like to use Proposition 2 to
prove that (F,Θ) decomposes into a direct sum of certain {(Fi,Φ
(i)}ni=1 in Z(DCI(1)(A)),
where each natural isomorphism Φ(i) is given by:
Φ(i)(K) := (idK ◦0 πFi) ◦1 Θ(K) ◦1 (ιFi ◦0 idK), K ∈ DCI(1)(A)(i, i).
It suffices to show that condition (2.8) holds, for any j, k ∈ {1, 2, . . . , m} and any 1-
morphism K ∈ DCI(1)(A)(i, i). This reads as follows: for any j 6= k and any 1-morphism
K, we have
(4.10) (πFk ◦0 idK) ◦1 (Θ(K))
−1 ◦1 (idK ◦0 ιFj ) = 0.
Similarly, applying the commutative diagram (2.10) to each 2-morphism Fp,n →֒ 1i, where
1 ≤ p ≤ n, induced by ι(Jp,A), we have the following commutative diagram:
Fp,n ◦ Fj
idFp,n◦0ιFj //
ι(Jp,A)◦0idFj

Fp,n ◦ (
m⊕
i=1
Fi)
(Θ(Fp,n))−1 //
ι(Jp,A)◦0idF

(
m⊕
i=1
Fi) ◦ Fp,n
idF ◦0ι(Jp,A)

piFk◦0idK // Fk ◦ Fp,n
idFk◦0ι(Jp,A)

Fj
ιFj //
m⊕
i=1
Fi
(Θ(1i))−1 //
m⊕
i=1
Fi
piFk // Fk.
Note that (Θ(1i))
−1 = idF . Each Mp,q, where 1 ≤ p ≤ q ≤ n is right projective and hence
the functor idFp,q ◦0− is exact. Therefore idFk ◦0 ι(Jp,A) is injective. Since πFk ◦1 ιFi = δjkidFj ,
using the commutativity of the above diagram, we obtain that equation (4.10), for each
Fp,n, follows from the injectivity of each idFk ◦0 ι(Jp,A).
Then, applying the commutative diagram (2.10) to each 2-morphism Fp,n ։ Fp,q, where
1 ≤ p ≤ q ≤ n, induced by the canonical map ς(Mp,n,Mp,q) : Jp ։ Jp/Jq+1, we have the
following commutative diagram:
Fp,n ◦ Fj
idFp,n◦0ιFj //
ς(Mp,n,Mp,q)◦0idFj

Fp,n ◦ (
m⊕
i=1
Fi)
(Θ(Fp,n))−1 //
ς(Mp,n,Mp,q)◦0idF

(
m⊕
i=1
Fi) ◦ Fp,n
idF ◦0ς(Mp,n,Mp,q)

piFk◦0idFp,n // Fk ◦ Fp,n
idFk◦0ς(Mp,n,Mp,q)

Fp,q ◦ Fj
idFp,q◦0ιFj // Fp,q ◦ (
m⊕
i=1
Fi)
(Θ(Fp,q))−1 // (
m⊕
i=1
Fi) ◦ Fp,q
piFk◦0idFp,q // Fk ◦ Fp,q.
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Note that each ς(Mp,n,Mp,q) ◦0 idFj is surjective as tensor functors are right exact. From the
previous paragraph and the commutativity of the above diagram, we obtain that equa-
tion (4.10), for each Fp,q, follows from the surjectivity of each ς(Mp,n,Mp,q) ◦0 idFj . Therefore,
by Proposition 2, now we only need to determine objects (F,Θ) in Z(DCI(1)(A)), for all
indecomposable 1-morphisms F . This reduces the problem to the case m = 1.
Assume that F is indecomposable, then Θ is a natural isomorphism from the functor of
F ◦ − to the functor − ◦ F given by a family of isomorphisms
Θ(K) : F ◦K → K ◦ F, K ∈ DCI(1)(A)(i, i).
By Remark 17 (ii) and Lemma 19, for any indecomposable 1-morphism K there exist some
p, q ∈ {1, 2, . . . , n} such that F ◦K ∼= Fp,q ∼= K ◦ F .
Assume that the A-A-bimodule identified with each F ◦ Fp,n ∼= Fp,n ◦ F has dimension
sp ∈ Z>0 and the A-A-bimodule identified with F has dimension t ≥ sp. We note that, as
usual, the action of morphism on modules is the right action and Θ(1i) = idF . Applying
the naturality of Θ to the 2-morphism each 2-morphism Fp,n →֒ 1i, where 1 ≤ p ≤ n,
induced by ι(Jp,A), in an appropriate basis, we have the following matrix identity:
Cp,n · (1sp|0)sp×t = (1sp|0)sp×t
where Cp,n is, of size sp × sp, the matrix for the isomorphism Θ(Fp,n). Therefore we get
Cp,n = 1sp and Θ(Fp,n) = ǫ
F (Fp,n) for all 1 ≤ p ≤ n.
Assume that the A-A-bimodule identified with each F ◦ Fp,q ∼= Fp,q ◦ F has dimension
spq ∈ Z>0, we have spq ≤ sp. Similarly, applying the naturality of Θ to each 2-morphism
Fp,n ։ Fp,q, where 1 ≤ p ≤ q ≤ n, induced by the canonical map ς(Mp,n,Mp,q) : Jp ։ Jp/Jq+1,
in an appropriate basis, we have the following matrix identity:
Cp,n ·
(
1spq
0
)
sp×spq
=
(
1spq
0
)
sp×spq
· Cp,q
where Cp,q is, of size spq × spq, the matrix for the isomorphism Θ(Fp,q). Therefore we get
Cp,q = 1spq and Θ(Fp,q) = ǫ
F (Fp,q) for all 1 ≤ p ≤ q ≤ n. Hence we have Θ = ǫ
F .
By definition, for any indecomposable 1-morphism F , we have
EndZ(DA)((F, ǫ
F )) ⊂ EndD
CI(1)(A)
(F ) = kidF .
It is clear that any scalar multiple of idF satisfies the formula (2.3). Thus the above
embedding is, in fact, an equality. For any pair of nonisomorphic indecomposable 1-
morphisms F and F ′, we also have
HomZ(DA)((F, ǫ
F ), (F ′, ǫF
′
)) ⊂ HomD
CI(1)(A)
(F, F ′),
where the right hand side has dimension at most 1 by Lemma 19. Because of commutativity
of composition of 1-morphisms in DCI(1)(A)(i, i), it is sufficient to prove
ς(Mi,j ,Mi′,j′ ) ◦0 idF = idF ◦0 ς(Mi,j ,Mi′,j′ )
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for any indecomposable 1-morphism F and any i′ ≤ i ≤ j′ ≤ j. This is easily checked
using the definition of ς(Mi,j ,Mi′,j′ ). Therefore we get equality (4.9).
The forgetful functor from the Drinfeld center Z(DCI(1)(A)) to the original 2-category
DCI(1)(A)(i, i), which sends (F, ǫ
F ) to F , is fully faithful and thus a biequivalence. 
5. Twisted identity bimodules for truncated polynomial algebras
5.1. The fiat 2-category D. Let k, d be two positive integers and ζ ∈ C be a primitive
d-th root of unity. Set D = C[x]/(xk). For each i ∈ Z≥0, denote by ϕi the algebra
automorphism of D sending x to ζ ix. From the definition we have ϕiϕj = ϕi+j = ϕjϕi
for any i, j ∈ Z≥0. If k = 1, then D ∼= C and its endomorphism algebra only consists
of scalars of the identity homomorphism. If d = 1, then ζ = 1 and all ϕi are equal to
the identity homomorphism. Note that D is a natural D-D-bimodule via left and right
multiplications. Twisting the left multiplication by the automorphism ϕi, we get a new
D-D-bimodule structure of D as follows:
u · v · w = ϕi(u)vw,
where u, v, w ∈ D. Denote this new D-D-bimodule by ϕiD. If we have either k = 1 or
d = 1, then ϕiD ∼= D as D-D-bimodules. Therefore, from now on we assume that both
k, d > 1. Since the order of ζ is d, then we have ϕi = ϕj if i ≡ j (mod d) and, moreover,
ϕiD = ϕjD in this case.
For each i ∈ Z≥0, denote by Fi the endofunctor of D-mod defined as follows: given a
D-module M , the module Fi(M) is equal to M as a vector space, while the action of D on
Fi(M) is twisted by ϕi:
u ·m := ϕi(u)m, where m ∈M,u ∈ D.
Note that Fi is isomorphic to the functor
ϕiD ⊗D −. We also note that the functor F
d
1 is
equal (and not only isomorphic) to F0.
Define the 2-category D to have
• one object i (which we identify with D-mod);
• as 1-morphisms, all possible direct sums of the Fi’s;
• as 2-morphisms, all natural transformations of functors.
The category D is, clearly, a finitary 2-category. In fact, it is a fiat 2-category where the
weak involution ∗ sends the functor Fi to its inverse (and hence also biadjoint) functor
Fd−i. This category is a non-trivial generalization of [21, Subsection 3.2] in the case of a
cyclic group.
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5.2. Quiver for the underlying algebra for the principal 2-representation of D.
For any i ∈ Z≥0, we denote by qi :
ϕiD → ϕiD the D-D-bimodule homomorphism sending
1 to x. For any i 6≡ j (mod d), we denote by pij :
ϕiD → ϕjD the D-D-bimodule
homomorphism sending 1 to xk−1. From the definition we immediately have qti = 0 for any
positive integer t ≥ k and, also, pijpst = 0 whenever the composition makes sense.
Lemma 24. For any i, j ∈ Z≥0, we have
HomD-D(
ϕiD, ϕjD) =
{
D, if i ≡ j (mod d);
Cpij , if i 6≡ j (mod d).
Proof. Let f : ϕiD → ϕjD be a non-zero D-D-bimodule homomorphism. Note that ϕiD is
generated by the identity element as a D-D-bimodule. Hence f is uniquely determined by
f(1), which satisfies
(5.1) f(1)ζ ix = f(1 · ζ ix) = f(ζ ix) = f(x · 1) = x · f(1) = ζjxf(1).
Since ζ is a primitive d-th root of unity, we have ζ i 6= ζj for i 6≡ j (mod d). Then the
equation (5.1) implies xf(1) = 0, that is f(1) ∈ Cxk−1. For i ≡ j (mod d), we have ζ i = ζj
and equation (5.1) holds automatically in this case. As f 6= 0, we can choose all nonzero
element in D to be f(1). This claim follows. 
By this lemma, we know that the set {idϕiD, qi, q
2
i , . . . , q
k−1
i } forms a basis of the endomor-
phism algebra EndD-D(
ϕiD). Therefore EndD-D(
ϕiD) is generated by the identity element
idϕiD and the nilpotent element qi of order k.
Now we can determine the quiver QD for the underlying algebra of the principal 2-
representation Pi of D . The vertices of Q
D are given by indecomposable D-D-bimodules
ϕiD, where 0 ≤ i ≤ d− 1. For any 0 ≤ i 6= j ≤ d− 1, there is exactly one arrow from ϕiD
to ϕjD and this arrow corresponds to pji. For each i, there is exactly one arrow from
ϕiD
to ϕiD and this arrow corresponds to qi. We also have to impose all the obvious relations
for our generating homomorphisms:
(5.2) qjpij = 0 = pijqi, q
k
i = 0, pijpsi = 0 = pjtpij,
where 0 ≤ i, j, s, t ≤ d − 1 are such that i 6= j, s 6= i and j 6= t. In particular, if k = 2,
these relations just say that all paths of length two in our quiver equal zero.
Example 25. If k = 2, d = 3, then the corresponding quiver QD has three vertices given by
the indecomposable D-D-bimodules ϕ0D, ϕ1D, ϕ2D, which we denote by 0, 1, 2, respectively.
Then QD is given as follows:
0

    
  
  
  
  
  
 
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
1
&&
//
@@             
2 ff
oo
^^❃❃❃❃❃❃❃❃❃❃❃❃❃
with the relations that all paths of length two equal zero.
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Example 26. If k = 2, d = 4, then the corresponding quiver QD has four vertices given
by indecomposable D-D-bimodules ϕ0D, ϕ1D, ϕ2D, ϕ3D. Using similar notation, one gets
the quiver QD given as follows:
0
&&
//
##❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋

3 ff

oo
①①
①①
①①
①①
①①
①
||①①
①①
①①
①①
①①
①
1
&&
//
OO
①①①①①①①①①①①
<<①①①①①①①①①①①
2 ff
cc❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋❋
oo
OO
with the relations that all paths of length two equal zero.
5.3. Simple transitive 2-representations for D. Denote by I the 2-ideal in D gener-
ated by all pij , qi, where 0 ≤ i 6= j ≤ d− 1. Then the quotient 2-category D/I is exactly
the 2-category GG from [21, Subsection 3.2], where G ∼= (Zd,+). Let Θ : D → D/I be
the quotient map.
Let A be a fixed small category equivalent to C-mod. For r|d, consider the subgroup Hr
of Zd generated by r. Denote by Vr the 2-representation of D obtained by pulling back,
via Θ, the 2-representation MHr ,A of D/I from [21, Subsection 3.2].
Theorem 27. Every simple transitive 2-representation of D is equivalent to Vr for some
positive integer r|d.
Proof. LetM be a simple transitive 2-representation of D . Since each Fi is an equivalence,
it maps an indecomposable object X ∈ M(i) to an indecomposable object Y ∈ M(i),
moreover, the radical of the endomorphism ring of X , being nilpotent, is mapped to the
radical of the endomorphism ring of Y . This means that the radical of M(i) is D-stable.
From the simple transitivity of M it thus follows that M(i) is semi-simple.
Since all pst and qi, for 0 ≤ i, s, t ≤ d − 1, s 6= t, are nilpotent, it follows that M maps all
these 2-morphisms to zero. Therefore the representation 2-functor M factors through Θ.
Thus the assertion of the theorem follows from [21, Proposition 5]. 
5.4. The Drinfeld center of D. Note that each Fi is isomorphic to the functor
ϕiD⊗D−.
If we identify the former with the latter, then we can interpret each equality Fi ◦Fj = Fi+j
as the corresponding D-D-bimodule isomorphism from ϕiD⊗D
ϕjD to ϕi+jD, which sends
1⊗ 1 to 1.
Lemma 28. For any positive integer s and any i, j, l ∈ Z≥0, where i 6≡ j (mod d), we have
(5.3)
idFl ◦0 q
s
i = q
s
i+l, q
s
i ◦0 idFl = ζ
lsqsi+l,
idFl ◦0 pij = pi+l, j+l, pij ◦0 idFl = ζ
l(k−1)pi+l, j+l.
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Proof. Note that qi is the D-D-bimodule endomorphism of
ϕiD sending 1 to x. Therefore
the morphism idFl◦0q
s
i : Fl◦Fi → Fl◦Fi is identified with theD-D-bimodule endomorphism
of ϕlD⊗D
ϕiD sending 1⊗1 to 1⊗xs = (1⊗1) ·xs. If we identify Fl ◦Fi with Fi+l through
the corresponding D-D-bimodule, then the morphism idFl ◦0 q
s
i : Fi+l → Fi+l is exactly
identified with the endomorphism qsi+l of
ϕi+lD sending 1 to xs.
The morphism qsi ◦0idFl : Fi◦Fl → Fi◦Fl is identified with theD-D-bimodule endomorphism
of ϕiD ⊗D
ϕlD sending 1⊗ 1 to xs ⊗ 1. As
xs ⊗ 1 = 1 · xs ⊗ 1 = 1⊗ xs · 1 = 1⊗ ζ lsxs = ζ ls(1⊗ 1) · xs,
we also obtain that the morphism qsi ◦0 idFl : Fi+l → Fi+l is exactly identified with the
endomorphism ζ lsqsi+l of
ϕi+lD sending 1 to ζ lsxs.
Note that pij is the D-D-bimodule homomorphism from
ϕiD to ϕjD sending 1 to xk−1.
Similarly to the case of qsi , we obtain the corresponding relations which completes the
proof. 
Remark 29. Since F0 ∼= 1i, we have
idF0 ◦0 f = f = f ◦0 idF0
for any morphism f ∈ HomD(i,i)(Fi, Fj).
For any b = (b1, b2, . . . , bk) ∈ C
k, set
Mb :=


b1 b2 b3 . . . bk
0 b1 b2 . . . bk−1
0 0 b1 . . . bk−2
...
...
...
. . .
...
0 0 0 . . . b1

 and Db :=


b1 0 0 . . . 0
0 b2 0 . . . 0
0 0 b3 . . . 0
...
...
...
. . .
...
0 0 0 . . . bk

 .
If fi ∈ EndD(i,i)(Fi) is such that
fi := a0idFi + a1qi + a2q
2
i + · · ·+ ak−1q
k−1
i ,
where a = (a0, a1, a2, . . . , ak−1) ∈ C
k, then the matrix of fi with respect to the standard
basis 1, x, x2 . . . , xk−1 of ϕiD is Ma.
Similarly, for i 6≡ j (mod d), if gij ∈ HomD(i,i)(Fi, Fj) is such that
gij := ck−1pij ,
where ck−1 ∈ C, then the matrix of gij with respect to the standard basis 1, x, x
2 . . . , xk−1
of ϕiD (resp. ϕjD) is Mc, where c = (0, 0, . . . , 0, ck−1) ∈ C
k.
Set ζ := (1, ζ, ζ2, . . . , ζk−1) ∈ Ck. To understand the Drinfeld center Z(D), we first try
to describe all pairs (F,Φ) in Z(D) and the corresponding morphism spaces in the case of
indecomposable F .
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Theorem 30.
(i) All objects of the category Z(D) with indecomposable first components are, up to
isomorphism, (F0,Φ
(0)), where Φ(0) is uniquely determined by the isomorphism
Φ(0)(F1) := idF1 + a1q1 + a2q
2
1 + · · ·+ ak−1q
k−1
1 ∈ EndD(i,i)(F1),
and a = aΦ = (1, a1, a2, . . . , ak−1) ∈ C
k is such that
(5.4) (Dζ · Ma)
d = 1k.
(ii) If k ≤ d, then equality (5.4) holds automatically. If k > d, then equality (5.4) is
equivalent to the fact that Dζ · Ma is diagonalizable.
(iii) For any two objects (F0,Φ
(0)), (F0,Ψ
(0)) in Z(D), the corresponding morphism space
HomZ(D)((F0,Φ
(0)), (F0,Ψ
(0))) consists of elements of the form:
(5.5) f = l0idF0 + l1q0 + l2q
2
0 + · · ·+ lk−1q
k−1
0 ∈ EndD(i,i)(F0)
for some l = lf = (l0, l1, l2, . . . , lk−1) ∈ C
k such that
(5.6) DζMaΦMl = MlDζMaΨ .
Proof. For each 0 ≤ i ≤ d − 1, if (Fi,Φ
(i)) is an object in Z(D), then, by definition, Φ(i)
is a natural isomorphism from the endofunctor Fi ◦ − to the endofunctor − ◦ Fi of the
category D(i, i). By (2.5) and the fact that Fs = F
s
1 for any positive integer s, the natural
isomorphism Φ(i) is uniquely determined by the isomorphism
Φ(i)(F1) : Fi ◦ F1 → F1 ◦ Fi,
which lies in EndD(i,i)(Fi+1). As q
k
i+1 = 0 and Φ
(i)(F1) is an isomorphism, we may assume
Φ(i)(F1) = a0idFi+1 + a1qi+1 + a2q
2
i+1 + · · ·+ ak−1q
k−1
i+1 ,
where a0 ∈ C
× and ai ∈ C for all other i. By (2.5) and Lemma 28, we have
(5.7)
Φ(i)(Fs) = Φ
(i)(F1 ◦ F1 ◦ · · · ◦ F1︸ ︷︷ ︸
s times
)
= (idF1 ◦0 idF1 ◦0 · · · ◦0 Φ
(i)(F1)) ◦1 (idF1 ◦0 · · · ◦0 Φ
(i)(F1) ◦0 idF1)◦1
· · · ◦1 (Φ
(i)(F1) ◦0 · · · ◦0 idF1 ◦0 idF1)
= (a0idFi+s + a1qi+s + a2q
2
i+s + · · ·+ ak−1q
k−1
i+s )◦1
(a0idFi+s + a1ζqi+s + a2ζ
2q2i+s + · · ·+ ak−1ζ
k−1qk−1i+s )◦1
· · · · · ·
(a0idFi+s + a1ζ
s−1qi+s + a2ζ
2(s−1)q2i+s + · · ·+ ak−1ζ
(k−1)(s−1)qk−1i+s ).
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The element a0idFi+s + a1ζ
jqi+s + a2ζ
2jq2i+s + · · ·+ ak−1ζ
(k−1)jqk−1i+s is given in the standard
basis by the matrix 

a0 ζ
ja1 ζ
2ja2 . . . ζ
(k−1)jak−1
0 a0 ζ
ja1 . . . ζ
(k−2)jak−2
0 0 a0 . . . ζ
(k−3)jak−3
...
...
...
. . .
...
0 0 0 . . . a0


which can be written as D−jζ · Ma · D
j
ζ . Therefore Φ
(i)(Fs) can be rewritten as follows:
(5.8) D−sζ · (Dζ · Ma)
s.
Due to naturality of Φ(i), we have the following commutative diagram
Fi ◦ F1
Φ(i)(F1) //
idFi◦0 q1

F1 ◦ Fi
q1◦0 idFi

Fi ◦ F1
Φ(i)(F1) // F1 ◦ Fi,
that is, the equation (q1 ◦0 idFi) ◦1 Φ
(i)(F1) = Φ
(i)(F1) ◦1 (idFi ◦0 q1) holds. By Lemma 28,
the left hand side of this equation is
(q1 ◦0 idFi) ◦1 Φ
(i)(F1) = ζ
iqi+1 ◦1 (a0idFi+1 + a1qi+1 + a2q
2
i+1 + · · ·+ ak−1q
k−1
i+1 )
and the right hand side of this equation is
Φ(i)(F1) ◦1 (idFi ◦0 q1) = (a0idFi+1 + a1qi+1 + a2q
2
i+1 + · · ·+ ak−1q
k−1
i+1 ) ◦1 qi+1.
Comparing the coefficients of each term on both sides, we get aj = ζ
iaj for all 0 ≤ j ≤ k−2.
If i 6= 0, then ζ i 6= 1 which implies aj = 0 for 0 ≤ j ≤ k − 2. Therefore for 0 < i ≤ d − 1
such natural isomorphisms Φ(i) do not exist. If i = 0, it is clear that the left hand side
coincides with the right hand side.
Now, consider a pair (F0,Φ
(0)) and assume that
(5.9) Φ(0)(F1) = a0idF1 + a1q1 + a2q
2
1 + · · ·+ ak−1q
k−1
1 .
Then, for each i, the endomorphism algebra EndD(i,i)(Fi) is commutative since it is gener-
ated by idFi and qi. For any morphism f ∈ HomD(i,i)(Fi, Fj), by Remark 29 and the fact
that Ft ◦ Ft′ = Ft+t′ , the commutativity of the following diagram
F0 ◦ Fi
Φ(0)(Fi) //
idF0◦0f

Fi ◦ F0
f◦0 idF0

F0 ◦ Fj
Φ(0)(Fj) // Fj ◦ F0
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is equivalent to the commutativity of the following diagram
(5.10) Fi
Φ(0)(Fi) //
f

Fi
f

Fj
Φ(0)(Fj) // Fj
If 0 ≤ i = j ≤ d − 1, the diagram (5.10) commutes as the endomorphism algebra
EndD(i,i)(Fi) is commutative. If 0 ≤ i 6= j ≤ d − 1, by Lemma 24 we know that
HomD(i,i)(Fi, Fj) = Cpij . Using (5.2) and (5.7), we have
pij ◦1 Φ
(0)(Fi) = a
i
0pij and Φ
(0)(Fj) ◦1 pij = a
j
0pij .
The formula pij ◦1Φ
(0)(Fi) = Φ
(0)(Fj) ◦1 pij implies a
i
0 = a
j
0 for all 0 ≤ i 6= j ≤ d− 1. Since
a0 6= 0, we get a0 = 1.
By Remark 1 (i) and the fact that F d1 = F0, we have
(5.11) Φ(0)(F1 ◦ F1 ◦ · · · ◦ F1︸ ︷︷ ︸
d times
) = Φ(0)(F0) = idF0 ,
due to (5.8), which implies equation (5.4). This completes the proof of claim (i).
To prove claim (ii), we note that the diagonal entries of the upper triangular matrix Dζ · Ma
are exactly 1, ζ, ζ2, . . . , ζk−1. If d ≥ k, then all these diagonal entries are different and
hence the matrix has a simple spectrum. Since each diagonal entry (=eigenvalue) is a d-th
root of unity, it follows that equation (5.4) is an identity, for all a. Similarly, if Dζ · Ma is
diagonalizable (for any d and k), then equation (5.4) is an identity. While, if Dζ · Ma is not
diagonalizable, then equation (5.4) cannot hold. This proves claim (ii).
It remains to prove claim (iii). Let (F0,Ψ
(0)) be another object in Z(D), then we may
assume
(5.12) Ψ(0)(F1) = idF1 + a
′
1q1 + a
′
2q
2
1 + · · ·+ a
′
k−1q
k−1
1 ,
where aΨ := (1, a
′
1, a
′
2, . . . , a
′
k−1) ∈ C
k. Now we consider the homomorphism space from
(F0,Φ
(0)) to (F0,Ψ
(0)) which is a subspace of EndD(F0) by definition. If f lies in this
homomorphism space, assuming f has the form (5.5), then it just need to satisfy
(idF1 ◦0 f) ◦1 Φ
(0)(F1) = Ψ
(0)(F1) ◦1 (f ◦0 idF1).
Indeed, if this equation holds, then (2.3) automatically holds for all Fi by (5.7) and thus
for any 1-morphism H . Using the matrix language and by Lemma 28, the above equation
is equivalent to
MaΦMl = D
−1
ζ MlDζMaΨ ,
and hence to equation (5.6). This completes the proof. 
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5.5. First example: k = d = 2. By Theorem 30, we see that indecomposable objects in
the category Z(D) are of the form (F0,Φ
(0)), up to isomorphism, where
Φ(0)(F1) := idF1 + aq1 ∈ EndD(i,i)(F1), for a ∈ C.
Moreover, for any two indecomposable objects (F0,Φ
(0)) and (F0,Ψ
(0)), the corresponding
homomorphism space is explicitly given by
(5.13) HomZ(D)((F0,Φ
(0)), (F0,Ψ
(0))) ∼= C(idF0 +
b− a
2
q0),
where Φ(0)(F1) := idF1 + aq1 and Ψ
(0)(F1) := idF1 + bq1 with a, b ∈ C.
Indeed, in this case we have ζ = −1. For any f ∈ HomZ(D)((F0,Φ
(0)), (F0,Ψ
(0)), we may
assume f = l0 idF0 + l1q0. The condition (5.6) turns to(
1 a
0 −1
)(
l0 l1
0 l0
)
=
(
l0 l1
0 l0
)(
1 b
0 −1
)
.
Thus we get l1 = (b− a)l0/2 implying (5.13).
5.6. Second example: condition (5.4) for d = 2. We would like to discuss the condi-
tion (5.4) in the case d = 2, which reads
(5.14)


1 a1 a2 . . . ak−1
0 −1 −a1 . . . −ak−2
0 0 1 . . . ak−3
...
...
...
. . .
...
0 0 0 . . . (−1)k−1


2
= 1k.
For any integer 1 ≤ j ≤ k − 1, the coefficient on the upper j-th diagonal of the left
hand side is
j∑
i=0
(−1)iaiaj−i, which must coincide with the corresponding coefficient 0 on
the right hand side. If j is odd, then either i or j − i is odd for 0 ≤ i ≤ j. Thus the
terms (−1)iaiaj−i and (−1)
j−iaj−iai have different signs. Therefore the sum
j∑
i=0
(−1)iaiaj−i
always equals zero for odd j. Therefore each parameter aj can be chosen freely for all odd
j. For even j′, the corresponding parameter aj′ is then uniquely determined by (5.14) and
the choice of all parameters aj for odd j.
Finally we give a description of the whole Drinfeld center Z(D).
Theorem 31.
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(i) Objects of the category Z(D) are, up to isomorphism, pairs (F,Φ), where F is the
direct sum of s copies of F0 for any positive integer s and Φ is given in the standard
bases by
Φ(F1) := MΦ =


Ma11 Ma12 Ma13 . . . Ma1s
Ma21 Ma22 Ma23 . . . Ma2s
Ma31 Ma32 Ma33 . . . Ma3s
...
...
...
. . .
...
Mas1 Mas2 Mas3 . . . Mass

 ∈ EndD(i,i)(F ),
where app = (1, a
pp
1 , a
pp
2 , . . . , a
pp
k−1) ∈ C
k and apq = (0, a
pq
1 , a
pq
2 , . . . , a
pq
k−1) ∈ C
k for all
1 ≤ p 6= q ≤ s, such that
(5.15) (Ds · MΦ)
d = 1sk,
where
(5.16) Ds =


Dζ 0 0 . . . 0
0 Dζ 0 . . . 0
0 0 Dζ . . . 0
...
...
...
. . .
...
0 0 0 . . . Dζ


sk×sk
.
(ii) The condition (5.15) is equivalent to the fact that Ds · MΦ is diagonalizable.
(iii) For any two objects (F,Φ), (G,Ψ) in Z(D), where
F := F0 ⊕ F0 ⊕ · · · ⊕ F0︸ ︷︷ ︸
s times
and G := F0 ⊕ F0 ⊕ · · · ⊕ F0︸ ︷︷ ︸
t times
for some s, t ∈ Z>0,
the corresponding morphism space HomZ(D)((F,Φ), (G,Ψ)) consists of elements given
in the standard bases by the following matrices:
(5.17) Mf =


Ml11 Ml12 Ml13 . . . Ml1t
Ml21 Ml22 Ml23 . . . Ml2t
Ml31 Ml32 Ml33 . . . Ml3t
...
...
...
. . .
...
Mls1 Mls2 Mls3 . . . Mlst


for some lpq := (l
pq
0 , l
pq
1 , l
pq
2 , . . . , l
pq
k−1) ∈ C
k, where 1 ≤ p ≤ s, 1 ≤ q ≤ t, such that
(5.18) DsMΦMf = MfDtMΨ.
Proof. Let (F,Φ) be an object in Z(D). Assume that
F := Fi1 ⊕ Fi2 ⊕ · · · ⊕ Fis
where 0 ≤ i1 ≤ i2 ≤ . . . ≤ is ≤ d− 1 and s is a positive integer. Then, by definition, Φ is a
natural isomorphism from the endofunctor F ◦ − to the endofunctor − ◦ F of the category
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D(i, i). By (2.5) and the fact that Fi = F
i
1, the natural isomorphism Φ is uniquely
determined by the isomorphism Φ(F1) in EndD(i,i)(Fi1+1 ⊕ Fi2+1 ⊕ · · · ⊕ Fis+1).
With respect to the standard basis, we may assume that Φ(F1) is given by
MΦ =


Ma11 Ma12 Ma13 . . . Ma1s
Ma21 Ma22 Ma23 . . . Ma2s
Ma31 Ma32 Ma33 . . . Ma3s
...
...
...
. . .
...
Mas1 Mas2 Mas3 . . . Mass


where apq = (a
pq
0 , a
pq
1 , a
pq
2 , . . . , a
pq
k−1) ∈ C
k for all 1 ≤ p, q ≤ s.
By (2.5) and Lemma 28, similarly to the proof of Theorem 30, for any positive integer i
we can write Φ(Fi) as follows:
(5.19) D−is · (Ds · MΦ)
i,
where Ds is given by equation (5.16).
Applying the naturality of Φ to the 2-morphism pij , we have the following commutative
diagram
(5.20) Fi1+i ⊕ Fi2+i ⊕ · · · ⊕ Fis+i
Φ(Fi) //
idF ◦0 pij

Fi1+i ⊕ Fi2+i ⊕ · · · ⊕ Fis+i
pij◦0 idF

Fi1+j ⊕ Fi2+j ⊕ · · · ⊕ Fis+j
Φ(Fj) // Fi1+j ⊕ Fi2+j ⊕ · · · ⊕ Fis+j
Due to (5.3) and (5.19), the matrix translation of this commutative diagram is
(5.21)
D−is · (Ds · MΦ)
i ·


ζ i1(k−1)M1k−1 0 0 . . . 0
0 ζ i2(k−1)M1k−1 0 . . . 0
0 0 ζ i3(k−1)M1k−1 . . . 0
...
...
...
. . .
...
0 0 0 . . . ζ is(k−1)M1k−1


sk×sk
=


M1k−1 0 0 . . . 0
0 M1k−1 0 . . . 0
0 0 M1k−1 . . . 0
...
...
...
. . .
...
0 0 0 . . . M1k−1


sk×sk
· D−js · (Ds · MΦ)
j
where 1k−1 = (0, 0, . . . , 0, 1).
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When i = 1, j = 0, equation (5.21) implies
(5.22) app0 = ζ
−ip(k−1) 6= 0 for all 1 ≤ p ≤ s and apq0 = 0 for all 1 ≤ p 6= q ≤ s.
Applying the naturality of Φ to the 2-morphism q1, we have the following commutative
diagram
(5.23) Fi1+1 ⊕ Fi2+1 ⊕ · · · ⊕ Fis+1
Φ(F1) //
idF ◦0 q1

Fi1+1 ⊕ Fi2+1 ⊕ · · · ⊕ Fis+1
q1◦0 idF

Fi1+1 ⊕ Fi2+1 ⊕ · · · ⊕ Fis+1
Φ(F1) // Fi1+1 ⊕ Fi2+1 ⊕ · · · ⊕ Fis+1
Using (5.3) and (5.19), this gives
MΦ ·


ζ i1M11 0 0 . . . 0
0 ζ i2M11 0 . . . 0
0 0 ζ i3M11 . . . 0
...
...
...
. . .
...
0 0 0 . . . ζ isM11


sk×sk
=


M11 0 0 . . . 0
0 M11 0 . . . 0
0 0 M11 . . . 0
...
...
...
. . .
...
0 0 0 . . . M11


sk×sk
· MΦ
where 11 = (0, 1, 0, . . . , 0, 0). The above equation yields
apqt ζ
iq = apqt for all 1 ≤ p, q ≤ s, 0 ≤ t ≤ k − 2.
When p = q, using (5.22), we obtain ζ ip = 1 for all 1 ≤ p ≤ s and hence d|ip. Therefore
we get Fip = F0 for all 1 ≤ p ≤ s and therefore F = F0 ⊕ F0 ⊕ · · · ⊕ F0︸ ︷︷ ︸
s times
. Moreover,
it follows from (5.22) that app0 = 1 for all 1 ≤ p ≤ s and thus equation (5.21) holds
automatically. In fact, by (2.5), we see that the naturality of Φ follows from the two
commutative diagrams (5.20) and (5.23).
Note that Fd = F0. Thus we have Φ(Fd) = Φ(F0) = idF due to (5.19), that is, we
have (5.15). The latter identity also implies invertibility of MΦ and completes the proof of
claim (i).
Since the algebra of upper triangular matrixes with zero diagonal is nilpotent, the matrix
MΦ − 1 is nilpotent. This means that 1 is the only eigenvalue of MΦ. Thus all eigenvalues
of Ds · MΦ are 1, ζ, ζ
2, . . . , ζk−1, each of which has multiplicity s. This implies claim (ii).
It remains to prove claim (iii). Let (G,Ψ) be another object in Z(D), where G is
the direct sum of t ∈ Z>0 copies of F0. Now we consider the homomorphism space
HomZ(D)((F,Φ), (G,Ψ)) which is a subspace of HomD(F,G) by definition. If f lies in
this homomorphism space, we may assume that f has the form (5.17). Then it is sufficient
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to prove
s times︷ ︸︸ ︷
F1 ⊕ F1 ⊕ · · · ⊕ F1
Φ(F1) //
f◦0 idF1

s times︷ ︸︸ ︷
F1 ⊕ F1 ⊕ · · · ⊕ F1
idF1◦0 f

F1 ⊕ F1 ⊕ · · · ⊕ F1︸ ︷︷ ︸
t times
Ψ(F1) // F1 ⊕ F1 ⊕ · · · ⊕ F1︸ ︷︷ ︸
t times
If this diagram commutes, then (2.3) automatically holds for all Fi by (2.5) and thus for
any 1-morphism H . Using the matrix language and by Lemma 28, the above commutative
diagram is equivalent to
MΦMf = D
−1
s MfDtMΨ,
and hence to equation (5.18). This completes the proof. 
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