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THE EULER–MAXWELL SYSTEM FOR ELECTRONS: GLOBAL
SOLUTIONS IN 2D
YU DENG, ALEXANDRU D. IONESCU, AND BENOIT PAUSADER
Abstract. A basic model for describing plasma dynamics is given by the Euler-Maxwell sys-
tem, in which compressible ion and electron fluids interact with their own self-consistent elec-
tromagnetic field. In this paper we consider the “one-fluid” Euler–Maxwell model for electrons,
in 2 spatial dimensions, and prove global stability of a constant neutral background.
In 2 dimensions our global solutions have relatively slow (strictly less than 1/t) pointwise
decay and the system has a large (codimension 1) set of quadratic time resonances. The issue in
such a situation is to solve the “division problem”. To control the solutions we use a combination
of improved energy estimates in the Fourier space, an L2 bound on an oscillatory integral
operator, and Fourier analysis of the Duhamel formula.
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1. Introduction
A plasma is a collection of fast-moving charged particles. It is believed that more than 90%
of the matter in the universe is in the form of plasma, from sparse intergalactic plasma, to the
interior of stars to neon signs. In addition, understanding of the instability formation in plasma
is one of the main challenges for nuclear fusion, in which charged particles are accelerated at
high speed to create energy. We refer to [7, 13] for physics references in book form.
At high temperature and velocity, ions and electrons in a plasma tend to become two separate
fluids due to their different physical properties (inertia, charge). One of the basic fluid models
for describing plasma dynamics is the so-called “two-fluid” model, in which two compressible ion
and electron fluids interact with their own self-consistent electromagnetic field. In 3 dimensions,
nontrivial global solutions of the full two-fluid system were constructed for the first time by
The first author was supported in part by a Jacobus Fellowship from Princeton University. The second author
was supported in part by NSF grant DMS-1265818. The third author was supported in part by NSF grants
DMS-1069243 and DMS-1362940, and a Sloan fellowship.
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Guo–Ionescu–Pausader [23] (small irrotational perturbations of constant solutions), following
earlier partial results in simplified models in [22, 25, 18, 30]. See also the introduction of [23]
for a longer discussion of the Euler–Maxwell system in 3D, and its connections to many other
models in mathematical physics, such as the Euler–Poisson model, the Zakharov system, the
KdV, and the NLS.
A simplification of the full system is the “one-fluid” model, which accounts for the interaction
of electrons and the electromagnetic field, but neglects the dynamics of the ion fluid. Under
suitable irrotationality assumptions, this model can be reduced to a coupled system of two
Klein–Gordon equations with different speeds and no null structure. While global results are
classical in the case of scalar wave and Klein–Gordon equations, see for example [33, 34, 36, 37,
38, 39, 9, 10, 42, 44, 14, 15, 2, 3, 4, 5], it was pointed out by Germain [17] that there are key new
difficulties in the case of two Klein–Gordon equations with different speeds. In this case, the
classical vector-field method does not seem to work well, and there are large sets of resonances
that contribute in the analysis.
The one-fluid Euler–Maxwell model in 3D was analyzed in [18], using the “space-time reso-
nance method”, and the authors proved global existence and scattering, with weak decay like
t−1/2. A more robust result for this problem, which gives time-integrability of the solution in
L∞, for all parameters, was obtained by two of the authors in [30].
In this paper we consider the one-fluid Euler–Maxwell model1 in 2D. As in dimension 3, in the
irrotational case this can still be reduced to a quasilinear coupled system of two Klein–Gordon
equations with different speeds and no null structure. At the analytical level, one has, of course,
all the difficulties of the 3D problem, such as large sets of resonances. In addition, there is
one critical new difficulty, namely the slow decay of solutions, as it was observed by Bernicot–
Germain [6] that the nonlinear solutions cannot have the “almost” integrable 1/t decay, due
to strong resonant quadratic interactions. This slow decay and the presence of large sets of
resonances require new ideas to control the growth of the solution over time.
1.1. The one-fluid Euler–Maxwell system in 2D and the Main Theorem. For any
vector-field X = (X1,X2) and any function f defined in a domain of R
2 let
∇f := (∂1f, ∂2f), ∇⊥f := (−∂2f, ∂1f),
div(X) := ∂1X1 + ∂2X2, curl(X) := ∂1X2 − ∂2X1, X⊥ := (−X2,X1).
(1.1)
The Euler–Maxwell system for electrons is the coupled system
∂tne + div(neve) = 0,
neme (∂tve + ve · ∇ve) +∇pe = −nee
(
E − bv⊥ec
)
,
∂tb+ c · curl(E) = 0,
∂tE + c∇⊥b = 4πeneve,
(1.2)
where ne, b : R
2 × I → R and ve, E : R2 × I → R2 are C2 functions, and e,me, c are strictly
positive constants. The electrons have charge −e, density ne, mass me, velocity ve, and pressure
pe, c denotes the speed of light, and E, b denote the electric and magnetic field. The system has
a family of equilibrium solutions (ne, ve, b, E) = (n0, 0, 0, 0), where n0 > 0 is a constant. The
goal of this paper is to investigate their stability properties.
1The simpler one-fluid Euler–Poisson model in 2D, which can be reduced to a single Klein–Gordon equation,
was considered previously in [29] and [40].
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We consider a barotropic pressure law given by
pe = pe(ne), p
′
e > 0,
where pe is assumed to be analytic in a neighborhood of n0. We assume that the electric field
and the velocity field satisfy the compatibility and irrotationality equations
div(E) = 4πe(n0 − ne), curl(ve) = e
mec
b. (1.3)
These two equations are propagated by the dynamic flow if they are satisfied at the initial time.
The system (1.2)-(1.3) is a complicated nonlinear system of six scalar evolution equations
with two constraints. To study it, we first want to simplify it and reduce it to a system of
unconstrained evolution equations (see (1.9)). We start by nondimensionalizing the system: let2
ne(x, t) := n0 · (1 + ρ(λx, βt)), ve(x, t) := c · u(λx, βt),
b(x, t) := c
√
4πn0me · b˜(λx, βt), E(x, t) := c
√
4πn0me · E˜(λx, βt),
λ :=
1
c
√
4πe2n0
me
, β :=
√
4πe2n0
me
, h′(y) :=
1
mec2
p′e(n0(1 + y))
1 + y
, d := h′(0).
(1.4)
In the physically relevant case 0 < d < 1. We can rewrite the equations as
∂tρ+ div[(1 + ρ)u] = 0,
∂tu+ u · ∇u+ h′(ρ)∇ρ = −E˜ + b˜u⊥,
∂tb˜+ curl(E˜) = 0,
∂tE˜ +∇⊥b˜ = (1 + ρ)u.
(1.5)
The structure condition (1.3) becomes
div(E˜) + ρ = 0, curl(u)− b˜ = 0. (1.6)
Notice that, as a consequence of (1.5),
∂t
(
div(E˜) + ρ
)
= 0, ∂t
(
curl(u)− b˜)+ div(u · (curl(u)− b˜)) = 0.
Therefore the identities (1.6) are propagated by the flow if they are satisfied at time t = 0.
In terms of the variables (ρ, u, E˜, b˜), our main theorem can be stated as follows:
Theorem 1.1. Assume that c > 0, h : (−c, c) → R is an analytic function, and d = h′(0) ∈
(0, 1). Assume that (ρ0, u0, E˜0, b˜0) : R
2 → R×R2 × R2 × R is small, smooth, and localized data
that satisfies the irrotationality assumption
div(E˜0) + ρ0 = 0, curl(u0)− b˜0 = 0,
and the smallness condition
‖(ρ0, u0, E˜0, b˜0)‖HN0∩HN1Ω + ‖(ρ0, u0, E˜0, b˜0)‖Z = ǫ0 ≤ ǫ. (1.7)
Here ǫ > 0 is sufficiently small, N0, N1 are sufficiently large, see Definition 2.1 for the precise
description of the norms.
2β is the “electron plasma frequency” and d is the ratio of the speed of sound over the speed of light.
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Then there exists a unique global solution (ρ, u, E˜, b˜) ∈ C([0,∞) : HN0 ∩ HN1Ω ) of the sys-
tem (1.5)–(1.6) with initial data (ρ(0), u(0), E˜(0), b˜(0)) = (ρ0, u0, E˜0, b˜0). Moreover, the system
returns to equilibrium, in the sense that for any t ∈ [0,∞),
‖(ρ(t), u(t), E˜(t), b˜(t))‖
HN0∩HN1Ω
+ sup
|α|≤10
(1 + t)0.999‖Dαx (ρ(t), u(t), E˜(t), b˜(t))‖L∞ . ǫ0. (1.8)
We remark that under the constraints (1.6), we may rewrite (1.5) solely in terms of (u, E˜) as{
∂tu+ h
′(ρ)∇ρ+ E˜ = −(1/2)∇|u|2,
∂tE˜ +∇⊥curl(u)− u = −div(E˜)u.
(1.9)
This is an equivalent formulation of the system, as we can define (ρ, b) through (1.6).
Theorem 1.1 can be used to generate smooth, global solutions of the Euler–Maxwell sys-
tem (1.2) starting from data in a full neighborhood of the constant solution (ne, ve, E,B) =
(n0, 0, 0, 0), according to the linear transformations in (1.4).
The rest of the paper is concerned with the proof of Theorem 1.1.
1.2. Challenges and main ingredients. The system (6.2) is a quasilinear time-reversible
system, with no dissipation and no relaxation effects.3 Starting with the seminal works of John,
Klainerman, Christodoulou and Shatah [33, 36, 34, 37, 38, 42, 39, 9, 11], the main strategy to
prove long-time regularity, relies on an interplay between
(1) control of high order energies;
(2) dispersion and decay estimates.
In this paper we use a combination of energy estimates and the Fourier transform method to
accomplish these goals. The situation we consider here is substantially more difficult than in
other quasilinear evolutions, due to the combination of the following factors:
• Less than 1/t pointwise decay of the solutions. The decay of the linear solutions of the
system of Klein–Gordon equations is t−1 as t→∞ in 2D. However, this optimal pointwise
decay cannot be propagated by the nonlinear flow, even in simpler semilinear evolutions, due
to the presence of a large set of space-time resonances. This was pointed out by Bernicot–
Germain [6] who found a logarithmic loss. In this paper we prove t−1+κ pointwise decay of
the nonlinear solution (Ue, Ub), for certain κ > 0 small.
• Large set of time resonances. In certain cases, particularly in dimension 1, one can overcome
the slow pointwise decay using the method of normal forms of Shatah [42]. The critical
ingredient needed is the absence of time resonances (or at least a suitable “null structure”
of the quadratic nonlinearity matching the set of time resonances), see (1.15) for the precise
definition. Our system, however, has a full (codimension 1) set of time resonances4, and no
meaningful null structures.
To address these issues we use a combination of improved energy estimates and Fourier analy-
sis. The natural framework to carry out the analysis is the (ξ, t) space, where ξ is the frequency
3When dissipation or relaxation is present, one expects stronger decay, even at the level of the L2-norm, see
e.g. [8, 41] and the references therein. In our case however, the evolution is time-reversible and we need a different
mechanism of decay based on dispersion.
4This situation arises also in semilinear equations and is called the “division problem”. The issue is to control
bilinear operators defined by singular kernels (denominators) in the Fourier space. This motivated the introduction
of theXs,b spaces, as an elegant framework for analysis. However, the semilinear mechanism based on perturbative
analysis in Xs,b spaces does not seem to work in quasilinear problems, due to the unavoidable loss of derivative.
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corresponding to the physical variable and t is the time variable. The analysis we perform here
(based essentially on an improved energy identity and Fourier analysis in the (ξ, t) space) is,
in certain ways, reminiscent of the type of analysis performed in semilinear problems using the
I-method of Colliander–Keel–Staffilani–Takaoka–Tao [12].
The proof of the main theorem has two main components:
• Energy estimates to control the increment of high order Sobolev norms and weighted norms.
Many of the new difficulties of the problem are present at this stage and are caused by the
combination of slow decay (which prevents direct estimates of the energy increment) and
large time resonant sets (which prevent the use of global normal forms).
• Semilinear dispersive analysis using a suitable Z norm, to provide a precise description
of the nonlinear solution at a lower regularity level, including pointwise decay. The main
difficulty here is caused by the presence of a large set of space-time resonances and the slow
dispersion/decay in dimension 2.
We discuss the main ideas in more detail below.
1.2.1. Energy estimates. The dynamics of the evolution can be described as a coupled quasilinear
system for two complex-valued variables Ue and Ub, see (2.4) for the precise definition. To prove
energy estimates we start with a paradifferential reduction of the system, which allows us to
isolate the skew-symmetric quasilinear terms and the perturbative nonlinearities. Then we
construct suitable energy functionals, which control for example the HN norm of the solution,
and prove energy identities of the form
∂tEN (t) ≈ 〈D〉NU ∗ 〈D〉NU ∗ 〈D〉2U. (1.10)
The cubic terms in the right-hand side do not lose derivatives, so such an identity can be used
to prove local regularity. However, in our problem, the solution is expected to have strictly less
that 1/t pointwise decay (as pointed out in [6]). As a result, an identity like (1.10) cannot be
used directly to control the long-term growth of the high order energy.
To construct long-term solutions we need to understand better the cubic terms in the right-
hand side of (1.10). By adjusting the definition of the energy functionals, we notice that these
terms have special structure. More precisely, when written in the Fourier space, the energy
increment |EN (t)− EN (0)| can be estimated by a sum of space-time integrals of the form∫ t
0
〈T [〈D〉2Vµ(s), 〈D〉NVν(s)], 〈D〉NVσ(s)〉ds,
T̂ [f, g](ξ) :=
∫
R2
eisΦ(ξ,η)m(ξ, η)f̂ (ξ − η)ĝ(η) dη.
(1.11)
Here Vσ(s) := e
isΛσUσ(s), σ ∈ {e, b}, are the profiles of the nonlinear solutions Uσ, see (2.4),
and the oscillatory phases Φ are specific to each interaction and are of the form
Φ(ξ, η) = Λ0(ξ)± Λ1(ξ − η)± Λ2(η), Λj ∈ {Λe,Λb}. (1.12)
The key algebraic property is that all the resulting cubic space-time integrals are of one of
the following two special types:
(1) Nonresonant type: the quadratic interaction phase is bounded away from 0, i.e. |Φ| & 1;
(2) Strongly semilinear type: the interaction is smoothing, i.e.
|m(ξ, η)| . (1 + |ξ|+ |η|)−1. (1.13)
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This special structure is connected to the Hamiltonian structure of the problem, in particular
to the conserved physical energy defined by K ′′ = 2h′, K(0) = K ′(0) = 0, and
Econserved :=
∫
R2
[K(ρ) + (1 + ρ)|u|2 + |E˜|2 + |˜b|2] dx. (1.14)
The contribution of the nonresonant integrals can be estimated using the method of normal
forms of Shatah [42] (integration by parts in time). This is somewhat delicate in quasilinear
problems, due to the potential loss of derivatives. However, it has been done recently in some
cases, for example either by using carefully constructed nonlinear changes of variables (as in
[45]), or the “iterated energy method” as in [18], or the “paradifferential normal form method”
as in [1], or the “modified energy method” as in [28]. The method we use here, which is based
on energy estimates in the Fourier space in the spirit of the “I-method”, draws inspiration from
these works as well as from the previous work of one of the authors [32].
The main remaining issue is to control the strongly semilinear terms. This requires a new
idea as normal forms cannot be used in this case, because the time resonant sets
RΦ := {(ξ, η) ∈ R2 × R2 : Φ(ξ, η) = 0}, (1.15)
are large, codimension 1 sets, for certain phases Φ as in (1.12). We notice however that the gain
of one derivative in (1.13), together with the fact that we anticipate proving almost optimal
decay, allows us to restrict to frequencies that are very small relative to the time variable, i.e.
|ξ|+ |η| . (1 + |t|)β, β ≪ 1. (1.16)
The key observation we need to bound the contribution of the frequencies in (1.16) is that
the resonant sets RΦ satisfy a crucial restricted nondegeneracy property, namely the function
Υ(ξ, η) := ∇2ξ,ηΦ(ξ, η)[∇⊥ξ Φ(ξ, η),∇⊥η Φ(ξ, η)] (1.17)
can vanish only up to finite order on the resonant set RΦ. Using this nondegeneracy property
and a TT ∗ argument we can show that localized Fourier integral operators of the form
Lf(ξ) :=
∫
R2
eitΦ(ξ,η)a(ξ, η)ϕ(2λΦ(ξ, η))f(η)dη, (1.18)
where 1≪ 2λ ≈ |t|0.999, satisfy nontrivial L2 bounds of the form∥∥Lf∥∥
L2
. 2−λ2−λ/250‖f‖L2 . (1.19)
See Lemma 5.1 for a precise version at a suitable level of generality. The point is the strong
(better than |t|−1) gain in the L2 bound.
Given these ingredients we can finish the proof of the energy estimates: we decompose the
strongly semilinear integrals in (1.11) dyadically over the size of the modulation |Φ(ξ, η)|. Then
we estimate the integral corresponding to small modulation |Φ(ξ, η)| ≤ (1 + |t|)−0.99999 using
the L2 bound (1.19). To estimate the higher modulation contributions we integrate by parts in
time again (normal forms) and gain time integrability; the potential loss of derivatives is not an
issue here because of (1.16).
The energy analysis in this paper is simplified by the fact that we anticipate proving almost
optimal |t|−1+κ pointwise decay for the nonlinear solution, for very small values of κ. This
allows us to take β very small in (1.16) and simplifies significantly the analysis of the strongly
semilinear integrals. However, in future work we will show that these ideas can be expanded
to prove global regularity in other problems that involve strictly less than |t|−1 decay and large
sets of time resonances, such as certain water wave models in 3 dimensions.
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1.2.2. Dispersive analysis. The goal of the dispersive analysis is to give a precise description of
the nonlinear solution, at a lower level of regularity. This description is encoded in the Z norm,
and the goal is to prove a partial bootstrap estimate for the Z norm, of the form
if sup
t∈[0,T ]
[‖(Ue(t), Ub(t))‖HN0∩HN1Ω + ‖(Ve(t), Vb(t))‖Z] ≤ ǫ1
then sup
t∈[0,T ]
‖(Ve(t), Vb(t))‖Z . ǫ0 + ǫ21,
(1.20)
where ǫ0 ≪ ǫ1 is the size of the initial data. Loss of derivatives is not an issue here, so we can
use the Duhamel formula, written in terms of the profiles Ve and Vb,
V̂σ(ξ, t) = V̂σ(ξ, 0) +
∑
µ,ν∈{e,b}
∫ t
0
∫
R2
eisΦ(ξ,η)m(ξ, η)V̂±µ(s, ξ − η)V̂±ν(s, η) dηds, (1.21)
where the sum is over all possible quadratic interactions, and, for simplicity, we ignore here the
higher order interactions. The main contributions in this integral come from the set of space-time
resonances, which is the set of points where the function Φ is stationary in all variables,
∇(t,η)[tΦ(ξ, η)] = 0, i.e. Φ(ξ, η) = 0 and ∇ηΦ(ξ, η) = 0. (1.22)
Understanding these contributions forms the basis of the “method of space-time resonances”, as
it was highlighted by Germain, Masmoudi, and Shatah [17, 18, 20, 21] in several problems. In
our case the space-time resonant set is a finite union of spheres in R2 × R2, of the form
{(ξ, η) = (Rjω, rjω) : ω ∈ S1}, (1.23)
for finitely many pairs (Rj , rj) ∈ (0,∞)2.
As in semilinear problems, having an effective Z norm is critical in order to prove a bound
like (1.20). To construct such a norm we can gain some intuition by substituting Schwartz
functions, independent of s, as inputs V±µ and V±ν in the right-hand side of (1.21). An im-
portant observation is that the space-time resonant points are nondegenerate (according to the
terminology introduced in [30]), in the sense that the Hessian of the matrix ∇2ηηΦ(ξ, η) is non-
singular at these points. Assume that s ≈ 2m ≫ 1. Integration by parts in η and s shows
that the main contribution comes from a small neighborhood of the stationary points where
|∇ηΦ(ξ, η)| ≤ 2−m/2+δm and |Φ(ξ, η)| ≤ 2−m+δm (the space-time resonant points as in (1.22)–
(1.23)). A simple calculation shows that this main contribution is of the type
V̂ (ξ) ≈
∑
j
cj(ξ)ϕ≤−m(|ξ| −Rj),
up to factors of 2δm, where the functions cj are smooth.
We can now describe more precisely the choice of the Z space. We use the framework in-
troduced by two of the authors in [29], which was later refined in [30, 23, 16]. The idea is to
decompose the profile as a superposition of atoms, using localization in both space and frequency,
f =
∑
j,k
Qjkf, Qjkf = ϕj(x) · Pkf(x).
The Z norm is then defined by measuring suitably every atom.
In our case, the Z space should include all Schwartz functions. It also has to include functions
like ϕ≤−m(|ξ| − Rj), due to the considerations above, for any m large. It should measure
localization in both space and frequency, and be strong enough, at least, to recover the t−1+κ,
κ ≪ 1, pointwise decay. A space with these properties is proposed in Definition 2.1; we notice
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that the Z space depends in a significant way on the location and the shape of the set of
space-time resonance outputs.
Once the norm is defined we prove the conclusion of (1.20) by careful Fourier analysis of the
Duhamel formula: we decompose our profiles in space and frequency, localize to small sets in the
frequency space, keeping track in particular of the frequencies around the space-time resonance
sets, use integration by parts in s and η to bound nonresonant interactions, use integration by
parts in ξ to control the location of the output, and use multilinear Ho¨lder-type estimates to
bound L2 norms. We emphasize that the semilinear analysis in this paper is more difficult than
in our earlier papers [29, 30, 23]. Some of these new difficulties are:
• The slow decay of the solution, which prevents simple estimates even in nonresonant cases.
• The derivatives of the profiles ∂tVe and ∂tVb contain additional secondary oscillations that
need to be properly accounted for in the normal form transformation. They also contain
secondary resonance terms, and time derivatives of functions with better estimates. See
Lemma 6.4 for the complex description of the derivatives ∂tVe and ∂tVb.
• The argument in the most difficult resonant cases relies on exploiting a key algebraic property
of iterated resonances, which is proved in Proposition 8.6. Roughly speaking, when con-
sidering second iterates, this property implies that there can be no “accidental” 2-cascades
when the output of a space-time resonance interacts in a coherent and resonant way with
another wave.
To deal with these issues it is important to be able to restrict to a suitable class of “almost
radial” functions. This is possible because of the rotation invariance of the system, as long as we
propagate control of energy norms of the type HN0 ∩HN1Ω containing both a high order Sobolev
norm and a high order weighted L2 norm defined by the rotation vector-field Ω = x1∂2 − x2∂1.
We notice that the linear estimates in Lemma 3.11 and many of the bilinear estimates are much
stronger because the functions we consider are almost radial, in a suitable quantitative sense.
See also [16], where several techniques related to “almost radiality” are developed and used in
dimension 3 in order to control certain types of degenerate resonances.
1.3. Organization of the paper. In section 2 we summarize the main notation, define pre-
cisely the main norms, and set up the main bootstrap argument (Proposition 2.2). In section
3, we collect several important lemmas that are used in the paper. These lemmas include the
linear estimates in Lemma 3.11, some elements of paradifferential calculus in Lemmas 3.4–3.6,
integration by parts bounds in Lemmas 3.7–3.8, and a localization bound in Lemma 3.10.
Sections 4 and 5 contain the improved energy estimates. The main components of the proof
are Proposition 4.3 (paralinearization of the system), Proposition 4.4 (the basic energy estimate),
Lemma 4.5 (control of the nonresonant space-time integrals), and Lemma 4.6 (control of the
strongly semilinear space-time integrals). The proof of this last lemma relies on a key L2 bound
on localized Fourier integral operators, proved in Lemma 5.1.
In sections 6 and 7 we prove the dispersive estimates. The main results are Lemmas 6.2 and
6.4 (precise descriptions of the functions ∂tVe and ∂tVb), and Lemmas 7.2–7.6 (the core bilinear
estimates, divided in several cases).
In section 8 we collect all the estimates related to the phase functions Φ. The proofs require
very precise information about these functions, including bounds on sub-level sets, structure and
separation of resonances, a slow propagation property of iterated resonances, and a restricted
nondegeneracy property of the time resonant set.
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2. Functions spaces and the main proposition
2.1. Notation, atomic decomposition, and the Z-norm. We start by summarizing our
main definitions and notations.
2.1.1. Littlewood-Paley projections. We fix ϕ : R→ [0, 1] an even smooth function supported in
[−8/5, 8/5] and equal to 1 in [−5/4, 5/4]. For simplicity of notation, we also let ϕ : R2 → [0, 1]
denote the corresponding radial function on R2. Let
ϕk(x) := ϕ(|x|/2k)− ϕ(|x|/2k−1) for any k ∈ Z, ϕI :=
∑
m∈I∩Z
ϕm for any I ⊆ R.
For any B ∈ R let
ϕ≤B := ϕ(−∞,B], ϕ≥B := ϕ[B,∞), ϕ<B := ϕ(−∞,B), ϕ>B := ϕ(B,∞).
For any a < b ∈ Z and j ∈ [a, b] ∩ Z let
ϕ
[a,b]
j :=

ϕj if a < j < b,
ϕ≤a if j = a,
ϕ≥b if j = b.
(2.1)
For any x ∈ Z let x+ = max(x, 0) and x− := min(x, 0). Let
J := {(k, j) ∈ Z× Z+ : k + j ≥ 0}.
For any (k, j) ∈ J let
ϕ˜
(k)
j (x) :=

ϕ≤−k(x) if k + j = 0 and k ≤ 0,
ϕ≤0(x) if j = 0 and k ≥ 0,
ϕj(x) if k + j ≥ 1 and j ≥ 1,
and notice that, for any k ∈ Z fixed, ∑j≥−min(k,0) ϕ˜(k)j = 1.
Let Pk, k ∈ Z, denote the operator on R2 defined by the Fourier multiplier ξ → ϕk(ξ). Let P≤B
(respectively P>B) denote the operators on R
2 defined by the Fourier multipliers ξ → ϕ≤B(ξ)
(respectively ξ → ϕ>B(ξ)). For (k, j) ∈ J let Qjk denote the operator
(Qjkf)(x) := ϕ˜
(k)
j (x) · Pkf(x). (2.2)
In view of the uncertainty principle the operators Qjk are relevant only when 2
j2k & 1, which
explains the definitions above.
2.1.2. Quadratic phases, linear profiles and norms. We fix the expansion of the function h de-
fined in (1.4) (note that we may assume that h(0) = 0):
h′(ρ) = d+ κρ+ h2(ρ), |h2(ρ)| . ρ2. (2.3)
An important role will be played by the functions Ue, Ub, Ve, Vb defined by
Ve(t) := e
itΛeUe(t), Vb(t) := e
itΛbUb(t),
Ue(t) := |∇|−1div(u)− i|∇|−1Λediv(E˜), Λe :=
√
1 + d|∇|2
Ub(t) := |∇|−1Λbcurl(u)− i|∇|−1curl(E˜), Λb :=
√
1 + |∇|2
(2.4)
With Λe =
√
1− d∆ and Λb :=
√
1−∆ as in (2.4), we define
U−e := Ue, U−b := Ub; V−e := Ve, V−b := Vb; Λ−e := −Λe, Λ−b := −Λb. (2.5)
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Let
P := {e, b,−e,−b}. (2.6)
For σ, µ, ν ∈ P, we define the associated phase function
Φσµν(ξ, η) := Λσ(ξ)− Λµ(ξ − η)− Λν(η), (2.7)
and the corresponding function
Φ+σµν(α, β) := Φσµν(αe, βe) = λσ(α)− λµ(α− β)− λν(β),
λe(r) = −λ−e(r) :=
√
1 + dr2, λb(r) = −λ−b(r) :=
√
1 + r2,
where e ∈ S1 and α, β ∈ R. If ν+µ 6= 0, by Proposition 8.2 for any ξ ∈ R2 there exists a unique
η = p(ξ) ∈ R2 so that (∇ηΦσµν)(ξ, η) = 0. We define
Ψσµν(ξ) := Φσµν(ξ, p(ξ)), Ψ
†
σ(ξ) := 2
D0(1 + |ξ|) inf
µ,ν∈P;ν+µ6=0
|Ψσµν(ξ)|, (2.8)
and notice that these functions are radial. The functions Ψ†e and Ψ†b are described in Remark
8.4; in particular, by setting D0 sufficiently large, Ψ†e ≥ 10 while Ψ†b vanishes on two spheres
|ξ| = γ1,2 = γ1,2(d) ∈ (0,∞). These spheres correspond to space-time resonances. For n ∈ Z we
define the operators Aσn by
Âσnf(ξ) := ϕ−n(Ψ
†
σ(ξ)) · f̂(ξ), (2.9)
for σ ∈ {e, b}. Given an integer j ≥ 0 we define the operators Aσn,(j), n ∈ {0, . . . , j + 1}, by
Aσ0,(j) :=
∑
n′≤0
Aσn′ , A
σ
j+1,(j) :=
∑
n′≥j+1
Aσn′ , A
σ
n,(j) := A
σ
n if 0 < n < j + 1.
We fix a constant D ≥ 1 sufficiently large depending only on the smoothness of h and the
parameter d ∈ (0, 1).
We are now ready to define the main norms.
Definition 2.1. Assume that N0, N1 are sufficiently large and δ is sufficiently small (for example
δ := 4 · 10−7, N1 := 8/δ2, N0 := 20/δ2 would work5). Let
Ω := x1∂2 − x2∂1 (2.10)
denote the rotation vector-field, and define
HN1Ω := {f ∈ L2(R2) : ‖f‖HN1Ω := supm≤N1
‖Ωmf‖L2 <∞}. (2.11)
For σ ∈ {e, b} we define
Zσ1 := {f ∈ L2(R2) : ‖f‖Zσ1 := sup
(k,j)∈J
26k+‖Qjkf‖Bσj <∞}, (2.12)
where
‖g‖Bσj := 2(1−20δ)j sup
0≤n≤j+1
2−(1/2−19δ)n‖Aσn,(j)g‖L2 . (2.13)
Finally, we define
Z :=
{
(fe, fb) ∈ L2 × L2 : ‖(fe, fb)‖Z := sup
m≤N1/2
[‖Ωmfe‖Ze1 + ‖Ωmfb‖Zb1] <∞}. (2.14)
5The numbers N0 and N1 can, of course, be improved substantially by reexamining and reworking parts of
the argument. However, our primary objective in this paper is to show that the global existence argument can
be closed in some topology, and we will not deal with such additional challenges here.
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Notice that, when σ = e we have the simpler formula,
‖g‖Bej ≈ 2(1−20δ)j‖g‖L2 .
Similarly if j . 1 then ‖g‖Bbj ≈ ‖g‖L2 . The operators A
σ
n,(j) are relevant only when σ = b and
j ≫ 1, to localize to thin neighborhoods of the space-time resonant sets.
2.2. The main bootstrap proposition. Our main result is the following proposition:
Proposition 2.2. Suppose (ρ, u, E˜, b˜) is a solution to (1.5)–(1.6) on some time interval [0, T ],
T ≥ 1, with initial data (ρ0, u0, E˜0, b˜0), and define (Ue, Ub), (Ve, Vb) as in (2.4). Assume that
‖(ρ0, u0, E˜0, b˜0)‖HN0∩HN1Ω + ‖(Ve(0), Vb(0))‖Z ≤ ǫ0 ≪ 1 (2.15)
and, for any t ∈ [0, T ],
‖(ρ(t), u(t), E˜(t), b˜(t))‖
HN0∩HN1Ω
+ ‖(Ve(t), Vb(t))‖Z ≤ ǫ1 ≪ 1. (2.16)
Then, for any t ∈ [0, T ],
‖(ρ(t), u(t), E˜(t), b˜(t))‖
HN0∩HN1Ω
+ ‖(Ve(t), Vb(t))‖Z . ǫ0 + ǫ3/21 . (2.17)
Given Proposition 2.2, Theorem 1.1 follows using a local existence result and a continuity
argument. See [30, Sections 2 and 3] (in particular Proposition 2.1 and Proposition 2.4) for
similar arguments in dimension 3.
The rest of this paper is concerned with the proof of Proposition 2.2. This proposition follows
from Proposition 4.1 and Proposition 6.1.
3. Main lemmas
In this section we collect several important lemmas which are used often in the proofs in the
next sections. Let Φ = Φσµν as in (2.7).
3.1. Operator Estimates. We define the class of Caldero´n–Zygmund symbols Sn, n ≥ 1, by
Sn = {q : R2 → C : ‖q‖Sn := sup
ξ 6=0
sup
|α|≤n
|ξ||α||Dαξ q(ξ)| ≤ 1}.
Lemma 3.1. Assume that q ∈ SN1 , 1 ≤ p ≤ ∞, k ∈ Z then
‖F−1qFPkf‖Lp . ‖Pkf‖Lp , ‖F−1qFf‖Zσ1 . ‖f‖Zσ1 , ‖F−1qFf‖HN1Ω . ‖f‖HN1Ω
uniformly in q, p, k.
We refer to [30, Lemma 5.1.] for a similar proof. To bound multilinear operators, we will
often use the following simple lemma:
Lemma 3.2. Assume l ≥ 2, f1, . . . , fl, fl+1 ∈ L2(R2), and M : (R2)l → C is a continuous
compactly supported function. Then∣∣∣ ∫
(R2)l
M(ξ1, . . . , ξl)f̂1(ξ1) · . . . · f̂l(ξl) · f̂l+1(−ξ1 − . . .− ξl) dξ1 . . . dξl
∣∣∣
.
∥∥F−1M∥∥
L1
‖f1‖Lp1 · . . . · ‖fl+1‖Lpl+1 ,
(3.1)
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for any exponents p1, . . . pl+1 ∈ [1,∞] satisfying 1/p1 + . . .+ 1/pl+1 = 1. As a consequence∥∥∥F−1ξ {∫
(R2)l−1
M(ξ, η2 . . . , ηl)f̂2(η2) · . . . · f̂l(ηl) · f̂l+1(−ξ − η2 . . . − ηl) dη2 . . . dηl
}∥∥∥
Lq
.
∥∥F−1M∥∥
L1((R2)l)
‖f2‖Lp2 · . . . · ‖fl+1‖Lpl+1 ,
(3.2)
if q, p2 . . . pl+1 ∈ [1,∞] satisfy 1/p2 + . . .+ 1/pl+1 = 1/q.
Given a continuous compactly supported M : (R2)2 → C we define
‖M‖S∞ :=
∥∥F−1M∥∥
L1
(3.3)
and notice that
‖M1 ·M2‖S∞ . ‖M1‖S∞‖M2‖S∞ . (3.4)
Given integers k, k1, k2 ∈ Z, we define
‖M(ξ, η)‖S∞kk1k2 :=
∥∥F−1[M(ξ, η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η)]∥∥L1 . (3.5)
We will often use the following simple lemma to estimate the S∞ norm of symbols:
Lemma 3.3. If f : R2 × R2 → C is a bounded function, χ, χ′ ∈ S and l1, l2 ∈ Z then∥∥∥ ∫
R2×R2
eix·αeiy·βf(α, β)χ(2−l1α)χ′(2−l2β) dαdβ
∥∥∥
L1x,y
.
3∑
m=0
[
2ml1‖∂mα f‖L∞ + 2ml2‖∂mβ f‖L∞
]
.
(3.6)
Proof. By rescaling we may assume that l1 = l2 = 0. Letting
F (x, y) :=
∫
R2×R2
eix·αeiy·βf(α, β)χ(α)χ′(β) dαdβ
we have, using Plancherel theorem and integration by parts
‖F‖L2 . ‖f‖L∞ and ‖(|x| + |y|)3F‖L2 .
3∑
m=0
[
‖∂mα f‖L∞ + ‖∂mβ f‖L∞
]
.
The desired L1 bound follows, with an implicit constant that depends only on χ, χ′. 
3.2. Weyl paradifferential calculus. We recall first the definition of paradifferential operators
(Weyl quantization): given a symbol a = a(x, ζ) : R2 ×R2 → C, we define the operator Ta by
F {Taf} (ξ) = 1
4π2
∫
R2
χ
( |ξ − η|
|ξ + η|
)
a˜(ξ − η, (ξ + η)/2)f̂ (η)dη, (3.7)
where a˜ denotes the partial Fourier transform of a in the first coordinate and χ = ϕ≤−2D.
We will use a simple norm to estimate symbols: for q ∈ [1,∞] and l ∈ R we define
‖a‖Lql := sup
ζ∈R2
(1 + |ζ|2)−l/2‖ |a|(., ζ)‖Lqx ,
|a|(x, ζ) :=
∑
|β|≤20, |α|≤2
|ζ||β||(DβζDαxa)(x, ζ)|.
(3.8)
THE EULER–MAXWELL SYSTEM FOR ELECTRONS: GLOBAL SOLUTIONS IN 2D 13
The index l is called the order of the symbol, and it measures the contribution of the symbol in
terms of derivatives on f . Notice that we have the simple product rule
‖ab ‖Lpl1+l2 . ‖a‖Lql1‖b‖Lrl2 , 1/p = 1/q + 1/r. (3.9)
An important property of paradifferential operators is that they behave well with respect to
products. More precisely:
Lemma 3.4. (i) If 1/p = 1/q + 1/r and k ∈ Z, and l ∈ [−10, 10] then
‖PkTaf‖Lp . 2lk+‖a‖Lql ‖P[k−2,k+2]f‖Lr . (3.10)
(ii) For any symbols a, b let E(a, b) := TaTb − Tab. If 1/p = 1/q1 + 1/q2 + 1/r, k ∈ Z, and
l1, l2 ∈ [−4, 4] then
2k+‖PkE(a, b)f‖Lp . (2l1k+‖a‖Lq1l1 )(2
l2k+‖b‖Lq2l2 ) · ‖P[k−4,k+4]f‖Lr . (3.11)
Proof. The proof follows directly from the definitions (3.7) and (3.8). Indeed, for (i) we write
〈PkTaf, g〉 = C
∫
R4
g(x)f(y)I(x, y)dxdy,
I(x, y) =
∫
R6
a(z, (ξ + η)/2)eiξ·(x−z)eiη·(z−y)χ
( |ξ − η|
|ξ + η|
)
ϕk(ξ) dηdξdz
=
∫
R6
a(z, ξ + θ/2)eiθ·(z−y)eiξ·(x−y)χ
( |θ|
|2ξ + θ|
)
ϕk(ξ)ϕ≤k−10(θ) dξdθdz.
We observe that
(1 + 22k|x− y|2)2I(x, y) =
∫
R6
a(z, ξ + θ/2)
(1 + 22k|z − y|2)2χ
( |θ|
|2ξ + θ|
)
ϕk(ξ)ϕ≤k−10(θ)
×
[
(1− 22k∆θ)2(1− 22k∆ξ)2{eiθ·(z−y)eiξ·(x−y)}
]
dξdθdz.
By integration by parts in ξ and θ it follows that
(1 + 22k|x− y|2)2|I(x, y)| .
∫
R6
|a|(z, ξ + θ/2)
(1 + 22k|z − y|2)2ϕ[k−2,k+2](ξ)ϕ≤k−8(θ) dξdθdz,
where |a| is defined as in (3.8). The bound (3.10) now follows since ‖(1+22k|y|2)−2‖L1(R2) . 2−2k.
The proof of part (ii) is similar. The point is, of course, the gain of one derivative in the
left-hand side for the operator TaTb−Tab. We remark that one could in fact gain two derivatives
by subtracting the contribution of the Poisson bracket between the symbols a and b, defined by
{a, b} := ∇xa∇ζb−∇ζa∇xb.
We do not need a refinement of this type in this paper. 
An important feature of the Weyl paradifferential calculus is self-adjointness of operators
defined by real-valued symbols. We record below some properties that follow easily from the
definition (for (3.13) one also needs the observation that (Ωξ +Ωη)
[
χ
( |ξ−η|
|ξ+η|
)] ≡ 0).
Lemma 3.5. (i) If ‖a‖L∞0 <∞ is real-valued then Ta is a bounded self-adjoint operator on L2.
(ii) We have
Taf = Ta′f, where a
′(y, ζ) := a(y,−ζ) (3.12)
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and
Ω(Taf) = Ta(Ωf) + TΩx,ζaf where Ωx,ζa(x, ζ) = (Ωxa)(x, ζ) + (Ωζa)(x, ζ). (3.13)
The paradifferential calculus is useful to linearize products and compositions.
Lemma 3.6. (i) If f, g ∈ L2 then
fg = Tfg + Tgf +H(f, g) (3.14)
where H is smoothing in the sense that
‖PkH(f, g)‖Lq .
∑
k′,k′′≥k−3D, |k′−k′′|≤3D
min
(‖Pk′f‖Lq‖Pk′′g‖L∞ , ‖Pk′f‖L∞‖Pk′′g‖Lq).
(ii) Assume that c > 0 and F (z) = z + h(z), where h is analytic for |z| < c ≤ 1 and satisfies
|h(z)| . |z|3. If ‖Ωau‖W 5,∞ ≤ c/2, a ∈ [0, N1/2], then
F (u) = TF ′(u)u+ E
3(u),
‖(1−∆)E3(u)‖
HN0∩HN1Ω
. (‖u‖W 5,∞ + ‖ΩN1/2u‖W 5,∞)2‖u‖HN0∩HN1Ω .
(3.15)
Proof. Part (i) follows directly from definition (3.7). For part (ii) we expand h(z) =
∑
n≥3 anz
n
and apply (3.13) and standard Littlewood-Paley analysis for each monomial at a time. 
The paradifferential calculus and the results in this subsection are used mostly in the deriva-
tion of the quasilinear equations in Proposition 4.3 below.
3.3. Integration by parts. In this subsection we prove two lemmas that are used in the paper
in integration by parts arguments. We start with an oscillatory integral estimate. See [30,
Lemma 5.4] for the proof.
Lemma 3.7. (i) Assume that 0 < ǫ ≤ 1/ǫ ≤ K, N ≥ 1 is an integer, and f, g ∈ CN (R2). Then∣∣∣ ∫
R2
eiKfg dx
∣∣∣ .N (Kǫ)−N[ ∑
|α|≤N
ǫ|α|‖Dαx g‖L1
]
, (3.16)
provided that f is real-valued,
|∇xf | ≥ 1supp g, and ‖Dαxf · 1supp g‖L∞ .N ǫ1−|α|, 2 ≤ |α| ≤ N. (3.17)
(ii) Similarly, if 0 < ρ ≤ 1/ρ ≤ K then∣∣∣ ∫
R2
eiKfg dx
∣∣∣ .N (Kρ)−N [ ∑
m≤N
ρm‖Ωmg‖L1
]
, (3.18)
provided that f is real-valued,
|Ωf | ≥ 1supp g, and ‖Ωmf · 1supp g‖L∞ .N ρ1−m, 2 ≤ m ≤ N. (3.19)
We will need another result about integration by parts using the vector-field Ω.
Lemma 3.8. Assume that t ∈ [2m − 1, 2m+1], m ≥ 0, k, k1, k2 ∈ Z, L ≤ 1 ≤ U , and
2−2m/5 ≤ L ≤ 2k1 , 2k + 2k1 + 2k2 ≤ U ≤ U2 ≤ 22m/5L.
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Assume that A ≥ 1 + 2−k1 and
sup
0≤a≤100
[‖Ωag‖L2 + ‖Ωaf‖L2]+ sup
0≤|α|≤N
A−|α|‖Dαf̂ ‖L2 ≤ 1,
sup
ξ,η
sup
|α|≤N
(2−m/2|η|)|α||Dαηm(ξ, η)| ≤ 1.
(3.20)
Fix ξ ∈ R2 and Φ = Φσµν as in (2.7), and let
Ip = Ip(f, g) :=
∫
R2
eitΦ(ξ,η)m(ξ, η)ϕp(ΩηΦ(ξ, η))ϕk(ξ)ϕk1(ξ − η)ϕk2(η)f̂(ξ − η)ĝ(η)dη.
If U42−m ≤ 22p ≤ 1 and AL−1U2 ≤ 2m then
|Ip| .N (2p+m)−N
[
2m/2 + U42−p + U2L−1A2p
]N
+ 2−10m. (3.21)
In addition, assuming that (1 + δ/4)ν ≥ −m, the same bounds holds when Ip is replaced by
I˜p :=
∫
R2
eitΦ(ξ,η)ϕν(Φ(ξ, η))m(ξ, η)ϕp(ΩηΦ(ξ, η))ϕk(ξ)ϕk1(ξ − η)ϕk2(η)f̂ (ξ − η)ĝ(η)dη.
A slightly simpler version of this integration by parts lemma was used recently by one of the
authors [16]. The main interest of this lemma is that we have essentially no assumption on g
and very mild assumptions on f . We will often use this lemma with
U,L ≈ 1, A ≤ 2(1−δ2)m,
in which case we obtain
|Ip| .N 2−(N/2)(m+2p) + (2−mA)−N .
However, our more precise version allows us to consider some cases when a frequency is small.
Proof of Lemma 3.8. We decompose first f = R≤m/10f + [I − R≤m/10]f , g = R≤m/10g + [I −
R≤m/10]g, where the operators R≤L are defined in polar coordinates by
(R≤Lh)(r cos θ, r sin θ) :=
∑
n∈Z
ϕ≤L(n)hn(r)einθ if h(r cos θ, r sin θ) :=
∑
n∈Z
hn(r)e
inθ. (3.22)
Since Ω corresponds to d/dθ in polar coordinates, using (3.20) we have,∥∥[I −R≤m/10]f∥∥L2 + ∥∥[I −R≤m/10]g∥∥L2 . 2−10m.
Therefore, using the Ho¨lder inequality,
|Ip
(
[I −R≤m/10]f, g
)|+ |Ip(R≤m/10f, [I −R≤m/10]g)| . 2−10m.
It remains to prove a similar inequality for Ip := Ip
(
f1, g1
)
, where f1 := ϕ[k1−2,k1+2] ·R≤m/10f ,
g1 := ϕ[k2−2,k2+2] · R≤m/10g. Integration by parts gives
Ip = c
∫
R2
eitΦ(ξ,η)Ωη
{ 1
tΩηΦ(ξ, η)
m(ξ, η)ϕp(ΩηΦ(ξ, η))ϕk(ξ)ϕk1(ξ − η)ϕk2(η)f̂1(ξ − η)ĝ1(η)
}
dη.
Iterating N times, we obtain an integrand made of a linear combination of terms like
eitΦ(ξ,η)ϕk(ξ)
(
1
tΩηΦ(ξ, η)
)N
×Ωa1η {m(ξ, η)ϕk1(ξ − η)ϕk2(η)}
× Ωa2η f̂(ξ − η) · Ωa3η ĝ(η) · Ωa4η ϕp(ΩηΦ(ξ, η)) ·
Ωa5+1η Φ
ΩηΦ
. . .
Ω
aq+1
η Φ
ΩηΦ
,
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where
∑
ai = N . Then (3.21) follows from the pointwise bounds∣∣Ωaη {m(ξ, η)ϕk1(ξ − η)ϕk2(η)}∣∣ . 2am/2,∣∣Ωaηϕp(ΩηΦ(ξ, η))∣∣ +
∣∣∣∣∣Ωa+1η ΦΩηΦ
∣∣∣∣∣ . U4a2−pa, (3.23)
which hold in the support of the integral, and the L2 bounds
‖Ωaη ĝ1(η)‖L2 . 2am/2
‖Ωaηf̂1(ξ − η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η)ϕ≤p+4(ΩηΦ(ξ, η))‖L2η . U2a
(
L−1A2p
)a
+ 2am/2.
(3.24)
The first bound in (3.23) is direct. For the second bound we notice that
Ωη|ξ − η| = − ξ · η
⊥
|ξ − η| , Ωη(ξ · η
⊥) = −ξ · η, Ωη(ξ · η) = ξ · η⊥,
ΩηΦ(ξ, η) =
λ′µ(|ξ − η|)
|ξ − η| (ξ · η
⊥), |ΩaηΦ(ξ, η)| . U2a.
(3.25)
The first bound in (3.24) follows from the hypothesis. To prove the second bound, we may
assume that U2p ≪ L2min(k,k2), and ξ = (s, 0), s ≈ 2k. The identities (3.25) show that
ϕ≤p+4(ΩηΦ(ξ, η)) 6= 0 only if |ξ · η⊥| . 2pU , which gives |η2| . 2pU2−k. Therefore, |η2| ≪ L, so
we may assume that |η1 − s| ≈ 2k1 .
We write now
−Ωηf̂1(ξ − η) = (η1∂2f̂1 − η2∂1f̂1)(ξ − η) = η1
s− η1 (Ωf̂1)(ξ − η)−
sη2
s− η1 (∂1f̂1)(ξ − η).
The second bound in (3.24) follows by iterating this identity and using the bounds on f in (3.20)
and the bounds proved earlier, |sη2| . 2pU , |η1 − s| ≈ 2k1 .
The last claim follows from the formula
ϕν(Φ(ξ, η)) = c2
ν
∫
R
ϕ̂0(2
νλ)eiλΦ(ξ,η)dλ
using an argument as in the proof of the localization Lemma 3.10 below. 
3.4. Schur test and localization. We will often use the classical Schur’s test.
Lemma 3.9 (Schur’s test). Consider the operator T given by
Tf(ξ) =
∫
R2
K(ξ, η)f(η)dη.
Assume that
sup
ξ
∫
R2
|K(ξ, η)|dη ≤ K1, sup
η
∫
R2
|K(ξ, η)|dξ ≤ K2.
Then
‖Tf‖L2 .
√
K1K2‖f‖L2 .
Our second lemma in this subsection shows that localization with respect to the phase is often
a bounded operation:
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Lemma 3.10. Let s ∈ [2m − 1, 2m], m ≥ 0, and (1 + ε)ν ≤ m for some ε > 0. Let Φ = Φσµν
as in (2.7) and assume that 1/2 = 1/q + 1/r and χ is a Schwartz function. Then∥∥∥ϕ≤10m(ξ)∫
R2
eisΦ(ξ,η)χ(2νΦ(ξ, η))f̂ (ξ − η)ĝ(η)dη
∥∥∥
L2ξ
. sup
t∈[s/10,10s]
‖eitΛµf‖Lq‖eitΛν g‖Lr + 2−10m‖f‖L2‖g‖L2 ,
(3.26)
where the constant in the inequality only depends on ε and the function χ.
Proof. We use the Fourier transform to write
χ(2νΦ(ξ, η)) = c
∫
R
eiλ2
νΦ(ξ,η)χ̂(λ)dλ.
We substitute this formula in the left-hand side of (3.26). The part of the integral over |λ2ν | ≤
s/2 is dominated by the first term in the right-hand side. Moreover, the integral over |λ| ≥
2−νs/2 is negligible (thus dominated by C2−10m‖f‖L2‖g‖L2), since χ̂ is a Schwartz function. 
3.5. Linear estimates. We note first the straightforward estimates, σ ∈ {e, b},
‖Pkf‖L2 . min{2(1−20δ)k , 2−N0k}‖f‖Zσ1 ∩HN0 . (3.27)
We prove now several linear estimates for functions in the Z space.
Lemma 3.11. Assume that σ ∈ {e, b} and
‖f‖
Zσ1 ∩H
N1/8
Ω
≤ 1. (3.28)
For any (k, j) ∈ J and n ∈ {0, . . . , j + 1} let (recall the notation (2.1))
fj,k := P[k−2,k+2]Qjkf, f̂j,k,n(ξ) := ϕ
[−j−1,0]
−n (Ψ
†
σ(ξ))f̂j,k(ξ). (3.29)
For any ξ0 ∈ R2 \ {0} and κ, ρ ∈ [0,∞) let R(ξ0;κ, ρ) denote the rectangle
R(ξ0;κ, ρ) := {ξ ∈ R2 :
∣∣(ξ − ξ0) · ξ0/|ξ0|∣∣ ≤ ρ, ∣∣(ξ − ξ0) · ξ⊥0 /|ξ0|∣∣ ≤ κ}. (3.30)
Then, for any (k, j) ∈ J and n ∈ {0, . . . , j + 1},∥∥ sup
θ∈S1
|f̂j,k,n(rθ)|
∥∥
L2(rdr)
+
∥∥ sup
θ∈S1
|fj,k,n(rθ)|
∥∥
L2(rdr)
. 2−5k+2(1/2−19δ)n−(1−20δ)j+2δ
2 j , (3.31)
sup
κ+ρ≤2k−10
∫
R2
|f̂j,k,n(ξ)|1R(ξ0;κ,ρ)(ξ) dξ . 2−5k+2−j+21δj2−19δnκ2−k/2min(1, 2nρ)1/2, (3.32)
‖f̂j,k,n‖L∞ .
{
22δn2−(1/2−21δ)(j−n) if 2k ≈ 1,
2−5k+2−21δk2−(1/2−21δ)(j+k) if 2k ≫ 1 or 2k ≪ 1, (3.33)
‖Dαf̂j,k,n‖L∞ .|α|
{
2|α|j22δn2−(1/2−21δ)(j−n) if 2k ≈ 1,
2|α|j2−5k+2−21δk2−(1/2−21δ)(j+k) if 2k ≫ 1 or 2k ≪ 1. (3.34)
Moreover, if m ≥ 0 and |t| ∈ [2m − 1, 2m+1] then
2δ
2n
∥∥e−itΛσfj,k,n∥∥L∞ .

2−m+20δj if 2k ≪ 1,
2−j+20δj for all j, k,m,
2−m+2δm2−3/4k− if j ≤ (1− δ2)m+ k−.
(3.35)
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In particular
‖e−itΛσPkf‖L∞ . (1 + |t|)−1+21δ . (3.36)
Proof. Recall that N1 ≥ 8/δ2. The hypothesis gives
‖fj,k,n‖L2 . 2−6k+2(1/2−19δ)n−(1−20δ)j ,
∥∥ΩN1/8fj,k,n∥∥L2 . ‖ΩN1/8f‖L2 . 1. (3.37)
The first inequality in (3.31) follows by interpolation, using also Sobolev embedding,∥∥ sup
θ∈S1
|f̂j,k,n(rθ)|
∥∥
L2(rdr)
. ‖f̂j,k,n‖L2 + ‖Ωf̂j,k,n‖L2 .
The second inequality follows similarly.
Inequality (3.32) follows from (3.31). Indeed, the left-hand side is dominated by
C(κ2−k) sup
θ∈S1
∫
R
|f̂j,k,n(rθ)|1R(ξ0;κ,ρ)(rθ) rdr . sup
θ∈S1
∥∥f̂j,k,n(rθ)∥∥L2(rdr)(κ2−k)[2kmin(ρ, 2−n)]1/2,
which gives the desired result.
We now consider (3.33). For θ ∈ S1 fixed we estimate
‖f̂j,k,n(r, θ)‖L∞r . 2j/2‖f̂j,k,n(r, θ)‖L2r + 2−j/2‖(∂r f̂j,k,n)(r, θ)‖L2r
. 2j/22−k/2‖f̂j,k,n(r, θ)‖L2(rdr),
using the support property of Qjkf in the physical space. The desired bound follows using (3.31)
and the observation that fj,k,n = 0 if n ≥ 1 and |k| ≥ D. The bounds in (3.34) follow as well,
since differentiation in ξ corresponds to multiplication by 2j factors, due to space localization.
We now turn to (3.35). We estimate first, using (3.32),
‖e−itΛσfj,k,n‖L∞ . ‖f̂j,k,n‖L1 . min{2k, 2−3k}2−(1−20δ)j2−19δn. (3.38)
Similarly, if 2k ≪ 1 then the usual dispersion estimate gives
‖e−itΛσfj,k,n‖L∞ . 2−m‖fj,k,n‖L1 . 220δj−m. (3.39)
The bounds in the first two lines of (3.35) follow.
Assume now that j ≤ (1 − δ2)m+ k−, 1 ≪ 2m, k ∈ [−25δj − D,m/4]. Using Lemma 3.7 (i)
it is easy to see that ∣∣(e−itΛσfj,k,n)(x)∣∣ . 2−2m unless |x| ≈ 2m+k− .
Also, letting f ′j,k,n := R≤m/10fj,k,n, see (3.22), we have ‖fj,k,n − f ′j,k,n‖L2 . 2−4m therefore∥∥e−itΛσ(fj,k,n − f ′j,k,n)∥∥L∞ . 2−2m.
On the other hand, if |x| ≈ 2m+k− then, using again Lemma 3.7 and (3.34),(
e−itΛσf ′j,k,n
)
(x) = C
∫
R2
eiΨϕ(κ−1r ∇ξΨ)ϕ(κ−1θ ΩξΨ)f̂ ′j,k,n(ξ)dξ +O(2−2m),
Ψ := −tΛσ(ξ) + x · ξ, κr := 2δ2m
(
2m/2 + 2j
)
, κθ := 2
δ2m2(m+k+k−)/2.
(3.40)
If j ≤ m/2, the second cut-off is not needed and a simple estimate using (3.33) gives∣∣(e−itΛσf ′j,k,n)(x)∣∣ . 2−2m + κ2r2−2m24k+ · ‖f̂ ′j,k,n‖L∞ . 2−m+2δm−δ2m. (3.41)
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On the other hand, if m/2 ≤ j ≤ (1− δ2)m, then∣∣(e−itΛσQjkf) (x)∣∣ . 2−2m + (2−m−k−−kκθ) · sup
θ
∥∥[ϕ(κ−1r ∇ξΨ)f̂ ′j,k,n](rθ)∥∥L1(rdr)
. 2−2m + (2−m−k−−kκθ)(2−mκr24k+2k−)1/2 · sup
θ
‖f̂ ′j,k,n(rθ)‖L2(rdr)
. 22δm−m−δ
2m2−3k−/4.
(3.42)
Estimate (3.35) follows from (3.38), (3.39), (3.41) and (3.42).
Estimate (3.36) follows from (3.35). 
4. Energy estimates, I: quasilinear energies
In the next two sections we prove our main energy estimate:
Proposition 4.1. Assume that (ρ, u, E˜, b˜) is a solution to (1.5)-(1.6) on a time interval [0, T ],
T ≥ 1, satisfying the hypothesis (2.15)-(2.16) in Proposition 2.2. Then, for any t ∈ [0, T ],
‖(ρ(t), u(t), E˜(t), b˜(t))‖
HN∩HN1Ω
. ǫ0 + ǫ
3/2
1 . (4.1)
We prove Proposition 4.1 in several steps. We start by switching to new unknowns which
respect better the quasilinear nature of our system, Proposition 4.3 recasts the main system (1.5)-
(1.6) as a quasilinear system and allows us to obtain suitable bounds on the energy increment
(see Proposition 4.4). We then bound these increments in Lemmas 4.5 and 4.6.
We often use the bounds in Proposition 4.2 below. These bounds follow from (2.16), Lemma
3.11, Lemma 6.2, and Corollary 6.3.
Proposition 4.2. Let (Ue, Ub), (Ve, Vb) be defined as in (2.4), and assume that the hypothesis
of Proposition 2.2 holds. Then, for σ ∈ {e, b}, k ∈ Z, and t ∈ [0, T ],
‖Uσ(t)‖HN0∩HN1Ω . ǫ1, (4.2)
sup
|µ|≤(1+t)2−D
∑
a≤N1/2
‖e−iµΛσPkΩaUσ(t)‖L∞ . ǫ1(1 + t)−1+21δ , (4.3)
∥∥P≤k(∂t + iΛσ)Uσ(t)∥∥HN0 + ∑
a≤N1
∥∥P≤kΩa(∂t + iΛσ)Uσ(t)∥∥L2 . ǫ212k+(1 + t)−1+22δ. (4.4)
Moreover, for 0 ≤ a ≤ N1/2 we can decompose Ωa(∂t + iΛσ)Uσ(t) = G2(t) +G∞(t) such that
sup
|µ|≤(1+t)1−δ/4
‖e−iµΛσPkG∞(t)‖L∞ . ǫ21(1 + t)−2+50δ ,
‖PkG2(t)‖L2 . ǫ21(1 + t)−3/2+60δ .
(4.5)
4.1. Quasilinear variables. We now introduce the Hodge decomposition
P = |∇|−1div, Q = |∇|−1curl, Rj = ∂j|∇|−1, Id = −RjP+ ∈jk RkQ,
A = Pu, C = PE˜, B = Qu, D = QE˜,
where we use the standard convention that repeated indices are summed. We define the nonlinear
dispersion relation
Σe :=
√
(1 + ρ)(1 + h′(ρ)|ζ|2), (4.6)
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and the new unknowns
Ue := T√1+ρA− iTΣeT1/√1+ρC, Ub := ΛbB − iD. (4.7)
Recall also (2.4)
Ue = A− iΛeC, Ub = ΛbB − iD, Λe =
√
1 + d|∇|2, Λb =
√
1 + |∇|2.
In particular Ub = Ub and the main unknowns (A,B,C,D) can be recovered by
2A =
[
Ue + Ue
]
, 2C = iΛ−1e
[
Ue − Ue
]
,
2B = Λ−1b
[
Ub + Ub
]
, 2D = i
[
Ub − Ub
]
,
ρ = −|∇|C, uj = −RjA+ ∈jk RkB.
(4.8)
With the notation in subsection 3.2, see in particular (3.8) and Lemmas 3.4 and 3.5, and
using also the bounds (4.2)–(4.3) on Ue, we have
sup
a≤N1
∥∥Ωax,ζ[Σe(x, ζ)− Λe(ζ)]∥∥L21 . ǫ1,
sup
a≤N1/2
∥∥Ωax,ζ[Σe(x, ζ)− Λe(ζ)]∥∥L∞1 . ǫ1(1 + t)−99/100. (4.9)
We derive now the main system for the quasilinear variables Ue and Ub. The main point of
this derivation is to write the quadratic components of the nonlinearities as sums of (1) strongly
semilinear terms, which gain one derivative relative to the main variables, and (2) nonresonant
terms, for which the corresponding phases do not vanish so we can later estimate them using
normal forms. More precisely:
Proposition 4.3. With the definitions above and the assumptions of Proposition 4.1 we have∥∥Ue−Ue∥∥HN0∩HN1Ω . ǫ21(1+ t)−99/100, supa≤N1/2 ∥∥Ωa[Ue−Ue]∥∥W 100,∞ . ǫ21(1+ t)−99/50. (4.10)
The variables Ue and Ub satisfy the equations
(∂t + iTΣe + iTu·ζ)Ue = SSe +Ne + Ce,
(∂t + iΛb)Ub = SSb +Nb + Cb, (4.11)
where
• Ne, Nb are quadratic semilinear nonresonant terms, i.e. linear combinations of operators
of the form
Nσ =
∑
µ,ν
Nσµν [Uµ, Uν ], F
{
Nσµν [f, g]
}
(ξ) =
1
4π2
∫
R2
nσµν(ξ, η)f̂ (ξ − η)ĝ(η) dη, (4.12)
where the symbols nσµν of the bilinear operators Nσµν satisfy
nσµν ≡ 0 unless σ = e or ν ∈ {e,−e} (4.13)
and, with naσµν := (Ωξ +Ωη)
anσµν and recalling (3.5),
sup
a≤N1
[‖naσµν‖S∞kk1k2 + 2k2‖(∂ξ + ∂η)naσµν‖S∞kk1k2 ] . (1 + 23k1)1{k2≥max(k1,0)+D/2}; (4.14)
• Ce, Cb are higher order semilinear terms satisfying
‖Ce‖HN0∩HN1Ω + ‖Cb‖HN0∩HN1Ω . ǫ
3
1(1 + t)
−9/5; (4.15)
THE EULER–MAXWELL SYSTEM FOR ELECTRONS: GLOBAL SOLUTIONS IN 2D 21
• SSe, SSb are quadratic strongly semilinear terms, i.e. linear combinations of operators
smoothing of order 1, namely
SSσ =
∑
µ,ν
SSσµν [Uµ, Uν ], F
{
SSσµν [f, g]
}
(ξ) =
1
4π2
∫
R2
ssσµν(ξ, η)f̂ (ξ − η)ĝ(η) dη, (4.16)
where, with ssaσµν := (Ωξ +Ωη)
assσµν,
sup
a≤N1
‖ssaσµν‖S∞kk1k2 . 2
−max(k,k1,k2,0)(1 + 24min(k,k1,k2)), (4.17)
Proof. We remark first that (4.12)–(4.14) guarantee that the modulation |Φσµν(ξ, η)| is bounded
from below in the support of the multiplier nσµν , due to Lemma 8.1.
The bounds in (4.10) follows easily from Lemma 3.5 and (4.2)–(4.3). To prove (4.11), using
Lemma 3.6 and (2.3) we observe that
h(ρ) = Th′(ρ)ρ+ κH(ρ, ρ)/2 + E3(ρ), ‖(1−∆)E3(ρ)‖HN0∩HN1Ω . ǫ
3
1(1 + t)
−9/5.
We apply P to the first equation in (1.9), so
∂tA− |∇|
[− Th′(ρ)|∇|C + κH(ρ, ρ)/2 + E3(ρ)]+ C = |∇|[Tujuj +H(uj , uj)/2]
= −|∇|TujRjA+ ∈jk |∇|TujRkB + |∇|H(uj , uj)/2.
Therefore
∂tA+T1+h′(ρ)|ζ|2C + iTu·ζA = SS1e +N 1e + C1e ,
SS1e := |∇|H(uj , uj)/2 + κ|∇|H(ρ, ρ)/2,
N 1e := κ(Tρ|ζ|2 − |∇|Tρ|∇|)C − [|∇|, Tuj ]RjA+
(
iTu·ζA− |∇|TujRjA
)
+ ∈jk |∇|TujRkB,
C1e := (Th2(ρ)|ζ|2 − |∇|Th2(ρ)|∇|)C + |∇|E3(ρ).
Using the second equation in (1.9) we obtain
∂tC = P [(1 + ρ)u] = T1+ρA+ [Rj , Tρ]uj −RjTuj |∇|C +RjH(ρ, uj),
which we rewrite as
∂tC − T1+ρA+ iTu·ζC = SS2e +N 2e
SS2e := RjH(ρ, uj),
N 2e :=
[
iTu·ζC −RjTuj |∇|C
]
+ [Rj , Tρ]uj .
Therefore we obtain the system
(∂t + iTu·ζ)A+ T1+h′(ρ)|ζ|2C = SS1e +N 1e + C1e ,
(∂t + iTu·ζ)C − T1+ρA = SS2e +N 2e .
Using (4.7), this leads to
(∂t + iTΣe + iTu·ζ)Ue = i[Tu·ζ , T√1+ρ]A+ i(TΣeT√1+ρ − TΣeT1/√1+ρT1+ρ)A
+ T∂t
√
1+ρA+ T
√
1+ρ(SS1e +N 1e + C1e )
+ [Tu·ζ , TΣeT1/√1+ρ]C + (TΣeTΣeT1/√1+ρ − T√1+ρT1+h′(ρ)|ζ|2)C
− i[∂t, TΣeT1/√1+ρ]C − iTΣeT1/√1+ρ(SS2e +N 2e ).
(4.18)
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To see that the right-hand side of (4.18) has the required form we expand
Σe = Λe
[
1 + ρ(1 +
κ|ζ|2
1 + d|ζ|2 ) + (h2(ρ)(1 + ρ) + κρ
2)
|ζ|2
1 + d|ζ|2
]1/2
= Λe +Σ
≥1
e ,
Σ≥1e := Σ
1
e +Σ
≥2
e , Σ
1
e = ρΛ
1
e =
ρ
2
[√
1 + d|ζ|2 + κ|ζ|
2√
1 + d|ζ|2
]
.
(4.19)
where Σ1e is a symbol of order 1 depending linearly on ρ, and Σ
≥2
e is a symbol of order 1 depending
at least quadratically on ρ.
Recall that ∂tρ = −|∇|A− |∇|P (ρu). With E(a, b) = TaTb − Tab as in Lemma 3.4, we define
Qe := T−|∇|A/2A+N 1e + [Tu·ζ ,Λe]C
+ d[Tρ|ζ|2 −
1
2
(|∇|2Tρ + Tρ|∇|2)]C + [E(Σ1e,Λe) + E(Λe,Σ1e)]C
− i
2
(TΛe(ζ)(−|∇|A) + κTΛe(ζ)−1|ζ|2(−|∇|A) − ΛeT−|∇|A)C − iΛeN 2e ,
SSe := SS1e − iΛeSS2e + P≤DQe,
Ne := P≥D+1Qe,
and
Ce := i[Tu·ζ , T√1+ρ]A+ i(TΣeT√1+ρ − TΣeT1/√1+ρT1+ρ)A,
+ T∂t
√
1+ρ+|∇|A/2A+ T√1+ρ−1(SS1e +N 1e ) + T√1+ρC1e
+ [Tu·ζ , TΣ≥1e T1/
√
1+ρ + TΛeT1/
√
1+ρ−1]C
+ [TΣ2eT1/
√
1+ρ − T√1+ρT1+h′(ρ)|ζ|2 − d(Tρ|ζ|2 −
1
2
(|∇|2Tρ + Tρ|∇|2))]C
+ [E(Σ≥1e ,Σ
≥1
e ) + E(Λe,Σ
≥2
e ) + E(Σ
≥2
e ,Λe) + E(Σe,Σe)T1/
√
1+ρ−1]C
− i
(
[∂t, TΣeT1/
√
1+ρ]−
1
2
(TΛe(ζ)(−|∇|A) + κTΛe(ζ)−1|ζ|2(−|∇|A) − ΛeT−|∇|A)
)
C
− iT
Σ≥1e
(SS2e +N 2e )− iTΣeT1/√1+ρ−1(SS2e +N 2e ).
It is easy to see that Qe is a quadratic term in ρ,A,C, uj , B that does not lose derivatives;
in view of (4.8) this can be written as a sum of bilinear operators in terms of Ue, Ue, Ub, Ub.
Moreover, all the interactions are between high and low frequencies, due to presence of the
paradifferential operators. These interactions are automatically nonresonant when σ = e. The
desired conclusions on the quadratic terms SSe and Ne follow.
The term Ce contains cubic and higher order terms that do not lose derivatives. The desired
bound in (4.15) follows using Lemmas 3.4–3.6 and the bounds (4.2)–(4.3).
We now turn to magnetic variables. Applying Q to (1.9), we obtain
∂tB +D = 0,
∂tD +∆B −B = Q(ρu) = QTρu+QH(ρ, u) +QTuρ.
Therefore, recalling that Ub = ΛbB − iD and uk = −RkA+ ∈kn RnB,
(∂t + iΛb)Ub = (−i)[QTρu+QH(ρ, u) +QTuρ] = SSb +Nb,
SSb : = iP≤D(∈jk RjTρRkA− ∈jk RjTukρ) + iRjTρRjB − i ∈jk RjH(ρ, uk),
Nb : = iP≥D+1(∈jk RjTρRkA− ∈jk RjTukρ).
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We notice that B = Λ−1b [Ub + U b] gains a derivative, and the terms RjTρRkA and RjTukρ are
nonresonant when restricted to high frequencies and σ = b. The desired conclusion follows. 
As a consequence, we can obtain our first high order energy estimates. Let 〈∇〉 := (1−∆)1/2,
O0 := 〈∇〉N0 , and Op := Ωp for p ∈ {1, . . . , N1}. For σ ∈ {e, b} and p ∈ {0, . . . , N1} let
W pσ := O
pUσ. (4.20)
Proposition 4.4. We define the energy functional
E(t) := (1/2)
∑
σ∈{e,b}, p∈{0,...,N1}
‖W pσ (t)‖2L2 . (4.21)
Under the hypothesis of Proposition 4.1, we have
‖(ρ, u, E˜, b˜)(t)‖2
HN0∩HN1Ω
. E(t) + ε31, E(t) . ‖(ρ, u, E˜, b˜)(t)‖2HN0∩HN1Ω + ε
3
1, (4.22)
and
∂tE = BSS + BNR + Bhot, |Bhot(t)| . ε31(1 + t)−3/2. (4.23)
Here the strongly semilinear increment is
BSS :=
∑
σ∈{e,b}
∑
p∈{0,...,N1}
ℜ〈OpSSσ,W pσ 〉+
∑
p∈{0,...,N1}
ℜ〈i[TΣ1e+u·ζ , Op]Ue, P≤DW pe 〉, (4.24)
and the nonresonant increment is
BNR :=
∑
σ∈{e,b}
∑
p∈{0,...,N1}
ℜ〈OpNσ,W pσ 〉+
∑
p∈{0,...,N1}
ℜ〈i[TΣ1e+u·ζ , Op]Ue, P≥D+1W pe 〉. (4.25)
Moreover, for p ∈ {0, . . . , N1},
(∂t + iTΣe + iTu·ζ)W
p
e = Q
p
e, (∂t + iΛb)W
p
b = Q
p
b ,
‖W pe (t)‖L2 + ‖W pb (t)‖L2 . ǫ1, ‖Qpe(t)‖L2 + ‖Qpb(t)‖L2 . ǫ21(1 + t)−9/10.
(4.26)
Proof. In view of (4.8), ‖(ρ, u, E˜, b˜)‖
HN0∩HN1Ω
≈ ‖(Ue, Ub)‖HN0∩HN1Ω , and (4.22) follows using
also (4.10). For the remaining claims, we start from the equations (4.11) and write
(∂t + iTΣe + iTu·ζ)W
p
e = Q
p
e := O
p(SSe +Ne + Ce) + i[TΣe+u·ζ , Op]Ue,
(∂t + iΛb)W
p
b = Q
p
b := O
p(SSb +Nb + Cb),
(4.27)
The bounds in the second line of (4.26) follow from (4.2)–(4.3) and Proposition 4.3. To prove
(4.23) we start by writing
∂t{(1/2)‖W pσ (t)‖2L2} = ℜ〈∂tW pσ (t),W pσ (t)〉.
Since the operators TΣ, Tu·ζ , and Λb are self-adjoint, see Lemma 3.5 (i), we have
ℜ〈iTΣeW pe (t),W pe (t)〉 = ℜ〈iTu·ζW pe (t),W pe (t)〉 = ℜ〈iΛbW pb (t),W pb (t)〉 = 0.
Then we recall (4.19), (4.2)–(4.3), and (4.10). Therefore [T
Σ≥2e
, Op]Ue and [TΣ1e+u·ζ , Op](Ue−Ue)
are cubic and higher order terms which do not lose derivatives,∥∥[T
Σ≥2e
, Op]Ue
∥∥
L2
+
∥∥[TΣ1e+u·ζ , Op](Ue − Ue)∥∥L2 . ǫ31(1 + t)−3/2.
The desired decomposition follows. 
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4.2. Proof of Proposition 4.1. In view of (4.22), it suffices to prove that |E(t) − E(0)| . ǫ31
for any t ∈ [0, T ]. Using (4.23), it suffices to prove that∣∣∣ ∫ t
0
[BNR(s) + BSS(s) + Bhot(s)] ds
∣∣∣ . ǫ31
Since |Bhot(s)| . ǫ31(1+s)−3/2, the contribution of this term can be easily bounded. We consider
the other two terms. Given t ∈ [0, T0], we fix a suitable decomposition of the function 1[0,t], i.e.
we fix functions q0, . . . , qL+1 : R→ [0, 1], |L− log2(2 + t)| ≤ 2, with the properties
supp q0 ⊆ [0, 2], supp qL+1 ⊆ [t− 2, t], supp qm ⊆ [2m−1, 2m+1],
L+1∑
m=0
qm(s) = 1[0,t](s), qm ∈ C1(R) and
∫ t
0
|q′m(s)| ds . 1 for m = 1, . . . , L.
(4.28)
Using Proposition 4.4, it suffices to prove the following two results uniformly in m ≥ 0:
Lemma 4.5. Under the hypothesis of Proposition 4.1, we have∣∣∣ ∫ t
0
qm(s)BNR(s)ds
∣∣∣ . ǫ312−δ2m. (4.29)
Lemma 4.6. Under the hypothesis of Proposition 4.1, we have∣∣∣ ∫ t
0
qm(s)BSS(s)ds
∣∣∣ . ǫ312−δ2m. (4.30)
We prove these two lemmas in subsection 4.3 and section 5 below. For Lemma 4.5 we exploit
the nonresonant condition and use normal forms: we integrate by parts in time, use again the
equations (4.11), and symmetrize. As a result, the space-time integral in (4.29) can be bounded
by a quartic expression, and then estimated using Proposition 4.2.
The proof of Lemma 4.6 is more difficult. Normal form transformations are not possible
in this case, due to the vanishing of the resulting denominators on a large set (this is the
”division problem” discussed in the introduction). To prove Lemma 4.6 we combine a partial
normal norm transformation, to bound the contribution of sufficiently large modulations, and a
crucial L2 estimate on a localized Fourier integral operator, to bound the contribution of small
modulations. This L2 estimate is proved in Lemma 5.1 and depends on the nondegeneracy
property of the resonant set (1.17).
4.3. Proof of Lemma 4.5. We consider the terms in (4.25) individually, and use also (4.12).
Let n : R2 → R2 denote symbols satisfying bounds similar to (4.14),
‖n‖S∞kk1k2 + 2
k2‖(∂ξ + ∂η)n‖S∞kk1k2 . (1 + 2
4k1)1{k2≥max(k1,0)+D/2}, (4.31)
for any k, k1, k2 ∈ Z. In particular n(ξ, η) = 0 unless |η| ≫ 1 + |ξ − η|. Let
I[f, g, h] := 〈N [f, g], h〉 = C
∫∫
R2×R2
n(ξ, η)f̂(ξ − η)ĝ(η)ĥ(ξ)dηdξ. (4.32)
For (4.29) it suffices to prove that∣∣∣ ∫ t
0
qm(s)I[Ωp1Uµ(s), 〈∇〉ιΩp2Uν(s),W pσ (s)] ds
∣∣∣ . ǫ312−δ2m, (4.33)
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provided that, as in (4.13), either σ = e or ν = ±e, and
either p ∈ [1, N1], p1, p2 ∈ [0, N1], p1 + p2 ≤ p, ι ∈ {0, 1}, ι+ p2 ≤ p;
or p = p1 = p2 = 0, ι = N0.
Notice that we replaced Uν with Uν in passing from (4.29) to (4.33) (with the same convention
as before, U−σ = Uσ, W−σ =Wσ, σ ∈ {e, b}) which is acceptable due to (4.10). In proving (4.33)
we may also assume that m ∈ [10, L], since qL+1 is supported in an interval of length . 1.
To prove (4.33) we integrate by parts in s. We start from the observation that
0 =
∫
R
d
ds
{
qm(s)I˜[Ωp1Uµ(s), 〈∇〉ιΩp2Uν(s),W pσ (s)]
}
ds,
I˜[f, g, h] :=
∫∫
R2×R2
n(ξ, η)
iΦσµν(ξ, η)
f̂(ξ − η)ĝ(η)ĥ(ξ)dηdξ.
This gives
−
∫
R
∫∫
R2×R2
qm(s)I[Ωp1Uµ(s), 〈∇〉ιΩp2Uν(s),W pσ (s)]ds
=
∫
R
q′m(s)J1(s) +
∫
R
qm(s)J2(s) ds+
∫
R
qm(s)J3(s) ds,
where
J1 := I˜[Ωp1Uµ, 〈∇〉ιΩp2Uν(s),W pσ ],
J2 := I˜[(∂s + iΛµ)Ωp1Uµ, 〈∇〉ιΩp2Uν ,W pσ ],
J3 := I˜[Ωp1Uµ, (∂s + iΛν)〈∇〉ιΩp2Uν ,W pσ ] + I˜[Ωp1Uµ, 〈∇〉ιΩp2Uν , (∂s + iΛσ)W pσ ].
(4.34)
For (4.33) it remains to show that for any s ∈ Im = supp(qm),
|J1(s)|+ 2m|J2(s)|+ 2m|J3(s)| . ǫ312−δm. (4.35)
The main observation is that the function Φσµν(ξ, η) does not vanish in the support of n.
More precisely, since |Φσµν(ξ, η)| & (1 + |ξ − η|)−1, see (8.5), we have∥∥∥ n(ξ, η)
Φσµν(ξ, η)
∥∥∥
S∞kk1k2
. (1 + 220k1)1{k2≥max(k1,0)+D/2}, (4.36)
as a consequence of Lemma 3.3 (with f(α, β) = [Φσµν(α,α − β)]−1) and (4.31). Moreover, if
ν 6= σ then the stronger lower bound |Φσµν(ξ, η)| & 1 + |ξ|+ |η| holds, and therefore∥∥∥ n(ξ, η)
Φσµν(ξ, η)
∥∥∥
S∞kk1k2
. (1 + 220k1)2−k21{k2≥max(k1,0)+D/2}. (4.37)
To prove the bounds on |J1(s)| and |J2(s)| in (4.35) we use Lemma 3.2. If p1 ≤ N1/2 then
|J1| .
∑
k,k1,k2∈Z
∥∥∥ n(ξ, η)
Φσµν(ξ, η)
∥∥∥
S∞kk1k2
‖Pk1Ωp1Uµ‖L∞‖Pk2〈∇〉ιΩp2Uν‖L2‖PkW pσ‖L2
.
∑
k2≥max(k1,0)+D/2, |k2−k|≤10
220max(k1,0)‖Pk1Ωp1Uµ‖L∞‖Pk2Uν‖HN0∩HN1Ω ‖PkUσ‖HN0∩HN1Ω
. ǫ312
−m/2,
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where we used (4.36), (4.2)–(4.3), and (4.10). A similar estimate gives the bound |J2(s)| .
ǫ412
−3m/2 if p1 ≤ N1/2, because, as a consequence of (4.4)–(4.5),∑
k1∈Z
220max(k1,0)‖Pk1(∂s + iΛµ)Ωp1Uµ(s)‖L∞ . ǫ212−3m/2.
Moreover, the case p1 ≥ N1/2 (therefore p2 ≤ N1/2) is similar by estimating Ωp1Uµ and (∂s +
iΛµ)Ω
p1Uµ in L
2, and estimating 〈∇〉ιΩp2Uν in L∞. Thus |J1(s)|+2m|J2(s)| . ǫ312−δm as desired.
Some more care is needed for the bound on |J3(s)| in (4.35) because of the possible loss of
derivatives. It follows from (4.26) that, for q ∈ {0, . . . , N1},
(∂s + iΛe)W
q
e = Q
q
e − iTΣ≥1e +u·ζW
q
e , (∂s + iΛe)W
q
b = Q
q
b . (4.38)
Using also (4.9) and (3.10), it follows that
‖〈∇〉−1(∂s + iΛµ)W qµ‖L2 . ǫ21(1 + t)−9/10, for µ ∈ {e, b,−e,−b}, q ∈ {0, . . . , N1}. (4.39)
Moreover, for q ∈ [0, N1/2],
‖(∂s + iΛµ)ΩqUµ‖L∞ . ǫ21(1 + t)−9/5, for µ ∈ {e, b,−e,−b}, (4.40)
as a consequence of Proposition 4.3 and Lemma 3.2. The desired bound on |J3(s)| follows by
the same L2×L2×L∞ argument as before if ν 6= σ, using the stronger bound (4.37) instead of
(4.36) to recover the derivative loss.
Finally, assume that ν = σ = e (one cannot have ν = σ = b in this lemma, due to (4.13)). We
may also assume that p1 = 0 and 〈∇〉ιΩp2Uν = W pe , since in the other cases the derivative loss
can be recovered (notice that ‖〈∇〉2ΩqUν‖L2 . ǫ1 if q ≤ N1−1, due to (4.2) and the assumption
N0 ≥ 2N1). Also, the contribution of Qpe when applying (4.38) does not lose derivatives, due to
(4.26). For (4.35) it remains to prove that∣∣I˜[Uµ, iTΣ≥1e +u·ζW pe ,W pe ] + I˜[Uµ,W pe , iTΣ≥1e +u·ζW pe ]∣∣ . ǫ312−m−δm. (4.41)
We start with the contribution of Tu·ζ and compute, for k1, k2, k ∈ Z,
Ikk1k2 := I˜[Pk1Uµ, iPk2Tu·ζW pe , PkW pe ] + I˜[Pk1Uµ, Pk2W pe , iPkTu·ζW pe ]
= C
∫
R6
P̂ ′k2W
p
e (η)P̂ ′kW
p
e (ξ)P̂ ′k1Uµ(ξ − η − θ)ûj(θ)m1j(ξ, η, θ) dηdξdθ,
(4.42)
m1j (ξ, η, θ) :=
nkk1k2(ξ, η + θ)
Φ(ξ, η + θ)
χ(
θ
|2η + θ|)
(2η + θ)j
2
− nkk1k2(ξ − θ, η)
Φ(ξ − θ, η) χ(
θ
|2ξ − θ|)
(2ξ − θ)j
2
=
(ξ + η)j
2
[nkk1k2(ξ, η + θ)
Φ(ξ, η + θ)
χ(
θ
|2η + θ|)−
nkk1k2(ξ − θ, η)
Φ(ξ − θ, η) χ(
θ
|2ξ − θ|)
]
− (ξ − η − θ)j
2
[nkk1k2(ξ, η + θ)
Φ(ξ, η + θ)
χ(
θ
|2η + θ|) +
nkk1k2(ξ − θ, η)
Φ(ξ − θ, η) χ(
θ
|2ξ − θ|)
]
,
where nkk1k2(ξ, η) := n(ξ, η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η) and, for simplicity of notation Φ := Φeµe+
and P ′l := P[l−4,l+4]. We observe that
1
Φ(ξ, η + θ)
− 1
Φ(ξ − θ, η) =
Λe(ξ − θ)− Λe(ξ) + Λe(η + θ)− Λe(η)
Φ(ξ, η + θ)Φ(ξ − θ, η)
= C
∫ 1
0
∫ 1
0 θj(ξ − η − θ)l(∂j∂lΛe)(η + xθ + y(ξ − η − θ)) dxdy
Φ(ξ, η + θ)Φ(ξ − θ, η) .
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We have a similar identity for nkk1k2(ξ, η + θ)− nkk1k2(ξ − θ, η), which gains one factor of 2k2 ,
due to (4.31). Combining these identities with (4.36) we recover the derivative loss, i.e.∥∥F−1{m1j (ξ, η, θ)ϕk3(θ)}∥∥L1(R6) . (1 + 2k1)50(1 + 2k3)10.
Therefore, using Lemma 3.2,
|Ikk1k2 | .
∑
k3≤k2−100
‖P ′k2W pe ‖L2‖P ′kW pe ‖L2‖P ′k1Uµ‖L∞‖P ′k3uj‖L∞ · (1 + 2k1)50(1 + 2k3)10.
The desired conclusion follows by summing over k, k1, k2 with |k−k2| ≤ 10, k2 ≥ max(k1, 0)+100.
The contribution of T
Σ≥1e
in (4.41) can be bounded in a similar way. We first decompose
Σ≥1e = a(1) + a(0),
a(1)(x, ζ) :=
√
1 + d|ζ|2
∑
n≥1
dn
(F (x)|ζ|2
1 + d|ζ|2
)n
, F := (d+ κ)ρ+ κρ2 + h2(ρ)(1 + ρ),
compare with (4.19). Here a(0) is a symbol of order 0, whose contribution can be estimated
directly without using symmetrization, and dn are the coefficients in the Taylor expansion of√
1 + x− 1 around 0. Due to (4.2)–(4.3), we notice that F satisfies the same L∞ bounds as uj ,∑
l∈Z
220max(l,0)‖PlF‖L∞ . ǫ1(1 + t)−9/10.
The same symmetrization argument as in (4.42), shows that the contribution of Ta(1) can be
bounded as claimed in (4.41). This completes the proof of Lemma 4.5.
5. Energy estimates, II: strongly semilinear terms
We now turn to the proof of Lemma 4.6. The idea is to first use the strongly semilinear
nature to restrict to frequencies that are not too large. Then we use the main L2 bound in
Lemma 5.1 below to control the contribution of small modulations, and a partial normal form
transformation to control the larger modulations.
5.1. The main L2 lemma. Assume Φ = Φσµν is as in (2.7), for some choice of σ, µ, ν ∈ P.
Lemma 5.1. Assume that T is given by
Tf(ξ) :=
∫
R2
eisΦ(ξ,η)a(ξ, η)ϕ(2λΦ(ξ, η))f(η)dη,
with 2m − 1 ≤ |s| ≤ 2m+1, m ∈ Z+, and
5m/6 ≤ λ ≤ m(1− δ1),
where δ1 := 10
−4. We assume that the function a is supported in the set B(0, 2k) × B(0, 2k),
where k ≥ 0 is an integer, and satisfies the symbol-type estimates
sup
ξ,η∈R2
∣∣Dαξ,ηa(ξ, η)∣∣ .α 2|α|m/2. (5.1)
Then ∥∥Tf∥∥
L2
. 212k2−1.004λ‖f‖L2 . (5.2)
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The rest of this subsection is concerned with the proof of Lemma 5.1. We may assume that
λ ≥ 12k +D. Let
R := 2−17λ/242. (5.3)
and fix a smooth function χ : R2 → [0, 1], supported in B(0, 2) and satisfying∑
i∈Z2
χ(x− i) = 1 for any x ∈ R2.
For j ∈ Z2 let
vj :=
R
2D
j, χj(x) := χ
(2D
R
x− j
)
= χ
(2D
R
(x− vj)
)
.
We decompose
T =
∑
(i,j)∈Z2×Z2
Tij ,
Tijf(ξ) :=
∫
R2
eisΦ(ξ,η)a(ξ, η)ϕ(2λΦ(ξ, η))f(η)χi(ξ)χj(η)dη.
(5.4)
Our analysis of the operator T is based on the size of the smooth function Υ : R2 × R2 → R,
Υ(ξ, η) = ∇2ξ,ηΦ(ξ, η)
[
∇⊥ξ Φ(ξ, η),∇⊥η Φ(ξ, η)
]
. (5.5)
Using the formula (8.35) it is easy to see that
sup
ξ,η∈R2,|α|≥0
∣∣Dαξ,ηΥ(ξ, η)∣∣ .α 1. (5.6)
Let
V 1 := {(i, j) ∈ Z2 × Z2 : Υ(vi, vj) < 2DR}, T 1 :=
∑
(i,j)∈V 1
Tij ,
V 2 := {(i, j) ∈ Z2 × Z2 : Υ(vi, vj) ≥ 2DR}.
(5.7)
We show in Lemma 5.2 and Lemma 5.3 below that∥∥T 1∥∥
L2→L2 . 2
12k2−λR1/17 and sup
(i,j)∈V 2
∥∥Tij∥∥L2→L2 . 2−5λ/4R−3/2.
Assuming these bounds it follows that
‖Tf‖2L2 . ‖T 1f‖2L2 +
∑
i∈Z2
∥∥∥ ∑
j∈Z2, (i,j)∈V 2
Tijf
∥∥∥2
L2
. (212k2−λR1/17)2‖f‖2L2 + (22kR−2)22−5λ/2R−3‖f‖2L2
. ‖f‖2L2
[
224k2−2λR2/17 + 24k2−5λ/2R−7
]
.
The desired conclusion (5.2) follows, using the definition R = 2−17λ/242, see (5.3).
Lemma 5.2. With the definition above,∥∥T 1∥∥
L2→L2 . 2
12k2−λR1/17.
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Proof. We use Schur’s test (see Lemma 3.9). Notice that, using the definitions and (5.6),
|T 1f(ξ)| .
∫
R2
L(ξ, η)|f(η)|dη,
L(ξ, η) := |a(ξ, η)|ϕ(2λΦ(ξ, η))ϕ((2D+2R)−1Υ(ξ, η)).
We apply Proposition 8.8 with ǫ ≈ 2k2−λ, ǫ′ ≈ 23kR. With E′1 as in Proposition 8.8, we have
sup
ξ
∫
R2
1E′1(ξ, η)L(ξ, η) dη . 2
14kR1/82−λλ, sup
η
∫
R2
1E′1(ξ, η)L(ξ, η) dξ . 2
8k2−λλ.
Therefore, using Schur’s test,
‖T 11 f‖L2 . 212kR1/172−λ, T 11 f(ξ) :=
∫
R2
1E′1(ξ, η)L(ξ, η)|f(η)|dη.
The contribution of the set E′2 can be estimated in a similar way, and the conclusion of the
lemma follows using also (8.7). 
Lemma 5.3. With the definitions above, for any (i, j) ∈ V 2,∥∥Tij∥∥L2→L2 . 2−5λ/4R−3/2.
Proof. Since Tij and T
∗
ij obey similar estimates, using (5.5) and (8.7), we may assume without
loss of generality that∣∣∇ξΦ(vi, vj)∣∣ & 1, ∣∣∇ηΦ(vi, vj)∣∣ ≈ ρ & R, ∣∣Υ(vi, vj)∣∣ & R. (5.8)
In view of (5.6) and the definitions, we see that these inequalities remain true for all points
(ξ, η) in the support of the operator Tij .
We compute
(TijT
∗
ij)f(ξ) =
∫
R2
Kij(ξ, ξ
′)f(ξ′)dξ′,
Kij(ξ, ξ
′) : = χi(ξ)χi(ξ′)
∫
R2
eis[Φ(ξ,η)−Φ(ξ
′,η)]a(ξ, η)a(ξ′, η)ϕ(2λΦ(ξ, η))ϕ(2λΦ(ξ′, η))χ2j (η)dη.
Using Schur’s test, it suffices to show that
sup
ξ
∫
R2
|Kij(ξ, ξ′)|dξ′ + sup
ξ′
∫
R2
|Kij(ξ, ξ′)|dξ . 2−5λ/2R−3. (5.9)
By symmetry, it suffices to bound the first term.
We fix ξ ∈ B(vi, 4R/2D) and consider an additional partition of the η-space into small balls
of radius ≈ 2−λ/2, centered at the points in the lattice 2−λ/2Z2. Recalling that ∣∣∇ηΦ(ξ, η)∣∣ & R
for all η ∈ B(vj , 4R/2D), it is easy to see at most ≈ 2λ/2R of these small balls can interact with
the support of the integral defining Kij(ξ, ξ
′). It suffices to show that∫
R2
|Kη0(ξ, ξ′)|dξ′ . 2−3λR−4, (5.10)
for any choice of η0 ∈ B(vj, 4R/2D), where
Kη0(ξ, ξ
′) := χi(ξ′)
∫
R2
eis[Φ(ξ,η)−Φ(ξ
′,η)]a(ξ, η)a(ξ′, η)
ϕ(2λΦ(ξ, η))ϕ(2λΦ(ξ′, η))χ2j (η)χ(2
−λ/2(η − η0)) dη.
(5.11)
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We fix a point η′0 ∈ B(η0, 2−λ/2+2) with the property that Φ(ξ, η′0) ≤ 2−λ+2; if such a point
does not exist then Kη0 ≡ 0. We define two orthonormal basis, (e1, e2) and (V1, V2) such that
e1 =
∇ξΦ(ξ, η′0)
|∇ξΦ(ξ, η′0)|
, V1 =
∇ηΦ(ξ, η′0)
|∇ηΦ(ξ, η′0)|
and decompose
η − η′0 = η1V1 + η2V2, ξ′ − ξ = ω = ω1e1 + ω2e2.
Using the Taylor expansion, we see that if |Φ(ξ, η)| . 2−λ and |η − η0| . 2−λ/2 then
O(2−λ) = Φ(ξ, η) = Φ(ξ, η′0) + (η − η′0) · ∇ηΦ(ξ, η′0) +O(2−λ),
so that
η − η′0 = η1V1 + η2V2, |η1| . ρ−12−λ, |η2| ≤ 2−λ/2. (5.12)
We also define the numbers
b0 :=
∣∣∇2ξ,ηΦ(ξ, η′0)[e2, V2]∣∣ & ρ−1R≫ 2−λ/4, b1 := |∇ξΦ(ξ, η′0)| ≈ 1. (5.13)
We would like to describe now the essential support of the kernel Kη0(ξ, .), assuming that ξ
and η0 are fixed. We show first that
if |ω1| & 2−λ + ω22 then Kη0(ξ, ξ′) = 0. (5.14)
Indeed, assume that |ω1| ≥ 2D(2−λ+ω22) and |Φ(ξ, η)| . 2−λ for some η ∈ B(η0, 2−λ/2+2). Using
Taylor expansion and (5.12) we estimate
Φ(ξ′, η) = Φ(ξ, η) + (ξ′ − ξ) · ∇ξΦ(ξ, η) +O(|ξ′ − ξ|2)
= (ξ′ − ξ) · ∇ξΦ(ξ, η′0) +∇2ξ,ηΦ(ξ, η′0)[ξ′ − ξ, η − η′0] +O(2−λ + |ξ′ − ξ|2),
= b1ω1 + η2∇2ξ,ηΦ(ξ, η′0)[ξ′ − ξ, V2] +O(2−λ + ρ−12−λ(|ω1|+ |ω2|) + |ω1|2 + |ω2|2).
Therefore
|Φ(ξ′, η)| & |ω1| − C2−λ/2(|ω1|+ |ω2|)− Cω21 & |ω1|.
The desired conclusion (5.14) follows.
We show now that, for any integer Q ≥ 1,∣∣Kη0(ξ, ξ′)∣∣ .Q ρ−12−3λ/2[(1 + 2λ/2b0|ω2|)−Q + 2−Q(m−λ)]. (5.15)
Indeed, in view of (5.14), we may assume that
|ω1| . 2−λ + ω22, 2D2−λ/2b−10 ≤ |ω2| ≤ 4R/2D. (5.16)
We would like to integrate by parts in the formula (5.11), in the direction of the vector-field V2.
Letting Θ(η) = Θξ,ξ′(η) := Φ(ξ, η) − Φ(ξ′, η), we see that
V2(Θ) = ∇2ξ,ηΦ(ξ, η)[ξ′ − ξ, V2] +O(|ξ − ξ′|2)
= ω1∇2ξ,ηΦ(ξ, η)[e1, V2] + ω2∇2ξ,ηΦ(ξ, η)[e2, V2] +O(|ξ − ξ′|2)
= ω2
[
b0 +O(2
−λ/2)
]
+O(|ω1|+ |ω2|2).
(5.17)
Therefore, in the support of the integral Kη0(ξ, ξ
′),
2b0|ω2| ≥ |V2(Θ)| ≥ b0|ω2|/2. (5.18)
We would like to apply Lemma 3.7 with
K ≈ 2mb0|ω2| and ǫ ≈ min
(
2−m/2, 2−λb−10 |ω2|−1
)
,
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which would give the desired bound (5.15). For this we notice that, for any integer q ≥ 1,∣∣(V2 · ∇η)q{a(ξ, η)a(ξ′, η)χ2j (η)χ(2−λ/2(η − η0))}∣∣ . 2qm/2.
Moreover, using also (5.17), in the support of the integral,∣∣∣(V2 · ∇η){ϕ(2λΦ(ξ, η))}∣∣∣ . 2λ/2,∣∣∣(V2 · ∇η){ϕ(2λΦ(ξ′, η))}∣∣∣ . 2λb0|ω2|,
and, for any integer q ≥ 2, ∣∣∣(V2 · ∇η)q {ϕ(2λΦ(ξ, η))}∣∣∣ . 2qλ/2,∣∣∣(V2 · ∇η)q {ϕ(2λΦ(ξ′, η))}∣∣∣ . (2λb0|ω2|)q.
Lemma 3.7 applies to complete the proof of (5.15).
Given (5.14) and (5.15) (with Q sufficiently large depending on δ1), it follows that∫
R2
|Kη0(ξ, ξ′)|dξ′ . ρ−12−3λ/2 · b−10 2−λ/2 · b−20 2−λ . R−32−3λ,
which gives the desired bound (5.10). This completes the proof of the lemma. 
5.2. Proof of Lemma 4.6. The rest of this subsection is concerned with the proof of Lemma
4.6. We start with a lemma that connects our situation to the L2 estimates in Lemma 5.1.
Lemma 5.4. Assume that δ2 := 10
−3, m ≥ 0, s ∈ [2m − 1, 2m+1], and define
R̂[f, g](ξ) :=
∫
R2
a(ξ, η)eisΦ(ξ,η)ϕ(2(1−δ2/2)mΦ(ξ, η))f̂ (ξ − η)ĝ(η)dη. (5.19)
Assume that a satisfies the bounds (5.1) and k ≥ 0. Then∥∥R[P≤kf, P≤kg]∥∥L2 . 212k2−(1+δ2/2)m‖f‖Zb1∩HN1/2Ω ‖g‖L2 . (5.20)
Proof. Clearly we may assume 5k +D ≤ m, ‖g‖L2 = 1, and ‖f‖Zb1∩HN1/2Ω = 1. We decompose
f =
∑
(k1,j1)∈J
fj1,k1 =
∑
(k1,j1)∈J
P[k1−2,k1+2]Qj1k1f.
Using (3.34) and Lemma 5.1, if j1 ≤ m/2 then∥∥R[P≤kfj1,k1 , P≤kg]∥∥L2 . 2−δ2m/10212k2−(1+δ2/2)m‖g‖L2 . (5.21)
On the other hand, if j1 ≥ m/2 and k1 ≤ −m/10 then ‖f̂j1,k1‖L∞ . 2−21δk12−(j1+k1)/4 (see
(3.33)). Using (8.27), (8.49), and Schur’s lemma,∥∥R[P≤kfj1,k1 , P≤kg]∥∥L2 . 2k1/4210k2−m+δ2m‖f̂j1,k1‖L∞‖g‖L2 . 2−j1/100212k2−(1+δ2/2)m. (5.22)
Finally, if j1 ≥ m/2 and k1 ∈ [−m/10,m/5] then we further decompose, as in (3.29),
fj1,k1 =
∑
n1∈{0,...,j1+1}
fj1,k1,n1 , ̂fj1,k1,n1(ξ) := ϕ
[−j−1,0]
−n (Ψ
+
b (ξ))f̂j1,k1(ξ).
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Notice that ‖ ̂fj1,k1,n1‖L∞ . 221δj12−(j1−n1)/4, see (3.33). Using (8.27), (8.29), and Schur’s lemma,∥∥R[P≤kfj1,k1,n1 , P≤kg]∥∥L2 . 2n1/8210k2−m+δ2m‖ ̂fj1,k1,n1‖L∞‖g‖L2
. 2−j1/100212k2−(1+δ2/2)m.
(5.23)
The desired conclusion follows from (5.21)–(5.23). 
We prove now an estimate on certain trilinear integrals.
Lemma 5.5. Assume that δ2 = 10
−3, m ≥ 1, and f, g, h ∈ C1([2m−2, 2m+2] : L2) satisfy
‖f(s)‖
Zb1∩H
N1/2
Ω
+ 2(1−δ2/8)m‖(∂sf)(s)‖L2
+ ‖g(s)‖L2 + ‖h(s)‖L2 + 2(1−δ2/8)m
[‖(∂sg)(s)‖L2 + ‖(∂sh)(s)‖L2] . 1, (5.24)
for any s ∈ [2m−2, 2m+2]. Moreover, assume that
‖e−i(s+λ)Λµf(s)‖L∞ . 2−(1−δ2/8)m, ∂sf = F2 + F∞,
‖e−i(s+λ)ΛµPkF∞(s)‖L∞ . 2−2m+δ2m/4, ‖PkF2(s)‖L2 . 2−3m/2+δ2m/8,
(5.25)
for any λ ∈ R with |λ| ≤ 2m(1−δ2/10) and any k ∈ Z. Let
I[f, g, h] =
∫
R
n(s)
∫
R2×R2
a(ξ, η)eisΦ(ξ,η)f̂(ξ − η, s)ĝ(η, s)ĥ(ξ, s)dηdξds
where n is a C1 function supported in [2m−2, 2m+2],∫
R
|n′(s)| ds . 1, ‖F−1a‖L1(R4) . 1. (5.26)
Then, for any k, k1, k2 ∈ Z,∣∣I[Pk1f, Pk2g, Pkh]∣∣ . 212max(k,k1,k2,0)2−δ2m/8. (5.27)
Proof. Let k := max(k, k1, k2, 0). We may assume thatm ≥ D and f = Pk1f, g = Pk2g, h = Pkh.
We may also assume that a(ξ, η) = ϕ≤k(ξ)ϕ≤k(η); otherwise we write
a(ξ, η) =
∫
R2×R2
k(x, y)eix·ξeiy·η ,
where ‖k‖L1(R4) . 1, and notice that the complex exponentials eix·ξ and eiy·η can be combined
with the functions g and h, without affecting the hypothesis (5.24). We define
R̂τ [f, g](ξ) :=
∫
R2
a(ξ, η)eisΦ(ξ,η)ϕ[τ−,0]τ (Φ(ξ, η))f̂ (ξ − η)ĝ(η)dη,
where τ− := ⌊−(1−δ2/2)m⌋ ≤ τ ≤ 0. We use Lemma 5.4 to estimate the contribution of τ = τ−,∣∣∣∣∫
R
n(s)〈Rτ+ [f(s), g(s)], h(s)〉ds
∣∣∣∣ . 212max(k,k1,k2,0)2−δ2m/2.
For τ− < τ < 0, we integrate by parts in time to get the missing decay. We find that∫
R
n(s)〈Rτ [f(s), g(s)], h(s)〉ds = C(I + II + III + IV ),
where
I =
∫
R
n′(s)
∫
R4
a(ξ, η)eisΦ(ξ,η)
ϕτ (Φ(ξ, η))
Φ(ξ, η)
f̂(ξ − η, s)ĝ(η, s)ĥ(ξ, s)dηdξds,
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II =
∫
R
n(s)
∫
R4
a(ξ, η)eisΦ(ξ,η)
ϕτ (Φ(ξ, η))
Φ(ξ, η)
(∂sf̂)(ξ − η, s)ĝ(η, s)ĥ(ξ, s)dηdξds,
III =
∫
R
n(s)
∫
R4
a(ξ, η)eisΦ(ξ,η)
ϕτ (Φ(ξ, η))
Φ(ξ, η)
f̂(ξ − η, s)(∂sĝ)(η, s)ĥ(ξ, s)dηdξds,
IV =
∫
R
n(s)
∫
R4
a(ξ, η)eisΦ(ξ,η)
ϕτ (Φ(ξ, η))
Φ(ξ, η)
f̂(ξ − η, s)ĝ(η, s)(∂sĥ)(ξ, s)dηdξds.
Using the Fourier transform, we see that
ϕ0(2
−τΦ(ξ, η))
Φ(ξ, η)
= c2−τ · 2τ
∫
R
eiλΦ(ξ,η)P (2τλ)dλ, P = F(ϕ0(x)/x) ∈ S. (5.28)
Thus
I = c
∫
R2
n′(s)P (2τλ)
∫
R4
a(ξ, η)ei(s+λ)Φ(ξ,η) f̂(ξ − η, s)ĝ(η, s)ĥ(ξ, s) dηdξdsdλ,
III = c
∫
R2
n(s)P (2τλ)
∫
R4
a(ξ, η)ei(s+λ)Φ(ξ,η)f̂(ξ − η, s)(∂sĝ)(η, s)ĥ(ξ, s) dηdξdsdλ,
IV = c
∫
R2
n(s)P (2τλ)
∫
R4
a(ξ, η)ei(s+λ)Φ(ξ,η)f̂(ξ − η, s)ĝ(η, s)(∂sĥ)(ξ, s) dηdξdsdλ.
Using (5.24)–(5.26), and Lemma 3.2, we estimate∣∣I∣∣ . ∫
R
n′(s)|P (2τλ)| · ‖e−i(s+λ)Λµf(s)‖L∞‖g(s)‖L2‖h(s)‖L2dsdλ . 2−δ2m/4,∣∣III∣∣ . ∫
R
n(s)|P (2τλ)| · ‖e−i(s+λ)Λµf(s)‖L∞‖(∂sg)(s)‖L2‖h(s)‖L2dsdλ . 2−δ2m/4,∣∣IV ∣∣ . ∫
R
n(s)|P (2τλ)| · ‖e−i(s+λ)Λµf(s)‖L∞‖g(s)‖L2‖(∂sh)(s)‖L2dsdλ . 2−δ2m/4.
In these estimates we have also used 2τ & 2−m(1−δ2/2) and the fact that P has rapid decay.
To estimate |II| decompose ∂sf̂ = F̂2 + F̂∞ according to (5.25). The contribution of F̂∞
can be estimated in the same way as above, using (5.28) and ‖g(s)‖L2 + ‖h(s)‖L2 . 1. On the
other hand, the contribution of F̂2 can be estimated directly in the Fourier space in the integral
defining II, using Schur’s lemma and Proposition 8.8 (i).
The contribution R0 can be estimated in exactly the same way. This finishes the proof. 
We can now complete the proof of our main lemma.
Proof of Lemma 4.6. We examine the definition of SSσ and BSS in (4.16) and (4.24). It suffices
to prove that if W 1 = W p1±σ1 , W
2 = W p2±σ2 as in (4.20), σ1, σ2 ∈ {e, b}, p1, p2 ∈ [0, N1], f ∈{
ΩaUµ : µ ∈ {±e,±b}, a ≤ N1/2
}
, and m is a symbol that gains one derivative, i.e.
‖m‖S∞kk1k2 . 2
−max(k,k1,k2,0)(1 + 210min(k,k1,k2)), for any k, k1, k2 ∈ Z, (5.29)
then, for any m ≥ 0,∣∣∣ ∫
R
qm(s)
∫
R2×R2
m(ξ, η)Ŵ 2(ξ, s)Ŵ 1(η, s)f̂(ξ − η, s) dξdηds
∣∣∣ . ǫ312−δ2m. (5.30)
To prove this, for any let, for any k, k1, k2 ∈ Z,
Ik,k1,k2 :=
∫
R×R4
qm(s)m(ξ, η)P̂kW 2(ξ, s)P̂k2W
1(η, s)P̂k1f(ξ − η, s)dξdηds.
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Using Proposition 4.2 and L2 ∗ L2 ∗ L∞ estimates as in Lemma 3.2 we have
|Ik,k1,k2 | . ǫ312−max(k,k1,k2,0)224δmmin(1, 2m+min(k,k1,k2)).
Therefore, it suffices to consider the case when max(k, k1, k2, 0) is small relative to m, i.e.
− 2m ≤ k, k1, k2 ≤ 25δm. (5.31)
This reduction to relatively small frequencies is the crucial gain coming from the strongly semi-
linear structure of symbols (5.29).
It the case (5.31) we use Lemma 5.5 and the bounds in Proposition 4.2 to verify the hypothesis.
Since δ ≤ 4 · 10−3δ2, it follows that |Ik,k1,k2 | . ǫ312−δm, and the conclusion (5.30) follows. 
6. Dispersive control I: the functions ∂tVe and ∂tVb
In the next two sections we prove our main dispersive estimates:
Proposition 6.1. Assume that (ρ, u, E˜, b˜) is a solution to (1.5)-(1.6) on a time interval [0, T ],
T ≥ 1, satisfying the hypothesis (2.15)-(2.16) in Proposition 2.2. Then, for any t ∈ [0, T ],
‖(Ve(t), Vb(t))‖Z . ǫ0 + ǫ3/21 . (6.1)
6.1. The Duhamel formula. We will work mostly with the unknowns (Ue, Ub) and (Ve, Vb)
defined in (2.4). For these new unknowns, we see that (1.5)-(1.6) is equivalent to the system
(∂t + iΛe)Ue = Ne, (∂t + iΛb)Ub = Nb, (6.2)
where, using (2.3){
Ne := (1/2)|∇|
(
u21 + u
2
2
)− iΛe(R1(ρu1) +R2(ρu2))+ (κ/2)|∇|(ρ2) + |∇|H3(ρ),
Nb := −i
(
R1(ρu2)−R2(ρu1)
)
,
(6.3)
where H3 = H3 denotes the cubic antiderivative of h2. The variables ρ, u can be expressed in
terms of the complex variables Ue, Ub,
ρ = |∇|Λ−1e ℑ(Ue), u1 = −R1ℜ(Ue) +R2Λ−1b ℜ(Ub), u2 = −R2ℜ(Ue)−R1Λ−1b ℜ(Ub). (6.4)
The system (6.2)-(6.4) can be rewritten as
(∂t + iΛσ)Uσ =
∑
µ,ν∈P
Nσµν(Uµ, Uν) + δσe|∇|H3(ρ) (6.5)
for σ ∈ {e, b}, where the quadratic nonlinearities are defined by
(FNσµν(f, g)) (ξ) =
∫
R2
mσµν(ξ, η)f̂ (ξ − η)ĝ(η) dη. (6.6)
The multipliers mσµν are sums of functions of the form m(ξ)m
′(ξ − η)m′′(η), satisfying suitable
symbol-type estimates. We define Vσ as in (2.4), Vσ(t) = e
itΛσUσ(t). The Duhamel formula is
(∂tV̂σ)(ξ, s) = [∂tV̂σ]
(2)(ξ, s) + [∂tV̂σ]
(3)(ξ, s),
[∂tV̂σ]
(2)(ξ, s) :=
∑
µ,ν∈P
∫
R2
eisΦσµν(ξ,η)mσµν(ξ, η)V̂µ(ξ − η, s)V̂ν(η, s) dη
[∂tV̂σ]
(3)(ξ, s) := δσe|ξ|eisΛeĤ3(ρ)(ξ, s),
(6.7)
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or, in integral form,
V̂σ(ξ, t) = V̂σ(ξ, 0) +
∑
µ,ν∈P
∫ t
0
∫
R2
eisΦσµν(ξ,η)mσµν(ξ, η)V̂µ(ξ − η, s)V̂ν(η, s) dηds
+ δσe|ξ|
∫ t
0
eisΛe(ξ)Ĥ3(ρ)(ξ, s)ds.
(6.8)
The rotation vector-field Ω acts according to the identity
Ωξ[∂tV̂σ]
(2)(ξ, s) =
∑
µ,ν∈P
∫
R2
(Ωξ +Ωη)
[
eisΦσµν(ξ,η)mσµν(ξ, η)V̂µ(ξ − η, s)V̂ν(η, s)
]
dη
=
∑
µ,ν∈P
∑
a1+a2+a3=1
∫
R2
eisΦσµν(ξ,η)(Ωξ +Ωη)
a1mσµν(ξ, η)(Ω
a2 V̂µ)(ξ − η, s)(Ωa3 V̂ν)(η, s) dη.
Therefore, for 1 ≤ a ≤ N1, letting ma1σµν = (Ωξ +Ωη)a1mσµν , we have
Ωaξ [∂tV̂σ]
(2)(ξ, s) =
∑
µ,ν∈P
∑
a1+a2+a3=a
∫
R2
eisΦσµν(ξ,η)ma1σµν(ξ, η)
× (Ωa2 V̂µ)(s, ξ − η)(Ωa3 V̂ν)(s, η) dη.
(6.9)
In integral form this becomes
Ωaξ V̂σ(ξ, t) = Ω
a
ξ V̂σ(ξ, 0) +
∑
µ,ν∈P
∑
a1+a2+a3=a
∫ t
0
∫
R2
eisΦσµν(ξ,η)ma1σµν(ξ, η)
× (Ωa2 V̂µ)(s, ξ − η)(Ωa3 V̂ν)(s, η) dηds + δσe|ξ|
∫ t
0
eisΛeΩaξĤ3(ρ)(ξ, s)ds.
(6.10)
6.2. Control of the time derivatives. In this section we prove several bounds on the functions
∂tVσ. These bounds rely on the assumptions (2.16) and the Duhamel formula (6.8). Given Φσµν
as in (2.7) we define
Ξµν(ξ, η) := (∇ηΦσµν)(ξ, η) = −(∇Λµ)(η − ξ)− (∇Λν)(η), Ξ : R2 × R2 → R. (6.11)
We start with a preliminary result.
Lemma 6.2. Assume the hypothesis of Proposition 2.2, m ≥ 0, s ∈ [2m−1, 2m+1], k ∈ Z. Then∥∥P≤k(∂tVσ)(s)∥∥HN0 + ∑
a≤N1
∥∥P≤kΩa(∂tVσ)(s)∥∥L2 . ǫ212k+2−m+22δm, (6.12)
∑
a≤N1/2
‖e−isΛσPkΩa(∂tVσ)(s)‖L∞ . ǫ21min{2−2m+43δm, 22k}. (6.13)
In addition, for any a ∈ [0, N1/2] ∩ Z we may decompose
Ωa(∂tVσ)(s) = ǫ
2
1{f˜C(s) + f˜NC(s)}, (6.14)
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where, with Ψσµν as (2.8) and for any k ∈ Z,̂˜
fC(ξ, s) =
∑
µ+ν 6=0
eisΨσµν(ξ)
∑
0≤q≤m/2−10δm
gqσµν(ξ, s),
ϕk(ξ)g
q
σµν(ξ, s) = 0 if q ≥ 1 and k ≤ −D or if k /∈ [−m/2 + δ2m/5, δ2m/5],
|ϕk(ξ)Dαξ gqσµν(ξ, s)| . 2−42δk−2−m+3δm2−q+42δq2(m/2+q+2δ
2m)|α|,
‖ϕk · ∂sgqσµν(s)‖L∞ . 2(6δ−2)m2q+42δq if k ≥ −D,
(6.15)
and
‖Pkf˜NC(s)‖L2 . 2−3m/2+60δm + 2−m(1 + 2m+k−−50δm)−1,
‖̂Pkf˜NC(s)‖L∞ . 260δm
(
1 + 2m+k−
)−1
.
(6.16)
Moreover
sup
0≤b≤N1/4
{‖Ωbgqσµν(s)‖L2 + ‖Ωbf˜NC(s)‖L2} . 1. (6.17)
In particular, for any a ∈ [0, N1/2] ∩ Z and k ∈ Z
‖PkΩa(∂tVσ)(s)‖L2 . ǫ212−m+3δm+δ
2m. (6.18)
Proof. Using Lemma 7.7, it suffices to treat [∂tVσ]
(2). The bounds (6.12) and (6.13) follow easily
from the formula (6.9) and the L∞ bound (3.36). The desired decomposition (6.14) corresponds
to the decomposition of ∂tVσ into a coherent component f˜C and a non coherent component f˜NC .
We use (6.9) and Lemma 3.1. In addition, we examine the nonlinearities Ne and Nb in (6.3)
and notice that the quadratic interaction of U±b with itself is only present in the nonlinearity
Ne and carries a gradient factor in front (a “null structure”).
It suffices to show the following: let µ, ν ∈ P and assume that
‖fµ‖
HN0/2∩Zµ1 ∩H
N1/2
Ω
+ ‖f ν‖
HN0/2∩Zν1∩H
N1/2
Ω
≤ 1. (6.19)
Define βµν = 1 if |µ| = |ν| = b and βµν = 0 otherwise. Define, for σ ∈ {e, b},
I˜σµν :=
∑
k,k1,k2∈Z
2βµνk−2max{k1,k2,0}PkIσµν [Pk1f
µ, Pk2f
ν ],
F {Iσµν [f, g]} (ξ, s) :=
∫
R2
eisΦσµν(ξ,η)f̂(ξ − η)ĝ(η)dη.
(6.20)
Then the bounds in Lemma 6.2 hold for I˜σµν with ǫ1 = 1.
Using Lemma 3.11 and L2 × L∞ estimates (using Lemma 3.2), and recalling that N0 =
20/δ2, it is easy to see that the contribution of k, k1, k2 with max(k1, k2) ≥ δ2m/5 −D or with
min(k1, k2) ≤ −3m is acceptable as required in (6.16), as part of the component f˜NC . It remains
to consider PkI
σµν [Pk1f
µ, Pk2f
ν ] uniformly in −3m ≤ k1, k2 ≤ δ2m/5−D. We decompose
Iσµν [Pk1f
µ, Pk2f
ν] =
∑
(k1,j1)∈J
∑
(k2,j2)∈J
Iσµν [fµj1,k1 , f
ν
j2,k2 ] =
∑
(k1,j1)∈J
∑
(k2,j2)∈J
Iσµνj1,k1,j2,k2
where, as in (3.29),
fµj1,k1 = P[k1−2,k1+2]Qj1k1f
µ, f νj2,k2 = P[k2−2,k2+2]Qj2k2f
ν. (6.21)
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Lemma 3.11 and Plancherel theorem show that if j2 = max{j1, j2} ≥ m− 10δm −D2 then
‖Iσµνj1,k1,j2,k2‖L2 . ‖e−isΛµf
µ
j1,k1
‖L∞‖f νj2,k2‖L2 . 2−(1−21δ)m2(δ−1/2)j2 ,
‖FIσµνj1,k1,j2,k2‖L∞ . ‖f̂
µ
j1,k1
‖L∞‖f̂ νj2,k2‖L1 . 2−(1−45δ)j2 .
Summing in j1, j2, k1, k2, we obtain an acceptable contribution as part of the component f˜NC
in (6.16). Therefore it suffices to obtain the desired decomposition for Iσµνj1,k1,j2,k2 uniformly in
k1, k2, j1, j2,m under the assumptions
− (1− 10δ)m +D2 ≤ k1, k2 ≤ δ2m/5−D, 0 ≤ j1 ≤ j2 ≤ (1− 10δ)m −D2. (6.22)
Let κr := 2
δ2m/2
(
2−m/2 + 2j2−m
)
. With Ξµν defined as in (6.11), we decompose
Iσµνj1,k1,j2,k2 =
∑
k∈Z
[
PkI
C + PkI
NC
]
,
ÎC(ξ) :=
∫
R2
eisΦσµν(ξ,η)ϕ(κ−1r Ξµν(ξ, η)) · f̂µj1,k1(ξ − η)f̂ νj2,k2(η)dη,
ÎNC(ξ) :=
∫
R2
eisΦσµν(ξ,η)(1− ϕ(κ−1r Ξµν(ξ, η))) · f̂µj1,k1(ξ − η)f̂ νj2,k2(η)dη.
(6.23)
Integration by parts using Lemma 3.7 and Lemma 3.11 shows that, for any k ∈ Z,
‖P̂kINC‖L∞ + ‖PkINC‖L2 . 2−2m, (6.24)
which gives an acceptable contribution as part of f˜NC .
To understand the contributions of the functions PkI
C we consider several cases.
Case 1. We assume first that (6.22) holds and, in addition,
µ+ ν 6= 0 and 2k ≥ 2δm(2−m/2 + 2j2−m). (6.25)
This is the main case which produces the coherent contribution f˜C . We may assume that
2min{k1,k2} & 2k− and consider the functions Ψσµν , see Proposition 8.2. For simplicity of notation,
let Φ = Φσµν , Ψ = Ψσµν , and Ξ = Ξµν in the rest of the proof. If j2 ≤ m/2 then let
gσµν(ξ) :=
∫
R2
eis[Φ(ξ,η)−Ψ(ξ)]ϕ(κ−1r Ξ(ξ, η))f̂
µ
j1,k1
(ξ − η)f̂ νj2,k2(η)dη. (6.26)
In view of Proposition 8.2 (iii), we notice that the support of the integral is included in the set
{|η − p(ξ)| . κr2δ2m}. In particular, using (3.33),
‖ϕk · gσµν‖L∞ . 22δ2mκ2r‖f̂µj1,k1‖L∞‖f̂ νj2,k2‖L∞ . 2−(1−3δ)m2−42δk− .
In the support of the integral, using (8.8),
∇ξ [s(Φ(ξ, η)−Ψ(ξ))] = s [∇ξΦ(ξ, η)−∇ξΦ(ξ, p(ξ))] . |s||η − p(ξ)| . 2mκr2δ2m, (6.27)
so we obtain an acceptable contribution as in (6.15) (corresponding to q = 0).
On the other hand, if
m/2 ≤ j2 ≤ (1− 10δ)m and k ≤ −D
then we may assume that 2k1 + 2k2 ≪ 1 and we can place the contribution in f˜NC :∥∥PkIC∥∥L2 . 2−2m + ‖e−isΛµfµj1,k1‖L∞‖f νj2,k2‖L2 . 2−3m/2+40δm,∥∥P̂kIC∥∥L∞ . 2δ2mκr‖f̂µj1,k1‖L∞‖f̂ νj2,k2‖L2 . 2−m+60δm.
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Finally, if
m/2 ≤ j2 ≤ (1− 10δ)m and k ≥ −D (6.28)
we may further decompose, with κθ := 2
2δ2m−m/2,
IC = I || + I⊥,
Î ||(ξ) :=
∫
R2
eisΦ(ξ,η)ϕ(κ−1r Ξ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))f̂
µ
j1,k1
(ξ − η)f̂ νj2,k2(η)dη,
Î⊥(ξ) :=
∫
R2
eisΦ(ξ,η)ϕ(κ−1r Ξ(ξ, η))(1 − ϕ(κ−1θ ΩηΦ(ξ, η)))f̂µj1,k1(ξ − η)f̂ νj2,k2(η)dη.
Integration by parts using Lemma 3.8 shows that
‖P̂kI⊥‖L∞ + ‖PkI⊥‖L2 . 2−2m,
which gives a contribution as in (6.16). Now, let q = j2 −m/2 and
gqσµν(ξ) :=
∫
R2
eis[Φ(ξ,η)−Ψ(ξ)]ϕ(κ−1r Ξ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))f̂
µ
j1,k1
(ξ − η)f̂ νj2,k2(η)dη. (6.29)
We claim that these functions lead to acceptable contributions as in (6.15). Indeed, the volume
of η-integration is essentially a κθ × κr box around p(ξ) and we estimate, using (3.32),
‖ϕk · gqσµν‖L∞ . ‖f̂µj1,k1‖L∞ · 2−j2+21δj2κθ2−19δ(m−j2)24δ
2m . 2−m+2.9δm2−q+42δq . (6.30)
The ξ derivatives of gqσµν can be estimated in a similar way, using (6.27). The bound on ∂sg
q
σµν
is proved later, see (6.38). This completes the analysis in this case.
Case 2. We assume now that
µ+ ν = 0 and 2k ≥ 2δm(2−m/2 + 2j2−m). (6.31)
We notice that, in the support of the integral ÎC ,
|∇ηΦ(ξ, η)| = |∇Λµ(η − ξ)−∇Λµ(η)| & (1 + 23k1 + 23k2)−12k,
therefore PkI
C = 0 in this case.
Case 3. We assume now that
µ+ ν 6= 0 and 2k ≤ 2δm(2−m/2 + 2j2−m). (6.32)
We may assume that 2k1 + 2k2 . 2δm
(
2−m/2 + 2j2−m
)
and estimate first, using also (6.22),
‖P̂kIC‖L∞ . 22δ2mmin
{
κr‖f̂µj1,k1‖L∞‖f νj2,k2‖L2 , κ2r‖f̂
µ
j1,k1
‖L∞‖f̂ νj2,k2‖L∞
}
. 2−m+50δm.
This gives an acceptable f˜NC-type contribution if k ≤ −m/2 + 5δm. On the other hand, if
k ≥ −m/2 + 5δm then j2 ≥ m/2 + 4δm− 2 (using (6.32)) and we estimate
‖PkIC‖L2 . 2−2m + ‖e−isΛµfµj1,k1‖L∞‖f νj2,k2‖L2 . 2−3m/2+40δm .
This gives an acceptable f˜NC-type contribution, as desired.
Case 4. We assume now that
µ+ ν = 0 and 2k ≤ 2δm(2−m/2 + 2j2−m). (6.33)
Notice that
|∇ηΦ(ξ, η)| = |∇Λµ(η − ξ)−∇Λµ(η)| & (1 + 23k1 + 23k2)−1|ξ|, |DαηΦ(ξ, η)| .α |ξ|. (6.34)
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Lemma 3.7 (i) shows that |FIσµνj1,k1,j2,k2(ξ)| . 2−2m if 2m|ξ| ≥ 2j222δ
2m. Therefore we may assume
m+ k ≤ j2 + 3δ2m. (6.35)
The desired L∞ bound in (6.16) follows using (3.32),∥∥ ̂PkIσµνj1,k1,j2,k2∥∥L∞ . ‖f̂µj1,k1‖L∞‖f̂ νj2,k2‖L1 . 2−(1−21δ)j2221δm . 250δm(1 + 2m+k−)−1.
The L2 bound also follows if k− ≤ −m directly from the L∞ bound. On the other hand, if
−m ≤ k− ≤ −9δm then we further decompose f νj2,k2 =
∑j2+1
n2=0
f νj2,k2,n2 as in (3.29). Then
‖PkIσµν [fµj1,k1 , f νj2,k2,n2‖L2 . ‖e−isΛµf
µ
j1,k1
‖L∞‖f νj2,k2,n2‖L2
. 2−mmin
(
221δm, 2j1/2+δj1
)
2−j2+20δj22n2/2−19δn2 .
(6.36)
Recalling (6.35), this suffices to prove the L2 bound in (6.16) if n2 = 0. On the other hand, the
contribution for n2 ≥ 1 is nontrivial only if |ν| = b, and in this case we can use the null structure
provided by the factor 2βµνk− in (6.20). The desired L2 bound follows in this case as well.
The remaining bounds. The bound (6.18) follows since we have good bounds for each
term. On the other hand, (6.17) follows by inspection of the defining formulas above using the
assumptions (6.19) and the identities
{Ωξ +Ωη}χ(Φ(ξ, η)) ≡ 0, {Ωξ +Ωη}χ(κ−1ΩηΦ(ξ, η)) ≡ 0,
{Ωξ +Ωη}χ(κ−1∇ηΦ(ξ, η)) = κ−1∇⊥η Φ(ξ, η) · ∇χ(κ−1∇ηΦ(ξ, η)).
(6.37)
Finally we prove the claim about the time derivative ∂sg
q
σµν ,
‖ϕ≥−D∂sgqσµν(s)‖L∞ . 2(6δ−2)m2q+42δq. (6.38)
Assume, for example, that j2 ≥ m/2 and examine the defining formula (6.29). We may assume
that min{k1, k2} ≥ −2D. Notice that, in the support of integration,
|Φ(ξ, η) −Ψ(ξ)| = |Φ(ξ, η)− Φ(ξ, p(ξ))| . 2δ2mκ2r .
Therefore, estimating as in (6.30),∣∣∣ ∫
R2
eis[Φ(ξ,η)−Ψ(ξ)] [Φ(ξ, η)−Ψ(ξ)]ϕ(κ−1θ ΩηΦ(ξ, η))ϕ(κ−1r Ξ(ξ, η))f̂µj1,k1(ξ − η)f̂ νj2,k2(η) dη
∣∣∣
. 23δm−2m2q+42δq .
To estimate the remaining contributions we use the decomposition proved earlier,
∂sf
µ
j1,k1
= g˜µC + g˜
µ
NC , ∂sf
ν
j2,k2 = g˜
ν
C + g˜
ν
NC .
The terms containing g˜µC and g˜
ν
C in the integrals defining ∂sg
q
σµν are dominated by
C24δ
2mκrκθ(‖F g˜µC‖L∞‖f̂ νj2,k2‖L∞ + ‖f̂
µ
j1,k1
‖L∞‖F g˜µC‖L∞) . 25δm−2m+q .
On the other hand, using also (6.17), the terms containing g˜µNC and g˜
ν
NC in the integrals defining
∂sg
q
σµν are dominated by
C24δ
2mκθκ
1/2
r
[
sup
θ∈S1
‖F g˜µNC (rθ)‖L2(rdr)‖f̂ νj2,k2‖L∞ + ‖f̂
µ
j1,k1
‖L∞ sup
θ∈S1
‖F g˜νNC(rθ)‖L2(rdr)
]
. 2−2m+q/2.
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The desired bound (6.38) follows. The case j2 ≤ m/2 is similar, using the simpler formula (6.26)
instead of (6.29), and this completes the proof of the lemma. 
Corollary 6.3. For any s ∈ [2m − 1, 2m+1] ∩ [0, T ] and a ∈ [0, N1/2] we can decompose
Ωa(∂tVσ)(s) = G2(s) +G∞(s) such that, for any k ∈ Z,
sup
|λ|≤2m(1−δ/10)
‖e−i(s+λ)ΛσPkG∞(s)‖L∞ . ǫ212−2m+50δm,
‖PkG2(s)‖L2 . ǫ212−3m/2+60δm.
(6.39)
Proof. We may assume m ≥ D and define
G2(s) := P>δ2m[Ω
a(∂tVσ)(s)] + P≤δ2m[ǫ
2
1P≥−m/2f˜NC(s)].
The desired L2 bound in (6.39) follows from (6.12) and (6.16). Let
G1∞(s) := P≤δ2m[ǫ
2
1P<−m/2f˜NC(s)], G
2
∞(s) := P≤δ2m[ǫ
2
1f˜C(s)].
The desired bound on G1∞ is a consequence of (6.13) and the L∞ boundedness of the operator
P≤−m/2+10e−iλΛσ . To prove the bound for G2∞(s) we examine (6.15). It suffices to prove that,
for k ∈ [−m/2 + δ2m/5, 2δ2m], x ∈ R2, and µ, ν ∈ P, µ+ ν 6= 0,∣∣∣ ∫
R2
eix·ξe−iλΛσ(ξ)−is[Λµ(ξ−pµν(ξ))+Λν(pµν(ξ))]ϕk(ξ)gqσµν(ξ, s)
∣∣∣ . 2−2m+50δm. (6.40)
Let Γµν(ξ) := Λµ(ξ − pµν(ξ)) + Λν(pµν(ξ)) and notice that
(∇Γµν)(ξ) = (∇Λµ)[ξ − pµν(ξ)] = (∇Λν)[pµν(ξ)]. (6.41)
The desired estimate (6.40) follows if q = 0 by a standard stationary phase argument, using the
bounds ‖ϕkDαg0σµν(s)‖L∞ . 2−42δk−2−m+3δm2(m/2+2δ
2m)|α| and |p′+;µν(|ξ|)| & 2−3δ
2m, see (8.9).
On the other hand, if q ≥ 1 then we may assume k ≥ −D and the desired bound (6.40)
follows by an argument similar to the one used in the proof of (3.35): up to negligible errors
we may assume that |x| ≈ 2m and restrict the integral to a small 2−m/2+2δ2m × 2q−m/2+2δ2m
box, as in (3.40). The contribution from this box can be then estimated using the bound
‖ϕkgqσµν(s)‖L∞ . 2−m+3δm2−q+42δq, which leads to the desired bound (6.40). 
6.3. Precise estimates on the time derivative. We prove now more precise estimates on
the time derivative which are needed in the proof of the more difficult Lemma 7.6.
Lemma 6.4. Assume the hypothesis of Proposition 2.2, m ≥ 0, s ∈ [2m − 1, 2m+1], σ ∈ {e, b}.
For any a ∈ [0, N1/4] ∩ Z we may decompose
Ωa(∂tVσ)(s) = ǫ
2
1 {fC(s) + fSR(s) + fNC(s) + ∂sFC(s) + ∂sFNC(s) + ∂sFLO(s)} , (6.42)
where we have coherent inputs,
f̂C(ξ, s) =
∑
µ,ν∈P, µ+ν 6=0
eisΨσµν(ξ)
∑
0≤q≤(1/2−40δ)m
gqσµν(ξ, s)ϕ≤−3δm(Ψσµν(ξ)),
‖Dαξ gqσµν(s)‖L∞ . 2−m−q+8δ
2m2(m/2+q+3δ
2m)|α|, ‖∂sgqσµν(s)‖L∞ . 2(5δ−2)m+q ;
(6.43)
secondary resonances
‖Dαξ f̂SR(s)‖L∞ . 2−3m/2+75δm2(1−300δ)m|α|, fSR = P˜SRIfSR; (6.44)
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and nonresonant contributions
‖fNC(s)‖L2 . 2−19m/10. (6.45)
In addition
‖F̂C(s)‖L∞ . 23δm−m+10δ2m, ‖FNC(s)‖L2 . 2−41m/40,
‖(1 + 2m|ξ|)F̂LO(ξ, s)‖L∞ξ . 25δm, P≥−13/15mFLO ≡ 0,
(6.46)
and
sup
0≤b≤N1/4
{‖Ωbgqσµν‖L2 + ‖ΩbfSR(s)‖L2 + ‖ΩbfNC(s)‖L2} . 1. (6.47)
In (6.44), P˜SRI denotes the projection on a small 2
−D neighborhood of the space-time reso-
nance inputs α1,e, α2,e, and α2,b defined in Remark 8.2 (ii).
Remark 6.5. Note that this is a weak form of Proposition 7.1. It decomposes the time derivative
into a main coherent contribution, which behaves in a similar way to t−1f , but with different time
oscillation, a secondary-resonance contribution, which is smoother than expected, a non-resonant
contribution, which behaves like ∂tF , and an error term which is very small in L
2.
Proof of Lemma 6.4. Again, using Lemma 7.7, it suffices to consider [∂tVσ]
(2). For simplicity
of notation, we sometimes write Iσµν = I, Φσµν = Φ and Ψσµν = Ψ as before. We may use
the same simplification as in the beginning of the proof of Lemma 6.2 and in particular assume
ǫ1 = 1 and reduce to I˜
σµν together with
‖fµ‖
HN0/2∩Zµ1 ∩H
N1/2
Ω
+ ‖f ν‖
HN0/2∩Zν1∩H
N1/2
Ω
≤ 1. (6.48)
Up to acceptable fNC errors we may assume m ≥ D2 and restrict the sum in (6.20) to the range
− 3m ≤ k, k1, k2 ≤ δ2m/10−D2. (6.49)
We decompose, with l0 := ⌊−3δm − 4δ2m⌋, ϕhi(x) := ϕ>l0(x), ϕlo(x) := ϕ≤l0(x),
Iσµν [Pk1f
µ, Pk2f
ν] = Ihi[Pk1f
µ, Pk2f
ν] + I lo[Pk1f
µ, Pk2f
ν ],
F{I∗[f, g]}(ξ) :=
∫
R2
eisΦ(ξ,η)ϕ∗(Φ(ξ, η))f̂ (ξ − η)ĝ(η)dη, ∗ ∈ {hi, lo}.
Contribution of Ihi. We may rewrite
Ihi[Pk1f
µ, Pk2f
ν] = ∂s {J [Pk1fµ, Pk2f ν]} − J [Pk1∂sfµ, Pk2f ν ]− J [Pk1fµ, Pk2∂sf ν],
F{J [f, g]}(ξ) :=
∫
R2
eisΦ(ξ,η)
ϕhi(Φ(ξ, η))
iΦ(ξ, η)
f̂(ξ − η)ĝ(η)dη.
Using (3.36), (6.18), and Lemma 3.10, we easily see that
‖J [Pk1∂sfµ, Pk2f ν]‖L2 + ‖J [Pk1fµ, Pk2∂sf ν]‖L2 . 2(50δ−2)m,
which gives an acceptable fNC-type contribution as in (6.45).
We define fµj1,k1 and f
ν
j2,k2
as in (6.21). If j2 = max(j1, j2) ≥ m/18 then, using Lemma 3.10,
‖J [fµj1,k1 , f νj2,k2 ]‖L2 . 2−(1/2−δ)j22−m+50δm.
This gives an acceptable FNC -type contribution as in (6.46). On the other hand, if
j2 = max{j1, j2} ≤ m/18, µ+ ν 6= 0,
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then integration by parts, using Lemma 3.7 (i), shows that∣∣F{J [fµj1,k1 , f νj2,k2 ]− JS}(ξ)∣∣ . 2−2m, κr := 2δ2m−m/2,
ĴS(ξ) :=
∫
R2
eisΦ(ξ,η)
ϕhi(Φ(ξ, η))
iΦ(ξ, η)
ϕ(κ−1r ∇ηΦ(ξ, η))f̂µj1,k1(ξ − η)f̂ νj2,k2(η)dη.
In view of (8.8), the η-integral in the definition of ĴS takes place over a ball of radius . 2δ
2mκr
centered at p(ξ). If |Φ(ξ, η)| ≥ 2−D in this ball then |ĴS(ξ)| . 2(3δ−1)m, using (3.33). On the
other hand, if |Φ(ξ, η)| ≤ 2−D+10 in this ball then we use Proposition 8.5 (i) and (iii). In view of
(3.33), we have |f̂µj1,k1(ξ − η)|+ |f̂ νj2,k2(η)| . 1 in the support of the integral, so we can conclude
that |ĴS(ξ)| . 2(3δ−1)m+8δ2m. In all cases we get an acceptable FC -type contribution.
Finally, assume that
j2 = max{j1, j2} ≤ m/18, µ+ ν = 0.
In this case, we use again (6.34) as before, and integrate by parts using Lemma 3.7 to conclude
that
∥∥FPkJ [fµj1,k1 , f νj2,k2 ]∥∥L∞ . 2−2m ifm+k ≥ j2+δ2m. On the other hand, ifm+k ≤ j2+δ2m
then we get an FLO-type contribution. Indeed we may assume 2
k1 ≈ 2k2 and estimate∣∣ϕk(ξ)FJ [fµj1,k1 , f νj2,k2 ](ξ)∣∣ . 23.1δm‖f̂µj1,k1‖L∞‖f̂ νj2,k2‖L1 . 23.1δm22δj12−j2+21δj2 . 24.8δm2−j2 ,
using (3.32) and (3.33). This suffices since 2−j2 . 2δ2m
(
1 + 2m+k)−1.
Contribution of I lo, k small. We consider now PkI
lo[Pk1f
µ, Pk2f
ν ] in the case
k = min{k, k1, k2} ≤ −D.
We define fµj1,k1 , f
µ
j2,k2
, fµj1,k1,n1 , f
µ
j2,k2,n2
as in (3.29). Using Lemma 8.5, we may assume that
fµj1,k1 = f
µ
j1,k1,0
, f νj2,k2 = f
ν
j2,k2,0, −D ≤ max{k, k1, k2} ≤ D.
If j2 = max{j1, j2} ≥ (1− δ)m then, using (3.36) and Lemma 3.10, we see that∥∥PkI lo[fµj1,k1 , f νj2,k2 ]∥∥L2 . 2−m+21δm2−j2+20δj2 . 2−2m+50δm,
which gives an acceptable fNC-type contribution as in (6.45). On the other hand, using Proposi-
tion 8.2 (iv), |∇ηΦ(ξ, η)| & 1 on the support of the integral. Therefore, if max{j1, j2} ≤ (1−δ)m
then we can integrate by parts using Lemma 3.7 to obtain again an acceptable fNC-type con-
tribution as in (6.45).
Contribution of I lo, k not small. From now on, we may assume that
min{k, k1, k2} ≥ −D, j1 ≤ j2. (6.50)
Assume first that
j1 = min{j1, j2} ≥ (1− 200δ)m, min{k, k1, k2} ≥ D.
In this case, using Lemma 8.10 and (3.31), we find that∥∥PkI lo[fµj1,k1,n1 , f νj2,k2,n2 ]∥∥L2 . 2−n1+n22 ∥∥ sup
θ
| ̂fµj1,k1,n1(rθ)|
∥∥
L2
∥∥ sup
θ
| ̂f νj2,k2,n2(rθ)|
∥∥
L2
. 2−1.95m,
for any j1, j2, n1, n2. This gives an acceptable fNC-type contribution as in (6.45). To control
the remaining contributions of PkI
lo we consider two cases.
Case 1. Assume first that
min{k, k1, k2} ≥ −D, j1 ≤ (1− 200δ)m, j2 ≥ (1− 50δ)m, (6.51)
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and decompose, with κθ := 2
−m/2+2δ2m,
PkI
lo[fµj1,k1 , f
ν
j2,k2 ] = I
⊥ + I ||[fµj1,k1 , f
ν
j2,k2 ],
Î⊥(ξ) :=
∫
R2
eisΦ(ξ,η)ϕlo(Φ(ξ, η))(1 − ϕ(κ−1θ ΩηΦ(ξ, η)))f̂µj1,k1(ξ − η)f̂ νj2,k2(η)dη,
F{I ||[f, g]}(ξ) :=
∫
R2
eisΦ(ξ,η)ϕlo(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))f̂ (ξ − η)ĝ(η)dη.
Integration by parts using Lemma 3.8 shows that I⊥ yields an acceptable fNC-type contribution
as in (6.45). Moreover, notice that, using Lemma 3.10, Lemma 3.11, and Proposition 8.5 (ii),
‖PkI ||[fµj1,k1 , f νj2,k2,n2 ]‖L2 . 2−m+21δm2−j2+20δj22n2/2 + 2−4m . 2−2m+100δm2n2/2,
PkI
||[fµj1,k1,n1 , f
ν
j2,k2,n2 ] ≡ 0 if n1, n2 ≥ 0.
These are acceptable fNC-type contributions if n2 ≤ m/20. Thus, in the following, we may
assume that
fµj1,k1 = f
µ
j1,k1,0
, |ν| = b, f νj2,k2 =
∑
n2≥m/20
f νj2,k2,n2 . (6.52)
Using Schur’s test and Lemma 3.11, we see that
‖I ||[fµj1,k1,0, f νj2,k2,n2 ]‖L2 . κθ · sup
θ∈S1
‖ ̂f νj2,k2,n2(rθ)‖L1(rdr) · ‖f
µ
j1,k1,0
‖L2 . 2−3m/2+100δm2−j1+20δj1 .
Therefore we may assume that j1 ≤ m/2. In this case, we further decompose
I ||[fµj1,k1 , f
ν
j2,k2 ] = I
C [fµj1,k1 , f
ν
j2,k2 ] + I
NC [fµj1,k1 , f
ν
j2,k2 ],
̂IC [f, g](ξ) :=
∫
R2
eisΦ(ξ,η)ϕlo(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))ϕLo(ξ, η)f̂ (ξ − η)ĝ(η)dη,
̂INC [f, g](ξ) :=
∫
R2
eisΦ(ξ,η)ϕlo(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))ϕHi(ξ, η)f̂ (ξ − η)ĝ(η)dη,
(6.53)
ϕLo(ξ, η) := ϕ≤−400δm(∇ξΦ(ξ, η))ϕ≥−D(∇ηΦ(ξ, η)),
ϕHi(ξ, η) := ϕ>−400δm(∇ξΦ(ξ, η))ϕ≥−D(∇ηΦ(ξ, η)).
Notice that 1 = ϕLo(ξ, η) + ϕHi(ξ, η) in the support of the integral, in view of the assumption
(6.52) on f νj2,k2 and Proposition 8.5 (iii).
We first consider the integrals IC , which produce the secondary resonances fSR. Indeed using
(3.31), (3.33) and (6.50), we estimate
‖ÎC‖L∞ . κθ‖f̂µj1,k1‖L∞ ·
∥∥ sup
θ
|f̂ νj2,k2(rθ)|
∥∥
L1(rdr)
. 2−3m/2+74δm,
The derivatives can be estimated in the same way, given that j1 ≤ m/2 and the definition of the
cutoff ϕLo, while the support property is a consequence of the smallness of both Φ and ∇ξΦ.
The integral INC . We show now that INC gives acceptable contributions, i.e,
PkI
NC [fµj1,k1 , f
ν
j2,k2 ] = ∂sF1 + F2,
‖F1‖L2 . 2−36m/35, ‖F2‖L2 . 2−21m/11.
(6.54)
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Recall that l0 = ⌊−3δm− 4δ2m⌋, let l− := ⌊−14/15m⌋, and decompose further
INC [fµj1,k1 , f
ν
j2,k2 ] =
∑
l−≤l≤l0
INCl ,
ÎNCl (ξ) :=
∫
R2
eisΦ(ξ,η)ϕ
[l−,l0+1]
l (Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η)))ϕHi(ξ, η)f̂
µ
j1,k1
(ξ − η)f̂ νj2,k2(η)dη.
Using Schur’s test with Lemma 8.9 (i), we find that
‖PkINCl− ‖L2 . 2l−κθ21000δm‖f νj2,k2‖L2 . 2−39m/20,
which is acceptable for (6.54).
On the other hand, for l− < l ≤ l0 we write
iINCl = ∂sJl −Al − Bl,
Ĵl(ξ) :=
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η)))ϕHi(ξ, η)f̂
µ
j1,k1
(ξ − η)f̂ νj2,k2(η)dη,
Âl(ξ) :=
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η)))ϕHi(ξ, η)∂sf̂
µ
j1,k1
(ξ − η)f̂ νj2,k2(η)dη,
B̂l(ξ) :=
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η)))ϕHi(ξ, η)f̂
µ
j1,k1
(ξ − η)∂sf̂ νj2,k2(η)dη,
where ϕ˜l(x) := x
−1ϕl(x). Recall (6.52). Lemma 8.9 (i) and Lemma 3.11 give
‖Jl‖L2 .
∑
n2≥1
22δ
2mκθ · 2−l · 2
l−n2
2
+400δm‖f̂µj1,k1‖L∞‖f νj2,k2,n2‖L2 . 2−
m+l
2
+(1000δ−1)m,
which gives an acceptable contribution as in (6.54). We can estimate Al similarly,
‖Al‖L2 .
∑
n2≥1
22δ
2mκθ · 2−
l+n2
2
+400δm · ‖∂̂sfµj1,k1‖L∞‖f νj2,k2,n2‖L2 . 2−2m,
using also Lemma 6.2, which gives an acceptable contribution as in (6.54).
To control the term Bl, we need more precise estimates. We use Lemma 6.2 to decompose
∂sf
ν
j2,k2 = g˜C + g˜NC ,
and let B̂l = B̂1l + B̂2l denote the corresponding decomposition of B̂l. Using Schur’s test (Lemma
8.9 (i)) again, we find that
‖B2l ‖L2 . κθ · 2400δm · ‖g˜NC‖L2 . 2−2m+1000δm, (6.55)
which gives an acceptable contribution as in (6.54). Moreover, using (6.15), we can write B̂1l as
a sum over q ∈ [0,m/2 − 10δm] and over θ, κ ∈ P, θ + κ 6= 0, of integrals of the form
Cl(ξ) :=
∫
R2
eis[Φσµν(ξ,η)+Ψνθκ(η)]ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η)))
× ϕHi(∇ξΦ(ξ, η))f̂µj1,k1(ξ − η)hq(η)dη.
(6.56)
In view of (6.15) and (6.52), the functions hq = hqνθκ satisfy the properties
hq(η) = hq(η)ϕ≤−m/21(Ψ
†
b(η)),
∥∥Dαη hq(s)∥∥L∞ . 2−m+50δm2−q2(m/2+q+2δ2m)|α|,
‖∂shq(s)‖L∞ . 2(6δ−2)m2q+42δq.
(6.57)
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The contributions of exponents q ≥ 19m/40 can be estimated as in (6.55), since the functions
hq in this case have sufficiently small L2 norm. Therefore we may assume that q ≤ 19m/40.
The main observation we need is that either |Ψνθκ(η)| ≤ 2−m/22 or |Ψνθκ(η)| ≥ 2−D in the
support of the integrals Cl. This is due to the assumption hq(η) = hq(η)ϕ≤−m/21(Ψ†b(η)) in
(6.57). Therefore we can decompose Cl = C1l + C2l , where C1l and C2l are defined by inserting the
factors ϕ≤−m/25(Ψνθκ(η)) and ϕ≥−D(Ψνθκ(η)) in (6.56).
To control C1l we consider two cases: if l ≤ −1000δm then we use Proposition 8.6. The
restrictions |Ψνθκ(η)| ≤ 2−m/22, |Φσµν(ξ, η)| . 2−1000δm, |∇ξΦ(ξ, η)| & 2−400δm show that
|∇η [Φ(ξ, η) + Ψ(η)] | & 2−500δm.
Recalling that j1 ≤ m/2, q ≤ 19m/40, and l ≥ l−, we can integrate by parts using Lemma 3.7
to show that |C1l (ξ)| . 2−2m in this case. On the other hand, if
l ∈ [−1000δm, l0 ] (6.58)
then we write iC1l (ξ) = ∂sK1l (ξ)− E1l (ξ), where
K1l (ξ) :=
∫
R2
eis[Φσµν(ξ,η)+Ψνθκ(η)]
ϕ˜l(Φ(ξ, η))
Φσµν(ξ, η) + Ψνθκ(η)
ϕ(κ−1θ ΩηΦ(ξ, η)))
× ϕ≤−m/25(Ψνθκ(η))ϕHi(∇ξΦ(ξ, η))f̂µj1,k1(ξ − η)hq(η)dη
and
E1l (ξ) :=
∫
R2
eis[Φσµν(ξ,η)+Ψνθκ(η)]
ϕ˜l(Φ(ξ, η))
Φσµν(ξ, η) + Ψνθκ(η)
ϕ(κ−1θ ΩηΦ(ξ, η)))
× ϕ≤−m/25(Ψνθκ(η))ϕHi(∇ξΦ(ξ, η))∂s
[
f̂µj1,k1(ξ − η, s)hq(η, s)
]
dη.
Notice that, in view of (6.57) (recall also that q ≤ 19m/40) and Lemma 6.2,
|f̂µj1,k1(ξ − η)hq(η)| . 2−m+50δm,
∣∣∂s[f̂µj1,k1(ξ − η, s)hq(η, s)]∣∣ . 2−3m/2−m/100,
in the supports of the integrals. Therefore
|K1l (ξ)| . 2δ
2m2−2lκθ2−m+50δm . 2−2l2−3m/2+60δm ,
|E1l (ξ)| . 2δ
2m2−2lκθ2−3m/2−m/100 . 2−2l2−2m.
These are acceptable contributions as in (6.54), due to the condition (6.58).
The integral C2l containing the factor ϕ≥−D(Ψνθκ(η)) can be controlled in a similar way,
writing it as ∂sK
2
l (ξ)− E2l (ξ) as in the case (6.58) above. This completes the proof of (6.54).
Case 2. We consider now I lo in the case
min{k, k1, k2} ≥ −D, j1 ≤ min(j2, (1 − 200δ)m), j2 ≤ (1− 50δ)m. (6.59)
Integrations by parts, first in η using Lemma 3.7 then in Ωη using Lemma 3.8 show that
‖I lo[fµj1,k1 , f νj2,k2 ]−IS [f
µ
j1,k1
, f νj2,k2 ]‖L2 . 2−2m,
F{IS [f, g]}(ξ) :=
∫
R2
eisΦ(ξ,η)ϕlo(Φ(ξ, η))ϕ(κ
−1
r ∇ηΦ(ξ, η))ϕ(κ−1θ ΩηΦ(ξ, η))f̂ (ξ − η)ĝ(η)dη,
where κr := 2
δ2m
(
2j2−m + 2−m/2
)
, κθ := 2
δ2m−m/2. Using Proposition 8.2 and Proposition 8.5
(iii), we see that
IS [fµj1,k1 , f
ν
j2,k2 ] ≡ 0 if µ+ ν = 0 and IS [fµj1,k1 , f νj2,k2 ] ≡ IS [f
µ
j1,k1,0
, f νj2,k2,0].
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We may rewrite the nontrivial terms as
F{IS [fµj1,k1 , f νj2,k2 ]}(ξ) = eisΨ(ξ)g(ξ, s),
where
g(ξ, s) :=
∫
R2
eis[Φ(ξ,η)−Ψ(ξ)]ϕ(κ−1θ ΩηΦ(ξ, η))ϕ(κ
−1
r ∇ηΦ(ξ, η))ϕlo(Φ(ξ, η))
×f̂µj1,k1,0(ξ − η)f̂ νj2,k2,0(η) dη.
(6.60)
We claim that this gives a contribution as in (6.43) for q := max{0, j2 −m/2}. Indeed, using
(3.32), (3.33), and (8.8), we see that
|ϕk(ξ)g(ξ, s)| . 2δ2m‖f̂µj1,k1,0‖L∞ min{κ2r‖f̂ νj2,k2,0‖L∞ , κθκ1/2r 2−j2+21δj2} . 27δ
2m2−m−q.
The bound on ξ-derivatives follows from the fact that
|∇ξs [Φ(ξ, η)−Ψ(ξ)] | . |s||∇ξΨ(ξ, η)−∇ξΦ(ξ, p(ξ))| . 2mκr . (2m/2 + 2j2)22δ2m.
Finally, the bound on ∂sg follows in the same way as in the proof of Lemma 6.2, see (6.38). The
bounds (6.47) follow by examining the defining formulas above and the identities (6.37). 
7. Dispersive control II: improved control of the Z norm
In this section we show how to control the Z component of the norms. Using the formulas
(6.9), the symbol structure of the multipliers maσµν , and Lemma 3.1, Proposition 6.1 follows
easily from Proposition 7.1 and Proposition 7.8 below.
Proposition 7.1. Assume that t ∈ [0, T ] is fixed
sup
0≤s≤t
{
‖fµ(s)‖
HN0/2∩Zµ1 ∩H
N1/2
Ω
+ ‖f ν(s)‖
HN0/2∩Zν1∩H
N1/2
Ω
}
≤ 1
and that ∂sf
µ, ∂sf
ν satisfy the conclusions of Lemma 6.2 and Lemma 6.4. For σ, µ, ν ∈ P and
m ∈ {0, . . . , L+ 1} define
F {T σµνm [f, g]} (ξ) :=
∫
R
qm(s)
∫
R2
eisΦσµν(ξ,η)f̂(ξ − η, s)ĝ(η, s)dηds.
Then ∑
k1,k2∈Z
2max(k1,k2,0)‖PkT σµνm [Pk1fµ, Pk2f ν ]‖Zσ1 . 2−δ
5m.
The rest of this section is concerned with the proof of Proposition 7.1. We consider first a
few simple cases before moving to the main analysis in the next subsections. Recall that, for
any k ∈ Z and m ∈ {0, 1, . . .},
sup
0≤s≤t
{‖Pkfµ(s)‖L2 + ‖Pkf ν(s)‖L2} . min{2(1−20δ)k , 2−N0/2k},
sup
2m−1≤s≤t
{‖Pke−isΛµfµ(s)‖L∞ + ‖Pke−isΛνf ν(s)‖L∞} . min{2(2−20δ)k , 2−(1−21δ)m}. (7.1)
For simplicity of notation, we often omit the subscripts σµν and write Φσµν = Φ and Ψσµν = Ψ.
Let Im denote the support of the function qm.
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Lemma 7.2. Assume that fµ, f ν are as in Proposition 7.1 and let (k, j) ∈ J . Then
26k+
∑
max{k1,k2}≥δ2(j+m)−D2
2max(k1,k2,0)‖QjkT σµνm [Pk1fµ, Pk2f ν ]‖Bσj . 2−δ
4m, (7.2)
26k+
∑
min{k1,k2}≤−(j+m)(1+11δ)/2+D2
2max(k1,k2,0)‖QjkT σµνm [Pk1fµ, Pk2f ν ]‖Bσj . 2−δ
4m, (7.3)
if j + k ≤ 19δj − 17δm then
∑
k1,k2∈Z
2max(k1,k2,0)‖QjkT σµνm [Pk1fµ, Pk2f ν ]‖Bσj . 2−δ
4m, (7.4)
if j ≥ 3m then 26k+
∑
−j≤k1,k2≤2δ2j
2max(k1,k2,0)‖QjkT σµνm [Pk1fµ, Pk2f ν]‖Bσj . 2−δ
4m. (7.5)
Proof. Using (7.1), the left-hand side of (7.2) is dominated by
C
∑
max{k1,k2}≥δ2(m+j)−D2
2j+m28max(k1,k2,0) sup
s∈Im
‖Pk1fµ(s)‖L2‖Pk2f ν(s)‖L2 . 2−2m,
which is acceptable. Similarly,
2j‖T σµνm [Pk1fµ, Pk2f ν ]‖L2
. 2j+m sup
s∈Im
min
{‖P̂k1fµ(s)‖L1‖Pk2f ν(s)‖L2 , ‖Pk1fµ(s)‖L2‖P̂k2f ν(s)‖L1}
. 2j+m2(2−20δ) min{k1,k2}2−N0max(k1,k2,0)/2,
and the bound (7.2) follows by summation over 2min{k1, k2} ≤ −(j +m)(1 + 11δ) + 2D2.
To prove (7.4) we may assume that
j + k ≤ 19δj − 17δm, −2(j +m)/3 ≤ k1, k2 ≤ δ2(j +m)−D2. (7.6)
With l := −12δm −D we decompose
T σµνm [Pk1f
µ, Pk2f
ν] = T hi[Pk1f
µ, Pk2f
ν] + T lo[Pk1f
µ, Pk2f
ν],
T̂ ∗[f, g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ∗(Φ(ξ, η))f̂ (ξ − η, s)ĝ(η, s)dηds,
ϕlo(x) := ϕ≤l(x), ϕhi(x) := 1− ϕlo(x), ∗ ∈ {hi, lo}.
We first examine T hi. Integration by parts in time shows that
cT hi[Pk1f
µ, Pk2f
ν ] = A[Pk1fµ, Pk2f ν] + B[Pk1∂sfµ, Pk2f ν] + B[Pk1fµ, Pk2∂sf ν ],
Â[f, g](ξ) :=
∫
R
q′m(s)
∫
R2
eisΦ(ξ,η)ϕ˜hi(Φ(ξ, η))f̂ (ξ − η, s)ĝ(η, s)dηds,
B̂[f, g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ˜hi(Φ(ξ, η))f̂ (ξ − η, s)ĝ(η, s)dηds,
where ϕ˜hi(x) := x
−1ϕhi(x). We observe that, using (7.1) and (6.18),
‖FA[Pk1fµ, Pk2f ν]‖L∞ . 212δm sup
s
‖Pk1fµ(s)‖L2‖Pk2f ν(s)‖L2 . 213δm,
‖FB[Pk1∂sfµ, Pk2f ν]‖L∞ . 2(1+12δ)m sup
s
‖Pk1∂sfµ‖L2‖Pk2f ν(s)‖L2 . 216δm,
‖FB[Pk1fµ, Pk2∂sf ν]‖L∞ . 2(1+12δ)m sup
s
‖Pk1fµ‖L2‖Pk2∂sf ν(s)‖L2 . 216δm.
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Summing in k1, k2 as in (7.6), we obtain an acceptable contribution.
To bound the contribution of T lo we examine first Proposition 8.5 (i). In particular, since
k ≤ −D, PkT lo is nontrivial only when |k1|, |k2| . 1. We define, as before,
fµj1,k1 = P[k1−2,k1+2]Qj1k1f
µ, f νj2,k2 = P[k2−2,k2+2]Qj2k2f
ν, (7.7)
for (k1, j1), (k2, j2) ∈ J . It suffices to show that∑
(k1,j1),(k2,j2)∈J
‖FPkT lo[fµj1,k1 , f νj2,k2 ]‖L∞ . 216δm. (7.8)
If max{j1, j2} ≤ (1−δ2)m then integration by parts in η, using Proposition 8.5 (i) and Lemma
3.7, gives an acceptable contribution. On the other hand, if j1 = max{j1, j2} ≥ (1− δ2)m then
‖f̂µj1,k1(s)‖L2 . 2−j1+20δj1 , ‖f̂ νj2,k2(s)‖L∞ . 1,
as a consequence of Proposition 8.5 (i) and Lemma 3.11. Therefore, using also (8.27),
‖FPkT lo[fµj1,k1 , f νj2,k2 ]‖L∞ . 2m sup
s
‖f̂µj1,k1(s)‖L2‖f̂ νj2,k2(s)‖L∞2−5.5δm . 215δm2−δ
2j1 .
The desired bound (7.8) follows.
Finally, to prove (7.5) we may assume that
j ≥ max(3m,D), j + k ≥ 2δj, −j ≤ k1, k2 ≤ 2δ2j,
and define fµj1,k1 , f
ν
j2,k2
as before. If min{j1, j2} ≥ 99j/100 −D then
‖T σµνm [fµj1,k1 , f νj2,k2 ]‖L2 . 2m sup
s
‖f̂µj1,k1(s)‖L1‖f νj2,k2(s)‖L2 . 2m2−(1−20δ)j1−(1/2−δ)j2
and therefore∑
−j≤k1,k2≤2δ2j
∑
min{j1,j2}≥99j/100−D
28max(k1,k2,0)‖QjkT σµνm [fµj1,k1 , f νj2,k2 ]‖Bσj . 2−m/10.
On the other hand, if j1 ≤ 99j/100 −D then we rewrite
QjkT
σµν
m [f
µ
j1,k1
, f νj2,k2 ](x)
= Cϕ˜
(k)
j (x) ·
∫
R
qm(s)
∫
R2
[∫
R2
ei[sΦ(ξ,η)+x·ξ]ϕk(ξ)f̂
µ
j1,k1
(ξ − η, s)dξ
]
f̂ νj2,k2(η, s)dηds.
In the support of integration, we have the lower bound |∇ξ [sΦ(ξ, η) + x · ξ]| ≈ |x| ≈ 2j . Inte-
gration by parts in ξ using Lemma 3.7 gives∣∣∣QjkT σµνm [fµj1,k1 , f νj2,k2 ](x)∣∣∣ . 2−10j (7.9)
which gives an acceptable contribution. This finishes the proof. 
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7.1. The main decomposition. We may assume that
− (j +m)(1 + 11δ)/2 ≤ k1, k2 ≤ δ2(j +m), j + k ≥ 19δj − 17δm,
j ≤ 3m, m ≥ D2/8. (7.10)
Recall the definition (2.1). We fix l− := ⌊−(1− δ/2)m⌋ and l0 := ⌊−12δm⌋, and decompose
T σµνm [f, g] =
∑
l−≤l≤l0
Tm,l[f, g],
̂Tm,l[f, g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ
[l−,l0]
l (Φ(ξ, η))f̂ (ξ − η, s)ĝ(η, s)dηds.
When l− < l ≤ l0, we may integrate by parts in time to rewrite Tm,l[Pk1fµ, Pk2f ν],
Tm,l[Pk1f
µ, Pk2f
ν ] = iAm,l[Pk1fµ, Pk2f ν] + iBm,l[Pk1∂sfµ, Pk2f ν] + iBm,l[Pk1fµ, Pk2∂sf ν],
FAm,l[Pk1f, Pk2g](ξ) :=
∫
R
q′m(s)
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))P̂k1f(ξ − η, s)P̂k2g(η, s) dηds,
FBm,l[Pk1f, Pk2g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))P̂k1f(ξ − η, s)P̂k2g(η, s) dηds,
(7.11)
where ϕ˜l(x) = x
−1ϕl(x) for l < l0 and ϕ˜l0(x) = x
−1ϕ≥l0(x). It is easy to see that the main
Proposition 7.1 follows from Lemma 7.2 and Lemmas 7.3–7.6 below.
Lemma 7.3. Assume that (7.10) holds and, in addition, m+D ≤ j. Then, for l− ≤ l ≤ l0,
2(1−20δ)j‖QjkTm,l[Pk1fµ, Pk2f ν]‖L2 . 2−50δ
2m.
Lemma 7.4. Assume that (7.10) holds and, in addition, j ≤ m+D. Then
2(1−20δ)j‖QjkTm,l0 [Pk1fµ, Pk2f ν]‖L2 . 2−50δ
2m.
Lemma 7.5. Assume that (7.10) holds and, in addition, j ≤ m+D. Then, for l− < l < l0
‖QjkTm,l− [Pk1fµ, Pk2f ν]‖Bσj + ‖QjkAm,l[Pk1fµ, Pk2f ν]‖Bσj . 2−50δ
2m.
Lemma 7.6. Assume that (7.10) holds and, in addition, j ≤ m+D. Then, for l− < l < l0
‖QjkBm,l[Pk1fµ, Pk2∂sf ν ]‖Bσj . 2−50δ
2m.
7.2. Approximate finite speed of propagation. In this subsection we prove Lemma 7.3.
We define the functions fµj1,k1 and f
ν
j2,k2
as before, see (7.7), and we further decompose
fµj1,k1 =
j1+1∑
n1=0
fµj1,k1,n1 , f
ν
j2,k2 =
j2+1∑
n2=0
f νj2,k2,n2 (7.12)
as in (3.29). If l ≤ −3m/4 and min{j1, j2} ≤ j − δm then the same argument as in the proof
of (7.5) leads to rapid decay, as in (7.9). If l ≤ −3m/4 and min{j1, j2} ≥ j − δm, then we use
Lemma 8.10 (Schur’s test) to estimate∥∥Tm,l[fµj1,k1,n1 , f νj2,k2,n2 ]∥∥L2
. 2m2l/2−n1/2−n2/2 sup
s
[∥∥ sup
θ
| ̂fµj1,k1,n1(rθ, s)|
∥∥
L2(rdr)
∥∥ sup
θ
| ̂f νj2,k2,n2(rθ, s)|
∥∥
L2(rdr)
]
.
The desired bound follows from (3.31) and summation over j1, n1, j2, n2 in this case.
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We now consider the case −3m/4 ≤ l ≤ l0 and use the formula (7.11). The contribution of
Am,l can be estimated as above and we focus on the contribution of Bm,l. We decompose
Bm,l[Pk1fµ, Pk2∂sf ν] =
∑
j1,n1
Bm,l[fµj1,k1,n1 , Pk2∂sf ν ].
If j1 ≤ j − δm then we integrate by parts in ξ to prove rapid decay as in (7.9). If
− 3m/4 ≤ l ≤ l0, j1 ≥ j − δm, k2 ≤ −m/2, (7.13)
then we notice that
sup
|λ|≤2(1−δ)m
‖e−i(s+λ)Λν (Pk2∂sf ν)(s)‖L∞ . 2−2m+43δm,
as a consequence of (6.13). Therefore, using Lemma 3.10,
2(1−20δ)j
∥∥Bm,l[fµj1,k1,n1 , Pk2∂sf ν]∥∥L2 . 2(1−20δ)j2m2−l · 2−2m+43δm2−j1+20δj12n1/2−19δn1 . (7.14)
Moreover, in view of Proposition 8.5 (i),
Bm,l[fµj1,k1,n1 , Pk2∂sf ν] = 0 unless n1 = 0 or l = l0.
The desired bound in the lemma follows from (7.13) and (7.14) if n1 = 0 or if l = l0 and
n1 ≤ 3m/2. On the other hand, if l = l0 and n1 ≥ 3m/2 then we estimate
2(1−20δ)j
∥∥Bm,l[fµj1,k1,n1 , Pk2∂sf ν]∥∥L2 . 2(1−20δ)j2m2−l0 · sup
s
[‖ ̂fµj1,k1,n1(s)‖L1‖Pk2∂sf ν(s)‖L2]
. 2(1−20δ)j2m212δm · 2−j1+21δj12−19δn12−m+4δm,
using (3.32) and (6.18). This completes the proof in the case (7.13) (recall that j ≤ 3m).
Finally, in the remaining case
− 3m/4 ≤ l ≤ l0, j1 ≥ j − δm, k2 ≥ −m/2, (7.15)
we decompose, according to Lemma 6.2,
∂sf
ν(s) = f˜ νC(s) + f˜
ν
NC(s), ‖Pk2 f˜ νNC(s)‖L2 . 2−29/20m,̂˜
f νC(ξ, s) =
∑
α,β∈P, α+β 6=0
eisΨναβ(ξ)gναβ(ξ, s), ‖ϕk2(ξ)Dρξ gναβ(ξ, s)‖L∞ . 2−m/2+(1−δ)m|ρ|.
We can rewrite
QjkBm,l[fµj1,k1,n1 , Pk2 f˜ νC ](x) = c
∑
α,β∈P, α+β 6=0
ϕ˜
(k)
j (x) ·
∫
R
qm(s)
∫
R2
̂fµj1,k1,n1(η, s)
×
[∫
R2
ei[sΦσµν(ξ,ξ−η)+sΨναβ(ξ−η)+x·ξ]ϕ˜l(Φ(ξ, ξ − η))ϕk(ξ)ϕk2(ξ − η)ĝναβ(ξ − η, s)dξ
]
dηds.
Once again, integration by parts in ξ using Lemma 3.7 leads to an acceptable contribution. In
addition, using Lemma 8.10 and Lemma 3.11, we find that∥∥Bm,l[fµj1,k1,n1 , Pk2 f˜ νNC ]∥∥L2 . 2m−l2 l−n12 22δ2m sup
s
[∥∥ sup
θ∈S1
| ̂fµj1,k1,n1(rθ, s)|
∥∥
L2(rdr)
‖Pk2 f˜ νNC(s)‖L2
]
. 2m−l/22−j1+21δj1−19δn12−29/20m24δ
2m.
The desired bound on this term follows from (7.15).
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7.3. Time-nonresonant interactions. In this subsection we prove Lemma 7.4. We define the
functions fµj1,k1 , f
ν
j2,k2
as before, and use (7.11). If j1 ≤ j2, using Lemma 3.10 we estimate
‖Am,l0 [fµj1,k1 ,f νj2,k2 ]‖L2 . 212δm sup
s,λ≈2m
[‖e−iλΛµfµj1,k1(s)‖L∞‖f νj2,k2(s)‖L2 + 2−5m]
. 2−4m + 212δm−m+2δ
2m sup
s
‖fµj1,k1(s)‖L1‖f νj2,k2(s)‖L2
. 2−4m + 212δm−m+2δ
2m2j12−j1/2+δj12−j2/2+δj2
and, using also Lemma 3.11,
‖Am,l0 [fµj1,k1 , f νj2,k2 ]‖L2 . 212δm sup
s≈2m
‖fµj1,k1(s)‖L2‖f̂ νj2,k2(s)‖L1 . 212δm−(1−21δ)j2−j1/3.
The desired bound on the Am,l0 term follows by using the first estimate when j1 ≤ m and the
second estimate when j1 ≥ m.
Similarly, using also (6.13) and Lemma 3.2,
‖Bm,l0 [Pk1∂sfµ, f νj2,k2 ]‖L2 . 2m2100δm sup
s
‖e−isΛµ∂sPk1fµ(s)‖L∞‖f νj2,k2(s)‖L2
. 2−m+150δm2−j2/3.
Moreover, if j2 ≤ 500δm then we use Lemma 3.10, (6.18), and (3.35) to estimate
‖Bm,l0 [Pk1∂sfµ, f νj2,k2 ]‖L2 . 2m212δm sup
s,λ≈2m
[‖Pk1∂sfµ(s)‖L2‖e−iλΛνf νj2,k2(s)‖L∞ + 2−5m]
. 2m+12δm2−m+4δm2−m+2δm.
The desired conclusion of the lemma follows from these two bounds.
7.4. The case of strongly resonant interactions. In this subsection, we prove Lemma 7.5.
This is where we need the localization operators Aσn,(j) to control the output. It is an instanta-
neous estimate, in the sense that the time evolution will play no role. Hence, it suffices to show
the following: let χ ∈ C∞c (R2) be supported in [−1, 1] and assume that j, l, s,m satisfy
−m+ δm/2 ≤ l ≤ −7δm, 2m−4 ≤ s ≤ 2m+4, j ≤ m+D. (7.16)
Assume that
‖f‖
HN0/2∩HN1/2Ω ∩Zµ1
+ ‖g‖
HN0/2∩HN1/2Ω ∩Zν1
≤ 1, (7.17)
and define
Î[f, g](ξ) :=
∫
R2
eisΦ(ξ,η)χl(Φ(ξ, η))f̂ (ξ − η)ĝ(η)dη, χl(x) = χ(2−lx).
Assume also that k, k1, k2, j,m satisfy (7.10). Then
2δm/22−l‖QjkI[Pk1f, Pk2g]‖Bσj . 2−50δ
2m. (7.18)
To prove (7.18) we define fj1,k1 , gj2,k2 , fj1,k1,n1 , gj2,k2,n2 as in (3.29), (k1, j1), (k2, j2) ∈ J ,
n1 ∈ [0, j1 + 1], n2 ∈ [0, j2 + 1]. We will analyze several cases depending on the relative sizes of
the main parameters m, l, k, j, k1, j1, k2, j2. In most cases, such as (7.27), (7.28), (7.29), (7.30),
(7.31), we will prove the stronger bound
2(1−20δ)j2δm/22−l‖QjkI[fj1,k1 , gj2,k2 ]‖L2 . 2−51δ
2m. (7.19)
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However, in the main case (7.21), we can only prove the weaker bound
2δm/22−l‖QjkI[fj1,k1 , gj2,k2 ]‖Bσj . 2−51δ
2m. (7.20)
These bounds clearly suffice to prove (7.18). We assume in the rest of the proof that j1 ≤ j2.
Case 1: We prove first the bound (7.20) under the assumption
j2 ≤ 9m/10, min{k, k1, k2} ≥ −D. (7.21)
With κθ := 2
−m/2+δ2m and κr := 2δ
2m
(
2−m/2 + 2j2−m
)
we decompose,
FI[fj1,k1 , gj2,k2 ] = R|| +R⊥ +NR,
R||(ξ) :=
∫
R2
eisΦ(ξ,η)χl(Φ(ξ, η))ϕ(κ
−1
r Ξ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))f̂j1,k1(ξ − η)ĝj2,k2(η)dη,
R⊥(ξ) :=
∫
R2
eisΦ(ξ,η)χl(Φ(ξ, η))ϕ(κ
−1
r Ξ(ξ, η))(1 − ϕ(κ−1θ ΩηΦ(ξ, η)))f̂j1,k1(ξ − η)ĝj2,k2(η)dη,
NR(ξ) :=
∫
R2
eisΦ(ξ,η)χl(Φ(ξ, η))(1 − ϕ(κ−1r Ξ(ξ, η)))f̂j1,k1(ξ − η)ĝj2,k2(η)dη.
With ψ1 := ϕ≤(1−δ/4)m and ψ2 := ϕ>(1−δ/4)m , we rewrite
NR(ξ) = NR1(ξ) +NR2(ξ),
NRi(ξ) := C2l
∫
R
∫
R2
ei(s+λ)Φ(ξ,η)χ̂(2lλ)ψi(λ)(1 − ϕ(κ−1r Ξ(ξ, η)))f̂j1,k1(ξ − η)ĝj2,k2(η) dηdλ.
Since χ̂ is rapidly decreasing we have ‖ϕk ·NR2‖L∞ . 2−4m, which gives an acceptable contribu-
tion. On the other hand, in the support of the integral defining NR1, we have that |s+λ| ≈ 2m
and integration by parts in η (using Lemma 3.7) gives ‖ϕk · NR1‖L∞ . 2−4m.
The contribution of R = R|| + R⊥ is only present if we have a space-time resonance. In
particular, we may assume that
−D ≤ k, k1, k2 ≤ D, (σ, µ, ν) ∈ {(b, e, e), (b, e, b), (b, b, e)},
fj1,k1 = fj1,k1,0, gj2,k2 = gj2,k2,0.
(7.22)
Notice that, if R(ξ) 6= 0 then
|Ψ(ξ)| = |Φ(ξ, p(ξ))| . |Φ(ξ, η)| + |Φ(ξ, η) −Φ(ξ, p(ξ))| . 2l + κ2r. (7.23)
Integration by parts using Lemma 3.8 shows that
∥∥φk · R⊥∥∥ . 2−4m, which gives an acceptable
contribution. To bound the contribution of R|| we will show that
2δm/22−l sup
|ξ|≈1
|(1 + 2mΨ†b(ξ))R||(ξ)| . 29δm/10, (7.24)
which is stronger than the bound we need in (7.20). Indeed for j fixed we estimate
sup
0≤n≤j+1
2(1−20δ)j2−n/2+19δn
∥∥Abn,(j)QjkF−1R||∥∥L2
. sup
0≤n≤j+1
2(1−20δ)j2−n/2+19δn
∥∥ϕ[−j−1,0]−n (Ψ†b(ξ))R||(ξ)∥∥L2ξ
.
∑
n≥0
2(1−20δ)j2−n/2−(1/2−19δ) min(n,j)
∥∥ϕ(−∞,0]−n (Ψ†b(ξ))R||(ξ)∥∥L∞ξ ,
(7.25)
and notice that (7.20) would follow from (7.24).
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Recall from Lemma 3.11 and (7.22) that
2(1/2−21δ)j1‖f̂j1,k1‖L∞ + 2(1−21δ)j1 sup
θ∈S1
‖f̂j1,k1(rθ)‖L2(rdr) . 1,
2(1/2−21δ)j2‖ĝj2,k2‖L∞ + 2(1−21δ)j2 sup
θ∈S1
‖ĝj2,k2(rθ)‖L2(rdr) . 1.
(7.26)
We ignore first the factor χl(Φ(ξ, η)). In view of (8.8) the η integration in the definition of R||(ξ)
takes place essentially over a κθ × κr box in the neighborhood of p(ξ). Using (7.23) and (3.32),
and estimating ‖f̂j1,k1‖L∞ . 1, we have, if j2 ≥ m/2,
|(1 + 2mΨ(ξ))R||(ξ)| . 2m(2l + κ2r)2−j2+21δj2κθκ1/2r . (2l + κ2r)2−j2(1/2−21δ)22δ
2m.
On the other hand, if j2 ≤ m/2 we estimate ‖f̂j1,k1‖L∞ + ‖f̂j2,k2‖L∞ . 1 and conclude that
|(1 + 2mΨ(ξ))R||(ξ)| . 2m+lκθκr . 2l22δ
2m.
The desired bound (7.24) follows if κ2r2
−l ≤ 2j2/4.
Assume now that κ2r ≥ 2l2j2/4 (in particular j2 ≥ 11m/20). In this case the restriction
|Φ(ξ, η)| ≤ 2l is stronger and we have to use it. We decompose, with p− := ⌊log2(2l/2κ−1r ) +D⌋,
R||(ξ) =
∑
p∈[p−,0]
Rp||(ξ),
Rp||(ξ) :=
∫
R2
eisΦ(ξ,η)χl(Φ(ξ, η))ϕ
[p−,1]
p (κ
−1
r ∇ηΦ(ξ, η))ϕ(κ−1θ ΩηΦ(ξ, η))f̂j1,k1(ξ − η)ĝj2,k2(η)dη.
Notice that if Rp||(ξ) 6= 0 then |Ψ(ξ)| . 22pκ2r . The term R
p−
|| (ξ) can be bounded as before.
Moreover, using Proposition 8.2 and the formula (8.34), we notice that if ξ = (s, 0) is fixed
then the set of points η that satisfy the three restrictions |Φ(ξ, η)| . 2l, |∇ηΦ(ξ, η)| ≈ 2pκr,
|ξ · η⊥| . κθ is essentially contained in a union of two κθ × 2l2−pκ−1r boxes. Using (7.23) and
(3.32), and estimating ‖f̂j1,k1‖L∞ . 1, we have
|(1 + 2mΨ(ξ))Rp||(ξ)| . 2m+2pκ2r2−j2+21δj2κθ(2l2−pκ−1r )1/2 . 23p/22−m+4δ
2m2l/22j2/2+21δj2 .
This suffices to prove (7.23) since 2p ≤ 1, 2−l/2 ≤ 2m/2, and 2j2 ≤ 29m/10, see (7.21).
Case 2: We prove now the bound (7.19). Assume first that
j1 ≥ 7m/8. (7.27)
Using Lemma 8.10 and (3.31) we estimate
‖I[fj1,k1,n1 ,gj2,k2,n2 ]‖L2
. 2δ
2m2l/2−n1/2−n2/2
∥∥ sup
θ∈S1
| ̂fj1,k1,n1(rθ)|
∥∥
L2(rdr)
∥∥ sup
θ∈S1
| ̂gj2,k2,n2(rθ)|
∥∥
L2(rdr)
. 2δ
2m2l/22−j1+21δj12−j2+21δj2 ,
and the desired bound follows.
The bound (7.19) also follows, using the L2×L∞ estimate (Lemma 3.10) and Lemma 3.11 if
j2 ≥ 9m/10, l ≥ −m/3. (7.28)
On the other hand, if
j2 ≥ (1− 30δ)m ≥ j1, l ≤ −m/3, min{k, k1, k2} ≤ −200δm, (7.29)
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then, using Proposition 8.5 (i), we may assume that
fj1,k1 = fj1,k1,0, gj2,k2 = gj2,k2,0, 2
max{k,k1,k2} ≈ 1.
We use Proposition 8.5 (i), (8.49), and Schur’s test to estimate
‖PkI[fj1,k1 , gj2,k2 ]‖L2 . 22δ
2m2l2min(k,k1,k2)/2‖f̂j1,k1‖L∞‖gj2,k2‖L2 . 2l−40δm2−(1−20δ)j2 .
This completes the proof in the case (7.29).
Notice also that in the case
min{k, k1, k2} ≤ −D, j2 ≤ (1− 30δ)m (7.30)
we can use Proposition 8.5 (i) and Lemma 3.7 to obtain an acceptable contribution.
Assume now that
j2 ≥ (1− 30δ)m ≥ j1, −200δm ≤ min{k, k1, k2} ≤ −D,
or j2 ≥ 9m/10 ≥ 7m/8 ≥ j1, −D ≤ min{k, k1, k2}, (7.31)
We decompose, with κθ = 2
−m/4,
I[fj1,k1 , gj2,k2 ] = A||[fj1,k1 , gj2,k2 ] +A⊥[fj1,k1 , gj2,k2 ],
Â||[f, g](ξ) =
∫
R2
eisΦ(ξ,η)χl(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))f̂ (ξ − η)ĝ(η)dη,
Â⊥[f, g](ξ) =
∫
R2
eisΦ(ξ,η)χl(Φ(ξ, η))(1 − ϕ(κ−1θ ΩηΦ(ξ, η)))f̂ (ξ − η)ĝ(η)dη.
Integration by parts using Lemma 3.8 shows that
∥∥FA⊥[fj1,k1 , gj2,k2 ]∥∥L∞ . 2−4m, while Propo-
sition 8.5 (ii) shows that
A||[fj1,k1,n1 , gj2,k2,n2 ] ≡ 0 if n1 ≥ 1 and n2 ≥ 1.
In addition, using Schur’s test and Lemma 8.9
‖PkA||[fj1,k1 , gj2,k2,0]‖L2 . 22δ
2m2l−m/8‖f̂j1,k1‖L∞‖gj2,k2,0‖L2 . 2l−m/102−(1−20δ)j2 ,
which gives an acceptable contribution. If −200δm ≤ min{k, k1, k2} ≤ −D this covers all cases,
in view of Proposition 8.5 (i).
On the other hand, if min{k, k1, k2} ≥ −D and n2 ≥ 1 then we may assume that |∇ηΦ(ξ, η)| &
1 in the support of integration of A||[fj1,k1 , gj2,k2,n2 ], in view of Proposition 8.5 (iii). Integration
by parts in η using Lemma 3.7 then gives an acceptable contribution unless j2 ≥ (1− δ2)m. To
summarize, it remains to estimate
∥∥QjkA||[fj1,k1,0, gj2,k2,n2 ]∥∥L2 when
j2 ≥ (1− δ2)m ≥ 7/8m ≥ j1, −D ≤ k, k1, k2, n2 ≥ 1. (7.32)
We decompose
A||[fj1,k1,0,gj2,k2,n2 ] =
∑
p≤D
Ap||[fj1,k1,0, gj2,k2,n2 ],
Âp||[f, g](ξ) :=
∫
R2
eisΦ(ξ,η)χl(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))ϕp(∇ξΦ(ξ, η))f̂ (ξ − η)ĝ(η)dη.
As a consequence of Proposition 8.8 (iv), under our assumptions in (7.32),
sup
ξ
∫
R2
|χl(Φ(ξ, η))|ϕ(κ−1θ ΩηΦ(ξ, η))ϕ(Ψ†b(η))ϕk(ξ)ϕk1(ξ − η)dη . 22δ
2m2lκθ,
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and
sup
η
∫
R2
|χl(Φ(ξ, η))|ϕ(κ−1θ ΩηΦ(ξ, η))ϕ(Ψ†b(η))ϕp(∇ξΦ(ξ, η))ϕk(ξ)ϕk1(ξ − η)dξ
. 22δ
2mmin{2p, 2l−p}κθ.
Using Schur’s test we can then estimate, for p ≥ −20δm
‖PkAp||[fj1,k1,0, gj2,k2,n2 ]‖L2 . 2−p/22l2−m/2+4δ
2m‖f̂j1,k1,0‖L∞‖gj2,k2,n2‖L2 . 2l2−(1−15δ)m ,
which gives acceptable contributions. Similarly, the contributions of QjkAp||[fj1,k1,0, gj2,k2,n2 ] are
acceptable if p ≤ l + 20δm, or if j ≤ (j2 +m)(1 + 8δ)/2 + p/2 + 2j1/5, or if j ≤ (j2 +m)(1 +
8δ)/2 + (l − p)/2 + 2j1/5 (using the bound ‖f̂j1,k1,0‖L∞ . 2−2j1/5, see (3.33)).
Therefore it remains to consider the case
p ∈ [l + 20δm,−20δm], j ≥ (j2 +m)(1 + 8δ)/2 + 2j1/5 +max(p, l − p)/2. (7.33)
We use the approximate finite speed of propagation, showing that in this case,
‖QjkAp||[fj1,k1,0, gj2,k2,n2 ]‖L2 . 2−3m. (7.34)
Indeed, we decompose
F{PkAp||[fj1,k1,0, gj2,k2,n2 ]}(ξ) = I1(ξ) + I2(ξ)
where, with ψ1 := ϕ≤(1−δ/4)m and ψ2 := ϕ>(1−δ/4)m,
Ii(ξ) := Cϕk(ξ)2
l
∫
R
ψi(λ)χ̂(2
lλ)
∫
R2
ei(s+λ)Φ(ξ,η)ϕ(κ−1θ ΩηΦ(ξ, η))ϕp(∇ξΦ(ξ, η))
× f̂j1,k1,0(ξ − η) ̂gj2,k2,n2(η)dηdλ.
Using the rapid decay of the function χ̂ it is easy to see that ‖I2‖L∞ . 2−4m, which gives an
acceptable contribution. On the other hand, we may rewrite
F−1(I1)(x) = C2l
∫
R
ψ1(λ)χ̂(2
lλ) ̂gj2,k2,n2(η)
×
[ ∫
R2
ϕk(ξ)e
i(s+λ)Φ(ξ,η)+ix·ξϕ(κ−1θ ΩηΦ(ξ, η))ϕp(∇ξΦ(ξ, η))f̂j1,k1,0(ξ − η) dξ
]
dηdλ.
We examine the restrictions (7.32) and (7.33). If |x| ≈ 2j then we notice that in the support
of ξ-integration we have |∇ξ [(s+ λ)Φ(ξ, η) + x · ξ] | ≈ |x| ≈ 2j . Integration by parts in ξ using
Lemma 3.7 gives ‖ϕ˜(k)j F−1(I1)‖L∞ . 2−4m, as desired.
7.5. The case of resonant interactions. In this subsection we prove Lemma 7.6. Using
Lemma 6.4 we may write, with F ν = F νC + F
ν
NC + F
ν
LO,
∂sf
ν(s) = f νC(s) + f
ν
SR(s) + f
ν
NC(s) + ∂sF
ν(s).
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Contribution of f νC. We start with the main term and decompose, according to (6.43),
f νC =
∑
0≤q≤m/2−40δm
∑
ω,υ∈P,ω+υ 6=0
f νωυC,q , f̂
νωυ
C,q (ξ, s) = e
isΨνωυ(ξ)gq(ξ, s),
gq(ξ, s) = g
q(ξ, s)ϕ≤−3δm(Ψνωυ(ξ)), ‖Dαξ gq(s)‖L∞ . 28δ
2m−m−q2|α|(m/2+3δ
2m+q),
sup
b≤N1/4
‖Ωbgq(s)‖L2 . 1, ‖∂sgq(s)‖L∞ . 2(5δ−2)m+q .
(7.35)
We may assume ν = b. It suffices to prove that for k, j,m, l, k1, k2, q and σ, µ, ν, ω, υ as before
2(1−20δ)j‖QjkBm,l[Pk1fµ, Pk2f νωυC,q ]‖L2 . 2−51δ
2m. (7.36)
In the rest of this proof we set Φ = Φσµν , Ψ = Ψνωυ, p(ξ, η) := Φσµν(ξ, η) + Ψνωυ(η).
Notice that, in the support of integration we have
|Ψ(η)| . 2−3δm ≪ 1, |Φ(ξ, η)| . 2−7δm ≪ 1, |∇ηΦ(ξ, η)| & 1. (7.37)
In view of Proposition 8.5, we may assume that min{k, k1, k2} ≥ −D. We define fµj1,k1 and
fµj1,k1,n1 as before. Assume first that j1 ≥ (1 − 100δ2)m. Schur’s test with Proposition 8.8 (i),
(iii) give
‖PkBm,l[fµj1,k1,0, Pk2f νωυC,q ]‖L2 . 22δ
2m2m−l · (2l2−3δm/4) sup
s
‖fµj1,k1,0(s)‖L2‖f̂ νωυC,q (s)‖L∞ .
Moreover, using (8.53), for n1 ≥ 1
‖PkBm,l[fµj1,k1,n1 , Pk2f νωυC,q ]‖L2 . 22δ
2m2m−l2l−n1/2 sup
s
‖ sup
θ∈S1
| ̂fµj1,k1,n1(rθ, s)|‖L2(rdr)‖f̂ νωυC,q (s)‖L2 .
In both cases we use the estimates (3.31) and (7.35) to show that these are acceptable contri-
butions as in (7.36).
Assume now that j1 ≤ (1− 100δ2)m, let κθ = 22δ2m−m/2, and decompose
Bm,l[fµj1,k1 , Pk2f νωυC,q ] = B⊥m,l,j1 + B
||,1
m,l,j1
+ B||,2m,l,j1,
B̂⊥m,l,j1(ξ) =
∫
R
qm(s)
∫
R2
eisp(ξ,η)ϕ˜l(Φ(ξ, η))(1 − ϕ(κ−1θ ΩηΦ(ξ, η)))f̂µj1,k1(ξ − η, s)gq(η, s) dηds,
̂B||,im,l,j1(ξ) =
∫
R
qm(s)
∫
R2
eisp(ξ,η)ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))ψi(ξ, η)f̂
µ
j1,k1
(ξ − η, s)gq(η, s)dηds,
where ψ1(ξ, η) := ϕ≤−D(∇ξΦ(ξ, η)) and ψ2(ξ, η) := ϕ>−D(∇ξΦ(ξ, η)).
We apply first Lemma 3.8 (with ĝ(η) = eisΨ(η)gq(η, s)) to conclude that
∥∥PkB⊥m,l,j1∥∥L2 .
2−2m, which is an acceptable contribution. In view of Proposition 8.5 (ii), when considering
B||,im,l,j1 , i = 1, 2, we may assume that f
µ
j1,k1
= fµj1,k1,0. Moreover, Proposition 8.6 (i) shows that
|∇ηp(ξ, η)| & 1 in the support of integration of B||,2m,l,j1 . Therefore integration by parts in η using
Lemma 3.7 shows that
∥∥PkB||,2m,l,j1∥∥L2 . 2−2m, which leads to an acceptable contribution.
We now turn to B||,1m,l,j1 . We use Lemma 8.9 (iii) and the identity f
µ
j1,k1
= fµj1,k1,0 to estimate
|φk(ξ)̂B||,1m,l,j1(ξ)| . 22δ
2m2m−l · 2lκθ · ‖f̂µj1,k1(s)‖L∞‖gq(s)‖L∞ . 220δ
2m−m/2.
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The desired bound (7.36) follows if j ≤ m/2+ 10δm. We may now assume j ≥ m/2+ 10δm. In
view of Proposition 8.6 (ii), we may decompose
B||,1m,l,j1 =
∑
r∈(−∞,−D/2]
Bj1m,l,r,q,
where
̂Bj1m,l,r,q(ξ) =
∫
R
qm(s)
∫
R2
eisp(ξ,η)ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))
× ϕ≤−D(∇ξΦ(ξ, η))ϕr(∇ηp(ξ, η))f̂µj1,k1(ξ − η, s)gq(η, s) dηds.
(7.38)
Using Proposition 8.6 (i), we see that on the support of integration of Bj1m,l,r,q
p(ξ, η) = Λσ(ξ)− Λµ(ξ − η)− Λσ(p(η)) + Λµ(η − p(η)),
where p := p(−µ)σ (so ∇Λµ(x− p(x)) +∇Λσ(p(x)) = 0). Moreover, for some γ ∈ {γ1, γ2},
|∇ηp(ξ, η)| ≈ |ξ − p(η)| ≈ |∇ξΦ(ξ, η)| ≈ 2r,
|p(ξ, η)| ≈ |ξ − p(η)|2 ≈ |∇ξΦ(ξ, η)|2 ≈ 22r,
||η| − γ| ≈ |Ψ(η)| . 2l + 22r,∣∣|ξ| − p+(γ)∣∣ . 2l + 2r.
(7.39)
Integrating by parts, using Lemma 3.7 and (7.39), we observe that
∥∥PkBj1m,l,r,q∥∥L2 . 2−2m if
2r ≥ 25δ2m(2−l−m + 2j1−m + 2q−m/2) or 2j ≥ 25δ2m(2m+r + 2q+m/2 + 2−r + 2j1). (7.40)
Indeed, in the first case we integrate by parts in η, while in the second case we integrate by
parts in ξ after taking the inverse Fourier transform and restricting to x ≈ 2j (notice that∣∣Dαξ [ϕ˜l(Φ(ξ, η))]∣∣ .|α| 2−l2|α|(r−l) in the support of the integral, in view of (7.39)).
For (7.36) it suffices to prove that if 2J ≤ 25δ2m(2m+r + 2q+m/2 + 2−r + 2j1) then∑
r≤−D/2
2J(1−20δ)
∥∥PkBj1m,l,r,q∥∥L2 . 2−60δ2m, (7.41)
for any fixed parametersm, l, r, q, j1 as before. Using Schur’s test and (8.49)–(8.50), and recalling
that fj1,k1 = fj1,k1,0,∥∥PkBj1m,l,r,q∥∥L2 . 25δ2m2m−l · 2lκ1/2θ sup
s
‖gq(s)‖L∞‖fµj1,k1(s)‖L2 . 220δ
2m2−(1−20δ)j12−m/4−q
and∥∥PkBj1m,l,r,q∥∥L2 . 25δ2m2m−l · 22r sup
s
‖gq(s)‖L∞‖fµj1,k1(s)‖L2 . 220δ
2m2−(1−20δ)j12−l+2r−q.
The desired bound (7.41) follows if r ≤ −m or if J ≤ j1+m/4. Using (7.37), (7.39), and (8.47)
we estimate
|̂Bj1m,l,r,q(ξ)| . 25δ
2m2m−l · 2lκθ sup
s
‖f̂µj1,k1‖L∞‖gq‖L∞ . 220δ
2m−m/2−q . (7.42)
The desired bound (7.41) follows also if J ≤ δm+m/2 + q. It remains to show that[
2(1−20δ)(m+r) + 2−(1−20δ)r
]‖Bj1m,l,r,q‖L2 . 2−70δ2m. (7.43)
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We use now (7.37) and (7.39) to bound
|̂Bj1m,l,r,q(ξ)| . 25δ
2m2m−l ·min{2l, 2r}min{2r, 2−m/2} sup
s
‖f̂µj1,k1‖L∞‖gq‖L∞
. 220δ
2m2−qmin{1, 2r−l}min{2r, 2−m/2}.
(7.44)
The desired bound (7.43) follows if r ≤ −m/2. It also follows if −m/2 ≤ r ≤ −(m− 2q)/3. On
the other hand, if r ≥ −(m − 2q)/3 and j1 ≥ m/2 then we recall (7.37) and use Schur’s test
with (8.47) to estimate
‖Bj1m,l,r,q‖L2 . 25δ
2m2m−l · κθ2l−r/2 sup
s
‖fµj1,k1(s)‖L2‖gq(s)‖L∞ . 220δ
2m2−m/2−r/22−(1−20δ)j1 ,
and the desired bound (7.43) follows in this case as well.
Therefore, it remains to prove (7.43) in the case
r ≥ −(m− 2q)/3 and j1 ≤ m/2. (7.45)
From (7.40) and (7.45), we may assume that 2r ≤ 26δ2m2−l−m. In particular, l ≤ −m/2 ≤ r.
The main point is to notice that the modulation is rather large in this case, in view of (7.39).
We integrate by parts in time in the formula (7.38) to rewrite
̂Bj1m,l,r,q(ξ) = c
∫
R
∫
R2
eisp(ξ,η)
ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))
p(ξ, η)
× ϕ≤−D(∇ξΦ(ξ, η))ϕr(∇ηp(ξ, η))∂s
{
qm(s)f̂
µ
j1,k1
(ξ − η, s)gq(η, s)
}
dηds.
We use the bounds, see Lemma 6.2 and (7.35),
‖f̂µj1,k1(s)‖L∞ . 1, ∂sf
µ
j1,k1
(s) = fµC + f
µ
NC ,
‖f̂µC(s)‖L∞ . 23δm+δ
2m−m, ‖fµNC(s)‖L2 . 2−11m/8,
‖gq(s)‖L∞ . 2(δ−1)m, ‖∂sgq(s)‖L∞ . 2q−2m+5δm.
Shur’s Lemma allows to control the contribution of fµNC as
Bj1m,l,r,q = Bj1,∗m,l,r,q + Bj1,NCm,l,r,q
̂Bj1,NCm,l,r,q(ξ) := c
∫
R
∫
R2
eisp(ξ,η)
ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))
p(ξ, η)
× ϕ≤−D(∇ξΦ(ξ, η))ϕr(∇ηp(ξ, η))qm(s)f̂µNC(ξ − η, s)gq(η, s) dηds,
‖Bj1,NCm,l,r,q‖L2 . 22δ
2m2m−l · 2lκθ · 2−2r · 2(δ−1)m sup
s
‖fµNC(s)‖L2 . 2−
13
7
m−2r.
In view of (7.45), this gives an acceptable estimate. The rest of Bj1m,l,r,q is estimated crudely,
using also (7.39) and (8.47),
‖̂Bj1,∗m,l,r,q‖L∞ . 2m−l · 2lκθ · 2−2r2q−2m+5δm . 2q+6δm−2r−3m/2,
2(1−20δ)(m+r)‖Bj1,∗m,l,r,q‖L2 . 2−(1/2+20δ)(m+r−2q)+6δm−40δq .
This completes the proof of (7.43), in view of the assumption (7.45).
Contribution of f νSR. We now show that
‖QjkBm,l[Pk1fµ, Pk2f νSR]‖Bσj . 2−51δ
2m. (7.46)
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Recall from (6.44) that f νSR = P˜SRIf
ν
SR and
‖Dαξ f̂ νSR(ξ, s)‖L∞ . 275δm−3m/22(1−300δ)m|α| , sup
b≤N1/4
‖Ωbf νSR(s)‖L2 . 1. (7.47)
In view of Proposition 8.5 (i), we may assume that min{k, k1, k2} ≥ −D. We make the change
of variables η → ξ − η and6 decompose, with κθ = 22δ2m−m/2,
Bm,l[Pk1fµ, Pk2f νSR] = B||m,l[Pk2f νSR, Pk1fµ] + B⊥m,l[Pk2f νSR, Pk1fµ],
FB||m,l[f, g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ
′(ξ, η))f̂ (ξ − η, s)ĝ(η, s) dηds,
FB⊥m,l[f, g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))(1 − ϕ(κ−1θ ΩηΦ(ξ, η)))f̂ (ξ − η, s)ĝ(η, s) dηds.
Using Lemma 3.8, we see that
∥∥FB⊥m,l[f, g]∥∥L∞ . 2−2m, and this gives an acceptable contribu-
tion. Let fj1,k1 be defined as before. If j1 ≥ 3m/4 we use Lemma 8.9 to estimate
‖PkB||m,l[Pk2f νSR, fµj1,k1 ]‖L2 . 22δ
2m2m−l · (2lκ
1
2
θ ) · sup
s
‖P̂k2f νSR‖L∞‖fµj1,k1‖L2
. 280δm−3m/42−j1/2,
and we obtain an acceptable contribution. On the other hand, if j1 ≤ 3m/4 then we decompose
B||m,l[Pk2f νSR, fµj1,k1 ] =
∑
p∈[p−,p0]
Bm,l,p[Pk2f νSR, fµj1,k1 ],
where p− := ⌊l/2⌋ and p0 := ⌊−250δm⌋ and
FBm,l,p[f, g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))
× ϕ(κ−1θ ΩηΦ(ξ, η))ϕ[p−,p0]p (∇ηΦ(ξ, η))f̂ (ξ − η, s)ĝ(η, s) dηds.
Integration by parts using Lemma 3.7 and (7.47) show that ‖PkBm,l,p0 [Pk2f νSR, fµj1,k1 ]‖L2 . 2−2m.
On the other hand, for p < p0, FBm,l,p is supported in a small neighborhood of a space-time
resonance, more precisely in the set of points ξ with the property that
|Ψ(ξ)| . |Φ(ξ, η)| + |η − p(ξ)|2 . |Φ(ξ, η)| + |∇ηΦ(ξ, η)|2 . 2l + 22p. (7.48)
Given ξ satisfying (7.48), the support of η integration essentially and κθ × 2l−p box. Therefore
we can estimate, for p ∈ [p−, p0 − 1]
(1 + 2m|Ψ(ξ)|)∣∣FBm,l,p[Pk2f νSR, fµj1,k1 ](ξ)∣∣ . 2m+2p2m−l · 2l−pκθ sup
s
‖f̂ νSR(s)‖L∞‖f̂µj1,k1(s)‖L∞
. 2p+80δm.
Summing over p ≤ −250δm, we find that∑
p∈[p−,p0]
(1 + 2m|Ψ(ξ)|)∣∣FBm,l,p[Pk2f νSR, fµj1,k1 ](ξ)∣∣ . 2−100δm.
As remarked in the proof of Lemma 7.5, see (7.25), this gives an acceptable contribution.
6By a slight abuse of notation we also let Φ denote the phase (ξ, η)→ Φ(ξ, ξ − η).
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Contribution of f νNC. Recall that
‖f νNC(s)‖L2 . 2−19m/10, sup
b≤N1/4
‖Ωbf νNC(s)‖L2 . 1. (7.49)
We show that
2(1−20δ)m‖PkBm,l[Pk1fµ, Pk2f νNC ]‖L2 . 2−51δ
2m. (7.50)
We define fµj1,k1 and f
ν
j1,k1,n1
as before. If j1 ≥ 2m/3, then using Lemma 8.10 and Lemma 3.11,
‖Bm,l[fµj1,k1,n1 , Pk2f νNC ]‖L2 . 2δ
2m2m−l2
l−n1
2 sup
s
∥∥ sup
θ∈S1
| ̂fµj1,k1,n1(rθ, s)|
∥∥
L2(rdr)
‖Pk2f νNC(s)‖L2
. 2−9m/10−l/22−(1−21δ)j1 ,
which gives acceptable contributions.
On the other hand, if j1 ≤ 3m/4 and k = min{k, k1, k2} ≤ −m/5 then we use Schur’s test,
(8.49), and Lemma 3.11 to estimate
‖PkBm,l[fµj1,k1 , Pk2f νNC ]‖L2 . 22δ
2m2m−l · 2l+k/2 · sup
s
‖f̂µj1,k1(s)‖L∞‖f νNC(s)‖L2 . 2−m+5δm,
which gives an acceptable contribution.
We may now decompose, for κθ to be chosen
FBm,l[fµj1,k1 , Pk2f νNC ](ξ) =
∫
R
qm(s)
[
I ||(ξ, s) + I⊥(ξ, s)
]
ds,
I ||(ξ, s) :=
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))ϕ(κ
−1
θ ΩηΦ(ξ, η))f̂
µ
j1,k1
(ξ − η, s)P̂k2f νNC(η, s) dη,
I⊥(ξ, s) :=
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))(1 − ϕ(κ−1θ ΩηΦ(ξ, η)))f̂µj1,k1(ξ − η, s)P̂k2f νNC(η, s) dη.
If j1 ≤ 3m/4 and −m/5 ≤ k ≤ −D then we set κθ := 2−2m/5, and apply Lemma 3.8 and Lemma
8.9 to estimate ‖PkI⊥(s)‖L2 . 2−3m and
‖PkI ||(s)‖L2 . 22δ
2m2−l · κθ2l2−k‖f̂µj1,k1(s)‖L∞‖f νNC(s)‖L2 . 2−2m.
This gives acceptable contributions. Assume finally that j1 ≤ 3m/4 and k ≥ −D, and set
κθ := 2
2δ2m−m/2. Proceeding as before, we find that ‖PkI⊥(s)‖L2 . 2−3m and
‖PkI ||(s)‖L2 . 22δ
2m2−l · κ1/4θ 2l‖f̂µj1,k1(s)‖L∞‖f νNC(s)‖L2 . 2−2m.
This gives again an acceptable contribution, which completes the proof in this case.
Contribution of ∂sF
ν. It remains to show that
2(1−20δ)m‖PkBm,l[Pk1fµ, Pk2∂sF να ]‖L2 . 2−51δ
2m, α ∈ {C,NC,LO}. (7.51)
We define also fµj1,k1 and f
µ
j1,k1,n1
as before. We integrate by parts in s to rewrite
FBm,l[Pk1fµ, Pk2∂sF να ] = −B1[Pk1fµ, Pk2F να ]− iB2[Pk1fµ, Pk2F να ]−B3[Pk1∂sfµ, Pk2F να ],
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B1[Pk1f
µ, g](ξ) :=
∫
R
q′m(s)
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))P̂k1f
µ(ξ − η, s)ĝ(η, s) dηds,
B2[Pk1f
µ, g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))Φ(ξ, η)P̂k1f
µ(ξ − η, s)ĝ(η, s) dηds,
B3[Pk1∂sf
µ, g](ξ) :=
∫
R
qm(s)
∫
R2
eisΦ(ξ,η)ϕ˜l(Φ(ξ, η))∂sP̂k1f
µ(ξ − η, s)ĝ(η, s) dηds.
Using Lemma 3.10, we first see that, for β ∈ {1, 2},∥∥Bβ[Pk1fµ, Pk2F νNC ]∥∥L2 . 2m[ sup
λ,s≈2m
‖e−iλΛµPk1fµ(s)‖L∞‖Pk2F νNC(s)‖L2 + 2−5m
]
. 2−m,
which gives an acceptable contribution. To bound B3, we notice first that
sup
ξ
∫
R2
ϕ≤l(Φ(ξ, η))ϕk(ξ)ϕk2(η)|∂sP̂k1fµ(ξ − η)|dη
+ sup
η
∫
R2
ϕ≤l(Φ(ξ, η))ϕk(ξ)ϕk2(η)|∂sP̂k1fµ(ξ − η)|dξ . 2100δm2l−m.
(7.52)
This is a consequence of Lemma 6.2 and (8.49). Using Schur’s test we have∥∥ϕk ·B3[Pk1fµ, Pk2F νNC ]∥∥L2 . 2m−l · 2100δm2l−m · sup
s
‖Pk2F νNC(s)‖L2 . 2−m,
which gives an acceptable contribution.
We consider now the contribution of F νLO. We first remark that, using Proposition 8.5 (i), we
may assume that k1 ≥ −D and fµj1,k1 = f
µ
j1,k1,0
. Therefore, if β ∈ {1, 2},
‖Bβ[fµj1,k1 , Pk2F νLO]‖L2 . 2m sup
s
‖P̂k2FLO(s)‖L1‖fµj1,k1(s)‖L2 . 2−4m/52−(1−20δ)j1 ,
which gives an acceptable contribution if j1 ≥ m/2. Otherwise, using (3.35) and Lemma 3.10
‖Bβ[fµj1,k1 , Pk2F νLO]‖L2 . 2m
[
sup
s,λ≈2m
‖e−iλΛµfµj1,k1(s)‖L∞‖Pk2F νLO(s)‖L2 + 2−5m
]
. 2−(1−10δ)m,
which also gives an acceptable contribution. Finally, we use Lemma 6.2 to write ∂sf
µ = f˜µC+f˜
µ
NC .
Then we use Schur’s test with (8.49) to estimate
‖B3[Pk1 f˜µC , Pk2F νLO]‖L2 . 2m−l · 22δ
2m2l sup
s
‖̂Pk1 f˜µC(s)‖L∞‖Pk2F νLO(s)‖L2 . 2−m+10δm,
‖B3[Pk1 f˜µNC , Pk2F νLO]‖L2 . 2m−l · sup
s
‖ ̂Pk1 f˜µNC(s)‖L2‖P̂k2F νLO(s)‖L1 . 2−m.
These are acceptable contributions, as in (7.51).
We consider now the contribution of F νC . Using Schur’s test, (8.49), (6.46), and (6.18),
‖ϕk ·B3[Pk1∂sfµ, Pk2F νC ]‖L2 . 2m−l · 2l22δ
2m sup
s
‖F̂ νC(s)‖L∞‖∂sPk1fµ(s)‖L2 . |l|2−(1−8δ)m.
This is an acceptable contribution as in (7.51). In order to bound the operators B1 and B2, we
use Lemma 8.10 to estimate, for all n1 and β ∈ {1, 2},
‖Bβ [fµj1,k1,n1 , Pk2F νC ]‖L2 . 2m2(l−n1)/222δ
2m · sup
s
‖P̂k2F νC(s)‖L∞
∥∥ sup
θ∈S1
| ̂fµj1,k1,n1(rθ, s)|
∥∥
L2(rdr)
. 23.5δm2l/22−19δn12−(1−21δ)j1 .
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Recalling that 2l . 2−12δm, this gives an acceptable contribution if j1 ≥ m− δm. On the other
hand, if j1 ≤ m− δm and k1 ≥ −δm/2, then we use (3.35) and Lemma 3.10 to obtain
‖Bβ [fµj1,k1 , Pk2F νC ]‖L2 . 2m
[
sup
s,λ≈2m
‖e−iλΛµfµj1,k1(s)‖L∞‖Pk2F νC(s)‖L2 + 2−5m
]
. 2m · 2−m+3δm2−m+4δm,
(7.53)
which is an acceptable contribution.
Finally, it remains to consider the case
j1 ≤ m− δm, k1 ≤ −δm/2, β ∈ {1, 2}. (7.54)
In this case we need to improve slightly on both estimates above. Notice first that
Bβ[f
µ
j1,k1
, Pk2F
ν
C ] = Bβ[f
µ
j1,k1
, Pk2G
ν
C ], where Ĝ
ν
C(ξ, s) := 1{||ξ|−γ0|.2l+2k1}(ξ)F̂
ν
C(ξ, s).
This is a consequence of Proposition 8.5 (i). Moreover, fj1,k1 = fj1,k1,0 and we estimate, using
Schur’s test and (8.49), for β ∈ {1, 2},
2(1−20δ)m‖Bβ[fµj1,k1 , Pk2GνC ]‖L2 . 2(1−20δ)m2m2l22δ
2m · sup
s
‖P̂k2GνC(s)‖L∞
∥∥fµj1,k1∥∥L2
. 23δm2l215δ
2m2(1−20δ)(m−j1).
This suffices if m − j1 ≤ 9δm. On the other hand, if j1 ≤ m − 9δm and k1 ≥ −9δm + 10δ2m
then the estimate (7.53) still holds, since we can apply the strong L∞ bound in the last line of
(3.35). Finally, if j1 ≤ m− 9δm and k1 ≤ −9δm+ 10δ2m then we notice that
‖GνC‖L2 . (2l + 2k1)1/2‖ĜνC‖L∞ . 2−m−δm.
Using the bound in the first line of (3.35) we can improve the estimate (7.53),
‖Bβ [fµj1,k1 , Pk2GνC ]‖L2 . 2m
[
sup
s,λ≈2m
‖e−iλΛµfµj1,k1(s)‖L∞‖Pk2GνC(s)‖L2 + 2−5m
]
. 2m · 2−m+20δj12−m−δm,
which gives an acceptable contribution. This completes the proof of (7.51).
7.6. Control of cubic terms. In this subsection, we control of the cubic terms due to the
general pressure law. For simplicity of notation let H3 := H3(ρ) and recall that
ρ = (−i/2)|∇|Λ−1e [Ue − Ue] = (−i/2)|∇|Λ−1e [e−itΛeVe − eitΛeVe].
Lemma 7.7. Assume the hypothesis of Proposition 2.2, m ≥ 0, s ∈ [2m − 1, 2m+1], k ∈ Z, then
‖P≤k|∇|H3(s)‖HN0 + sup
a≤N1
‖P≤kΩa|∇|H3(s)‖L2 . ǫ312k2−2m+50δm,
sup
a≤N1/2
‖PkΩa|∇|H3(s)‖L∞ . ǫ31min{2−3m+75δm , 23k},
sup
a≤N1/2
‖PkΩa|∇|H3(s)‖L1 . ǫ31min{2k, 1}2−m+25δm .
Indeed, these bounds follow directly from the fact that H3 is a cubic function of ρ.
Proposition 7.8. Under the hypothesis of Proposition 2.2, for any t ∈ [0, T ] we have
sup
a≤N1/2
∥∥∥∫ t
0
eisΛe |∇|ΩaH3(s)ds
∥∥∥
Z1e
. ǫ31.
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Proof. It suffices to show that, for m ≥ 0 and a ≤ N1/2,
I := 26k+2(1−20δ)j2k
∥∥∥ ∫
R
qm(s)Qjke
isΛeΩaH3(s)ds
∥∥∥
L2
. ǫ312
−δm. (7.55)
Using Lemma 7.7, we see that we can assume that k ≤ δ2(j +m) and j ≥ 2m/3. Moreover, if
k ≤ −j/2− 10δm, we find that
I . 26k+2(1−20δ)j22k2m sup
s
‖FPkΩaH3(s)‖L∞ ,
which also gives an acceptable contribution.
We assume now that j ≥ (1 + δ)m and k ≥ −j/2 − 10δm. Observe from Shur’s test that
‖QjkeisΛeQj′k′f‖L2 . (1{|j−j′|≤8} + 2−10(j+j
′))‖Qj′k′f‖L2
if |k − k′| ≤ 4. Since, as a consequence of Lemma 3.11,
‖Qj′k′ΩaH3‖L2 . ǫ312−(1−25δ)(m+j
′)2−j
′/4,
we obtain an acceptable contribution.
We may now assume that j ∈ [2m/3, (1 + δ)m]. For (7.55) it suffices to prove that
‖ΩaH3‖L2 . ǫ312−2m+12δm. (7.56)
For this, we decompose H3 into a cubic term and a quartic and higher order term,
H3 = cρ
3 +H4, ‖ΩaH4‖L2 . ǫ412−5m/2,
so it suffices to consider the cubic term. For this, we write
ρ3 =
∑
j1+k1≥0
∑
j2+k2≥0
∑
j3+k3≥0
(Qj1k1ρ)(Qj2k2ρ)(Qj3k3ρ).
In view of Lemma 3.11, for 0 ≤ a ≤ N1/2,
‖ΩaQjkρ‖L∞ . ǫ1min{22k−21δk, 2−(N0/3)k, 2−m+22δm}.
Since ‖ΩaQjkρ‖L2 . ǫ12−j+20δj , the contribution is acceptable if min{k1, k2, k3} ≤ −2m/3 or if
max{k1, k2, k3} ≥ δm or if max{j1, j2, j3} ≥ m/100. On the other hand, if
−2m/3 ≤ k1, k2, k3 ≤ δm, max{j1, j2, j3} ≤ m/100,
then we use (3.35) to bound ‖ΩaQjlklρ‖L∞ . ǫ12−m+3δm, l ∈ {1, 2}. It follows that
‖(Ωa1Qj1k1ρ)(Ωa2Qj2k2ρ)(Ωa3Qj3k3ρ)‖L2 . ǫ312−2m+6δm,
which gives an acceptable contribution. 
8. Estimates on phase functions
In this section we gather some important facts about the phase functions Φ. In this section,
Φ(ξ, η) = Φσµν(ξ, η) = Λσ(ξ)− Λµ(ξ − η)− Λν(η), σ, µ, ν ∈ {e, b,−e,−b},
is as in (2.7), and we often omit the subscripts. We sometimes let +e = e, +b = b. Let D0
denote a sufficiently large constant that may depend only on the parameter d ∈ (0, 1).
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8.1. Resonant phases. We first observe that, among all phases, only few can be time resonant.
For clarity, let Φσ;µ,ν := Φσµν . We define three sets of phases
PEll := {Φe;+e,+e,Φe;+e,−e,Φe;−e,−e,Φe;+e,+b,Φe;+e,−b,Φe;−e,−b,Φe;+b,+b,Φe;−b,−b,
Φb;+e,−e,Φb;−e,−e,Φb;+e,−b,Φb;−e,−b,Φb;+b,+b,Φb;+b,−b,Φb;−b,−b},
P1Hyp := {Φe;−e,+b,Φb;+e,+e},
P2Hyp := {Φe;+b,−b,Φb;+e,+b,Φb;−e,+b}.
(8.1)
Lemma 8.1. If Φ ∈ PEll, then
|Φ(ξ, η)| & (1 + min{|ξ|, |ξ − η|, |η|})−1. (8.2)
If Φ ∈ P1Hyp, the same bound holds unless
|ξ| ≈ |ξ − η| ≈ |η| or max{|ξ|, |ξ − η|, |η|} . 1. (8.3)
If Φ ∈ P2Hyp then the bound (8.2) is satisfied unless
Φ = Φe;b+,b− and |ξ − η|+ 1 ≈ |η|+ 1,
or Φ = Φb;e±,b+ and |ξ|+ 1 ≈ |η|+ 1. (8.4)
Proof of Lemma 8.1. Simple computations show that if a, b ∈ [0,∞) and σ ∈ {e, b} then
λσ(a) + λσ(b)− λσ(a+ b) & (1 + min{a, b})−1. (8.5)
Therefore the bound (8.2) holds when (σ;µ, ν) ∈ {(e;±e,±e), (b;±b,±b)}. Since λb(r) ≥ λe(r),
the bound (8.2) also holds for the remaining phases in PEll.
Now to show (8.3), it suffices to consider Φb;e+,e+ and we may assume that |ξ − η| ≥ |η|. We
first observe that
if |ξ| ≤ d−1/2|ξ − η| then Φb;+e,+e(ξ, η) = [Λb(ξ)− Λe(ξ − η)] − Λe(η).
The terms in the right-hand side of this equality are negative so that (8.2) holds in this case.
On the other hand,
Φb;+e,+e(ξ, η) ≥ |ξ| − 2− d(|ξ − η|+ |η|) ≥ (1− d)|ξ − η| − 2− (d+ 1)|η|,
so that if 1 + |η| ≪ |ξ− η| then (8.2) holds again. The proof for the other phase in P1Hyp follows
similarly after switching the variables.
Finally, for (8.4), by symmetry it suffices to observe that
Λb(ξ1)− Λb(ξ2)± Λe(ξ1 + ξ2) ≥ |ξ1| − 1− |ξ2| − 1− d|ξ1 + ξ2| ≥ (1− d)|ξ1| − 2− (d+ 1)|ξ2|,
so that if |ξ1| ≫ |ξ2|+ 1, then Λb(ξ1)− Λb(ξ2)± Λe(ξ1 + ξ2) & 1. 
8.2. Resonant sets. We start with a proposition describing the geometry of resonant sets.
Proposition 8.2. (Structure of resonance sets) The following claims hold:
(i) If either ν + µ = 0 or max(|ξ|, |η|, |ξ − η|) ≥ 2D0 or min(|ξ|, |η|, |ξ − η|) ≤ 2−D0 then
|Φ(ξ, η)| & (1 + |ξ|+ |η|)−1 or |∇ηΦ(ξ, η)| & (1 + |ξ|+ |η|)−3. (8.6)
(ii) For any ξ, η ∈ R2 we have
(1 + |ξ|+ |η|)3|Φ(ξ, η)| + |∇ηΦ(ξ, η)| + |∇ξΦ(ξ, η)| & 1. (8.7)
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(iii) If ν + µ 6= 0, then there exists a function p = pµν : R2 → R2 such that |p(ξ)| . |ξ| and
|p(ξ)| ≈ |ξ| for small ξ, and
∇ηΦ(ξ, η) = 0 ⇔ η = p(ξ).
There is an odd smooth function p+ : R→ R, such that p(ξ) = p+(|ξ|)ξ/|ξ|. Moreover,
if |η|+ |ξ − η| ≤ U ∈ [1,∞) and |∇ηΦ(ξ, η)| ≤ ε then |η − p(ξ)| . εU4. (8.8)
and, for any s ∈ R,
|Dαp+(s)| .α 1, |p′+(s)| & (1 + |s|)−3, |1− p′+(s)| & (1 + |s|)−3. (8.9)
(iv) If ν + µ 6= 0, we define p as above and Ψ(ξ) := Φ(ξ, p(ξ)). Then Ψ is a radial function,
and there exist two positive constants γ1 < γ2, such that Ψ(ξ) = 0 if and only if either
±(σ, µ, ν) = (b, e, e) and |ξ| = γ1,
or
±(σ, µ, ν) ∈ {(b, e, b), (b, b, e)} and |ξ| = γ2.
Remark 8.3. We remark the following interesting cancellation property: when (σ, µ, ν) =
(b, e, e) and the frequencies are parallel, the multiplier mσµν vanishes, thus providing an un-
expected “null-form” at γ1. This can be seen from (6.3) and (4.8). Such cancellation does not
seem to be present at γ2 and to keep the symmetry of our analysis, we will not use this fact.
Proof. We prove first (i). If µ = −ν = ±σ or µ = −ν = ±e, then |Φ(ξ, η)| & (1 + |ξ| + |η|)−1
due to (8.2). If µ = −ν = b and σ = e (the other choices are equivalent by symmetry), then
∇ηΦ = ξ − η√
1 + |ξ − η|2 +
η√
1 + |η|2 .
Thus |∇ηΦ| & 1 if |ξ| ≥ 1/2 and |η| ≤ 1/8. If min(|ξ|, |η|) ≥ 1/8 then
|∇ηΦ| & (1 + |ξ|+ |η|)−3,
using the Lipschitz norm of the inverse map of ξ 7→ ξ/√1 + |ξ|2. Finally, if |ξ| ≤ 1/2 then
|Φ| ≥
√
1 + d|ξ|2 −
∣∣∣√1 + |ξ − η|2 −√1 + |η|2∣∣∣ ≥√1 + d|ξ|2 − |ξ| ≥ 1/2.
This completes the case ν + µ = 0.
Now suppose max(|ξ|, |η|, |ξ−η|) ≥ 2D/10, and assume the contrary. We may assume ν+µ 6= 0;
if ν = µ, then the only possibility is ν = µ = e and σ = b, due to Lemma 8.1. In this case we
must also have |η| ≈ |ξ−η| ≈ |ξ| and |2η−ξ| ≪ 1, by a similar argument as before. This implies
that |Φ| & 1, contradiction.
Now if ν 6= ±µ, then we have |ξ| ≥ 2D/10−2 and min(|η|, |ξ − η|) ≤ 2D/10−10, since otherwise
|∇ηΦ| & 1. By symmetry assume |η| ≤ 2D/10−10. The only possibility is σ = µ = ±b, since
σ 6= µ would imply |Φ| & |ξ|, and σ = µ = ±e would imply |Φ| & |ξ|−1 due to (8.5). Therefore
ν = ±e, but then again |∇ηΦ| & 1, contradiction.
The proof in the case min(|ξ|, |η|, |ξ − η|) ≤ 2−D/10 is similar.
The claim (iii) is proved in [30, Lemma 5.6]. Moreover, (ii) follows from (i), (iii), and [30,
Lemma 5.8] if max(|ξ|, |η|, |ξ − η|) . 1. On the other hand, if max(|ξ|, |η|, |ξ − η|) ≫ 1 then a
similar argument as before, using (8.5), leads to the conclusion.
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Finally, to prove (iv), we need to solve the equation Φ = ∇ηΦ = 0. Clearly we may assume
ξ = αe and η = βe, where e is a unit vector. By Lemma 8.1 we only need to consider the cases
(σ, µ, ν) ∈ {(b, e, e), (b, b, e), (∗,+b,−e)}, (8.10)
where ∗ represents e or b.
In the third case above we claim that space-time resonance is impossible; in fact, ∇ηΦ = 0
would imply
dβ√
1 + dβ2
=
β − α√
1 + (β − α)2 = ±
√
k,
where 0 ≤ k < d < 1. We may then assume β ≥ 0, and hence θ = β − α ≥ 0, so
β =
√
k
d(d− k) , θ =
√
k
1− k .
Therefore √
1 + dβ2 =
√
d
d− k ≥
√
d
d− dk =
√
1
1− k =
√
1 + θ2,
thus Φ ≥ √1 + dα2 > 0.
In the first case in (8.10), the equation ∇ηΦ = 0 simply reduces to β = α − β, or α = 2β.
Using also Φ = 0, we obtain the only solution
|α| = γ1 :=
√
3
1− d.
In the second case in (8.10), we reduce to the system
dβ√
1 + dβ2
=
α− β√
1 + |α− β|2 ,
√
1 + α2 =
√
1 + dβ2 +
√
1 + (α− β)2. (8.11)
Introducing
Fα(β) =
√
1 + α2 −
√
1 + dβ2 −
√
1 + (α− β)2, (8.12)
we see that Fα is concave and achieves its maximum at some unique point β∗(α) ∈ (0, α).
Thus γ2 corresponds to a point where Fγ2(β∗(γ2)) = 0. To show existence and uniqueness of
γ2, it suffices to show that the function α → Fα(β∗(α)) vanishes exactly once for α ∈ (0,∞).
Uniqueness follows from the computation that
d
dα
(Fα(β∗(α))) =
d
dα |β=β∗(α)
Fα(β) > 0.
To show the existence of γ2, we remark that
Fα(β∗(α)) ≥ Fα(α) =
√
1 + α2 −
√
1 + dα2 − 1
which is positive for α large enough, while we see that when α = γ1,
Fγ1(β∗(γ1)) < 0, (8.13)
which also shows that γ1 < γ2. To prove (8.13), it suffices to see that
Fγ1(β) =
√
1 + γ21 −
√
1 + d(γ1 − β)2 −
√
1 + dβ2 +
[√
1 + d(γ1 − β)2 −
√
1 + (γ1 − β)2
]
.
The term in bracket is negative unless β = γ1, while we directly see by concavity that√
1 + γ21 −
√
1 + d(γ1 − β)2 −
√
1 + dβ2 ≤ 0
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with equality only in the case β = γ1/2. 
Remark 8.4. (i) For D0 sufficiently large we define the function
Ψ†σ(ξ) := 2
D0(1 + |ξ|) inf
µ,ν∈P;ν+µ6=0
|Ψσµν(ξ)|
as in Section 2.5. Using the conclusions of Proposition 8.2 we can easily prove
Ψ†±b(ξ) ≈ (1 + |ξ|)−1 ·min
(∣∣|ξ| − γ1∣∣, ∣∣|ξ| − γ2∣∣) and 10 ≤ Ψ†±e(ξ) . 1. (8.14)
(ii) Let α1,e, α2,e, and α2,b denote the absolute values of the space-time resonant inputs cor-
responding to the values γ1 and γ2. The analysis in the proof above shows that
α1,e = γ1/2, 0 < α2,b < γ1, 0 < α2,e. (8.15)
In the next lemma we prove a separation property concerning the space-time resonances.
Proposition 8.5. (Separation property) (i) There exists γ0 > γ2 > γ1 such that
|Φ(0, η)| & ||η| − γ0|/(1 + |η|). (8.16)
In particular, we have that, when ||η| − γ0| ≪ 1,
|∇ξΦ(0, η)| & 1, |∇ηΦ(0, η)| & 1.
(ii) Assume that |ξ − η|, |η| ∈ {γ1, γ2}, that |µ| = |ν| = b and that ξ and η are aligned. Then
|Φ(ξ, η)| & 1.
(iii) Assume that |η| ∈ {γ1, γ2} and |ν| = b. Then, for any ξ ∈ R2,
|Φ(ξ, η)| + |∇ηΦ(ξ, η)| & 1. (8.17)
Proof. We start with the proof of (i). Using (8.5), letting r = |η|, to prove (8.16), it suffices to
show that
f(r) =
√
1 + r2 −
√
1 + dr2 − 1
vanishes only once where its derivative does not vanish. But this is obvious since f(0) = −1,
f(r)→∞ as r →∞ and
f ′(r) = r
[
1√
1 + r2
− d√
1 + dr2
]
is strictly positive where r > 0. It remains to show that γ0 > γ2 > γ1. We use Fα as defined in
(8.12), which attains its maximum at a unique point β∗(α) ∈ (0, α). We see that
Fγ0(β∗(γ0)) > Fγ0(γ0) = 0.
Since α 7→ Fα(β∗(α)) is increasing and vanishes only when α = γ2, we see that γ2 < γ0.
We now prove (ii). If |ξ − η| = |η|, this is clear. If |σ| = b, this is clear as well. We may now
assume by contradiction that |ξ − η| = γ1, |η| = γ2 and
Λb(η) = Λb(ξ − η) + Λe(ξ),
so that
Fγ2(γ2 ± γ1) = 0,
and γ2 ± γ1 = β∗(γ2) ∈ (0, γ2). The only possibility is that γ2 − γ1 = β∗(γ2). Assuming this,
however, we get a contradiction,
√
d ≥ dβ∗(γ2)√
1 + dβ∗(γ2)2
=
γ2 − β∗(γ2)√
1 + (γ2 − β∗(γ2))2
=
γ1√
1 + γ21
=
√
3√
4− d,
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which is false if d ∈ (0, 1).
We now turn to the proof of (iii). Since |ν| = b, it follows from Proposition 8.2 that the only
possibility for a space-time resonance is (σ, µ, ν) = ±(b, e, b) and |ξ| = γ2. In case |η| = γ2, we
see that |ξ| > |η| = γ2 and we get (8.17). If |η| = γ1, we deduce easily that |∇ηΦ(ξ, η)| & 1. 
Our next lemma is used to control the second order interaction of space-time resonances and
time resonances.
Proposition 8.6. (Iterated resonances) (i) Assume that ξ, η ∈ R2, and Φσµν , Φνθκ and phases
as in (2.7), θ + κ 6= 0. Let Ψνθκ(η) = Φνθκ(η, pθκ(η)) as before, and assume that
|Φσµν(ξ, η)| ≤ 2−D/10, |Ψνθκ(η)| ≤ 2−D/10,∣∣∇η [Φσµν(ξ, η) + Ψνθκ(η)] ∣∣ ≤ ǫ ≤ 2−D/10. (8.18)
Then
σ = κ, µ = −θ, |ξ − pθκ(η)| . ǫ,
or σ = θ, µ = −κ, |ξ − η + pθκ(η)| . ǫ. (8.19)
In particular, ∣∣∇ξΦσµν(ξ, η)∣∣ . ǫ.
(ii) Conversely, if
|Φσµν(ξ, η)| ≤ 2−D/10, |Ψνθκ(η)| ≤ 2−D/10,
∣∣∇ξΦσµν(ξ, η)∣∣ ≤ ǫ ≤ 2−D/10, (8.20)
then (8.19) holds and ∣∣∇η [Φσµν(ξ, η) + Ψνθκ(η)] ∣∣ . ǫ.
Proof. We prove (i) by examining all cases. Let o denote small quantities, |o| .d 2−D/10. Let
χ := pθκ(η). We start by remarking that, in view of (8.18),∣∣∇Λµ(ξ − η)−∇Λθ(η − χ)∣∣ .d ǫ, ∇Λθ(η − χ) = ∇Λκ(χ). (8.21)
In view of Proposition 8.2 (iv) and Proposition 8.5 (i), we may assume that |η|, |ξ|, |ξ−η|, |χ|, |η−
χ| ≈d 1. Up to multiplying by −1 we may assume that ν = b.
The smallness of the phases gives
−Λσ(ξ) + Λµ(ξ − η) + Λb(η) = o, −Λb(η) + Λθ(η − χ) + Λκ(χ) = o. (8.22)
In particular, we directly see that µ 6= b.
Case 1: (ν, θ, κ) = (b, e, e). In this case 2χ = η. Assume first that µ = e, then by (8.21),
|ξ + χ− 2η| .d ǫ and we find that
−Λσ(3η/2) + Λe(η/2) + Λb(η) = o, −Λb(η) + 2Λe(η/2) = o,
and therefore
Λσ(3η/2) − 3Λe(η/2) = o, Λσ(3η/2) − (3/2)Λb(η) = o.
This is impossible since |Λσ(tx)− tΛσ(x)| &d 1 if t ∈ {3/2, 3}, |x| ≈d 1, and σ ∈ {e, b}.
Assume now that µ = −e. Then (8.21) gives that χ = η/2, |ξ − η/2| .d ǫ, and we find that
−Λσ(η/2) − Λe(η/2) + Λb(η) = o, −Λb(η) + 2Λe(η/2) = o.
Therefore σ = e and we obtain (8.19).
Assume finally that µ = −b. Then σ = ±e. If σ = e, (8.22) gives that
Λb(η) + o = Λe(ξ) + Λb(ξ − η) = Λe(ξ) + Λe(ξ − η) + [Λb(ξ − η)− Λe(ξ − η)] .
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Since the last bracket is &d 1 and also Λb(η)+o = 2Λe(η/2) (using (8.22) again), we obtain that
2Λe(η/2) −
[
Λe(ξ) + Λe(ξ − η)
]
&d 1.
Since λe is strictly convex, we obtain a contradiction. On the other hand, if σ = −e, using that
|∇Λb(ξ)| − |∇Λe(ξ)| &d 1, (8.21) gives that |η|/2 − |ξ − η| &d 1, while (8.22) gives that
Λe(ξ) + Λb(η) = Λb(ξ − η) + o.
This is impossible in view of the fact that |ξ − η| ≤ |η|.
Case 2: (ν, θ, κ) = (b, e, b). Assume that µ = e, then (8.21) gives that |ξ+χ−2η| .d ǫ, while
(8.22) gives that
− Λσ(ξ) + Λe(ξ − η) + Λb(η) = o, −Λb(η) + Λe(η − χ) + Λb(χ) = o. (8.23)
We directly see that the only possibility is σ = b, but in this case, subtracting the two equations,
we obtain that
2Λb(
ξ + χ
2
)− Λb(χ)− Λb(ξ) = o.
Since Λb is strictly convex, this implies that ξ − χ = o, η − χ = o, in contradiction with (8.23).
Assume now that µ = −e, then (8.21) gives that |ξ − χ| .d ǫ, while (8.22) gives that
−Λσ(ξ)− Λe(ξ − η) + Λb(η) = o, −Λb(η) + Λe(η − χ) + Λb(χ) = o.
Then σ = b and we obtain the conclusion.
Assume finally that µ = −b. In this case, (8.21) gives that |ξ− η+χ| .d ǫ, while (8.22) gives
−Λσ(ξ)− Λb(ξ − η) + Λb(η) = o, −Λb(η) + Λe(η − χ) + Λb(χ) = o.
Therefore σ = e and we obtain the conclusion.
Case 3: (ν, θ, κ) = (b, b, e). Changing variables χ→ η − χ, we get back to Case 2.
We prove now (ii). We may assume that µ 6= σ and |ξ − p−µ,σ(η)| .d ǫ. Moreover, η is close
to a space-time resonance for the phases Φνθκ and Φν(−µ)σ . The result follows by Proposition
8.2, using also the fact that γ1 6= γ2. 
8.3. Bounds on sublevel sets. We prove first a general upper bound on the size of sublevel
sets of functions.
Lemma 8.7. Suppose L,R,M ∈ R, M ≥ max(1, L, L/R), and Y : BR := {x ∈ Rn : |x| < R} →
R is a function satisfying ‖∇Y ‖Cl(BR) ≤M , for some l ≥ 1. Then, for any ǫ > 0,∣∣{x ∈ BR : |Y (x)| ≤ ǫ and ∑
|α|≤l
|∂αxY (x)| ≥ L
}∣∣ . RnML−1−1/lǫ1/l. (8.24)
Moreover, if n = l = 1, K is a union of at most A intervals, and |Y ′(x)| ≥ L on K, then
|{x ∈ K : |Y (x)| ≤ ǫ}| . AL−1ǫ. (8.25)
Proof. First we consider a simple case, in which n = 1 and |Y (l)(ξ)| ≥ 1 for all ξ in some interval
J . A simple argument shows that
|{x ∈ J : |Y (x)| ≤ ǫ}| ≤ Clǫ1/l, (8.26)
for some constant Cl ≥ 1. Note that by scaling, this also proves (8.25).
We prove now (8.24). We may assume ǫ≪ L and M = 1. Choose a small absolute constant
ρ, and cover BR by ≈ (R/L)n balls of radius ρL. For each ball we can find a vector e ∈ Sn−1
and 0 ≤ j ≤ l such that |∂jeY | & L at the center of that ball. We may assume j ≥ 1; by the C l+1
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bound, this inequality also holds within that ball (with different constants). By an orthogonal
transformation we may assume that e is a coordinate vector, so the volume of the part of the
set contained in that ball is bounded by CLn−1(ǫ/L)1/l by (8.26). Adding up, we obtain the
desired bound. 
We prove now several bounds on the sets of time resonances.
Proposition 8.8 (Volume bounds of sublevel sets, I). (i) Let k ≥ 0 and ǫ ≤ 1/2, and
E = {(ξ, η) : max(|ξ|, |η|) ≤ 2k, |Φ(ξ, η)| ≤ 2−kǫ}.
Then
sup
ξ
∫
R2
1E(ξ, η) dη + sup
η
∫
R2
1E(ξ, η) dξ . 2
7kǫ log(1/ǫ). (8.27)
(ii) Assume now that ǫ ≤ ǫ′ ≤ 1/2, and consider the sets
E′1 = {(ξ, η) : max(|ξ|, |η|) ≤ 2k, |Φ(ξ, η)| ≤ 2−kǫ, |Υ(ξ, η)| ≤ 2−3kǫ′, |∇ηΦ(ξ, η)| ≥ 2−D},
E′2 = {(ξ, η) : max(|ξ|, |η|) ≤ 2k, |Φ(ξ, η)| ≤ 2−kǫ, |Υ(ξ, η)| ≤ 2−3kǫ′, |∇ξΦ(ξ, η)| ≥ 2−D},
where Υ is defined by
Υ(ξ, η) = ∇2ξ,ηΦ(ξ, η)
[
∇⊥ξ Φ(ξ, η),∇⊥η Φ(ξ, η)
]
.
Then
sup
ξ
∫
R2
1E′1(ξ, η) dη + supη
∫
R2
1E′2(ξ, η) dξ . 2
12kǫ log(1/ǫ) · (ǫ′)1/8. (8.28)
(iii) Assume that ǫ ≤ ǫ′′ ≤ 1/2, r0 ∈ [2−D, 2D] and consider the sets
E′′ = {(ξ, η) : max(|ξ|, |η|) ≤ 2k, |Φ(ξ, η)| ≤ 2−kǫ, ∣∣|ξ − η| − r0∣∣ ≤ ǫ′′},
Then we can write E′′ = E′′1 ∪ E′′2 such that
sup
ξ
∫
R2
1E′′1 (ξ, η) dη + supη
∫
R2
1E′′2 (ξ, η) dξ . 2
12kǫ log(1/ǫ) · (ǫ′′)1/2, (8.29)
(iv) Assume that k ≥ 0, ǫ ≤ 2−k−D, κ ≤ ǫ1/22−5k−D, and Φ = Φσµν with |ν| = b. Then
sup
ξ
∫
R2
ϕ(ǫ−12kΦ(ξ, η))ϕ(κ−1ξ · η⊥)ϕ(Ψ†b(η))ϕ(2−kξ)dη . 212kǫκ (8.30)
and, if p ∈ Z,
sup
η
∫
R2
ϕ(ǫ−12kΦ(ξ, η))ϕ(κ−1ξ · η⊥)ϕ(Ψ†b(η))ϕp(∇ξΦ(ξ, η))ϕ(2−kξ)dξ
. 212kmin{2p, 2−pǫ}κ.
(8.31)
Proof. Note that all derivatives of Φ and Υ are uniformly bounded, except for Φ itself.
Proof of (i). We may assume ǫ ≤ 2−D2 . By symmetry, it suffices to control the first term in
the left-hand side of (8.27). Fix ξ and define
K1,ξ := {η : |η| ≤ 2k, |∇ηΦ(ξ, η)| ≥ 2−3D2−3k},
K2,ξ := {η : |η| ≤ 2k, |∇ηΦ(ξ, η)| ≤ 2−3D2−3k}.
It follows from Lemma 8.7 with l = 1 that∣∣E1,ξ∣∣ . ǫ27k where E1,ξ := {η ∈ K1,ξ : |Φ(ξ, η)| ≤ 2−kǫ}. (8.32)
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For (8.27) it remains to prove a similar bound on the measure of the set
E2,ξ := {η ∈ K2,ξ : |Φ(ξ, η)| ≤ 2−kǫ}. (8.33)
In view of Proposition 8.2 (i), we may assume that |ξ|, |η|, |ξ − η| ∈ [2−D, 2D] and µ + ν 6= 0.
Assuming that ξ = (s, 0), η = (r cos θ, r sin θ) we have
− Φ(ξ, η) = −ισ
√
1 + dσs2 + ιν
√
1 + dνr2 + ιµ
√
1 + dµ(s2 + r2 − 2sr cos θ), (8.34)
where ισ, ιµ, ιν ∈ {+,−} and dσ, dµ, dν ∈ {d, 1}. Let
Z∓(r) := −ισ
√
1 + dσs2 + ιν
√
1 + dνr2 + ιµ
√
1 + dµ(s∓ r)2.
Recalling that r, s ∈ [2−D, 2D], it is easy to see that, for any r and ξ fixed,∣∣{θ ∈ [0, 2π] : η = (r cos θ, r sin θ) ∈ K2,ξ, |Φ(ξ, η)| ≤ 2−kǫ}∣∣ . ∑
ι∈{−,+}
2−kǫ
[|Zι(r)|+ 2−kǫ]1/2
.
Moreover, using (8.8), |Z ′∓(r)|+ |Z ′′∓(r)| & 1 if s, r ∈ [2−D, 2D]. Therefore, using Lemma 8.7,∣∣{r ∈ [2−D, 2D] : |Zι(r)| ≤ κ}∣∣ . κ1/2 for any ι ∈ {−,+} and κ > 0.
We combine the last two inequalities, with κ = (2−kǫ)2j , j = 0, 1, . . ., to conclude that∣∣E2,ξ∣∣ . ∑
j≥0, 2j.2kǫ−1
2−kǫ
(2−kǫ2j)1/2
· (2−kǫ2j)1/2 . ǫ log(1/ǫ).
The desired bound on the first term in (8.27) follows, using also (8.32).
Proof of (ii). By symmetry, it suffices to prove the bound on the first term in the left-hand
side of (8.28). We may assume that ǫ, ǫ′ are sufficiently small, i.e. ǫ′ ≤ 2−40D2−40k. Notice that
∇2ξ,ηΦ(ξ, η)
[
∂i, ∂j
]
= λ′′µ(|ξ − η|)
(ξi − ηi)(ξj − ηj)
|ξ − η|2 + λ
′
µ(|ξ − η|)
δij |ξ − η|2 − (ξi − ηi)(ξj − ηj)
|ξ − η|3 ,
for i, j ∈ {1, 2}. Also
∇ξΦ(ξ, η) = −
λ′µ(|ξ − η|)
|ξ − η| (ξ − η) +
λ′σ(|ξ|)
|ξ| ξ, ∇ηΦ(ξ, η) =
λ′µ(|ξ − η|)
|ξ − η| (ξ − η)−
λ′ν(|η|)
|η| η.
Therefore
Υ(ξ, η) =
λ′µ(|ξ − η|)− |ξ − η|λ′′µ(|ξ − η|)
|ξ − η|3
λ′σ(|ξ|)
|ξ|
λ′ν(|η|)
|η| (η · ξ
⊥)2
+
λ′µ(|ξ − η|)
|ξ − η| ∇ξΦ(ξ, η) · ∇ηΦ(ξ, η).
(8.35)
Using this formula, Proposition 8.2, and the smallness of ǫ′, it is easy to see that
if (ξ, η) ∈ E′1 then min(|ξ|, |η|, |ξ − η|) ≥ 2−D
if dσ = dµ = dν then E
′
1 = ∅.
(8.36)
Let E′1,ξ := {η ∈ R2 : (ξ, η) ∈ E′1}. We may assume that ξ = (s, 0), η = (r cos θ, r sin θ),
r, s ∈ [2−D, 2k]. Let
E′1,ξ,1 := {η ∈ E′1,ξ : | sin θ| ≤ (ǫ′)1/8}, E′1,ξ,2 := {η ∈ E′1,ξ : | sin θ| ≥ (ǫ′)1/8}.
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It follows easily from Lemma 8.7 that
∣∣E′1,ξ,1∣∣ . 212kǫ · (ǫ′)1/8. It remains to prove that∣∣E′1,ξ,2∣∣ . 212kǫ · (ǫ′)1/8. (8.37)
To prove (8.37) we have to understand more precisely the function Υ. Notice that
λ′γ(x)
x
=
dγ
λγ(x)
,
λ′γ(x)− xλ′′γ(x)
x3
=
d2γ
λγ(x)3
, dγx
2 = λγ(x)
2 − 1 (8.38)
for any γ ∈ P and x ∈ R. Moreover, letting ρ := |ξ − η| = √r2 + s2 − 2rs cos θ we have
(2η · ξ⊥)2 = 4r2s2 − (r2 + s2 − ρ2)2, 2ξ · η = r2 + s2 − ρ2,
2(ξ − η) · ξ = s2 + ρ2 − r2, 2(ξ − η) · η = s2 − ρ2 − r2. (8.39)
Using also (8.35) it follows that
4Υ(ξ, η) =
d2µdσdν
λµ(ρ)3λσ(s)λν(r)
[
4r2s2 − (r2 + s2 − ρ2)2]
+
dµ
λµ(ρ)
[
− 4 d
2
µρ
2
λµ(ρ)2
− 2dσdν(r
2 + s2 − ρ2)
λσ(s)λν(r)
+ 2
dσdµ(s
2 + ρ2 − r2)
λσ(s)λµ(ρ)
+ 2
dµdν(s
2 − ρ2 − r2)
λµ(ρ)λν(r)
]
.
Therefore
dσdνλµ(ρ)
3λσ(s)λν(r) · 4Υ(ξ, η) = d2σd2µd2ν
[
2r2s2 + 2r2ρ2 + 2s2ρ2 − r4 − s4 − ρ4]
− 4dσd3µdνλσ(s)λν(r)ρ2 − 2d2σdµd2νλµ(ρ)2(r2 + s2 − ρ2)
− 2d2σd2µdνλµ(ρ)λν(r)(r2 − s2 − ρ2)− 2dσd2µd2νλσ(s)λµ(ρ)(r2 + ρ2 − s2).
Let
ρ∗ := λµ(ρ), r∗ := λν(r), s∗ := λσ(s).
In view of (8.38), dµρ
2 = ρ2∗ − 1, dνr2 = r2∗ − 1, dσs2 = s2∗ − 1. Therefore
− 4dσdνλµ(ρ)3λσ(s)λν(r)Υ(ξ, η) = F (s∗, r∗, ρ∗), (8.40)
where
F = F(4) + F(2) + F(0), (8.41)
F(4)(s∗, r∗, ρ∗) := dσd2µdν(2s
2
∗r
2
∗ − 4s∗r∗ρ2∗ + 2s2∗r∗ρ∗ − 2s∗r2∗ρ∗) + dσdµd2ν(−2s∗ρ3∗)
+ d2σdµdν(2r∗ρ
3
∗) + d
2
µd
2
ν(−s4∗ + 2s3∗ρ∗) + d2σd2µ(−r4∗ − 2r3∗ρ∗) + d2σd2ν(ρ4∗),
F(2)(s∗, r∗, ρ∗) := dσd2µdν [2(s∗ − r∗)(ρ∗ − s∗ + r∗)] + d2σdµdν
[− 2r∗(r∗ + ρ∗)]
+ dσdµd
2
ν(−2s∗(s∗ − ρ∗)) + d2σd2µ(2r∗(ρ∗ + r∗)) + d2µd2ν(2s∗(s∗ − ρ∗)),
F(0) := 2dσdµdν(dσ + dµ + dν)− d2σd2µ − d2µd2ν − d2σd2ν .
Since Φ(ξ, η) = s∗ − r∗ − ρ∗, we notice that
if η ∈ E′1,ξ then |F (s∗, r∗, s∗ − r∗)| . 22kǫ′. (8.42)
We see that
G(r∗) := F (s∗, r∗, s∗ − r∗) = r4∗d2σ
(
dµ − dν
)2
+G≤3(r∗),
where G≤3(r∗) denotes a polynomial in r∗ of degree at most 3 (notice that s∗ is fixed). Therefore,
if dµ 6= dν , using Lemma 8.7,
|Ks∗ | . 22k(ǫ′)1/4 where Ks∗ := {r∗ ∈ [0, 2k+D] : |G(r∗)| ≤ 22k+Dǫ′}. (8.43)
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It now follows from (8.42) that, in this case
E′1,ξ,2 ⊆ {η = (r cos θ, r sin θ) : λν(r) ∈ Ks∗ , | sin θ| ≥ (ǫ′)1/8, |Φ(ξ, η)| ≤ 2−kǫ}.
The desired estimate (8.37) follows using the formula (8.34), and the bounds (8.36) and (8.43).
It remains to estimate E′1,ξ,2 in the case dµ = dν . In this case, we see that
F(4)(s∗, r∗, s∗ − r∗) = d2µ(dσ − dµ)2(s4∗ − 2s3∗r∗),
F(2)(s∗, r∗, s∗ − r∗) = 2d3µ(dµ − dσ)s∗r∗,
F(0) = d
3
µ(4dσ − dµ).
Therefore G is a linear function in r∗. Moreover, since s∗ ≥ 1 by definition,
G(0) = d2µ(dσ − dµ)2(s4∗ − 1) + d2µd2σ + 2dσd3µ & 1.
Therefore (8.43) holds in this case as well. The proof then finishes as before.
Proof of (iii). In proving (8.29) we may assume ǫ′′ ≤ 2−10k−4D. Define
E′′1 := {(ξ, η) ∈ E′′ : |ξ| ≥ 2−D−2 and |∇ηΦ(ξ, η)| ≥ 2−3k−D},
E′′2 := {(ξ, η) ∈ E′′ : |η| ≥ 2−D−2 and |∇ξΦ(ξ, η)| ≥ 2−3k−D}.
(8.44)
It is easy to see that E′′ = E′′1 ∪ E′′2 . By symmetry, it suffices to prove (8.29) for the first term
in the left-hand side. Let, as before, ξ = (s, 0), η = (r cos θ, r sin θ), and
E′′1,ξ,1 : = {η : (ξ, η) ∈ E′′1 , r ≥ 2−2D, | sin θ| ≤ (ǫ′′)1/2},
E′′1,ξ,2 : = {η : (ξ, η) ∈ E′′1 , r ≥ 2−2D, | sin θ| ≥ (ǫ′′)1/2},
E′′1,ξ,3 : = {η : (ξ, η) ∈ E′′1 , r ≤ 2−2D}.
(8.45)
As before, it follows from Lemma 8.7 that
∣∣E′′1,ξ,1∣∣ . 212kǫ · (ǫ′′)1/2. To estimate ∣∣E′′1,ξ,2∣∣ we use
the formula (8.34). With r∗ = λν(r) as before, it follows from definitions that
E′′1,ξ,2 ⊆ {η : r ≥ 2−2D, λν(r) ∈ K ′s∗,ρ∗ , | sin θ| ≥ (ǫ′′)1/2, |Φ(ξ, η)| ≤ 2−kǫ},
where K ′s∗,ρ∗ is an interval of length . ǫ
′′. Therefore, using the formula (8.34) as before,∣∣E′′1,ξ,2∣∣ . 26kǫ(ǫ′′)1/2,
as desired. Finally, the estimate for the set E′′1,ξ,3 follows by reversing the roles of η and ξ − η.
Proof of (iv). We prove first (8.30). In view of (8.14) we may assume that
∣∣|η| − γ1∣∣≪ 1 or∣∣|η| − γ2∣∣≪ 1. In particular, using Proposition 8.5 (i), we may assume that |ξ| & 1, |ξ − η| & 1,
and |∇ηΦ(ξ, η)| & 2−3k. Let ξ = (s, 0), η = (r cos θ, r sin θ), and recall the formula (8.34). The
hypothesis shows that, in the support of the integral, for any θ fixed with |θ| . κ the absolute
value of the derivative in r of the function r → Φ(ξ, rθ) is & 1. The bound (8.30) follows.
To prove (8.31), we may assume that |ξ| & 1, |ξ − η| & 1 in the support of the integral, in
view of Proposition 8.5. Letting η = (s, 0) and ξ = (r cos θ, r sin θ), we have
− Φ(ξ, η) = −ισ
√
1 + dσr2 + ιν
√
1 + dνs2 + ιµ
√
1 + dµ(s2 + r2 − 2sr cos θ). (8.46)
Assuming θ fixed with |θ| . κ, and recalling that κ ≤ ǫ1/22−5k−D, we let
Z(r) = Zθ,s(r) := −Φ((r cos θ, r sin θ), η).
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We have |Z ′(r)|+ |Z ′′(r)| & 1 in the support of the integral. The conclusion follows from Lemma
8.7, by considering the two cases 2p ≤ ǫ1/2 and 2p ≥ ǫ1/2. 
We prove now several bounds concerning simultaneous phase and angular localization.
Lemma 8.9. [Volume bounds of sublevel sets, II] (i) Assume l, p, q ≤ −D/10 and define
E = {(ξ, η) : |Φ(ξ, η)| ≤ 2l, |ΩηΦ(ξ, η)| ≤ κθ, |∇ξΦ(ξ, η)| ≥ 2p ≫ κθ, |∇ηΦ(ξ, η)| ≥ 2q ≫ κθ}.
If 1 . 2min(k,k2) ≤ 2max(k,k1,k2) ≤ U ∈ [1,∞) then
sup
ξ
∫
R2
1E(ξ, η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η)dη . U4κθ2l−q,
sup
η
∫
R2
1E(ξ, η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η)dξ . U4κθ2l−p.
(8.47)
(ii) Assume that 2l, κθ ≤ 2−D/10 and define
E′ = {(ξ, η) : |Φ(ξ, η)| ≤ 2l, |ΩηΦ(ξ, η)| ≤ κθ}.
If k2 ≤ −D/10 then
sup
ξ
∫
R2
1E′(ξ, η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η) dη . κθ2l|l|,
sup
η
∫
R2
1E′(ξ, η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η) dξ . κθ2−k22l|l|.
(8.48)
Moreover, if 2k + 2k1 + 2k2 ≤ U ∈ [1,∞) then
sup
ξ
∫
R2
ϕ(2−lΦ(ξ, η))ϕk(ξ)ϕk1(ξ − η)ϕk2(η) dη . U8|l|2l2min(k1,k2),
sup
η
∫
R2
ϕ(2−lΦ(ξ, η))ϕk(ξ)ϕk1(ξ − η)ϕk2(η) dξ . U8|l|2l2min(k1,k).
(8.49)
(iii) Assume that 2l, κθ ≤ 2−D/10, U ≥ 1, and consider the sets
E′′ = {(ξ, η) : |ξ|, |η|, |ξ − η| ∈ [2−2D, U ], |Φ(ξ, η)| ≤ 2l, ∣∣ΩηΦ(ξ, η)| ≤ κθ}.
Then we can write E′′ = E′′1 ∪ E′′2 such that
sup
ξ
∫
R2
1E′′1 (ξ, η) dη + supη
∫
R2
1E′′2 (ξ, η) dξ . U
102l|l|κθ. (8.50)
Proof. For (8.47), it suffices to show the first estimate. Assume ξ = (s, 0), η = (r cosα, r sinα).
We first use the fact that
|ΩηΦ(ξ, η)| =
∣∣∣∣λ′µ(|ξ − η|)|ξ − η| (ξ · η⊥)
∣∣∣∣ ≈ sr1 + |ξ − η| | sinα|.
In addition, remark that
|∂rΦ(ξ, η)| ≥ |∇ηΦ(ξ, η)| − |η|−1|ΩηΦ(ξ, η)| & 2q, (8.51)
and the estimate now follows from Lemma 8.7.
The proof of (8.48) is similar, using also Proposition 8.5 (i) and the bounds (8.27). The
bounds (8.49) follow from (8.27) if 2min(k,k1,k2) ≥ 2−D, or from (8.47) if 2k1 ≤ 2−D/10, or from
(8.48) with κθ ≈ 2min(k,k2) if 2min(k,k2) ≤ 2−D/10.
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To prove (8.50) we may assume κθ ≪ U−2 and 2l ≪ U−4. Define, as in (8.44)
E′′1 := {(ξ, η) ∈ E′′ : |∇ηΦ(ξ, η)| ≥ 2−D}, E′′2 := {(ξ, η) ∈ E′′ : |∇ξΦ(ξ, η)| ≥ 2−D}.
Clearly E′′ = E′′1 ∪E′′2 , as a consequence of (8.7). By symmetry, it suffices to prove (8.50) for the
first term in the left-hand side. Let, as before, ξ = (s, 0), η = (r cos θ, r sin θ). The restriction∣∣ΩηΦ(ξ, η)| ≤ κθ gives | sin θ| . κθ, while the lower bound on |∇ηΦ(ξ, η)| gives, as in (8.51),
|∂rΦ(ξ, η)| & 1. The desired conclusion follows from Lemma 8.7. 
Finally, we prove some bilinear estimates that involve localization.
Lemma 8.10. Assume that l, n, p ≤ −D/10. Then∥∥∥∫
R2
ϕl(Φσµν(ξ, η))ϕn(Ψ
†
µ(ξ − η))f̂(ξ − η)ĝ(η)dη
∥∥∥
L2ξ
. 2
l+n
2
∥∥ sup
θ∈S1
|f̂(rθ)|∥∥
L2(rdr)
‖g‖L2 , (8.52)∥∥∥ ∫
R2
ϕl(Φσµν(ξ, η))ϕn(Ψ
†
µ(ξ − η))ϕp(Ψ†ν(η))f̂(ξ − η)ĝ(η)dη
∥∥∥
L2ξ
. min{2l/2, 2p/2}2(l+n)/2∥∥ sup
θ∈S1
|f̂(rθ)|∥∥
L2(rdr)
‖g‖L2 ,
(8.53)
and, assuming 2k, 2k1 , 2k2 ≤ U ,∥∥∥ ∫
R2
ϕl(Φ(ξ, η))ϕk(ξ)ϕk2(η)ϕk1(ξ − η)f̂(ξ − η)ĝ(η)dη
∥∥∥
L2ξ
. U4
∥∥ sup
θ∈S1
|f̂(rθ)|∥∥
L2(rdr)
‖g‖L2
{
23l/4(1 + |l|) if 1 . 2min(k,k1,k2),
2l/2(1 + |l|) in all cases .
(8.54)
Proof. We record the following identity: if ξ = (s, 0), η = (r cosα, r sinα), then
∂α|ξ − η| = sr|ξ − η| sinα = −
ξ · η⊥
|ξ − η| . (8.55)
We may assume that
∥∥ supθ∈S1 |f̂(rθ)|∥∥L2(rdr) = 1.
We start with (8.52). Note that by Proposition 8.5 (i), we may freely assume that |ξ| & 1 and
|η| & 1. By Schur’s test, it suffices to show that
sup
ξ
∫
R2
ϕl(Φσµν(ξ, η))ϕn(Ψ
†
µ(ξ − η))|f̂ (ξ − η)|dη . 2
l+n
2 ,
sup
η
∫
R2
ϕl(Φσµν(ξ, η))ϕn(Ψ
†
µ(ξ − η))|f̂ (ξ − η)|dξ . 2
l+n
2 .
(8.56)
We focus on the first inequality. Fix ξ ∈ R2 and introduce polar coordinates. The left-hand side
is dominated by
C
∑
i∈{1,2}
∫
θ∈S1
∫ ∞
0
ϕl(Φ(ξ, ξ − rθ))ϕ≤n+C(|r − γi|)|f̂(rθ)|rdrdθ,
for a constant C sufficiently large. Therefore, it suffices to show that
sup
r,|ξ|&1
∫
θ∈S1
ϕl(Φ(ξ, ξ − rθ))ϕ≥−D(ξ − rθ)dθ . 2l/2, (8.57)
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which is readily verified (see Proposition 8.8 (i) for similar arguments). The second inequality
in (8.56) follows similarly.
We now turn to (8.53). We may assume that |µ| = |ν| = b. Using Proposition 8.5, we know
that |∠ξ, η| & 1, |ξ| & 1 and therefore, using (8.55), we have ∣∣∂α|ξ − η|∣∣ ≈ 1. We proceed as for
(8.56) but replace (8.57) by
sup
r≈1
∫
θ∈S1
ϕl(Φσµν(ξ, ξ − rθ))ϕp(Ψ†ν(ξ − rθ))dθ . min{2l, 2p}.
We now turn to (8.54). To prove the inequality when 1 . 2min(k,k1,k2) it suffices to show that
sup
ξ
∫
R2
ϕl(Φ(ξ, η))ϕk(ξ)ϕk1(ξ − η)ϕk2(η)|f̂ (ξ − η)|dη . U423l/4(1 + |l|),
sup
η
∫
R2
ϕl(Φ(ξ, η))ϕk(ξ)ϕk1(ξ − η)ϕk2(η)|f̂ (ξ − η)|dξ . U423l/4(1 + |l|).
(8.58)
We show the first inequality. Introducing polar coordinates, we estimate∫
R2
ϕl(Φ(ξ, ξ − rθ))ϕk(ξ)ϕk1(rθ)ϕk2(ξ − rθ)|f̂(rθ)|rdrdθ
.
∥∥ sup
θ
|f̂(rθ)|∥∥
L2(rdr)
∥∥∥ ∫
θ
ϕl(Φ(ξ, ξ − rθ))ϕk(ξ)ϕk1(rθ)ϕk2(ξ − rθ)
∥∥∥
L2(rdr)
. ‖ϕl(Φ(ξ, ξ − η))‖L2η sup
r,|ξ|&1
{∫
θ
ϕl(Φ(ξ, ξ − rθ))ϕk2(ξ − rθ)dθ
}1
2
. U423l/4(1 + |l|),
using Proposition 8.8 (i) and (8.57). The second inequality in (8.58) follows in a similar way.
Also, the inequality in (8.54) corresponding to 2min(k,k1,k2) ≪ 1 follows in the same way. 
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