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ABSTRACT 
 
Abdulkarim, Sijin Cherupilly. M.S., Purdue University, May 2011. Graph Based Mining 
on weighted directed graphs for subnetworks and path discovery. Major Professor: 
Mathew J Palakal. 
 
 
 
           Subnetwork or path mining is an emerging data mining problem in many areas 
including scientific and commercial applications. Graph modeling is one of the effective 
ways in representing real world networks. Many natural and man-made systems are 
structured in the form of networks. Traditional machine learning and data mining 
approaches assume data as a collection of homogenous objects that are independent of 
each other whereas network data are potentially heterogeneous and interlinked. In this 
paper we propose a novel algorithm to find subnetworks and Maximal paths from a 
weighted, directed network represented as a graph. The main objective of this study is to 
find meaningful Maximal paths from a given network based on three key parameters: 
node weight, edge weight, and direction. This algorithm is an effective way to extract 
Maximal paths from a network modeled based on a user’s interest. Also, the proposed 
algorithm allows the user to incorporate weights to the nodes and edges of a biological 
network. The performance of the proposed technique was tested using a Colorectal 
Cancer biological network. The subnetworks and paths obtained through our network 
mining algorithm from the biological network were scored based on their biological 
xi
 
significance. The subnetworks and Maximal paths derived were verified using 
MetacoreTM as well as literature. The algorithm is developed into a tool where the user 
can input the node list and the edge list. The tool can also find out the upstream and 
downstream of a given entity (genes/proteins etc.) from the derived Maximal paths. The 
complexity of finding the algorithm is found to be  in the best case and 
	 in the worst case. 
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CHAPTER ONE: INTRODUCTION 
 
1.1   Networks 
           A network is a collection of points, called vertices, and a collection of lines, called 
arcs, connecting these points. A graph is defined as a set of vertices V and set of edges E 
or pair of vertices. Edges are sometimes directed/ordered pairs and sometimes with 
weights. Systems taking the form of networks are also called “graphs” in much of the 
mathematical literature abound in the world. Examples include the Internet, the World 
Wide Web, social networks of acquaintance or other connections between individuals, 
organizational networks and networks of business relations between companies, neural 
networks, metabolic networks, food webs, distribution networks such as blood vessels or 
postal delivery routes, networks of citations between papers and many others. The study 
of networks, in the form of mathematical graph theory, is one of the fundamental pillars 
of discrete mathematics. Euler’s celebrated 1735 solution of the Konigsberg bridge 
problem is often cited as the first true proof in the theory of networks, and during the 
twentieth century, graph theory has developed into a substantial body of knowledge.  
           Recent years however have witnessed a substantial new movement, in network 
research with the focus shifting away from the analysis of single small graph and the 
properties of individual vertices or edges within such graphs to the consideration of large-
scale statistical properties of graphs. This new approach has been driven largely by the 
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availability of computers and communication networks that allow us to gather and 
analyze data on a scale larger than what was possible previously. 
 
1.1.1   Types of networks 
           A set of vertices joined by edges is only the simplest type of network; there are 
many ways in which a network can be complex than this network. For instance, there 
may be more than one different type of vertices in a network, or more than one different 
type of edges. Vertices or edges may have a variety of properties or numerical associated 
with them. Taking the example of social network of people, the vertices may represent 
sexes/genders, people of different nationalities, locations, ages, incomes, or many other 
things. Edges may represent friendship, but they could also represent animosity or 
professional acquaintance or geographical proximity. They can carry weights saying how 
well two people know each other. They can also be directed, pointing in only one 
direction. Graphs composed of directed edges are themselves called directed edges or 
arcs. A graph representing telephone calls, emails or messages between individuals would 
be directed, since each message goes in only one direction. Directed graphs can be cyclic, 
which means they contain closed loop of edges. 
 
1.2   Networks in real world 
           In this section we look at what is known about the structure of networks of 
different types. Recent work on the mathematics of networks had been driven largely by 
observations of the properties of actual networks and attempts to model them, so network 
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data is the obvious starting point for a review such as this. In this paper we review four 
categories of networks. 
 
1.2.1   Social network 
           A social network is a set of people or groups of people with some pattern of 
contact or interaction between them [129,154]. The patterns of friendships between 
individuals [100,121], business relationships between companies [93,121], and 
intermarriages between families [111] are all examples of networks that have been 
studied in the past. Some more examples of networks of this type would include a 
network of company directors, network of coauthorship among academics, in which 
individuals are linked if they have coauthored one or more papers, and coappearance 
networks in which individuals are linked by mention in the same context, particularly on 
Web pages or in newspaper articles. A personal connection between people where each 
edge between two people represents a letter or package sent by mail from one to another 
also falls in this category of networks. Another example can be a network of telephone 
calls where the vertices represent telephone numbers and the directed edges represents 
calls from one number to another. 
 
1.2.2   Information networks 
           The second network category is called information networks. The classic example 
of an information network is the network of citation between academic papers [44]. Most 
learned articles cite previous work by others on related topics. These citations form a 
network in which the vertices are articles and a directed edge from article A to article B 
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indicates that A cites B. The structure of the citation network then reflects the structure of 
the information stored at its vertices, hence the term information network. Citation 
networks are acyclic because papers can only cite other papers that have already been 
published, not those that are yet to be written. Another very important example of an 
information network is World Wide Web which is linked together by hyperlinks from one 
page to another [19]. The web should not be with the internet, which is a physical 
network of computers linked together by optical fiber and other data connections. Unlike 
a citation network, the World Wide Web is cyclic. 
 
1.2.3   Technological networks 
           The third class of networks is technological networks, man-made networks 
designed typically for distribution of some commodity or resource, such as electricity or 
information. The electric power is a good example. This is a network of high –voltage, 
three-phase transmission lines that span a country or a portion of a country. The telephone 
network and delivery networks such as those used by the post-office or parcel delivery 
companies also fall into this general category. Another very widely studied technological 
network is the internet, i.e. the network of physical connections between computers.  
 
1.2.4   Biological networks 
           A number of biological systems can be usefully represented as networks. A classic 
example of a biological network is the network of metabolic pathways, which is a 
representation of metabolic substrates and products with directed edges joining them if a 
known metabolic reaction exists that acts on a given substrate and produces a given 
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product. Another network is the network of mechanistic physical interactions between 
proteins, which is usually referred to as a protein interaction network. An important class 
of biological network is the genetic regulatory network. The expression of a gene, i.e. the 
production by transcription and translation of the protein for which the gene codes, can 
be controlled by the presence of other proteins, both activators and inhibitors, so that the 
genome itself forms a switching network with vertices representing the proteins and 
directed edges representing dependence of protein production on the proteins at other 
vertices. Genetic regulatory networks were in fact the one of the first networked 
dynamical systems for which large-scale modeling attempts were made. 
           A well-known example of a biological network is the food web, in which the 
vertices represent species in an ecosystem and a directed edge from species X to species 
Y indicates that X preys on Y. Neural network are another class of biological networks of 
considerable importance. Blood vessels and the equivalent vascular networks in plants 
form the foundation for one of the most successful theoretical models of the effects of 
network structure on the behavior of a networked system. 
 
1.3   Network mining verses data mining 
           Many natural and man-made systems are structured in the form of networks. 
Traditional machine learning and data mining approaches assume data as a collection of 
homogenous objects that are independent of each other whereas network data is 
potentially heterogeneous and interlinked. Objectives of network mining include entity 
identification, link prediction, link type prediction, discovery of communities of interest, 
discovery of infrequent or unusual patterns and link based object classifications.  
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           Network mining can also be defined as data mining of data available within a 
network environment. Network data mining is concerned with discovering relationships 
and patterns in linked data, i.e. the interdependencies between data items at the lowest 
elemental level. These patterns can be revealing in and of themselves, whereas 
statistically summarized data patterns are informative in different but complementary 
ways.  
 
1.4   Graph based mining 
           The need for mining structured data has increased in the past few years. One of the 
best studied data structures in computer science and discrete mathematics are graphs. 
Hence, it is no surprise that graph based data mining has become quite popular in the last 
few years. One of the most common ways to describing structural data is a graph 
representation. The graph is an abstract data structure consisting of vertices and edges 
which are relationship between vertices. Graph based data mining denotes a collection of 
algorithms for mining the relational aspects of data represented as a graph.  
           The huge amount of data available makes the desire for data mining grow. More 
and larger databases need to be searched to find interesting (and frequent) elements and 
relationships between them. Most often the data of interest is very complex. It is 
interesting to model complex data with the help of graphs consisting of nodes and edges 
that are often labeled to store additional information. Data can be best represented as 
networks which contain nodes and edges. Nodes represent objects and edges represent 
links between the objects. There may be different kinds of objects and different kinds of 
links in one network. Both object and link can be described by set of attributes (such as 
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weights). Having a graph database, it is always interesting to find common graphs in it, 
connections between different graphs, the subgraphs, the pathways and most importantly 
ranking the pathways. 
           Graph based mining for frequent patterns have recently developed into an area of 
intensive research. Recently, there aroused a large number of graphs with massive sizes 
and complex structures in many new applications, such as biological networks, social 
networks, and the web, demanding powerful data mining methods. Currently, a very 
popular area where graph based data mining is applied, is in drug discovery and 
compound synthesis. Most of the existing frequent subgraph mining algorithms are used 
to deal with undirected unweighted graphs. Consideration of weights and direction to 
these networks is a highly complex analysis. But in the real world, a lot of connections 
have directions, so directed weighted graph mining is more meaningful. 
 
1.4.1   Application on social network 
           Traditional methods of machine learning and data mining, taking, as input, a 
random sample of homogenous objects from a single relation, may not be appropriate in 
social networks. The data comprising of social networks tend to be heterogeneous, multi 
relational, and semi-structure. As a result, a new field of research had emerged called 
network mining/graph based mining. The various outcomes on social network mining 
includes link-based object classification, object type prediction, kink type prediction, 
predicting link existence, link cardinality estimation, object reconciliation, group 
detection, sub graph detection, pattern discovery etc. In recent years the problem of how 
to find frequent subgraphs from a graph database has gained intensified and growing 
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attention. The first published algorithm in this area ‘Subdue’ that appeared in the mid-
1990s, is the oldest algorithm, and yet is still used in various applications. In 1994, 
Agarwal and Srikant [1] introduced the concept of mining frequent patterns from a graph 
database. Recently, this method has been applied to large graph datasets in order to find 
the most common patterns from a large graph database. However, several questions 
remain unanswered, and there still remain unsolved problems for further investigation. 
Most of the current work is based on undirected graphs where the end point of each edge 
is from the same set of nodes. Another topic of interest in this field is weighted graphs, 
since the relationship between the edges/nodes provides extra information for data 
mining. Also, less attention has been paid to bipartite graphs. 
 
1.4.2   Application on biological networks 
           Large-scale biological networks are often generated through various omics studies 
such as genomics, proteomics, bibliomics, and so on. In most cases, these are gene 
interaction or protein interaction networks. The nodes and edges of these networks along 
with the directionality of the edges have biological significance. By considering these 
networks as a database of graphs, it is always interesting to find the common graphs, 
connections between different graphs, the subgraphs, the Maximal paths or sub-paths, 
and most importantly, the ranking of derived sub graph structures. Most of the existing 
frequent subgraph mining algorithms deal with undirected and non-weighted graphs. 
Consideration of weights and direction to these networks requires highly complex 
analysis. However, in the real world for example, all the biological networks have 
directions associated. So directed and weighted graph mining is necessary. 
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           The recent development of high-throughput technologies provides a range of 
opportunities to systematically characterize diverse types of biological networks. 
‘Network Biology’ has been an emerging field in biology. Most of our world can be 
represented as networks including entities and relationship between the entities. For 
example, biological cells can be represented as biological networks, which include 
various molecules and relationships between molecules. With a large amount of data 
becoming available about biological networks in different species, the need of data 
mining for such networks is rapidly growing now days. There are several challenging 
problems in the analysis of biological networks, such as finding biologically meaningful 
patterns to help us to discover common motifs of cellular interaction, evolutionary 
relationships etc.  
           We model social, biological networks by weighted directed graphs, which can 
represent different entities from people, gene/protein, chemicals etc. as vertices and the 
relations between elements as directed edges. Now we can convert mining problems in 
any network into graph mining problem. Directed weighted graphs can often show more 
explicit and higher quantity of information than undirected unweighted graphs. Mining 
frequent pattern for directed weighted graphs can provide more useful knowledge or 
information. These networks are of large size, and discovering pertinent paths from these 
networks involves a computational process. In this study a novel sub-network mining 
algorithm was developed to find the most significant pathways from a weighted directed 
network.  
10 
 
 
 
1.5   The proposed model 
           In the proposed model, we describe a novel graph mining algorithm to discover 
significant and meaningful subnetworks and Maximal paths from a given network. This 
algorithm can mine subnetworks and Maximal paths from a weighted directed graph. 
Most of the existing algorithms are based on the topological structure of a network, such 
as node connectivity. Even though some algorithms take edge weight into consideration, 
the significance of the node is judged using the topology of the network alone. Moreover, 
none of algorithms deal with all the three parameters: node weight, edge weight, and 
direction of the edges. Hence, we developed a novel algorithm which can incorporate 
node weights, edge weights, direction, and obtain significant subnetworks and Maximal 
paths based on a user’s interest. This algorithm allows the user to incorporate any 
numerical values of node weights and edge weights, and then mine the different 
subnetworks and Maximal paths from the network based on the node weight, edge 
weight, and its direction. The significance of the algorithm is that the user can create a 
network from the available data and then mine meaningful Maximal paths from it. The 
algorithm we have proposed reduces the complexity of finding canonical matrix from 

 to 
 in the best case and 
	in the worst case.  
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CHAPTER TWO: RELATED WORK 
 
           There are several previously developed tools for querying paths and subnetworks 
from networks. Much work been done in the area of graph based mining and pathway 
discovery were on undirected and unweight graph, while none of them have the 
functionalities of the proposed algorithm.  
           Albert and Barabasi [3], Dorogovtsev and Mendas [38] have given extensive 
review on models of growing graphs. Newman [105] has given a shorter review by taking 
other view points and Hayes [62,63], who concentrate on the small-world models, and 
Strogatz [145], who includes an interesting discussion on the behavior of dynamical 
systems on networks. The book by Newman et al. [104] is a collection of previously 
published papers, and also contains some reviews given by editors. Albert-Laszlo 
Barabasi’s focusing particularly on Barbasi’s work on scale-free networks gives a 
personal account of recent developments in the study of networks. Within graph theory, 
the books by Harary [60] and by Bollobas [17] are widely cited, and among social 
networks theorists the books by Wasserman and Faust [154] and by Scott [129] are 
widely cited. The book by Ahuja et al. [2] is a useful source for information on different 
network algorithms. Work in the field of graph theory was inspired by a groundbreaking 
1998 paper by Watts and Strogatz [156], gives a comparative study of networks from 
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different branches of science, with emphasis on properties that are common to many of 
them. 
 
2.1   Background on networks 
 
2.1.1   Social networks 
           Some of the ground breaking works on social networks include; Jacob Moreno’s 
work in the 1920s and 30s on friendship patterns within small groups, the ‘southern 
women study’ of Davis et al. [35] 1936 which focused on the social circles of women in 
an unnamed city in the American south, the study by Elton Mayo and colleagues of social 
networks of factory workers in the late 1030s in Chicago [126], the mathematical models 
of Anatol Rapoport [120], who was one of the first theorists, perhaps the first to stress the 
importance of the degree distribution in networks of all kinds, and the studies of 
friendship networks of school children by Rapoport and the others [120]. 
           Another important set of experiments are the famous “small-world” experiments 
of Milgram [97] that have analyzed a network of telephone calls made over the AT&T 
long distance network on a single day. Ebel et al. [44] have reconstructed the pattern of 
email communications between five thousands students at Kiel University from logs 
maintained by email servers. Email networks have also been studied by Newman et al. 
[107] and by Guimera et al. [59]; Smith [136] constructed similar networks for an instant 
messaging system; and for an internet community web site by Holme et al. [64]; Dodds et 
al. [37] have carried out an email version of Milgram’s experiment in which participants 
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were asked to forward an email message to one of their friends in an effort to get the 
message ultimately to some chosen target individual. 
 
2.1.2   Information networks 
           The classic example of an information network is the network of citations between 
academic papers. Another information network World Wide Web has been very heavily 
studied since its first appearance in the early 1990s, with the studies by Albert et al. 
[4,15], Kleinberg et al. [82], and Border et al. [19] being particularly influential. The 
network of relations between word classes in a thesaurus has been studied by Knuth [83] 
and more recently by various other authors [82,101,144]. A number of other semantic 
word networks have also been investigated [39,25,134,144]. 
 
2.1.3   Technological networks 
           Noted work on technological networks includes; statistical studies of power grids 
by, Watts and Strogatz [155,156] and Amaral et al. [6]. Studies of Internet structure have 
been carried out by, among others, Faloutsos et al. [48], Broido and Claffy [20] and Chen 
et al. [29]. Other distribution networks that have been studied include the network of 
airline routes, and networks of roads [74], railways [88,130] and pedestrian traffic [30]. 
River networks could be regarded as a naturally occurring form of distribution network 
[37,94,125]. 
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2.1.4   Biological networks 
           Studies on biological networks include; statistical properties of metabolic 
networks by Jeong et al. [71], Fell and Wagner [51,152], and Stelling et al. [143]. Protein 
interaction networks have been studied by a number of authors [69,70,95,140,149]. The 
statistical structure of regulatory networks has been studied recently by various authors 
[50,158,132]. The work on random Boolean bets by Kauffman [75,76,77] is a classic in 
this field. Statistical studies of topologies of food webs have been carried out by Sole and 
Montoya [98,138], Camacho et al. [23] and Dunne et al. [41,42], among others. A 
particularly thorough study of webs of plants and herbivores has been conducted by 
Jordano et al. [72]. A best known work on neural networks is the re-construction of the 
282-neuron neural network of the nematode C. Elegans by White et al. [158]. The 
network structure of the brain at larger scales than individual neurons functional areas 
and pathways has been investigated by Sporns et al. [141,143]. 
 
2.2   Graph based mining 
           Several topics in the research field are closely related to graph mining, but having 
a different focus. Relational data mining by Dzeroski and Lavrac [43] which uses the 
structure of linkage between multiple relations for finding patterns from database has 
attracted a lot of research interest recently. For instance, given a database of movies, 
actors, awards, and the labeled links between them (i.e. a graph), McGovern and Jensen 
[96] find the patterns (subgraphs) associated with predicting which movies will be 
nominated for academy awards every year. Relational learning typically focuses on 
finding small patterns at the local level while Graph based mining looks at the global 
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structure. The idea of mining frequent pattern was first introduced by Agrawal and 
Srikant [1], which follow the general principle of Apriori algorithm for association rule 
mining. 
           The graph based mining algorithm can be categorized into 5 groups. These include 
greedy search based algorithms, inductive logic programming (ILP) based algorithms, 
inductive database based algorithms, mathematical graph theory based algorithms and 
kernel function based algorithms.  
           SUBDUE [33] and GBI [162] are the two greedy search based algorithms which 
appeared around 1994. SUBDUE [33] which deal with conceptual graphs which belong 
to a class of connected graphs. The other one is called Graph Based Induction GBI [162] 
which was originally intended to find interesting concepts from inference patterns by 
extracting frequently appearing patterns in the inference trace falls. To our knowledge, 
the first system that tried complete search for the wider class of frequent substructure in 
graphs named WARMR was proposed in 1998. They combined ILP method with Apriori-
like level wise search to a problem of carcinogenesis prediction of chemical compounds. 
To alleviate this difficulty, a new system called FARMAR has recently been proposed. 
FARMER also uses the level-wise search, but apply lesser strict equivalence relation 
under substitution to reduced atom sets. A work in the framework of inductive database, 
having practical computational efficiency is MolFea system based on the level-wise 
version space algorithm. This method performs the complete search of the paths 
embedded in a graph data set where the paths satisfy monotonic and anti-monotonic 
measures in the version space. 
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           The mathematical graph theory based approach mines a complete set of subgraphs 
under mainly ‘support’ measure. The initial work is AGM [68] (Apriori-based Graph 
Mining) system. The basic principle of AGM is similar to the Apriori algorithm for 
basket analysis. Starting from frequent graphs where each graph is a single vertex, the 
frequent graphs having larger sizes are searched in bottom up manner by generating 
candidates having an extra vertex. Frequent Subgraph discovery system which also takes 
similar definition of canonical labeling of graphs based on the adjacency matrix. DFS 
[15] (Depth first Search) based canonical labeling approach called gSpan [160] (graph-
based Substructure pattern mining) has been proposed. By applying this DFS coding and 
DFS search, gSpan can derive complete set of frequent subgraphs over a given minimum 
support in a very efficient manner in both computational time and memory consumption. 
 
2.2.1   Graph based mining on biological networks 
           The growing interest in network biology has led to the need for advanced 
computational methods for network analysis and as a result, several tools have been 
developed. MetacoreTM [108] is a visualization tool which can be used for biomarker 
identification, network construction, path identification etc. Cytoscape [31] is another 
visualization-based software tool for constructing biological networks. Micro array data 
integration, GO-term enrichment analyses are some of the plugins offered by Cytoscape. 
VisANT [66] provides functional and topological analysis of nodes whereas Osprey [18] 
focuses on visualization. Another notable tool IsAViz [9], build on AT&T Graphviz [9] is 
specifically designed for visualization. BioPIXIE [21] is a gene-based query engine for 
pre-computed networks for Saccharmyces cervisiae. NetworkBLAST [73] allows a user 
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to compare two networks of different species using a similarity measure. GraphWeb 
[122] is another software which is designed to analyze individual or multiple merged 
networks, module discovery, and discover novel candidates. MATISSE [150] is useful for 
mapping high-throughput datasets onto network topologies and detecting gene modules 
using a number of algorithms. BiologicalNetworks [10] is a network retrieval, 
construction and visualization tool with an emphasis on microarray data. 
PathwayAssistant [115] is another tool which provides computational tools for metabolic 
modeling tasks. 
           Clustering is perhaps the most common approach for biological network analysis, 
and is frequently applied to uncover functional modules and protein complexes, and to 
infer protein function Bader and Hogue, [9]; Hartwell et al. [61]; Pereira-Leal et al. [117]; 
Rives and Galitski [123]; Spirin and Mirny [140]). As a result, numerous clustering 
algorithms for biological networks have been developed like Altaf-Ul-Amin et al. [5]; 
Bader and Hogue [9]; Blatt et al. [16]; Chen and Yuna. [28]; Colak et al. [32]; Enright et 
al. [46]; Georgii et al. [57]; King et al. [80]; Loewenstein et al. [91]; Navlakha et al. 
[103]; Palla et al. [112]; Samanta and Liang [127]; Sharan et al. [131]. 
           Figure 1 shows some of the related work on subnetwork and pathway analysis. 
There exists several tools for querying biological networks including, Network alignment 
tools, Graemlin [53] by A Novak et al. PathBlast [78] by BP Kelly and Network blast 
[73]) which align protein-protein interaction networks by combining interaction topology 
and protein sequence similarity to identify conserved pathways. Network alignment has 
also been applied to metabolic networks [118]. Several tools exist for  
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uncovering network motifs or over-represented topological patterns in graphs like 
Fanmod [157] from S Wernicke and F Rasche, MAVisto. 
           The study of Saccharomyces Cervisiae transcription regulation network with a 
view to understanding relationships between functional categories was done by Lee et al. 
[89] Functional annotations of regulatory pathways [113] by M. Singh is another 
significant work in this area. NetGrep [11] by E Bank et al. is another system for 
searching protein interaction networks for matches to user-supplied ‘network schemas’. 
In previous genome-scale studies [71], graphs have been used mainly for topological 
analyses regardless of the nature of their components. V. Lacroix et al. [87] studied motif 
search in graphs unlike other studies where topological features were considered along 
with other factors. QNet [40] by B Dost et al. is a tool that is used for querying pathways 
from a network.  
           Kelley et al. [78] devised an algorithm for querying linear pathways in PPI 
networks. Pinter et al. enabled fast queries of more general pathways that take the form of 
a tree. Their algorithm is limited to searching within a collection of trees rather than 
within a general network. Sohler and Zimmer [137] developed a general framework for 
subnetwork querying, which is based on translating the problem to that of finding a 
clique in an appropriately defined graph. Qpath [133] is used for identifying subnetworks 
of simple topology in a network. Another work in this area includes tYNA [161]. 
Cytoscape plugin that can submit a network to a remote server for detection of four 
common motifs and the MAVisto [128] by Schreiber et al. software finds over 
represented network motifs of a user defined size. NetMatch [52] by A. Ferro et al. is an 
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efficient graph matching algorithm with extensions to handle multiple labels per node, 
multiple edges between pairs of nodes, and approximate queries. 
           We can see that most of the works are on unweighted undirected graphs since 
weight and direction will make the whole process complicated. Even though there exist 
several works on weighted graph, it is only possible to incorporate weight on the edges. 
The subnetwork discovery is topological. Hence, a novel algorithm is developed that 
considers node weight along with edge weight and direction. Adding node weight can 
incorporate more knowledge to the network and helps in finding subnetworks and 
Maximal paths without considering topology. As in case of biological networks like 
Transcriptional regulatory networks, Signal transduction network, and Metabolite 
networks the edges are directed which add a lot more meaning to these networks. The 
weights associated with edges differentiate them in terms of strength, intensity or 
capacity which makes the network more expressive. The algorithm can derive significant 
subnetworks and Maximal paths with the help of node weight, edge weight and direction.
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CHAPTER THREE: METHODOLOGY 
 
           This research focus on the automatic discovery of meaningful Maximal paths and 
subnetworks from weighted directed networks. In this section we will look mainly into 
the steps involved in network mining algorithm. The first step is data preprocessing 
where we try to incorporate all the knowledge relevant to each domain as node and edge 
weights. The two main steps involved in the network mining algorithm are canonical 
adjacency matrix generation and subnetwork or Maximal paths discovery. This section 
also discusses the different ways in which the discovered pathways are ranked or scored.  
 
3.1   Definitions 
 
3.1.1   Directed network or directed graph 
           A directed graph is a graph whose edges have direction and are called arcs. Arrows 
on the arcs are used to encode the directional information: an arc from vertex A to vertex 
B indicates that one may move from A to B but not from B to A.  
           A directed graph is an ordered pair     where V is a non-empty set called 
the vertices of G, and E, called edge, is a finite set of ordered pairs of vertices such that  
     where  A direction given from A to B means, A must be  
 
  
F
w
sh
 
co
fe
co
ar
sa
ca
igure 2: A w
eight and 
ows the dir
mpleted be
atures like 
nsidered to
c. If a path 
id to be suc
lled arc (V1
eighted dir
the value s
ection of fl
fore B star
reach abil
 be directed 
is made up 
cessor of V
, V2) invert
ected grap
een on the
ow/interact
ts. Using th
ity, strong 
from V1 to 
of one or m
1, and V1 is
ed. [15]
h. Note: Th
 edges rep
ion with th
e approach 
connectivit
V2; V1 is c
ore successi
 said to be a
e size of the
resents the
e given grap
of directed
y and mor
alled tail and
ve arcs lead
 predecesso
 nodes rep
 edge weig
h/network
 graph we 
e. An arc 
 V2 is calle
s from V1 t
r of V2. Th
 
 
resents the 
hts. The a
. 
can find ou
   
d the head o
o V2, then V
e arc (V2, V
22 
 
node 
rrow 
t the 
 is 
f the 
2 is 
1) is 
23 
 
 
 
3.1.2   Weighted graphs 
            A weighted graph is a graph that has numerical label w(e) associated with each 
edge e, called the edge weight of the edge e. Each weight can be integers, rational 
numbers or real numbers which represent a concept such as distance, connections costs, 
or affinity. 
           Here are some good examples showing the importance of weighted graphs. 
Computer networks can be best represented using graphs. If we are interested in finding 
the fastest way to route a data packet between two computers then it is not appropriate for 
all the edges in the graph to be equal to each other. Likewise roads between cities can be 
best represented using graphs and if we want to find the fastest way to travel across the 
country. In this case too, it is not appropriate for all the edges to be equal to one another. 
Hence it is very important to consider graphs with edges which are not weighted equally. 
These have weights associated with the edges.  
           Apart from the edge weights, nodes can also incorporate valuable information or 
knowledge as edges do. For this reason, in this study we take node weight also into 
consideration. Similar to edge weights, node weight can be integers, rational numbers or 
real numbers. Weight of a node and an edge is represented by ‘WN(i)’ and ‘WE(ij)’ 
respectively where i and j represents two node names. Hence a weighted directed network 
is a graph with edge weights, node weights and direction. 
Definition 1: Weighted graph: A weighted graph is a graph that has numerical label 
‘WN(i)’ and ‘WE(ij)’ associated with each node and each edge, called the node weight of 
edge N(i) and edge weight of edge E(i,j) respectively. 
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3.1.5   Graph isomorphism 
           In graph theory, an isomorphism of graphs G and H is a bijection between the 
vertex sets of G1 and G2. 
f: V(G1) V(G2) 
           In a way that any two vertices u and v of G1 are adjacent in G1 if and only if ƒ(u) 
and ƒ(v) are adjacent in G2. Given a pair of graph G1 and G2, an isomorphism is a one to 
one mapping. In simple words, a graph is said to be isomorphic if every node and edge in 
G1 is also present in G2 with same adjacency.  
 
3.1.6   Frequent subgraph mining or graph based mining 
           Graph mining and network analysis is critical to a variety of application domains, 
ranging from community detection in social networks, malicious program analysis in 
computer security, to searches for functional modules in biological paths and structural 
analysis in chemical compounds. There is an emerging need to systematically investigate 
the modeling, managing, and mining of large-scale graphs and networks in 
bioinformatics, social networks, and computer systems. 
 
3.2   An overview 
           The objective of this work is to incorporate node weight, edge weight, and 
direction into a network and discover significant subnetworks and Maximal paths from 
them. The format of the methodology session is as follows: Section 3.3 discusses about 
the data preprocessing and network modeling; Section 3.4 discusses about transformation 
of adjacency matrix to canonical adjacency matrix; Section 3.5 discusses about 
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algorithms for canonical adjacency matrix; Section 3.6 discusses about Maximal paths or 
subnetwork generation; Section 3.7 discusses about Maximal paths ranking followed by 
section 3.8 Performance analysis. 
 
3.3   Data preprocessing and network modeling 
           The first phase of methodology is data preprocessing. The edge weight WE(ij), node 
weight WN(i), and direction play a crucial role in subnetwork discovery. Hence the 
decision-making for selecting weights is an important though tedious task. Once all the 
weights have been determined, one can embed them in the network, thus modeling the 
network as a weighted directed network. Weight selection can transform from domain to 
domain upon user’s interest. 
           Here are few examples for picking node weights and edge weights to model a 
network. Social network can be considered as a network where people interact with each 
other. For instance, Facebook is a case where the network can be viewed as a connection 
or interaction between friends and friends of friends. Upon user’s interest it is possible to 
assign a numerical value to a node (node weight WN(i)) and an edge (edge weight WE(i,j)) 
such that it can incorporate sufficient knowledge. Consider a case where the user’s 
interest is to find the most active user’s on Facebook and the pattern in which they 
interact with each other. In this case it is significant to assign node weight as degree, 
since degree describes the connectivity with other nodes in the network. Also, the amount 
of information exchanged between friends (scraps/chats/messages etc.) taken as a 
numerical value can be assigned to edges as edge weight. This is how a weighted directed 
network is modeled. 
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           Another example is a rumor mill where the user’s interest is to find the most 
trusted source and the flow of rumor. In this case, the node weight can be a numerical 
value indicating a trusted person such that higher the value more trusted is the individual. 
Similarly edge weights can be the amount of rumor they exchange. 
           Similarly in a study of a biological network it is an efficient way to consider node 
weight as degree, closeness, expression score etc., and edge weight as gene ontology 
distance, PPI interaction score and more. 
           This weight decision is very crucial as the subnetwork or Maximal path generation 
relay entirely on node weights, edge weights and direction. Once the weight has been 
decided then the data can be modeled as a weighted directed network. Next, the data can 
be filtered using a user defined threshold ‘’, This is meaningful in the context of a 
domain that helps in reducing the network size by ignoring the less frequent nodes and 
less frequent edges. 
 
3.3.1   Node parameters 
           This section shows a detail description of some of the edge and node parameters 
which can be adopted for modeling a network. Within graph theory and network analysis, 
there exist various measures of centrality of a node/vertex within a graph that determines 
the importance of the node within the graph. For instance; ‘how important is a person 
within social network’, ‘how important a room in a building’ or ‘how well a road is used 
with in an urban area’ [147]. The below listed are some of the measures that can be 
adopted as node weights.  
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Second order centrality: 
           It assigns relative scores to all nodes in the network based on the observation that 
important nodes see a random walk (running on the network) “more regularly” than other 
nodes. [148] 
 
3.3.2   Edge parameters 
Measure of dissimilarity:  
           Edge weight can be a value which tells the measure of dissimilarity between two 
nodes N1 and N2. Larger the values more dissimilar are the nodes. 
Statistical correlation:  
           It is the similarity measure between two nodes in a network. [24] 
 
3.3.3   Biological parameters 
           All the parameters discussed in the section 3.3.1 and 3.3.2 is applicable for 
biological networks to consider as node weights and edge weights respectively. Apart 
from these, there exist other node parameters like gene expression value, PPI score, gene 
ontology distance etc. The edge weight Wij could be d(i,j), the shortest distance between i 
and j in G’. Other measures are k(i,j) and k’(i,j), which denote, respectively, the minimum 
number of vertices and edges that need to be removed from G’ to disconnect i and j. As 
these are the measures of similarity, we could obtain required edge weight as  
  ! " #  ! "   These structural properties of weights can be computed in 
polynomial time and are applicable to protein protein interaction networks. The statistical 
correlations between genes are applicable to gene co expression networks. Similarly gene 
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ontology distance and protein protein interaction score are the other two edge weight 
parameters. 
 
3.4   Transformation to canonical adjacency matrix 
           Once the network is modeled then it is represented by an adjacency matrix. The 
entries in the adjacency matrix represent the edges WE(ij), and the indices represent the 
nodes WN(i). In order to avoid the isomorphism problem of graphs, we first transform the 
graph into a unique, canonical representation. We use a variation on the method of vertex 
invariants [8] in order to find the canonical adjacency matrix. This unique way of finding 
the canonical adjacency matrix makes the computational process much faster.  
 
3.4.1   Canonical adjacency matrix 
           Graph isomorphism is one of the critical problems in graph mining. It is necessary 
to get rid of the problem of isomorphism.  
           In order to check whether two given graphs G1 and G2 are isomorphic we first 
transform each graph into an adjacency matrix Ad1 and Ad2 followed by a canonical 
adjacency matrix transformation and a comparison. Given a pair of graph G1 and G2, an 
isomorphism is a one to one mapping. In terms of adjacency matrix, two graphs G1 and 
G2 are isomorphic if a permutation of rows and corresponding columns in adjacency 
matrix is same as each other.  
           While developing the canonical adjacency matrix, the edge weights and node 
weights are considered and hence the canonical adjacency matrix CAM will be a unique 
matrix in which the nodes and edges are arranged according to their priority as we set. 
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Based on a threshold, in context of a domain, the entries to the canonical adjacency 
matrix CAM are limited. Weights above a particular threshold ‘’ will only be considered 
for canonical adjacency matrix. 
           To get the total order of graphs we use canonical labeling. A canonical label is a 
unique code representing a graph. Depending on the order of its edges E or vertices V, a 
graph G can be represented in many different ways. Nevertheless, canonical labels should 
always be the same despite how the graphs are represented, as long as those graphs have 
the same labeling of edges and vertices. Thus by using this unique canonical 
representation it is very efficient and easy to compare graphs because if two graphs G1 
and G2 are isomorphic with each other, their canonical labels must be identical. 
           Apart from the traditional way of finding the canonical matrix by considering all 
permutations, which is time consuming and of high complexity, we use a variation to the 
method of vertex invariants where both vertex and edge are considered for partitioning 
and grouping, making it an efficient method, where as in traditional method only vertex 
will be considered. 
 
3.4.2   The algorithm for canonical adjacency matrix 
           In this section, we formulate our algorithm and proof with an example. Algorithm 
uses adjacency matrix representation to store the graphs. 
Step 1: (Line 1-3): All the vertices V of a given Graph G are sorted based on WN(i). 
Vertices which fall below the threshold ‘’ are strictly eliminated. This helps in reducing 
the input size also by eliminating the infrequent vertices. The adjacency matrix AdG is 
created based on the priority of vertices V. As shown in Figure 3a, the indices of the 
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matrix are arranged in accordance with the weight of the node such that ‘A’ has higher 
weight than ‘B’. i.e. “WN(A)>WN(B)>WN(C)>WN(D)>WN(E)>WN(F)”. Hence, it is not just a 
random adjacency matrix, but a matrix arranged on the basis of the 
 
Figure 4: Canonical adjacency matrix generation. Note: By sorting, adjusting 
indices and then grouping. Gp1, Gp2, Gp3 are the three groups. After grouping, 
further sorting and grouping is done within each groups in the following row.
 
ALGORITHM 1: Canonicaladjmatrix(graph G’) 
 
1. Sort the labels WNi of vertices V in the graph by frequency; 
2. Remove infrequent vertices W depending on the threshold ‘’; 
3. Relabel the remaining vertices V in the descending order; 
4. Create adjacency matrix Adx with V’ as    
indices and weight WEi of directed edges    
as entries; 
5. Call sort_adjust(int start, int end); 
6. Return the canonical adjacency matrix CAM(G’); 
 
 
node weight WN(i). The nodes in the graph with higher weight are in the upper part of the 
matrix, this makes it useful while retrieving for subnetworks. Eliminate if any row entry 
or column entry is entirely zero. The row indices keep track of the nodes and the column 
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indices represented by vertices is used to keep track of the edges. Hence this adjacency 
matrix may not be a $ matrix after eliminating an entire row or column with zero’s if it 
exists. 
Step 2: (Line 4): An adjacency matrix Ad(G) is created as shown in Figure 1, where x,y,z 
are frequent nodes. The edge weights WE(ij) of directed edges are taken as the entries into 
the matrix. 
Step 3: (Line 5): After the adjacency matrix Ad(G) is created, a set of operations are done 
inorder to form a canonical adjacency matrix CAM(G). Function sort_adjust() is called to 
sort the edge weights WE(ij) and adjust the column indices accordingly such that the 
highest frequent edge moves to the left part of the matrix. We rearrange the edge weights 
WE(ij) while keeping track of node weight WN(i) (highly weighted nodes). This is done by 
changing only the column indices WN(j) while WN(i) remains the same as shown in Figure 
4b and 4c. 
Subprocedure 1: sort_adjust(int start, int end) 
 
    1.  for i=start to end 
    2.     for j=i to end 
    3.         if entryi,j < entryi,j+1 
    4.            update_index(i,j)  
    5.         end if 
    6.      end for j 
    7.  end for i  
 
 
           Figure 4 indicates operations on the adjacency matrix. Figure 4b. is the adjacency 
matrix Ad(G”) developed from a given graph G”. Now we apply a slight variation of 
method of vertex invariants [8]. We may call it edge invariants. As shown in Figure 4b, 
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the first row of adjacency matrix (Ad(G”)[0][j]) is sorted in descending order and the 
column indices VN(j) are adjusted. Sub procedure 1 and sub procedure 2 explains this. 
Subprocedure 2: update_index(int old, int new) 
 
1. Swap the values of indexarray 
            ie. Changing the indices 
 
 
           As shown in Figure 4b. Considering the sorted first row where “WE(AB)> WE(AD)> 
WE(AC)> WE(AE)> WE(AF)>WE(AA)”, the indices WN(j) are adjusted accordingly, and are 
separated as groups (in colors) if entries share same edge weights WE(ij). 
            After grouping based on first row (first row indicates the highly weighted node in 
the network), the function sort_adjust() is called for the second row for individual group. 
i.e. individual groups Gp(i) in the second row (Ad(G”)[1][j]) is sorted in descending order 
and indices are adjusted and grouped again if further group possible. Then next group 
Gp(i+1) is taken and the process continues. There could be groups within a group if they 
have same edge weights in this case the same process is repeated. 
Subprocedure 3: group(int start, int end) 
 
1. for i= start to end 
2. if a[indexarray[i]] != a[indexarray[i+1]] 
3. Dynamicgroupdetail.add(i) // keep  
            // track of the group by keeping track of //indices 
4. end if 
5. end for i 
6. if # elements in indexarray= # elements in dynamicgroupdetailarray.  
7. Stop iteration // Cam fixed 
 
  
38 
 
 
 
Step 1: (Lines 1 to 6): Steps one to five show how to keep track of the indices WE(ij)  after 
grouping as shown in Figure 4c.  
Step 2: (Lines 6 and 7): The process of grouping, sorting and adjusting the indices row by 
row continues until no further group exists. 
           After second row, third row is sorted, adjusted and grouped. This process 
continues when until no further group is possible within a group. Thus, rather than 
considering all the rows and columns and including permutations to find canonical 
adjacency matrix, it is enough to consider only few rows and just compare the values. 
This reduces the complexity compared to the traditional way. 
           To conclude, instead of comparing all the entries we need to consider only the 
initial rows which are already arranged based on the node weights. Hence the final matrix 
after all grouping and adjusting will be the canonical adjacency matrix CAM(G”). 
           Suppose we have a graph with n vertices. By edge invariants, we can create 
partitions based on the edge weights, In the traditional way of finding canonical labeling 
the complexity is  that is 
	 By using this method the complexity of finding the 
canonical labeling is 
 in the best case and 
	 in the worst case. The best 
case is where there are no groups possible in the first row itself. The worst case is having 
just one group, i.e. having all entries same in a row same as having only one group in the 
entire rows. 
 
3.4.3   Maximal path or subnetwork generation 
           Once the canonical adjacency matrix is fixed, then there are different ways in 
which we can get the data out of these matrices, based on the nodes to be appeared in the 
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sub network. This varies according to the domains whether it is biological, social etc. 
This section formulates the algorithm for sub network retrieval. 
Definition 3: Maximal path: 
           Maximal path is a pattern which shows the sequence of link connecting nodes. For 
example, A Maximal path % & ' & ( & ) is a pattern or a flow by which ‘A’ 
communicates/interacts with ‘D’ such that *A’ is the source and ‘D’ is the destination. 
           P1 is called a Maximal path in network N, if and only if, all the nodes and edges in 
+,- and degree .of node; . / 
            As shown in Figure 4, there are eight different ways in which the sub networks 
can be generated as upon the user’s interests and with context of domain.  
ALGORITHM 2: Automatic(canonical adj matrix) 
 
1. If case={ 1,2,3,4,6} 
2.      Start with the first row or first column; 
3. If case= {1,3,7} 
4.      Call Extension() function; 
5. If case={ 2,3,4,5} 
6.      Enter the limits for rows and column; // user defined. 
7. Else If case=6 
8.      Select the highest element from each row; 
 
 
           The sub network extraction starts with the first column or first row of the 
canonical adjacency matrix as it has the highest weighted in most of cases. Then function 
extension() is called where the network is expanded either edge wise or node wise. Thus, 
both the node and the edge can be expanded. Extension is the process of expanding the 
subnetwork either edge wise or node wise. 
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Figure 5 is a diagrammatic representation of subnetwork or Maximal path 
extraction. Each of the cases in Figure 5 are described below. 
Subprocedure 1: Extension(canonical adj matix A) 
 
 1.        If  0     and  0   12 
 2.        For i+1 to n and j+1 to m; 
 3.        Increment i as i++ and j as j++; 
 4.        End if; end for i; end for j; 
 
 
Case 1:  
           As shown in Figure 5a. This is to find the most frequent node and its 
interconnection in the network thus forming a new subnetwork. We can extend this by 
adding the next frequent node in the network and its interconnections forming one more 
subnetwork. Then in Figure 5a, the next node that adds to the network is when we extend 
from node ‘B’ to node ‘C’ and so on. 

34534   6.789:8:9  ;2   ;41  
6.789:8:5  <;  =2   ;41>$4?
Case 2:  
           As shown in Figure 5b, if the user want a definite/particular number of frequent 
nodes and edges to appear in the subnetwork. In Figure 5c the first four frequent nodes 
and three frequent edges appear in the subnetwork. This can also be further extended by 
adding a new node or a new edge at a time. 

34534   6.78:8:  ;4$2   ;4@2 $  <; A   @  <; A 1
  
Figure 5: The different ways of sub network generation. 
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Case 3:  
            As shown in Figure 5c, retrieval by column. Subnetworks are created based on the 
edge weight. 

34534   6.78:8;:  ;4
6.78:8:  ;42   ;41>$4? 
Case 4:  
           Figure 5d, if we want to find for a set of node without extending one by one, It is 
possible to enter the number such that all frequent nodes will appear in the subnetwork. 
As shown in Figure 5d, if the user enters a number as three, then all frequent nodes and 
its interconnections upto level three will appear in the subnetwork. 

34534   6.78:8:  ;4$2   ;412 $  <; A  
Case 5:  
           As shown in Figure 5e, Finding the nth frequent element and then extending after 
that. Hence at one step expansion the 6th frequent element will appear in the subnetwork 
and so on. 

34534   6.78:8:  $2   ;412 $  <; A   
Case 6:  
           As shown in Figure 5f. Find the most frequent Maximal path a node X to node Y. 
In this case canonical adjacency matrix is useful in retrieving the nodes in decreasing 
order of node weights one after the other forming the start of new path. This reduces the 
search time. The highest edge weight among the frequent nodes will be considering in 
creating the path. From Figure 5f, the Maximal paths discovered are6 & B &  & C &
62
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6 & B &  & C & D & 2 6 & E & C & 62 6 & E & C & D &  & C2

34534  1F$6.78:8:  ;42   ;412 
Case 7 and Case 8:  
           In the above cases, when we start from frequent or highly weighted node, we only 
considered the outgoing edges from a node, but based on the study it was found that it is 
interesting to know the incoming edges too. Thus, in the case 7 and case 8, as shown in 
Figure 5g and 5h we can find the subnetwork such that from a node we can find out the 
incoming and outgoing edges. 

34534D3#G   6.78;:8:  ;41 6.78:8:>#  F.
 ;41 
6.78:8:  ;42   ;412 6.78:8:>#  F.
 ;41>$4? 

3.5   Maximal path ranking 
           A Maximal path is the direction showing the flow of information. As a result of the 
case 6 of the algorithm, it is possible to find out the significant Maximal paths from a 
given network. But it is relevant to rank these paths. A subnetwork is said to be a 
Maximal paths if it is starting from a node and the edges connecting to the next node are 
in the same direction. i.e. it should show a Maximal path from one node to the another. In 
this case a Maximal paths can be user defined based on each domain, means an output is 
said to be a Maximal paths if it shows at least  edges in the same direction starting from 
a node connecting other nodes. Where H   8IJ A   n is the number of rows in the 
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Path Score: 
           Each subnetwork or Maximal path that is discovered is scored using the node 
weight and edge weight using the following formula, 
+F4Q?R#  S- 0 ST- 0 
where N and E are the total number of nodes and edges in the path, - is the weight of 
each node, and  is the weight of each edge in the path. Thus, every Maximal path is 
ranked based on the score. A Maximal path with the highest score has the highest rank in 
the overall network. 
(ii). Comparison of each node and edge from the discovery Maximal paths to the 
literature and then score the path. This is called as Accuracy rate and is defined as 
follows. 
Accuracy Rate: 
           The accuracy rate is the correctness of the Maximal paths in comparison with 
similar Maximal paths from literature. It is measured on scale from 0 to 1. If both of the 
Maximal paths are exactly similar then accuracy rate is 100%; i.e. 1. This is measured as, 
6RR3#FR@#F4   - 0 UV- 0 VT- 0  
where N and E refers to the total number of nodes and edges in a derived path. And MN 
and ME refer to the total number of missing nodes and missing edges respectively in 
comparison with a standard Maximal paths from literature.  
(iii). Edges and nodes below a particular user defined threshold are eliminated from the 
Maximal paths and then score the path.  
           The canonical adjacency matrix can be divide into each sections of  (selected 
based on each domain)WQ#X Y HZ / ; n is defined as the total number of 
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rows in the cam. In Figure 6a, we can see =5, hence the cam is divided into equal parts 
of 5 rows each. Hence the first five rows have higher significance than the next five 
because of the higher value of edge weight. Similarly any Maximal paths identified using 
the first set of rows will have higher significance than the Maximal paths found in the 
next set of rows. 
           As shown in Figure 6b, the edge color indicates each section in the canonical 
adjacency matrix, such that red for the first set, blue for next and then green. Hence red 
edges will have higher significance than the blue and then comes the green. Similarly any 
Maximal paths with more number of red edges can be ranked higher. Maximal paths 
% & ) & ( & N & O & ( can be ranked higher than Maximal paths with two red 
colored edges like% & ' & P & L & M & ).  
Score: 
           The score for the Maximal path can be defined as, 
[R#  S\-]WQ#- ^ H 
where - is the weight of each node. 
 
3.6   Performance analysis 
           In the traditional way of finding canonical labeling, the complexity is 
 The 
algorithm we have proposed here reduces the complexity to 
 in the best case 
and 
	 i in the worst case; the best case being where there are no groups possible 
in the first row itself, and the worst case is when there exists just one group, i.e. having 
all entries the same in a row is the same as having only one group in the entire row.
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CHAPTER FOUR: EXPERIMENT RESULTS 
 
           In this section, we report a systematic performance study on synthetic datasets and 
real time datasets. The experiments were conducted on a computer with a Pentium M 1.4 
G CPU and 512 M main memory, running Microsoft Windows XP operating system. We 
implemented the algorithm in C and VB.net. We used several synthetic data sets to test 
the algorithms.  
 
4.1   Synthetic datasets 
           We used synthetic datasets to test the performance of the algorithm. Several facts 
were taken into consideration while creating the network. Edge weight, Node weight and 
Direction were randomly assigned to the network. A network with size of 50 nodes and 
110 edges were considered to test the performance. We randomly assigned different set 
of weight to the same network and found out different pathways and subnetworks.  
           Table 1 is an analysis on different kinds of synthetic networks. It shows the 
possible kind of questions/queries related to the 8 cases mentioned in the methodology 
section. In addition, it also shows that the algorithm can be applied to distinct kinds of 
networks like social networks, biological networks etc. in order to retrieve information 
about connectivity, relevance of nodes, hub property etc. 
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4.1.1   A social network 
           This section is a detail demonstration of a complete experiment on social network 
along with the visualization of the subnetworks and paths. Consider a social network 
(Facebook) where people communicate with each other and exchange information. As 
mentioned above, the 50 nodes can be 50 people in Facebook and 110 edges are the 
interaction between them. Let the node weight be a value signifying the fame of a person. 
Higher the node weight more famous is the individual. The edge weight is the measure of 
common interests between people. Thus forming a meaningful network with some 
knowledge incorporated into it by means of edge weight and node weight and direction. 
The algorithm was run on this network resulting in several subnetworks. Here are some 
visualization of the results.  
            In all the displayed cases where does edge weight play a role? By using the edge 
weight we can eliminate some of the connections from the subnetwork. If the query is 
“Find the two most famous people from the group and the people they communicate 
where the common interest is greater than 2”. In this case, from Figure 7 the edge 
D & _#F and DF@ & `#Fwill be eliminated. This is because the edge weight is not 
greater than 2.   
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Table 1: An analysis of different networks. 
 
 
Case 1: Finding the most frequent node and it connectivity 
Rumor mill  Who is the most trusted source and to whom all he spread the rumor? 
Disease network Which is the most deadly disease and what all other disease it can cause? 
Cancer network Which is the most frequent gene based on weight assigned? 
Facebook Who is the most active member and to whom all he converse? 
 
Case 2: Finding the most n frequent nodes and its connectivity 
Rumor mill  Find 3 trusted source and its connectivity? 
Disease network Find 4 deadly disease and what all other disease it can cause? 
Cancer network Find the 3 active genes? 
Facebook Find the most 3 active members? 
 
Case 3: Sub network based on edge weight 
Rumor mill  Find the Maximal path through which maximum flow of information? 
Disease network Find the disease which share maximum common symptoms? 
Cancer network Find a subnetwork? 
Facebook Find people who share most common interests? 
 
Case 4: Subnetworks based on a set of node and set of edges 
Rumor mill  Find 3 trusted source and 4th level of information passed? 
Disease network Find 2 mostly contagious disease and 3 levels of common symptoms? 
Cancer network Find 4 frequent genes and 3levels of frequent interconnections? 
Facebook Find 6 active people and the 3 level of links? 
 
Case 5: A Maximal path from node X to node Y 
Rumor mill  Find a Maximal path where rumor spread from person x to person y? 
Disease network How a disease spread from disease 1 to disease 2? 
Cancer network Find a frequent Maximal path from gene X to gene Y? 
Facebook Find a conversation Maximal path from person X to person Y? 
 
Case 6: Finding the nth frequent node and it connectivity 
Rumor mill  Find the 6th trusted source and to whom all he passed the rumor? 
Disease network Find the 4th contagious disease? 
Cancer network Find the 8th frequent gene and its frequent interactions? 
Facebook Find the 3rd active person on Facebook? 
   
Case 7: Finding the most frequent node and its incoming, outgoing connections 
Rumor mill  Find the most trusted source, From whom he received and to whom he passed the rumor? 
Disease networ Find the most deadly disease, the cause and effects of the disease? 
Cancer network Find the most frequent gene; find it incoming and outgoing interactions? 
Facebook Find the most active member on Facebook, find incoming and outgoing interaction? 
 
Case 8: Finding the nth frequent node and its incoming, outgoing connections 
Rumor mill  Find the 6th trusted source, From whom he received and to whom he passed the rumor? 
Disease network Find the 4th contagious disease, the cause and effects of the disease? 
Cancer network Find the 8th frequent gene; find it incoming and outgoing interactions? 
Facebook Find the 3rd active person on Facebook, find incoming and outgoing interaction? 
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Table 2: Maximal paths derived using the proposed algorithm and ranking. Note: If 
score = ‘0’. Then it is an invalid Maximal path and will not be considered for 
ranking. 
N
o 
Maximal paths Score 1 
at 
=50%
Rank 
based 
on 
score 1 
Score 2 
at 
=70% 
Rank 
based 
on 
score 2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Lab & Lcb & N & Ldb & Nbe & %b
Kbe & Lb & N & Ldb & Nbe & %b  
Lfb & Lge & Khb & ie & jk & Mhl  
Phb & Lae & mhb & )n & Ob & jk  
L & Mk & %le & Nbe & %b
Khl & 'kk & ol & )n & Ob & jk
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Validation: 
           All the Maximal paths and the subnetwork derived were manually verified. A 
Maximal path derived gives the following information: how is the rumor passed? From 
where the rumor started and where did it end? and which is the Maximal path where 
maximum rumor passed from source to destination? For example, consider a Maximal 
path from Figure 2 Lab & Lcb & N & Ldb & Nbe & %b This Maximal path tells us 
that the rumor started from ‘Iva’ and ended at ‘Ana’. And ‘Iva’ passed the maximum 
rumor to ‘Ida’ than anyone else. Similarly ‘Ida’ passed maximum rumor to ‘Flo’ and so 
on. The node weight can also tell us that this Maximal path has many trusted people 
compared to other paths, hence giving it a higher rank (See Figure 12). 
 
4.2   Real time datasets 
           We used colorectal cancer network to evaluate the performance of the proposed 
method for mining significant Maximal paths from a biological network. The network 
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was chosen in such a way that the most important maximal paths and sub networks are 
already identified and well-known from the literature. The motivation of the exploration 
is to prove that the Maximal paths found by algorithm with the help of node weight, edge 
weight, and direction is biologically important and meaningful, as well. The ultimate goal 
of the algorithm is to find novel and biologically meaningful pathways. In this section, 
we illustrate a systematic performance study on the selected biological network data set. 
The experiments were conducted on a computer with a Pentium M 1.4 G CPU and 512 M 
main memory, running Microsoft Windows XP operating system. We implemented the 
algorithm in C. 
 
4.2.1   Biological dataset 1 (Apoptosis colorectal cancer) 
           We used a list of 45 protein entities associated with colon cancer and text mining 
was done using our in-house tool BioMAP [85] to discover protein-protein associations. 
The protein entities were uploaded to the MetacoreTM and were analyzed for their 
pathways and functions. Many pathways were generated using MetacoreTM. For this 
paper we considered only the first six pathways associated with Apoptosis. Both genes 
and the interactions between these genes were extracted manually and their directionality 
was obtained as well. There were a total of 150 genes and 290 directional interactions in 
the six pathways of Apoptosis. A new network called the main network was modeled 
using the 150 genes, the interaction between these genes and direction using Cytoscape. 
Network modeling: 
           The next step was to incorporate the node/genes and edge/interaction parameters 
into the main network which is the node weight and the edge weight. Degree of each 
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node was calculated using the Cytohubba [90] function in Cytoscape. This degree was 
considered as the node weight in our experiment. The gene ontology distance [7] was 
calculated between every interaction in the main network using a graph based formula 
[110], thus the gene ontology distance was obtained for the 290 directional interactions. 
This gene ontology distance was considered as the edge weight, thus modeling a 
weighted, directed network. We now have a network for Apoptosis which has node 
weight as degree and edge weight as gene ontology distance, along with directional 
edges. 
Analysis: 
           We followed the procedure listed under methodology to form the canonical 
matrix. For this particular experiment, the threshold  was set at 2, which means the 
nodes with degrees less than 2 were eliminated. The subnetwork mining algorithms were 
carried out specifically looking for interesting paths. 
           The Apoptosis network was mined using the proposed algorithm and 120 Maximal 
paths were discovered. This was cross verified with MetacoreTM where 10% of the 
Maximal paths were identically matched as compared to the listed pathways in 
MetacoreTM. The rest of the Maximal paths had few edges missing or few extra edges 
inserted compared to MetacoreTM. Those extra edges were cross verified with literature 
and were proven to be significant. It was found that MetacoreTM does not have all 
maximal paths and genes as it lacked in identifying some of the genes which appeared           
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          Figure 13 and Figure 14 illustrate two examples of the significance of the Maximal 
paths that were discovered. Figure 14(a) is a network from MetacoreTM with a functional 
pathway called as “Fasl-Fasr-Caspase-8” as marked. Figure 14(b) shows a path1: Fasl-
Fasr-fadd-Caspase8-Caspase 10-caspase-8. This Maximal path was discovered using the 
edge weight and node weight. Thus, it is proven that this Maximal path is a functional 
pathway listed in MetacoreTM along with an additional gene Caspase-10. The relation 
between Caspase-8 and Caspase-10 was verified from literature. Hence, we can prove 
that this is a significant Maximal path that was discovered. 
           Figure 14 shows the literature validation of the pathway derived by the proposed 
algorithm. Figure 14(d) is the derived pathway(en( & %xby & (bqxs & (bqxv &
(bqxu. As seen in Figure 14(a) Casp-9 interacts with Casp-3 following to Apoptosis 
which is different from the derived pathway. Even though 14(a) is a very well-known 
pathway, there exists other validations such as 14(b) and 14(c) showing the interaction of 
‘Casp-9’ to ‘Casp-7’ and then to ‘Casp-6’. Hence, this is a strong literature validation 
proving that the pathway derived using the proposed algorithm is correct and significant.  
           Figure 15 shows the literature validation of the pathway derived by the proposed 
algorithm. Figure 15(b) is the derived Maximal pathopN ! bxzb & opN ! i &
oi%)) & iL{K & LKKP%jj% & LKK(%o. Figure 15(a) is a literature validation 
from MetacoreTM.  
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predict the interaction Maximal paths in a network. From the above performed 
experiments it is proved that the gene ontology distance is an appropriate parameter to 
find the Maximal paths from a network.  
Validation: 
           The Maximal paths discovered were validated using MetacoreTM and it was found 
that 72% of the Maximal paths discovered using the algorithm was among the functional 
pathways of MetacoreTM. The Maximal paths were also cross verified with literature. 
 
4.2.2   Biological dataset 2 (Colorectal cancer) 
           We used a list of protein entities associated with colon cancer and text mining was 
done using our in-house tool BioMAP [85] to discover protein-protein associations. The 
protein entities were uploaded to the MetacoreTM and were analyzed for their pathways 
and functions. In MetacoreTM the gene content of the uploaded files is used as the input 
list for generation of biological networks using Analyze network algorithm with default 
settings. This is a variant of the shortest Maximal paths algorithm. These networks are 
built on the fly and unique for the uploaded data. In this workflow the networks are 
prioritized based on the number of fragments of canonical pathways on the network. 
From the network list we selected the highest priority list as shown in table 4. But it was 
found that many genes from the list were missing in the network created by MetacoreTM. 
This was how the list of genes selected to model a network.  
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Table 4: MetcoreTM network. 
N
o 
Key 
network 
objects 
GO Processes Total 
node
s 
Root 
node
s 
Path
ways 
p-Va
lue 
zScor
e 
gSc
ore 
1 SP1, CBP, 
c-Myc, 
STAT5A, 
SMAD1 
multicellular organismal reproductive 
process (45.8%), multicellular 
organism reproduction (45.8%), 
reproductive process (52.1%), 
reproduction (52.1%), organ 
morphogenesis (37.5%) 
50 15 49 2.39e
-38 
 87.07  
148.
32 
 
Network Modeling: 
           The network for the experiment was modeled with degree as the node weight, 
gene ontology distance as the edge weight and the directions were relevant from the 
protein interaction. The input dataset was a small dataset with 36 nodes (genes/protein) 
and 126 edges (interactions). The result of the algorithm was cross verified with the 
pathways in MetacoreTM. Eighteen Maximal paths were discovered as a result of case 5(f) 
from Figure 5 in section 3.4.3. Figure 17 and Figure 18 shows two such discovered paths. 
Figure 19 are the subnetworks derived as a result of the algorithm. Table 5 shows some 
of the Maximal paths derived as a result of the algorithm and the Maximal paths are 
scored based on the method discussed in section 3.5(i).  
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           Then gene ontology was computed for every gene product. The gene ontology 
provides ontology of defined terms representing gene product properties. The ontology 
covers three domains: Cellular component, the parts of a cell or its extra cellular 
environment; molecular function, the elemental activities of a gene product at the 
molecular level, such as binding or catalysis; and biological process, operations or sets of 
molecular events with a defined beginning and end, pertinent to the functioning of 
integrated living units: cells, tissues, organs and organisms. [7]  
           The Gene ontology was calculated based on three domains: cellular component, 
molecular function and biological process. The gene ontology distance was calculated for 
all the three domains separately using the Graph structure based formulae. [110]  
Network modeling: 
           Since three different domains (cellular component, molecular functions and 
biological process) were considered, there were three different networks for the 
experimental study: a network formed by the cellular component, a network formed by 
molecular component, a network by biological process. The next step was to incorporate 
the nodes/genes and edge/interaction parameters into the network which is the node 
weight and the edge weight. Degree of each node was calculated using the Cytohubba 
[90] function in Cytoscape. This degree was considered as the node weight in our 
experiment. The gene ontology distance [7] was calculated between every interaction in 
the network using a graph structure based formula [110], thus the gene ontology distance 
was obtained for the 1424 directional interactions. This gene ontology distance was 
considered as the edge weight, thus modeling a weighted, and a directed network. We 
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Figure 26 is another example for subnetwork validation. In 26(b) it can be seen 
that the 4 out of 8 edges were exactly matching with 26(a). Similarly 26(c) is another 
network with similar edges and nodes. Network 26(b) and 26(c) were generated as a 
result of loading genes from 26(a) into MetacoreTM. Some of the genes are missing in the 
MetacoreTM networks due to the lack of MetacoreTM to identify those genes from the list. 
           Table 6 shows the Maximal paths derived as a result of the algorithm. ‘Path score’ 
is calculated using the method discussed in section 3.5(i). Score 1 is calculated using the 
method discussed in section 3.5(iii) at ‘=40%’ (randomly assigned). 
Validation: 
           The Maximal paths and the subnetworks discovered as a result of case 5(f) from 
section 3.4.3 were validated using MetacoreTM. 
 
4.2.3.2   Network 2: (Domain 2: Molecular function) 
           A Molecular function describes activities, such as catalytic or binding activities, 
that occur at the molecular level. GO molecular function terms represent activities rather 
than the entities (molecules or complexes) that perform the action, and do not specify 
where or when, or in what context, the action takes place. Molecular functions generally 
correspond to activities that can be performed by individual gene product, but some 
activities are performed by assembled complexes of gene products. The network in 
Molecular function domain has a size of 576 nodes and 1424 edges. Edges with edge 
weights =1 was eliminated since gene ontology distance =1 signifies “no interaction 
between genes”. Hence the network size was reduces to 324 nodes and 568 edges.
75 
 
 
Analysis: 
           We followed the procedure listed under methodology to form the canonical 
matrix. For this particular experiment, the threshold ‘’ was set at 2 which means the 
nodes with degrees less than 2 were eliminated. The subnetwork mining algorithms were 
carried out specifically looking for interesting Maximal paths and subnetworks. The 
Colorectal cancer network under the molecular function domain was mined using the 
proposed algorithm and 35 Maximal paths and 43 subnetworks were discovered. The 
Maximal paths and subnetworks discovered were entirely different compared to that of 
the cellular component domain. Figure 27 shows two such discovered paths. Table 7 
shows the Maximal paths derived as a result of the algorithm. ‘Path score’ is calculated 
using the method discussed in section 3.5(i). Score 1 is calculated using the method 
discussed in section 3.5(iii) at ‘=25%’ (randomly assigned). 
  
Figure 27: Maximal path derived using the proposed algorithm. 
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           Figure 28 shows the subnetworks derived as a result of the proposed algorithm. 
There were a total of 43 subnetworks. These subnetworks were validated with the 
functional networks generated by MetacoreTM. The 35 Maximal paths were also validated 
using MetacoreTM. 
Validation: 
           The Maximal paths and the subnetworks discovered as a result of case 5(f) from 
section 3.4.3 were validated using MetacoreTM. 
 
4.2.3.3   Network 3: (Domain 3: Biological process) 
           A biological process is series of events accomplished by one or more ordered 
assemblies of molecular functions. Examples of broad biological process terms are 
cellular physiological process or signal transduction. Examples of more specific terms are 
pyrimidine metabolic process or alpha-glucoside transport. The network in Molecular 
function domain has a size of 576 nodes and 1424 edges. Edges with edge weights =1 
was eliminated since gene ontology distance =1 signifies “no interaction between genes”. 
Hence the network size was reduces to 300 nodes and 449 edges. 
Analysis: 
           We followed the procedure listed under methodology to form the canonical 
matrix. For this particular experiment, the threshold ‘’ was set at 2, which means the 
nodes with degrees less than 2 were eliminated. The subnetwork mining algorithms were 
carried out specifically looking for interesting maximal paths and subnetworks.  
           The Colorectal cancer network under the molecular function domain was mined 
using the proposed algorithm and 32 Maximal paths and 29 subnetworks were 
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discovered. The Maximal paths and subnetworks discovered were entirely different 
compared to that of the cellular component and molecular functions domain. Figure 29 
shows the subnetworks derived as a result of the proposed algorithm. There were a total 
of 29 subnetworks. These subnetworks were validated with the functional networks 
generated by MetacoreTM. The 32 Maximal paths discovered were also validated using 
MetacoreTM. 
           Table 8 shows the Maximal paths derived as a result of the algorithm. ‘Path score’ 
is calculated using the method discussed in section 3.5(i). Score 1 is calculated using the 
method discussed in section 3.5(iii) at ‘=42%’ (randomly assigned). 
Table 8: Maximal paths derived as a result of the algorithm, Maximal path scoring 
and ranking at =42%. 
 
  
No. Maximal Paths derived at  = ‘2’, Node weight = 
“degree of nodes”, Edge weight = “Gene Ontology 
distance”. 
Path 
Score 
Score
1 at 
 = 
42% 
Rank 
based 
on 
score1 
1 
2 
3 
4 
5 
PCAFP53SMAD3SMAD4CCL3 
TSP1FGF2FGFR1FGFR4FGF6 
NEDD8CUL1RBX1SKP1FBXW7 
WEE1PLK1ANC2CDC20 
CXCR4SDF1CCL19CCR7GPR4CXCR1 
8.575 
6.24 
5.941 
7.154 
6.357 
28 
8 
0 
13 
8 
1 
3 
- 
2 
3 
  
F
 
o
fu
 
   
in
d
T
in
igure 29: T
Hence
f the algorith
nctions and
        We ran
 different do
omains. The
he Maximal
 different co
he subnetw
 it proves th
m is differe
 Biological 
4.3  
domly pick
mains. It w
 upstream a
 paths deriv
nditions an
orks derive
at the subn
nt in three 
Process). 
 Upstream a
ed a gene (P
as found tha
nd the down
ed using the
d domains.
d using the
etworks and
different dom
nd downstre
53_HUMA
t the interac
stream of th
 algorithm 
 proposed a
 the Maxim
ains. (Cell
am of a targ
N) to study
tion of each
e gene wer
proves that 
lgorithm. 
al paths gen
ular Compo
et gene  
 the signific
 gene is diff
e different i
the genes in
erated as a r
nents, Mole
ance of the 
erent in diff
n the three c
teract differ
80 
 
esult 
cular 
gene 
erent 
ases. 
ently 
  
   
th
o
d
F
d
re
a 
a 
 
V
   
se
   
pr
        Figure
ough P53_H
f the P53_H
ifferent dom
igure 30: 
ownstream 
sult of the 
result of th
result of th
alidation: 
        The M
ction 3.4.3 
        The re
ove that the
 30 shows t
UMAN is 
UMAN is 
ains resultin
Maximal p
of a gene 
algorithm i
e algorithm
e algorithm
aximal path
were validat
sults and th
 proposed 
he three M
present in a
different. T
g in dissimi
ath comp
in different
n Cellular C
 in Biologi
 in Molecu
s and the su
ed using Me
e experime
algorithm is
aximal path
ll the three 
his proves t
lar Maxima
arison to 
 domains. 
ompound 
cal process 
lar function
bnetworks 
tacoreTM. 
ntal study o
 an efficien
s derived in
paths, the u
hat the beh
l paths and s
differentiat
Note: (a). M
Domain. (b
domain. (c
 domain. 
discovered 
n both synt
t way to fin
 3 differen
pstream and
avior of the
ubnetworks
e between 
aximal pa
). Maximal
). Maximal 
as a result o
hetic and r
d significan
t domains. 
 the downst
 genes vari
. 
upstream 
th derived
 path deriv
path deriv
f case 5(f) 
eal time dat
t Maximal 
81 
Even 
ream 
es in 
 
and 
 as a 
ed as 
ed as 
from 
asets 
paths 
82 
 
 
and subnetworks from a network given that the appropriate edge weight, node weight, 
and direction are provided. The results were cross verified with literature and found to be 
significant.  
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CHAPTER FIVE: DISCUSSIONS 
 
           Node weights, edge weights, and direction are the means of adding meaningful 
knowledge into a biological network. The node weight can define the significance of each 
node (genes/proteins) in the network with other nodes. The edge weight defines the 
pattern of interaction between the genes/proteins. The direction defines the source and the 
destination. This practice of adding the three parameters have suggests that it is 
significant in mining subnetworks and Maximal paths from the biological networks. The 
proposed algorithm could discover significant Maximal paths and subnetworks which 
were cross verified with MetacoreTM and literature. The Maximal paths derived using the 
proposed algorithm is significant and meaningful. 
            Preliminary study was done on a synthetic network. Significant results were 
obtained in the form of subnetworks and Maximal paths by testing two synthetic datasets: 
Facebook and rumor network. As the retrieval of subnetwork and Maximal paths solely 
depends on weights and direction, incorporating knowledge into node and edge is a 
tedious task. It was also found that the Maximal paths and the subnetworks discovered 
from the same set of genes but in three different domains (Chemical compounds, 
Biological process and Molecular functions) were different. This is a solid proof for the 
significance of edge weight. 
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           Further studies were done on three sets of biological networks. Colorectal cancer 
dataset was the major input for the study. The gene ontology distance and degree are the 
two parameters which was used as edge weight and node weight in all the cases. It was 
found that the proposed algorithm can discover more Maximal paths from the given input 
data compared to MetacoreTM, as MetacoreTM tends to miss or not identify some nodes in 
the network. This algorithm is also an efficient way in finding the appropriate parameters 
that can be used for biological Maximal path discovery. From this experiment it was 
postulated that gene ontology distance and degree are the significant parameters for 
Maximal path discovery as it ascertained a method of deducing a pathway that is 
reflected in the published literature. Since it is possible to change the edge weights and 
node weights based on a user’s interest, it is a productive tool to find more Maximal 
paths on same network using different weights.  
           It was observed that most of the existing tools calculate the edge weight for a 
given network and then find pathways. This is a limitation compared to the proposed 
algorithm, as the proposed algorithm allows the user to change weights and discover 
different Maximal paths that are significant and meaningful. 
           The algorithm can also find the upstream and downstream of a given node 
(gene/protein/name etc.). The tool has the ability to input a single node name and the find 
it’s upstream and downstream.  
           In the future work, we will be working on a better scoring mechanism compared to 
the one listed in this paper. We will be using Support vector machine to identify the 
appropriate parameters to model a network from each domain such as Gene Ontology, 
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Degree, Clustering Coefficient, Eccentricity, Closeness, Protein Protein Interaction (PPI) 
and more.  
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