To help student nurses learn to transfer patients from a bed to a wheelchair, this paper proposes a system for automatic skill evaluation in nurses' training for this task. Multiple Kinect sensors were employed, in conjunction with colored markers attached to the trainee's and patient's clothing and to the wheelchair, in order to measure both participants' postures as they interacted closely during the transfer and to assess the correctness of the trainee's movements and use of equipment. The measurement method involved identifying body joints, and features of the wheelchair, via the colors of the attached markers and calculating their 3D positions by combining color and depth data from two sensors. We first developed an automatic segmentation method to convert a continuous recording of the patient transfer process into discrete steps, by extracting from the raw sensor data the defining features of the movements of both participants during each stage of the transfer. Next, a checklist of 20 evaluation items was defined in order to evaluate the trainee nurses' skills in performing the patient transfer. The items were divided into two types, and two corresponding methods were proposed for classifying trainee performance as correct or incorrect. One method was based on whether the participants' relevant body parts were positioned in a predefined spatial range that was considered 'correct' in terms of safety and efficacy (e.g., feet placed appropriately for balance). The second method was based on quantitative indexes and thresholds for parameters describing the participants' postures and movements, as determined by a Bayesian minimum-error method. A prototype system was constructed and experiments were performed to assess the proposed approach. The evaluation of nurses' patient transfer skills was performed successfully and automatically. The automatic evaluation results were compared with evaluation by human teachers and achieved an accuracy exceeding 80%.
Introduction
Automatic skill evaluation in the context of manual tasks can be achieved by utilizing sensors to track a trainee's motion, which can then be compared with known spatial criteria for correct execution of the task (e.g., correct posture, safe positioning of equipment). An automatic system can then rate the trainee's skill level or judge whether the perforManuscript received June 11, 2013 . Manuscript revised August 17, 2013 . † The authors are with Research into Artifacts, Center for Engineering (RACE), The University of Tokyo, Kashiwa-shi, 277-8568 Japan.
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a) E-mail: zhifeng@race.u-tokyo.ac.jp DOI: 10.1587/transinf.E97.D.107 mance of the task was correct or incorrect. Compared with traditional skill evaluation, which is carried out by trainers or teachers, automatic skill evaluation has several advantages: saving manpower and time, providing quantitative and objective evaluation results, and enabling the trainees to train by themselves. For these reasons, recent research has focused increasingly on the development of automatic skill evaluation in a variety of fields.
Nursing involves complex and heavy physical work. To conserve energy, avoid injuries, and ensure the patient's comfort and safety [1] , [2] , nurses require many skills in their daily work, including the use of proper body mechanics [3] . However, with the shortage of nursing teachers and with limited class time, students are often unable to receive sufficient training with skill evaluation before starting their hospital careers. As a result, nurses may perform inadequately, leading to fatigue, injuries, and even medical accidents. A large percentage of nurses suffer from work-related musculoskeletal disorders [4] , particularly lower back pain [5] - [7] . In view of this, developing technologies that could relieve teachers of the tasks of monitoring performance and providing objective and quantitative evaluation results would be very helpful for students developing their nursing skills.
Patient transfer is one of the heaviest and most difficult nursing activities, and it is performed frequently by nurses in hospitals and nursing homes [8] . The skills required for patient transfer include using proper body mechanics with appropriate timing of the transfer, placing the wheelchair properly before starting to transfer the patient. Moreover, according to the patient's conditions (e.g., disorder and disease) and the relations of body features between a patient and a nurse, there are varieties of adjustments and modifications of the skills. As the first step, we focused on the basic patient transfer skill training for the beginner. We targeted the trainees who have learned the knowledge of patient transfer from textbooks and demonstrate videos. According to nursing teachers' suggestion, the patients were assumed to be weak persons who cannot stand up by themselves. Also, the influence of the body size between patient and nurses to the skills was not taken into account in this step.
To realize a skill evaluation system for patient transfer training, the following two problems should be addressed. be segmented into discrete steps.
• The postures of the patient and nurse during their close interaction need to be measured. In addition, the system should not interfere with the nurse's actions.
In many previous studies, researchers have utilized image-processing technologies for skill evaluation in various fields. In previous work [9] , based on a depth camera, a real-time posture analysis system was developed to classify a single worker's posture as ergonomic or not. Motion recognition techniques were applied for the construction of a system for single-person aerobic training [10] . In former study [11] , based on motion capture technology, a virtual-reality dance training system was developed. In previous work [12] , virtual-reality techniques and motion capture technology were applied for Tai Chi training. Using a red-green-blue (RGB) camera and a dummy skin in which force sensors were embedded, a system was established for surgical skill evaluation [13] . In previous research [14] , using multiple RGB cameras, the postures of both the patient and nurse during patient transfer training were measured. In addition, other researchers dealted with the skill evaluation in medical teamwork training by utilizing a single RGB camera to tracked the trajectory of each trainee's head [15] . Other work has involved attaching sensors to human bodies for skill evaluation or for loading analysis. Inertia measurement unit (IMU) sensors were used to evaluate skills in golf training [16] . Also, other researches used IMU sensors to attached to the trainee's upper limbs, for evaluating skills in laparoscopic surgery [17] . In previous work [18] , a triaxial electrogoniometer was used to measure the 3D position, velocity, and acceleration of the participants' trunks, to assess their spinal loading during patient transfer. However, these earlier studies were limited because the methods only measured a single person's posture [9] - [13] , or only detected the trajectory of the head [15] , or might have interfered with the trainee's actions [16] - [18] . In other words, they could not measure the postures of two people interacting closely. Furthermore, none of these studies addressed the problem of the segmentation of the motion sequence.
The aim of the research described in this paper is to solve the problems of motion sequence segmentation and the measurement of the posture of two people interacting closely, for the evaluation of patient transfer skills. The challenging aspect of sequence segmentation is that an unskilled trainee might perform unpredictable actions during the patient transfer, such as walking back and forth. This will make the segmentation difficult. The challenging aspect of posture measurement is the body overlap caused by the close interaction between trainee and patient.
First, to realize the motion sequence segmentation during patient transfer, we used features of the 3D trajectory of the patient's head and the fixed order of the steps required for patient transfer.
Next, to realize the measurement of the postures of two people in close interaction, two Kinect sensors (Microsoft Co., Ltd) [19] was employed. The existing softwares, including Microsoft official Kinect SDK [19] and the middleware libraries of OpenNI [20] , are capable of capturing up to 2 persons simultaneously. However, the precondition of these software to work is that there must be not anybody overlap between the persons. Therefore, the existing softwares are unsuitable for posture measurement of patient transfer, since the body overlap is serious. To solve our problem, markers of different colors were employed. The body joints were recognized via the colors of the attached markers, and their 3D positions were calculated by combining the depth and color images from the sensors. This measurement method has two advantages. First, it does not interfere with the motion of the trainee, in contrast to methods involving sensors attached to the participants [16] - [18] . Second, compared with systems using multiple RGB cameras [11] , [12] , [14] , the present system is simpler and requires fewer calculations.
This paper extends the studies of [21] - [23] by (a) including the evaluation of motions segmentation's accuracy for a more detailed assessment of the evaluation accuracy and (b) increasing the number of experimental subjects (10) to examine the evaluation accuracy of all evaluation items (20) of patient transfer.
The remainder of the paper is structured as follows. Section 2 describes the skills required for patient transfer and presents the problem statement. Section 3 details the proposed approach, including the sensor system's composition, the motion sequence segmentation, posture measurement, and methods for classifying trainee performance for the evaluated items as correct or incorrect. Section 4 presents the results of experiments examining the performance of the proposed approach. Section 5 discusses the results and concludes the paper.
Skills Required for Patient Transfer, and the Problem Statement

Skills Required for Patient Transfer, and Checklist
The skills required for patient transfer involve applying proper body mechanics with appropriate timing. In addition, the wheelchair must be placed and set up appropriately, with the brakes on, before starting to transfer the patient. Applying these skills enables the nurse to conserve energy, avoid fatigue and injuries, and ensure the patient's safety and comfort [1] - [3] , [7] . To evaluate comprehensively the trainees' skills during patient transfer, a checklist was designed, shown in Table 1, based on the results of discussions with nursing teachers. We identified six steps in a patient transfer, as depicted in Fig. 1 (a) -(f). For each step, there are several evaluation items that check whether the trainee has used proper body mechanics, including appropriate postures for the nurse and patient, proper moving methods, and correct contact positions with the patient's body. Furthermore, the wheelchair's state of preparation, including its placement, orientation, and whether the brakes are on, also affects the process of In general, a patient transfer will be completed within one minute. The order of the steps is fixed (see Fig. 1 
(g)).
However, between Steps I and II, and between Step IV and V, unskilled trainees may perform other unpredictable actions, such as walking back and forth, or standing to scratch their heads.
Problem Statement
To realize the evaluation of patient transfer skills, the motion sequence during patient transfer should first be automatically segmented to identify the steps discussed in Sect. 2.1 (see Fig. 1 (a)-(f)). First, the segmentation should be precise, and should be able to ignore any irrelevant actions by the trainees. Second, the posture information relevant to each evaluation item needs to be measured. The measurement method should be able to deal with close interaction by the participants and should avoid interfering with their actions. Third, the trainee's performance of each evaluation item should be classified as correct or incorrect with almost the same precision as a nursing teacher.
More precisely, we set the target classification accuracy at 80%, given that there were some critical states for which the performance was almost right or wrong, and for which even a nursing teacher had difficulty making the assessment. The teachers suggested that to provide timely evaluation results to the trainees, the calculation time for the proposed approach should be limited to two minutes. Furthermore, the sensor system should be simple and of low cost in order to be widely applicable in nursing education.
Method
Sensor System Architecture and Color Markers
A system using two Kinect sensors was set up (see Fig. 2 (a)). One sensor was installed on the ceiling for tracking the patient's head and detecting the state of preparation of the wheelchair. A second sensor was set up at the side of the bed for measuring the postures of the trainee and patient. The image data from each of the sensors were recorded by computers connected to sensors (one computer per sensor). To enable synchronization of the image data from the two cameras, the computers were connected to each other via a local area network.
Each Kinect sensor was equipped with an RGB camera and a depth camera. The device could provide the color image and the depth image directly at a frame rate of 30 Hz for 640 × 480-pixel images. The value of each pixel of the depth image corresponded to the distance between a point in the environment and the camera.
For easy recognition of body joints, we attached differently colored markers to each participant's head, waist, ankles, and wrists, and to the trainee's hands (see Fig. 2 (b) ). 
The Framework for Skill Evaluation
The skill evaluation involved four procedures. First, the image sequences from the Kinect sensors were recorded by the connected computers while the trainee performed the patient transfer. Second, after the patient transfer was completed, motion classification was carried out to segment the motion sequence and identify each step (Sect. 3.3). Third, the posture information for each step was measured by combining color and depth data (Sect. 3.4). Finally, based on the calculated posture information, the performance of the trainee for each evaluation item was classified as correct or incorrect (Sect. 3.5).
Segmentation of Motion Sequences
As described in Sect. 2.1, the evaluation items for each patient transfer step are different. Therefore, successful segmentation of the motion sequence for the patient transfer is a prerequisite for accurate evaluation results. We targeted the trainees who have learned the knowledge of patient transfer from textbooks and demonstrate videos. They are able to perform the steps of patient transfer in the fixed order (see Fig. 1 ). However, the trainees often perform irrelevant personal actions because they are unskilled, such as standing up to consider what action to take next, or scratching their head. These personal actions occur between step I and step II, in addition, between step IV and V (see Fig. 1 (g) ).
Compared with the trainees, the patients' motions are simpler, only including sitting on bed, standing up, turning, sit down and siting in the wheelchair. These motions are in the fixed order. The features of these motions are stable and clearly identifiable, even when the trainees applied wrong body mechanism. For example, even if the trainee did not low down his/her waist when assisting the patient to stand up, the change of patient's head's height was still clear to identify the standing assistance step. Because of this, we used the 3D trajectory of the patient's head, and assumed that the steps were performed in a fixed order, in order to extract defining features from the sensor data for segmentation of the motion sequence.
The 3D trajectory of the patient's head was calculated by the method detailed in Sect. 3.4.2. The image sequence for the trajectory calculation was recorded by the Kinect sensor attached to the ceiling. A median filter was applied to remove the calculated trajectories' noises that were caused by the incomplete depth images. In this way, smooth trajectories were obtained. Figure 3 shows an example of the 3D trajectory of a patient's head during patient transfer. The Z axis represents the distance from the patient's head to the floor. The X axis and the Y axis represent the displacement of the patient's head in the image coordinate system as shown in Fig. 3 (b) . The units of the X and Y axes were defined as one pixel per millimeter, enabling all trajectory components to be drawn on the same graph.
Six steps need to be identified in the motion sequence for patient transfer (see Fig. 3 ).
The segmentation was realized by seeking each step's boundary points in the trajectory, including the starting point and ending point (see Fig. 3 ). These points were feature points in the trajectory, such as a maximum point, a minimum point, or an inflection point. To reduce the search region, as depicted in Fig. 4 , these boundary points were searched in a specific order. In Fig. 4 , each rectangular box represented a boundary point. The serial number of the boundary points are corresponding to the serial number of the steps described in Table 1 . The search order was indicated by the arrows. Each point has a former point as the beginning of the arrow indicated, except point III-m and VIe. The search regions of point III-m and VI-e were the whole trajectories. For the other boundary points, their search regions were determined by their former points. According to the order, before seeking a boundary point, its former point will be found firstly. Table 2 detailed each point's feature The maximum in Z Whole III-e/ IV-s
The inflection point in Z that is nearest (III-m, to IV-e IV-e) IV-e
The minimum in Z that is nearest to III-m (III-m, VI-e) V-s
The inflection point in Z that is nearest to (IV-e, V-e) V-e V-e/ VI-s
The minimum in Z after the patient sits (IV-e, in the wheelchair VI-e) VI-e
The end of the whole trajectory Whole and the search region. This method can avoid seeking the boundary points in the whole trajectories. First, the maximum of the Z component in the trajectory is sought. This maximum represents a time when the patient was standing. Next, having found this maximum point, the trajectory can be divided into two smaller parts. Then the point II-s can be sought in the former part, while the point IV-e can be sought in the latter part. After a feature point has been found, the trajectory can be divided further into even smaller parts. In addition, knowledge about the order of the steps was applied in the search for each step's boundary points. For example, although both the starting point for standing assistance and the ending point for sitting assistance are local minima in the Z component, the former should happen before the latter. In this way, the segment corresponding to each step can be extracted. Since the boundary points of each step were found, the length of motions which included unpredictable actions was also identified, such between I and II. This proposed method is very much simple compared with ordinary methods such by HMM-based motion segmentation [24] . Our proposed method does not need the learning procedures, since the boundary points' features in patient's head's trajectories are stable and clear. These boundary points can be directly found in a specific order described above. However, in HMM-based methods, the complex learning procedures were necessary to construct the corresponding HMM for each motion.
Measurement Methods
In this section, we detail the proposed measurement methods that involve human postures and the wheelchair's placement and setup. Human posture measurement includes the body joints' 3D positions (related to the Item 1, 2, 3, 8, 9, 10, 11, 12, 13, 16, 17, 18, 19 and 20) , the body joints' trajectories (related to the Item 4 and 15), and the body parts' angles of inclination (related to the Item 8 and 14). The wheelchair measurement includes its placement, orientation, and the state of its brakes (related to the Item 5, 6 and 7).
Measurement of Body-Joint Spatial Positions
The body joints were identified by the colors of the attached markers, and their spatial locations were measured by combining color and depth information. The RGB color images were first converted into three single-channel gray-scale images involving hue, saturation, and value. Each of these three images was then converted to a binary image via a preset threshold. Finally, the images were synthesized via Eq. (1) to obtain the final binary image (see Fig. 5 (b) ).
Here, x and y represent the coordinate positions of pixels. P b (x, y) is the value of the final binary image's pixel at the (x, y) position. H b (x, y), S b (x, y), and V b (x, y) represent, respectively, the pixel values for the hue, saturation, and value space.
Next, the maximum contour was sought, and the center of the contour (x , y ) was calculated. This position is regarded as the color marker's pixel position. In addition, the depth d of the color marker was extracted from the same pixel position directly from the depth map (see Fig. 5 (c) ).
Finally, (x , y ) and d were transformed to the spatial position (X, Y, Z) by utilizing the Kinect sensor's projection matrix (see Fig. 5 (d) ).
Measurement of Body-Joint Trajectories
There were several evaluation items related to the body-joint trajectories, such as Items 4 and 15 (see Table 1 ). In addition, the segmentation of the patient transfer motion sequence (Sect. 3.3) was also based on these trajectories. In such cases, the body joints' positions could be measured from the continuous image sequences by the approach detailed in Sect. 3.4.1. To reduce the calculation cost, we used a strategy that avoided applying the binary processing to the whole region of each image. For the first frame, the search region for the tracking marker was set as the whole frame. For the next frame, a region of interest around the tracking marker was defined. The center of the region was determined by the center of the colored marker in the previous frame. Its size was defined as 1.5 times the minimum enclosing rectangle of the tracking marker's contour in the previous frame. Binary processing was then applied only to this small region rather than the whole frame, for all frames except the first frame.
Measurement of the Angle of Inclination of Body Parts
There were two evaluation items related to the angles of inclination of body parts including the Item 8 (patient's shin) and Item 14 (patient's trunk). An approach using color information was proposed. First, the position of the search region for the target body part was determined by utilizing the location of a reference body joint. The size of this region was preset by referring to the body size of a typical adult and the distance between the person and the sensors. Next, using the color features, the body part was identified and a set of points along a skeleton line were calculated using an iterative edge-detection method [25] . Finally, via a least-squares method, a line of best fit for the skeleton was constructed. The angle of inclination of the target body part was then obtained by calculating the gradient of the skeleton line. Figure 6 shows an example of measuring the angle of inclination of the patient's shin. In this example, the patient's ankle was determined as the shin's reference joint. For the situation of the patient's trunk, we utilized the patient's head as the reference joint. The edge line of the patient's back was extracted. Then we calculated its gradient in the image coordinate system to obtain the inclination angle of the patient's trunk.
Measurement of the Wheelchair's State of Preparation
We combined color and depth information to identify the wheelchair and measure its placement, orientation, and the state of its brakes. First, the color image and the depth image were binarized using preset thresholds. The threshold for color was determined by the color of the wheelchair's cushion, and the threshold for depth was determined by the distance between the cushion and the Kinect sensor on the ceiling. Next, the binary images were combined to detect the cushion of the wheelchair (see Fig. 7 ). Finally, a minimum bounding rectangle for the cushion was extracted. The wheelchair's center position and orientation were calculated by utilizing this extracted rectangle. In addition, we attached red markers to each of the wheelchair's brakes: if the brakes were on, the red markers would be visible, but not otherwise (see Fig. 8 ).
In order to provide the real-conditions for trainees, the modification of the wheelchair should be as small as possible. Therefore, we utilized the image processing method rather than other direct method, such as electronic touch sen- sor and so forth, to detect the wheelchair's brake state and measure the position of the wheelchair. By this method, the modification of the wheelchair was very small. Only two red marks were necessary.
The cushion occupies most of the wheelchair's projected area on the ground. Its orientation is the same with the wheelchair. These features enable the cushion to represent the center position and orientation of the wheelchair. The shape of the cushion is a regular rectangle. Therefore, we utilized the method described above to extract the cushion's minimum bounding rectangle for measurement.
Evaluation Methods
The evaluation items were divided into two types, and the proposed evaluation method for each type is described in this section. For the first type, the relevant body joints are required to be within regions that have been clearly defined. We call this type the region-based type, comprising items 1, 2, 3, 7, 9, 10, 11, 12, and 18. The remaining items are categorized as belonging to a second value-based type. For the value-based type, the relevant posture information is a quantitative measure that is classified via a threshold.
Evaluation of Region-Based Items
For the region-based items, we judged the performance of trainees as correct or incorrect by detecting whether the relevant body joints were within the defined region for each item. The location of the region was determined by the reference joints. Its size was preset by referring to a typical adult's body size and the distance from the cameras. For example, for Item 18 in Table 1 , which considers the comfort of the patient while his or her sitting position is being adjusted in the wheelchair, the nursing student must hold the patient's forearms but not the abdomen. To evaluate whether the trainees performed this action correctly, the position of patient's head was used to determine the location of the search region. The image of this region was then extracted and binarized to detect the markers on the nursing student's hands. If the markers for both of the trainee's hands were found in the search region, the trainee's performance was judged as correct, but not otherwise (see Fig. 9 ). 
Evaluation of Value-Based Items
For each value-based item, however, we defined evaluation indexes that were based on nursing teachers' experiences (see Table 3 ). For some of these items, there is more than one index. The serial number of the items in Table 3 is corresponding to the serial number of the items in Table 1 . According to the items, these indexes are different with each other. The items were performed in different steps of patient transfer (see Table 1 ). Therefore, to precisely measure the indexes, the motion sequence of patient transfer must be segmented firstly. For example, in Item 16, the lowest waist height of the nurse was measured during sitting assistance (Step IV). We measured the indexes of each valuebased item by using the methods in Sect. 3.4. Then we identified the trainees' performance in each item as correct or incorrect by comparing the items' corresponding indexes with the threshold. The indexes were measured by the methods described in Sect. 3.4. Correct and incorrect examples for a value-based item are shown in Fig. 10 . Here, to prevent the patient from falling down, the center of gravity of the trainee's body must be lowered while assisting the patient to sit in the wheelchair. Therefore, the height of the nursing student's waist was defined as the evaluation index for this item.
To classify the trainee's performance for each item as correct or incorrect, a clear evaluation criterion is necessary, such as a quantitative threshold. However, there are no text- books or previous studies to provide such quantitative criteria. (The only exception is the wheelchair's orientation, for Item 6.) Therefore, in our method, a Bayesian minimumerror method was applied.
For items with only one index, correct and incorrect performance can be categorized by the discriminant in Eq. (2).
Here, w i is the class of the performance for the item. In our case, there are two classes: correct (w 0 ) and incorrect (w 1 ).
x is the value of the index. P(w i ) is the prior probability. We assume that the prior probabilities of the correct and incorrect classes are both 0.5. P(x|w i )is the class-conditional probability. It is assumed to be normally distributed and is calculated by Eq. (3).
P(x|w
Here, μ is the mean of the training data collected via the experiments described in Sect. 4, which had been classified by nursing teachers. σ is the standard deviation of the training data.
For those items with more than one index, we determined the discriminant for each index independently, as above. The performance was then categorized as correct if all discriminants classified it as correct.
Experiments
Experimental Procedures
Experiments were carried out to examine the performance of the proposed approach, including the automatic recognition rate for each step, the accuracy of the evaluation results, and the calculation times.
The experimental environment was set up in a training room of Tokyo Ariake University of Medical and Health Science (TAU). The conditions were set up to simulate those of an actual patient's room. Five inexperienced nursing students (at TAU) and five experienced nurses were employed as the trainees. A woman of 160 cm height was employed to act as a mock patient. The patient was assumed to be sufficiently weak that she was unable to stand up on her own but could maintain a standing posture.
Our system utilized the open-source software OpenNI [20] and OpenCV [26] . The OpenNI was applied to gain the depth and color images from the Kinect. The OpenCV provides the basic image processing function to realize our proposed posture measurement method in Sect. 3. Considering the convenience for future development of the system, we applied OpenNI rather than Microsoft official Kinect SDK. OpenNI is completely supported across platforms (e.g., Linux and OS X). In addition, OpenNI can support other type of depth cameras and its code is open source. However, Microsoft official Kinect SDK is limited to the windows platform and it only support Kinect sensor.
The computer specifications were as follows: a 2.8 GHz i7-2640M CPU, 8 GB RAM, and a 250 GB solidstate disk.
Each trainee was asked to transfer the mock patient from a bed to a wheelchair at least twice. During each patient transfer, the nursing teacher from TAU evaluated the trainee's performance for each item as being either correct or incorrect. At the same time, the sensor system recorded the patient transfer process. We collected 32 samples of the patient transfer process.
After the image sequences for all samples were recorded, the prototype algorithm was run. In addition, for the value-based evaluation items, a leave-one-out crossvalidation (LOOCV) method [27] was applied. Therefore, when one sample was being evaluated, the data for other samples were utilized as training data in order to determine the discriminants described in Sect. 3.5.2. In this way, the system was evaluated for each sample.
Results
For each sample, the system automatically performed the motion sequence segmentation and the posture measurements. It then output the evaluation results successfully without interruption. The average calculation time was 115 seconds, with a standard deviation of 13 seconds. Figure 11 shows the recognition rate for each patienttransfer step. The average was 96.4%. For the steps denoted as 'standing assistance', 'pivoting assistance', and 'sitting assistance', the system achieved a recognition rate of 100%.
The system's evaluation results were compared with the teachers' evaluation results. The coincidence rate was defined as the system's evaluation accuracy. For the regionbased items, the evaluation accuracy for each item is shown in Fig. 12 . The average was 95.1%, and the system achieved better than the target accuracy of 80% for all items.
For most of the value-based items, the results via the LOOCV method are shown in Fig. 13 . The average evaluation accuracy was 86.8%, and the system achieved better than 80% accuracy for all items. Note that, because the threshold for Item 6 was available via a textbook, its evaluation accuracy was examined by direct comparison with the 
Fig. 12
Accuracy of the system for region-based items and the one value-based item (Item 6) that has a threshold given in a textbook. teachers' results (see Fig. 12 ) rather than via the LOOCV method.
The effectiveness of the value-based items' indexes was examined. The differences between correct and incorrect performance were examined by a t-test method, and the results are shown in Fig. 14. 
Discussion and Conclusion
Discussion
The results show that the prototype system was able to measure automatically the postures of the trainee and the patient throughout their close interaction. The whole process of skill evaluation was completed automatically within 2 minutes, which satisfied the nursing teachers' recommendations for the timeliness of the evaluation. The recognition rate for the patient-transfer steps demonstrated that the proposed segmentation method was able to recognize the defined patient transfer steps effectively and precisely. In addition, the segmentation method was not affected by interruptions when the trainees performed unpredictable actions. For the region-based items, all results demonstrated more than 80% accuracy, with the average evaluation accuracy being 95.1%. This result proved that, for the region-based items, the per- formance of the trainee could be effectively evaluated by detecting whether target body joints were inside the defined regions. Furthermore, the average evaluation accuracy for the value-based items exceeded our target of 80%. These results demonstrated that the defined evaluation indexes were effective in discriminating between correct and incorrect performance. In addition, the result also revealed the effectiveness of applying a Bayesian minimum-error method to determine the thresholds. In short, the proposed approach was able to evaluate a trainee's performance for each item with almost the same precision as a teacher.
The results of the evaluation accuracy also revealed that the proposed measurement methods described in Sect. 3.4 are appropriate. For the region-based items, the evaluation accuracy proved that the proposed method which was applying color markers to recognize body joints' was effective. For the value-based items, as Fig. 14 shown, the measurement precision in each index was sufficient to identify trainee's performance as correct or incorrect.
In this paper, we applied the domain knowledge to develop the automatic skill evaluation approach for patient transfer training. Several recognition techniques were proposed. We chose these techniques according to different evaluation items rather than use the unified methods to evaluate all of the items. The benefit of the application of domain knowledge is that the detections of the checklist could make the trainee easy to understand their errors and the correct method. For example, in Item 13, we measured the height of the trainee's waist and compared it with the threshold to identify whether trainees lowered their waist enough. This technique could inform the trainees whether their performances are correct. In addition, it enables to develop the much detailed feedback methods, for instance, to instruct the trainees how much they need to reduce the height of their waist if they perform incorrectly. Also, the recognition techniques match the nursing teacher's evaluation experiences. The evaluation indexes were the same as those the teachers used. This factor facilitates the application of teacher's experience to develop the system. This is very useful when other problems of patient transfer training, for instance, the influence of patients' disease and disorder, were taken into account in future work.
However, there were still a few erroneous judgments in the system's evaluation results. One reason was the misrecognition of patient transfer steps when a trainee forgot to perform one or more of the steps. This misrecognition would lead to the false-negative situation. It caused the detection of target color markers or the measurement of indexes was performed in the wrong image sequence. This misrecognition was outside the scope of the problem addressed in this paper, as a precondition of our proposed approach was that the target trainees have been learned the knowledge of patient transfer from textbooks and demonstrate videos. The trainees would perform all of the patient transfer steps in the correct order. The other reason for errors in the evaluation results was the existence of critical states. For region-based items, a critical state occurs when the evaluation target is located on the boundary of the search region. For value-based items, a critical state occurs when the value of the index is close to the threshold. In such situations, even the teachers found it difficult to judge trainee performance, resulting in inconsistencies in the evaluation results.
In future work, these remaining problems will be solved to reduce the number of erroneous judgments. A method for judging whether the trainee has performed each step will be considered, with the aim of decreasing the error rate in the segmentation of motion sequences. Other factors influencing the determination of the evaluation thresholds will be taken into account, such as the body size of the trainee. In addition, we will extend the application of the proposed approach to other nurse training tasks related to lifting or moving a patient's body.
Conclusion
This paper addressed the task of automatically evaluating trainee nurses' skills in performing patient transfer, using multiple Kinect sensors and colored markers on both participants' clothing and on a wheelchair.
The paper proposed a method that utilizes the features of the trajectory of the patient's head, under the assumption that all steps are performed in a fixed order, to segment the motion sequence during patient transfer into discrete steps. The postures of the trainee and patient, and the wheelchair's placement, orientation, and state of preparation, were measured by combining color and depth information. The evaluation items were divided into two types, and two corresponding methods were proposed for classifying trainee performance as correct or incorrect. One method was based on detecting whether target body joints were inside a defined region. The second method was based on quantitative indexes and thresholds determined by using a Bayesian minimum-error method. Experimental results revealed that the skill evaluation was performed automatically and successfully. The accuracy of the system's evaluation was examined in comparison with nursing teachers' assessments, and the system's accuracy for all items exceeded 80%. This result confirms that our proposed approach is able to achieve good precision rates for skill evaluation in patient transfer training.
