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Abstract. Individuals who have impairments in their motor skills typically en-
gage in rehabilitation protocols to improve the recovery of their motor functions. 
In general, engaging in physical therapy can be tedious and difficult, which can 
result in demotivating the individual. This is especially true for children who are 
more susceptible to frustration. Thus, different virtual reality environments and 
play therapy systems have been developed with the goal of increasing the moti-
vation of individuals engaged in physical therapy. However, although previously 
developed systems have proven to be effective for the general population, the 
majority of these systems are not focused on engaging children. Given this moti-
vation, we discuss two technologies that have been shown to positively engage 
children who are undergoing physical therapy. The first is called the Super Pop 
VRTM game; a virtual reality environment that not only increases the child’s mo-
tivation to continue with his/her therapy exercises, but also provides feedback 
and tracking of patient performance during game play. The second technology 
integrates robotics into the virtual gaming scenario through social engagement in 
order to further maintain the child’s attention when engaged with the system. 
Results from preliminary studies with typically-developing children have shown 
their effectiveness. In this chapter, we discuss the functions and advantages of 
these technologies, and their potential for being integrated into the child’s inter-
vention protocol. 
Keywords: Serious games, Physical Therapy and Rehabilitation, Play Therapy, 
Social Robotics, Darwin-OP, and Super Pop VRTM. 
1 Introduction 
Upper-arm motor impairments affect a number of population demographics, from chil-
dren living with cerebral palsy [1] to adults recovering from stroke. In the clinical set-
ting, the most effective means to improve recovery of motor function is through reha-
bilitation which involves intense, repetitive engagement of the respective limb. Unfor-
tunately, due to a number of factors, including increases in medical costs, reduction in 
paid benefits, and limits on time available for therapists to provide quality one-on-one 
sessions, there is a growing need to introduce low-cost rehabilitation systems into the 
home environment. These systems must not only be designed to engage patients into 
the rehabilitation protocol established by the therapist, but also provide accurate and 
appropriate feedback on and tracking of patient performance. This desire for engaging 
home-based rehabilitation systems is especially prevalent when addressing the thera-
peutic needs of children with physical and/or cognitive impairments [2].  
Pediatric physical therapy differs from adult therapy in that children typically cannot 
(or may not be willing to) follow direct instructions required of a therapy routine. As 
such, clinicians typically incorporate therapy in play to provide an engaging and moti-
vational intervention that may enhance the child's participation in the therapy session. 
No one will argue about how important play is during childhood. The role of play in 
the development of children has been extensively studied, and a large body of work 
exists to discuss the importance and nature of play in children [3]. As such, these alter-
native technologies for engaging children with disabilities in rehabilitation should have 
a key requirement of incorporating concepts of play within their design.  
One of the key factors in play, which is also shown to be a determinant for effecting 
compliance in rehabilitation is engagement. To effect engagement and/or motivation, 
one such promising technology that has been gaining momentum in recent years is the 
coupling of virtual reality games with robot-assisted rehabilitation. Virtual reality (VR) 
refers to a computer technology that creates a three-dimensional (3D) virtual context 
and virtual objects that allow for interactions by the user [4]. These gaming scenarios 
enable robust changes in motor task difficulty level, as well as effect the quantity/qual-
ity of the feedback on performance, which have been shown as key factors that influ-
ence engagement and thus adherence. In [5], Colombo et al. showed that game like 
scenarios in conjunction with a robot-assisted rehabilitation device helped motivate us-
ers through score keeping, in which the scoring mechanism was coupled with the indi-
vidual’s achieved range of motion (ROM). In [6], a case study provided preliminary 
evidence that using custom-made VR rehabilitation games with a robotic ankle orthosis 
can be clinically more beneficial than the same rehabilitation in the absence of the VR 
games.  Similarly, in [7] a ten patient study showed that a VR robot-assisted therapy 
approach induced a motor output effect that was considered comparable to those ob-
tained with conventional approaches in the presence of a human therapist for patients 
different neurological gait disorders. Finally, in [8], the Gentle/s system was shown as 
an appealing device that, when coupled with VR technology, can provide robot medi-
ated motor tasks in a three dimensional space. Although this is just a sampling of the 
current efforts in this domain, the common theme has been to increase motivation for 
robot-assisted rehabilitation through the use of interactive gaming. Although prelimi-
nary evidence shows that most of these VR-robotics coupled systems are effective, 
what is missing is their focus on engaging children. As such, this chapter discusses the 
use of VR and robotics to assist in the rehabilitation process of children who are under-
going physical therapy. 
We segment this chapter into two primary technologies that, once integrated, provide 
an integrated system for this domain. Section 2 provides an overview of the state-of-
the-art in gaming and robotics. Section 3 discusses a VR system that can provide feed-
back and tracking of patient performance during game play. Section 4 details a pilot 
 
study that integrates robotics into the VR gaming scenario through social engagement, 
whereas Section 5 provides concluding remarks and a summary of next steps. 
2 Related Work 
Although there are very few research efforts focused on using integrated virtual reality-
robotic systems for children, there has been growing interest in research involving ther-
apeutic play between robots and children [2]. KASPAR [9], a child-sized robot for en-
gaging children with autism, utilizes expressions and gestures to communicate with its 
human partner. Another robot designed to teach social interaction skills is CosmoBot 
[10], a commercially-available telerehabilitation robot that enables a therapist to record 
robot movements to enable the performance of repetitive and predictable motions, 
which adheres to a specified behavioral skill. In [11], researchers utilize a humanoid 
robotic doll, named Robota, to engage children with autism in imitation-based games. 
In a related domain, teleoperated robots have been shown to enable achievement of 
play-related tasks that go beyond the child’s own manipulation capabilities. In [12], a 
teleoperated robot called PlayROB was developed to enable children with physical dis-
abilities to play with LEGO bricks. The “Handy” robot in [13] was used to assist chil-
dren with cerebral palsy in performing a variety of tasks such as eating and brushing 
teeth. In a pilot study, the authors showed how the robot could be used to enable draw-
ing. Cook et al. [14] also showed the use of robot arms for assisting children in play 
related tasks. 
With respect to virtual reality (VR) systems, alone, there have been a number of 
pilot studies that have focused on children in recent years. Reid et al. [15] conducted a 
study to show the benefits of a VR system for children with cerebral palsy. Her studies 
suggest that a virtual environment allows for increased play engagement and the op-
portunity for children to practice control over their movements. Bryanton et al. [16] 
showed that using VR systems to guide exercises may enhance exercise effectiveness. 
This work focused on the rehabilitation of lower-body motor skills (i.e. ankle dorsiflex-
ion movements in chair-sitting and long-sitting). The results of these studies reported 
that children have better control of ankle dorsiflexion and show greater interest in doing 
the same exercise when presented to them through a VR system than as a stand-alone 
exercise. Golomb et al. [17] investigated whether an in-home remotely monitored VR 
videogame can help improve hand function and forearm bone health in an adolescent 
with hemiplegic cerebral palsy. In [18], researchers used a Wii console to augment the 
rehabilitation of an adolescent with cerebral palsy, whereas in [19], a motion-capturing 
product called the EyeToy was used to provide a relatively low-cost in-home virtual 
environment.   
Although the feasibility of VR systems has shown to have positive outcomes in the 
children-rehabilitation domain, there is still a lack of automating feedback on patient 
performance through these systems. On the other hand, robotic devices, which has been 
shown to provide a concrete method for objectively recording and assessing the perfor-
mance of a patient through repeatable and quantifiable metrics (position, trajectory, 
interaction force/impedance) [20], has not been well-integrated in the child-rehabilita-
tion domain. As such, in this chapter we discuss technologies that enable the design of 
an integrated VR-robotic system for child-rehabilitation.   
3 A Virtual Reality Game for Upper-Arm Rehabilitation 
3.1 Introduction 
Virtual reality (VR) environments play an important role in the rehabilitation field. 
Therapists and researchers have studied its importance in physical therapy interventions 
for people with different conditions such as stroke, Parkinson’s disease, and cerebral 
palsy. Unfortunately, most of these VR systems do not integrate clinical assessment of 
outcome measures as an automated objective of the system. In addition, most of these 
systems do not allow real-time adjustment of the system characteristics that is necessary 
to individualize the intervention. Previous research has shown that VR environments 
present many benefits in the rehabilitation of individuals with motor skill disorders. Not 
only do they improve compliance for individuals working with their exercises [21], but 
they also enhance exercise effectiveness [16]. In this section, we discuss a VR system 
that integrates clinical assessment of outcome measures, as well as allows individuali-
zation of the rehabilitation protocol through real-time adjustment of game parameters. 
In the subsequent section, we then segway into discussion of the robotics platform, and 
show methods for robot integration into the gaming scenario. 
3.2 Objective 
While there have been a number of VR systems developed for use as part of physical 
therapy interventions for children with motor skill disorders, most do not incorporate a 
formal method of evaluating the subjects’ upper-body motor skills in real-time and in 
the comfort of their own home. Taking into consideration the limitations of previously 
developed systems, the goal of our low-cost VR gaming system is to function as an in-
home rehabilitation tool for individuals with any motor skills disorder that is user-
friendly for both the user and the healthcare professional. The two key features of the 
system are: 1) the ability to individualize the rehabilitation protocol through adaptation 
of game settings, and 2) the ability to autonomously record and assess rehabilitation 
outcome measures for providing feedback to the therapist in real-time. Individualiza-
tion is achieved through an adaptable user interface that allows the therapist to select 
desired game settings to match the rehabilitation objectives customized to the user’s 
capabilities. In addition, unlike common entertainment systems, while users are en-
gaged in repetitive movements during game play, the system is capable of analyzing 
the user’s upper-body movements in real-time. Interaction with the game yields an as-
sessment of outcome measures by quantifying the kinematic parameters that describe 
human movement. Some of these parameters include range of motion (ROM), move-
ment smoothness, and deviation from path. 
 
3.3 Description of Overall System 
The VR system consists of a virtual game developed to work on any general-purpose 
computer system running a Windows 64-bit operating system, and a three-dimensional 
(3D) depth camera. The camera is used to track the user’s upper-body movements and 
map them into the presented virtual environment. For our application, we utilize the 
Microsoft Kinect 3D camera [22] along with an open source SDK that provides the 
necessary functions for tracking upper-body human movement. Beyond the basic re-
quirements of a computer system to run the game and a 3D depth camera, there is no 
need for additional equipment like gloves or helmets. In addition, the users are free to 
move their entire bodies without being restricted to traditional computer inputs (e.g. 








Fig. 1. (a) Main graphical user interface of the Super Pop VRTM game. (b) Example of 









Fig. 2. Secondary graphical user interfaces accessed by pressing the corresponding buttons on 




The developed VR application is called Super Pop VR [23]. When playing, the 
user is immersed in a virtual world where virtual bubbles (represented by colored cir-
cles, squares, and/or triangles) appear on the screen surrounding the user. The goal of 
the game is to pop as many bubbles as possible in a certain amount of time by moving 
a hand over the center of the bubble. The 3D depth camera is used to track the skeleton 
of the user in order to determine the coordinates of the hand joints. Two blue markers 
follow the user’s hands in order to provide feedback to the user on the exact position of 
their hand as recognized by the system (Fig. 1a). The user is instructed to pop the yellow 
(good) bubbles and to avoid the red (bad) bubbles.  Moreover, there is a set of green 
bubbles called Super Bubbles (SBs) that are worth double the points as the yellow bub-
bles. Based on the user’s intervention protocol established by the therapist, a certain 
amount of time is specified in which all yellow and red bubbles on screen get erased 
and a set of two or three SBs appear on their own one by one. Each set of SBs highlights 
the trajectory that the therapist will use to evaluate the users rehabilitation outcome 
metrics. For example, three SBs may be placed such that a 90⁰ motion is created forcing 
the user to follow this 90⁰ trajectory (example shown in Fig. 1b). These sets of SBs are 
used to determine the point in time where the system captures and stores the user’s 
upper-body joint coordinates. This information is used to evaluate the user’s move-
ments by calculating the relevant kinematic parameters. After playing the game for a 
given period of time, the therapist can analyze the results of the assessment in order to 
track the user’s progress and to evaluate areas that may need improvement. 
Figure 1a also shows the main graphical user interface (GUI) that the user sees once 
a game starts. Besides showing the virtual environment, the main interface also depicts 
the user’s progress during game play. In addition, four main buttons are located at the 
left side of the GUI: ‘Select Username’, ‘Game Settings’, ‘Bubble Appearance Region’, 
and ‘Start/Restart Super Pop Game’. When pressed, the first three buttons access sec-
ondary GUIs that provide the therapist options for customizing the intervention proto-
col of the game (Fig. 2). 
The ‘Select Username’ GUI lets the therapist assign individual usernames or IDs in 
order to enable the system to be used by multiple users (Fig. 2a). The ‘Game Settings’ 
GUI offers the option to choose from three different game difficulties with hardcoded 
parameters (Easy, Normal, and Hard) as well as a Custom option (Fig. 2b). The Custom 
option enables the therapist to provide their own combination of game settings depend-
ing on the needs of the user. Finally, the ‘Bubble Appearance Region’ GUI shows a 
snapshot of the subject taken by the camera when the corresponding button is pressed. 
In this interface, the therapist can select the workable region in which regular bubbles 
will appear and the position of the SBs based on the placement of the subject from the 
shown snapshot. Fig. 2c shows the workable region as a red rectangle and the SBs as 
green circles. Given that all users are of different heights and all have different arm 
reach, this interface allows for personalized sessions accommodating the different body 
structures of the users. The therapist can also select the SB display/appearance interval 
duration, the number of SBs used for the protocol, and identify the arm to be assessed. 
The combination of options and features provided by the different interfaces provide 
the therapist the freedom to match the level of difficulty of the game to the user’s ca-
pacity. For example, if the experimental protocol is designed to improve the user’s 
maximum range of motion (ROM), the therapist would position three SBs such that 
they are spaced with a slightly greater angle than the user’s effective ROM. This way, 
through practicing the specified repetitive motion that will appear throughout the game, 
the user will progressively increase his/her ROM given that he/she will need to reach 
the next SB.  
Game sessions can also be individualized to the capabilities of the user by custom-
izing the difficulty level. The difficulty of each game can be set by selecting different 
combinations of the following parameters: game duration in seconds, total number of 
levels, game speed in bubbles per second (rate at which the bubbles appear on screen), 
bad bubble ratio, bubble size, good bubble score, and bad bubble score. These param-
eters serve different purposes in the rehabilitation protocols. For example, the size of 
the bubbles is linked to the accuracy of the user. Intervention protocols designed for 
users with poor accuracy will include larger bubbles. Similarly, the speed of the bubbles 
is linked to how developed the symptoms of the users are. Users with more developed 
symptoms usually have slower movements, thus their intervention protocols will in-
clude games with a slower pace. 
All the game levels have equally distributed durations determined by dividing the 
total game duration by the total amount of levels. At each passing level, the game in-
creases its difficulty by: increasing the game speed by the selected value, increasing the 
bad bubble ratio by the selected value, and/or decreasing the bubble radius by the se-
lected size value. The shape and the scores for the bubbles remain constant throughout 
the game. It’s important to mention that all selected settings are saved for future games 
and associated with the username/ID such that the therapist doesn’t have to change the 
settings for each game and can later correlate the results and progress to the correspond-
ing individual. 
3.4 Description of Real-Time Kinematic Assessment 
In addition to the customization feature, the game has the ability to assess the user’s 
upper-body movements by analyzing the trajectory of the upper-body joints in time. 
This information is not only used to track the user’s progress, but also to identify the 
parameters that the user may need improvement on. 
The user’s upper-body movements are mathematically described by certain kine-
matic parameters related to limb movements. The parameters of interest are: shoulder 
and elbow ROM, movement time, movement smoothness, deviation from path, shoul-
der and elbow angular velocity, and movement speed. All parameters are calculated 
using the user’s joint coordinates that are captured and stored at each frame while he/she 
pops the SBs. The system starts capturing the relevant data when the user pops the first 
SB in a given sequence. Similarly, the system stops capturing the data after the user 
pops the last SB in the same sequence. These two points in time define the initial and 
final positions of the user’s joints. Each SB sequence containing the user’s relevant 
kinematic data is assessed, and the algorithm returns the result for each one. 
 
Table 1. Kinematic Parameteres used for assessinf user’s upper body movements. 
Kinematic Parameters Definition Method 
Range of Motion The angle created by the 
corresponding joint. 
Dot Product 
Movement Time The total amount of time needed 
to move between the initial and 
final positions. 
Fitt’s Law [24] 
Movement Smoothness Measures how jittery the user’s 
movements are.  
Movement Units 
[25] 
Deviation from Path Measures how close/far the user’s 
movements are from the defined 
path between the inital and final 
positions.  
Robot Kinematics 
Angular Velocity Measures how fast/slow the user 
moves the corresponding joint. 
Jacobian Matrix 
Movement Speed Measure’s how fast/slow the 
user’s movements are. The 




The methods that are used for calculating the different parameters depend on the 
definition and their purpose. Table 1 shows a brief description of the parameters and 
the corresponding general method for making the calculations. 
Through individualization and feedback, the resulting VR game is not only user 
friendly and provides motivation for users to practice their recommended exercises in 
their homes, but it also provides a kinematic algorithm that assesses the user’s move-
ments without interrupting the progress of the game. An example of its use in a pilot 
study with children is now discussed. 
3.5 Pilot Study with Children 
Preliminary experiments were conducted to show that the Super Pop VRTM game is 
enjoyable, encouraging, and user-friendly. Given that this work is primarily focused in 
the rehabilitation for children who have cerebral palsy, the selected demographic for 
these experiments were children. Seven children (mean age m=7.71, standard deviation 
σ=1.48, Male: 2, Female: 5) played the game and answered some questions regarding 
their experience. The participants were instructed to play the game for 60 seconds each. 
Keeping in mind that the purpose of these experiments was to show that the game is 
motivating and user-friendly, the game settings were selected such that the game was 
not too hard yet not too easy. Table 2 shows the overall selected game settings. The 
instructions given by the experimenter was strictly scripted to avoid any influence it 
might cause to the participant’s experience. The script was as follows: 
 
 
Table 2. Selected Super Pop VRTM game settings for the preliminary experiments. 
Game Duration 60 seconds 
Total Levels 3 
Game Speed 0.6 bubbles / second 
Bad Bubble Ratio 10 % 
Bubble Size 3 
Good Bubble Points 5 points 
Bad Bubble Points -5 points 
Super Bubble Time Interval 20 seconds 
Super Bubble Duration 5 seconds 
 
Hello, today we’re going to play a game with the Kinect camera. The purpose 
of the game is to pop as many bubbles as you can in one minute. To pop a 
bubble just hover one of your hands over it using the blue markers that are 
following your hands. You want to pop the yellow and green bubbles which 
are worth five and ten points respectively, but avoid the red bubbles because 
these will take away five points from your score. After you complete the game, 
I will ask you some questions about your experience with the game. 
 
On a 5-point Likert scale, from disagree (1) to agree (5), post-experiment surveys 
report that children participants, in general, enjoyed playing the game. Table 3 shows 
the statements made in the survey. Moreover, Fig. 3 shows the averages and standard 
deviations of the participants’ responses to these statements. It is important to recognize 
that only seven children participated in this preliminary study and the results were used 
primarily as feedback. The survey includes positive and negative statements about the 
game, which have the goal of identifying potential areas that could be improved for a 
better experience when playing the game. 
The most noted positive feedback was obtained from questions 1, 4, and 21. The 
participants felt that they could see their movements very well in the screen (mean re-
sponse m=4.1, standard deviation σ=1.1), hear all the music in the game very well 
(m=4.9, σ=0.4), and liked playing the game overall (m=4.1, σ=0.7) respectively. Given 
that the mean values are relatively high and standard deviation values are relatively 
low, these results suggest that the participants not only enjoy the game, but also recog-
nize that the game is functioning properly – at least in terms of tracking the user’s 
movements and playing the sounds when the user pops the bubbles. 
On the other hand, questions 5 and 12 pointed out some areas where we can improve 
the functionality and likability factor of the game. These questions revealed that the 
participants didn’t find the music very attractive (mean response m=3.1, standard devi-
ation σ=1.3), and would like the capability to play the game together with more friends 
at the same time (m=4.3, standard deviation σ=1.1) respectively. There were scattered 
responses for the statement concerning the attractiveness of the music played when 
 
popping the different bubbles. To deal with this variation in response, our current ver-
sion of the game now provides the option of selecting any desired sound file from the 
user’s hard drive, in addition to the already provided sound options from different 
known songs such as: ‘Twinkle, Twinkle, Litle Star’, ‘Row Row your Boat’, and ‘Für 
Elise’. Regarding the multiplayer option, we’re convinced that adding the capability for 
two or more people to play at the same time will increase the game’s motivation factor. 
Moreover, the user will see better results as opposed to playing the game alone. Hidding 
et al. [26] reported that group therapy yields better results than individual therapy in 
improving thoracolumbar mobility and fitness. Based on these results, we hypothesize 
that playing the game with other people at the same will also yield better therapy results 
in terms of increasing movement speed and accuracy, and decreasing movement jitter-
iness. 
In addition to being motivating and user-friendly, the Super Pop VRTM game is also 
capable of outputting accurate outcome measures. A separate study showed that the 
system is able to correctly measure the user’s shoulder ROM with an error of less than 
5% [23]. The system’s ability to output accurate results, the system’s ability to individ-
ualize the intervention protocols of the users, and the fact that the system is user-
friendly and enjoyable, results in a system that can serve the therapy needs of individ-
uals with upper-body motor impairments such as children who have cerebral palsy. 
Given these positive outcomes, we now discuss approaches based on prior efforts in 
the social robotics domain to incorporate robots in the gaming scenario as a method to 
increase the engagement factor for long-term adherence. 
 
 
Fig. 3. Averages and standard deviation results from the participant’s responses to the survey’s 
statements. 
 
Table 3. Survey stataments presented to the participants after the played the game. 
# Statements 
1 I could see all my movements from the screen very well. 
2 I found the objects in the game very interesting. 
3 The objects I saw in the game were very attractive. 
4 I could hear all music in the game very well. 
5 The music I heard out of the game was very attractive. 
6 I could not hear where all of the sounds out of the game came from. 
7 The movements to play the game were too hard. 
8 
The movements used to touch objects in the game were fast, they were 
not too easy, but also were not too hard. 
9 I must still learn a lot before I can play the game well. 
10 I could predict what was going to happen after I had made a movement. 
11 I had the feeling I could accomplish the game. 
12 
I would find it nice if I could play the game together with more friends 
at the same time. 
13 The game was so attractive that I lost all count of time. 
14 I would like to play the game more often. 
15 The game training is less fin than regular computer/video games. 
16 The request from the game was easy to understand. 
17 The request from the game was easy to follow. 
18 It was very logical playing the game by popping the objects. 
19 I found it hard to follow the game by moving my hands. 
20 
I became more tired from playing with the game than from the regular 
computer/video games. 
21 I like playing the game. 
4 Integration of Social Robotics in Gaming Scenarios 
Socially assistive robotics, defined as robots that provide assistance to human users 
primarily through social interaction [27], continues to grow as a viable method for a 
multitude of assistive tasks ranging from robot-assisted therapy to eldercare. Through 
the use of social cues, socially assistive robotics can enable long-term relationships 
between the robot and the child that drastically increases the child’s motivation to com-
plete a task [28]. In addition, ample studies have shown that the effect of being per-
ceived as a social interaction partner can be enhanced by a physical robotic embodiment 
[29]. These characteristics are ideally suited for providing motivation to a child inter-
acting with a robot in a therapeutic gaming environment. Generally speaking, children 
are more attracted to a robot when the robot exhibits positive feedback [30], [31] and 
are more motivated when the robot uses appropriate behavioral techniques to reengage 
[32]. As such, we follow the theme of socially assistive robotics by utilizing a robotic 
 
system to engage the child during a gaming scenario through social interaction. In order 
to accomplish this goal, we examine two techniques: engagement through behavioral 
interaction and learning from gaming demonstration. 
4.1 Engagement through Behavioral Interaction 
In most clinical settings, therapists are able to observe a child’s engagement in real-
time and employ strategies to reengage the student, which, in effect, improves attention, 
involvement and motivation in the rehabilitation protocol. In general, clinicians are able 
to engage by implementing behavioral cues such as direction of attention, facial expres-
sions, proximity, and responsiveness to the child’s activity. This behavioral engage-
ment is deemed as a crucial component in home-based rehabilitation, especially given 
absence of the clinician in the child’s home environment. 
For the socially assistive robotic agent, we utilize the DARwIn-OP platform (Dar-
win) (Fig. 4) [33]. To enable interaction with the human, Darwin is programmed with 
a range of verbal and nonverbal behaviors. The nonverbal behaviors, or gestures, for 
the robotic agent included eye gaze, head nods/shakes, and body movements. Table 4 
shows a sample of the nonverbal behaviors used in this investigation, and Fig. 5 shows 
three snapshots of the head scratch gesture. A total of eight gestural behaviors were 
programmed onto the humanoid platform. The verbal behaviors enable Darwin to pro-
vide socially supportive phrases for reengagement as the child interacts during a virtual 
scenario. During the utterance of verbal phrases, Darwin turns his gaze towards the 
child when speaking; otherwise, he remains looking at the virtual screen. The goal of 
the verbal phrases is to encourage the individual based on their current performance 
within the virtual scenario. It is very important that the phrases are socially supportive 
and convey the message that the child and Darwin are interacting together as a team. 
There is a dialogue established between the individual and Darwin, and not a unidirec-
tional knowledge flow (i.e. Darwin is not giving instructions or issuing commands to 
the child). This open dialogue integrating socially supportive phrases between teacher 
and individual is ideal for optimal learning and engagement [30]. A sample of these 












Table 4. Sample of Nonverbal Behaviors from the Robotic Agent 
Gesture Behavioral Meaning Description of Motion 
Conversation Body movements used to en-
gage children while talking 
Head nods and both arms move 
outward while maintaining eye 
contact 
Head Nod Back-channel signal meaning 
continue; okay; yes 
Head moves in an up and down 
motion 
Head Shake Negative connotation; sad; no Head moves from side to side 
while facing the ground 
Tri-gaze Eye contact distributed be-
tween three things 
Eye contact the screen, child, 
then workstation for 3 seconds 
each 
Head Scratch Confusion; lost Arm/hand moves back and forth 
next to head 
Fast Arm Positive connotation; approval; 
excitement 
Arm is bent and raised next to 
head; arm then quickly moves 
downward 
Hand Wave Hello; goodbye Arm is bent and raised next to 
head; forearm moves back and 
forth 
Eye Contact Attention is directed towards 
an object 




Table 5. Sample of Verbal Responses from the Robotic Agent. 
 







“You’re really good at this.” 
Slow “This is hard, but we’re doing great.” 
“Thanks for all your hard work.” 





“Hang in there. We’re almost done.” 
“Can you slow down a little so we can do it together?” 
“Please wait for me. You’re leaving me behind.” 
Slow “This part is very challenging.” 
“Don’t sweat it. We’ll get the next one.” 





“Are you still there?” 
“Don’t forget about me over here.” 




Fig. 4. The Robot Agent Darwin. 
 
Fig. 5. The head scratch gesture broken down into three parts. (a) Initial Position - Darwin is 
standing and has eye contact with the tablet-based test. (b) Darwin’s right arm scratches his head. 
His head is down and eye contact is with the pencil and paper. (c) Darwin’s arm stops moving, 
and his head moves up to make eye contact with the subject. He then returns to the initial position. 
4.2 Pilot Study with Children 
To evaluate the ability of the robotic agent to engage children during interaction with a 
virtual environment, we employed a between-groups design for this study [34]. To 
guarantee that the skills are evenly distributed between the robot engagement groups 
(None, Verbal, Nonverbal, Mixture), the children were selected at random. A total of 
20 children between the ages of 15 and 16 years old (mean age m=15.5, standard devi-
ation σ=0.51, Male: 12, Female: 8) took part in this experiment. Our experiment in-
volved one factor type of behavioral interaction, with four levels. Each level is defined 
as follows: 
 
• None: Represents the control group. No agent is present. 
• Verbal: The agent will say socially supportive phrases for reengagement as the 
child navigates through the virtual environment. He will gaze towards the child when 
speaking to him/her. 
• Nonverbal: The agent will use only gestures for reengagement as the child navi-
gates through the virtual environment. 
• Mixture of Both: The agent will use both gestures and phrases for reengagement 
as the child navigates through the virtual environment. 
 
At the start of the virtual scenario, Darwin gives a verbal introduction along with 
gestures to introduce himself and the activity that the children are about to perform. As 
each child advances through the scenario, his or her progress is communicated to Dar-
win. Essentially, every action completed is sent to Darwin, as well as the time intervals 
taken to navigate through the scenario. In the cases where the child may take a long 
time to complete a task, it is necessary to interrupt this inactivity (eliminate idle time) 
and effectively increase engagement. Once the child’s progress and speed are commu-
nicated to Darwin, he will respond appropriately based on the behavioral interaction 
type (verbal, nonverbal, or both).  
Depending on the child’s state, Darwin provides the children cues that are either 
verbal, nonverbal, or a combination of the two (depending on the experimental group). 
For both verbal and nonverbal behaviors, the behavior was selected at random based 
on the message sent to Darwin. For the engagement type that incorporates both verbal 
and nonverbal cues, the gestures and phrases were scripted and paired prior to Darwin’s 
random selection. As such, we were able to expand Darwin’s library of verbal and non-
verbal cues by pairing the same phrase with multiple gestures. Although a phrase when 
it stands alone may mean one thing, by adding a gesture, the underline meaning of the 
message can be altered. Upon execution of a pair, both the gesture and the phrase are 
performed simultaneously. For example, if the message sent to Darwin states that the 
virtual-child interaction behavior was completed too slowly, he may say, “You’re doing 
great! I had trouble with that one too,” while nodding his head. 
We look to validate the hypothesis that the use of a robot agent can increase the 
quality of interaction in a virtual environment by adaptively engaging with the child. 
Adaptive engagement is based on the concept that the engagement model is driven by 
identification of the child’s behavioral state. To prove or disprove this hypothesis, we 
looked at the responses from an exit survey. After task completion, we asked them to 
rate their agreement with a series of statements on a 5-level Likert scale that ranged 
from 1 (Disagree) to 5 (Agree). Table 6 shows the average response to each question 
and the p-values from the ANOVA tests, which are separated by test groups. 
By monitoring the child, Darwin was able to effectively maintain the child’s atten-
tion, although there was a statistically significant variance in how appropriate the chil-
dren deemed Darwin’s reactions to be during the interaction. The nonverbal group 
thought Darwin’s actions were not appropriate with a score of 1.8 (Slightly Disagree = 
2; σ = 0.84), while the remaining groups had an average score of 4.3 (Slightly Agree = 
4; σ = 0.99). The lack of understanding of Darwin’s actions was interpreted as him not 
giving any feedback at all, which resulted in a more unpleasant virtual reality (VR) 
experience. 
 
Because boredom is often associated with poorer engagement [35], it is important to 
note that there was a statistically significant variance in how bored the subject deemed 
him- or herself to be throughout the scenario. For both the verbal group and the group 
with a mixture of verbal and nonverbal cues, the average response to the question on 
boredom during the test was 1.8 (Slightly Disagree = 2; σ = 1.07). The nonverbal group 
followed with a score of 3.4 (Neutral = 3; σ = 1.52), while the group with no agent was 
the most bored with a score of 4.6 (Agree = 5; σ = 0.55). This shows that the verbal 
group and the group with both verbal and nonverbal cues were able to minimize bore-
dom the best when compared to the other groups. 
Interestingly enough, although two of the children stated that Darwin was a distrac-
tion, the survey question that asked if Darwin was a distraction showed otherwise across 
these groups. The average score across all groups with Darwin present was 2.3 (Slightly 
Disagree = 2; σ = 1.35). Overall, the children enjoyed interacting with the system when 
Darwin was present. The children in the group with both verbal and nonverbal cues 
enjoyed interacting with the virtual environment the most with a score of 4.4 (Slightly 
Agree = 4; σ = 0.89). The verbal group followed with a score of 4.0 (Slightly Agree = 
4; σ = 1.41). Next, the nonverbal group followed with a score of 3.2 (Neutral = 3; σ = 
1.48). However, when Darwin was not present, the children did not seem to enjoy the 
virtual environment as much with a score of 2.2 (Slightly Disagree = 2; σ = 1.30). 
In conclusion, across all behavioral interaction types – verbal, nonverbal, and both 
– the children enjoyed Darwin’s presence. A mixture of both cues and verbal cues only 
tend to have the least amount of boredom associated with it, which is ideal for a richer 
virtual environment and higher levels of engagement. On the contrary, the group having 
no robot agent present enjoyed the scenario the least and experienced the most bore-
dom. Overall, the use of only nonverbal cues such as gestures shows no significant 
trends when compared to verbal cues; therefore, this works suggests that verbal behav-
ioral cues is ideal for enhancing performance and increasing engagement in a virtual 
environment. 
Table 6. Statistical Analysis of Survey Responses 
Question Verbal Nonverbal Both No Agent p-value 
I was frequently 
bored 
1.8 3.4 1.8 4.6 0.002* 
I enjoyed the 
virtual environ-
ment 
4.0 3.2 4.4 2.2 0.07 
Darwin reacted 
appropriately 
4.2 1.8 4.4 n/a 0.002* 
Darwin dis-
tracted me 
2.4 2.8 1.8 n/a 0.53 
*Statistically significant. 
4.3 Learning from Gaming Demonstration 
The role of robot learning for child-based engagement in a therapy scenario is to 
increase the duration of the child’s interaction by incorporating the concept of turn-
taking. Studies have shown that when children are required to teach others, they them-
selves become more engaged in the task [36]. In this work, we utilize a case-based 
learning approach in which a robotic platform observes the child’s motions during game 
play, generates an appropriate behavior, and then engages with its child partner as a 
learner. This learning response is accomplished by utilizing a mimicking process in 
which the child and robot take turns in accomplishing a goal, thereby motivating and 
stimulating the social behavior of the participant. 
Our robot learns from the user by first observing the user, storing information about 
their situation-action responses (further defined as a case), and then retrieving these 
cases to execute a corresponding behavior. The child engages to teach the gaming task 
to the robot in a shared workspace and intuitively monitors the robot’s behavior and 
progress in real time. In this setting, the teacher (child) is able to interrupt and correct 
the robot’s behavior at the moment the learning is taking place, thus providing a means 
to continuously engage the child in the protocol of the game. We utilize a method called 
case-based reasoning to enable this collaborative teaching/learning process. 
Case-based reasoning (CBR) is a human memory and cognition methodology that 
solves new problems based on the solutions of similar past problems [37]. By compar-
ing the current task to some past task cases stored in memory, the best solution is re-
trieved and adapted to the current task. The first phase of CBR is acquiring knowledge, 
i.e., training the case base. During this phase, the system observes the game performed 
by the child and generates a case (problem-solution pair) for each demonstration, which 
is then saved in the case base. The problems are given as game states, such as game-
object information and game score. The solution is extracted from the person’s behavior 
towards a given problem. In the second phase when a new problem is introduced, the 
most similar past problem and its solution are retrieved from the case base. When meas-
uring a similarity between two cases, the distance is computed as a sum of weighted 
distances between each problem feature. Our system provides the tool to autonomously 
train this similarity metric through pattern recognition. Next is the reuse step in which 
the retrieved solution is adapted to the current task. We use a method of averaging the 
solution over multiple retrieved solutions with a Gaussian distance kernel. As the case 
base expands and demonstration improves, deviation of the retrieved solutions de-
creases. During the last phase, the new problem-solution pair is revised and retained in 





Fig. 6. Steps of case-based reasoning (CBR) incorporated within the overall structure of record-
ing and encoding demonstrations, retrieving and reusing cases, and mapping a generated behavior 
to the robot’s embodiment. CBR steps are depicted inside dashed boxes. 
                 
(a)              (b) 
                     
(c)                (d) 
Fig. 7. Darwin’s behavior is reproduced from the retrieved experiences. (a) Darwin interacting 
with a virtual environment through wireless communication, (b) making eye contact and provid-
ing feedback after the participant’s demonstration, (c) encouraging the participant, and (d) ex-
pressing sadness after an unsuccessful attempt. 
For task interaction, the retrieved case and its solution are used to reproduce the task 
behavior on a robotic platform through a mapping from the adapted solution to the 
robot’s state and action space. This includes generating synthesized gestures that trig-
gers actions within the virtual environment. Darwin also generates a combination of 
speech and gesture primitives that, as discussed in Section 4.1, enable engagement 
through behavioral interaction (Fig. 7).  
4.4 Pilot Study with Children 
For validation, we engaged 33 participants (mean age m=18.27, standard deviation 
σ=8.56) including 19 children (m=12.26, σ=4.24), some with special needs, to teach a 
virtual game shown in Fig. 8 to our robot, Darwin. We analyzed data collected during 





Fig. 8. (a) The game used in the experiment, and (b) shots of experiment conducted in an open-
house styled setting with a group of local school children. 
For the experiment, participants were asked to teach the robot how to interact with 
a virtual game. The instruction given by the experimenter was strictly scripted to avoid 
any influence it might cause to the participant’s experience. The script was as follows: 
 
Now, I’d like you to teach Darwin to play the same game. Just teach him in the same 
manner you would teach your younger sibling. Provide Darwin with demonstrations 
how to solve each level. Whenever you reach out to provide demonstration to Dar-
win, he will wait for his turn. Continue teaching each level until you are satisfied 
that Darwin had learned the level well enough, or think Darwin had stopped learn-
ing. Later, I want you to show me what you have taught Darwin, and collaboratively 
solve each level with him. Darwin may or may not try to communicate with you, and 
he may not use human language. Afterwards, I will ask you some questions about 
your experience teaching a task to Darwin. 
 
The growth progress of the case base and any interaction with the tablet was logged, 
and two video cameras were placed to record the whole evaluation session. Later, the 
log was used to evaluate the system, and the videos were analyzed for interaction stud-
ies. 
First, the learning performance of the robot is determined. In Table 6, the perfor-
mance of generated solutions is compared with varying k (number of retrieved cases). 
Distances are computed between a newly introduced problem and problems in the case 
base using the robot's retrieval method. Then the performance of each retrieved and 
adapted solution is evaluated using a logarithm of the earned game score. As computed, 
the average number of demonstrations given to the robot is: m = 29.17, σ = 10.25. It 
was also observed that the participants utilized other forms of natural interactions 
though the robot only could learn from actual demonstrations of game play. These nat-
ural forms of interaction were measured as the length of time when an eye contact was 
made or when vocal/gestural-interaction behaviors were observed. These interactions 
were then categorized into instructive and non-instructive interactions in Table 7(a). On 
average, participants, spent 5 minutes and 42 seconds without the robot and 24 minutes 
and 5 seconds with the robot playing the game. The more significant measurement is 
the ratio of how much social interactions were initiated during these sessions. When the 
robot wasn’t present, these interactions were observed as forms of utterances or calling 
out to other people. Compared to 3.22% social-behavior occurrence without the robot, 
participants dedicated 34.81% of their time exhibiting social cues when the robot was 
present. Detailed break down of the social interactions toward the robot is depicted in 
Table 7(b). Note that these cues are often observed simultaneously with one another, 
and the measurement ratio is calculated against the total time of the interaction. On a 
5-point Likert scale, from strongly disagree (1) to strongly agree (5), post-experiment 
survey reports that the participants felt their robot was socially interacting with them 
(m=4.7); was socially communicating with them (m=3.72); thought Darwin was learn-
ing from them (m=4.33) similar to their friends (m=4.01); and thought the robot en-
hanced their overall experience with the virtual game (m=4.8) (Fig. 9). 
Table 7. Performance of case-retrieval method using k-nearest neighbors measured by the 
resulting game score when the generated solution was applied. 









Table 8. (a) Average time and ratio of social-interaction occurrences with and without the robot. 







Avg. total time 
of interaction 
342 sec 1445 sec 
Avg. time of 
social interac-
tion 







Social interaction Percentage 
Eye contact / Gaze 22.72% 
Gestural interaction 14.20% 






Fig. 9. On a five-point Likert scale, from strongly disagree (1) to strongly agree (5), post-exper-
iment survey reports that the participants felt their robot was socially interacting with them and 
enhanced their overall experience with the task. 
5 Discussion and Future Work 
Although there are very few research efforts focused on using integrated VR-robotic 
systems for children, the work presented in this chapter discusses various approaches 
and preliminary results showing the use of these systems in therapeutic play.  There are 
many compelling reasons for utilizing robots in virtual reality (VR) gaming scenarios, 
ranging from augmenting the capabilities of children with motor impairments to in-
creasing engagement of such children. Although much of the presented work is encour-
aging, we still need more quantitative results to validate the benefits of utilizing VR-
robotic systems in pediatric therapy settings. These quantitative results should show the 
 
clear benefits achieved from children with disabilities interacting with the coupled vir-
tual-robotic system. Additional substantial quantitative evidence, as well as longitudi-
nal studies that demonstrate the effectiveness of the system, is still necessary. 
The overall research presented herein brings up several interesting observations re-
garding the use of VR-robotic systems in pediatric therapy. Many prior papers in the 
domain of assistive technologies for children with disabilities discuss the difficulty of 
performing studies involving children. Common reasons included distraction from out-
side stimuli and the wide variances found in children’s abilities. Another observation is 
the emphasis that many other researchers placed on robustness and iteration in design. 
For example, in many prior studies, perhaps due to the novelty of the robot, children 
would interact with the robots in unexpected ways. Although we emphasize individu-
alization with respect to our system, these identified issues still need to be considered 
in improving the design of the system discussed in this chapter. 
The pilot studies with children, as discussed in this chapter, have provided us suffi-
cient baseline evidence to understand both the limitations of the system, as well as those 
attributes that are essential for establishing long-term adherence to a rehabilitation pro-
tocol.  Future efforts will focus on enhancing the autonomy of the system such that the 
virtual system adapts in direct correlation to adaptation of the robot’s social behaviors. 
This will ensure that both components correlate and grow with the capabilities of the 
child, as well as ensure the system is continuously engaging. Also, since our focused 
demographic is children with disabilities, our next set of trials will focus on engaging 
children with cerebral palsy in the experimental protocol. 
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