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In this paper uncertainties in limit state functions g as arising in engineering problems are
modelled by adding additional parameters and by introducing parameterized probability
density functions which describe the uncertainties of these new additional parameters and
of the basic variables of g. This will lead to a function pf (a, b) for the probability of failure
dependingonparameters a andb corresponding to the twoparameterizeddensity functions.
Further the parameters a and b are assumed to be uncertain. Using intervals, sets or random
sets to model their uncertainty results in upper probabilities pf of failure. In this context
we also discuss different notions of independence such as strong independence, epistemic
irrelevance and random set independence and present a simple engineering example.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In reliability analysis the probability pf of failure of a system is obtained by
pf =
∫
{x: g(x)≤0}
f X(x)dx, (1)
where x = (x1, . . . , xn) are the basic variables of the system such as material properties and loads and where f X is a
probability density function describing the uncertainty of the variables x. The function g is the limit state function of the
system telling us for which x the system fails (g(x) ≤ 0) or not (g(x) > 0), see also [20].
In the case of scarce information about the values of the basic variables x and the behaviour of the system it may be
neither sufficient to model the uncertainty of the variables x by a single probability density f X nor to describe the system’s
reliability by a single deterministic limit state function g. To overcome such difficulties, fuzzy sets [26], random sets [6,7],
credal sets [19] or sets of parameterized probability measures [13] have been used to model the uncertainty of the variables
x. Then themain task is to propagate the uncertainty of x through the limit state function g. Such a propagation of uncertainty
is done by the extension principle [26] in case of fuzzy sets or as described in [1,2,10–12,15] for random sets. Further, if it
is assumed that the basic variables are independent, one has to consider the different notions of independence for sets of
probability measures, see [4,5,10–13,15]. Uncertainties in the limit state function g have been modelled using additional
random variables [9], fuzzy sets and random sets [17,18], or fuzzy probabilities [3,22,23].
The aim of this paper is to develop a function
pf (a, b) =
∫∫
{(x,z): h(x,z)≤0}
f Zb (z)dz f
X
a (x)dx (2)
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depending on vectors of parameters a and b parameterizing the probability density functions f Xa and f
Z
b , cf. [14]. These
density functions describe the uncertainty of the basic variables x and the additional parameters z of an extended limit state
function h. These additional variables z are used to parameterize a familiy of limit state functions gz with gz(x) = h(x, z). In
a next step we assume that the parameters a and b are uncertain themselves modelling their uncertainty by intervals, sets
or random sets. This approach gives us the possibility to describe the uncertainty of x and z by sets of probability measures
generated by the density functions f Xa and f
Z
b and their uncertain parameters a and b. The functions f
X
a and f
Z
b allow us to use
more specific probability measures such as Gaussian distributions in contrast to the case where the uncertainty of x and z is
directly modelled by sets or random sets. Such coarser models of uncertainty are also included simply by replacing f Xa and
f Zb by Dirac measures.
While previous work [10–12,15] was focused on the independence of the basic variables alone we assume here indepen-
dence between the basic variables x and the parameters z in the function h. Since sets of probability measures are involved
we have to consider different notions of independence and to discuss their differences and meanings.
The plan of the paper is as follows:
• In Section 2 we parameterize a limit state function g by means of a function h(x, z) with independent parameters x
and z, recall the notion of strong independence and epistemic irrelevancewhen the uncertainty of x and z is modelled
by setsMX andMZ of probability measures and give general formulas for the upper probability of failure.• In Section 3we introduce the function pf (a, b)with uncertain parameters a and bwhere their uncertainty is described
by setsMA andMB of probability measures (general case), by sets A, B of parameter values or by random sets A , B
(special cases). Further we derive formulas for the upper probability pf of failure with respect to the notions of strong
independence, epistemic irrelevance and random set independence using the function pf (a, b).• In Section 4 we address alternative views and approaches.
• In Section 5we give a simple engineering examplewith one uncertain basic variable x and present different examples
for modelling the uncertainty of the variable x.
• Section 6 is devoted to examples for the uncertainty of the parameter b of the density function f Zb (or Dirac measure
δb) of parameter z which is used to model the uncertainties in the limit state function. To use sets, random sets and
probability distributions tomodel the uncertainty of bmeans here to consider sets and random sets of parameterized
limit state functions and random limit state functions. Using the example and theuncertain variables x given in Section
5 we develop computational formulas for the upper probability pf of failure for these special types of uncertain limit
state functions taking the different notions of independence into account.
2. Uncertain limit state functions
2.1. Limit state functions
In reliability theory a system and its corresponding continuous limit state function
g : X⊆ Rn → Y⊆ R : x → y = g(x) (3)
is given with output y ∈ Y depending on a vector of n basic variables x = (x1, . . . , xn) ∈ X ⊆ Rn, where g(x) ≤ 0 means
failure of the system. The probability pf of failure of the system is then defined by
pf = P(g(X) ≤ 0) =
∫
X
χ(g(x) ≤ 0)f X(x)dx, (4)
where f X is the joint probability density function of the basic random variables X = (X1, . . . , Xn) and where
χ(expression) =
{
1 expression true,
0 expression false.
(5)
The set Rf = {x ∈ X : g(x) ≤ 0} is the failure region of the system which is described by the indicator function
q : X→ {0, 1} : x → χ(g(x) ≤ 0) =
{
1 x ∈ Rf , failure,
0 x ∈ Rf , no failure. (6)
2.2. Parameterized limit state functions
We parameterize the limit state function g : X → Y by means of a vector z = (z1, . . . , zm) ∈ Z ⊆ Rm of additional
parameters using a function
h : X× Z→ Y : (x, z) → h(x, z), (7)
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where again h(x, z) ≤ 0 means failure. A function gz : X → Y : x → gz(x) = h(x, z) is then one of the available limit
state functions specified by a parameter value z. When both the basic variables x and the parameters z are uncertain, the
probability pf of failure is defined by
pf =
∫
X
∫
Z
χ(h(x, z) ≤ 0)f X,Z(x, z)dz dx, (8)
where f X,Z : X× Z → R is the joint density function of the random variables X = (X1, . . . , Xn) and Z = (Z1, . . . , Zm).
The uncertainty of the parameters z is the uncertainty in the choice of an appropriate limit state function gz .
2.3. Independence of the basic variables and the parameters
In the followingwe always assume that these randomvariablesX and Z are independentwhichhas the followingmeaning:
(a) If we learn the values of the basic variables x, our knowledge about the parameters z and therefore about the choice of the
limit state functions gz does not change.
(b) Learning the values of the parameters z and therefore learning which limit state function gz to use has no influence on our
knowledge about the basic variables x.
Then the probability pf of failure is given by
pf =
∫
X
∫
Z
χ(h(x, z) ≤ 0)f Z(z)dz f X(x)dx (9)
with density functions f X and f Z for their corresponding random variables X and Z. The inner integral is a function
q : X→ [0, 1] : x →
∫
Z
χ(h(x, z) ≤ 0)f Z(z)dz (10)
depending on the basic variables, which is a generalization of the function q in Eq. (6). For q in Eq. (6) only the function
values 1 and 0 are admissible telling us wether an x ∈ X is in the failure region Rf or not, but here q describes an uncertain
failure region similar to a membership function of a fuzzy set. The value q(x) is the probability that x belongs to the failure
region.
Remark: We note that the independence of the choice of gz and the variables x does not mean that the values of one
single gz are independent of x since gz is a function of x.
2.4. Sets of probability measures and notions of independence
We use now closed convex setsMX andMZ of probability measures to describe the uncertainty of the basic variables x
and the parameters z of the limit state function h. Since we want to keep the assumption that the basic variables x and the
limit state functions gz are independent the question arises how independence is defined in the context of sets of probability
measures. There is no unique definition of independence for sets of probability measures, but several different notions as
described in [5]. Here we consider strong independence [5,10,25], the weaker and asymmetric epistemic irrelevance [5,8,25]
and later on in Section 3.4 random set independence [5,7,10]. In the following we show how to obtain the upper probability
of failure in case of strong independence and epistemic irrelevance and discuss the differences of the two notions.
2.4.1. Strong independence
It is the most restrictive but also most obvious definition of independence for sets of probability measures simply con-
sidering all possible product measures PX ⊗ PZ for PX ∈ MX and PZ ∈ MZ . That means to define the setMS of all joint
probability measures with respect to strong independence by
MS = {P = PX ⊗ PZ : PX ∈ MX, PZ ∈ MZ} (11)
=
{
P : P(E) =
∫
X
∫
Z
χ((x, z) ∈ E)dPZ(z)dPX(x), PX ∈ MX, PZ ∈ MZ
}
.
Then the upper probability pSf of failure in case of strong independence is obtained by
pSf = sup
{
P(S f ) : P ∈ MS} = sup
PX∈MX
PZ∈MZ
∫
X
∫
Z
χ(h(x, z) ≤ 0)dPZ(z)dPX(x) = sup
PX∈MX
q∈Q
∫
X
q(x)dPX(x), (12)
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where S f = {(x, z) : h(x, z) ≤ 0} and Q the set
Q =
{
q : X→ [0, 1] : q(x) =
∫
Z
χ(h(x, z) ≤ 0)dPZ(z), PZ ∈ MZ
}
(13)
of all functions q describing the uncertainty of the failure region Rf as in Eq. (10). We note that in general the entire set Q is
needed for the computation of the upper probability pSf of failure and that all combinations of probabilitymeasures PX ∈ MX
and functions q ∈ Q have to be considered.
2.4.2. Epistemic irrelevance
LetMX →Z be the set of all joint probability measures generated byMX andMZ according to epistemic irrelevance of X to
Z which we indicate by X → Z , cf. [8]. This set is defined by
MX →Z =
{
P : P(E) =
∫
X
∫
Z
χ((x, z) ∈ E)dPZ(z |x)dPX(x), PX ∈ MX, PZ( · | x) ∈ MZ
}
, (14)
cf. [5,8,25]. Then the upper probability p
X →Z
f of failure is obtained by p
X →Z
f = sup
{
P(S f ) : P ∈ MX →Z}with S f = {(x, z) :
h(x, z) ≤ 0}. Here we have the possibility to choose different probability measures PZ( · | x) ∈ MZ for different values of
x ∈ Xwhile in case of strong independence for all x the same probability measure PZ ∈ MZ is used for the selection of z.
Epistemic irrelevance of X to Z (or in our case that the basic variables are epistemically irrelevant to the parameterized limit
state functions gz) is an asymmetric notion of independence meaning only what we have stated in (a) in Section 2.3: “If we
learn the values of the basic variables x, our knowledge about the parameters z and therefore about the choice of the limit state
functions gz does not change”, but not necessarily the other way round.
We continue with the above formula Eq. (12) for pSf , move supPZ∈MZ inside the outer integral and get
pSf = sup
PX∈MX
PZ∈MZ
∫
X
∫
Z
χ(h(x, z) ≤ 0)dPZ(z)dPX(x) ≤ sup
PX∈MX
∫
X
sup
PZ∈MZ
∫
Z
χ(h(x, z) ≤ 0)dPZ(z)dPX(x)
= sup
PX∈MX
∫
X
sup
PZ ( · | x )∈MZ
∫
Z
χ(h(x, z) ≤ 0)dPZ(z |x)dPX(x) = sup {P(S f ) : P ∈ MX →Z} = pX →Zf . (15)
With
q(x) = sup
PZ∈MZ
∫
Z
χ(h(x, z) ≤ 0)dPZ(z) = sup
q∈Q
q(x) (16)
we can write
p
X →Z
f = sup
PX∈MX
∫
X
q(x)dPX(x). (17)
The function q is the upper envelope of the set Q and describes the union of all imprecise failure regions. If q is an element
of Q itself we have pSf = pX →Zf , cf. Eq. (12).
The differences and advantages of epistemic irrelevance in comparison with strong independence are:
• Only one function q and not the entire set Q is needed for the computation of the upper probability of failure. That
means each PX ∈ MX has to be combined only with the function q and not with all functions in Q . This reduces the
computational effort significantly.
• Providing such a function qwhich describes the imprecise failure region could also be a starting point for the uncer-
tainty analysis, see Section 4.
3. The probability of failure pf (a, b)with uncertain parameters a and b
3.1. The function pf (a, b)
Let us now extend Eq. (9) by adding parameters a = (a1, . . . , ana) ∈ A ⊆ Rna for the probability density function f X
describing the uncertainty of the basic variables and parameters b = (b1, . . . , bnb) ∈ B ⊆ Rnb for the density f Z of the
additional parameters. This leads to a function
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pf (a, b) =
∫
X
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz f Xa (x)dx. (18)
This function pf (a, b) provides an interface for controlling the shape of the probability density functions used for modelling
the uncertainty of the basic variables x and the parameters z.Wewill alsowrite pf (a, b; f Xa , f Zb ) if it is necessary to emphasize
which density functions are used. An example for such a parameterized density function is the density f Xa = f X(μ,σ ) of the
Gaussian distribution depending on expectation μ and variance σ 2.
3.2. Uncertain parameters a and b
Nowtheparameters a andb are assumed tobeuncertain, too.Using closed convex setsMA andMB of probabilitymeasures
to model the uncertainty of the parameters a and b leads to setsMX andMZ describing the uncertainty of x and z. These
sets are generated in the following way using the density functions f Xa and f
Z
b :
MX =
{
P : P(E) =
∫
A
∫
X
χ(x ∈ E)f Xa (x)dx dPA(a), PA ∈ MA
}
, (19)
MZ =
{
P : P(E) =
∫
B
∫
Z
χ(x ∈ E)f Zb (z)dz dPB(b), PB ∈ MB
}
. (20)
Then the upper probabilities of failure pSf for strong independence and p
X →Z
f for epistemic irrelevance are obtained starting
with the formulas (12) and (17) for general setsMX ,MZ and then specializing using (19) and (20):
pSf = sup
PX∈MX
PZ∈MZ
∫
X
∫
Z
χ(h(x, z) ≤ 0)dPZ(z)dPX(x) (21)
= sup
PA∈MA
PB∈MB
∫
A
∫
X
∫
B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dzdPB(b) f Xa (x)dxdPA(a) = sup
PA∈MA
PB∈MB
∫
A
∫
B
pf (a, b)dPB(b)dPA(a),
p
X →Z
f = sup
PX∈MX
∫
X
sup
PZ∈MZ
∫
Z
χ(h(x, z) ≤ 0)dPZ(z)dPX(x) (22)
= sup
PA∈MA
∫
A
∫
X
sup
PB∈MB
∫
B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dzdPB(b) f Xa (x)dxdPA(a) = sup
PA∈MA
∫
A
∫
X
q(x)f Xa (x)dxdPA(a)
with
q(x) = sup
PB∈MB
∫
B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dzdPB(b). (23)
In the followingwe generate these closed convex setsMA andMB of probabilitymeasures either by ordinary sets ormore
generally by random sets. This and the approach with parameterized density functions f Xa and f
Z
b give us a convenient way
to generate the setsMX andMZ of probability measures and the possibility to model the uncertainty of x and z by means of
more specific probability measures than directly using sets or random sets for x and z. Nevertheless it is possible to model
the uncertainty of x and z directly by sets or random sets. We just have to replace the density functions f Xa and f
Z
b by Dirac
measures. In Sections 3.3 and 3.4 we specialize formulas (21) and (22) to the cases where sets and random sets are used for
the parameters a and b.
3.3. Uncertainty of the parameters a and b modelled by sets A and B
Wemodel now the uncertainty of the parameter a by a set A ⊆ Aand the uncertainty of b by a set B ⊆ Band show how
the upper probability of failure is determined in case of strong independence or epistemic irrelevance. But first we have to
generate the setsMA andMB of probability measures. The setsMA,MB are given here by
MA := M(A) = {P : P(A) = 1}, MB := M(B) = {P : P(B) = 1}, (24)
whereM(A),M(B) are the sets of all probabilitymeasures living on their corresponding setsA,B, cf. [10,15]. Nowwe continue
with Eq. (21), use that the extreme points in the setsM(A) andM(B) of probability measures are given by Dirac measures
δa ∈ M(A) and δb ∈ M(B) and get the formula for strong independence:
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pSf = sup
PA∈M(A)
PB∈M(B)
∫
A
∫
B
pf (a, b)dPB(b)dPA(a) = sup
a∈A
b∈B
∫
A
∫
B
pf (ξ, η)dδb(η)dδa(ξ) = sup
a∈A
b∈B
pf (a, b). (25)
In an analogous way we obtain the upper probability in case of epistemic irrelevance using Eq. (22):
p
X →Z
f = sup
PA∈M(A)
∫
A
∫
X
q(x)f Xa (x)dxdPA(a) = sup
a∈A
∫
A
∫
X
q(x)f Xξ (x)dx dδa(ξ) = sup
a∈A
∫
X
q(x)f Xa (x)dx (26)
with
q(x) = sup
PB∈M(B)
∫
B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dzdPB(b) = sup
b∈B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz. (27)
3.4. Uncertainty of a and b modelled by random sets A andB
Here we use random sets A and B to generate the setsMA andMB of probability measures describing the uncertainty
of the parameters a and b.
3.4.1. Random sets
A finite random set as introduced in [7] is a family A of focal sets A1, . . . , A|A | (|A | denotes the number of focal sets)
together with weights mA (Ai) which sum up to one. Then the upper probability P(E) or plausibility PlA (E) of an event E is
given by the formula
P(E) = PlA (E) =
|A |∑
i=1
mA (Ai)χ(E ∩ Ai = ∅) =
|A |∑
i=1
mA (Ai) sup{P(E) : P ∈ M(Ai)}, (28)
whereM(Ai) = {P : P(Ai) = 1} is the set of all probability measures living on the focal set Ai. The lower probability P(E)
or belief BelA (E) is defined as
P(E) = BelA (E) =
|A |∑
i=1
mA (Ai)χ(Ai ⊆ E) =
|A |∑
i=1
mA (Ai) inf{P(E) : P ∈ M(Ai)}. (29)
A random set A generates a setM(A ) of probability measures defined by
M(A ) =
{
P =
|A |∑
i=1
mA (Ai)PAi , PAi ∈ M(Ai)
}
=
|A |∑
i=1
mA (Ai)M(Ai), (30)
see also [10,15]. Such sets we will use as special cases of the setsMA andMB to model the uncertainty of the parameters a
and b in pf (a, b).
3.4.2. Joint random sets, random set independence
If the uncertainty of two variables a and b is modelled by a random set A with focal sets Ai and weightsmA (Ai) for the
first variable and by a random set B with focal sets Bj and weights mB(Bj) for the second one, the joint random set is the
family C of all possible Cartesian products Cij = Ai × Bj of focals sets Ai and Bj . In the classical version assuming random
set independence [5,7,10] the joint weights are given by the product mC (Cij) = mA (Ai)mB(Bj). Then the joint plausibility
measure Pl defined by the joint random set C is
P(E) = Pl(E) =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj)χ(E ∩ (Ai × Bj) = ∅)
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup{P(E) : P ∈ M(Ai × Bj)}
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
P∈M(Ai×Bj)
∫
A×B
χ((a, b) ∈ E) dP(a, b)
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
(a,b)∈Ai×Bj
χ((a, b) ∈ E) (31)
withM(Ai × Bj) = {P : P(Ai × Bj) = 1} and using Dirac measures δ(a,b) on Ai × Bj .
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Remark: The two key ideas used for the joint plausibility measure Pl are the following:
1. The focal sets Ai and Bj are chosen in a stochastically independent way, which has the following meaning: Learning
which focal set Ai of A to take has no influence on our knowledge which focal set Bj ofB to choose.
2. On each joint focal set Ai × Bj an upper probability supP∈M(Ai×Bj)
∫
A×B
χ(x ∈ E) dP(a, b) is determined solving an
optimization problem in a local manner independently of the other joint focal sets.
3.4.3. Upper probability of failure in case of strong independence
In Sections 3.4.3–3.4.5 we derive formulas for the upper probability of failure for the special case whereMA := M(A )
andMB := M(B). Eqs. (21) and (30) lead to the upper probability
pSf = sup
PA∈MA
PB∈MB
∫
A
∫
B
pf (a, b)dPB(b)dPA(a) = sup
PA∈M(A )
PB∈M(B)
∫
A
∫
B
pf (a, b)dPB(b)dPA(a) (32)
= sup
PAr∈M(Ar), r=1,...,|A |
PBs∈M(Bs), s=1,...,|B|
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj)
∫
A
∫
B
pf (a, b) dPAi(a) dPBj(b)
= sup
ar∈Ar , r=1,...,|A |
bs∈Bs, s=1,...,|B|
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj)pf (ai, bj)
in case of strong independence replacing the probability measures PAi and PBj by Dirac measures δai and δbj on their corre-
sponding focal sets Ai and Bj similar to Section 3.3. A general proof that the upper probability can be obtained by means of
Dirac measures can be found in [11,15].
3.4.4. Upper probability of failure in case of epistemic irrelevance
Eq. (22) together with (30) results in the upper probability p
X →Z
f of failure in the case where X is epistemically irrelevant
to Z:
p
X →Z
f = sup
PA∈MA
∫
A
∫
X
sup
PB∈MB
∫
B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dzdPB(b) f Xa (x)dxdPA(a)
= sup
PA∈M(A )
∫
A
∫
X
sup
PB∈M(B)
∫
B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dzdPB(b) f Xa (x)dxdPA(a)
=
|A |∑
i=1
mA (Ai) sup
PA∈M(Ai)
∫
A
∫
X
|B|∑
j=1
mB(Bj) sup
PB∈M(Bj)
∫
B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dzdPB(b) f Xa (x)dxdPA(a)
=
|A |∑
i=1
mA (Ai) sup
a∈Ai
∫
X
|B|∑
j=1
mB(Bj) sup
b∈Bj
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz f Xa (x)dx =
|A |∑
i=1
mA (Ai) sup
a∈Ai
∫
X
q(x)f Xa (x)dx (33)
with the function q given here by
q(x) =
|B|∑
j=1
mB(Bj) sup
b∈Bj
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz. (34)
3.4.5. Upper probability of failure in case of random set independence
In Section 3.4.2 we have already introduced the notion of random set independence. The problem in our case is that the
density functions f Xa and f
Z
b are involved in our formulas and that we have to combine not only two random sets A and B
but also two density functions. The most general formulation would be
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
P∈M(Ai×Bj)
∫
A×B
∫
X
∫
Z
χ(h(x, z) ≤ 0)f X,Za,b (x, z)dz dxdP(a, b) (35)
where f
X,Z
a,b is a joint density function with marginals f
X
a and f
Z
b . To take account for independence we use the product of f
X
a
and f Zb (cf. [13]) and get here
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pRSf =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
P∈M(Ai×Bj)
∫
A×B
∫
X
∫
Z
χ(h(x, z) ≤ 0)f Xa (x)f Zb (z)dz dxdP(a, b) (36)
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
P∈M(Ai×Bj)
∫
A×B
pf (a, b)dP(a, b)
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
a∈Ai
b∈Bj
∫
A×B
pf (ξ, η)dδ(a,b)(ξ, η) =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
a∈Ai
b∈Bj
pf (a, b).
The formula supa∈Ai,b∈Bj pf (a, b) is the same as developed in Section 3.3 for the upper probability in case of strong inde-
pendence where the uncertainties are modelled by sets. We indicate this by the “S” in the superscript in addition to the “R”
for random set independence. The difference to strong independence in Section 3.4.3 is that the “sup” is inside instead of
outside the sums. So it is clear that we have pSf ≤ pRSf .
Let now P be a joint probability measure on Ai × Bj , PB( · | a) a conditional probability measure of P given a and PA =
P( · × B) the marginal of P. Continuing with Eq. (36) and using the law of total probability we get
pRSf =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
P∈M(Ai×Bj)
∫
A
∫
B
∫
X
∫
Z
χ(h(x, z) ≤ 0) f Xa (x)f Zb (z)dz dxdPB(b | a)dPA(a)
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
PA∈M(Ai)
∫
A
sup
PB∈M(Bj)
∫
B
∫
X
∫
Z
χ(h(x, z) ≤ 0) f Xa (x)f Zb (z)dz dxdPB(b)dPA(a)
≤
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
a∈Ai
∫
X
sup
b∈Bj
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz f Xa (x)dx
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
a∈Ai
∫
X
qj(x)f
X
a (x)dx =: pR,X →Zf (37)
with functions
qj(x) = sup
b∈Bj
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz (38)
defined now for each focal set Bj . The formula
sup
a∈Ai
∫
X
sup
b∈Bj
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz f Xa (x)dx (39)
is the same as defined in Section 3.3 for the upper probability in case of epistemic irrelevancewhere sets A and B are involved.
This will be indicated by “X → Z” in the superscript in addition to the “R”. Comparing Eqs. (33) and (37) it is clear that
p
X →Z
f ≤ pR,X →Zf holds because “
∑
” and “sup” are swapped. Both results are a generalization of Eq. (31) and the remark in
Section 3.4.2 where supP∈M(Ai×Bj)
∫
A×B χ(x ∈ E)dP(a, b) = sup(a,b)∈Ai×Bj χ((a, b) ∈ E) is now replaced either by
sup
a∈Ai
b∈Bj
pf (a, b) or by sup
a∈Ai
∫
X
sup
b∈Bj
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz f Xa (x)dx. (40)
We note that in the case where Dirac measures are used for f Xa and f
Z
b the result is the classical joint plausibility measure
Pl. This means that we then have pRf = pRSf = pR,X →Zf . We set f Xa := δx , a := x, f Zb := δz , b := z and get
pRSf =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
x∈Ai
z∈Bj
pf (x, z; δx, δz) =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
x∈Ai
z∈Bj
∫
X
∫
Z
χ(h(ξ, η) ≤ 0)δz(η)dηδx(ξ)dξ
(41)
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
x∈Ai
z∈Bj
χ(h(x, z) ≤ 0) = Pl(h(x, z) ≤ 0) = pRf
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and
p
R,X →Z
f =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
x∈Ai
∫
X
sup
z∈Bj
∫
Z
χ(h(ξ, η) ≤ 0) δz(η)dη δx(ξ)dξ (42)
=
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
x∈Ai
sup
z∈Bj
χ(h(x, z) ≤ 0) = Pl(h(x, z) ≤ 0) = pRf .
3.4.6. Ordering of the upper probabilities
We summarize the orderings of the upper probabilities in the case where the uncertainties of the parameters a and b are
modelled by random sets:
pSf ≤ pX →Zf ≤ pR,X →Zf and pSf ≤ pRSf ≤ pR,X →Zf , (43)
cf. Eqs. (15) and (37) and Section 3.4.5.
3.5. Summary of all formulas
3.5.1. General case, uncertainties modelled by closed convex setsMA andMB of probability measures
Strong independence: pSf = sup
PA∈MA
PB∈MB
∫
A
∫
B
pf (a, b)dPB(b)dPA(a). (44)
Epistemic irrelevance: p
X →Z
f = sup
PA∈MA
∫
A
∫
X
q(x) f Xa (x)dxdPA(a), (45)
q(x) = sup
PB∈MB
∫
B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dzdPB(b). (46)
3.5.2. Special case, uncertainties modelled by ordinary sets A and B
Strong independence: pSf = sup
a∈A
b∈B
pf (a, b). (47)
Epistemic irrelevance: p
X →Z
f = sup
a∈A
∫
X
q(x)f Xa (x)dx, (48)
q(x) = sup
b∈B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz. (49)
3.5.3. Special case, uncertainties modelled by random sets A andB
Strong independence: pSf = sup
ar∈Ar , r=1,...,|A |
bs∈Bs, s=1,...,|B|
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj)pf (ai, bj). (50)
Epistemic irrelevance: p
X →Z
f =
|A |∑
i=1
mA (Ai) sup
a∈Ai
∫
X
q(x)f Xa (x)dx, (51)
q(x) =
|B|∑
j=1
mB(Bj) sup
b∈Bj
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz. (52)
Random set independence: pRSf =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
a∈Ai
b∈Bj
pf (a, b), (53)
p
R,X →Z
f =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
a∈Ai
∫
X
qj(x)f
X
a (x)dx, (54)
qj(x) = sup
b∈Bj
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz. (55)
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4. Alternative approaches and views
Let Y|x = h(x, Z) be the conditional random variable for the uncertain output of the parameterized limit state function h
givenavalueof thebasic variables x,Z the randomvariable corresponding to theadditional parameters z, f Y |x : Y⊆ R → R
the probability density of Y|x and FY |x : Y→ [0, 1] the probability distribution function. Then our function q : X→ [0, 1]
describing the uncertainty of the failure region Rf is defined by
q(x) = FY |x(0) =
0∫
−∞
f Y |x(y)dy (56)
since y ≤ 0means failure. In the case where the uncertainty of z is modelled by a setMZ of probability measures, the upper
bound q is given by q(x) = FY |x(0) where FY |x is the upper distribution function of Y|x , see Eqs. (57) and (58).
On the one hand the functions f Y |x , FY |x and q (or FY |x and q if sets of probability measures are involved) can be used
to visualize the uncertainties in the limit state function. On the other hand the uncertainties in the limit state function can
be specified by providing these functions. Especially describing the uncertainty in the failure region Rf by means of the
function q in case of epistemic irrelevance opens the possibility to start also with fuzzy failure regions R˜ f to describe the
model uncertainty, see [22, Chapter 6]. Note that theremay be a conceptual but not a formal difference between the function
q and amembership functionμR˜f of a fuzzy failure region R˜f . Both q(x) andμR˜f (x) are the (upper) probability that the given
x belongs to the set Rf , cf. also the view ofMenger [21,24]. The direct specification of the limit state function g in its uncertain
format in place of introducing additional parameters was also suggested in [17].
We show now how the two approaches are connected for the case that h is given by y = h(x, z) = g(x)+ zwhichmeans
to add something uncertain to a deterministic limit state function g. Substituting z = y − g(x) in Eq. (18) leads to
pf (a, b; f Xa , f Zb ) =
∫
X
∫
Z
χ(g(x) + z ≤ 0)f Zb (z)dz f Xa (x)dx =
∫
X
∫
Y
χ(y ≤ 0)f Zb (y − g(x))dy f Xa (x)dx
=
∫
X
0∫
−∞
f
Y |x
(g(x),b)(y)dy f
X
a (x)dx =
∫
X
F
Y |x
(g(x),b)(0)f
X
a (x)dx (57)
with f
Y |x
(g(x),b)(y) = f Zb (y − g(x)). The density function f Y |x(g(x),b) describes the uncertainty of the output of the limit state
function. It is the same density function as f Zb , but moved from 0 to g(x). This is indicated by the additional parameter g(x)
of the density function f
Y |x
(g(x),b) depending now on parameters which are not constant on X. Modelling the uncertainty of
parameter b by a set B we get an example for functions q and F
Y |x
:
q(x) = sup
b∈B
∫
Z
χ(g(x) + z ≤ 0)f Zb (z)dz = sup
b∈B
0∫
−∞
f
Y |x
(g(x),b)(y)dy = sup
b∈B
F
Y |x
(g(x),b)(0) = FY |x(0), (58)
F
Y |x
(y) = sup
b∈B
F
Y |x
(g(x),b)(y) = sup
b∈B
y∫
−∞
f
Y |x
(g(x),b)(η)dη (59)
using both approaches. In an analogous way we obtain
q(x) = inf
b∈B F
Y |x
(g(x),b)(0) = FY |x(0), FY |x(y) = inf
b∈B F
Y |x
(g(x),b)(y) = inf
b∈B
y∫
−∞
f
Y |x
(g(x),b)(η)dη (60)
which is the lower probability of failure given x ∈ X. Alternatively to the function pf (a, b; f Xa , f Zb ) one can define a
mapping
p′f (a, c; f Xa , f Y |xc(x)) =
∫
X
0∫
−∞
f
Y |x
c(x)(y)dy f
X
a (x)dx (61)
depending on a parameter a for the probability density f Xa and on a function c : X → Rnc providing for each x ∈ X
parameters c(x) ∈ Rnc for the probability density f Y |xc(x) of the conditional random variable Y|x given x.
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Fig. 1. Left part: beam bedded on a spring; right part: deterministic limit state function g.
Fig. 2. Focal sets A1, A2, A3 of the random setA for the basic variable x.
5. Numerical example
5.1. Problem statement
As a simple numerical examplewe consider a beamof length L = 3msupported onboth ends and additionally bedded on
a spring, cf. Fig. 1 (left part). The values of the beam rigidity EI = 1 kNm2 andof the load q = 100 kN/maredeterministic, but
the value of the spring constant x (in our notation for the basic variables) is assumed to be uncertain. Then the deterministic
limit state function g depending on the spring constant x is given as1
g(x)=Myield − max
ξ∈[0,3] |M(ξ, x)| =Myield−
qL2
4
max
(
(1−c(x))2
2
, c(x)−1
2
)
with c(x)= 5x
384EI/L3+8x , (62)
see Fig. 1 (right part).M(ξ, x) is the bending moment at a point ξ ∈ [0, 3] on the beam depending on the spring constant x
andMyield = 21 kNm is the elastic limit moment of the beam for both positive and negative moments.
We use this example for explaining the different cases and methods in this paper and not because we would need an
uncertain limit state function for this simple problem.
5.2. Modelling the uncertainty of the spring constant x
The uncertainty of the value of the spring constant x ([kN/m]) is modelled either by an interval A, by a random set A or
by a Gaussian distribution where the parameters (μ, σ ) of this distribution may be uncertain, which is described again by
sets or random sets. In the followingwe present what wewill use for the basic variable x in the examples in the next section.
5.2.1. Interval A modelling the uncertainty of x
The interval which we will use is A = [a, a] = [20, 30] kN/m.
5.2.2. Random set A modelling the uncertainty of x
The random set A is given by the focal sets A1 = [17, 30], A2 = [22, 32], A3 = [27, 32.5] and their weightsmA (A1) =
0.2, mA (A2) = 0.3 and mA (A3) = 0.5. In Fig. 2 these focal sets are plotted as a stack. The position (height) where a focal
set Ak is plotted in the stack corresponds to the sum
∑k
i=1 mA (Ai) of the weights.
5.2.3. Probability distribution modelling the uncertainty of the basic variable x
We assume that x is Gaussian distributed (density f Xa ) with parameters a = (μ, σ ). These two parameters are either
deterministic (a = (34, 1), a = (32, 2) or a = (25, 10)) or uncertain. In the latter case we model the uncertainty of μ and
σ either by an ordinary set
A = [μ,μ] × [σ , σ ] = [30, 32] × [1.5, 2.0] or A = [20, 30] × {7} (63)
1 We are grateful to Alberto Bernardini, University of Padova, Italy, for pointing out this formula.
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Fig. 3. Focal sets A1, A2, A3 of the random setA for the parameters (μ, σ ) of a Gaussian distribution.
or by a random set A which is given by the focal sets Ai = [μi, μi] × [σ i, σ i] and the weightsmA (Ai), cf. Fig. 3:
A1 = [20, 40] × [0.8, 2.7], mA (A1) = 0.2, A2 = [25, 32.5] × [1.0, 2.5], mA (A2) = 0.3, (64)
A3 = [30, 32] × [1.5, 2.0], mA (A3) = 0.5.
6. Cases and examples
This section is devoted to examples for uncertain limit state functions, that means to examples for the density function
f Zb and uncertainty of the parameter bwhich both together describe the uncertainty of the parameter z in the parameterized
limit state function h(x, z). Using the limit state function g and the uncertain variables x given in Section 5 we develop
computational formulas for the upper probability pf of failure for special types of uncertain limit state functions taking the
different notions of independence into account. For each of the presented uncertain limit state functions the parameteri-
zation gz(x) = h(x, z), the density function f Zb and the uncertain parameter b have to be given. In the first examples we
model the uncertainty of the parameter z directly by sets or random setswhich leads to sets or random sets of parameterized
limit state functions. Therefore we have to replace the density function f Zb by Dirac measures. Later on f
Z
b is the density of a
Gaussian distribution with parameters b = (μ, σ ) which results in random limit state functions.
We give now an overview of the examples in this section:
Deterministic limit state functions: The purpose of this example is to recall the propagation of uncertainty through a
function g. For the use of a deterministic limit state function in the more general context of uncertain limit state functions
we set h(x, z) := g(x) + z for the parameterization and f Zb := δ0. This means that here b = z := 0 is a deterministic
parameter.
Sets of parameterized limit state functions: We set f Zb := δz and b := z ∈ B where B is a set of parameter values which
leads to a setG of limit state functions. As a special casewe use the parameterization h(x, z) := g(x+z)which horizontally
moves the limit state function g.
Random sets of parameterized limit state functions: In the first example of this type the parameterization is given by
h(x, z) := g(x) + z. For f Zb we set again f Zb := δz , b := z where the uncertainty of b is modelled now by a random set
B. This means to add a random set B to each function value g(x). In the second example we use the parameterization
h(x, z) := g(x+ z1)− z2. In both examples each focal set Bj of the random setB generates a set Gj of parameterized limit
state functions which results in a random set G of limit state functions.
Random limit state functions with deterministic parameters: Herewe use the parameterization h(x, z) := g(x)+ z and
a density function f Zb where the parameter b is a deterministic value. Specifically, f
Z
(0,0.5) is the density of a Gaussian
distributionwith parameters b = (μ, σ ) = (0, 0.5). This means to add a random variable Z ∼ N(μ, σ 2) to each function
value g(x) of a limit state function g.
Random limit state functions with uncertain parameters: In addition to the previous example the parameter b is now
uncertain which is described by a set B.
6.1. Single deterministic limit state functions
Here we show how the tradional concept of a deterministic limit state function g fits into this more general concept
and recall how to propagate the uncertainty of the basic variables x through a deterministic limit state function g, see also
[10–13,15].
6.1.1. Preliminaries
When we have a single deterministic limit state function g(x) it is obvious to set h(x, z) := g(x), but we will use a more
general formulation setting y = h(x, z) := g(x) + z and f Zb := δ0 which means that z = b = 0. Then the probability of
failure depending on parameters a and b = 0 is given by
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pf (a, 0; f Xa , δ0) =
∫
X
∫
Z
χ(g(x) + z ≤ 0) δ0(z)dz f Xa (x)dx =
∫
X
χ(g(x) ≤ 0) f Xa (x)dx =
∫
X
q(x)f Xa (x)dx, (65)
where the function q, q(x) = χ(g(x) ≤ 0) ∈ {0, 1}, is the indicator function of the failure region Rf = {x ∈ X : g(x) ≤ 0},
cf. Section 2.1. We emphasize that in the case of a single deterministic limit state function g we always have
pf := pSf = pX →Zf = pRSf = pR,X →Zf (66)
because the setMZ of probability measures for the parameter z has only one element, namely the Dirac measure δ0. We
show that the smallest upper probability pSf and the largest upper probability p
R,X →Z
f coincide (cf. Eq. (43)) in their most
general versions using Eqs. (50), (54) and (65) and a random setB with focal set B = {0} andmB(B) = 1:
pSf = sup
ar∈Ar , r=1,...,|A |
bs∈Bs, s=1,...,|B|
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj)pf (ai, bj) = sup
ar∈Ar , r=1,...,|A |
b=0
|A |∑
i=1
mA (Ai)pf (ai, b) (67)
=
|A |∑
i=1
mA (Ai) sup
a∈Ai
pf (ai, 0; f Xa , δ0),
p
R,X →Z
f =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
a∈Ai
∫
X
qj(x)f
X
a (x)dx =
|A |∑
i=1
mA (Ai) sup
a∈Ai
∫
X
sup
b∈B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz f Xa (x)dx
(68)
=
|A |∑
i=1
mA (Ai) sup
a∈Ai
∫
X
∫
Z
χ(g(x) + z ≤ 0) δ0(z)dz f Xa (x)dx =
|A |∑
i=1
mA (Ai) sup
a∈Ai
pf (ai, 0; f Xa , δ0).
Substituting z = y − g(x) as in Section 4 leads to
pf (a, 0; f Xa , δ0) =
∫
X
∫
Y
χ(y ≤ 0) δ0(y − g(x))dy f Xa (x)dx =
∫
X
0∫
−∞
δg(x)(y)dy f
X
a (x)dx = p′f (a, g; f Xa , δg(x)) (69)
and q(x) = FY |xg(x)(0) with FY |xg(x)(y) =
∫ y
−∞ δg(x)(η)dη. In Fig. 4 the limit state function g (cf. Eq. (62)), the indicator function
q and the probability distribution function F
Y |x
g(x) at x = 20 are depicted.
6.1.2. Uncertainty of x modelled by a set A
We model now the uncertainty of the basic variable x by a set A. To obtain the upper probability pf we set in Eq. (65)
f Xa := δx , a := x and maximize pf on the set A (cf. Eq. (47)):
pf = sup
x∈A
pf (x, 0; δx, δ0) = sup
x∈A
∫
X
q(ξ) δx(ξ)dξ = sup
x∈A
q(x) = sup
x∈A
χ(g(x) ≤ 0) = χ(g(A) ∩ (−∞, 0] = ∅), (70)
Fig. 4. Limit state function g, indicator function q and probability distribution function F
Y |x
g(x) at x = 20.
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Fig. 5. Left part: focal sets of random setA and indicator function q. Right part: focal sets g(Ai) of random set g(A ).
where
g(A) = [min
x∈A g(x),maxx∈A g(x)
] = [g(A), g(A)] (71)
is the image of A under the function g. For the computation of χ(g(A) ∩ (−∞, 0] = ∅) it is sufficient to know the lower
bound g(A) of the image g(A) because of χ(g(A) ∩ (−∞, 0] = ∅) = χ(g(A) ≤ 0). Since in our example g is a concave
functionwe have g(A) = min(g(a), g(a)) = 0.5820 for A = [a, a] = [20, 30] and therefore the upper probability of failure
pf = χ(0.5820 ≤ 0) = 0.
6.1.3. Uncertainty of x modelled by a random set A
Let a random set A be given. The upper probability pf is computed by a weighted sum of results as obtained before for
single intervals (more exactly using simplified versions of Eqs. (50) and (51) setting f Xa := δx , a := x, f Zb := δ0, b := 0 and
using a random setB with one single focal set B = {0} and weightmB(B) = 1):
pf =
|A |∑
i=1
mA (Ai) sup
x∈Ai
pf (x, 0; δx, δ0) =
|A |∑
i=1
mA (Ai) sup
x∈Ai
q(x) =
|A |∑
i=1
mA (Ai) χ(g(Ai) ∩ (−∞, 0] = ∅) (72)
= Plg(A )((−∞, 0]) = PlA (g−1((−∞, 0])),
where g(A ) is a random setwith focal sets g(Ai) andweightsmg(A )(g(Ai)) = mA (Ai). The result is the plausibilitymeasure
Plg(A )((−∞, 0]) as expected in the case of a single deterministic limit state function g, cf. [12]. For the random set A as
given in Section 5.2.2 we get pf = mA (A1) = 0.2, because only for A1 we have g(Ai) ≤ 0 or (in another point of view) an
x ∈ Ai with q(x) = 1, cf. Fig. 5.
6.1.4. Uncertainty of x modelled by a probability distribution
Now we model the uncertainty of x by a probability distribution with deterministic parameter awhich means to return
to the more general version pf (a, 0; f Xa , δ0) where f Xa is a probability density function parameterized by a, see Eq. (65). As
expected we have to integrate the probability density function over the failure region Rf described by q. This is indicated in
Fig. 6 (left part) where f Xa is the density function of a Gaussian distribution with parameters a = (μ, σ ) = (34, 1) leading
to pf = 0.7580.
In addition we assume now that the parameter a is uncertain itself where the uncertainty is described by a set A or by a
random set A , cf. [13,16]. In case of a set Awe get the upper probability pf by means of
pf = sup
a∈A
pf (a, 0; f Xa , δ0) = sup
a∈A
∫
X
q(x)f Xa (x)dx. (73)
For the set A = [μ,μ] × [σ , σ ] = [30, 32] × [1.5, 2.0] the optimal parameter a∗ ∈ A resulting in the upper probability
of failure pf = 0.2578 is a∗ = (μ∗, σ ∗) = (μ, σ ). For a random set A as given in Eq. (64) we have to solve the above
optimization problem for all focal sets Ai and get pf by means of the weighted sum
pf =
|A |∑
i=1
mA (Ai) sup
a∈Ai
pf (a, 0; f Xa , δ0) =
|A |∑
i=1
mA (Ai) sup
a∈Ai
∫
X
q(x)f Xa (x)dx
= 0.2 · 1.0000 + 0.3 · 0.3745 + 0.5 · 0.2578 = 0.4413 (74)
using simplified versions of Eqs. (50) and (51). The optimal values (μ∗i , σ ∗i ) ∈ Ai leading to pf are (μ1, σ 1) ∈ A1, (μ2, σ 2) ∈
A2 and (μ3, σ 3) ∈ A3. The upper boundsμi are used because they are nearer to or inside the failure region Rf described by
q. The lower bounds σ i are taken where q(μi) = 1 (μi ∈ Rf ) to keep the probability mass inside Rf and σ i otherwise, cf.
Fig. 6 (right part).
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Fig. 6. Left part: probability density function f Xa and indicator function q describing R f . Right part: indicator function q, intervals [μi, μi] with optimal μ∗i (dot)
and in addition the corresponding optimal σ ∗i .
Fig. 7. Set G of limit state functions gz , lower envelope g; q(x) = FY |x(0), q(x) = FY |x(0), focal sets of random setA (gray bars); FY |x and FY |x at x = 20.
6.2. Sets of parameterized limit state functions
Let B be a set and G = {gz : gz(x) = h(x, z), z ∈ B} the family of limit state functions parameterized by z ∈ B. Further
let g be the lower envelope of G defined by g(x) = infgz∈G gz(x) and g the upper envelope. Here we have to set f Zb := δz and
b := z in Eq. (49) which leads to the functions
q(x) = sup
z∈B
∫
Z
χ(h(x, η) ≤ 0) δz(η)dη = sup
z∈B
χ(h(x, z) ≤ 0) = sup
z∈B
χ(gz(x) ≤ 0) = χ(g(x) ≤ 0), (75)
q(x) = χ(g(x) ≤ 0). (76)
As an example we use here the set G generated by gz(x) = h(x, z) := g(x + z) with z ∈ B = [0, 2] moving g to the left.
The function g is again the limit state function defined in Section 5.1. We assume that an expert E has to provide such an
uncertain limit state function for further reliability analysis. This may be done in the following ways:
• Wereceive the entire setG of limit state functions (or the setQ of all failure regions generatedbyGwhich is equivalent).
Using this information it is possible to compute both upper probabilities pSf and p
X →Z
f for a given uncertain basic
variable x.
• Only the lower envelope g of the set G is provided (or the upper envelope q of the set Q ). Then it is only possible to
compute the upper probability p
X →Z
f for a given uncertain basic variable x. For the computation of p
S
f we have not
enough information about the uncertain limit state function.
In Fig. 7 the set G, the lower envelope g, the functions q, q and the upper and lower probability distribution functions F
Y |x
and FY |x at x = 20 (cf. Eqs. (58), (59) and (60) in Section 4) are depicted.
6.2.1. Uncertainty of x modelled by an interval A
Eq. (47) together with f Zb := δz and b := z leads to
pSf = sup
a∈A
z∈B
pf (a, z; f Xa , δz) = sup
a∈A
z∈B
∫
X
∫
Z
χ(h(x, η) ≤ 0) δz(η)dη f Xa (x)dx = sup
a∈A
z∈B
∫
X
χ(h(x, z) ≤ 0) f Xa (x)dx (77)
= sup
a∈A
z∈B
∫
X
χ(gz(x) ≤ 0) f Xa (x)dx
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for strong independence, and Eq. (48) together with Eq. (75) leads to
p
X →Z
f = sup
a∈A
∫
X
q(x)f Xa (x)dx = sup
a∈A
∫
X
χ(g(x) ≤ 0) f Xa (x)dx. (78)
For an interval Amodelling the uncertainty of xwe have to set f Xa := δx and a := x in addition. Then the results for strong
independence and epistemic irrelevance coincide:
pSf = sup
x∈A
z∈B
pf (x, z; δx, δz) = sup
x∈A
z∈B
∫
X
χ(h(ξ, z) ≤ 0) δx(ξ)dξ = sup
x∈A
z∈B
χ(h(x, z) ≤ 0) = sup
x∈A
χ(g(x) ≤ 0), (79)
p
X →Z
f = sup
x∈A
∫
X
q(ξ) δx(ξ)dξ = sup
x∈A
q(x) = sup
x∈A
χ(g(x) ≤ 0) (80)
because only one single x ∈ A is used at the same time in the formulas. We obtain the upper probability for our example by
means of
pSf = pX →Zf = sup
x∈A
χ(g(x) ≤ 0) = χ(g(A) ≤ 0), (81)
where g(A) = min(g(a), g(a)) by the same arguments as in Section 6.1. The result is g(A) = 0.2763 for the interval
A = [a, a] = [20, 30] and therefore the upper probability of failure pSf = pX →Zf = χ(0.2763 ≤ 0) = 0.
6.2.2. Uncertainty of x modelled by a probability distribution
For f Xa = δawegetdifferent results for strong independence andepistemic irrelevance sincemore thanone x is involvedat
the same time according to the density f Xa . For our examplewhere the uncertainty of x ismodelled by a Gaussian distribution
with parameters a = (μ, σ ) = (25, 10) we obtain
pSf = sup
z∈[0,2]
∫
X
χ(gz(x) ≤ 0)f X(25,10)(x)dx = 0.4399 (82)
and
p
X →Z
f =
∫
X
q(x)f Xa (x)dx =
∫
X
χ(g(x) ≤ 0)f X(25,10)(x)dx = 0.4963 (83)
using Eqs. (77) and (78).
6.2.3. Uncertainty of x modelled by a random set A
First we do some preliminary work replacing the density functions by Dirac measures in Eqs. (50)–(54). That means
setting f Xa := δx , a := x, f Zb := δz , b := z which leads to
pSf = sup
xr∈Ar , r=1,...,|A |
zs∈Bs, s=1,...,|B|
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj)pf (xi, zj; δxi , δzj) (84)
for strong independence. Further we then have
p
X →Z
f =
|A |∑
i=1
mA (Ai) sup
x∈Ai
∫
X
|B|∑
j=1
mB(Bj) sup
z∈Bj
∫
Z
χ(h(ξ, η) ≤ 0)δz(η) dη δx(ξ) dξ (85)
=
|A |∑
i=1
mA (Ai) sup
x∈Ai
|B|∑
j=1
mB(Bj) sup
z∈Bj
χ(h(x, z) ≤ 0) =
|A |∑
i=1
mA (Ai) sup
x∈Ai
q(x)
with
q(x) =
|B|∑
j=1
mB(Bj) sup
z∈Bj
χ(h(x, z) ≤ 0) (86)
for epistemic irrelevance and
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pRSf =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
x∈Ai
z∈Bj
pf (x, z; δx, δz), (87)
p
R,X →Z
f =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
x∈Ai
z∈Bj
χ(h(x, z) ≤ 0) (88)
for random set independence. Since pf (x, z; δx, δz) = χ(h(x, z) ≤ 0) we get pRf := pRSf = pR,X →Zf for Dirac measures as
already mentioned.
While these equations are needed later on we use here again that we have a random set consisting of a single focal set B,
which leads to the following simplified versions:
pSf = sup
xr∈Ar , r=1,...,|A |
z∈B
|A |∑
i=1
mA (Ai)pf (xi, z; δxi , δz), pX →Zf =
|A |∑
i=1
mA (Ai) sup
x∈Ai
sup
z∈B
χ(h(x, z) ≤ 0), (89)
pRf : = pRSf = pR,X →Zf =
|A |∑
i=1
mA (Ai) sup
x∈Ai
z∈B
pf (x, z; δx, δz).
Now we have p
X →Z
f = pRf in addition, again because of pf (x, z; δx, δz) = χ(h(x, z) ≤ 0) = χ(gz(x) ≤ 0). The difference
between pSf and p
X →Z
f is that there is a single z used for all xr together in case of strong independence while for epistemic
irrelevance z can be chosen for each xr separately. The numerical results are obtained by
pSf = sup
xr∈Ar , r=1,...,|A |
z∈B
|A |∑
i=1
mA (Ai)pf (xi, z; δxi , δz) = sup
z∈B
|A |∑
i=1
mA (Ai) sup
x∈Ai
χ(gz(x) ≤ 0) (90)
= sup
z∈B
|A |∑
i=1
mA (Ai) χ(gz(Ai) ∩ (−∞, 0] = ∅) = sup
z∈B
Plgz(A )((−∞, 0]) = 0.8
and
p
X →Z
f = pRf =
|A |∑
i=1
mA (Ai) sup
x∈Ai
sup
z∈B
χ(h(x, z) ≤ 0)=
|A |∑
i=1
mA (Ai)χ(g(Ai) ∩ (−∞, 0] = ∅)= Plg(A )((−∞, 0])= 1.0
(91)
where the random sets gz(A ) and g(A ) are defined in the same way as g(A ) in Section 6.1.3.
Remark: We always have pSf = pX →Zf if g ∈ G. This holds in the simple case where h(x, z) = g(x) + z, z ∈ B = [b, b],
g(x) = g(x) + b and g(x) = g(x) + b.
6.3. Random sets of parameterized limit state functions, Example 1
6.3.1. Modelling the uncertainty of the limit state function
For modelling the uncertainty of the parameter z we use a random setB given by the following focal sets Bj and weights
mB(Bj): B1 = [−0.7, 1.5], mB(B1) = 0.1, B2 = [−0.4, 1.1], mB(B2) = 0.3, B3 = [−0.2, 0.8], mB(B3) = 0.4,
B4 = [0.0, 0.6],mB(B4) = 0.2.
In the point of view of Section 4 we define a random set G of limit state functions described by the focal sets
Gj = {gz : z ∈ Bj} (92)
and weightsmG (Gj) = mB(Bj). At a point x ∈ Xwe then have a random set G (x) with focal sets
Gj(x) = {g(x) : g ∈ Gj} (93)
andthesameweightsmG describing theoutputof theuncertain limit state function.The functionqdescribing theuncertainty
of the failure region Rf is obtained by
q(x) = FY |x(0) =
|B|∑
j=1
mB(Bj)χ(Gj(x) ∩ (−∞, 0] = ∅) = PlG (x)((−∞, 0]) (94)
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Fig. 8. Random setG , lower envelopes gj; q(x) = FY |x(0) and q(x) = FY |x(0), focal sets of random setA (gray bars); FY |x and FY |x at x = 20.
which is the plausibility measure at x. The lower bound q is the belief measure at x:
q(x) = FY |x(0) =
|B|∑
j=1
mB(Bj)χ(Gj(x) ⊆ (−∞, 0]) = BelG (x)((−∞, 0]). (95)
We consider here the special case h(x, z) = gz(x) := g(x) + z, see Fig. 8. Then it holds for the lower envelopes gj of the
focal sets Gj that g
j ∈ Gj . It is clear that we can reduce the focal sets Gj to their lower envelopes which leads to a discrete set
of limit state functions eqipped with a probability distribution induced by the weights of the focal sets Gj . But then there
is only one single probability distribution and therefore no possibility of choice which leads to pSf = pX →Zf , see also the
remark in Section 6.2.3. If the uncertainty of x is modelled by a random set we further have pSf = pRSf because of the ordering
g1 ≤ g2 ≤ g3 ≤ g4 of the four lower envelopes and pRSf = pR,X →Zf as already mentioned in Section 3.4.5.
6.3.2. Uncertainty of x modelled by a random set A
In the following we compute the upper probabilities pSf = pX →Zf = pRSf = pR,X →Zf where the uncertainty of x is modelled
by the random setA given in Section 5.2.2. Since in our example the results coincide for all notions of independencewe have
thepossibility to choosebetween twocomputationalmethods for theupper probability of failurewhere either discontinuous
or continuous optimization problems are involved: For the upper probability p
X →Z
f in case of epistemic irrelevance we have
to solve |A | discontinuous optimization problems (q is discontinuous and already computed):
p
X →Z
f =
|A |∑
i=1
mA (Ai) sup
x∈Ai
q(x) = 0.2 · 1.0 + 0.3 · 0.4 + 0.5 · 0.8 = 0.72 (96)
with
q(x) = PlG (x)((−∞, 0]) =
|B|∑
j=1
mB(Bj)χ(g
j(x) ≤ 0), (97)
cf. Eqs. (85) and (86). For theupper probability in case of randomset independencewehave |A |·|B| continuous optimization
problems (gj is continuous):
pRSf = pR,X →Zf =
∑
i,j
mA (Ai)mB(Bj) sup
x∈Ai
z∈Bj
pf (x, z; δx, δz) =
|B|∑
j=1
mB(Bj)
|A |∑
i=1
mA (Ai)χ(g
j(Ai) ∩ (−∞, 0] = ∅) (98)
=
|B|∑
j=1
mB(Bj)Plgj(A )((−∞, 0]) = 0.1 · 1.0 + 0.3 · 1.0 + 0.4 · 0.7 + 0.2 · 0.2 = 0.72,
cf. Eqs. (87), (88) and (91).
6.4. Random sets of parameterized limit state functions, Example 2
In this example we consider two uncertain limit state functions which are weighted. Specifically, we take a random set
G defined by two sets G1 and G2 of parameterized limit state functions and weightsmG (G1) = 0.7 andmG (G2) = 0.3. The
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Fig. 9. Random setG with focal sets G1 and G2, functions q, q1 and q2, F
Y |x and FY |x at x = 20; left part: focal sets of random setA (gray bars); right part: optimal
density functions f X(μ,σ ) (scaled).
two focal sets G1 and G2 are generated by the parameterization gz(x) = h(x, z) := g(x + z1) − z2 and by the focal sets B1
and B2 with weightsmB(Bj) = mG (Gj):
G1 =
{
gz : gz(x) = g(x + z1) − z2, z ∈ B1 = [0, 2] × {0}
}
, (99)
G2 =
{
gz : gz(x) = g(x + z1) − z2, z ∈ B2 = [−4,−2] × {0.2}
}
,
see Fig. 9. Here it does not hold that gj ∈ Gj in contrast to the previous example. An interpretation of this example could be
that two experts E1 and E2 provide two uncertain limit state functions described by the two sets G1 and G2. Then the weight
mG (Gj) is the belief we have in expert Ej . In the following we first compute the upper probabilities p
X →Z
f , p
RS
f and p
R,X →Z
f
for the case that the uncertainty of the basic variable x is modelled by a random set A or by a set of probability density
functions and continue then with the above interpretation.
6.4.1. Uncertainty of x modelled by a random set A
Let A be the random set given in Section 5.2.2. In Eqs. (51)–(55) we have to set f Xa := δx , a := x, f Zb := δz , b := z and
obtain
p
X →Z
f =
|A |∑
i=1
mA (Ai) sup
x∈Ai
q(x) = 0.2 · 1.0 + 0.3 · 0.7 + 0.5 · 0.7 = 0.76 (100)
for epistemic irrelevance and
pRSf = pR,X →Zf =
|A |∑
i=1
|B|∑
j=1
mA (Ai)mB(Bj) sup
x∈Ai
qj(x) =
|B|∑
j=1
mB(Bj)
⎛
⎝|A |∑
i=1
mA (Ai) sup
x∈Ai
qj(x)
⎞
⎠ (101)
= 0.7 · (0.2 · 1.0 + 0.3 · 1.0 + 0.5 · 1.0) + 0.3 · (0.2 · 1.0 + 0.3 · 1.0 + 0.5 · 0.0) = 0.85
for random set independence. See Fig. 9 (left part) where the random set A and the functions q, q1 and q2 are depicted.
These functions are here
qj(x) = sup
z∈Bj
χ(gz(x) ≤ 0) and q(x) =
|B|∑
j=1
mB(Bj) sup
z∈Bj
χ(gz(x) ≤ 0) =
|B|∑
j=1
mB(Bj)qj(x). (102)
6.4.2. Uncertainty of x modelled by probability distributions
Let f Xa be the density of a Gaussian distribution with parameters a = (μ, σ ) where the parameter a is uncertain and
modelled by the set A = {(μ, σ ) : (μ, σ ) ∈ [20, 30] × {7}}. Here we set f Zb := δz , b := z in Eqs. (51)–(55) and use the
random set A defined by the focal set A and weightmA (A) = 1. Then we get
20 T. Fetz / International Journal of Approximate Reasoning 53 (2012) 1–23
p
X →Z
f = sup
(μ,σ )∈A
∫
X
q(x)f X(μ,σ )(x)dx =
∫
X
q(x)f X(20,7))(x)dx (103)
= mB(B1)
∫
X
q1(x)f
X
(20,7))(x)dx + mB(B2)
∫
X
q2(x)f
X
(20,7))(x)dx = 0.7 · 0.4231 + 0.3 · 0.6557 = 0.4929
for epistemic irrelevance with the optimal density f X(20,7), cf. Fig. 9 (right part) where q and f
X
(20,7) is depicted.
In case of random set independence we get now different results for the two approaches:
pRSf =
|B|∑
j=1
mB(Bj) sup
μ∈[20,30]
z∈Bj
pf ((μ, 7), z; f Xa , δz) =
|B|∑
j=1
mB(Bj) sup
μ∈[20,30]
z∈Bj
∫
X
χ(g(x + z1) − z2 ≤ 0)f X(μ,7)(x)dx
(104)
= 0.7 · sup
μ∈[20,30]
z1∈[0,2]
∫
X
χ(g(x + z1) ≤ 0)f X(μ,7)(x)dx + 0.3 · sup
μ∈[20,30]
z1∈[−4,−2]
∫
X
χ(g(x + z1) − 0.2 ≤ 0)f X(μ,7)(x)dx
= 0.7 · sup
z1∈[0,2]
∫
X
χ(g(x + z1) ≤ 0)f X(30,7)(x)dx + 0.3 · sup
z1∈[−4,−2]
∫
X
χ(g(x + z1) − 0.2 ≤ 0)f X(20,7)(x)dx
= 0.7 · 0.4467 + 0.3 · 0.6452 = 0.5063,
where strong independence is assumed on the joint focal sets and
p
R,X →Z
f =
|B|∑
j=1
mB(Bj) sup
μ∈[20,30]
∫
X
qj(x)f
X
(μ,7)(x)dx
= 0.7 ·
∫
X
q1(x)f
X
(30,7)(x)dx + 0.3 ·
∫
X
q2(x)f
X
(20,7)(x)dx = 0.7 · 0.4655 + 0.3 · 0.6557 = 0.5225, (105)
where we have epistemic irrelevance on the joint focals. See Fig. 9 (right part) where the functions q1 and q2 are plotted as
well as the optimal density functions.
We continue nowwith the interpretation that the sets G1 and G2 of parameterized limit state functions are given by two
experts E1 and E2. There are different possibilities what these two experts could provide for further analysis:
1. We receive the two sets G1 and G2. Then we have all information to obtain p
X →Z
f , p
RS
f , p
R,X →Z
f and even p
S
f which was
not considered here.
2. The experts provide only the functions q1 and q2 (or the lower envelopes g1 and g2 of G1 and G2 which is equivalent).
Then we can either compute q = mG (G1)q1 + mG (G2)q2 which is needed to obtain pX →Zf in case of epistemic
irrelevance, or we can compute p
R,X →Z
f , but not p
S
f and p
RS
f .
3. We receive the upper probabilities of failure computed by each expert independently. That means each expert Ej has
solved aproblemsimilar to Section6.2 using the setGj (either assuming strong independence or epistemic irrelevance)
which results in upper probabilities pSf ,Ej or p
X →Z
f ,Ej
of failure. Both experts have to know the uncertain variable x, which
is modelled here by the set of probability densities used above. Further we note that each expert can choose his
own optimal probability density for x while for epistemic irrelevance we have to find one optimal density for both
sets G1 and G2 together using q, cf. Fig. 9 (right part). To combine the experts’ results we weight the obtained upper
probabilities bymG (Gj), add and get p
RS
f or p
R,X →Z
f , cf. Eqs. (104) and (105):
pRSf = mG (G1)pSf ,E1 + mG (G2)pSf ,E2 = 0.7 · 0.4467 + 0.3 · 0.6452 = 0.5063, (106)
p
R,X →Z
f = mG (G1)pX →Zf ,E1 + mG (G2)pX →Zf ,E2 = 0.7 · 0.4655 + 0.3 · 0.6557 = 0.5225.
6.5. Random limit state functions with deterministic parameters
We consider again h(x, z) := g(x) + z and model the uncertainty of the parameter z by a Gaussian distribution (density
f Zb ) with parameters b = (μ, σ ). Here we assume that these parameters are deterministic, say b = (0, 0.5), which will
lead to pSf = pX →Zf since only one element is in the setMZ . Using the notation of Section 4 we have Y|x = g(x) + Z with
random variable Z ∼ N(μ, σ 2) and conditional random variable Y|x ∼ N(g(x) + μ, σ 2) given the basic variable x. Then
the function q is obtained by
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Fig. 10. Uncertain limit state function g(x) + z where the uncertainty of z is described by a Gaussian distribution withμ = 0 and σ = 0.5; q(x) = FY |x(g(x),0.5)(0);
focal sets of random setA (gray bars); F
Y |x
(g(x),0.5) at x = 20.
q(x) =
∫
Z
χ(g(x) + z ≤ 0)f Z(0,0.5)(z)dz =
∫
Y
χ(y ≤ 0)f Y |x(g(x),0.5)(y)dy =
0∫
−∞
f
Y |x
(g(x),0.5)(y)dy = FY |x(g(x),0.5)(0), (107)
see Fig. 10 and Section 4.
6.5.1. Uncertainty of x modelled by an interval A
In case of the interval A = [20, 30] we obtain
pSf = sup
x∈A
pf (x, (0, 0.5); δx, f Z(0,0.5)) = sup
x∈A
∫
X
∫
Z
χ(h(ξ, z) ≤ 0)f Z(0,0.5)(z)dz δx(ξ)dξ (108)
= sup
x∈A
∫
Z
χ(h(x, z) ≤ 0)f Z(0,0.5)(z)dz = sup
x∈A
q(x) = pX →Zf = 0.1222
using Eqs. (47), (48) and (107).
6.5.2. Uncertainty of x modelled by a random set A
We set in Eqs. (50)–(54) f Xa := δx , a := x, use a random setB with focal set B = {(0, 0.5)} andmB(B) = 1 and get
pSf = pX →Zf = pRSf = pR,X →Zf =
|A |∑
i=1
mA (Ai) sup
x∈Ai
q(x) = 0.2 · 0.6604 + 0.3 · 0.2903 + 0.5 · 0.3682 = 0.4032 (109)
for the random set A given in Section 5.2.2.
6.5.3. Uncertainty of x modelled by a single probability distribution
For a Gaussian distribution (density f Xa ) with deterministic parameters a = (μ, σ ) = (32, 2) we get the result
pf ((32, 2), (0, 0.5), f
X
(32,2), f
Z
(0,0.5)) =
∫
X
∫
Z
χ(g(x) + z ≤ 0)f Z(0,0.5)(z)dz f X(32,2)(x)dx =
∫
X
q(x)f X(32,2)(x)dx = 0.3299.
(110)
Both setsMX andMZ have only one element and we are using the product measure.
6.6. Random limit state functions with uncertain parameters
Let f Zb be the density of a Gaussian distribution with parameters b = (μ, σ ). We model the uncertainty of b by a set
B = [μ,μ] × [σ , σ ] = [−0.2, 0.2] × [0.2, 0.6]. The function q and the lower bound q are obtained here by
q(x) = sup
(μ,σ )∈B
∫
Z
χ(g(x) + z ≤ 0)f Z(μ,σ )(z)dz = sup
(μ,σ )∈B
0∫
−∞
f
Y |x
(g(x)+μ,σ)(y)dy (111)
= sup
(μ,σ )∈B
F
Y |x
(g(x)+μ,σ)(0) = FY |x(0)
=
⎧⎪⎨
⎪⎩
F
Y |x
(g(x)+μ,σ)(0) if g(x) + μ > 0,
F
Y |x
(g(x)+μ,σ)(0) if g(x) + μ ≤ 0,
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Fig. 11. Uncertain limit state function g(x)+ zwhere the uncertainty of z is described by a set of Gaussian distributions; q and q; focal sets of random setA (gray
bars); F
Y |x
, FY |x at x = 20.
cf. Eq. (107), and by
q(x) = FY |x(0) =
⎧⎪⎨
⎪⎩
F
Y |x
(g(x)+μ,σ)(0) if g(x) + μ > 0,
F
Y |x
(g(x)+μ,σ)(0) if g(x) + μ ≤ 0.
(112)
In Fig. 11 the densities f
Y |x
(g(x)+μ,σ) and f
Y |x
(g(x)+μ,σ) resulting in q are depicted as well as the functions q, q and the upper and
lower distribution functions F
Y |x
and FY |x at x = 20.
6.6.1. Uncertainty of x modelled by an interval A
In case of the interval A = [20, 30] we obtain
pSf = sup
x∈A
b∈B
pf (x, b; δx, f Zb ) = sup
x∈A
b∈B
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz = sup
x∈A
b∈B
qb(x) = sup
x∈A
q(x) = pX →Zf = 0.2622 (113)
using Eq. (111) and setting f Xa := δx , a := x in Eqs. (47), (48). The function qb describes the uncertain failure region for one
single parameter value b.
6.6.2. Uncertainty of x modelled by a random set A
Let A be the random set given in Section 5.2.2. Using a random set B with focal set B = [−0.2, 0.2] × [0.2, 0.6] and
weightmB(B) = 1 and setting f Xa := δx , a := x in Eqs. (50)–(54) we have
pSf = sup
xr∈Ar , r=1,...,|A |
b∈B
|A |∑
i=1
mA (Ai)pf (xi, b; δxi , f Zb ) = sup
b∈B
|A |∑
i=1
mA (Ai) sup
x∈Ai
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz (114)
= sup
b∈B
|A |∑
i=1
mA (Ai) sup
x∈Ai
qb(x) = 0.2 · 0.9790 + 0.3 · 0.3514 + 0.5 · 0.5629 = 0.5827,
p
X →Z
f =
|A |∑
i=1
mA (Ai) sup
x∈Ai
q(x) = 0.2 · 0.9790 + 0.3 · 0.4494 + 0.5 · 0.5629 = 0.6121 (115)
and pRSf = pR,X →Zf = pX →Zf .
6.6.3. Uncertainty of x modelled by a single probability distribution
Finally, for a Gaussian distribution (density f Xa ) with deterministic parameters a = (μ, σ ) = (32, 2) we get the results
pSf = sup
b∈B
pf (a, b; f Xa , f Zb ) = sup
b∈B
∫
X
∫
Z
χ(h(x, z) ≤ 0)f Zb (z)dz f Xa (x)dx = sup
b∈B
∫
X
qb(x)f
X
(32,2)(x)dx = 0.4501, (116)
p
X →Z
f =
∫
X
q(x)f X(32,2)(x)dx = 0.5221. (117)
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7. Conclusion
To model uncertainties we extended limit state functions g depending on basic variables x to functions h by adding
additional parameters z. Then we introduced a function pf (a, b) for the probability of failure. This function provides an
interface for controlling the parameters a and b of the probability density functions f Xa and f
Z
b used for modelling the
uncertainty of the basic variables x and the new additional parameters z. In a next step the two parameters a and b were
assumed to be uncertain. To obtain the upper probabilities of failure we developed computational formulas which can be
applied for all well established models describing the uncertainty of a and b such as probability distributions, intervals, sets
and random sets.
Since the use of sets or random sets leads to sets of probability measures we discussed several notions of independence
arising in this context. We focused on strong independence, on epistemic irrelevance of the basic variables to the limit state
functions and on random set independence.
The differences of these three notions are:
Strong independence: The complete information about the uncertain limit state function is needed and all combinations
of probability measures describing the uncertainty of x and the functions q ∈ Q describing the failure regions of the
parameterized limit state functions gz have to be considered for the computation of the upper probability of failure.
Epistemic irrelevance: It is sufficient to know the function q which condenses the uncertain limit state function and de-
scribes theunionof all uncertain failure regions arisingwith theparameterized limit state functions gz as anupper envelope
of the set Q . We also mentioned that such a function q could be a starting point for the uncertainty modelling.
Random set independence: Its interpretation is the combination of upper probabilities of failure resulting froma reliability
analysis made by different experts where the weights of the focal sets are the belief we have in the experts’ results.
That means the amount of information we have to deal with decreases from the uncertain limit state function itself to
the function q and to the upper probabilities. This reduction of information is also reflected in the orderings of the upper
probabilitiespSf ,p
X →Z
f ,p
RS
f andp
R,X →Z
f and in the computational effort. Theseweexemplified for different cases of uncertainty
models bymeans of a simple engineering example and addressed visualizationmethods and alternative approaches as well.
References
[1] C. Baudrit, I. Couso, D. Dubois, Joint propagation of probability and possibility in risk analysis: towards a formal framework, Int. J. Approx. Reason. 45 (1)
(2007) 82–105.
[2] C. Baudrit, D. Dubois, Comparing methods for joint objective and subjective uncertainity propagation with an example in a risk assessment, in: F. Gagliardi
Cozman, R. Nau, T. Seidenfeld (Eds.), ISIPTA ’05: Proceedings of the Fourth International Symposium on Imprecise Probabilities: Theories and Applications,
Carnegie Mellon University, Pittsburgh, 2005.
[3] M. Beer, Fuzzy probability theory, in: M. Meyers (Ed.), Encyclopedia of Complexity and Systems Science, vol. 6, Springer, New York, 2009, pp. 4047–4059.
[4] I. Couso, S. Moral, Independence concepts in evidence theory, Int. J. Approx. Reason. 51 (7) (2010) 748–758.
[5] I. Couso, S. Moral, P. Walley, Examples of independence for imprecise probabilities, in: G. de Cooman, G. Cozman, S. Moral, P. Walley (Eds.), ISIPTA ’99:
Proceedings of the First International Symposium on Imprecise Probabilities and Their Applications, Ghent, Universiteit Gent, 1999, pp. 121–130.
[6] A.P. Dempster, Upper and lower probabilities induced by a multivalued mapping, Ann. Math. Stat. 38 (1967) 325–339.
[7] A.P. Dempster, Upper and lower probabilities generated by a random closed interval, Ann. Math. Stat. 39 (1968) 957–966.
[8] S. Destercke, Independence concepts in evidence theory: some results about epistemic irrelevance and imprecise belief functions, in: Workshop on the
Theory of Belief Functions, Brest 2010. <http://sdestercke.free.fr/papers/Irr_Ind_bel_WTBF2010.pdf>.
[9] O. Ditlevsen, Model uncertainty in structural reliability, Struct. Safety 1 (1) (1982) 73–86.
[10] Th. Fetz, Sets of joint probability measures generated by weighted marginal focal sets, in: G. de Cooman, T. Fine, T. Seidenfeld (Eds.), ISIPTA’01, Proceedings
of the Second Symposium on Imprecise Probabilities and Their Applications, Maastricht, Shaker Publ. BV, 2001, pp. 171–178.
[11] Th. Fetz, Mengen von gemeinsamenWahrscheinlichkeitsmaßen erzeugt von zufälligen Mengen, Ph.D. Thesis, Universität Innsbruck, 2003.
[12] Th. Fetz,Multi-parametermodels: rules and computationalmethods for combining uncertainties, in:W. Fellin, H. Lessman, R. Vieider,M.Oberguggenberger
(Eds.), Analyzing Uncertainty in Civil Engineering, Springer, Berlin, 2004.
[13] Th. Fetz, Multiparameter models: probability distributions parameterized by random sets, in: G. de Cooman, J. Vejnarova, M. Zaffalon, (Eds.), ISIPTA ’07:
Proceedings of the Fifth International Symposiumon Imprecise Probabilities: Theories andApplications, ActionMAgency, SIPTA, Prague, 2007, pp. 317–326.
[14] Th. Fetz, Modelling uncertainties in limit state functions, in: F. Coolen, G. de Cooman, Th. Fetz, M. Oberguggenberger, (Eds.), ISIPTA ’11: Proceedings of the
Seventh International Symposium on Imprecise Probability: Theories and Applications, Innsbruck, SIPTA, 2011, pp. 179–188.
[15] Th. Fetz, M. Oberguggenberger, Propagation of uncertainty through multivariate functions in the framework of sets of probability measures, Reliab. Eng.
Syst. Safety 85 (1–3) (2004) 73–87.
[16] Th. Fetz, F. Tonon, Probability bounds for series systemswith variables constrained by sets of probabilitymeasures, Int. J. Reliab. Safety 2 (4) (2008) 309–339.
[17] J. Hall, J. Lawry, Fuzzy label methods for constructing imprecise limit state functions, Struct. Safety 28 (2003) 317–341.
[18] J. Lawry, J.W. Hall, R. Bovey, Fusion of expert and learnt knowledge in a framework of fuzzy labels, Int. J. Approx. Reason. 36 (2) (2004) 151–198.
[19] I. Levi, The Enterprise of Knowledge, MIT Press, London, 1980.
[20] R.E. Melchers, Structural Reliability Analysis and Prediction, Wiley, Chichester, 1999.
[21] K. Menger, Ensembles flous et fonctions aléatoires, C. R. Acad. Sci., Paris 232 (1951) 2001–2003.
[22] B. Möller, M. Beer, Fuzzy Randomness: Uncertainty in Civil Engineering and Computational Mechanics, Springer, Berlin Heidelberg New York, 2004.
[23] B. Möller, W. Graf, M. Beer, Safety assessment of structures in view of fuzzy randomness, Comput. Struct. 81 (2003) 1567–1582.
[24] R. Seising, Fuzzyness before fuzzy sets: two 20th century philosophical approaches to vagueness – Ludwik Fleck and Karl Menger, in: Yingming Liu,
Guoqing Chen, Mingsheng Ying, (Eds.), Fuzzy Logic, Soft Computing and Computational Intelligence, Eleventh International Fuzzy Systems Association
World Congress, Beijing, China. Tsinghua University Press and Springer, 2005, pp. 1499–1504.
[25] P. Walley, Statistical Reasoning with Imprecise Probabilities, Chapman and Hall, London, 1991.
[26] L.A. Zadeh, Fuzzy sets, Inform. Control 8 (1965) 338–353.
