Based on a sample of 140,000 UK companies over the period 1989-93, 
NON-TECHNICAL SUMMARY
There has been a long-standing concern that the UK economy may be characterised by a long tail of under-performing companies. Though the best companies may be as good as any in the world, the performance of some of the others, it is claimed, leaves a lot to be desired. The poor performance of the under-achievers lowers the average performance of the whole economy.
The fact that labour productivity varies widely between plants and companies is well-known. This observation gives rise to a number of questions. Performance in any one year is to some extent a matter of luck, so both the good and bad performers of a particular year will tend to appear average in a different one. So how much of the variation is due to purely transitory factors and does it therefore diminish over time?
Second, what role does the process of competition play? Does the spur of competition cause laggard firms to improve? Or does it simply cause them to be eliminated by liquidation or take-over?
Until now, it has been difficult to analyse even these questions in a rigorous way because of a lack of adequate data covering companies of all sizes and the whole UK economy (not just manufacturing). This paper is a preliminary attempt using the large electronic database of company accounts constructed by OneSource Information Services Ltd. This database, which contains information on some 140,000 UK companies, derives ultimately from the information which companies are required to deposit at Companies House.
We have analysed the extent of productivity dispersion across companies (as measured by the standard deviation of the log of labour productivity) in the corporate sector of the UK economy as a whole, at the 1-digit (Division) level and also at the 2-digit (Class) level. We have considered both independent companies and subsidiaries.
The main findings were as follows:
1. In any year, dispersion is very wide. But there are significant differences between sectors in the extent of dispersion. For example, dispersion is 40-50% lower in manufacturing than in the rest of the economy.
2. Dispersion amongst subsidiaries is 9-20% higher than amongst independents.
3. At least three quarters of the variance of productivity is due to differences between firms in the same industry. In other words, technology differences between industries accounts for only a minor part of the overall dispersion of productivity.
4. To some extent, dispersion is transitory. There is "regression towards the mean": surviving companies with productivity initially below average find their productivity level tending to rise towards the average level and those with initially above average productivity have the opposite experience. We have traced this process over a 4 year period. But because there are always new shocks occurring the actual reduction in dispersion amongst surviving companies over a 4 year period is quite modest: 4-5% in total for independents and 2-4% for subsidiaries.
5. In addition to the gradual disappearance of transitory factors, there is some evidence for competition playing a role in levelling up the productivity of poor performers. Amongst surviving companies, the rate at which productivity approaches the mean is higher for companies which were initially below the mean than for those were initially above it. In other words, provided that they survive, the low achievers do improve their performance to some extent.
6. Disaggregating the estimates of dispersion to the 2-digit level (41 Classes) tends to support the view that competition has a potentially important role to play. A multiple regression analysis of the determinants of differences between sectors in the extent of productivity dispersion confirms that the manufacturing sectors have significantly lower dispersion than the rest of the economy. One explanation is that manufacturing, unlike say services where dispersion tends to be high, is exposed to the full blast of international competition.
Further work is needed in a number of areas. It would be desirable to develop direct measures of the extent of competition, in order to test whether this is indeed the explanation for lower dispersion in manufacturing. But the main limitation of the present paper is that by concentrating on surviving companies we have looked at only half the story. We need also to consider corporate deaths in order to see how effectively competition works to remove low-performing companies.
Introduction 1
The fact that labour productivity varies widely between plants and companies is well-known (Salter 1966; Caves et al. 1991; Green et al. (1991) ; Hart and Shipman 1992; Mayes 1996a and . This observation gives rise to a number of questions. Performance in any one year is to some extent a matter of luck, so both the good and bad performers of a particular year will tend to appear average in a different one. So how much of the variation is due to purely transitory factors and does it therefore diminish over time? Second, what role does the process of competition play? Does the spur of competition cause laggard firms to improve? Or does it simply cause them to be eliminated by liquidation or take-over? If competition does play a role, we would like to know how effectively it works in Britain compared with elsewhere. In any country there are bound to be variations in performance between different companies. Ultimately, we would like to know: First, are these variations larger or smaller in the UK than elsewhere? And second, does the competitive process do its work slower or faster in the UK? Such international comparisons are well beyond the scope of the present paper. Instead we seek to answer the more limited questions, confined to the UK.
Until now, it has been difficult to analyse even these questions in a rigorous way because of a lack of adequate data covering companies of all sizes and the whole UK economy (not just manufacturing). This paper is a preliminary attempt using the large electronic database of company accounts constructed by OneSource Information Services Ltd. This database derives ultimately from the information which companies are required to deposit at Companies House and was previously used to analyse the relationship between growth and size of firms (Hart and Oulton 1995 and .
There are many possible measures of performance, e.g. productivity, job creation, or profitability. In this paper, we confine attention to the level of productivity.
Limitations of our data source means that this is to be interpreted as labour productivity and measured either by sales per employee or by value added per employee. After a brief discussion of the data (section 2), we describe in section 3 the extent of the dispersion of labour productivity across companies in 1993 at various levels of the 1980 SIC, 2 e.g. Division (1-digit level) and Class (2-digit level). Then in section 4 we ask whether companies which performed well (poorly) in 1993 were also good (poor) performers 1, 2 and 4 years earlier. That is, we look at the correlation between performance in the current year and earlier years. A related question is whether poorly performing companies tend to improve over time. More precisely, is there a tendency for company performance to regress towards the mean?
In section 5, we analyse the reasons why productivity dispersion is higher in some sectors of the economy than in others. The dispersion of productivity can be calculated for 41 Classes of the 1980 SIC and it turns out that there is considerable variation across these sectors in its extent. We analyse the reasons for this and discuss whether the extent of competition in different sectors plays an important role. Finally, section 6 presents some preliminary conclusions.
The OneSource database
The OneSource database is compiled by OneSource Information Services Ltd. In the vintages used in our work to date, it comprised some 140,000 companies, of which about 87,000 are independent and 53,000 are subsidiaries. It is a subset of a much Balance sheet data are available for virtually all companies since this is a legal requirement, whatever the size of company. However, sales and other items of the profit and loss account need not be revealed by smaller companies, and no company is obliged to publish employment. Fortunately, however, many companies go beyond the minimum legal requirements. In fact, about 58% of independent companies publish employment and two thirds publish sales. Thus these data are available for many thousands of even quite small companies.
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A particularly important feature of the database for our purposes is that it also contains historical information in the form of growth rates of key variables over 1, 2 and 4 years earlier. Thus even though the database only gives a snapshot of the companies who happen to be trading at a particular moment, it is still possible to trace the history of these companies over the recent past.
In addition to financial and employment data, other features of the database include information on company status, e.g. whether a subsidiary or an independent, and industry (down to the 4 digit level of the 1980 SIC).
OneSource provides two "views" of the company universe. One view looks at independent companies and thus includes the large, quoted companies as well as small and medium size independents. The second view looks at subsidiaries. Since large independents are made up of scores or even hundreds of subsidiaries, this view enables us in effect to look inside large companies. These "views" do not overlap completely. The independents include thousands of companies which own no subsidiaries. On the other hand, the subsidiaries include companies with foreign 3 Though these data were extracted at a point in time, it should be noted that companies' accounting years differ and some companies are faster than others in supplying their accounts to Companies House. 
The extent of productivity dispersion in the UK
Company accounts data allow us to measure labour productivity either by value added per employee or by sales per employee. In other words, the labour measure is just a head count, with no allowance for hours worked, nor any distinction between full time and part time employees. 5 Value added is commonly regarded as superior to sales as a measure of output, though the opposite view has been forcefully espoused by Jorgenson et al. (1987) . Sales may well differ between firms or between industries and sectors because of differences in the extent to which goods and services are bought in. But it is also true that value added per person may differ for reasons which have nothing to do with efficiency, e.g. differing human or physical capital intensity.
The database allows value added to be measured in three ways. The first, VA(1), is the measure which firms report themselves. The second, VA(2), is defined as employee pay (wages and salaries excluding employers' contributions to pensions and National Insurance) plus trading profit and the third, VA(3), as employee pay plus pretax profit. The relationship between pre-tax profit and trading profit is as follows: pretax profit = trading profit -depreciation + non-trading income -interest paid. VA (2) is the preferred measure, since in this context profit gross of depreciation and earned
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Arthur Andersen (1990, p. 188) recommends that a part time worker should be counted as half a full time worker, but the extent to which companies follow this recommendation is unknown.
in the industry to which the company is assigned is the most appropriate concept. In most cases, VA(1) is very similar to VA(2) but is available for fewer companies. In cases where there is a substantial difference, the reasons are unknown. Though VA (2) is preferred to VA(3), the latter has the advantage that it can be traced back over time.
All our productivity measures are in logs. This is an appropriate transformation since as we shall see the distributions of productivity are approximately lognormal.
Productivity dispersion can then be measured by the standard deviation (or the variance) of the log of productivity. In the case of a lognormal distribution, all information about the distribution is captured by the log mean and log standard deviation. In particular, the coefficient of variation, the skewness and the kurtosis of the original, unlogged, variable depend only on the standard deviation of the logs (Aitchison and Brown 1957) . A second advantage of the log transformation is that it reduces the influence of extreme observations which may be due to errors or anomalies in the data. 6 However, there is a significant minority of firms for whom value added is negative. These firms have to be omitted when log value added is the productivity measure. But the vast majority of these firms are included when the sales measure is used. 7 This therefore provides another reason for preferring sales to value added.
Tables 1(a) and 1(b) show, for independents and subsidiaries respectively, the mean and standard deviation of the different productivity measures for the whole economy and also for each Division of the 1980 SIC. 8 We focus first on independents.
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Productivity is apparently extraordinarily high in some companies. One reason may be that in these cases the employment figure relates only to the headquarters company, while value added or sales relate to the group as a whole.
Though be reported which use lagged values of the nominal variables, e.g. sales or value added. As explained below, these regressions included the end of the accounting year as an additional variable. Employee pay + Pre-tax profit there are 87,000 independent companies in the database, the maximum number for which a productivity measure can be computed is just under 46,000. The main reason is that employment is missing for many companies. Subsidiary reasons are that value added is negative or that sales are missing.
For the economy as a whole, the four measures give similar answers for the extent of productivity dispersion. The standard deviation of the log of productivity lies between 0.76 and 0.79 for the value added measures. As expected, it is somewhat higher for sales at 1.05. Are these numbers large or small? That depends on what they are compared with. A reasonable comparison is with wages. In 1993, one can estimate that the standard deviation of the log of gross weekly earnings of all full time workers (male and female, manual and non-manual) was 0.54. 9 So dispersion of productivity is twice as high as dispersion of weekly earnings on the sales measure. Since any one firm employs workers at widely differing wage rates one might have expected the dispersion of productivity to be lower than that of wages but the opposite turns out to be the case. et al. 1990) show that there are statistically significant differences from normality. One should be cautious about statistical significance when sample sizes are very large as here. From a descriptive and economic viewpoint, the skewness is negligibly small, though the kurtosis, the peakedness of the distribution, shows a larger departure from the normal in the case of the three measures of value added (Table 2) . 10 For subsidiaries, the deviation from normality is somewhat larger. The 1993 New Earnings Survey gives the mean and the median earnings of this group whose pay was not affected by absence as £313.2 and £270.2 respectively. Earnings are approximately lognormal, so we can estimate σ from the relationship mean/median = exp(µ + σ 2 /2)/exp(µ) = exp(σ 2 /2), since the median equals the geometric mean for a lognormal distribution.
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These findings parallel our earlier ones for the distribution of firm size (Hart and Oulton 1995 and Assuming that the distribution of productivity is lognormal, how large a reduction in the estimated standard deviation is to be expected if the top and bottom 1% of observation are dropped? A Monte
Carlo study using 100 replications of a lognormal distribution with the same mean, standard deviation and sample size as observed showed that a reduction of 6.6% is to be expected (with a standard deviation of 0.1%). The observed reduction is somewhat larger but this may be due to the fact that the actual distribution is not exactly lognormal rather than to the presence of genuine outliers. Just as with the distribution of employment so with the distribution of productivity there are more observations in Turning to subsidiaries, productivity can be calculated for some 35,000 companies using sales and somewhat smaller numbers using value added, out of a possible total of almost 50,000. Dispersion on the sales measure is again somewhat higher than when using value added. Comparing independents and subsidiaries, dispersion is some 9-20% higher for the latter, depending on the measure. It is interesting to speculate whether subsidiaries, many of which are owned by large companies with long purses, are under less pressure to improve than independents. Table 1 and also Figure 2 (which uses the VA(2) measure) show that there are substantial differences in the extent of productivity dispersion across Divisions. In particular, Figure 2 suggest that the dispersion is substantially lower in the three manufacturing Divisions (Divisions 2-4). Table 3 compares the dispersion in manufacturing and non-manufacturing directly. For independents, the standard deviation is between 40 and 50% higher in non-manufacturing, depending on the measure. For subsidiaries, the non-manufacturing figure is 42-60% higher. An F test
shows that the probability of this difference arising by chance is essentially zero.
One possible explanation of this difference is that manufacturing firms, because they are exposed to the full blast of foreign competition, face a much more hostile environment than most of the rest of the economy. So inefficiencies cannot be tolerated and firms must compete or die. Firms in service industries also face competition but locational and other sources of market power limit its extent, not to mention the greater ease with which formal or informal collusive arrangements may be arrived at. An alternative explanation is that manufacturing differs in some structural way from other sectors, e.g. firms may be on average larger, and it is this which accounts for the difference. This issue cannot be settled now but we take up the point again when discussing differences in productivity dispersion at the Class level (see section 5).
the upper tail and fewer in the lower tail than would be predicted by the lognormal (Hart and Oulton 1996b) . Employee pay + Pre-tax profit
The role of industrial structure
The fact that dispersion differs significantly between Divisions raises the question:
how much of the observed dispersion is due to technology differences between industries? We investigated the importance of industrial structure by means of an analysis of variance, first at the Division (1 digit) level, then successively at the Class (2 digit), Group (3 digit) and Activity (4 digit) level: see Table 4 . Using the value added measures of productivity, we find that even at the 4 digit level, where there are 329 Activities, industrial structure can only account for about 13-15% of productivity variance. On the sales measure, the proportion is somewhat higher, 25%. On all four measures, moving from the Group to the Activity level has a negligible effect on the proportion of the variance accounted for. Even moving from the 60 Classes at the 2 digit level to the 219 Groups at the 3 digit level only raises the explained variance by about a quarter. So there are definitely "diminishing returns" to the explanatory power of finer subdivisions of the industrial structure. And at least three quarters of productivity dispersion is due to differences in productivity between firms in the same industry.
Do the laggards tend to catch up with the leaders?
Persistence of productivity over time Differences in measured productivity between firms at any moment in time may be due to a number of factors. First, they may simply reflect technology differences between industries or sectors. For example, capital intensive industries will tend to have high value added per employee. But we have just seen that this factor plays a relatively minor role. Second, they may represent purely transient factors, especially when as here the measure of labour input is rather crude. A firm may have low sales in one year and in consequence reduce overtime working. Next year, sales may be good and overtime extensive. If other firms have the opposite experience, then the firm in question will appear to have relatively low productivity in the first year followed by relatively high productivity in the second.
If differences in productivity level between firms at any moment in time were due entirely to such transient factors, then we would expect the correlation of productivity in one year with productivity in another to be zero. However, productivity differences may also reflect efficiency differences which may be more long-lasting. But here we should expect the competitive process to play a role. Either competition will weed out the firms which are unable to improve their performance, in which case we will not observe their current performance since they will have ceased to exist. Or the firms will improve and survive, so that the correlation between productivity today and productivity in earlier years will be less than 1. It is clearly important therefore to see to what extent productivity levels are persistent. That is, are today's champions or losers the same as yesterday's? Table 5 shows correlation coefficients between productivity in the current year and either 2 years earlier or 4 years earlier, for both independents and subsidiaries. To help to control for the effects of technology differences, the correlations are also disaggregated to the Division level of the 1980 SIC. Two different measures of productivity are shown, value added per employee and sales per employee.
There is relatively little difference between the correlations at the Division level and overall. Some of the Division level correlations are higher than the overall correlation. This suggests again that technology differences, which are presumably long-lasting, play a relatively small role in explaining productivity differences. However, the fact that the correlations using sales are nearly always higher than the ones using value added could well be due to persistent differences between firms and industries in the extent of reliance on external suppliers (the ratio of value added to gross output), which is one kind of technology difference.
Overall, the degree of persistence is high: For independents, 0.82-0.90 (depending on the productivity measure) for the comparison over 2 years, 0.69-0.77 for that over 4 years. For subsidiaries, the corresponding figures are 0.84-0.89 and 0.72-0.77. The correlation with 4 years ago is uniformly and appreciably lower than that with 2 years ago and this indicates that transitory factors and/or competition are playing an important role. In the case of competition it should be remembered that Table 4 only shows part of the story, since the firms here are all by definition survivors.
It was suggested above that the lower productivity dispersion found in manufacturing could be due to greater competition. It is consistent with this view that we find somewhat lower correlations in manufacturing than in non-manufacturing.
Lower correlations suggest that competition is working more rapidly to eliminate inefficiencies. Alternatively, transient factors could be more important in manufacturing, but in that case we would expect the productivity dispersion to be higher than in the rest of the economy and not lower as observed.
Galton-Markov regressions
A model which has been found useful in the study of the size distribution of firms (Hart and Oulton 1995) and also in studying the cross-country convergence of productivity (Hart 1995) is the Galton-Markov model of regression towards the mean:
where y is productivity, i is the lag length and ε is a random error. We may note that a consequence of this model is that:
Var y Var y Var
The model can also be written as follows:
If β = 1, then productivity is a random walk with drift α. If 0<β<1, there is regression towards the mean: the growth rate of productivity is negatively related to its initial level, or in other words, low productivity firms tend to improve their performance more rapidly than high productivity firms.
The extent of regression towards the mean can be gauged by a useful graphical tool, illustrated in Figure 3 (value added per employee) and Figure 4 (sales per employee). Here we divide up the productivity distribution at time t-4 into size groups and calculate the mean of (log) productivity in each group. Then for each group we calculate the mean productivity of the same companies 4 years later. In Figures 3 and   4 , the productivity distribution has been divided up into 15 groups. The first group is the bottom 1% of the distribution and the 15th is the top 1%. The remaining 13 represent groups of equal width (in logs) across the other 99%. Productivity at t-4 is grossed up so that the overall mean is the same as at time t. The mean productivity at time t is then plotted against the mean productivity at time t-4. In the absence of regression to the mean, the points would all lie on the solid 45 0 line. However, the figures clearly show a strong tendency towards regression to the mean.
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Estimates of the model of equation (1) appear in Table 6 for two measures of productivity, value added per employee and sales per employee. The lag length is taken to be 2 years. A constant and a number of control variables were included in these regressions but not reported. Because the date of the accounts differs between firms, and since value added and sales are in nominal terms, the log of the date of a firm's accounts was included, thus controlling for different rates of inflation.
Additional control variables were dummies for Division of the SIC and for company status (e.g. whether a plc). t statistics were calculated using White's variancecovariance matrix and so are robust to heteroskedasticity.
Contrast Figure 1 of Hart and Oulton (1996a) , an analogous chart for employment, which shows little evidence of regression to the mean except for the smallest companies, those employing 8 or fewer people.
FIGURE 3
Note The 45 degree line is drawn through the point of overall means.
FIGURE 4
The results for independents and subsidiaries are very similar. The simplest version of the model appears in columns 1 and 3 of Table 6 . We see that the estimate of β is substantially below 1 on either productivity measure, so there is a considerable degree of regression towards the mean. 13 Columns (2) and (4) lags is substantially smaller, because of the high attrition rate amongst companies.
14 If transitory factors accounted for all the dispersion of productivity (after controlling for industrial structure etc.) then the model of equation (1) could be interpreted as equivalent to the well-known "errors in variables" model (Leamer 1978; Maddala 1992) . The OLS estimate b of the coefficient β is then biased downwards. To assess the extent of this bias, we can estimate the reverse regression:
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Since we have three observations on productivity, it is possible to estimate this model as a panel with T = 2. When this is done, the resulting "within" estimates of β are very different, e.g. -0.1453 (standard error 0.0045) for independents using sales per employee, and the within estimate differs greatly from the "between" one. However, this is just what we would expect since Nickell (1981) has
shown that if β > 0, the "within" estimate is biased downwards: if T = 2 as here, then as
So if the true value of β were about 0.8 as suggested by the crosssection estimates of Table 6 , then the plim of the within estimate is -0.1. If a longer panel were available, it would be possible to correct this bias using IV. A longer panel would have the further advantage that it would be possible to see whether firms tended to converge to different long run productivity levels (the fixed or random effects). I owe this point to Paul Geroski.
14 These regressions were run also for manufacturing and non-manufacturing separately. For subsidiaries, the estimated value of β for productivity lagged 2 years was lower by 0.03 on the sales measure and by 0.07 on the value added measure, indicating a faster rate of regression to the mean which is highly significant statistically. But for independents there were no significant differences between manufacturing and non-manufacturing in the estimated value of β. Constant, log of date of accounts, and dummies for Division and company status also included in all regressions. D = 1 if productivity greater than or equal to the mean level in year t-2. In addition to appearing interacted with lagged productivity growth, this dummy is included in columns 3 and 6 as an additional intercept. Heteroskedasticity-consistent t statistics are in brackets.
where η is a random error. If d is the OLS estimate of the coefficient δ in this regression, then 1/d provides an alternative estimate of β. Since 1/d is biased upwards, b and 1/d provide consistent bounds for β (Leamer 1978, ch. 7) . A "compromise" estimate of β is (b/d) 1/2 . These compromise estimates appear in Table 7 . They are all close to but less than one, indicating that the great bulk of productivity dispersion is indeed transitory.
However, a limitation of the Galton-Markov model in this context is that it is symmetric: those firms with above average productivity regress towards the mean at the same speed as those the same distance below the mean. But competition, if it works at all, is presumably asymmetric. Those below the mean (assuming they survive) will tend to move back to the mean more rapidly than will those above, since the latter are under less competitive pressure. In other words, competition should "level up" the poor performers without "levelling down" the good performers.
However, insofar as transitory factors affect performance, those initially above the mean will still have some tendency to regression. This idea can be captured by assuming the model of equation (1) to apply to those below the mean and the following model to those above the mean:
Now if β′ > β, regression towards the mean is faster for those who are initially below the mean productivity level (see equation (1′)). The extent to which this is so may be taken as a measure of the strength of competitive forces.
This extension to the basic Galton-Markov model is tested in columns (3) and (6) of Table 6 by introducing a dummy variable equal to 1 when the initial productivity level is greater than or equal to the mean and interacting it with lagged productivity.
For independents, the new variable is significant and positive for both measures of productivity, confirming that β′ > β and that those below the mean regress faster. For subsidiaries, the new variable is significant and positive when sales is the output measure. Thus competition does seem to play a role in "levelling up" productivity.
A more refined approach is allow the rate of regression towards the mean to be different for each productivity size class. This can be accomplished by introducing Table 6 . The compromise estimate is the geometric mean of (i) the OLS estimate of β in the direct regression (1) and (ii) show that (at the 5% level) we cannot reject the hypothesis that all the coefficient on lagged productivity are equal, other than the coefficient on lagged productivity for the lowest size class. In other words, it seems that it is only companies in the bottom productivity class which raise their productivity more rapidly.
15 Table 6 shows that after 4 years and in the absence of further shocks, the productivity dispersion (standard deviation) of independent companies which were initially below the mean is predicted to fall to 70-74% of the original level, depending on the measure (from equation (2)). For subsidiaries who are initially below the mean, productivity dispersion is predicted to fall to 70% of its original level when sales is the output measure and to 77% when value added is used. However, further shocks do 15 This conclusion holds for both the sales and value added measures of productivity and for productivity lagged 2 years or 4 years. In these regressions, the productivity size classes dummies are included on their own as well as interacted with lagged productivity. In addition, the same variables as in Table 6 were also included. occur so the actual, observed reduction in dispersion is considerably less. Table 8 shows the standard deviation of log productivity for companies which have survived for 4 years. For the whole economy, the reduction in dispersion for independents is about 4-5% over 4 years, though there is considerable variation between Divisions.
For subsidiaries, the reduction in dispersion is somewhat less, 2-4%.
Why is productivity dispersion higher in some sectors than in others?
We have already noted that there are significant differences across sectors in the extent of dispersion and it is of interest to examine the causes of this. In particular, the dispersion is lower in manufacturing than in non-manufacturing and it was suggested that this might be due to the greater intensity of competition there. But it might also reflect the fact that manufacturing differs in various structural ways from the rest of the economy. We can now test the strength of this objection by means of a multiple regression approach.
We shall consider differences in dispersion across 2-digit Classes of the 1980 SIC. To reflect our primary interest in assessing the strength of the competition effect, the first independent variable is a dummy variable taking the value 1 if the Class forms part of manufacturing (Classes 21-49), and the value 0 otherwise. We are particularly interested in seeing whether the coefficient on this variable is significantly negative, which would conform with the earlier finding. The other independent variables are designed to act as controls, capturing some possibly important characteristics of sectors. The dispersion of productivity might be higher or lower in sectors characterised by a larger average size of firm, by a higher average level of productivity, 16 or by a higher average wage. We capture these effects by including: (2) the within-Class mean of the log of size; (3) the within-Class mean of the log of productivity; (4) the within-Class mean of the log of the wage. Including both the mean productivity level and the mean wage can be interpreted as testing whether dispersion tends to be higher in sectors where human capital is high (assuming this to be reflected in wages) or where physical capital is high (since after controlling for human capital high productivity presumably reflects high physical capital intensity). In addition, productivity dispersion might be high in Classes which have had a more turbulent history in the recent past. This is captured by including (5) the within-Class dispersion of sales growth over the previous 2 years. Summary statistics for these variables (means and standard deviations) appear in Appendix A, Table A1 .
The results appear in Table 9 . In the left hand panel, productivity is measured by sales per employee, in the right hand panel by value added per employee; the measure of size varies correspondingly. Whichever measure of productivity is employed, the manufacturing dummy is negative and highly significant. That is, productivity dispersion in manufacturing is significantly lower than would be expected on the basis of the characteristics of the manufacturing sector. If the distribution of labour productivity were the same in all sectors, then we would expect to find no relationship between the sample mean and the sample standard deviation. However, if that assumption does not hold then the mean productivity level is a structural characteristic of an industry and one could easily imagine that this characteristic could proxy for some other characteristic which causes higher productivity dispersion.
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We can also see that a previous history of turbulence raises the current level of productivity dispersion to a significant extent. The effects of size and of human and physical capital intensity depend on the productivity measure. If productivity is measured by sales per employee, size has a significantly positive effect but the mean wage and the mean productivity level are insignificant. On the other hand, if productivity is measured by value added per employee, the opposite conclusion is reached: size is insignificant but sectors with high physical capital intensity tend to have higher productivity dispersion whereas those with higher human capital intensity tend to have lower dispersion. * Significant at least at the 5% level. ** Significant at least at the 1% level.
Conclusions
Our main findings are as follows:
4. To some extent, dispersion is transitory. There is "regression towards the mean":
surviving companies with productivity initially below average find their productivity level tending to rise towards the average level and those with initially above average productivity have the opposite experience. We have traced this process over a 4 year period. But because there are always new shocks occurring the actual reduction in dispersion amongst surviving companies over a 4 year period is quite modest: 4-5% in total for independents and 2-4% for subsidiaries.
5. In addition to the gradual disappearance of transitory factors, there is some evidence for competition playing a role in levelling up the productivity of poor performers. Amongst surviving companies, the rate at which productivity approaches the mean is higher for companies which were initially below the mean than for those who were initially above it. In other words, provided that they survive, the low achievers do improve their performance to some extent.
Further work is needed in a number of areas. It would be desirable to develop direct measures of the extent of competition, in order to test whether this is indeed the explanation for lower dispersion in manufacturing. 18 But the main limitation of the present paper is that by concentrating on surviving companies we have looked at only half the story. We need also to consider corporate deaths in order to see how effectively competition works to remove low-performing companies. 
