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Abstract
Lebesgue proved that every separately continuous function f :R × R→ R is a pointwise limit
of continuous functions. W. Rudin extended this by showing that if X is a metric space, then for
any topological space Y , every separately continuous function f :X × Y → R is a pointwise limit
of continuous functions. This statement can fail if we take for X an arbitrary linearly ordered space,
even if X is separable. However, we show that if X is either a countable product of separable linearly
ordered spaces, an arbitrary product of countably compact linearly ordered spaces, or the continuous
image of an arbitrary product of compact linearly ordered spaces, and Y is any topological space, then
every separately continuous function f :X × Y → R is Borel measurable. In the case where X is a
product of ordinals, we get stronger results. The results for countably compact linearly ordered spaces
use some combinatorial properties of n-dimensional arrays of real numbers which are possibly of
independent interest. We also give, under a cardinal arithmetic assumption, an example of a linearly
ordered space X and a separately continuous function f :X×X→Rwhich is not Borel measurable.
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1. Introduction
All topological spaces considered in this paper are assumed to be Tychonoff, although
that assumption is used only in the introduction and in the final section of the paper.
We denote by clX(A), or simply cl(A), the closure of a set A in a topological space X.
Cp(X) is the space of continuous real-valued functions on X equipped with the topology
of pointwise convergence. A function f :X→ R is said to be of Baire class 1 if it is the
pointwise limit of a sequence of continuous functions. The Baire functions from X into R
are the smallest subfamily B of RX containing the continuous functions and such that if
{fn: n < ω} ⊆ B and fn → f pointwise, then f ∈ B.
Let X and Y be topological spaces. We say f :X × Y → R is separately continuous
if the functions fa :Y → R and f b :X → R, given by fa(y) = f (a, y) (y ∈ Y ) and
f b(x)= f (x, b) (x ∈X), are continuous for each a ∈X and b ∈ Y .
Lebesgue proved in [11] that every separately continuous function f :R× R→ R is
of Baire class 1 when X = Y = R. As Rudin points out in [17], his proof is easily seen
to show that every separately continuous function f :R× Y →R is of Baire class 1 when
Y is any topological space. Rudin proved that R can be replaced, in this last statement, by
any metric space. The result fails if we replace R by an arbitrary linearly ordered space,
even if this space is also separable and compact (Example 3.6).
However, we will show that if X =∏i Xi is a finite product of linearly ordered spaces
Xi which are all separable (Theorem 3.1), or any product of countably compact linearly
ordered spaces, or the continuous image of any product of compact linearly ordered spaces
(Theorem 5.21), and Y is any topological space, then every separately continuous function
f :X × Y → R is Borel measurable. More precisely, for each open U ⊆ R, f−1[U ]
has the form
⋃
n<ω Un ∩ Fn where the sets Un are open and the sets Fn are closed. We
also give, under a cardinal arithmetic assumption, an example of a linearly ordered space
X and a separately continuous function f :X × X → R which is not Borel measurable
(Example 5.22). The results on countably compact linearly ordered spaces require some
combinatorial properties of n-dimensional arrays which are gathered in Section 4.
Pol has shown [14], answering a question of A.H. Stone, that every separately
continuous real-valued function on the product of two compact spaces is Borel measurable.
More precisely, he has shown that
Theorem 1.1 [14]. Let f :X × Y → R be a separately continuous function where X is
K-analytic and Y is compact. Then f is Borel-measurable.
The proof uses the following notion.
Definition 1.2 [6]. For compact spaces X, we say that C(X) is descriptive if there exist
collections En, n= 1,2, . . . , of subsets of C(X) such that:
• each En is relatively discrete in the union ⋃En with the pointwise topology,
• for each u ∈ C(S) and ε > 0 there is n and E ∈ En with u ∈E and the norm-diameter
of E less than ε.
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When this property holds, then the evaluation map e :X × Cp(X) → R given by
e(x,u)= u(x), is Borel measurable, and it follows that every separately continuous map
f :X × Y → R, where Y is any space, is Borel measurable. The descriptive property of
C(X) has been established for various classes of spaces for which it is a consequence of
the existence of an equivalent norm on the function space such that the uniform and the
pointwise topologies coincide on the unit sphere. Of special relevance to us are the results
that C(X) is descriptive when X is a dyadic space [2,12] and when X is a compact linearly
ordered space [8]. Theorem 5.21 extends these results. We are most grateful to R. Pol for
correspondence on this question and for providing a copy of [14], and to I. Namioka for
sending a copy of [8] and for helpful comments on the paper.
The last section of the paper deals with properties of separately continuous functions
f :X×Y →RwhenX =∏i<N αi is a finite product of ordinals, and Y is compact. We see
that, in this context, compactness of Y enables us to very precisely determine the structure
of f . Some of the ideas in Section 6 were worked out during discussions with D.H. Fremlin
and S. Todorcevic. We thank A.W. Miller for useful comments on that section.
The following well-known observation will be used without mention.
Proposition 1.3. Let X and Y be topological spaces and let f :X×Y →R. The following
statements are equivalent:
(a) f is separately continuous.
(b) The correspondence x → fx defines a continuous map X→ Cp(Y ).
(c) The correspondence y → f y defines a continuous map Y →Cp(X).
Proof. It suffices to show the equivalence of (a) and (b). That the range of the
correspondence x → fx is contained in Cp(Y ) says precisely that the functions fx are
continuous. That this correspondence is continuous is equivalent to the statement that each
y ∈ Y , the map x → fx(y)= f y(x), is continuous. ✷
Here is the precise statement of the result of Rudin mentioned above.
Theorem 1.4 [17]. IfX and Y are spaces,X is metrizable,E is a locally convex topological
vector space, and f :X × Y → E is separately continuous, then f is a pointwise limit of
continuous functions.
Rudin gives in [17], a very simple example of a non-Borel separately continuous
function f :R × R→ RR. So, in the conclusion of Theorem 1.4, it cannot be said that
f is Borel.
When X is not metrizable, there will in general exist spaces Y for which there are
separately continuous maps f :X× Y →R which are not a pointwise limit of continuous
functions. This can even happen when X is a separable linearly ordered space. (See
Example 3.6.)
In [18], the author proves the following theorem, generalizing earlier results of
Moran [13]. A space X satisfies the discrete countable chain condition (dccc) if every
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discrete collection of open sets in X is countable, or, equivalently, if every metrizable
continuous image of X is separable. Clearly, every compact space has this property.
Theorem 1.5 [18]. Let X be a space which satisfies the discrete countable chain condition.
Let Y be a compact space, and let f :X× Y →R be separately continuous. Let Y˜ denote
the compact set {f y : y ∈ Y } ⊆ Cp(X). The following statements are equivalent:
(a) Y˜ is metrizable.
(b) f is Baire measurable.
(c) f is of Baire class 1.
Combined with the following result of Rosenthal, this shows that in Theorem 1.1, if
both factors are compact and one of them is ccc, then the conclusion can be strengthened
to say that f is of Baire class 1.
Theorem 1.6 ([16], see also [1]). If X is a compact ccc space, then the compact subspaces
of Cp(X) have countable weight.
We refer the reader to [4] for topological terminology and to [10] for set-theoretic ter-
minology not covered above.
2. Preliminary observations
Our results on Borel measurability involve the class of Borel sets given by the following
definition.
Definition 2.1. If X is a topological space, we write FX for the family of subsets of X
of the form
⋃
n<ω Un ∩ Fn where each Un is open and each Fn is closed. (This class of
sets is denoted (F ∧ G)σ in [7].) For any family F of subsets of X, we say f :X→ R is
F -measurable if f−1[I ] ∈F for each open interval I ⊆ R.
Note that if a function f :X→R is of Baire class 1, then f is FX-measurable since the
preimage under f of any open set is Fσ . If X is perfectly normal, then FX is the class of
Fσ sets and f :X→R is FX-measurable if and only if f is of Baire class 1.
The next proposition records three standard (cf. [7, Theorem 6.2]) but important
properties of this pointclass.
Proposition 2.2. For any space X, we have the following.
(a) FX is closed under countable unions and finite intersections.
(b) If A ∈FX and B ∈FA, then B ∈FX .
(c) If {Ui : i ∈ S} is a collection of open sets in a topological space X, Ai ⊆ Ui belongs
to FUi for each i ∈ S, and for all distinct i, j ∈ S, Ui ∩Uj = ∅, then
⋃
i∈S Ai belongs
to FX .
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Proof. (a) is immediate from the definitions.
For (b), write B =⋃n<ω(Un ∩ A) ∩ (Fn ∩ A) where each Un is open in X and each
Fn is closed in X. Write A=⋃n<ω Vn ∩Gn where each Vn is open in X and each Gn is
closed in X. Then B =⋃n<ω(Un ∩A)∩ (Fn ∩A)= (⋃n<ω Un ∩Fn)∩A= (⋃n<ω Un ∩
Fn) ∩⋃n<ω Vn ∩Gn =⋃m,n<ω Um ∩ Fm ∩ Vn ∩Gn =⋃m,n<ω(Um ∩ Vn) ∩ (Fm ∩Gn)
and hence B ∈FX.
For (c), write Ai =⋃n<ω Uin ∩ F in where each Uin is open in Ui (and hence in X) and
each F in is closed in Ui . Note that cl(F in)∩Uj = ∅ whenever i = j . Let Un =
⋃
i∈S Uin and
Fn = cl(⋃i∈S F in) for each n < ω. Notice that for each n < ω we have Fn ∩ Ui = F in
and Un ∩ Ui = Uin for each i ∈ S. Since the sets Ui are pairwise disjoint, this gives
Un ∩Fn = (⋃i∈S Uin)∩Fn = (⋃i∈S Un ∩Ui)∩Fn =⋃i∈S Un ∩Fn ∩Ui =⋃i∈S Uin∩F in
and hence
⋃
n<ω Un ∩ Fn =
⋃
n<ω
⋃
i∈S Uin ∩ F in =
⋃
i∈S
⋃
n<ω U
i
n ∩ F in =
⋃
i∈S Ai ,
which gives the desired conclusion. ✷
The following simple observation reduces some problems on the measurability of
separately continuous functions to the case of the evaluation map on a product of the form
X×Cp(X).
Proposition 2.3. Let X be any topological space. To each topological space Y , let there be
assigned a collection F(Y ) of subsets of Y , in such a way that F(Y ) is closed under finite
intersections, and if f :Y1 → Y2 is continuous, then f−1[U ] ∈F(Y1) for each U ∈F(Y2).
(For example, (1) for all Y , F(Y ) is the family of Borel subsets of Y , (2) for all Y , F(Y )
is the family of Fσ subsets of Y , or (3) for all Y , F(Y )= FY .) The following statements
are equivalent.
(a) For any space Y , every separately continuous function f :X× Y → R is F(X × Y )-
measurable.
(b) The evaluation map F :X×Cp(X)→R given by F(x,g)= g(x) is F(X×Cp(X))-
measurable.
(c) {(x, g) ∈X×Cp(X): g(x) > 0} belongs to F(X×Cp(X)).
(d) There is a cover of Z = X × Cp(X) by sets Sn ∈ F(Z), n < ω, such that for each
p = (x, f ) ∈ Z and each nonempty open rational interval I such that f (x) ∈ I , there
are n < ω and a neighborhood W of p such that g(y) ∈ I whenever (y, g) ∈W ∩ Sn.
Proof. This is entirely standard, but we give the argument for completeness. If (a) holds,
then so does (b), since the evaluation map is separately continuous.
If (b) holds, let f :X×Y →R be separately continuous. By assumption, the evaluation
map F is F(X×Cp(X))-measurable. Since f = F ◦G, where G :X× Y →X×Cp(X)
is the continuous map given by G(x,y)= (x, f y), f is F(X × Y )-measurable. Thus (b)
implies (a).
(b) trivially implies (c). If (c) holds, and (a, b)⊆ R is any open interval, then {(x, g) ∈
X×Cp(X): g(x) > a} and {(x, g) ∈X ×Cp(X): g(x) < b} are both in F(X ×Cp(X)).
(They are the preimages of {(x, g) ∈ X × Cp(X): g(x) > 0} under the continuous maps
(x, g) → (x, g−a) and (x, g) → (x, b−g), respectively.) Hence, the intersection of these
two sets, {(x, g) ∈ X × Cp(X): a < g(x) < b}, belongs to F(X × Cp(X)) as well and
hence (b) holds.
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Finally, we show that (b) is equivalent to (d). If (b) holds, then the sets SI = F−1[I ], for
nonempty open rational intervals I , show that (d) holds. If (d) holds, fix a non-empty open
rational interval I . For each (x, f ) ∈ Z such that f (x) ∈ I , let n(x,f ) < ω and W(x,f )
be such that (x, f ) ∈ Sn(x,f ), W(x,f ) is an open neighborhood of (x, f ) and for every
(y, g) ∈W(x,f )∩ Sn(x,f ), g(y) ∈ I . Then An =⋃{W(x,f ): (x, f ) ∈ Z, n(x,f )= n} is
open in Z for each n < ω, and F−1[I ] =⋃n<ω Sn ∩An belongs to F(Z). ✷
Remark 2.4. When X is metrizable, families with property (d), with F(Z) the family of
Fσ subsets of Z, exist since Theorem 1.4 implies that property (a) holds. It is also fairly
easy to construct them directly. If U =⋃n<ω Un is a base for X with each Un discrete, then
the sets Sn,I =⋃U∈Un U×KU , where KU = {f ∈Cp(X): f [U ] ⊆ clR I }, n < ω, and I is
a nonempty open rational interval, witness that (d) holds. For each U ∈ Un, KU is closed
in Cp(X), and hence U ×KU is a relatively closed subset of U × Cp(X). Since U is Fσ
in the metrizable space X, U ×KU is Fσ in Z =X × Cp(X). Thus, since Un is discrete,
Sn,I is Fσ in Z.
The following technical result will be used in the next section. We shall use the
following notation.
Definition 2.5. For points x, x ′ in a product space
∏
α<κ Xa , write xx ′ = {α < κ : x(α) =
x ′(α)}.
Lemma 2.6. Let X =∏α<κ Xα be a product of sequentially compact topological spaces
Xα , and let f :X → R be continuous. For each ε > 0, sup{n < ω: there is a sequence
of pairs of points of X, 〈(xi, x ′i ): i < n〉, such that for any i < j < n we have (xix ′i ) ∩
(xjx ′j )= ∅ and for each i < n, |f (xi)− f (x ′i )|> ε} is finite.
Proof. The conclusion is trivial if κ < ω, so assume κ  ω.
Consider first the case κ = ω. Suppose that for each n < ω, there were points xn, yn ∈X
such that xn  n= yn  n but |f (xn)−f (yn)|> ε. Since countable products of sequentially
compact spaces are sequentially compact, X is sequentially compact. By passing to a
subsequence, we may assume that for some x ∈X, limxn = x . But then, the fact that xn 
n= yn  n for all n < ω ensures that limyn = x as well. This gives lim |f (xn)−f (yn)| = 0,
contradicting the choice of the points xn, yn. Hence, there is an n < ω such that for any
x, y ∈ X, if x  n = y  n then |f (x)− f (y)|  ε, or equivalently, if |f (x)− f (y)|> ε
then (xy)∩ n = ∅.
Now consider the general case. For each α < κ , fix a point ∗α ∈ Xα . Suppose that
for each n < ω there were a sequence of pairs of points of X, 〈(xn,i , x ′n,i): i < n〉
such that for any i < j < n we have (xn,ix ′n,i ) ∩ (xn,jx ′n,j ) = ∅ and for each i < n,
|f (xn,i)− f (x ′n,i)|> ε. Since f is continuous, there are, for each n < ω and i < n, points
yn,i and y ′n,i , and a finite set Fn,i ⊆ κ such that
(a) yn,iy ′n,i ⊆ Fn,i ,
(b) yn,i(α)= y ′n,i(α)= ∗α for all α ∈ κ \Fn,i ,
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(c) yn,i  Fn,i = xn,i  Fn,i ,
(d) y ′n,i  Fn,i = x ′n,i  Fn,i , and
(e) |f (yn,i)− f (y ′n,i)|> ε.
(Then automatically, for any i < j < n, we have (yn,iy ′n,i) ∩ (yn,jy ′n,j ) = ∅ since for
each i < n, yn,iy ′n,i ⊆ xn,ix ′n,i .) Let F =
⋃{Fn,i : n < ω, i < n}. Then F is countable
and the sequences 〈(yn,i, y ′n,i): i < n〉 show that the lemma is false for the subspace{x ∈ X: x(α) = ∗α for all α ∈ κ \ F } of X which can be identified in the obvious way
with
∏
α∈F Xα . This contradicts the case κ = ω of the lemma established above. ✷
The following two results will be needed later.
Theorem 2.7 (Eberlein, see [1]). If X is a compact space, then the compact subspaces of
Cp(X) are Fréchet.
Theorem 2.8 ([5], see also [1]). Let X be a compact space. Let A⊆ Cp(X) be relatively
countably compact (i.e., every infinite subset of A has an accumulation point in Cp(X)).
Then the closure of A in Cp(X) is compact.
3. Products of separable linearly ordered spaces
We deal first with the case where X is a countable product of separable spaces.
Theorem 3.1. Let Xi , i < ω, be separable linearly ordered spaces, let X =∏i<ω Xi , and
let Y be any space. If f :X×Y →R is separately continuous, then for every open interval
I ⊆R, f−1[I ] is an Fσ set.
Proof. First two simple (and well-known) facts.
Claim 3.2. If a separable linearly ordered space L is scattered, then L is countable.
Proof. By separability, L is hereditarily Lindelof. It now follows easily by induction on
the Cantor–Bendixson rank of L, that each point of L has a countable neighborhood, and
hence that L is countable. ✷
Claim 3.3. If L is a separable linearly ordered space and A= {x ∈L: x has an immediate
successor} is countable, then there is a function f :L→R which is an order isomorphism
and homeomorphism onto its range.
Proof. To each point x ∈ L, associate a linear order Lx defined as follows. If x /∈ A and
x is not an endpoint of L, then Lx = {0}. If x ∈ A or x is the largest element of A, then
Lx = [0,∞). If x is the least element of A, then Lx = (−∞,0]. Let M be the linearly
ordered space
⋃{{x} × Lx : x ∈ L}, ordered lexicographically. The map x → (x,0) is an
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order isomorphism and homeomorphism of L onto a subspace of M . Since L is separable
and A is countable, M is separable. It is easy to see that M is a dense linear ordering and
has no endpoints. Hence, there is an order-isomorphism and homeomorphism h of M onto
a dense subspace of R. The function f :L→R given by f (x)= h(x,0) is as desired. ✷
Now consider a separable linearly ordered space L. Define an equivalence relation on
L by saying that x ∼ y if the open interval between x and y (i.e., (x, y) if x < y and (y, x)
if y < x) is scattered. (This holds, in particular, if this interval is empty.) The equivalence
classes are scattered intervals of the form [a, b], where a and b belong to the Dedekind
completion L0 of L, and [a, b] means [a, b] ∩ L. Since any two of them are pairwise
disjoint, only countably many of them can have more than two points. Each of these classes
is countable by Claim 3.2.
Letting ∼i be the relation so defined in Xi , define the equivalence relation ∼′i on Xi
to have the following classes: the two-element classes of ∼i and the classes {x} for the
remaining elements x of Xi . Let πi :Xi →Xi/∼′i be the quotient map. If we equip Xi/∼′i
with the obvious order inherited from Xi , then since πi is clearly continuous when Xi/∼′i
has the order topology, Xi/∼′i is a separable linear order in which only countably many
members have an immediate successor. (Each such member is of the form {x} where x
belongs to one of the countably many ∼i -classes which have more than two elements.)
Hence, by Claim 3.3, there is an order-isomorphism and homeomorphism of Xi/∼′i onto a
subspace Hi of R. We now identify Xi/∼′i with Hi .
By Proposition 2.3, we may assume that Y = Cp(X) and it suffices to show that
A= {(x, f ) ∈X× Y : f (x) > 0} is Fσ .
Fix a point ∗i ∈ Xi for each i < ω. For N < ω, ε¯ = 〈εi : i < N〉 a sequence of
positive rational numbers, and x ∈ X, define I (x, ε¯) = ∏i<ω I (x, ε¯, i) and B(x, ε¯) =∏
i<ω B(x, ε¯, i) as follows. Let ai = πi(xi) for i < ω. If i  N , then I (x, ε, i) = Xi
and B(x, ε, i) = {∗i}. For i < N we have the following. To simplify the description, for
the purposes of the four clauses below, we add points −∞ and ∞ to Xi and stipulate
that −∞ < t <∞ for all t ∈ Xi . (The only point of this is that we want to think of the
least member of Xi , if it exists, as having an immediate predecessor. Similarly the largest
member of Xi now has an immediate successor.)
(1) If xi has no immediate predecessor and no immediate successor, then I (x, ε¯, i)= {z ∈
Xi : ai − εi < πi(z) < ai + εi} and B(x, ε¯, i) = {z1, xi, z2}, where z1, z2 ∈ Xi are
chosen so that ai − εi < πi(z1) < ai − εi/2 and ai + εi/2 < πi(z2) < ai + εi . If such
choices of z1 and z2 are not possible, then let B(x, ε¯, i)= ∅.
(2) If xi has no immediate predecessor but has an immediate successor, then I (x, ε¯, i)=
{z ∈Xi : ai − εi < πi(z) and z xi} and B(x, ε¯, i)= {z1, xi}, where z1 ∈Xi is chosen
so that ai − εi < πi(z1) < ai − εi/2. If the choice of z1 is not possible, then let
B(x, ε¯, i)= ∅.
(3) If xi has no immediate successor but has an immediate predecessor, then I (x, ε¯, i)=
{z ∈Xi : xi  z and πi(z) < ai + εi} and B(x, ε¯, i)= {xi, z2}, where z2 ∈Xi is chosen
so that ai + εi/2 < πi(z2) < ai + εi . If the choice of z2 is not possible, then let
B(x, ε¯, i)= ∅.
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(4) If xi has both an immediate successor and an immediate predecessor, then I (x, ε¯, i)=
{z ∈Xi : ai−εi < πi(z) < ai+εi}. For εi sufficiently small, we have I (x, ε¯, i)= {xi}.
In this case, we set B(x, ε¯, i)= {xi}. Otherwise, B(x, ε¯, i)= ∅.
Note that B(x, ε¯) is a finite set. The sets I (x, ε¯) are open neighborhoods of x and for
any y ∈ I (x, ε¯) we have |πi(yi) − πi(xi)| < εi for all i < N . Let S(x) be the set of
sequences ε¯ for which B(x, ε¯) is not empty. The sets I (x, ε¯) for ε¯ ∈ S(x) form a base
of open sets at x . For any (x, f ) ∈X × Y , if f (x) > 0 then there is an N ∈ N, a sequence
ε¯ = 〈εi : i < N〉 ∈ S(x) of positive rational numbers and a rational number p > 0 such that
f (y) p for all y ∈ I (x, ε¯).
Claim 3.4. Fix an N ∈ N, a sequence ε¯ = 〈εi : i < N〉 of positive rational numbers a
rational number p > 0. If (y, g) ∈X× Y is in the closure of the set
M(p, ε¯)= {(x, f ) ∈X× Y : ε¯ ∈ S(x) and f (u) p for all u ∈ I(x, ε¯)},
then g(y) > 0.
Proof. Let (y, g) ∈ X × Y be an accumulation point of M(p, ε¯). If g(y)  0, choose
η¯ = 〈ηi : i < K〉 ∈ S(y) such that g(u) < p for all u ∈ I (y, η¯). We may take K  N and
ηi < εi for all i < N . Choose (x, f ) ∈M(p,n) such that x ∈ I (y, η¯/2) and f (u) < p for
all u ∈ B(y, η¯). (Here η¯/2 denotes 〈ηi/2: i < N〉. Possibly η¯/2 /∈ S(y), but this will not
matter.)
Claim 3.5. For each i < N , there is a ui ∈ B(y, η¯, i)∩ I (x, ε¯, i).
Proof. We have either yi  xi or xi  yi , say the former.
If xi is isolated, then, since ε¯ ∈ S(x), xi is the only point u ∈ Xi which satisfies
πi(xi) − εi < u < πi(xi) + εi . (See clause (4) above.) Since x ∈ I (y, η¯/2), we have
|πi(yi)− πi(xi)| < ηi/2 < εi and hence yi = xi . In any case where yi = xi , we can take
ui = yi .
So now assume that yi < xi and xi is not isolated. If{
z ∈Xi : πi(xi)− εi < πi(z) and z xi
}⊆ I (x, εi, i),
then yi ∈ I (x, εi, i) since xi ∈ I (y, η¯/2, i) and hence πi(xi) < πi(yi)+ ηi/2, which gives
πi(xi)− εi < πi(yi)+ ηi/2− εi < πi(yi).
So, we may take ui = yi .
Examining the four clauses above show that in the only remaining case, we have
I
(
x, ε¯, i
)= {z ∈Xi : xi  z and πi(z) < πi(xi)+ εi}.
We have η¯ ∈ S(y) and xi is both > yi and a member of I (y, η¯, i). From this it follow that
the definition of I (y, η¯, i) is given by either clause (1) or clause (4) and that there is a
z2 ∈ B(y, η¯, i) such that
πi(yi)+ ηi/2 < πi(z2) < πi(yi)+ ηi.
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We have
πi(xi) < πi(yi)+ ηi/2 < πi(z2) < πi(yi)+ ηi < πi(xi)+ ηi < πi(xi)+ εi.
Thus z2 ∈B(y, η¯, i)∩ I (x, ε¯, i), and we take ui = z2. This proves Claim 3.5. ✷
For i < N , let ui be given by the claim, let ui ∈ B(y, η¯, i) be arbitrary for i  N ,
and let u = (ui : i < ω). Then u ∈ B(y, η¯) ∩ I (x, ε¯). Thus f (u) < p, contradicting
(x, f ) ∈M(p, ε¯). This proves Claim 3.4. ✷
Let K(p, ε¯) denote the closure of M(p, ε¯). Then A = ⋃{K(p, ε¯): p ∈ Q, p > 0,
ε¯ = 〈εi : i < N〉 is a sequence of positive rational numbers}. ✷
Separability cannot be dropped from the assumptions on X in Theorem 3.1, as is seen
by considering the function f :ω1 ×ω1 →{0,1} given by f (α,β)= 1 if for some ξ < ω1
we have α = β = ξ + 1, and f (α,β)= 0 otherwise. (The closure of an uncountable subset
of f−1(1) contains limit points on the diagonal of ω1 × ω1 and hence is not contained in
f−1(1).)
The conclusion of Theorem 3.1 cannot be strengthened to say that f is of Baire class 1,
as the following example shows.
Example 3.6. Let X = [0,1] × 2, ordered lexicographically. Let Y = {f ∈ {0,1}X: f is
continuous}, equipped with the topology of pointwise convergence. Then the evaluation
map F :X× Y →R is separately continuous but not of Baire class 1.
Proof. Suppose there exist continuous functions Fn :X × Y → R, n < ω, such that for
each p ∈X× Y , F(p)= limn→∞ Fn(p). Consider the functions fx , x ∈ [0,1], defined by
fx(y)= 0, for 0L  y  xL, and fx(y)= 1, for xR  y  1R , where for each x ∈ [0,1],
xL = (x,0) and xR = (x,1). For each n < ω, let An be the set of x ∈ [0,1] for which∣∣Fm(xL,fx)− F (xL,fx)∣∣= ∣∣Fm(xL,fx)∣∣< 1/2
and ∣∣Fm(xR,fx)−F (xR,fx)∣∣= ∣∣Fm(xR,fx)− 1∣∣< 1/2
for all m  n. We have A0 ⊆ A1 ⊆ · · ·, and ⋃n<ω An = [0,1]. Thus, there is a nonvoid
open interval I ⊆ [0,1] and an n0 < ω such that An0 is everywhere second category in I .
For f ∈ Y and H ⊆ [0,1] finite, let U(f,H) denote the basic open neighborhood of f
given by
U(f,H)= {g ∈ Y : for all x ∈H, g(xL)= f (xL) and g(xR)= f (xR)}.
For each x ∈ I , since Fn0 is continuous, there is a δx > 0 and a finite Hx ⊆ [0,1] such that
(1) Fn0(p) < 1/2 for each p ∈ [(x − δx)R, xL] ×U(fx,Hx),
(2) Fn0(p) > 1/2 for each p ∈ [xR, (x + δx)L] ×U(fx,Hx), and
(3) Hx ∩ (x − δx, x + δx)= {x}.
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For some k ∈ N, the set Sk = {x ∈ I : δx  1/k} is everywhere second category in some
nonvoid open interval J ⊆ I . Let a, b, c be any members of Sk∩J such that a < b < c and
|a − c|< 1/k. Let g ∈ Y be defined by g(x)= 0, for x belonging to [0L,aL] or [bR, cL],
and g(x) = 1, otherwise. Note that g ∈ U(fa,Ha) and g ∈ U(fc,Hc). This gives us, on
the one hand,(
aR,g
) ∈ [(c− δc)R, cL]×U(fc,Hc)
and thus Fn0(aR,g) < 1/2, and on the other hand,(
aR,g
) ∈ [aR, (a + δa)L]×U(fa,Ha)
and thus Fn0(aR,g) > 1/2, contradiction. ✷
4. Saturated arrays
The proofs of our results for countably compact linearly ordered spaces require some
combinatorial results about n-dimensional arrays. To make the results easier to state, let us
introduce the following terminology.
Definition 4.1. If A is a k0× k1 ×· · ·× kn−1 array, A= (aσ : σ ∈K), where K =∏i<n ki ,
then for any i < n for which ki = 3, we shall say that P = (aσ : σ ∈ K , σ(i) = 1) is a
central plane of A and that P0 = (aσ : σ ∈K , σ(i)= 0) and P2 = (aσ : σ ∈K , σ(i)= 2)
are faces of A and are the neighbors of P .
Definition 4.2. Let R be a reflexive relation on a set S. For a, b ∈ S, write a =1 b to
mean that (a, b) ∈ R and, more generally, for n ∈ N, write a =n b to mean that there are
a = a0, a1, . . . , an = b such that (ai, ai+1) ∈ R for each i < n. (Note: since R is reflexive,
a = b implies a =1 b and for each n ∈N, a =n b implies a =n+1 b.) The relation R should
be mentioned in the notation, but R will always be clear from the context.
Definition 4.3. Let R be a reflexive relation on a set S. Let n ∈ N. Let A = (aσ : σ ∈∏
i<n ki) be an array of elements of S. For any i < n for which ki = 3, and for k = 0 or 2,
we say that the central plane (aσ : σ ∈K , σ(i)= 1) and the face (aσ : σ ∈K , σ(i)= k) are
related if aσ =1 aτ whenever σ(i)= 1, τ (i)= k, and σ(j)= τ (j) for all j < n such that
j = i . If ki = 3 for all i < n, i.e., A has the form (aσ : σ ∈ 3n), we shall say A is saturated
if whenever we delete from A at most n− 1 of its central planes, at least one of the central
planes of the remaining array is related to one of its neighbors.
Proposition 4.4. Let R be a reflexive relation on a set S. Let n ∈N. For n 2, the faces of
a saturated array A= (aσ : σ ∈ 3n) of elements of S, considered as (n− 1)-dimensional
arrays in the obvious way, are saturated.
Proof. Fix k ∈ {0,2} and i < n. If we remove from P = (aσ : σ ∈ 3n, σ (i)= k) the central
planes (aσ : σ ∈ 3n, σ (i)= k, σ (i;) = 1), ; < ;0  n− 2, to obtain an array P ′, and no
central plane of P ′ is related to one of its neighbors, then when we remove from A the
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central planes (aσ : σ ∈ 3n, σ (j)= 1), for j = i, i0, i1, . . . , i;0−1, any central plane in the
resulting array is of the form(
aσ : σ ∈ 3n, σ (j) ∈ {0,2} for j = i, i0, i1, . . . , i;0−1, σ
(
j∗
)= 1),
where j∗ /∈ {i, i0, i1, . . . , i;0−1}. Such a central plane is not related to either of its neighbors
since the corresponding central plane of P ′, namely(
aσ : σ ∈ 3n, σ (i)= k, σ (j) ∈ {0,2} for j = i0, i1, . . . , i;0−1, σ
(
j∗
)= 1),
is, by assumption, not related to either of its neighbors, and hence for each k′ ∈ {0,2}, there
are σ, τ ∈ 3n such that (σ(i)= τ (i)= k) and σ(j), τ (j) ∈ {0,2} for j = i0, i1, . . . , i;0−1,
σ(j∗)= 1, τ (j∗)= k′, σ(j ′)= τ (j ′) whenever j ′ = j∗, and aσ =1 aτ . ✷
Lemma 4.5. Let R be a reflexive relation on a set S. Let n ∈N. Suppose A= (aσ : σ ∈ 3n)
is a saturated array of elements of S. Then A has a corner in which all the entries are
closely related, in the following sense. There are σ0, σ1 ∈ 3n such that σ1(i) = σ0(i)+ 1
for all i < n, and aτ =2n−1 aτ ′ for all τ, τ ′ ∈ 3n such that σ0(i)  τ (i)  σ1(i) and
σ0(i) τ ′(i) σ1(i) for all i < n.
Proof. We proceed by induction on n. When n= 1, A= (aσ : σ ∈ 31)= (a〈0〉, a〈1〉, a〈2〉).
Since A is saturated, a〈1〉 =1 a〈0〉 or a〈1〉 =1 a〈2〉. Take σ0 = 〈0〉 in the first case, and
σ0 = 〈1〉 in the second.
For the induction step, suppose A = (aσ : σ ∈ 3n+1). Hence, for some i < n + 1 and
k ∈ {0,2}, the central plane (aσ : σ ∈ 3n+1, σ (i) = 1) is related to the face (aσ : σ ∈
3n+1, σ (i) = k). By Proposition 4.4, the faces of A are saturated. By the induction
hypothesis, for some σ0, σ1 ∈ 3n+1 such that σ0(i)= σ1(i)= k, we have σ1(i ′)= σ0(i ′)+1
for all i ′ < n+1, i ′ = i , and aτ =2n−1 aτ ′ for all τ, τ ′ ∈ 3n+1 such that σ0(i) τ (i) σ1(i)
and σ0(i)  τ ′(i)  σ1(i) for all i < n. Define σ ′0, σ ′1 ∈ 3n+1 by σ ′0(i ′) = σ0(i ′), and
σ ′1(i ′)= σ1(i ′) for i ′ = i , and (1) σ ′0(i)= 0, σ ′1(i)= 1 if k = 0, (2) σ ′0(i)= 1, σ ′1(i)= 2 if
k = 2. If σ ′, τ ′ ∈ 3n+1 satisfy σ ′0(i ′)  σ ′(i ′)  σ ′1(i ′) and σ ′0(i ′)  τ ′(i ′)  σ ′1(i ′) for all
i ′ < n, define σ, τ ∈ 3n+1 by τ (i ′) = τ ′(i ′) for i ′ < n+ 1, i ′ = i , τ (i)= k, and similarly,
σ(i ′) = σ ′(i ′) for i ′ < n + 1, i ′ = i , σ(i) = k. Then aσ ′ =1 aσ =2n−1 aτ =1 aτ ′ . Thus,
aσ ′ =2n+1 aτ ′ . ✷
The next lemma states that in a saturated array, if all entries in some corner C are
closely related to each other, and all entries in the diagonally opposite corner D, except for
the center entry c of the array, are closely related to each other, but are not closely related
to the entries in C, then all entries in the array, except for the ones in C, are closely related
to the entries in D \ {c}.
Lemma 4.6. Let R be a reflexive relation on a set S. Let n ∈N. Suppose A= (aσ : σ ∈ 3n)
is a saturated array such that
(a) aσ =1 aσ ′ for all σ,σ ′ ∈ 3n such that σ(i), σ ′(i) 1 for all i < n, and
(b) aσ =1 aσ ′ for all σ,σ ′ ∈ 3n such that σ(i), σ ′(i) 1 for all i < n, σ(i)= 0 for at least
one i < n, and σ ′(i)= 0 for at least one i < n,
(c) a〈0,0,...,0〉 =5n a〈1,1,...,1〉,
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then aσ =4n aσ ′ for all σ,σ ′ ∈ 3n such that σ(i)= 0 for at least one i < n, and σ ′(i)= 0
for at least one i < n.
Proof. We proceed by induction on n. When n= 1, this is trivial.
For the induction step, suppose n 2 and A= (aσ : σ ∈ 3n). One of the central planes
(aσ : σ ∈ 3n, σ (i0) = 1) is related to one of its neighbors (aσ : σ ∈ 3n, σ (i0) = k0), for
some i0 < n, k0 ∈ {0,2}. We may assume that i0 = 0. We cannot have k0 = 0, because then
a〈0,0,...,0〉 =1 a〈0,1,...,1〉 =1 a〈1,1,...,1〉, contradicting (c). Thus k0 = 2.
When n = 2, we have a〈2,0〉 =1 a〈1,0〉 =1 a〈0,0〉. If we remove from A the central
plane (aσ : σ ∈ 32, σ (0)= 1), then the only central plane of the remaining array, namely
(aσ : σ ∈ 32, σ (0) ∈ {0,2}, σ (1) = 1), is related to one of its neighbors (aσ : σ ∈
32, σ (0) ∈ {0,2}, σ (1)= k), where k = 0 or k = 2. We cannot have k = 0, for if we did,
then a〈0,0〉 =1 a〈1,0〉 =1 a〈2,0〉 =1 a〈2,1〉 =1 a〈1,1〉. Thus a〈0,0〉 =4 a〈1,1〉, contradicting (c).
Thus, k = 2. This gives a〈0,2〉 =1 a〈0,1〉 =1 a〈0,0〉. Together with (b) and the relation
a〈2,0〉 =2 a〈0,0〉 established above, this gives aσ =2 a〈0,0〉 whenever there is at least one
i < 2 for which σ(i)= 0. The conclusion of the lemma now follows immediately.
Now assume n 3. By Proposition 4.4, the faces of A are saturated. Note that the face
(aσ : σ ∈ 3n, σ (0) = 2) (thought of as an (n− 1)-dimensional array in the obvious way)
satisfies (a). It also satisfies (b) and (c) if =1 is replaced by =3.
(For (c), if=3 satisfies a〈2,0,0,...,0〉 =5n−1 a〈2,1,1,...,1〉, then=1 satisfies a〈2,0,0,...,0〉 =3·5n−1
a〈2,1,1,...,1〉 and hence a〈0,0,0,...,0〉 =1 a〈1,0,0,...,0〉 =1 a〈2,0,0,...,0〉 =3·5n−1 a〈2,1,1,...,1〉 =1
a〈1,1,1,...,1〉 which gives a〈0,0,0,...,0〉 =3·5n−1+3 a〈1,1,1,...,1〉 and thus
a〈0,0,0,...,0〉 =5n a〈1,1,1,...,1〉,
contradicting (c).)
Thus, the induction hypothesis (applied to =3) gives aσ =3·4n−1 aσ ′ whenever σ(0)=
σ ′(0)= 2 and there are at least one i < n such that σ(i)= 0, and at least one i < n such
that σ ′(i)= 0. It follows that aσ =3·4n−1+2 aσ ′ whenever σ(0), σ ′(0) ∈ {1,2} and there are
at least one i < n such that σ(i) = 0, and at least one i < n such that σ ′(i) = 0. Since
a〈0,0,0,...,0〉 =1 a〈1,0,0,...,0〉, it follows that aσ =3·4n−1+3 a〈0,0,0,...,0〉 whenever σ(0) ∈ {1,2}
and there is at least one i < n such that σ(i)= 0.
Since 3 · 4n−1 + 3 + n2  4n for all n  3, we will be done if we show that aσ =n2
a〈0,0,...,0〉 whenever σ(0) = 0. We will inductively construct distinct coordinates j (;),
; < n− 1, such that the following two conditions are satisfied.
For ; n− 1,
(1) aσ =(;+1)2 a〈0,0,...,0〉 whenever σ(0)= 0, σ(j (;′)) is arbitrary for ;′ < ;, and σ(i) 1
for other values of i .
For ; < n− 1,
(2) (aσ : σ ∈ 3n, σ (j (;)) = 1, σ (0) ∈ {0,2}, σ (j (;′)) ∈ {0,2} (;′ < ;)) is related to its
neighbor (aσ : σ ∈ 3n, σ (j (;))= 2, σ (0) ∈ {0,2}, σ (j (;′)) ∈ {0,2} (;′< ;)).
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When ; = 0, (1) holds by assumption. Given j (;′) for ;′ < ; < n − 1, choose j (;)
as follows. Remove from A the central planes (aσ : σ ∈ 3n, σ (0) = 1) and (aσ : σ ∈
3n, σ (j (;′))= 1), ;′ < ;. For some j (;) ∈ n \ {0, j (0), . . . , j (;− 1)}, the central plane(
aσ : σ ∈ 3n, σ
(
j (;)
)= 1, σ (0) ∈ {0,2}, σ (j(;′)) ∈ {0,2}(;′ < ;))
is related to one of its neighbors(
aσ : σ ∈ 3n, σ
(
j (;)
)= k, σ (0) ∈ {0,2}, σ (j(;′)) ∈ {0,2}(;′ < ;)),
where k = 0 or k = 2. If k = 0, we get a contradiction as follows. Define σ, τ ∈ 3n by
letting σ(0)= σ(j (;′))= 2, ;′ < ;, σ(i)= 1 for other values of i , and τ (0)= τ (j (;′))=
2, ;′ < ;, τ (j (;)) = 0, and τ (i) = 1 for other values of i . Then aσ =1 a〈1,1,...,1〉 by
assumption, so aτ =2 a〈1,1,...,1〉 by the choice of j (;). But we have already established
that τ (0) = 2 and τ (j) = 0 for some j < n imply aτ =3·4n−1+3 a〈0,0,...,0〉. This gives
a〈0,0,...,0〉 =3·4n−1+5 a〈1,1,...,1〉, contradicting (c) since 5n  3 · 4n−1 + 5 (recall that n 3).
Thus k = 2.
Now suppose that σ(0) = 0, σ(j (;′)) is arbitrary for ;′  ;, and σ(i)  1 for other
values of i .
If σ(j (;))  1, then aσ =(;+1)2 a〈0,0,...,0〉 by the induction hypothesis. So assume
σ(j (;))= 2. For ;′  ;, define σ;′ ∈ 3n by σ;′(j (m))= 2, if m ;′ and σ(j (m))= 1, and
σ;′(i) = σ(i) for other values of i . Then (2) implies aσ =1 aσ0 =1 aσ1 =1 aσ2 =1 · · · =1
aσ; , and hence aσ =;+1 aσ; . By the choice of j (;), aσ; =1 aτ where τ agrees with σ;
except that τ (j (;))= 1. Then, part (1) of the induction hypothesis implies that aτ =(;+1)2
a〈0,0,...,0〉 and hence aσ =(;+1)2+;+2 a〈0,0,...,0〉, which implies aσ =(;+2)2 a〈0,0,...,0〉. ✷
5. Products of nonseparable linearly ordered spaces
We begin with several technical lemmas.
Lemma 5.1. Let (X,<) be a linear order, and for each n < ω, let σn :n → X be an
increasing sequence. Then there are natural numbers n0 < n1 < · · ·< nk < · · ·, and ik <
nk−1, such that, letting ak = σnk (ik), bk = σnk (ik+1), we have a0 < b0 < a1 < b1 < · · ·,
or a0 > b0 > a1 > b1 > · · · .
Proof. Let ±∞ be points such that −∞ < x <∞ for all x ∈ X. We may assume that
σn(0)=−∞ and σn(n−1)=∞ for each n 2, as long as we arrange that 0 < ik < nk−2
for each k < ω.
Inductively choose an increasing sequence n0 < n1 < · · · , as well as ik < nk − 1
(k < ω), and a decreasing sequence of intervals Ik = (sk, tk) (k < ω), such that, letting
S(n, k)= {i < n: σn(i) ∈ Ik}, we have the following conditions satisfied for each k −1.
Let n−1 = 0, I−1 = (s−1, t−1)= (−∞,∞). Note that 0 < i < n− 1 for each i ∈ S(n, k).
(1) |S(nk+1, k)| 5.
(2) For each m<ω, there is an n > nk such that |S(n, k)|m.
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(3) ik+1 ∈ S(nk+1, k) and at least one of the points σnk+1(ik+1), σnk+1(ik+1 + 1) belongs
to Ik .
(4) sk+1 = max(σnk+1(ik+1), sk) and tk+1 = min(σnk+1(ik+1 + 1), tk).
(For the induction step, choose nk+1 > nk so that |S(nk+1, k)|  5 and choose ik+1 <
nk+1 − 1 in S(nk+1, k) so that at least one of the points σnk+1(ik+1), σnk+1(ik+1 + 1)
belongs to Ik and, letting sk+1 and tk+1 be given by (4), we have that for each m, there is
an n > nk such that |S(n, k + 1)|m.)
By (1), for each k  −1, there is a jk+1 such that either jk+1 < jk+1 + 1 < ik+1 are
all in S(nk+1, k) or ik+1 + 1 < jk+1 < jk+1 + 1 are all in S(nk+1, k). (Note that it follows
that sk < σnk+1(jk+1) < tk and 0 < jk+1 < nk+1 − 2.) At least one of these two conditions
is satisfied by infinitely many values of k, say the first is satisfied by k(0) < k(1) < · · ·.
Write a; = σnk(;)+1(jk(;)+1), b; = σnk(;)+1(jk(;)+1 + 1), for ; < ω. Then we can see that
a0 < b0 < a1 < b1 < · · · as follows. a; < b; is clear. For b; < a;+1, we have
b; = σnk(;)+1(jk(;)+1 + 1) < σnk(;)+1(ik(;)+1) sk(;)+1  sk(;+1)
< σnk(;+1)+1(jk(;+1)+1)= a;+1. ✷
Definition 5.2. Let κ > 0 be a cardinal. Let Xα , α < κ , be linearly ordered spaces. Let
f :
∏
α<κ Xα → R be continuous. For any real number ε > 0, an ε-array for f is a
sequence A = (Aα : α < κ) where for each α < κ , Aα is a finite subset of Xα , and for
any adjacent elements a, b of Aα , there are x, y ∈∏γ<κ Aγ such that x(α)= a, y(α)= b,
x(β)= y(β) for any β ∈ κ \ {α}, and |f (x)− f (y)|> ε. Given an ε-array (Aα : α < κ)
for f , let S(A)= {α < κ : |Aα| 2}. When |S(A)|< ω, for each i < |S(A)|, let S(A)(i)
be the ith member of S(A) (in the order inherited from κ). If, for each α < κ , we are given
∗α ∈Xα and we have ∗α ∈Aα for all α < κ , we will say that A is 〈∗α : α < κ〉-based.
Definition 5.3. Let N  1 be a natural number. Let Xi , i < N , be countably compact
linearly ordered spaces, X =∏i<N Xi . Let ε > 0, and let f :X→ R be continuous. Let
(Ai : i < N) be a sequence of nonempty finite sets, where Ai ⊆ Xi for each i < N . For
i < N , let ±∞i be points such that −∞i < a <∞i for each a ∈ Xi . (We shall write
simply ±∞ instead of ±∞i ). (Ai : i < N) is ε-maximal for f , if whenever
(1) for each i < N , u0i < u1i are adjacent elements of Ai ∪ {±∞},
(2) for each i < N , Fi ⊆Xi is a nonempty finite set, u0i  x  u1i for each x ∈ F , and
(3) for at least one value of i < N and some x ∈ Fi , we have u0i < x < u1i ,
there exist i ∈N , and adjacent x, y ∈ Fi ∪ {u0i , u1i } such that
(4) u0i  x < y  u1i and either x = u0i or y = u1i ,
(5) x = ±∞ and y = ±∞, and
(6) for any s, t ∈ ∏j<N Aj ∪ Fj , if si = x , ti = y and sj = tj for j ∈ N \ {i}, then|f (s)− f (t)| ε.
The next two propositions are straightforward consequences of the definitions which we
shall use without reference.
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Proposition 5.4. Let N ∈ N. Let Xi , i < N , be linearly ordered spaces. Let f :∏i<N Xi→R be continuous. If (Ai : i < N) is an ε-array for f and there is no ε-array (Bi : i < N)
for f such that for each i < N , Ai ⊆ Bi and for at least one value of i < N , Ai = Bi , then
(Ai : i < N) is ε-maximal.
Proof. Let u0i , u
1
i , Fi , be as in (1), (2), (3) above. Define Bi = Ai ∪ Fi for each i < N .
By (3), Ai = Bi for at least one i < N , and hence (Bi : i < N) is not an ε-array. Thus,
there exist i < N and adjacent elements x, y of Bi , say with x < y , such that for all
s, t ∈∏;<N B; such that s(i)= x , t (i)= y , and s(;)= t (;) for any ; ∈ N \ {i}, we have|f (s)− f (t)|  ε. We cannot have x, y ∈ Ai , for x and y would then clearly be adjacent
elements of Ai . Also, for all s, t ∈∏;<N A; such that s(i)= x , t (i)= y , and s(;)= t (;)
for any ; ∈ N \ {i}, we have (since s, t ∈∏;<N B;) |f (s) − f (t)|  ε. This contradicts
the fact that (Ai : i < N) is an ε-array. Thus, clauses (4), (5) and (6) of Definition 5.3 are
satisfied, namely we have
(4) u0i  x < y  u1i and either x = u0i or y = u1i ,
(5) x = ±∞ and y = ±∞, and
(6) for any s, t ∈∏;<N A; ∪ F; =∏;<N B;, if si = x , ti = y and s; = t; for ; ∈ N \ {i},
then |f (s)− f (t)| ε,
and hence (Ai : i < N) is ε-maximal. ✷
Proposition 5.5. Let r,N ∈N with r < N . Let Xi , i < N , be linearly ordered spaces. Let
f :
∏
i<N Xi → R be continuous. Let (Ai : i < N) be ε-maximal for f . Fix ai ∈Ai for
each i < r . Then (Ai : r  i < N) is ε-maximal for the restriction of f to
∏
i<r {ai} ×∏
ri<N Xi , identified with
∏
ri<N Xi in the obvious way.
Proof. For r  i < N , let u0i , u1i , Fi , be as in (1), (2), (3). For i < r , define u0i = ai and
take u1i to be the next element of Ai ∪ {±∞}. Also, let Fi = {ai}. Since (Ai : i < N) is
ε-maximal for f , there exist i ∈ N , and x, y ∈ Fi ∪ {u0i , u1i } such that (4), (5), (6) hold.
From (4) it follows that we do not have i < r . (For such i , there is no z ∈ Fi such that
u0i < z < u
1
i .) Thus r  i < N and for any s, t ∈
∏
i<r {ai} ×
∏
rj<N Aj ∪ Fj , if si = x ,
ti = y and sj = tj for j ∈ (N \ r) \ {i}, then we have s, t ∈∏j<N Aj ∪ Fj and sj = tj
for j ∈N \ {i} (since sj = tj = aj for j < r) and hence |f (s)− f (t)| ε. Thus, (4), (5),
(6) hold for the restriction of f . ✷
Lemma 5.6. Let N  1 be a natural number. If Xi , i < N , are countably compact linearly
ordered spaces, X =∏i<N Xi = ∅, ε > 0, and f :X→R is continuous, then sup{n < ω:
there is an ε-array (Ai : i < N) for f such that max{|Ai|: i < N}> n} is finite.
Proof. Suppose not. For n < ω, let (Ani : i < N) be an ε-array such that max{|Ani |: i <
N} > n. We may assume that |An0| > n for all n < ω. Applying Lemma 5.1 to the
increasing enumerations of the sets Ak0, we get adjacent points ak, bk ∈ Ak0 such that
one of the two alternatives given by the conclusion holds, say ak < bk < ak+1 for all
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k < ω. Let p = limk→∞ ak = limk→∞ bk (which exists since X0 is countably compact).
For each k, choose qk ∈∏N−1i=1 Aki such that |f (ak, qk)− f (bk, qk)|> ε. Since ∏N−1i=1 Xi
is sequentially compact, we may assume that limk→∞ qk = q for some q ∈ ∏N−1i=1 Xi .
Every neighborhood of (p, q) ∈ X contains the points (ak, qk) and (bk, qk) for all but
finitely many values of k. Thus f varies by more than ε on each neighborhood of (p, q),
contradicting the continuity of f . ✷
Lemma 5.7. Let Xi , i < N , be linearly ordered spaces, X =∏i<N Xi . Let f :X→R be
continuous, and let ε > 0. Fix a strictly increasing h :N→ N such that h(1) 4 and for
each n 2, h(n) (4n+ 3)+ 5n+1(h(n− 1)4n+ 4n). Let (Ai : i < N) be a sequence of
nonempty finite sets, Ai ⊆Xi (i < N ), which is ε-maximal for f . Let x = (xi: i < N) ∈X.
Assume that for each i < N , there are adjacent elements ai, bi of Ai such that ai < xi < bi .
Then there are x ′ = (x ′i : i < N) ∈ X, and open intervals Ii ⊆ Xi , i < N , such that the
following properties hold.
(A) |f (x ′)− f (x)| ε.
(B) For each i < N one of the following holds.
(1) x ′i = xi and Ii is either (ai, xi] or [xi, bi),
(2) ai < x ′i < xi < bi and Ii = (x ′i , bi),
(3) ai < xi < x ′i < bi and Ii = (ai, x ′i ).
(C) f varies by at most 2Nε on ∏i<N I˜i , where I˜i is the set containing xi and the two
endpoints of Ii . (“Endpoint” here means the endpoints as given by the notation in (1),
(2) and (3). For example, in (2) the endpoints are x ′i and bi . This might not be the
same as inf Ii and sup Ii , even if these exist.)
Furthermore, given any point x ′ = (x ′i : i < N) ∈ X, and any open intervals Ii ⊆ Xi ,
i < N , satisfying (A), (B), and (C), if g :X → R is continuous, (Ai : i < N) is an
ε-maximal array for g, and |g(y) − f (y)|  ε for all y ∈ ∏i<N {ai, bi, xi, x ′i}, then|g(y)− f (x)| h(N)ε for all y ∈∏i<N Ji , where Ji = Ii ∪ {ci}, where ci is the endpoint
of Ii which is in Ai .
Proof. For real numbers u, v, write u∼ε v to mean that |u− v| ε.
Consider first the case N = 1. By ε-maximality ofA0, we have either f (x0)∼ε f (a0) or
f (x0)∼ε f (b0), say the latter. If [x0, b0) is open, define x ′0 = x0, I0 = [x0, b0). Otherwise,
choose x ′0 such that a0 < x ′0 < x0 < b0, and f (x ′0)∼ε f (x0). Then let I0 = (x ′0, b0). Note
that we have f (x ′0)∼2ε f (b0). Now assume that x ′0, I0, g are as in the hypothesis of the
last claim in the statement of the lemma. We may assume that the endpoints of I0 are x ′0
and b0. By (C), f (x ′0)∼2ε f (b0). For any y ∈ J0 = I0 ∪ {b0}, the ε-maximality of A0 for
g implies that we cannot have g(a0) ∼ε g(x ′0) ∼ε g(y) ∼ε g(b0).
Case 1. g(y)∼ε g(b0). Then g(y)∼ε g(b0)∼ε f (b0)∼2ε f (x0), so g(y)∼4ε f (x0).
Case 2. g(x ′0)∼ε g(y). Then g(y)∼ε g(x ′0)∼ε f (x ′0)∼ε f (x0), so g(y)∼3ε f (x0).
Case 3. g(x ′0) ∼ε g(y) ∼ε g(b0) and g(a0) ∼ε g(x ′0). Then g(y)∼ε g(a0) (by ε-max-
imality of A0), so g(y) ∼ε g(a0) ∼ε g(x ′0) ∼ε f (x ′0) ∼ε f (x0), and we have g(y) ∼4ε
f (x0).
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Now assume N  2. By the ε-maximality of (Ai : i < N), the array(
f (p): p ∈
∏
i<N
{ai, xi, bi}
)
,
is saturated with respect to the relation ∼ε . By Lemma 4.5, there is a corner of this array on
which f varies by no more than (2N−1)ε. For notational convenience, and without loss of
generality, we assume that this corner is the one indexed by
∏
i<N {xi, bi}. For each i < N
such that [xi, bi) is open, define x ′i = xi and Ii = [xi, bi). For the other values of i < N ,
choose x ′i so that ai < x ′i < xi and f varies by no more that 2Nε on
∏
i<N {x ′i, xi, bi}; then
let Ii = (x ′i , bi).
We have now established the lemma when N = 1, and the first part of the lemma
when N  2.
Now assume that N  2 and that x ′, Ii (I < N ), g are as in the hypothesis of the last
claim in the statement of the lemma. Again, for notational convenience, assume that all the
intervals Ii have the form (x ′i , bi) or [x ′i , bi). If g is within ε of f on each of the points of∏
i<N {ai, x ′i , xi, bi}, then g varies by no more than (2N + 2)ε on
∏
i<N {x ′i, xi, bi}.
Let y ∈∏i<N Ji . Suppose first that y ∈∏i<N Ii and |g(y) − f (x)| > h(N)ε. In the
array (
g(p): p ∈
∏
i<N
{ai, yi, bi}
)
,
there is, by Lemma 4.5 (taking the relation to be ∼ε), a corner in which the values differ
from one another by no more than (2N − 1)ε.
Claim 5.8. The only corner of ∏i<N {ai, yi, bi} on which g varies by no more than 2Nε is
the one given by
∏
i<N {ai, yi}. (In particular, the corner mentioned above is necessarily
the one indexed by
∏
i<N {ai, yi}.)
Proof. If not, then there is such a corner in which the index of some point has a coordinate
of the form bi , say with i = 0. As noted in Proposition 5.5 (Ai : 1 i < N) is an ε-maximal
array for the restriction of g to {b0} ×∏1i<N Xi identified, in the obvious way, with∏
1i<N Xi . Also,∣∣f (b0, x1, . . . , xN−1)− f (b0, x ′1, . . . , x ′N−1)∣∣ 2Nε
and f varies by at most 2Nε  2(N − 1)(2Nε) (since N  2) on {b0} ×∏1i<N I˜i . By
the induction hypothesis, with ε replaced by 2Nε,∣∣g(b0, y1, . . . , yN−1)− f (b0, x1, . . . , xN−1)∣∣ h(N − 1)(2Nε).
We also have |f (b0, x1, . . . , xN−1) − f (x)|  2Nε and |g(b0, y1, . . . , yN−1) − g(y)| 
2Nε. Thus,∣∣g(y)− f (x)∣∣ 2Nε + h(N − 1)(2Nε)+ 2Nε  h(N)ε,
contradiction. ✷
M.R. Burke / Topology and its Applications 129 (2003) 29–65 47
By the first part of the lemma, we can find y ′ and open intervals Ui = (ai, y ′i ) or (ai, y ′i],
i < N , so that (A), (B) and (C) hold with (f, x, x ′, Ii ) replaced by (g, y, y ′,Ui). (By
Claim 5.8, in order for (C) to hold, the interval Ui necessarily has ai , rather than bi , as
an endpoint, for each i < N .) We have x ′i ∈ Ui for each i < N . (If x ′i = yi , then x ′i ∈ Ui
because Ui is a neighborhood of yi . If x ′i = yi , then, since yi ∈ Ii , we have x ′i < yi < bi
and hence x ′i ∈Ui .)
Consider a point p ∈∏i<N {yi, bi} such that L= {i < N : pi = bi} = ∅. If L=N , then|f (p)−f (x)| 2Nε and |g(p)−f (p)| ε, so |g(p)−f (x)| (2N+1)ε. Assume now
that L = N . As in the proof of Claim 5.8, (Ai : i ∈ N \ L) is an ε-maximal array for the
restriction of g to
∏
i∈L{bi}×
∏
i∈N\LXi identified, in the obvious way, with
∏
i∈N\L Xi .
Define q ∈∏i<N {xi, bi} by qi = pi = bi , i ∈ L, qi = xi , i ∈ N \ L. As in the proof of
Claim 5.8, it follows that∣∣g(p)− f (q)∣∣ h(N − |L|)2Nε  h(N − 1)2Nε.
We also have |f (x) − f (q)|  2Nε, and hence |g(p) − f (x)|  h(N − 1)2Nε + 2Nε.
Note that this holds also when L = N . Hence g varies by no more than double the value
h(N − 1)2Nε+ 2Nε over ∏i<N {yi, bi} \ {y}. We also have∣∣g(y)− g(b0, b1, . . . , bN−1)∣∣> 5N(h(N − 1)4Nε+ 4Nε).
For, if not, then∣∣g(y)− f (x)∣∣  ∣∣g(y)− g(b0, b1, . . . , bN−1)∣∣+ ∣∣g(b0, b1, . . . , bN−1)− g(x)∣∣
+ ∣∣g(x)− f (x)∣∣
 5N
(
h(N − 1)4Nε+ 4Nε)+ (2N + 2)ε+ ε  h(N)ε,
contradiction.
(The second inequality uses the fact that g varies by no more than (2N + 2)ε on∏
i<N {x ′i , xi, bi}.)
By Lemma 4.6, applied to the array (g(p): p ∈ ∏i<N {ai, yi, bi}) and the relation∼h(N−1)4Nε+4Nε , we get∣∣g(b0, b1, . . . , bN−1)− g(p)∣∣ 4N (h(N − 1)4Nε+ 4Nε),
for any p ∈∏i<N {ai, yi, bi} such that pi = bi for at least one i < N . In particular,∣∣g(b0, b1, . . . , bN−1)− g(p)∣∣ 4N (h(N − 1)4Nε+ 4Nε),
for any p ∈∏i<N {ai, bi} such that pi = bi for at least one i < N .
Similarly, consider a point q ∈∏i<N {ai, x ′i} such that L = {i < N : qi = ai} = ∅. If
L = N , then |g(q) − g(y)|  (2N − 1)ε by the statement in parentheses in Claim 5.8.
Assume now that L = N . (Ai : i ∈ N \ L) is an ε-maximal array for the restriction of g
to
∏
i∈L{ai} ×
∏
i∈N\LXi identified, in the obvious way, with
∏
i∈N\L Xi . Define points
yˆ, yˆ ′ ∈ X by yˆi = yi and yˆ ′i = y ′i for i ∈ N \ L, and yˆi = yˆ ′i = ai for i ∈ L. By (C) for
(g, y ′,Ui), we have |g(yˆ)− g(yˆ ′)| 2Nε. As pointed out above, x ′i ∈ Ui for each i < N ,
and hence q ∈∏i<N Ui ∪ {ai}. The induction hypothesis gives∣∣g(q)− g(yˆ)∣∣ h(N − |L|)2Nε  h(N − 1)2Nε.
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Since |g(y)− g(yˆ)| (2N − 1)ε, we get∣∣g(q)− g(y)∣∣ (2N − 1)ε+ h(N − 1)2Nε  2Nε + h(N − 1)2Nε.
Note that this holds also when L = N . Since, as pointed out above, g varies by no more
than (2N + 2)ε on ∏i<N {x ′i , bi}, a similar calculation as in the previous paragraph shows
that Lemma 4.6 applies to the array (g(p): p ∈∏i<N {ai, x ′i , bi}) (with the relation being∼h(N−1)4Nε+4Nε).
(If g(a0, a1, . . . , aN−1)− g(x ′)| 5N(h(N − 1)4Nε+ 4Nε), then∣∣g(y)− f (x)∣∣  ∣∣g(y)− g(a0, a1, . . . , aN−1)∣∣+ ∣∣g(a0, a1, . . . , aN−1)− g(x ′)∣∣
+ ∣∣g(x ′)− g(x)∣∣+ ∣∣g(x)− f (x)∣∣
 (2N − 1)ε+ 5N(h(N − 1)4Nε+ 4Nε)+ (2N + 2)ε+ ε
 h(N)ε,
contradiction.)
We get |g(a0, a1, . . . , aN−1) − g(p)|  4N(h(N − 1)4Nε + 4Nε) for any p ∈∏
i<N {ai, x ′i , bi} such that pi = ai for at least one i < N . In particular,∣∣g(a0, a1, . . . , aN−1)− g(p)∣∣ 4N (h(N − 1)4Nε+ 4Nε),
for any p ∈∏i<N {ai, bi} such that pi = ai for at least one i < N .
Now, since N  2, there is a point p ∈∏i<N {ai, bi} such that pi = ai for at least one
i < N and pi = bi for at least one i < N . For such a point p, we get∣∣g(y)− f (x)∣∣  ∣∣g(y)− g(a0, a1, . . . , aN−1)∣∣+ ∣∣g(a0, a1, . . . , aN−1)− g(p)∣∣
+ ∣∣g(p)− g(b0, b1, . . . , bN−1)∣∣+ ∣∣g(b0, b1, . . . , bN−1)− g(x)∣∣
+ ∣∣g(x)− f (x)∣∣
 (2N − 1)ε+ 4N(h(N − 1)4Nε+ 4Nε)
+ 4N (h(N − 1)4Nε+ 4Nε)+ (2N + 2)ε+ ε
 h(N)ε,
contradiction.
Thus |g(y)− f (x)| h(N)ε for each y ∈∏i<N Ii .
Now suppose y ∈∏i<N Ji \∏i<N Ii . Then the set S = {i < N : yi ∈Ai} is nonempty.
If S = N , then y ∈ ∏i<N {ai, bi} ∩ ∏i<N I˜i , so f (x) ∼2Nε f (y) ∼ε g(y) and hence
f (x) ∼h(N)ε g(y). If N \ S = ∅, consider the restriction of f to T = {z ∈ X: zi = yi
for all i ∈ S}, identified with ∏i∈N\S Xi . Note that (Ai : i ∈ N \ S) is ε-maximal for f
on T , and f varies by at most 2Nε  2(N − |S|)(2Nε) on ∏i∈S{yi} ×∏i∈N\S I˜i .
Define xˆ ∈ T by xˆi = xi for i ∈ N \ S, and xˆi = yi for i ∈ S. Similarly, define
xˆ ′ ∈ T . Since yi ∈ Ai is an endpoint of Ii for i ∈ S, we have |f (xˆ) − f (xˆ ′)|  2Nε.
By the induction hypothesis, we have g(y) ∼h(N−|S|)(2Nε) f (xˆ) ∼2Nε f (x) and hence
g(y)∼h(N−1)(2Nε)+2Nε f (x), which implies f (x)∼h(N)ε g(y). ✷
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Definition 5.9. Let Xi , i < N , be linearly ordered spaces, let X = ∏i<N Xi , and for
each i < N , let Ai ⊆ Xi be a nonempty finite set. Let x = (xi : i < N) ∈ X. We say that
y = (yi : i < N) is a projection of x onto (Ai : i < N) if, for each i < N , we have yi = xi
if xi ∈Ai , yi = minAi if xi < minAi , yi = maxAi if xi > maxAi , and yi ∈ {a, b} if a and
b are consecutive members of Ai and a < xi < b.
The outer projection of x onto (Ai: i < N) is the point x ′ = (x ′i: i < N) given by letting
x ′i = xi if xi ∈Ai or xi is strictly between two consecutive members of Ai , x ′i = minAi if
xi < minAi , x ′i = maxAi if xi > maxAi .
Note that if y is a projection of x onto (Ai : i < N), and x ′ is the outer projection
of x onto (Ai : i < N), then yi = xi except when xi is strictly between two consecutive
members of Ai .
Lemma 5.10. Let Xi , i < N , be linearly ordered spaces, X =∏i<N Xi . Let f :X→ R
be continuous, and let ε > 0. Fix a strictly increasing h :N→ N as in Lemma 5.7, i.e.,
such that h(1)  4 and for each n  2, h(n)  (4n + 3) + 5n+1(h(n − 1)4n+ 4n). Let
(Ai : i < N) be a sequence of nonempty finite sets, Ai ⊆ Xi (i < N), which is ε-maximal
for f . Let x = (xi : i < N) ∈ X. Let T = {i < N : xi /∈ Ai}. Suppose that there is a
projection y = (yi : i < N) of x onto (Ai : i < N) such that f varies by at most ε on the
set
∏
i<N {x ′i , yi}, where x ′ = (x ′i : i < N) is the outer projection of x onto (Ai : i < N).
Then |f (x)− f (y)| h(|T |)ε.
Proof. For i < N , let ±∞i be points such that −∞i < a <∞i for each a ∈Xi . (We shall
write simply ±∞ instead of ±∞i ). We proceed by induction on r = |T |.
If r = 0, then x = y and the conclusion is clear.
If r > 0, for each k ∈ T , define a point z(k) ∈X, by setting z(k)i = xi for all i ∈N \{k},
and z(k)k = yk . Let Tk = {i < N : z(k)i /∈ Ai} = T \ {k}. Notice that y is a projection of
z(k) onto (Ai : i < N) and, if z(k)′ is the outer projection of z(k) onto (Ai : i < N), then
f varies by at most ε on the set
∏
i<N {z(k)′i , yi}.
(We have z(k)′i = x ′i for all i < N , except for i = k, and z(k)′k = yk . Thus∏
i<N {z(k)′i , yi} ⊆
∏
i<N {x ′i , yi}.)
By the induction hypothesis, |f (z(k))− f (y)| h(r − 1)ε.
For each i < N , let u0i , u
1
i be the consecutive members of Ai ∪ {±∞} such that
u0i < xi < u
1
i if xi /∈ Ai , and such that u0i = xi if xi ∈ Ai . Apply Definition 5.3 with
Fi = {xi} to get a coordinate k (called i in the statement of Definition 5.3) and the two
points called x and y in the definition. By Definition 5.3(4), these two points have the
form xk and u;k for some ; ∈ {0,1}, and we have u0k < xk < u1k , so k ∈ T . Also, by
Definition 5.3(5), u;k = ±∞.
Case 1. u0k =−∞.
Then, ; = 1. Also, z(k)k = yk = u1k , Thus, by clause (6) of Definition 5.3, |f (x) −
f (z(k))|  ε, and hence |f (x) − f (y)|  |f (x) − f (z(k))| + |f (z(k)) − f (y)|  ε +
h(r − 1)ε  h(r)ε.
Case 2. u1k =∞.
Similar to Case 1.
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Case 3. −∞< u0k < u1k <∞.
If u;k = yk , then |f (x) − f (z(k))|  ε, and we finish as in Case 1. So assume that
u;k = yk , say ;= 0 and yk = u1k . Define a point p ∈X, by setting pi = xi for all i ∈N \ {k},
and pk = u0k .
By Definition 5.3(6), we have |f (x)− f (p)|  ε. Let p′ be the outer projection of p
onto (Ai : I < N). Since p and x differ only on the kth coordinate, this gives p′i = x ′i for
all i ∈ N \ {k}, and p′k = u0k . By Definition 5.3(6), we have |f (x ′)− f (p′)|  ε. Define
Tp = {i < N : i = k and −∞< u0i < xi < u1i <∞}. Since (Ai : i ∈ Tp) is ε-maximal for
the restriction of f to {z ∈ X: zi = yi for all i /∈ Tp ∪ {k}, and zk = u0k}, identified with∏
i∈Tp Xi , there is, by Lemma 5.7, a point y(p) which is a projection of p onto (Ai : i < N)
and whose ith coordinate, for i ∈ Tp , is the endpoint of Ii which is in Ai , and such that f
varies by at most 2|Tp|ε  2(r − 1)ε on the set ∏i<N {p′i , y(p)i}. Thus, by the induction
hypothesis,∣∣f (p)− f (p′)∣∣  ∣∣f (p)− f (y(p))∣∣+ ∣∣f (y(p))− f (p′)∣∣
 h(r − 1)(2(r − 1)ε)+ 2(r − 1)ε
 h(r − 1)(2(r − 1)ε)+ 2h(r − 1)ε
= 2rh(r − 1)ε.
By assumption, we have |f (y) − f (x ′)|  ε. This gives f (x) ∼ε f (p) ∼2rh(r−1)ε
f (p′) ∼ε f (x ′) ∼ε f (y). Hence f (x) ∼2rh(r−1)ε+3ε f (y), which implies f (x) ∼h(r)ε
f (y), as desired. ✷
Lemma 5.11. Let N ∈ N. Let Xi , i < N , be countably compact linearly ordered spaces,
X = ∏i<N Xi . Fix ∗i ∈ Xi for each i < N . For any "n ∈ ωN and any ε > 0, define
Z0("n, ε) = {f ∈ Cp(X): there is a 〈∗i : i < N〉-based ε-array (Ai : i < N) for f such
that |S(A)| = |"n | and for each i < |S(A)|, |AS(A)(i)| "n(i)} and Y0("n, ε) = Z0("n, ε) \⋃{Z0("m,ε): "m ∈ ωN, "m>"n }. (See below for the meaning of "m>"n.)
Let x ∈X, f ∈ Cp(X),"n ∈ ωN , ε > 0 be such that f ∈ Y0("n, ε). Then there are open
neighborhoodsW of x and V of f such that for any y ∈W and g ∈ V ∩Y0("n, ε), we have
|g(y)− f (y)| 8h(N)2+
.
4h(N)δ. (h is as in Lemma 5.10.)
(For two finite sequences "n,"m ∈ ωN , let us write "n  "m if "n(i) "m(i) for all i < N .
Then"n < "m means that"n "m and"n(i) < "m(i) for at least one i < N .)
Proof. In this proof, ε-array means 〈∗i : i < N〉-based ε-array.
Fix an ε-array (Ai : i < N) for f such that |S(A)| = |"n | and for each i < |S(A)|,
|AS(A)(i)|"n(i). By moving the elements of Ai slightly if necessary, we can assume that
for each i < N such that xi is not isolated in Xi , xi /∈Ai .
Let ±∞i be points such that −∞i < a <∞i for each a ∈Xi , and write ±∞ instead
of ±∞i . Let
T = {i < N : xi /∈Ai}.
M.R. Burke / Topology and its Applications 129 (2003) 29–65 51
For i ∈ T , let ai, bi be the adjacent elements of Ai ∪ {±∞} such that ai < xi < bi . Let
T ′ = {i ∈ T : −∞< ai < bi <∞}.
Let x ′ be the outer projection of x onto (Ai : i < N). Since (Ai : i ∈ T ′) is ε-maximal
for the restriction of f to {z ∈ X: zi = x ′i for all i ∈ N \ T ′}, identified with
∏
i∈T ′ Xi ,
there are, by Lemma 5.7, open intervals Ii ⊆ Xi containing xi and disjoint from Ai , for
i ∈ T ′, and a point y ∈ X, such that for i ∈ T ′ we have that yi ∈ {ai, bi} is one of the
endpoints of Ii , for i ∈ N \ T ′ we have yi = x ′i , and f varies by at most 2|T ′|ε on the
set
∏
i∈N\T ′ {x ′i} ×
∏
i∈T ′ I˜i where I˜i is the set containing xi and the two endpoints of Ii .
In particular, f varies by at most 2Nε on
∏
i<N {x ′i, yi}. Define open intervals Ii ⊆ Xi ,
i ∈N \ T ′, as follows.
(1) Ii = {xi}, if xi ∈ Ai . (Recall that we chose Ai so that this happens only when xi is
isolated.)
(2) Ii = (ai, bi), if xi /∈Ai .
Choose δ > 0 small enough so that if g :X→ R is continuous and |g(s)− f (s)|< δ for
each s ∈∏i<N Ai , then (Ai : i < N) is an ε-array for g. Notice that if g ∈ Y ("n, ε), then the
fact that (Ai : i < N) is an ε-array for g implies that (Ai : i < N) is ε-maximal for g. For
each i < N , let Fi ⊆Xi be a finite set containing the members of Ai , xi , and the endpoints
of Ii .
Let
V =
{
g ∈ Cp(X):
∣∣g(s)− f (s)∣∣< min{ε, δ} for each s ∈ ∏
i<N
Fi
}
.
For any g ∈ V ∩Y ("n, ε), if we let Ji denote the interval Ii together with its endpoint in Ai ,
when i ∈ T ′, and let Ji denote {x ′i}, when i ∈ N \ T ′, then for any point p ∈
∏
i<N Ji ,
we have, by Lemma 5.7 applied to the restriction of f to
∏
i∈N\T ′ {x ′i} ×
∏
i∈T ′ Xi with
x ′ in the role of x , g(p) ∼h(|T ′|)ε f (x ′) and hence g(p) ∼h(N)ε f (x ′). We also have
f (x ′)∼h(|T ′|)ε f (x) by the case of Lemma 5.10 where y = x ′. Hence g(p)∼2h(N)ε f (x).
Now let W =∏i<N Ii and fix z ∈W and g ∈ V ∩Y ("n, ε). Let z′ be the outer projection
of z onto (Ai : i < N). Then z′i = zi for i ∈ T ′, and z′i = x ′i when i ∈ N \ T ′, so
z′ ∈∏i<N Ji . We have that g varies by at most 2h(N)ε on∏i<N Ji . Let y be the projection
of z onto (Ai : i < N) such that yi is the endpoint of Ii which is in Ai , for i ∈ T ′. Note that
y is also a projection of z′ onto (Ai : i < N), and y ∈∏i<N Ji . Thus, by Lemma 5.10,
g(z)∼h(N)(2h(N)ε) g(y)∼h(N)(2h(N)ε) g
(
z′
)∼2h(N)ε f (x),
which gives
g(z)∼4h(N)2ε+2h(N)ε f (x).
Applying this last relation to both g and f gives
g(z)∼4h(N)2ε+2h(N)ε f (x)∼4h(N)2ε+2h(N)ε f (z). ✷
The concept of local narrowness given by the next definition strengthens the property
of X given by Proposition 2.3(d) by insisting that the sets Sn have the form X × Yn. The
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concept of narrowness strengthens it further by insisting also that the neighborhoods W
have the form X× V .
Definition 5.12. Let X be a space. We say that Y = Cp(X) is narrow, if there are sets
Yn ∈FY , n < ω, such that Y =⋃n<ω Yn and for each f ∈ Y and ε > 0, there are n < ω and
an open neighborhood V of f such that f ∈ Yn and for every g ∈ Yn ∩ V , ‖f − g‖∞ < ε.
We say that Y = Cp(X) is locally narrow, if there are sets Yn ∈ FY , n < ω, such
that Y = ⋃n<ω Yn and for each x ∈ X, f ∈ Y and ε > 0, there are n < ω, an open
neighborhood W of x , and an open neighborhood V of f such that f ∈ Yn and for every
y ∈W and every g ∈ Yn ∩ V , |f (y)− g(y)|< ε.
Remark 5.13. The concept of narrowness has been considered in the literature under
different names. (We phrased the definition as we did to bring out the contrast with local
narrowness, a concept which does not seem to lend itself to elegant formulation using the
existing terminology.) Specifically, we have the following.
(1) Narrowness and the descriptive property of Hansell mentioned in the introduction are
easily seen to be equivalent when X is compact. Take Yn =⋃En in one direction.
As pointed out in [14], each En is discrete in some open set, and taking the pointwise
closure of a set does not increase its ‖ ·‖∞-diameter. Hence⋃En can be assumed to be
the intersection of an open set and a closed set. (This does not require compactness.)
In the other direction, use the fact that C(X) has a σ -discrete base to break the Yn’s up
into the En’s. See also [7] and [12] for a discussion of other similar properties.
(2) Narrowness becomes identical to the property of C(X) called P(τ1, τ2) in [15,
Definition 1] if we take τ2 to be the topology of pointwise convergence, take τ1 to
be the topology generated by the sets Uf,ε = {g ∈C(X): ‖f − g‖∞ < ε}, and add the
requirement that the sets An mentioned there belong to FCp(X).
As an indication of the requirements on X in order that Cp(X) be narrow or locally
narrow, we state without proof the following proposition (which will not be used in the
sequel). It characterizes these properties when X is metrizable.
Proposition 5.14. Let X be a metric space.
(a) Cp(X) is locally narrow if and only if the set of nonisolated points of X is separable.
(b) Cp(X) is narrow if and only if X is compact.
We now clarify the distinction between the concepts of narrowness and local narrowness
in the class of linearly ordered spaces which is our main concern. Example 5.17 shows that
when X is a countably compact linearly ordered space, then Cp(X) might not be narrow.
(By Theorem 5.21, Cp(X) is locally narrow whenever X is a countably compact linearly
ordered space.) We shall need the following elementary fact.
M.R. Burke / Topology and its Applications 129 (2003) 29–65 53
Proposition 5.15. Let α be an ordinal. Let Lξ , ξ < α, be countably compact lines, each of
which has a largest and a smallest element. ThenX =∏ξ<α Lξ , ordered lexicographically,
is countably compact.
Proof. It is enough to show that every monotone sequence in X converges. Let 〈an: n < ω〉
be a monotone sequence in X, say nondecreasing. Define a limit point p for 〈an: n < ω〉 as
follows. p(0)= limn→∞ an(0). If {n < ω: an(0)= p(0)} is empty, define p(ξ)= minLξ
for all ξ ∈ α \ 1. Then p = liman. If {n < ω: an(0) = p(0)} is nonempty, then it must
be infinite since 〈an: n < ω〉 is nondecreasing. Define p(1) = limn→∞, an(0)=p(0) an(1).
In general, at stage ξ < α, if the process has not yet terminated, proceed as follows.
If {n < ω: an  ξ = p  ξ} is empty, define p(ξ ′) = minLξ ′ for all ξ ′ ∈ α \ ξ . Then
p = liman. If {n < ω: an  ξ = p  ξ} is nonempty, then it must be infinite. Define
p(ξ)= limn<ω,anξ=pξ an(ξ). This works. ✷
Note that the assumption that the Lξ ’s have largest and smallest elements cannot be
deleted. If we let α = 2, L0 = ω1 and L1 = ω∗1 (ω∗1 is ω1 with the reverse order), then no
set A of the form {xn: n < ω} ⊆ L0 ×L1, where xn(0) < xn+1(0) for all n < ω, can have
a supremum, for if x = sup{xn: n < ω}, then clearly we must have x(0)= sup{xn(0): n <
ω}, but then all points y ∈ L0 × L1 which have the same first coordinate as x are upper
bounds on A. Most of these points precede x in L0 ×L1.
Proposition 5.16. For any space X, if Cp(X) is narrow, then Clopen(X) = {1A: A⊆ X
is clopen} is σ -F -discrete, i.e., we can write Clopen(X) =⋃n<ω En where for each n,
En ∈FClopen(X) and En is discrete the subspace topology on En.
Proof. Suppose Cp(X) is narrow with witnesses Yn, n < ω. For f,g ∈ Clopen(X), we
have either f = g or ‖f − g‖∞ = 1. Applying the definition of narrowness with ε = 1, we
see that Clopen(X)=⋃n<ω Y ′n where Y ′n is the set of elements of Yn ∩Clopen(X) which
are relatively isolated in Yn. ✷
Example 5.17. There is a countably compact linearly ordered space X for which
Clopen(X) is not σ -discrete in Cp(X), and in particular Cp(X) is not narrow.
Proof. Let L= ω1+ω∗1 . (This is ω1 with its usual order followed by a copy of ω1 with the
reverse of the usual order.) Let X = Lω1 , ordered lexicographically. By Proposition 5.15,
X is countably compact. Suppose Clopen(X) were σ -discrete, with witnesses Yn, n < ω.
For s ∈⋃α<ω1 Lα , define fs ∈Cp(X) by
fs(x)=


0, if x  α < s,
0, if x  α = s and x(α) ∈ ω1,
1, if x  α = s and x(α) ∈ ω∗1,
1, if x  α > s.
Let D= {fs : s ∈⋃α<ω1 Lα}. he functions in D are characteristic functions of clopen final
segments of X. In particular, D ⊆ Clopen(X). Also, in the subspace D, each element fs
has a base of open neighborhoods consisting of the sets U(fs;x, y)= {g ∈ D: g(x)= 0,
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g(y)= 1}, where x  α = y  α = s, 0 < x(α) ∈ ω1, 0 > y(α) ∈ ω∗1 , x(β)= y(β)= 0 for
β > α. Let us call these special neighborhoods.
We shall get a contradiction by defining a one-to-one function α → nα from ω1 into ω.
For α < ω1, inductively define nα ∈ ω, sα ∈ Lα , βα ∈ ω1, and points xα, yα ∈X so that
the following hold.
(1) s0 = ∅.
(2) sα =⋃γ<α sγ if α is a limit ordinal.
(3) sα = sCγ 〈βγ 〉 if α = γ + 1.
(4) U(fsα ;xα, yα) is a special neighborhood of fsα such that U(fsα ;xα, yα) ∩ Ynα ∩
D = {fsα }.
(5) βα = xα(α).
To carry out the construction, at stage α, get sα from (1), (2) or (3), depending on the
nature of α. Then get the special neighborhoodU(fsα ;xα, yα) and nα < ω so that (4) holds.
Then define βα by (5).
It is clear that for each α < ω1, xα < yα , and it is easily checked that the xα’s
form an increasing sequence and the yα’s form a decreasing sequence. This gives fsα ∈
U(fsi ;xi, yi) for any i < α. From (4), with i in the place of α, we get fsα /∈ Yni .
(The fact that |sα| = |si | is enough to ensure fsα = fsi .) Thus, since fsα ∈ Ynα by (4),
nα /∈ {ni : i < α}, and so the map α → nα is one-to-one, as desired. ✷
Our interest in local narrowness arises from the following proposition.
Proposition 5.18. Let X be a space such that Cp(X) is locally narrow. Then for any
space Y , every separately continuous function F :X× Y →R is FX×Y -measurable.
Proof. Immediate from Proposition 2.3. (This argument is the same as for the correspond-
ing result concerning Hansell’s descriptive property. See [14].) ✷
Narrowness also has other interesting consequences. For example, we have the
following proposition.
Proposition 5.19. Let X be a compact space such that Y = Cp(X) is narrow. Let
Iµ :Cp(X)→ R be integration with respect to a finite Baire measure µ on X. Then Iµ
is FY -measurable.
Proof. We may assume that µ(X)= 1.
Let Yn ∈FY , n < ω, be witnesses to the narrowness of Y . SinceFY is closed under finite
intersections and countable unions, an argument similar to the proof of Proposition 2.3
shows that it is enough to show that U = {f ∈ Y : Iµ(f ) > 0} ∈ F . For each f ∈ U , let
n(f ) < ω and V (f ) be such that f ∈ Yn(f ) and for every g ∈ Yn(f ) ∩ V (f ), ‖f − g‖∞ <
Iµ(f ) (and hence Iµ(g) > 0). ThenAn =⋃{V (f ): n(f )= n} is open in Y for each n < ω,
and U =⋃n<ω Yn ∩An belongs to FY . ✷
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Lemma 5.20. Let κ > 0 be a cardinal. Let ε > 0 be a real number. Let Xα , α < κ , be
linearly ordered spaces. Let f :
∏
α<κ Xα →R. Suppose F ⊆ κ is a finite set such that for
any points x, y ∈∏α<κ Xα , if x  F = y  F , then |f (x)− f (y)|  ε. For any ε-array
A= (Aα: α < κ) for f , S(A)⊆ F .
Proof. If α0 ∈ S(A) \ F , take adjacent elements a, b ∈ Aα0 . Consider any points x, y ∈∏
α<κ Xα such that xα0 = a, yα0 = b, and xα = yα for all α ∈ κ \ {α0}. Then x  F = y  F ,
so |f (x)− f (y)| ε. This contradicts the fact that A is an ε-array. ✷
The case of part (b) of the following theorem where the number of factors in the product
is countable is stated without proof in [9, Remark (1), p. 329].
Theorem 5.21.
(a) Let X be a product of countably compact linearly ordered spaces. Then Cp(X) is
locally narrow.
(b) Let X be a continuous image of a product of compact linearly ordered spaces. Then
Cp(X) is narrow.
Proof. Note that if X1 is compact, Cp(X1) is narrow and there is a continuous surjection
X1 → X2, then Cp(X2) is also narrow. (This follows directly from the definitions and
the fact that the embedding Cp(X2)→ Cp(X1) naturally associated with the surjection
X1 → X2 is both a norm isomorphism and a pointwise homeomorphism onto its range.)
Hence, in (b), it will be enough to deal with the case where X is a product of compact
linearly ordered spaces. The proofs of (a) and (b) are nearly identical until the very end.
We may assume in either case thatX is not empty. Let X =∏α<κ Xα , where κ is a cardinal
and each Xα is a countably compact linearly ordered space. Fix ∗α ∈Xα for each α < κ .
In this proof, ε-array will mean 〈∗α : α < κ〉-based ε-array.
For each finite F ⊆ κ , let XF = {x ∈ X: xα = ∗α for all α ∈ κ \ F }. XF is naturally
homeomorphic to
∏
α∈F Xα .
For two finite sequences "n1,"n2 ∈ ω<ω , let us write "n1 "n2 if |"n1| |"n2| and "n1(i)
"n2(i) for all i < |"n1|, and let us write "n1 < "n2 if "n1  "n2 and either |"n1| < |"n2| or
"n1(i) <"n2(i) for at least one i < |"n1|.
For each N ∈ N, "n ∈ ωN , m < ω and ε, δ > 0, let Z(N,"n,m, ε, δ) be the set of all
f ∈Cp(X) for which the following two conditions are satisfied.
(1) There is a sequence of pairs of points of X, 〈(ui , u′i ): i < m〉, such that for each i < m,|uiu′i |<ω, for any i < j < m we have (uiu′i )∩ (uju′j )= ∅ and for each i < m,
|f (ui)− f (u′i )|> ε. Also, writing F =
⋃
i<m uiu′i , we have |F | =N .
(2) There is a δ-array A= (Aα : α < κ) for f such that S(A)⊆ F , |S(A)| = |"n | and for
all i < |"n |, |AS(A)(i)| ="n(i).
This set is open in Cp(X). Let Y (N,"n,m, ε, δ) be the set
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Z
(
N,"n,m, ε, δ) \⋃{Z(N ′,"n ′,m′, ε, δ): either m′ >m,
or m′ =m, N ′ =N, and"n ′ >"n}.
Note that Y (N,"n,m, ε, δ) ∈FY .
We will show that the sets Y (N,"n,m, ε, δ) (for rational ε and δ) witness the local
narrowness of Cp(X) in (a), and the narrowness of Cp(X) in (b). Fix f ∈ Cp(X) and
ε > 0. We first find N , "n, m and δ such that f ∈ Y (N,"n,m, ε, δ). By Lemma 2.6,
there is a maximum m such that (1) holds. (Countably compact linearly ordered spaces
are sequentially compact (because every sequence in a linearly ordered space has a
monotone subsequence).) For such an m, fix a sequence of pairs of elements of X,
〈(ui , u′i ): i < m〉, such that for any i < j < m we have (uiu′i ) ∩ (uju′j ) = ∅ and
for each i < m, |f (ui) − f (u′i )| > ε. By modifying the points ui if necessary, we may
assume that the sets uiu′i are finite. Let F ⊆ κ be the union of the sets uiu′i , i < m.
For any u,v ∈X, if u  F = v  F , then (uv) ∩ F = ∅ and hence |f (u)− f (v)|  ε by
maximality of m. Note that the maximality of m also ensures that f /∈ Z(N ′,"n ′,m′, ε, δ)
whenever m′ >m.
Let N = |F |. Let δ > 0 be such that
8h(N)2δ+ 4h(N)δ < ε.
By the same argument as above, with ε replaced by δ, we can find a finite set F ′ ⊆ κ such
that if u  F ′ = v  F ′, then |f (u)− f (v)|  δ. By Lemma 5.20, if A is a δ-array for f ,
then S(A) ⊆ F ′. Among all sequences t = 〈(ui , u′i ): i < m〉 satisfying (1), in particular
satisfying |Ft | = N where Ft =⋃i<m uiu′i , and among all δ-arrays A for f such that
S(A)⊆ Ft , find a combination which results in a maximal"n, where |"n | = |S(A)| and for
all i < |"n |,"n(i)= |AS(A)(i)|.
(Each such A satisfies S(A) ⊆ F ′, and any δ-array for f corresponds to a δ-array for
the restriction of f to XF ′ . By Lemma 5.6, for any such array (Aα : α ∈ F ′), there is
a maximum value that the sizes of the sets Aα can have. Hence, the combinations for
t and A lead to only a finite number of possibilities for "n, and thus there is a maximal
such"n.)
The maximality of "n ensures that f /∈ Z(N,"n ′,m, ε, δ) for any "n ′ > "n. Thus f ∈
Y (N,"n,m, ε, δ).
Fix η > 0 such that if we let V be the open neighborhood of f in Cp(X) defined
by
V =
{
g ∈ Cp(X):
∣∣g(u)− f (u)∣∣< η for each u ∈ ∏
α<κ
Aα
}
,
then g ∈ V implies that (Aα : α ∈ F) is a δ-array for g.
Define
Z0
("n, δ)= {θ ∈Cp(XF ):
there is a δ-array B = (Bα : α ∈ F) for θ such that
∣∣S(B)∣∣= ∣∣"n ∣∣
and for each i <
∣∣S(B)∣∣, |BS(B)(i)|"n(i)}
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and
Y0
("n, δ)=Z0("n, δ) \⋃{Z0("m,δ): "m ∈ ωN, "m>"n}.
Let θ = f  XF ∈ Cp(XF ). It is easily verified that θ ∈ Y0("n, δ). For each u ∈ XF ,
Lemma 5.11 provides open neighborhoods Wu of u (in XF ) and Vu of θ such that for any
v ∈Wu and ψ ∈ Vu ∩ Y ("n, δ), we have∣∣ψ(v)− θ(v)∣∣ 8h(N)2δ+ 4h(N)δ.
We may assume that for some finite Ku ⊆XF , and some positive number εu,
Vu =
{
ψ ∈Cp(XF ): for all v ∈Ku,
∣∣ψ(v)− θ(v)∣∣< εu}.
Let
V ′u =
{
g ∈ Cp(X): for all v ∈Ku,
∣∣g(v)− f (v)∣∣< εu}.
V ′u is an open neighborhood of f in Cp(X). If g ∈ V ′u ∩ V ∩ Y (N,"n,m, ε, δ), then
g XF ∈ Vu ∩ Y0("n, δ). Thus, for all v ∈Wu, we have∣∣g(v)− f (v)∣∣ 8h(N)2δ+ 4h(N)δ.
The rest of the argument we do separately for (a) and (b). For both proofs, when u ∈X,
let u′ ∈XF be given by u′(α)= u(α) for α ∈ F and u′α = ∗α for α ∈ κ \F .
For (a), fix u ∈ X. Corresponding to u′ ∈ XF we get Wu′ and Vu′ as above. Let
W˜u = {v ∈ X: v′ ∈ Wu′ }. W˜u is an open neighborhood of u in X. For any v ∈ W˜u and
g ∈ V ′u ∩ V ∩ Y (N,"n,m, ε, δ), we have∣∣g(v)− f (v)∣∣ = ∣∣g(v)− f (v)∣∣

∣∣g(v)− g(v′)∣∣+ ∣∣g(v′)− f (v′)∣∣+ ∣∣f (v′)− f (v)∣∣
 ε+ (8h(N)2δ + 4h(N)δ)+ ε < 3ε.
For (b), by compactness of XF , there are finitely many points u1, u2, . . . , uq of XF such
that {Wu1 , Wu2 , . . . ,Wuq } covers XF . Let V ′ =
⋂q
i=1 V ′ui . V
′ is an open neighborhood
of f , and for any v ∈XF and g ∈ V ′ ∩ V ∩ Y (N,"n,m, ε, δ), we have∣∣g(v)− f (v)∣∣ 8h(N)2δ+ 4h(N)δ.
If u ∈X and g ∈ V ′ ∩ V ∩ Y (N,"n,m, ε, δ), then, as above, we have∣∣g(u)− f (u)∣∣  ∣∣g(u)− g(u′)∣∣+ ∣∣g(u′)− f (u′)∣∣+ ∣∣f (u′)− f (u)∣∣
 ε+ (8h(N)2δ+ 4h(N)δ)+ ε < 3ε. ✷
The next example shows that, at least consistently, countable compactness cannot be
deleted from the hypothesis of part (a) the previous theorem.
Example 5.22. Assume that there is a regular uncountable cardinal κ such that 2<κ = κ .
Then there is a linearly ordered space X and a separately continuous function f :X×X→
R such that f is not Borel measurable.
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Proof. The starting point of the construction is the space S = [0,1]κ , ordered lexicograph-
ically. S is a linear continuum. The density of S is 2<κ since the eventually 0 sequences are
dense and, for each α < κ , there is a family of 2α disjoint intervals. Each point has character
κ since each point which is not eventually 1 is the limit from above of a strictly decreasing
κ-sequence, and each point which is not eventually 0 is the limit from below of a strictly
increasing κ-sequence. It follows that the intersection of less than κ dense open sets con-
tains a dense open set. (If Gβ , β < α < κ , are dense open sets and (a, b) is a nonvoid open
interval, inductively define a decreasing sequence of intervals Iβ = (aβ, bβ), β  α, so that
for each β < α we have aβ < aβ+1 < bβ+1 < bβ and Iβ ⊆Gβ . The construction continues
at a limit ordinal β because it can only fail if sup{aβ ′ : β ′ < β} = inf{bβ ′ : β ′ < β} = p say,
which would imply that p has character less than κ . Then Iα is a nonvoid open interval
contained in (a, b)∩⋂β<α Gβ .)
Now consider the space Y = S × 2, ordered lexicographically. Let π :Y (= S × 2)→ S
be the projection map. For x ∈ S, let xL = (x,0), xR = (x,1). The space X will have the
form π−1[T ] for some dense T ⊆ S. Notice that the subspace topology on such an X is
the order topology and X is Baire. (S × 2 shares with S the property that the intersection
of less than κ dense open sets contains a dense open set.) The open sets U in S × 2 satisfy
that π[Uπ−1[π[U ]]] is nowhere dense. Since the sets with this property are a σ -algebra,
every Borel set has this property. The function f will be the characteristic function of a
set A⊆ X ×X whose horizontal and vertical sections are clopen and whose trace on the
diagonal consists precisely of the points {(xL, xL): x ∈ T }. (Recall that X = π−1[T ].)
That the sections are clopen ensures f is separately continuous, and the nature of the trace
on the diagonal ensures f is not Borel measurable.
Let S′ = {x ∈ S: x is the limit from above of a strictly decreasing κ-sequence and is
the limit from below of a strictly increasing κ-sequence}. Notice that in S′ and in π−1[S′],
the union of less than κ closed sets is closed. Thus, the union of less than κ clopen sets is
clopen in any subspace of either of these spaces. For each x ∈ S′, and each a ∈ S such that
a < x , fix a continuous strictly increasing sequence 〈aα : α < κ〉 converging to x so that
a < a0 < a1 < · · ·< x . Then let U(x,a)⊆ Y × Y be given by
U(x,a)= {(xL, xL)} ∪ ⋃
α<κ
[
aRα+1, xL
]× [aRα , aLα+1]
∪
⋃
α<κ
[
aRα , a
L
α+1
]× [aRα+1, xL].
Note that the trace of U(x,a) on π−1[S′] × π−1[S′] has clopen sections relative to
π−1[S′] × π−1[S′] and meets the diagonal in {(xL, xL)}. Also, U(x,a) ⊆ [aR, xL] ×
[aR, xL]. Enumerate a base of nonempty open sets for S as {Bα : α < κ}. We define T =
{xα: α < κ} by inductively defining points xα ∈ S′ as well as points uα ∈ S such that uα <
xα . At stage α, choose xα ∈ S′ and uα ∈ S so that uα < xα and (uα, xα] ⊆ Bα \{xβ : β < α}.
(The set {xβ : β < α} is nowhere dense since the union of less than κ nowhere dense sets is
nowhere dense.) Let X = π−1[T ] and let A= (X×X)∩⋃α<κ U(xα,uα). The horizontal
and vertical sections of A are clopen because, for each α < κ and each p ∈ {xLα , xRα }, the
trace of A on {p} ×X (respectively, X× {p}) is the same as the trace of ⋃βα U(xβ,uβ)
on {p} ×X (respectively, X× {p}). The set A is as desired. ✷
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6. Products of ordinals
In this section we restrict our attention to spaces X =∏i<n Xi where each Xi is an
ordinal. We investigate the structure of a separately continuous functions f :X × Y → R
when Y is compact. We also establish that f is of Baire class 1 if either Y is separable
or Y is Baire and ccc. When Y is compact, we show that f is strongly FX×Y -measurable
(see below for the definition) and prove an extension theorem for separately continuous
functions (Lemma 6.8). We first establish Proposition 6.5, which provides the structure of
the Borel σ -algebra of a finite product of ordinals. (See [3] for the case of a single ordinal.)
This is not needed for our results, but the idea of its proof will be used repeatedly.
Definition 6.1. If X is a topological space, and f :X→R, we say f is strongly FX-meas-
urable if f−1[K] ∈FX for each closed set K ⊆R.
A strongly FX-measurable function is FX-measurable since every open set in R is Fσ
and FX is closed under countable unions. If we take X = [0,1], then FX is the family
of Fσ sets. Letting f :X→ R be given by f (x)= 0 if x is irrational, and f (x)= 1/q if
x = p/q , p, q relatively prime integers, q > 0, we see that f−1[U ] is countable or co-
finite for each open set U , but f−1[{0}] = [0,1] \Q is not Fσ . Thus, an FX-measurable
function need not be strongly FX-measurable. However, we do not know whether this can
happen in the context of this section.
Problem 6.2. If X = α is an ordinal and Y is any space, must every separately continuous
map f :X× Y →R be strongly FX×Y -measurable?
Lemma 6.3. If α is a regular uncountable cardinal, then each Borel subset of α either is
nonstationary or has nonstationary complement.
Proof. S = {A ⊆ α: A is nonstationary or α \ A is nonstationary} is a σ -algebra. By
Fodor’s lemma, each stationary open subset of α contains a final segment. Thus each Borel
set is in S . ✷
Lemma 6.4. Every Borel subset of an ordinal α is in Fα .
Proof. By induction on α. Clear for α = 0. The inductive step when α is a successor
ordinal or cof(α)= ω are easy using Proposition 2.2.
Consider the case cof(α) = α > ω. If B ⊆ α is Borel, then by Lemma 6.3, there is
a closed unbounded set C ⊆ α such that either C ⊆ B or C ∩ B = ∅. Let 〈ci : i < α〉
be an increasing enumeration of C. For each i < α, let Ui = (ci, ci+1). By the induction
hypothesis,Ui ∩B ∈FUi for each i < α. By Proposition 2.2, B \C ∈Fα . Since B = B \C
or B = (B \C)∪C, B ∈Fα .
Finally, in the case α > cof(α) > ω, let C ⊆ α be a closed unbounded set of type cof(α).
If B ⊆ α is Borel, then, as in the previous case, B \ C ∈Fα . By the induction hypothesis,
B ∩C ∈FC and hence B ∩C ∈Fα by Proposition 2.2. ✷
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Proposition 6.5. If X =∏i<n αi is a finite product of ordinals, then every Borel subset of
X is in FX .
Proof. Order the n-tuples (α0, . . . , αn−1) of ordinals by letting (α0, . . . , αn−1) < (β0,
. . . , βn−1) if αi  βi for all i < n and there is at least one i < n for which αi < βi . By
induction on n, we show by induction on the well-founded partial order defined above that
for any ordinals αi , i < n, every Borel subset of X =∏i<n αi is in FX.
When any of the αi is either a successor or a limit of countable cofinality, X can be
written as the union of 2 or ω disjoint open or closed subspaces to which the inductive
hypothesis applies. If any of the ordinals αi is singular of uncountable cofinality, say ω <
cof(α0) < α0, then fix a cofinal club C ⊆ α0 of order type cof(α0). Let 〈ci : i < cof(α0)〉 be
an increasing enumeration of C. For each i < cof(α0), let Ui = {(x0, . . . , xn−1) ∈X: x0 ∈
(ci, ci+1)}. Let K = {(x0, . . . , xn−1) ∈X: x0 ∈ C}. By the induction hypothesis, K ∩B ∈
FUi and Ui ∩ B ∈ FUi for each i < cof(α0). By Proposition 2.2, B ∩
⋃
i<cof(α0) Ui ∈ FX
and hence B ∈FX.
Thus, we may assume that each αi is a regular uncountable cardinal.
Let α = max{αi : i < n}.
Case 1. αi = α for all i < n.
Let B ⊆ X be Borel. We may assume n > 1 by the previous lemma. For each
permutation π :n→ n, let Uπ = {(x0, . . . , xn−1) ∈ X: xπ(0) < · · · < xπ(n−1)}. The sets
Uπ are open and pairwise disjoint. Notice that X \⋃π Uπ is covered by finitely many
closed sets of the form {(x0, . . . , xn−1) ∈ X: xi = xj }, where i < j < n. These sets are
homeomorphic to αn−1 and hence are subject to the induction hypothesis. It suffices to
show that each B ∩Uπ is in FX . By symmetry, it is enough to take care of the case where
π(i) = i for all i < n. Let us write U for Uπ . (So U = {(x0, . . . , xn−1) ∈ X: x0 < · · · <
xn−1}.)
Claim 6.6. There is a closed unbounded set D ⊆ α such thatB either contains or is disjoint
from the set U ∩Dn.
Proof. For each x ∈ α, by the induction hypothesis, B contains or is disjoint from a set of
the form A(x,Ex)=U ∩ ({x}×E[1,n)x ) for some club Ex ⊆ α. Furthermore, if B is open,
then the set M of x for which B is disjoint from A(x,Ex) is closed.
(If p is a limit of M , then E = (⋂x<p Ex) \ (p + 1) is club and for each increasing
u ∈E[1,n) and x ∈M , we have (x,u) /∈ B and hence (p,u) /∈ B since B is open. Thus B
is disjoint from A(p,E) and hence from A(p,Ep) as well. (B must either contain or be
disjoint from A(p,Ep) and A(p,E)∩A(p,EP )⊇A(p,E ∩Ep) = ∅.))
Consider the set
S = {B ⊆U : for some sequence 〈Ex : x < α〉 of clubs in α,{
x < α: B contains A(x,Ex)
}
contains a club
or
{
x < α: B is disjoint from A(x,Ex)
}
contains a club
}
.
S is a σ -algebra. Furthermore, by the observations made above, every open set belongs
to S . Thus every Borel set belongs to S .
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Let K ⊆ α be the club for which there are clubs Ex ⊆ α (x < α) such that {x < α: B
contains A(x,Ex)} contains K or {x < α: B is disjoint from A(x,Ex)} contains K , say
the former. Let D =K ∩Gx<αEx . For each (x0, . . . , xn−1) ∈U ∩Dn, we have x0 ∈K and
xi ∈ Ex0 for i = 1, . . . , n− 1. Thus (x0, . . . , xn−1) ∈ U ∩ ({x0} ×E[1,n)x0 )= A(x0,Ex0)⊆
B . ✷
Now, let D ⊆ α be a club such that B either contains or is disjoint from U ∩Dn. We
must show that B∩U \Dn ∈Fα . Let 〈di : i < α〉 be an increasing enumeration of D. Write
Ii = (di, di+1) for each i < α. and for each j < n write Uj,i = {(x0, . . . , xn−1) ∈ U : xj ∈
Ii}. Each point in B ∩U \Dn belongs to some Uj,i . By Proposition 2.2 and the induction
hypothesis, B ∩⋃i<α Uj,i ∈Fα for each j < n. Thus, B ∩U \Dn ∈Fα , as desired. This
takes care of Case 1.
Case 2. αi < α for at least one i .
We may assume that X = αr × Y where Y =∏ni=r+1 αi and αi < α for all i = r + 1,
. . . , n. Note that |Y |< α. Fix a permutation π : r → r , define U = Uπ ⊆ αr as above. As
in Case 1, we will be done if we show (U × Y )∩B ∈FX .
For each y ∈ Y there is a club Dy ⊆ α such that U ∩By ⊇U ∩Dry or U ∩By ∩Dry = ∅,
where By = {z ∈ αr : (z, y) ∈ B}. Let D = ⋂y∈Y Dy . D is club in α. The points in
B ∩ (U × Y ) whose first coordinates are not in Dr form a set in FX as in Case 1. There
remains to show that ((Dr ∩U)× Y )∩B ∈FX .
((Dr ∩U)× Y )∩B is Borel and has the form (Dr ∩U)×B ′. Since a section through
a Borel set in a product is Borel, B ′ is Borel. By the induction hypothesis, B ′ ∈ FY , say
B ′ =⋃m<ω Vm ∩Gm where the Vm’s are open and the Gm’s are closed. Then(
Dr ∩U)×B ′ = ⋃
m<ω
((
Dr ∩U)× Vm)∩ ((Dr ∩U)×Gm).
(Dr ∩U)× Vm is open in (Dr ∩U)× Y and (Dr ∩U)×Gm is closed in (Dr ∩U)× Y .
Thus ((
Dr ∩U)× Y )∩B = (Dr ∩U)×B ′ ∈FDr∩U ⊆FX
and we are done. ✷
Lemma 6.7. If α is an ordinal equipped with the order topology, then, for any
compact space Y , every separately continuous function f :α × Y → R is strongly Fα×Y -
measurable.
Proof. We proceed by induction on α.
The cases α = 0, α = ω, α successor, and α singular are easy. Suppose α is regular
and uncountable. By Grothendieck’s theorem, Theorem 2.8, the image α˜ of α in Cp(Y )
under the map x → fx has compact closure. For each y ∈ Y , let fα(y) = limx→α fx(y)
which exists since f y is continuous and cof(α) > ω. Then fα is in the closure of α˜ in
RY , and hence fα ∈ Cp(Y ), i.e., fα is continuous. This defines an extension of f to a
separately continuous function on (α + 1) × Y . Fix x0 < α. By Theorem 2.7, since fα
belongs to the closure in Cp(Y ) of {fx : x0 < x < α}, there is a sequence 〈fxn : n < ω〉
such that x0 < xn < α for all n, and limfxn = fα in Cp(Y ). We may assume that
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〈xn: n < ω〉 is increasing (because it has a monotone subsequence). Let β = supn xn.
Then fβ = limfxn = fα . Thus C = {β < α: fβ = fα}, which is clearly closed, is also
unbounded. Let 〈ci : i < α〉 be an increasing enumeration of C. Write Ii = (ci, ci+1) for
each i < α. Then the restriction of f to the closed set C × Y is continuous and, by the
induction hypothesis, the restriction of f to each of the sets Ii × Y is strongly FIi×Y -
measurable. An application of Proposition 2.2 now finishes the proof. ✷
Lemma 6.8. If αi , i < n < ω, are uncountable regular cardinals, X = ∏i<n αi , X˜ =∏
i<n(αi + 1), Y is compact, and f :X × Y → R is separately continuous, then f has
a separately continuous extension f˜ : X˜× Y →R.
Proof. For any k < ω, any regular uncountable cardinals βi , i < k, and any continuous
g :
∏
i<k βi → R, g(β0, . . . , βk−1)= limu→(β0,...,βk−1) g(u) exists, by essentially the same
argument as for the case k = 1. (For a fixed ε > 0, if there were variations of u → g(u)
by at least ε arbitrarily close to (β0, . . . , βk−1), we could find um,vm ∈∏i<k βi , m < ω,
so that |g(um)− g(vm)|  ε and for each m we have, for each i < k, that the maximum
of the ith coordinates of um and vm is less than the minimum of the ith coordinates of
um+1 and vm+1. But then, if we let γi be the sup of the ith coordinates of the points um
(or vm), we see that g is discontinuous at (γ0, . . . , γk−1).) For any p ∈∏i<k(βi + 1), if
S = {i < k: pi = βi}, we can think of p as a point in ∏i∈S(βi + 1)×∏i∈k\S βi . Then let
g(p)= lim
u→(βi : i∈S)
g
(
u,
(
p(i): i ∈ k \ S)).
It is easily seen that this gives a continuous extension of g to a map
∏
i<k(βi + 1)→R.
To prove the lemma, for each y ∈ Y , extend the mapping ∏i<n αi × {y} → R, given
by (u, y) → f (u, y), to a continuous function, denoted still by f , mapping ∏i<n(αi +
1)× {y}→ R. As in the proof of Lemma 6.7, use Grothendieck’s theorem to see that this
defines a separately continuous functions
∏
i<n(αi + 1)× Y →R. ✷
Remark 6.9. Lemma 6.8 is false without the assumption that Y is compact, as is easily
seen by considering the evaluation map f :ω1 ×Cp(ω1)→R. The unique extension of f
to a function f˜ : (ω1 + 1)×Cp(ω1)→ R continuous in the first variable is not separately
continuous. (It is, however, Borel measurable.)
Lemma 6.10. If α is an uncountable regular cardinal, 1  n < ω, Y is compact, and
f :αn × Y → R is separately continuous, then there is a club C ⊆ α such that for all
x, y ∈ Cn, fx = fy .
Proof. Proceed by induction on n. The proof of Lemma 6.7 does the case n = 1. Use
Lemma 6.8 to extend f to a separately continuous function (α + 1)n × Y →R.
As in the proof of Proposition 6.5, αn \ ⋃π Uπ is covered by a finite number of
closed sets of the form {(x0, . . . , xn−1) ∈ X: xi = xj }, where i < j < n. These sets are
homeomorphic to αn−1 and hence are subject to the induction hypothesis which gives
a club Ci,j ⊆ α for each of them. If we can find clubs Cπ such that fx = fy for all
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x, y ∈ Cnπ ∩ Uπ , then C =
⋂
i,j Ci,j ∩
⋂
π Cπ will have the desired properties. We may
take π to be the identity permutation and write U =Uπ .
For each x < α, apply the induction hypothesis to get a club Cx ⊆ α such that for
all u,v ∈ C[1,n)x , f(x,u) = f(x,v). Note that this common value then necessarily equals
f (x,α, . . . , α). Let D ⊆ α be the club of x < α for which f (x,α, . . . , α)= f (α,α, . . . , α).
Let C =D ∩Gx<αCx . If (x,u) and (y, v) are in Cn ∩U , then u ∈ C[1,n)x , v ∈ C[1,n)y , and
x, y ∈D. Thus, f(x,u) = f(x,α,...,α) = f(α,α,...,α) = f(y,α,...,α) = f(y,v). ✷
Theorem 6.11. If X = ∏i<n αi is a finite product of ordinals, where each ordinal is
equipped with the order topology and X has the usual product topology, then, for any
compact space Y , every separately continuous function f :X× Y →R is strongly FX×Y -
measurable.
Proof. We proceed by induction as in the proof of Proposition 6.5. If at least one of the
αi ’s is 0, or ω, or a successor, or singular, then this is easy. Thus, we may assume that each
αi is regular uncountable.
Let α = max{αi : i < n}.
Case 1. αi = α for all i < n.
Let C ⊆ α be the club given by Lemma 6.10.
Let 〈ci : i < α〉 be an increasing enumeration of C. Write Ii = (ci, ci+1) for each i < α
and for each j < n write Uj,i = {(x0, . . . , xn−1) ∈ U : xj ∈ Ii}. Each point in U \ Cn
belongs to some Uj,i . The restrictions of f to the sets U(j, i) × Y are subject to the
induction hypothesis (cf. the proof of Proposition 6.5). This leaves the restriction of f
to (U ∩Cn)× Y , on which f is continuous, since it does not depend on the first variable.
Case 2. αi < α for at least one i .
This is similar to the proof of Case 2 in the proof of Proposition 6.5.
We may assume that X = αr × Z where Z = ∏ni=r+1 αi and αi < α for all i =
r + 1, . . . , n. Note that |Z|< α.
For each z ∈ Z, there is a club Dz ⊆ α f(u,z) = f(v,z) for all u,v ∈ Drz . Let D =⋂
z∈Z Dz. As in Case 1, we will be done if we show that the restriction of f to Dr ×Z×Y
is FX×Y -measurable. This follows from the induction hypothesis since f (u, z, y), where
u ranges over Dr , does not depend on u. ✷
Corollary 6.12. If X =∏i<n αi and Y =∏j<m βj are finite products of ordinals, then
every separately continuous function f :X× Y →R is FX×Y -measurable.
Theorem 6.13. If X =∏i<n αi is a finite products of ordinals, and Y is either separable
or a ccc Baire space, then every separately continuous function f :X× Y →R is of Baire
class 1.
Proof. We begin by proving the following claim.
Claim 6.14. If, for each i < n we have cof(αi) > ω, then there exist ordinals βi < αi ,
i < n, and g ∈ Cp(Y ) such that fx = g for all x ∈X satisfying xi  βi for all i < n.
64 M.R. Burke / Topology and its Applications 129 (2003) 29–65
Proof. Consider first the case where Y is a ccc Baire space. If the claim fails, then, for
some ε > 0, we may inductively choose, for each β < ω1, points a(β) and b(β) in X such
that (1) Uβ = {y ∈ Y : |fa(β)(y)−fb(β)(y)|> ε} = ∅ and (2) β1 < β2 <ω1 implies that for
each i < n, max{a(β1)i , b(β1)i} < min{a(β2)i, b(β2)i}. Inductively define a continuous
increasing sequence 〈βξ : ξ < ω1〉 in ω1 so that the class in the regular open algebra of Y
to which Vξ =⋃βξβ<βξ+1 Uβ belongs is the same as the supremum of the classes of the
sets Uβ , β  βξ . The sequence 〈Vξ : ξ < ω1〉 is non increasing in the regular open algebra,
so there is a ξ0 < ω1 such that the sets Vξ for ξ  ξ0 all have the same class. Since X is
Baire, there is a point y ∈⋂k<ω Vξ0+k . For each k < ω, choose β(k) ∈ [βξ0+k, βξ0+k+1)
such that y ∈ Uβ(k). By (2), for each i < n, the sequences 〈a(β(k))i: k < ω〉 and
〈b(β(k))i: k < ω〉, both converge to the same ordinal pi . Let p = (p0, . . . , pn−1). Each
neighborhood of p contains two points a and b such that |fa(y)− fb(y)|> ε. Hence f y
is not continuous at p, contradiction.
If Y is separable then the proof is similar but easier. Fix a countable dense set D ⊆ Y .
With a(β), b(β) chosen, once again, to satisfy (1) and (2) above, choose yβ ∈ Uβ ∩D. Fix
a y ∈ D for which {β < ω1: yβ = y} is uncountable, and let β(k), k < ω, be the first ω
members of this set. The end of the proof is the same as before. ✷
The rest of the proof proceeds, once again, by induction as in the proof of Proposi-
tion 6.5.
If, for some i < n, we have cof(αi)= ω, choose a cofinal increasing sequence 〈γm: m<
ω〉 in αi . Then let X0 = {x ∈ X: xi ∈ [0, γ1]}, and, for m > 0, Xm = {x ∈ X: xi ∈
[γm + 1, γm]}. By the induction hypothesis, for each m < ω, the restriction of f to each
Xm × Y is the limit of a sequence 〈fm,k : k < ω〉 of continuous functions. The functions
gk =⋃m<ω fm,k :X× Y →R, k < ω, are continuous and converge pointwise to f .
If, for some i < n, we have αi = γ + 1 is the successor of an ordinal of cofinality ω,
choose a cofinal increasing sequence 〈γm: m< ω〉 in γ and define Xm, and fm,k as in the
previous case. LetXω = {x ∈X: xi = γ } and let 〈fω,k : k < ω〉 be a sequence of continuous
functions Xω × Y → R converging pointwise to f on Xω × Y . Define gk :X × Y → R,
as follows. For m< k and (x, y) ∈Xm × Y , let gk(x, y)= fm,k(x, y). For k m ω and
(x, y) ∈ Xm × Y , write x ′ for the point obtained from x by replacing coordinate i by γ
and define gk(x, y)= fω,k(x ′, y). The functions gk are continuous and converge pointwise
to f .
The case where some αi is the successor of a successor ordinal is trivial.
We may now assume that each αi is either an ordinal of uncountable cofinality or the
successor of an ordinal of uncountable cofinality. For each i < n, let α′i = αi if cof(αi) > ω
and let α′i be the predecessor of αi otherwise. Let βi < α′i and g be given by Claim 6.14 for
the restriction of f to
∏
i<n α
′
i × Y . Then g ∈ Cp(Y ) and fx = g for all x ∈X satisfying
βi  xi < α′i for all i < n. By separate continuity, we have fx(y)= f (x, y)= g(y) also for
all x ∈X satisfying βi  xi < αi for all i < n. For each atom A of the algebra of subsets
of X generated by the clopen sets {x ∈X: 0 xi  βi}, i < n, and {x ∈X: for all i < n,
βi+1 xi < αi}, the restriction of f to A×Y is a pointwise limit of continuous functions
(use the induction hypothesis) and it follows easily that f is a pointwise limit of continuous
functions. ✷
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Remark 6.15. The special case where Y is a ccc Baire web-compact space can be deduced
from [18, Theorem 6]. (See [18] for the definition of web-compact.)
7. Problems
Problem 7.1. For which spaces X is it true that if Y is any space, and f :X × Y → R is
separately continuous, then f must be Borel measurable? Is it true for compact spaces?
Note added April 30, 2002. D. Burke and R. Pol, On Borel sets in function spaces with the
weak topology, preprint, have found classes of spaces for which the answer is no. These
include infinite compact F-spaces (which answers the second question) and Baire P-spaces
without isolated points.
Problem 7.2. Are there ZFC examples of linearly ordered spaces X and Y and a separately
continuous function f :X× Y →R which is not Borel measurable?
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