The non-zero energy of 2+1 Minkowski space by Marolf, Donald & Patiño, Leonardo
ar
X
iv
:h
ep
-th
/0
60
41
27
v2
  3
 M
ay
 2
00
6
The non-zero energy of 2+1 Minkowski space
Donald Marolf∗ and Leonardo Patin˜o†
Physics Department,
UCSB,
Santa Barbara, CA 93106
(Dated: November 3, 2018)
Abstract
We compute the energy of 2+1 Minkowski space from a covariant action principle. Using
Ashtekar and Varadarajan’s characterization of 2+1 asymptotic flatness, we first show that the
2+1 Einstein-Hilbert action with Gibbons-Hawking boundary term is both finite on-shell (apart
from past and future boundary terms) and stationary about solutions under arbitrary smooth
asymptotically flat variations of the metric. Thus, this action provides a valid variational principle
and no further boundary terms are required. We then obtain the gravitational Hamiltonian by
direct computation from this action. The result agrees with the Hamiltonian of Ashtekar and
Varadarajan up to an overall addititve constant. This constant is such that 2+1 Minkowski space
is assigned the energy EMink2+1 = − 14G , while the upper bound on the energy becomes E ≤ 0. Any
variational principle with a boundary term built only from the extrinsic and intrinsic curvatures of
the boundary is shown to lead to the same result. Interestingly, our result is not the Λ → 0 limit
of the corresponding energy EAdS2+1 = − 18G of 2+1 anti-de Sitter space.
PACS numbers:
∗Electronic address: marolf@physics.ucsb.edu
†Electronic address: leo˙p@physics.ucsb.edu
1
I. INTRODUCTION
In covariant approaches to quantum mechanics, classical mechanics is recovered through
a semi-classical approximation in which the path integral is dominated by stationary points
of the action. Here it is critical that the action be stationary under all variations tangent
to the space of paths over which the integral is performed. Thus one must consider all
variations which preserve any boundary conditions and not just, for example, variations of
compact support. In particular, requiring the action to be stationary should yield precisely
the classical equations of motion, with all boundary terms in the associated computation
vanishing on any allowed variation.
We are concerned here with gravitational systems. The most familiar action for gravity
is the Einstein-Hilbert action with Gibbons-Hawking boundary term,
SEH+GH =
1
16πG
∫
M
√−gR + 1
8πG
∫
∂M
√
−hK, (1.1)
where hij is the induced metric on a timelike boundary ∂M andKij is the extrinsic curvature
of this boundary, with trace K = Kijh
ij. However, for spacetimes with non-compact spatial
slices the action (1.1) is generally not stationary under the full class of allowed variations
about solutions. In the asymptotically AdS context, it was shown in [1] that adding the AdS
counter-terms of [2, 3, 4, 5, 6, 7, 8, 9, 10] results in a fully stationary action. In addition,
[11] showed that a fully stationary action for asymptotically flat spacetimes of dimension
d ≥ 3 + 1 can be defined by adding an appropriate additional boundary term to (1.1). In
the asymptotically flat cases most closely related to what we study below, this additional
boundary term reduces to the term proposed in [12] (see also [13])1.
Here we address the case of 2+1 asymptotically flat dimensions. In contrast to the higher
dimensional case, we find that this Gibbons-Hawking term suffices and that no further
boundary terms are required to make the action fully stationary. In particular, following
1 Fully stationary variational principles were developed somewhat earlier in other formalisms. For example,
the Regge-Teitelboim construction [14] defines a fully stationary Hamiltonian H , which immediately leads
to a fully stationary variational principle of the form S =
∫
dt[
(∫
σ
p˜iabg˙ab
)−H ]. This method was applied
to asymptotically AdS spaces in [15, 16]. Similarly, in 3+1 dimensions [17, 18] provided a fully stationary
variational principle in the Palatini formalism and further showed that the 3+1 decomposition of that
action led to the analogue of the ADM Hamiltonians.
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the characterization of 2+1 asymptotic flatness given in [19] (reviewed in section II below),
we show in section III that (1.1) is both i) finite on the space of solutions (apart from
past and future boundary terms) and ii) stationary on solutions under any variation which
preserves this definition of asymptotic flatness.
Thus, the action (1.1) provides a valid variational principle. As a result, one may calculate
a gravitational Hamiltonian as the Legendre transform of the corresponding Lagrangian.
The calculation is essentially that of [20], but without a background subtraction term. We
perform this calculation in section IV. The result agrees with the Hamiltonian of Ashtekar
and Varadarajan [19] up to an overall addititve constant. This constant is such that our
definition assigns 2+1 Minkowski space the non-zero energy EMink = − 14πG , while the upper
bound on the energy becomes E ≤ 0. From the Hamiltonian form of the action it is
straightforward to show (section IIIB) that the same result also follows from the boundary
stress tensor associated with (1.1). We close with a brief discussion in section V.
II. ASYMPTOTIC FLATNESS FOR d = 2 + 1
We now review the definition of 2+1 asymptotic flatness given in [19]. Recall that the
solution
ds2 = −dt2 + r−8GM(dr2 + r2dθ2) for r > 0 (2.1)
represents a point particle of mass M at the origin [21]. Here, G is the three dimensional
Newton’s constant and the coordinates take values as follows: t ∈ (−∞,+∞), r ∈ [0,∞),
and θ ∈ [0, 2π); i.e., the coordinates range over the usual values associated with familiar
cylindrical coordinates.
Curvature does not propagate in 2 + 1 dimensions, so for any solution the Riemann
tensor vanishes wherever Tµν = 0. In particular, the metric (2.1) is flat everywhere except
at the origin where the particle is located. To see this, we can perform the coordinate
transformation
ρ ≡ r
α
α
, θ¯ ≡ αθ, with α ≡ 1− 4GM, (2.2)
to cast the metric in the form
ds2 = −dt2 + dρ2 + ρ2dθ¯2, (2.3)
from which the flatness of the metric is apparent.
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Given that θ¯ ∈ [0, α), one also sees that there is a deficit angle which, despite the local
flatness of the solution away from the origin, makes this spacetime not globally equivalent
to Minkowski space. As a result, the general definition of 2+1 asymptotic flatness is chosen
to allow metrics which asymptotically approach such conical spacetimes. In particular,
Ashtekar and Varadarajan [19] consider a 2+1 spacetime to be asymptotically flat if the line
element admits an expansion of the form
ds2 = −(1+O(1/r))dt2+r−β[(1+O(1/r))dr2+r2(1+O(1/r))dθ2]+O(r−1−β/2)dtdθ, (2.4)
for large positive r if β ∈ [0, 2). We use this characterization of asymptotic flatness below.
III. FINITENESS AND STATIONARITY OF THE ACTION ON THE SPACE OF
SOLUTIONS
In this section, we show that the action (1.1) is both i) finite apart from past and fu-
ture boundary terms and ii) fully stationary on the space of asymptotically flat solutions,
under any variation preserving asymptotic flatness. We then compare the situation in 2+1
dimensions with that of higher dimensions, in which more complicated boundary terms are
required. We will see that the higher dimensional boundary terms do not extend to the 2+1
case in an obvious way.
Let us begin by stating precisely the prescription for computing the boundary term
associated with the timelike part of the boundary ∂M, which we call ∂M∞. The notation
∂M∞ is shorthand for some one-parameter family of boundaries of regions MΩ ⊂ M. We
take the regionsMΩ to be an increasing family, so that they satisfy MΩ ⊂ MΩ′ whenever
Ω < Ω′, and such that they cover M, i.e. ∪ΩMΩ =M. Any such family represents a way
of introducing a cut-off for the spacetimeM and then removing it as Ω→∞. Here we take
Ω = r+O(r0). This is the analogue of what was termed a ‘cylindrical spatial cut-off’ in [11].
The definition of Ω has been chosen so that the induced line element on any Ω = constant
surface is of the form
ds2∂M = hijdx
idxj = −(1 +O(1/r))dt2 + (r2−β +O(r−1−β))dθ2 +O(r−1−β/2)dtdθ, (3.1)
with inverse metric
hij =

 htt htθ
hθt hθθ

 =

 −1 +O(1/r) O(r−3+β/2)
O(r−3+β/2) rβ−2 +O(rβ−3)

 . (3.2)
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To obtain a finite action, we also require some cut-off on the integral over time. Here we
simply restrict the coordinate t of (2.4) to some finite range t ∈ [T−, T+]. This corresponds
to what was called a ‘cylindrical temporal cut-off’ in [11].
One might also attempt to consider an anologue of the hyperbolic temporal cut-off from
[11]. However, this is less natural in the 2+1 context due to the lack of asymptotic Lorentz
invariance [19, 22]. Furthermore, hyperbolic cut-offs are less natural in the context of the
Hamiltonian methods we wish to apply. For these reasons we consider only the cylindrical
cut-off below.
A. The action is finite and stationary
To fully define the space of asymptotically flat geometries, we need to specify the asymp-
totic behavior of the stress-energy tensor. Following [19], we take the components of Tµν in
cartesian coordinates to be of order O(rβ−3), so that in polar coordinates we have
Tµν =


Ttt Ttr Ttθ
Trt Trr Trθ
Tθt Tθr Tθθ

 ∼


O(rβ−3) O(rβ−3) O(rβ−2)
O(rβ−3) O(rβ−3) O(rβ−2)
O(rβ−2) O(rβ−2) O(rβ−1)

 . (3.3)
Using (2.4) to take the trace we see that R ∼ gµνTµν ∼ O(rβ−3). From (2.4) we also find
√−g = r1−β + O(r−β), so that the integrand in the bulk part of (1.1) is of order r−2. It
follows that the Einstein-Hilbert term is finite when evaluated on any smooth asymptotically
flat 2+1 solution.
We now consider the boundary term on the timelike boundary ∂M∞:
1
8πG
∫
∂M∞
√
−hK. (3.4)
By direct calculation for metrics with the asymptotic behavior (2.4) one finds
Kµν =

 Ktt Ktθ
Kθt Kθθ

 ∼

 O(rβ/2−2) O(r−2))
O(r−2) 1
2
(2− β)r1−β/2

 , (3.5)
so that to leading order in r one has
K =
1
2
(2− β)r−1+β/2 +O(r−2+β/2). (3.6)
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Using the fact that
√−h = r1−β/2+O(r1/2−β/2), we see that the Gibbons-Hawking integrand
is given by
√
−hK = 1− β/2 +O(r−1/2). (3.7)
It follows that, apart from past and future boundary terms, the action (1.1) is finite on
asymptotically flat 2+1 solutions.
We now turn to stationarity of the action. We use the fact that under a general variation
one has
δSHE+GH =
1
16πG
∫
∂M
√
−h(Kij −Khij)δhij . (3.8)
Recall that δhij vanishes on the past and future boundaries, while near ∂M∞ we may
assemble the results (3.1), (3.2), and (3.5) to find
√
−h(Kij −Khij)δhij ∼
√
−h(Ktt −Khtt)δhtt ∼ O(1/r), (3.9)
which vanishes in the limit r →∞. Thus, as claimed in section I, the action SEH+GH is sta-
tionary on 2+1 asymptotically flat solutions under arbitrary asymptotically flat variations.
B. Comparison with higher dimensions
We showed above that, for asymptotically flat spacetimes in 2+1 dimensions, the
Gibbons-Hawking term provides a sufficient boundary term to promote the Einstein-Hilbert
action to a satisfactory variational principle. However, additional terms are needed in higher
dimensions [11]. Here we briefly discuss the extrapolation to 2+1 dimensions of various
additional boundary terms (called “counter-terms”) which have been proposed for higher
dimensional cases. We find that all such extrapolations either vanish identically or are
ill-defined.
The simplest asymptotically flat counter-term to discuss is the one proposed in [12],
proportional to
∫ √−h√R, where R is the Ricci scalar of the boundary metric. Because
a 1+1 cylinder is flat, this term simply vanishes for 2+1 asymptotically flat geometries.
Similarly, one may consider the counter-term proposed in [13], which is proportional to
R3/2√
R2−RijRij
, where Rij is the Ricci tensor induced on ∂M∞. When this ratio is well-defined,
it again vanishes in the limit in which the cut-off is removed.
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A more complicated (but more general) counter-term was introduced in [11]. This term
is given by
− 1
8πG
∫
∂M
Kˆ, (3.10)
with Kˆ defined implicitly by the equation
Rij = KˆijKˆ − KˆilKˆ lj. (3.11)
However, this equation degenerates in 2+1 dimensions. This is easiest to see by considering
the stronger relation
Rikjl = KˆijKˆkl − KˆikKˆjl, (3.12)
which reduces to (3.11) when contracted with hkl. Note that the right hand side of (3.12)
has all of the symmetries of the Riemann tensor. As a result, in 1+1 dimensions it has only
a single independent component which in fact is equal to det(Kˆ). Thus, equation (3.11) can
determine at most det(Kˆ) and not the desired trace of Kˆij . We see that the counter-term
(3.10) is not well-defined for 1+1 dimensional boundaries.
Finally, one may ask if we may use as a counter-term an additional Gibbons-Hawking
term
− 1
8πG
∫
∂M
KRef , (3.13)
evaluated on some reference background (see e.g., [20, 23, 24]). This typically requires
embedding the boundary (∂M, h) in the background and using this embedding to define
the reference extrinsic curvature KRef . As described in [11], such an approach fails in
higher dimensions because a generic boundary cannot be isometrically embedded in a given
reference background. Roughly speaking, co-dimension one embeddings into a fixed manifold
are specified by a single relation between the coordinates of the target manifold, while more
than one function of the embedded manifold is required to specify a generic (fully gauge
fixed) metric. However, in 1+1 dimensions we may always choose, e.g., conformal gauge,
in which an arbitrary geometry is specified by a single free function. Thus, this counting
argument does not rule out the use of background subtraction for 2+1 dimensional bulk
spacetimes.
Nonetheless, it remains far from clear that background subtraction can succeed in the
2+1 context. The problem is that, at least locally, the intrinsic geometry of ∂M does not
determine the extrinsic curvature (Kref)ij . Indeed, we argued above that (Kref)ij cannot be
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determined from (3.12). Of course, an embedding would also satisfy the remaining Gauss-
Codazzi equations
rµR
µj
kl = DkKref
j
l −DlKref jk, (3.14)
where Dk is the covariant derivative compatible with hij and r
µ is the unit vector normal
to ∂M∞. However, since these are differential equations and our ∂M∞ is a manifold with
boundary, we still expect constants of integration in any solution to (3.14). Without some
prescription for the dependence of such integration constants on the cut-off Ω, the Ω→∞
limit of the boundary term (3.13) is ill-defined. Thus we see that any proposed counter-term
from higher dimensional asymptotically flat space which is well-defined in 2+1 dimensions
vanishes identically.
IV. THE GRAVITATIONAL ENERGY
We have seen that the action (1.1) is finite up to past and future boundary terms, and that
an arbitrary asymptotically flat variation of (1.1) vanishes on the space of asymptotically
flat solutions. We now compute the gravitational hamiltonian as the Legendre transform
of the associated Lagrangian. We proceed by performing a 2+1 deomposition of the action
following [20], which in turn follows [25, 26, 27, 28] in addressing the bulk terms. Finally,
we quickly show that the same energy is obtained by considering the boundary stress tensor
associated with the action (1.1).
A. The 2+1 decomposition and the gravitational Hamiltonian
Let us begin by foliating the space-time with a family of spacelike surfaces Σt labeled
by the coordinate t. We introduce a vector tµ such that tµ∇µt = 1. In terms of the unit
normal vector to the surfaces Σt we can decompose t
µ into the usual lapse function N and
shift vector Nµ through tµ = Nnµ + Nµ. We choose Σt orthogonal to the 1+1 part of
the asymptotic boundary2 ∂M∞. We assume there are no inner boundaries, so the total
boundary consists of ∂M∞ (tangent to nµ) together with initial and final surfaces for which
2 In fact, we choose the spatial regulator Ω such that, for sufficiently large Ω, Σt is orthogonal to each
regulated boundary ∂MΩ.
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nµ is a unit normal. Below, we include in (1.1) the Gibbons-Hawking terms on the initial
and final surfaces as well as that on ∂M∞.
To perform the 2+1 decomposition of the action, we express the three dimensional scalar
curvature in terms of the induced scalar curvature R and the extrinsic curvature Ktij of Σt.
As a first step, we write
R = 2(Gµν − Rµν)nµnν . (4.1)
From the usual initial value constraint, the first term is
2Gµνn
µnν = R−Ktµν(Kt)µν + (Kt)2. (4.2)
For the second term we use the identity
Rµνn
µnν = Kt 2 −KtµνKt µν −∇µ(nµ∇νnν) +∇ν(nµ∇µnν). (4.3)
When integrated over spacetime, the two total derivatives in (4.3) yield boundary terms.
The first is proportional to nµ, so it contributes only on the initial and final surfaces. On
these surfaces, it completely cancels the the Gibbons-Hawking term. The second term is
orthogonal to nµ so it will contribute only on ∂M∞. Adding the Gibbons-Hawking term to
the boundary terms (4.3) and expressing the result in terms of the unit vector rµ normal to
∂M∞ one finds
1
8πG
∫
∂M∞
√
−h(∇µrµ − rνnµ∇µnν) =
1
8πG
∫
∂M∞
√
−h(gµν + nµnν)∇µrν , (4.4)
where gµν is the metric corresponding to the line element (2.4). Recognizing q
µν = gµν+nµnν
as the projector onto the surface Σt, we see that the integrand in (4.4) is the trace of the
extrinsic curvature of the curve Ct = Σt ∩ ∂M, in the surface Σt. We will call this trace k.
Thus, the action (1.1) takes the form
S =
∫
Ndt[
1
16πG
∫
Σt
√
q(R+ (Kt)2 −Ktµν(Kt)µν) +
1
8πG
∫
Ct
√
qCk], (4.5)
where q is the determinant of the metric induced on Σt and qC is the determinant of the
metric induced on Ct .
Recalling that the extrinsic curvature Ktµν of Σt is given by
Ktµν =
1
2N
[q˙µν − 2D(µNν)], (4.6)
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where D is the covariant derivative on Σt compatible with qµν , and the momentum π˜
µν
conjugate to qµν is, as usual,
π˜µν =
δL
δq˙µν
=
√
q
16πG
(Kt µν −Ktqµν). (4.7)
Defining a un-densitized momentum πµν = 16πG√
qN
π˜µν , we can write the action as
S =
∫
Ndt[
1
16πG
∫
Σt
√
q(πµν q˙µν +R+ π2 − πµνπµν + 2NµDνπµν) + 1
8πG
∫
Ct
√
qCk]
− 1
8πG
∫
dt
∫
Ct
√
qCN
µrνπµν . (4.8)
It is now easy to Legendre transform the Lagrangian to obtain
H = − 1
16πG
∫
Σt
N
√
q(R+ π2 − πµνπµν + 2NµDνπµν)
− 1
8πG
∫
Ct
(N
√
qCk −√qCNµrνπµν). (4.9)
However, the boundary term simplifies further when we make explicit use of the asymp-
totic behavior (2.4). The first term of the boundary integrand is, to leading order, the same
as we computed in (3.7). For the second term we have
πij ∼

 πtt πtθ
πθt πθθ

 ∼

 O(r−1−β) O(r−1−β)
O(r−1−β) O(r1−β)

 , (4.10)
while the vectors Nµ and rµ satisfy
Nµ ∼ O(r−1−β), rr = rβ/2 +O(r−1−β) and rθ ∼ O(r−1−β). (4.11)
Thus the second term in the integral over Ct is of order O(r−4β) and vanishes as r →∞.
As a result, we obtain
H = − 1
16πG
∫
Σt
N
√
q(R+ π2 − πµνπµν + 2NµDνπµν)−
1
16πG
∫
Ct
(2− β). (4.12)
This coincides with the Hamiltonian obtained in [19] via Regge-Teitelboim methods [14],
except for the addition of the constant term − 1
16πG
∫
Ct
2 = − 1
4G
.
B. Energy from the boundary stress tensor
By using the Hamiltonain form of the action (4.8), it is straightforward to compare the
ADM expressions (4.12) for the energy with that defined via a boundary stress tensor. Recall
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[11, 29] that while for asymptotically flat spacetimes one cannot vary the on-shell action with
respect to boundary conditions, a useful boundary stress tensor can nevertheless be defined
by first considering the action SΩ of each regulated spacetime MΩ defined in section III.
One defines
Tµν(Ω) = − 2√−h
δSΩ
δhµν
= − 2√−h
δSΩ
δgµν
, (4.13)
and the boundary stress tensor energy is defined by
Ebst = lim
Ω→∞
∫
Ct
√
qC nµnνT
µν . (4.14)
To compare with the Hamiltonian definition of Energy (4.12), we simply express Tµν in
terms of variations of the action with respect to the lapse N and shift Nµ, with the spatial
metric qµν = gµν + nµnν held constant. To this end, it is useful to compute certain partial
derivatives. Using the relation dt = − 1
N
nµdx
µ we find
δgµν
δN
∣∣∣∣∣
qκλ
=
δ
δN
(−nµnν) = −2
N
nµnν . (4.15)
As a result, we have
Ebst =
∫
Ct
√
qC nµnνT
µν =
∫
Ct
√
qC
2nµnν√−h
δS
δgµν
= −
∫
Ct
δgµν
δN
δS
δgµν
= −
∫
Ct
δS
δN
∣∣∣∣∣
qµν
= − 1
16πG
∫
Ct
(2− β). (4.16)
Since the bulk contribution to (4.12) vanishes on the constraint surface, it is clear that the
Hamiltonian and boundary counter-term definitions of energy agree3.
V. DISCUSSIONS
We have shown above that the Einstein-Hilbert action with Gibbons Hawking term (1.1)
provides a satisfactory variational principle for 2+1 asymptotically flat spacetimes. In higher
dimensions it is important to add more complicated boundary terms but, as discussed in
section IIIB, these do not extend naturally to 2+1 dimensions. Defining the boundary by a
cylindrical cut-off prescription, we have shown that on the space of the solutions the action
3 Note that, assuming that the appropriate actions can be written in an appropriate canonical form, this
argument provides a simple derivation of the main result of [30] and of certain results from [31, 32]
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i) is finite (apart from the past and future boundary terms) and ii) is stationary under any
asymptotically flat variation.
Because (1.1) is appropriately finite and defines a good variational principle, a Hamilto-
nian can be defined directly via the Legendre transform of the Lagrangian. The result of
this Legendre transform is (4.12), which agrees with the standard result [19] except for a
shift of the zero of energy. Interestingly, this shift causes our Hamiltonian to take values in
the range
H ∈ [− 1
4G
, 0], (5.1)
and in particular, assigns 2+1 Minkowski space the energy EMink2+1 = − 14G . Such a non-zero
energy is possible because the phase space of asymptotically flat gravity in 2+1 dimensions
is not invariant under Lorentz transformations [19, 22].
As noted above, our shift sets the upper bound on the energy of 2+1 asymptotically flat
spacetimes to zero. Physically, the upper bound arises because, at this value of the energy,
the deficit angle at infinity reaches 2π and the asymptotic region “closes off”. Now, recall
that any spatially closed universe is naturally assigned zero energy as well. In particular,
since there is no boundaryM∞, this assignment follows from a definition of the Hamiltonian
for such systems via a Legendre transform of the Lagrangian as above; one finds that the
Hamiltonian is constrained to vanish. This continuity property of the energy when inter-
polating between spatially compact and asymptotically flat spacetimes may merit further
investigation.
To readers familiar with asymptotically AdS counter-terms (e.g., [2, 3]), it may not
seem surprising that (1.1) provides a valid variational principle. In 2+1 dimensions, the
only additional AdS counter-term required (beyond the terms in (1.1)) is proportional to
1
ℓ
∫
∂M
√−h, where ℓ is the AdS length scale. Thus, this additional AdS counter-term vanishes
as ℓ → ∞. In contrast, in higher dimensions AdS boundary conditions require boundary
terms proportional to positive powers of ℓ, and so do not readily admit a flat space limit.
Similarly, to AdS-familiar readers, it may not be surprising that 2+1 Minkowski space has
a negative vacuum energy. In 2+1 dimensions, adding the appropriate covariant counter-
terms and using the boundary stress tensor prescription [3] yields an energy EAdS2+1 =
−1/8G for 2+1 AdS space, and in particular one which is independent of the AdS length
scale ℓ. (In contrast, in higher dimensions the energy of AdS space vanishes as ℓ → ∞.)
However, what is quite striking is that the energy EMink2+1 = −1/4G of 2+1 Minkowski
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space is not the limit as ℓ → ∞ of the AdS result. Instead, it differs by a factor of 2. One
may hope that a deeper understanding of this result is related to a deeper understanding of
the flat space limit of AdS/CFT.
One may ask how unique is our prescription for calculating the energy. After all, we
have obtained the result (4.12) from a particular choice of boundary terms in the covariant
action (1.1). Now, for asymptotically AdS spaces in 2+1 dimensions, the boundary terms
are entirely determined by the properties of locality and covariance [3]. Thus the result
EAdS2+1 = −1/8G does not suffer from the “scheme dependence” that one sees in higher
dimensions. We will now show that our results are similarly unique given the requirement
that one begin with a well-defined variational principle built from a local covariant boundary
term.
To this end, consider any choice of boundary term built locally from the extrinsic curva-
ture Kij and the Riemann curvature Rijkl of ∂M∞ and which leads to a valid variational
principle for asymptotically flat spacetimes. Any such boundary term will differ from the
one in (1.1) by some finite ∆S whose variation vanishes within the class of asymptotically
flat spacetimes. In particular, it must be invariant under (time-dependent) variations of the
deficit angle at infinity,
β → β + δβ(t). (5.2)
To see the effect of this requirement, let us evaluate ∆S on the point particle spacetimes
(2.1) using r = constant surfaces to compute the boundary term. The Riemann tensor
vanishes on such surfaces, and the only non-zero component of Kij is Kθθ =
1
2
(2− β)r1−β/2.
The boundary metric itself can enter only through
√−h and hθθ, and so provides only
factors of r±(1−β/2). If ∆S is to have a well-defined limit at large r, the r-dependence
of the metric can serve only to cancel the r-dependence of Kθθ. As a result, we have
∆S = f(Kθθr
−(1−β/2))(T+ − T−) = f(2− β)(T+ − T−).
Now, consider a variation δβ(t) which is constant over a time interval ∆t constituting
most of interval [T−, T+], but which vanishes at t = T± to preserve the past and future
boundary conditions. Since the variation of ∆S under (5.2) contains a term proportional
to df
dβ
∆t, our ∆S can be stationary only if f = constant; i.e, if on such solutions f is
independent of Kij. But since the Riemann tensor on ∂M vanishes, on such solutions we
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must have
∆S = c
∫
∂M∞
√
−h. (5.3)
Imposing either the requirement that ∆S be finite or that ∆S be stationary then sets c = 0,
and thus ∆S = 0 on such solutions. But since ∆S is stationary under all asymptotically flat
variations, it is in fact constant on the space of solutions. Thus, ∆S = 0 on all solutions.
As a result, it cannot affect the result (4.12) for the energy.
On dimensional grounds, a vacuum energy such as we have found can arise only in 2+1
dimensions, where c2/G has dimensions of mass (without using any factors of h¯). Indeed,
calculations of the vacuum energy of d + 1 Minkowski space from a covariant variational
principle for d > 2 obtain EMinkowski = 0 [11, 29]. Here comparison with AdS space is
more subtle, as the AdS vacuum energy depends [3] on the particular choice of boundary
term (i.e., the choice of “renormalization scheme”) used to define the covariant variational
principle. Nevertheless, it is interesting to note that in the most common scheme the vacuum
energy diverges in the limit Λ→ 0. This again suggests subtleties in the flat space limit of
AdS/CFT which would be interesting to understand in detail.
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