Abstract-This paper presents a new data-driven classification pipeline for discriminating two groups of individuals based on the medical images of their brain. The algorithm combines deformation-based morphometry and penalised linear discriminant analysis with resampling. The method is based on sparse representation of the original brain images using deformation logarithms reflecting the differences in the brain in comparison to the normal template anatomy. The sparse data enables efficient data reduction and classification via the penalised linear discriminant analysis with resampling. The classification accuracy obtained in an experiment with magnetic resonance brain images of first episode schizophrenia patients and healthy controls is comparable to the related state-of-the-art studies.
I. INTRODUCTION
he last two decades have witnessed an explosive growth in the ability to "understand the human brain" -a key to progress in neuroscience, to promote and protect brain health, and to develop treatments for restoring, regenerating, and repairing diseased brain functions. The motivations for that are clear: as populations inevitably grow older, mental disorders will increase dramatically -implying economic and social implications. The identification, characterization and validation of biomarkers for the major mental disorders would facilitate accurate prediction of disease risk, course, and therapeutic responses and ultimately lead to knowledge-based treatment and preventive strategies.
Computational neuroanatomy is a growing field of powerful applications of imaging modalities and computational techniques in neuroscience. It promises an automated methodology to characterize neuroanatomical configuration of structural magnetic resonance imaging (MRI) brain scans. One of the crucial techniques in this methodology is image registration. Its task is to find a spatial transformation which maps each point of an image onto its corresponding point of another image. Atlas-based registration is a special technique of computational neuroanatomy -not seen widely in other fields of biomedical imaging. It performs the task of spatial normalization of images according to a common reference anatomy termed as a brain atlas. Together with techniques adopted from inferential statistics and hypothesis testing, it allows to uncover brain regions with significant morphological differences between normal and clinical populations. Such techniques have been already used also in modern psychiatry research to seek for biomarkers and neurobiology of various mental diseases [1] - [4] .
The real challenge for psychiatry is, however, to move from group analysis between patients and healthy volunteers to computer aided diagnostics on the level of an individual patient. Although pioneering works employing machine learning techniques have recently borne fruit in case of neurological diseases, this is extremely difficult in mental diseases. For instance, in schizophrenia -a disease with a complex neurobiology -the brain-imaging measurements in patients show considerable overlap with the normal range [5] .
Algorithms, which have been proposed in the diagnostics of neurodegenerative disorders, relied on brain image data classification between patients and healthy controls. The most commonly used classification methods have been the linear discriminant analysis (LDA) [6] - [10] , support vector machines (SVM) [11] - [13] or the k-nearest neighbour algorithm [14] - [16] . Due to the large amount of features obtained from 3-D medical images, the classification is often preceded by data reduction performed by principal component analysis [17] , independent component analysis [18] , selection of regions of interests (ROI) [6] - [8] , and other data reduction methods. So far, only few studies have presented complex pipelines for data reduction and classification, such as the COMPARE method [19] , which combines deformation-based morphometry with machine learning methods (watershed segmentation algorithm and support vector machine-recursive feature elimination technique). In [19] the COMPARE algorithm, classification of schizophrenia patients with very high classification accuracy (91.8% for female subjects and 90.8% for male subjects) was applied. Thus, the complex pipeline seems to enable classification with a higher efficiency than other commonly used methods that have reported classification accuracy between 70% and 90% [5] - [18] .
The aim of this paper is to present a new data-driven complex classification pipeline consisting of deformationbased morphometry (DBM) and penalised linear discriminant analysis (pLDA) with resampling. The DBMpLDA algorithm enables efficient data reduction and subsequent classification as it is based on sparse representation of the original image data. The algorithm starts with an application of the DBM on original MRI data to create 3-D deformations, which are then log-transformed and used in the pLDA with resampling to identify the brain regions with different local volumes in patients and controls. The last step comprises of classifying the brain images into groups of patients and healthy controls based on the features representing automatically detected brain regions.
The pLDA has been successfully employed in our previous imaging-genetics study [20] in which image phenotypes, using pre-selected pLDA, were used for searching the genotypes most associated with Alzheimer's disease. To our knowledge, this is the first study that uses pLDA for selecting brain imaging features for the purposes of distinguishing diseased individuals from healthy controls in schizophrenia research.
The rest of the paper is organized as follows. In Section II, we describe all the necessary steps in the classification pipeline. Section III shows the application of the proposed DBM-pLDA algorithm on T1-weighted MRI data of firstepisode schizophrenia patients and healthy controls. Section IV discusses the results and concludes the paper.
II. METHODS
The proposed data-driven algorithm for image classification is based on combining the deformation-based morphometry and penalised linear discriminant analysis with resampling. In the DBM, high-resolution nonlinear registration [21] of 3-D brain images with a digital brain atlas is performed. The resulting 3-D deformations represented by the displacement fields or their Jacobian determinants clearly show how the brain anatomy of a subject differs from the normal template anatomy in terms of local volume contractions and expansions. After logarithmic transformation, the 3-D deformations tend to be sparse, i.e. numerous voxels have zero or close to zero values. The sparse representation of the image data together with pLDA with resampling leads to effective selection of the most discriminating regions, as explained below. The selected brain voxels are then used as features in image classification. The DBM and pLDA are described in more details in the following two subchapters.
A. Deformation-Based Morphometry
Here, a brief summary is given on our algorithm for highresolution deformation-based morphometry with the underlying registration method, based on a spatial deformation model that allows for large deformations while preserving the topology of the images. Details can be found in [21] .
The registration method operates directly on image intensity values with no data reduction by segmentation or classification. The 3-D displacement field which maximizes global mutual information between a reference image and a floating image is searched in an iterative process that involves computation of the local forces as a gradient of point similarity measures and their regularization using the spatial deformation model. The regularization involves two Gaussian spatial filters forming the combined elasticincremental model [22] . The first spatial filter regularizes displacement improvements that are proportional to the applied forces. These displacements are integrated into the final deformation, which is done iteratively by summation. The second part of the model represents the property of elastic materials in which displacements wane upon retracting the forces. This is ensured by a second Gaussian smoother. The resulting deformations preserve the topology of the images, i.e. only one-to-one mappings, termed diffeomorphic, are obtained. This requirement is satisfied by controlling the standard deviations of the Gaussian filters that affect the behaviour of the spatial deformation model. Standard deviations are incremented each time the minimum Jacobian determinant drops below a predefined threshold. The deformation should capture subtle anatomical variations among the studied images; therefore, the standard deviations of the Gaussians are decremented as well whenever the minimum Jacobian determinant starts rising during the registration process.
B. Penalised Linear Discriminant Analysis with Resampling
Prior to the penalised linear discriminant analysis with resampling, the logarithms of the Jacobian determinants computed from 3-D deformation fields are transformed into 1-D vectors and arranged in () p n × matrix X , where n is the number of individuals in a data set and p is the number of voxels in each deformation. All columns of the matrix X are mean-centred and have unit variance. It is assumed that all n individuals have been labelled as one of the two classes, which are denoted by D (diseased individuals) and H (healthy controls). The number of individuals in each class is D n and H n , respectively, and
The common LDA aims at finding a direction vector v that best discriminates two classes within a data sample via maximizing the between-class variance and simultaneous minimizing of the within-class variance. The between-class scatter matrix, denoted as B S , is calculated as: 
In the penalised LDA [23] , a penalty is imposed on the l 1 norm of the direction vector v which leads to setting of coefficients j v , j = 1, ..., p, of the least discriminative features to zero. If the input data into the pLDA are already sparse, the amount of selected features (i.e. features with non-zero coefficients) is smaller and the classification results tend to be more stable than while using original brain images in the data analysis. In pLDA, the optimisation problem changes to: λ , all coefficients of v are set to zero. A common approach for tuning λ involves cross-validating the prediction error for a grid of values of λ and selecting the value of λ that leads to the smallest cross-validated error. However, this approach may be prone to sampling errors. Therefore, we opted for a resampling method proposed in [24] for sparse predictive modelling. This procedure aims to calculate selection probabilities for each feature by repeatedly fitting the pLDA model on random subsets of the data set, while keeping track of the features associated to non-zero coefficients of v. The final set of the most discriminative features consists of voxels with selection probability higher than 0.5.
It should be noted that by using the data resampling, a set of features over the range [ ] max min , λ λ with stable classification results is selected instead of tuning the regularization parameter λ [24] . The final set of selected features is then used for classification of individuals into the class D or H using LDA.
III. EXPERIMENT AND RESULTS

A. Imaging Data Used in the Experiment
The proposed classification pipeline was tested in an experiment with magnetic resonance brain imaging data of 52 male patients with first-episode schizophrenia and 52 sex-and age-matched healthy control subjects. The median age of the patients and controls was 22.9 years (range 17-40 years) and 23.0 (range 18-38 years), respectively. Thirtynine patients and the same number of controls took part in our previous study [25] . All subjects signed an informed consent before entering the study.
All 52 patients were recruited from males hospitalised in the all-males unit of the Department of Psychiatry, Masaryk University in Brno for first-episode schizophrenia. The diagnosis was established during a clinical interview guided by the International Statistical Classification of Disease and Related Health Problems (ICD-10) research criteria and was focused on information about the family and personal history, the somatic conditions, substance abuse, pharmacological history and the current treatment, previous psychiatric conditions and, finally, on the current clinical manifestation, the presenting symptoms, the duration, and the functional impact. Next, the patients were physically examined, including blood (haematology and biochemistry) and urine analysis (biochemistry and toxicology). If abnormal findings were present, their origin was traced by additional examination. A fully trained senior psychiatrist (board certified in psychiatry) reviewed all information, established the diagnosis and suggested the case for inclusion in the study. MRI examination was performed during the first episode, that is, all patients were treated with antipsychotics for 3-14 weeks only at the time of MRI.
The 52 healthy control subjects without substance dependence, family or personal history of axis I psychiatric conditions, neurological or somatic conditions affecting the structure or function of the brain, and contraindications for MRI examination, were recruited from the community, the local staff and medical students.
All subjects were scanned with 1.5T Siemens Symphony machine. Whole head T1-weighted images were obtained using 3-D acquisition with IR/GR sequence, TR 1700 ms, TE 3.93 ms, TI 1100 ms, flip angle 15°, 160 slices, voxel size 1.17 × 0.48 × 0.48 mm, FOV 246 × 246 mm, and matrix size 512 × 512 voxels.
The 3-D T1-weighted images were checked for abnormalities and then pre-processed using SPM8 (http://www.fil.ion.ucl.ac.uk/spm/). Specifically, the images were corrected for bias-filed inhomogeneity and spatially normalised, i.e. transformed into stereotactic space.
B. Classification efficiency
The DBM-pLDA algorithm was applied on the preprocessed images. The classification efficiency of the DBMpLDA algorithm was evaluated with the leave-one-out cross-validation technique to avoid biased results. Consecutively, each of the n subjects was selected as a testing subject and the remaining n-1 subjects were used for training the classifier. The testing subject was classified into the patient or healthy control class. Then, the resulting class was compared to the true classification label. The classification performances for all subjects were combined in order to create the overall classification performance measures, namely accuracy, sensitivity, specificity and precision, defined as:
, 
where TP, TN represent numbers of true positive and true negative results respectively, and FP, FN represent numbers of false positive and false negative results respectively.
C. Experiment Results
The performance measures obtained in the classification of 104 schizophrenia patients and healthy controls are summarized in Table I . Our results demonstrate that the classification accuracy is stable for meaningful ranges of λ, i.e. ranges leading to an adequate number of selected voxels. In this experiment, max λ was fixed to 0.9 and so, the table shows the results for the ranges [ ]
. The best crossvalidated classification accuracy was 85.6% (sensitivity 84.6%, specificity 86.5%) while selecting about 30,000 most discriminative voxels. The selected features composed of the most discriminating voxels are shown in Fig. 1 . They form connected regions in the left prefrontal cortex, the right anterior insula, the medial parts of the thalamus, and the cerebellar cortex.
In order to compare the proposed DBM-pLDA algorithm to other classification methods, the leave-one-out crossvalidation procedure was carried also with other classifiers, which have been used on neuroimaging data frequently: (i) LDA and (ii) SVM with linear kernel. Features for these classifiers were selected with the use of mass univariate analysis (Student's t-test, p < 0.01), so that only the significant local volume changes in patients when compared to healthy controls were input to the classifiers. The resulting classification performance measures are summarized in Table II . The results show an improved classification efficiency of the proposed DBM-pLDA algorithm, when compared to both DBM-LDA and DBM-SVM algorithms.
IV. DISCUSSION AND CONCLUSIONS
A classification pipeline for discriminating two groups of individuals based on brain images has been presented. The fully automated data-driven algorithm consists of deformation-based morphometry and penalised linear discriminant analysis with resampling. Firstly, sparse representation of the original brain images using logarithms of deformations, that are the results of high-dimensional nonlinear registration of the brain images with a digital brain atlas, is acquired. Secondly, the sparse data is reduced using pLDA with resampling and then classified into the group of patients or healthy controls. To our knowledge, this is for the first time when pLDA is used for selecting highly discriminative brain imaging features in schizophrenia. In our previous study, pLDA was successfully applied for selecting image phenotypes that were used in searching for genotypes most associated with Alzheimer's disease [20] . Here, pLDA is used in combination with DBM in the pipeline for the classification of MRI data of patients with first episode schizophrenia (FES) and healthy controls. Only FES patients were used in this study as it is known that longer duration of the illness leads to higher magnitude of morphological changes in the brain of schizophrenia patients [26] . Thus, the classification results can be overestimated if the data set contains chronic schizophrenia patients as well. To avoid biased results, only males were used in the analysis, as it was shown that there are differences in structural brain abnormalities in males and females [27] .
The proposed algorithm uses the whole volume of the brain and is fully automated. Thus, it overcomes limitations of traditional ROI-based classification analyses. The ROIbased methods need prior knowledge about the regions that might be affected by the disease. As schizophrenia is a large-scale disorder of neurocognitive networks rather than confined to specific regions [1] - [4] , whole brain analysis is more appropriate. Moreover, the fully automated method is less time consuming and error-prone than manual tracing of the ROIs.
High classification accuracy (85.6%) has been achieved while applying the proposed DBM-pLDA algorithm on T1-weighted MRI data of first-episode schizophrenia patients and healthy controls. The efficiency of the algorithm is comparable or superior to the other state-of-the-art studies dealing with the classification of schizophrenia patients [5] - [18] . However, the classification performance is smaller than in [19] , in which the COMPARE algorithm enabled classification of schizophrenia and healthy females with accuracy equal to 91.8% and the classification of diseased and healthy males with accuracy of 90.8%. Nevertheless, Fan et al. [19] used a mixed data set of patients with firstepisode schizophrenia and chronic schizophrenia. The fact that the morphological changes in chronic schizophrenia patients progress during the course of the disease, while the first episode schizophrenia is characterized only by subtle morphological abnormalities, could overestimate the results reported in [19] .
A by-product of the classification pipeline is a selection of the most discriminating brain morphological features between patients and controls. The automatically detected discriminating brain regions were located in the left prefrontal cortex, the right anterior insula, the medial parts of the thalamus, and the cerebellar cortex. These results are consistent with those published in previous studies [1] - [4] . Moreover, it is known that these brain areas are involved in higher cognitive, integrative and regulatory functions that are impaired in schizophrenia [1] - [4] .
Even though the results are promising, further experiments are necessary to investigate whether the DBMpLDA algorithm can assist in the early diagnosis of schizophrenia. A limitation of this study might be the slightly limited sample size, as Nieuwenhuis et al. [12] recommend to use more than 130 subjects. However, our data set containing 104 subjects is larger than the data sets used in most of the schizophrenia studies [5] - [8] , [11] , [14] - [15] , [17] - [19] . The next step in our research will be a replication using a completely independent set of schizophrenia subjects. We would also like to test the performance of the algorithm on other patient groups.
In conclusion, the associations between the automatically detected discriminating morphology features and their significance in the neurobiology of schizophrenia, as well as the high accuracy of classification of patients and healthy controls, demonstrate the face validity of our approach that combines DBM and pLDA with resampling. 
