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Garbage Collection and Data Recovery for N2DB
Shiyu Cai, Kang Chen , Mengxing Liu, Xuyang Liu, Yongwei Wu, and Weimin Zheng
Abstract: Non-Volatile Memory (NVM) offers byte-addressability and persistency. Because NVM can be plugged
into memory and provide low latency, it offers a new opportunity to build new database systems with a single-layer
storage design. A single-layer NVM-Native DataBase (N2DB) provides zero copy and log freedom. Hence, all data
are stored in NVM and there is no extra data duplication and logging during execution. N2DB avoids complex data
synchronization and logging overhead in the two-layer storage design of disk-oriented databases and in-memory
databases. Garbage Collection (GC) is critical in such an NVM-based database because memory leaks on NVM are
durable. Moreover, data recovery is equally essential to guarantee atomicity, consistency, isolation, and durability
properties. Without logging, it is a great challenge for N2DB to restore data to a consistent state after crashes and
recoveries. This paper presents the GC and data recovery mechanisms for N2DB. Evaluations show that the overall
performance of N2DB is up to 3:6 higher than that of InnoDB. Enabling GC reduces performance by up to 10%,
but saves storage space by up to 67%. Moreover, our data recovery requires only 0:2% of the time and half of the
storage space of InnoDB.
Key words: Non-Volatile Memory (NVM); Garbage Collection (GC); data recovery
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Introduction

Non-Volatile Memory (NVM) supports byte-addressable
memory access similar to Dynamic Random-Access
Memory (DRAM), while keeping the in-memory
data persistent like disks. NVM devices are plugged
in-memory slots providing comparable performance
to DRAM. NVM radically changes the memory
hierarchy of modern computer systems and opens
new opportunities to many system designs and
implementation, including database systems.
Database researchers and practitioners have started to
investigate ways of using NVM in the database system
 Shiyu Cai, Kang Chen, Mengxing Liu, Xuyang Liu, Yongwei
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design[1–6] . Most existing NVM database researchers
aim at improving transaction throughput by replacing the
disk or memory with NVM[1–3, 6, 7] . Other works focus
on rewriting a specific component in original DBMSes to
accommodate NVM, such as logs[4] or indexes[8, 9] . Most
current works[1, 4–6] still use a two-layer storage design,
which is adopted by many disk-oriented or in-memory
databases. Disk-oriented databases use disks as durable
data storage and memory as a buffer for fast access.
In-memory databases store data in the main memory
and use disks to guarantee durability. Due to the twolayer storage design, database system designers have
to separate the transaction processing from transaction
durability.
With the existence of NVM, the integration of
transaction processing with durability in a single-layer
design is now possible. The NVM-Native DataBase
(N2DB)[10] is an NVM-based single-layer database.
It provides two key features, i.e., zero copy and log
freedom, where all data are stored in NVM and there
is no extra data duplication, data synchronization, and
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logging during execution. MultiVersion Concurrency
Control (MVCC) is the key for the N2DB to achieve the
log-freedom feature.
This paper discusses Garbage Collection (GC) and
data recovery for the N2DB. GC is critical for the N2DB.
Memory leaks on NVM are durable and many factors
may lead to memory leaks. For example, the runtime
system will first (1) allocate memory and then (2) use the
memory to store tuples. However, the system may crash
between Steps (1) and (2). The allocated and unused
memory should be reclaimed using GC. Equally, data
recovery is also essential because the system must be
capable of obtaining the location and size of all active
data structures on NVM after a reboot. Furthermore, the
system needs to bring its data back to a consistent state.
Because some memory space needs to be reclaimed
during recovery, GC is tightly related to recovery in
the N2DB.
There are several challenges in implementing GC
and recovery in the N2DB. (1) The memory allocation
and the GC in DRAM cannot be directly applied
to NVM. The data in the volatile memory will be
lost after the reboot, but the same assumption cannot
be applied to NVM. (2) Memory management in
NVM is more complicated than DRAM. A system
failure may occur between memory allocation and
recording such allocation persistently. Such a failure
leads to memory leaks, which are hard to prevent
without using logs. However, the allocation of logbased NVM allocators, such as the Persistent Memory
Development Kit (PMDK)[11] , is much slower than
malloc in DRAM and can become a bottleneck if called
frequently. (3) Data recovery to a consistent state is
difficult without using logs. Logs indicate the effects of
transactions. Thus, logs enable the database to eliminate
the partial effect of aborted transactions and transactions
interrupted by system failures. However, logs will waste
memory space in NVM and negatively affect the overall
performance.
This paper examines the GC and recovery processes in
the N2DB. Specifically, we adopt three design choices to
implement the corresponding components in the N2DB.
 Tree structure: To ensure the durability of
memory allocation, all data structures are organized
under a tree and the root pointer is recorded in a specific
location. Therefore, during rebooting, the system can
recursively traverse all active data via a root pointer.
 GC: There are many possibilities to produce
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redundant data and unreachable memory blocks as
garbage in the single-layer storage design. A runtime
GC is used to eagerly reclaim redundant data at each
transaction commit and abort. Redundant data can also
be produced during a system crash. They, together with
unreachable memory blocks, will be lazily reclaimed
together using an asynchronous scanning thread during
recovery. Because of the little reclamation work during
recovery, the system can get back to work directly[12] .
 Visibility rule: We design visibility rules for
two key data structures to enable the N2DB to ignore
inconsistent data structures. Visibility rules eliminate
the partial effect of aborted transactions and interrupted
transactions. Visibility rules are necessary because,
under multiversion storage, transaction processing needs
to determine visible versions in the current transaction.
Inconsistent data structures will be reclaimed later by
the runtime GC, bringing the data of the N2DB back to
a consistent state.
Furthermore, we chose InnoDB, the storage engine of
MySQL, for comparison. Our experiments show that the
overall performance of the N2DB is up to 3:6 higher
than that of InnoDB. Enabling GC reduces performance
by up to 10%, but saves storage space by up to 67%. In
addition, our data recovery requires only 0:2% of the
time and half of the storage space of InnoDB.

2
2.1

Background
NVM

NVM can be mainly used in three ways: (1) The FS
mode uses NVM as a faster block storage device instead
of Solid-State Drives (SSDs). (2) The Memory mode
treats NVM as a large DRAM module. (3) The DAX
mode allows the application to map part of the NVM
space to its own virtual address space, and access NVM
through normal CPU load/store instructions.
Programming for NVM is much more difficult than
that for DRAM due to two reasons: One reason is the
allocation and reclamation of the NVM space. The
allocation of NVM is persistent, so a memory leak is
also persistent. Another reason is the complexity of the
data persistence mechanism of NVM. Updating the data
of a certain NVM location will first change data in the
cache, which is volatile. The system may crash before
data are flushed back from the cache to NVM, resulting
in the loss of updating. Therefore, the “clwb” instruction
is usually used to ensure the persistence of data. The
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“fence” instruction is also used to prevent the instructions
from being reordered.
2.2

Single-layer storage for NVM databases

The use of NVM as single-layer storage for databases
has several advantages: First, transactions can directly
read and update raw data with low latency in byteaddressable NVM. There is no need to flush changes
of in-memory data to the disk at page granularity as
traditional databases do. Such a design avoids the
unnecessary overhead of data management and data
synchronization. Second, changes to data in NVM
are persistent, so the NVM database can avoid using
logs, including redo logging[13, 14] and undo logging[15] .
Finally, NVM has a much larger capacity compared to
DRAM.
The N2DB[10] is an NVM-based single-layer database
with zero copy and log freedom. There is no extra
overhead of data duplication, data synchronization, and
logging during execution.
The key for the N2DB to achieve log freedom is
MVCC. MVCC is a widely used concurrency control
scheme in modern DBMSs, including PostgreSQL[16] ,
Hekaton[17] , and Hyper[18] . The core idea of MVCC is
that new changes to a tuple do not overwrite the old data,
but create a new version. All versions of a tuple are in
a linked list, called a version chain. When a transaction
wants to read a tuple, it has to traverse the version chain
to identify its visible version.
2.3

GC

GC is critical for multiversion systems as excessively
long version chains can reduce the performance
of transactions and consume storage spaces. Some
databases track invisible versions using a background
scanning thread. Other databases track invisible versions
during transaction-traversing version chains. Many
existing works investigate two important design choices
for GC: tracking level and frequency[17, 19–21] .
The tracking level refers to the granularity used
by a database to track versions for GC. The finestgrained level is the tuple level. A coarse granularity level
collects the versions created by a transaction and reclaim
them until this transaction is invisible to subsequent
transactions. Furthermore, in an epoch-based system,
the versions created by all transactions in one epoch are
simultaneously collected and reclaimed.
The frequency indicates how often a GC reclaims
invisible versions. Databases with background GC
threads periodically trigger GC. An alternative approach

Tsinghua Science and Technology, June 2022, 27(3): 630–641

is called transaction-level GC, where databases treat
GC as a post-commit procedure of a transaction. Some
databases perform GC after a group of transactions
commits to improve the performance.
Traditional databases often choose group commits to
reduce the high Input/Output (I/O) overhead caused by
frequent write operations. However, this is not usually
the case for NVM databases. The read and write latency
of NVM is low, so group commit and epoch-based
approaches are unnecessary. Thus, it is appropriate for
the NVM database GC to track invisible versions at the
tuple level and reclaim them at the transaction level, as
used in the N2DB.
2.4

Recovery principles

The recovery of databases in NVM needs to recover
NVM allocators and all tuples in the database.
NVM-aware allocators need to ensure the atomicity
and durability of allocations and reclamation. In the
wake of a crash, the allocator can bring its metadata
to a state in which all and only the in-use blocks are
allocated[22] .
Similarly, databases need to ensure the atomicity
and durability of transactions. Because transactions
frequently update tuples, the database needs to ensure
(1) that all changes to tuples by committed transactions
are durable and (2) that all changes to tuples by aborted
transactions and interrupted transactions are invisible.
The requirements arising from the recovery of the
allocator and the recovery of all tuples can be solved by
the logging system. For example, the Write-Ahead Log
(WAL) is the most commonly used logging protocol.
The key idea of WAL is that any changes to data are
first recorded in the log, and the log must be written
to durable storage before changes. The systems with
WAL ensure that the changes recorded on the logs are
durable and that partial effects caused by failures can be
eliminated.
However, the overhead of a logging system can lower
allocator and database performance, so we implement a
log-freedom allocator recovery protocol through the lazy
GC technique[12] and a log-freedom recovery protocol
of tuples by leveraging the features of MVCC.

3
3.1

N2DB Storage Engine
N2DB storage layer

Figure 1 shows the structure of the storage engine N2DB,
where all the data are sitting in NVM.
At the bottom, the NVM-aware allocator manages
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Fig. 2 Layout of the table (heads and versions). In this
example, Transaction 100 inserts three tuples (A, B, and C).
Transaction 101 updates tuple B to B’ and Transaction 102
deletes tuple C. The gc ts of Row 4 is 1, which means that it
has undergone GC once.

and allocates NVM spaces at page granularity. The
NVM-aware allocator organizes the NVM space into
pages of 2MB each. To atomically allocate pages, the
NVM allocator keeps a bitmap to record page allocation
information. The NVM-aware allocator also keeps a
fixed-length array of the root pointers of data structures
on NVM. Therefore, after a reboot, the system can
identify all data structures based on these root pointers.
The N2DB uses the NVM-aware allocator to derive
the memory spaces from storing database-specific data,
including “table heap”, “catalog”, and “transaction
states”. The “table heap” stores all tuples. The “catalog”
is a three-level tree whose root node is the metadata
of the N2DB, the inner nodes are the metadata of
databases, and the leaf nodes are the metadata of
tables. The root pointer of the catalog is stored in the
allocator’s pointer array. The “transaction states” is an
array of all transaction states. Each transaction has four
states, i.e., INITIAL, IN - PROGRESS, COMMITTED, and
ABORTED , so only two bits are enough for each state
of the transaction. The “transaction states” provide two
functions, get state and set state, for querying
and setting the state of a transaction. Both transactions
and GC require the query interface to determine the state
of the transaction.

is used to record the ID of the transaction that deletes
the row. A transaction ID is a unique identifier of
a transaction. It is generated from a monotonically
increasing counter. gc ts is an incrementing counter
for each row, representing the number of times the row
has been reclaimed. newest version is a pointer to the
latest version.
A version has four member variables: xmin, xmax,
prev version, and data. The xmin stores the ID of the
transaction that creates the version, whereas xmax stores
the ID of the transaction that deprecates the version.
Therefore, they indicate the lifetime of the version, i.e.,
[xmin, xmax). Prev version is a pointer to a previous
version, or a null pointer if there is none.
The layout of the table is shown in Fig. 2. We use a
two-level page table to manage all heads and versions
of a single table. The pointers of all allocated pages of
the table are recorded in two arrays, i.e., head page and
version page. Both arrays are of size 2 MB, and their
pointers are recorded in the table metadata. Thus, the
system can identify all the heads and versions of the
table through the table metadata after the reboot.

3.2

3.3

Multiversion storage

The tuple data in the “table heap” is organized in a
multiversion scheme. Two key data structures are used
to implement MVCC: head and version.
A tuple head is an entry to the corresponding version
chain. Figure 2 presents the layout of heads and versions.
Each row has a unique identifier, called row ID, which
maps to the location of the head. The head contains
three variables, rm tx, gc ts, and newest version. rm tx

GC and data recovery

Because the N2DB uses a multiversion storage structure,
the system needs to periodically reclaim invisible
versions to save storage space. GC uses the lifetime
information recorded in the version and the transaction
state recorded in the “transaction states” to determine
whether a version is invisible to all active transactions.
If the version is invisible, then GC can safely reclaim the
version without affecting active transactions.
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Because the allocation information for head and
version is not durable, they need to be reconstructed
after rebooting. Root pointers are first fetched, and then
the system follows the pointers to find all headers and
versions. Indexes are rebuilt afterward based on the
allocated headers. Traversing all version chains can also
reclaim unallocated heads and versions.

4

N2DB MVCC

When a transaction begins, the N2DB assigns a
transaction ID and a snapshot to this transaction. A
snapshot indicates the transactions completed for this
transaction. The transaction ID and snapshot determine
the visible versions for the current transactions.
Transactions can perform four types of operations:
update, delete, insert, and read. Table 1 presents the
procedures for insert, update, and delete operations.
Transactions traverse each version chain to determine
a visible version through the visibility rule in Fig. 3.
A transaction determines whether another transaction
has finished from the snapshot. It also checks whether
another transaction has been committed via the
get state function of transaction states. While
executing these operations, the transaction records
information about the rows that it has visited. The visited
rows will be used later to get reclaimable space.
When a transaction commits or aborts, it sets its

xmin finished?
Yes

No

xmin committed?
Yes

GC

GC involves two main scenarios: (1) the runtime GC
reclaiming space marked as reclaimable by transactions
and (2) the recovery GC scans for invisible versions
using a background thread after a reboot. The visibility
rules of the runtime GC and recovery GC are almost
identical. To better understand the logic related to
visibility, we first introduce the concurrent control of
N2DB. We will introduce the reclaimable space in
both scenarios. Finally, we will discuss the timing of
reclamation.
4.1

No

xmax in valid?

Invisible

Yes

Visible

No

xmax finished?

No

Yes

Yes

Fig. 3

xmax committed

No

Visibility rule of a version.

state to COMMITTED or ABORTED accordingly. The
transaction then records the current maximum allocated
transaction ID, called max seen tid. Next, the transaction
determines the reclaimable space based on the rows it
has visited and the operations it has performed on those
rows. Finally, the transaction passes the max seen tid
and reclaimed space information to the runtime GC
component, which determines when to reclaim invisible
versions and heads based on the max seen tid.
4.2

Reclaimable space

Next, we will explain how transactions determine the
space to be reclaimable.
First, all versions after the new version created by a
committed transaction’s update are reclaimable (Fig. 4a).
The version chains of rows deleted by the committed
transaction are also reclaimable (Fig. 4b). When the
effect of the committed transaction is visible to all
transactions, the heads and versions can be reclaimed.
Second, the effects of the aborted transactions are
always invisible to other transactions. Thus, it is

Table 1 Overview of the procedures for transactions’ operations (insert, update, and delete). Persistent use of one store
instruction and “clwb” to make the written data persistent.
Insert
Update
Delete
(1) Find the visible version of this row
(1) Allocate a new row
(2) Create a new version and modify prev version
(2) Create a version
(1) Find the visible version of this row
(3) Persist the new version
(3) Persist this version and Fence
(2) Modify the xmax field of the newest
(4) Modify the xmax of the visible version
(4) Modify the pointer of the newest
version
(5) Persist the xmax field and Fence
version
(3) Persist the xmax field and Fence
(6) Modify the pointer of newest version
(5) Persist the pointer and Fence
(7) Persist the pointer and Fence
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New
version

Head

(a) Case 1: Reclaimable space of a committed transaction’s update

Reclaimable
Head

Deleted
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Reclaimable
Head

Inserted
version

(c) Case 3: Reclaimable space of an aborted transaction’s insert

Reclaimable
New
version

Head

635

as reclaimable by the transaction can be reclaimed
and will not affect subsequent transactions. If the
transaction is committed, then its effect is visible to
all subsequent transactions, and all heads and versions
in the reclaimable space are no longer visible and can
be reclaimed. If the transaction is aborted, then no other
transaction will physically access the corresponding
space, so it can also be reclaimed.
For the recovery GC scenario, there are three cases:
(1) All invisible heads should be reclaimed immediately.
(2) All invisible versions in the version chain can also
be reclaimed immediately. (3) Other versions not in
any version chain can be reclaimed. They are in the
allocated pages and can be identified by scanning the
version chain.

5

Recovery Protocol

(d) Case 4: Reclaimable space of an aborted transaction’s update

Fig. 4 Reclaimable space after a transaction is committed
or aborted. The space in the red region is reclaimable.

necessary to reclaim the versions created by the aborted
transactions. The inserted rows (Fig. 4c) and the new
versions of its updates ( Fig. 4d) should be reclaimed.
However, the concurrent transactions may traverse the
version chain and hold a pointer to the versions of
aborted updates. Therefore, such versions should be
first detached from the version chain to prevent newer
transactions from physically accessing them during GC
(illustrated in Fig. 5). They can be reclaimed after all
concurrent transactions finish.
During the system recovery, the invisible versions in
the version chain are reclaimable. All versions that are
not in the version chain (located in allocated pages) and
all invisible heads are also reclaimable.
4.3

Time to GC

For the runtime GC scenario, once all active transaction
IDs are greater than max seen tid, the space marked
Reclaimable
1

2

Head

New
version

Head
Reclaimable

New
version

Fig. 5 Steps for a version created by an aborted
transaction’s update before the version is reclaimed.

The overall recovery protocol is performed in three steps:
(1) recovery of the NVM-aware allocator, (2) recovery
of the metadata, and (3) recovery of all tuples.
5.1

Recovery of the NVM-aware allocator

The goal of allocator recovery is to reclaim all
unallocated pages and pages that are allocated but not
used. The former can be reclaimed with the bitmap,
whereas the latter can only be reclaimed with the
assistance of the upper layers.
5.2

Recovery of the metadata

We organize the metadata of DBMS, databases, and
tables as a tree structure and persist the root pointer
in the pointer array. During the recovery, they can
be reconstructed recursively following pointers starting
with the root pointer. Pages allocated but not used to
store any data are considered being allocated, but unused
pages will be reclaimed.
Afterward, the DBMS sequentially scans the
“transaction states” and changes all the transactions with
the state IN - PROGRESS to ABORTED.
5.3

Recovery of all tuples

For each table, we bring the tuples to a consistent state in
three steps: First, the DBMS sequentially scans all heads.
According to the head visibility rule presented in Fig. 6,
the DBMS reclaimed all invisible heads. Specifically,
there are three cases: (1) If the head does not have the
newest version, then the head is unallocated. (2) If
the newest version was deleted, then the head is also
invisible. (3) If the newest version of the row is invisible

Tsinghua Science and Technology, June 2022, 27(3): 630–641
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rv.next = null?
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Fig. 6 Visibility rule of a head. rv is the newest version of
the head.

and there is no older version, then the row is created by
an uncommitted transaction. Thus, the head is invisible.
Second, the database rebuilds the indexes for the table
based on all visible heads. After building indexes for all
tables, the DBMS gets back to normal work.
Third, to reclaim unallocated versions, the N2DB
creates a background thread to scan all version chains.
Versions not in any version chain but stored in allocated
pages are identified by a background thread and can
then be reclaimed. Invisible versions within the version
chains are tracked by the scanning thread and later
reclaimed by the runtime GC component.
5.4

Evaluation

rv = null?

Correctness

Correctness of the allocator’s recovery: The NVMaware allocator can reclaim all unallocated pages
according to the bitmap. Allocated and unused pages
will be reclaimed according to the information collected
in the steps presented in Section 5.1. After following
the steps in Sections 5.1 and 5.2, the allocator brings its
metadata, i.e., the bitmap, to a state in which all and only
the in-use pages are allocated.
Correctness of the tuples’ recovery: The changes of
committed transactions are durable because the N2DB
ensures that all changes to tuples are persisted before the
transaction commits. This method prevents the change
loss of committed transactions.
The N2DB guarantees the atomicity of uncommitted
transactions via visibility rules. The system ignores
all versions created by uncommitted transactions based
on the version visibility rule in Fig. 3. Then, the
system reclaims new heads inserted by uncommitted
transactions at the steps in Section 5.3. Therefore, the
changes of uncommitted transactions are invisible after
recovery.

This section evaluates the performance of the N2DB
with GC and recovery. We compare the performance
of N2DB to an existing widely used storage engine,
InnoDB, in MySQL. The N2DB supports snapshot
isolation. Since MySQL does not support snapshot
isolation, we set MySQL’s isolation level to repeatable
read, which is weaker than snapshot isolation.
We will first compare the runtime performance of two
systems using two metrics: throughput and latency. Next,
we examine the impact of GC on system performance
and storage utilization. Finally, we use the recovery time
and storage space to analyze recovery effects.
The log file size is an important parameter influencing
the recovery performance of InnoDB. The larger the
value, the lesser the checkpoint flush activity needed
in the buffer pool, saving disk I/O and increasing
throughput. However, less checkpoint means that the
DBMS is more vulnerable to a system crash and takes a
long time to recover.
6.1

Configuration

All experiments run on one server with Intel Optane
DC PMM. The machine has four Intel Xeon Gold 5220
processors. Because of the non-uniform memory access
effects, accessing the remote NVM module attached to
non-local sockets is slow. All experiments run on a
single socket accessing the local NVM with the size of
768 GB (128 GB  6 for one socket). InnoDB uses the
ext4 file system in NVM, i.e., NVM in the file system
mode. The N2DB uses the DAX mode. The performance
difference between the file system mode and DAX mode
is shown in Table 2.
6.2

Benchmarks

Yahoo! Cloud Serving Benchmark (YCSB)[23] is a
commonly used key-value store benchmark that is also
used in the evaluations of transnational systems. In
our experiment, each transaction performs 10 reads or
Table 2

Mode

FS
DAX

NVM hardware basic performance.
Metrics
Read
Write
Read
Write Write &
bandwidth bandwidth latency latency Fsync
(GB/s)
(GB/s)
(ns)
(ns)
latency
4.7
1.8
1700
5500
6700
23.0
11.0
310
105
–
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6.3

Runtime performance

N2DB-read heavy
N2DB-write heavy
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(a) Throughput with YCSB benchmark
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(b) Latency with YCSB benchmark

Fig. 7 Runtime performance with the YCSB benchmark:
throughput and latency of the N2DB and InnoDB
for different YCSB workloads. ktps denotes thousand
transactions per second.
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We first compare the runtime performance, including
throughput and latency. We test three different
workloads, and the results of the throughput with the
YCSB and TPC-C benchmarks are shown in Figs. 7a
and 8a, respectively.
In all workloads, the throughput of the N2DB is

0

N2DB

Throughput (ktps)

updates to a tuple. We use three different workloads:
(1) Read-heavy: 90% reads and 10% updates;
(2) Balanced: 50% reads and 50% updates;
(3) Write-heavy: 10% reads and 90% updates.
All YCSB workloads are running on a single table.
In our experiment, each tuple has a primary key and 10
columns of string data. Each column size is 10 bytes.
We use a database with 1 million tuples.
TPC-C is an online transaction processing benchmark
developed by the Transaction Processing Performance
Council (TPC). TPC-C simulates the activity of a
wholesale supplier. The TPC-C benchmark consists
of fixed concurrent transactions of five different types,
mostly updating the database. It is widely used as
an online transaction processing benchmark. In our
configuration, there are eight warehouses and the total
storage space of the initial data is about 1 GB.
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Fig. 8 Runtime performance with the TPC-C benchmark:
throughput and latency of N2DB and InnoDB for different
TPC-C workloads.

up to 1:2 higher than that of InnoDB using a single
thread. We set InnoDB’s buffer size much larger than
the amount of data, which makes it unnecessary to
frequently emit pages at runtime. The improvement
using a small thread count is insignificant. However, the
throughput of InnoDB only scales to four threads. As the
number of threads increases, locks become a bottleneck.
The lock-related overhead is 43% of the InnoDB runtime
overhead. The N2DB uses the MVCC, where read and
write operations do not conflict, i.e., write operations do
not block read operations. Thus, the impact of locks in
the N2DB is less than that in InnoDB.
Next, we analyze the latency difference between the
two systems under two benchmarks, and the results
are shown in Figs. 7b and 8b, respectively. Taking a
balanced YCSB workload as an example, the latency of
InnoDB is 1:1 to 3:1 higher than that of N2DB. This
is because traditional databases batch logs of multiple
transactions and flush them all at once to reduce the
overhead of persisting data to durable storage, thus
increasing the latency of transactions. Due to the low
latency of NVM and the design of the N2DB without
logs, N2DB transactions do not require group commit.
The average latency of transactions is nearly the same,
disregarding the number of threads.
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6.4

GC performance

We compare the runtime performance and storage space
between GC-enabled and GC-disabled N2DB under
three different YCSB and TPC-C workloads with the
same duration. As shown in Figs. 9a and 10a, it
is clear that enabling GC has a very slight impact
on performance. Because the write-heavy workload
GC enable-read heavy
GC enabled-write heavy
GC disabled-balanced
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Fig. 9 GC performance with YCSB benchmark:
throughput and storage space of N2DB with GC enabled and
disabled.
GC enabled

Recovery performance

For the recovery performance comparison, we used
a balanced YCSB workload. In the evaluation, both
systems will crash when a specified number of
transactions have been committed. In this experiment,
we tested the recovery performance of InnoDB with
three different log size settings.
First, for the recovery time (Fig. 11a), the recovery
time of the N2DB is much less than that of InnoDB in
all cases because the recovery of systems with WAL is
complex. As mentioned before, the recovery requires
three steps, i.e., analysis, redo, and undo. After these
steps, the system can ensure the durability of committed
transactions and can eliminate the effects of aborted
transactions. By contrast, in the N2DB, the effects of
committed transactions are always durable. The effects
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frequently creates new versions, the results of the writeheavy workload are more representative. With one
to eight threads, the throughput with GC enabled is
approximately 10% lower than the performance without
GC enabled.
For storage space, Figs. 9b and 10b show that
GC significantly reduces data storage space in all
four workloads. In the case of the write-heavy YCSB
workload and TPC-C workload, the GC mechanism can
save up to 67% and 50% of space, respectively. The GC
enables the DBMS to better utilize the NVM space.

8

(b) Storage space with TPC-C benchmark

Fig. 10 GC performance with the TPC-C Benchmark:
throughput and storage space of N2DB with GC enabled and
disabled.
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Fig. 11 Recovery time and storage space of N2DB and
InnoDB.
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of the aborted transactions will be ignored due to the
version visibility rule. Thus, the N2DB can work directly
with little reclamation of invisible heads.
For InnoDB with different log file size settings, the
larger the log file, the larger the recovery time required.
The reason is that the larger the log file of InnoDB,
the less frequently it sets checkpoints, i.e., the runtime
performance is higher but the recovery time is longer.
In our evaluation, the throughput under the 256 MB log
file setting is 10% higher than that under the 64 MB log
file setting, but the recovery time is approximately 50%
higher.
The experimental results of the storage space
comparison are shown in Fig. 11b. If the InnoDB log file
size is 64 MB, then the actual log files occupy 128 MB.
The reason is that InnoDB alternately uses two log files,
and makes a checkpoint when one file is full. Figure 11b
shows that the N2DB uses approximately 0:5 in the
storage space of InnoDB due to two reasons: First, the
N2DB has no log files, and second, compared to logs,
“transaction status” takes very little space, requiring only
0.2 MB per 1 million transactions.

7

Related Work

NVM-aware allocator: Bhandari et al.[12] and Cai
et al.[22] proposed fine-grained log-freedom allocators
that provide a malloc/free interface similar to the
counterparts for DRAM. These allocators use a postcrash GC to reclaim leaked memory. All log-freedom
allocators use a fixed-length array of root pointers of
data structures in NVM. Similar to these allocators, the
N2DB implements a log-freedom NVM-aware allocator
that manages and allocates the NVM space at page
granularity. The N2DB uses a lazy GC to reclaim
allocated but unused pages.
Other log-based allocators, such as the PMDK[11] ,
wrap allocation and deallocation into transactions and
use WAL to ensure atomicity and durability of allocation.
Using logs introduces extra overheads. Accordingly, our
NVM-aware allocator avoids such overheads without
using logs.
GC: Hyper[20] proposed an efficient transaction-level
GC approach, where transactions have a contiguous
memory space called the undo buffer. When a transaction
updates a tuple, it copies the newest version to the
undo buffer, then links the copied version to the newest
version, and finally updates data in place. The copied
version in the undo buffer is the preimage of the
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change. When the transaction is visible to all subsequent
transactions, its preimages are invisible. Therefore,
Hyper can simply mark the undo buffer with a tombstone
to atomically reclaim all old versions.
However, when the system rolls back a transaction,
it needs to overwrite the newest version with the
preimage. Therefore, this method is hard to implement
in the N2DB, because if the system fails during the
overwriting, the N2DB cannot easily identify version
inconsistency without logging. Thus, the N2DB tracks
invisible versions at the tuple level and reclaims them at
the transaction level.
Data recovery: Write-Behind Log (WBL)[4] is an
NVM-based database recovery work. The WBL system
and N2DB enable the DBMS to return to work almost
instantly after a system failure. The key difference
between the WBL and N2DB is that the former uses
a two-layer storage design. The WBL uses group
commit to hide the latency of the I/O, while sacrificing
the latency of individual transactions. The core idea is
that the system only logs transactions that change the
database, not the exact changes. During group commits,
the system records the IDs of active transactions in the
log. The system obtains information about all interrupted
transactions based on the log after a restart. Then, the
system uses a background thread to eliminate the effects
of interrupted transactions, which is similar to the N2DB.

8

Conclusion

This paper presents the GC and data recovery processes
for the N2DB. Our evaluations compared to InnoDB
show that the overall performance of the N2DB is up to
3:6 higher than that of InnoDB. Enabling GC reduces
performance by up to 10%, but saves storage space by up
to 67%. Moreover, our data recovery requires only 0:2%
of the time and half of the storage space of InnoDB.
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