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Introduction
The application of remote sensing to epidemiology is based on the development of a logical sequence that links measures of radiation made by a sensor on board an aircraft, or more usually a satellite, to measures of a disease and its vector (e.g ., Crombie et al., 1999) . At its most general, a sequence could be: (i) remotely sensed data can be used to provide information on land cover (e.g., different vegetation types or classes of vegetation amount) and thereby habitat (Innes and Koch, 1998) , (ii) the spatial distribution of vector-borne disease z is related to the habitat of that vector (Pavlovsky, 1966) and (iii) therefore, remotely sensed data can be used to provide information on the spatial distribution of vector-borne disease z (Hay et al., 1997) .
In certain circumstances the first two propositions can be well-founded. For example, where remotely sensed data and disease data are both related to climate (Hugh-Jones, 1991a; Thomson et al., 1996; Hay et al., 1996; 1998a) . When this is the case researchers have sought to use remote sensing as a direct and instrumental tool (Curran, 1987) to predict and map the location of some of the major diseases affecting human health (Bailey and Linthicum, 1989; Hay et al., 1997; 1998b; Malone et al., 1997; Connor, 1999) .
"Satellite (sensor) images can pinpoint the breeding grounds of the mosquitoes that cause malaria, pick out the tsetse fly's favourite haunts and perhaps even identify places where there is a risk of cholera" (K. Kleiner, 1995, p.9) .
In support of such predictions research has been undertaken in different environments, for different diseases and vectors and with various combinations of imagery and ancillary data (Hugh-Jones and O'Neil, 1986; Hay et al., 1997; Estrada-Peña, 1998) . Some thirty years of experience (Cline, 1970) have shown that while the remote sensing of disease is certainly viable (Linthicum et al., 1987; Hugh-Jones, 1991a; Rogers and Williams, 1993) it will not be a robust and reliable epidemiological technique until we have developed a sound understanding of all of the links between remotely sensed data and variables of epidemiological significance. This paper will attempt to provi de a framework for this understanding that is focused on the rôle of land cover.
A framework for the remote sensing of disease
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The logical sequence linking remotely sensed data to diseases and their vectors (Section 2.1) can be expanded into a framework (Figure 1 ). The framework highlights the links that span the gap between image(s) and disease; the rôle of land cover; the variation in space and time between image and disease and the simplifying assumptions that need to be made if remotely sensed data are to be used to predict the density of disease vectors or risk of disease, either directly or via the mapping of land cover (Curran et al., 1998) . The permutations of imagery (Rees, 1999; Hay, 2000) , land cover, disease vectors and types of disease in both space and time are enormous (Washino and Wood, 1994) . To complicate matters further some diseases have vectors (e.g., dogs) that are not in themselves a risk to human health (Danson et al., 2000) . However, to illustrate the preferred predicted model in the framework (Figure 1 ) only four permutations have been chosen (Table 1) . In example one radiation in visible to middle [ Table 1] infrared wavelengths was recorded last month on several Landsat Thematic Mapper (TM) images for a region in South East Asia. The radiation measurements were pre-processed and then classified to produce a land cover map comprising water (home to mosquito larvae), pasture (location of cattle) and villages (location of people).
The mix of land cover was, assuming little change, related to the number of mosquitoes at points now and thereby the number of people in the villages who could fall victim to malaria within the next month or so. In example two radiation in red (R) and near infrared (NIR) wavelengths was recorded last month on several National Oceanic and Atmospheric Administration (NOAA) Advanced Very High Resolution Radiometer (AVHRR) images for a country in Africa. Following image pre-processing the monthly maximum Normalised Difference Vegetation Index (NDVI = (NIR-R)/(NIR+R)) was used to estimate and map the amount of green biomass for last month. The amount of green biomass would have been responding to the same climatic triggers as tsetse flies. Therefore, the amount of green biomass would have been related to the number of tsetse flies at points last month and thereby the number of people who would fall victim to sleeping sickness today. In example three backscattered microwave radiation was recorded during the winter and summer of last year on two Japanese Earth Resources Satellite (JERS-1) Synthetic Aperture Radar (SAR) images for a country in northern Europe. The images were pre-processed, classified and then used to produce a map of last year's deciduous forest cover. The area of deciduous forest cover would have been related to the number of tick carriers (deer, pheasants) and the total number of ticks on such carriers is known to peak in the spring.
Therefore, the area of deciduous forest cover would be related to this year's point data on ticks in springtime and thereby will be related to the number of people who will fall ill with Lyme disease during this year's summer. In example four radiation in vi sible to near infrared wavelengths was recorded ten years ago on several Landsat Multispectral Scanning System (MSS) images for a region in central Asia. The images were pre-processed and then used to produce a land cover map comprising open shrub (wild vole habitat) and villages (people). The presence of open scrub cover within around 5 km of a village was likely to provide a suitable hunting ground for domesticated dogs that ingest the wild voles and their tapeworms. The tapeworms are excreted, some carry liver disease and the incubation time is around ten years. Therefore, the proportion of open shrub cover ten years ago would be related to the number of people in the villages who are now suffering with liver disease.
As these four simplified examples of prediction illustrate, there is no one methodology for the remote sensing of disease. The four examples, have used data from different satellite sensors, recorded for various areas, spatial resolutions and times in the past to both identify land cover (e.g., forests, pasture, cereal, urban) and quantify land cover (e.g., high or low biomass) that is linked, ultimately, to data on disease at the specific location recorded at some moment in time. The remainder of this text will restrict itself to data collected in optical (visible to thermal) wavelengths and although discussion will cover both the identification and quantification of land cover, emphasis will be on identification in which land cover is treated as a categorical rather than a continuous variable.
To emphasise the diversity that is encompassed by the framework (Figure 1 ) Table 2 lists fifteen contemporary studies, all of which have had to contend with a major mismatch in the spatial sampling units of remotely sensed and epidemiological data. These studies have a complete spatial coverage of remotely sensed data broken down into spatial sampling units of various size. The data for these units are then used to produce, or more usually infer, a contiguous but simple land cover representation that is, in turn, related to vector density or disease incidence data that tends to be spatially and numerically incomplete and misplaced spatially from the location of disease contraction.
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The links that are being employed in the framework (Figure 1 ), exemplars and examples (Tables 1 and 2) vary from the physical and well-understood link between radiation and an image to the empirical link between a vector in a field and say a patient in a hospital. As Table 2 indicates this latter link is weakest particularly in the developing world, if only because "the most difficult data to obtain are reliable field data, especially of disease" (M. Hugh-Jones, 1991b, p.202-203) .
For the next three stages of the paper we will explore, in detail, some of the more important facets of the framework (Figure 1 ).
We will start with a remotely sensed image, or images, of landscapes (Hay, 2000) ; and move to a possibly (multitemporal) spectral mosaic (Section 2.3) and thence to a map of land cover (Section 2.4). This will serve to illustrate the physical processes that link remotely sensed data to the landscape (Figure 1 ). Section 2.5 will move to the prediction side of the framework ( Figure 1 ) and focus on the use of remotely sensed data to estimate vector density and disease risk.
2.3
From remotely sensed images of landscape to a multitemporal spectral mosaic
The preceding section established that land cover is a central issue in the use of remote sensing in epidemiology, whether explicitly, through the relationship between vectors and their habitat, or implicitly, through the use of remote sensing to provide proxy ecological indicators such as the NDVI (Table 1) (Crombie et al., 1999) .
Whether in the tropics or the temperate zone, the focus of epidemiological interest usually concerns landscapes in which green vegetation, bare soil and water are present. The interaction between these generalised land covers, either through time or across space is central to understanding ecological and therefore disease dynamics using remote sensing.
The source of remotely sensed data for epidemiological research is typically one or more digital images of part of the Earth's surface. The aim of this section is to show how reliable data on the reflectance properties 7 modification because they are physically-based or determined by engineering decisions made by data providers.
The image model is the output of the system and makes the necessary translation back from the data domain to the information domain. There are as many different information domains as there are users, so there are many possible image models. Some properties of the image model may be fixed by system parameters (e.g ., images from a given sensor have a given pixel size), but others may be under the control of the user ( e.g ., the bands may be programmable or only a few are selected).
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The aim of the remote sensing information system shown in Figure 2 is to address questions such as "What is the land cover at point a?", "Has it changed from last month?", and "How much of material b (e.g., green biomass) is there at point c?". To understand how to optimise the remote sensing information system to answer such questions accurately and to appreciate its limitations as well as its possibilities, it is necessary to consider each of the four models in turn (scene, atmosphere, sensor, image) and we will do this by following the flow of data through the system from the scene comprising a landscape of different land covers to the image(s)
used by the epidemiologist (Figure 1 ).
2.3.1
The scene model
The interaction of electromagnetic radiation with various components of the landscape is very complex (Curran et al., 1998) . Spectral measurements of individual leaves made using laboratory spectrophotometers have proved to be useful aids for understanding interactions between electromagnetic radiation (EMR) and plant materials, but they are insufficient in themselves to explain the spectral reflectance of a plant canopy comprising leaves, branches, shadow and soil background (Colwell, 1974) . Vegetation canopies comprise many individual scene components (e.g ., leave s, stems, flowers) arranged throughout a three-dimensional volume which is difficult to simulate in the laboratory. Furthermore, in the "real world", a vegetation canopy is situated within a particular radiation environment comprising direct illumination from the Sun and diffuse illumination from skylight. Accurate simulation of the illumination geometry and spectral distribution of sunlight is exceptionally difficult to achieve in the laboratory. The same limitations affect our understanding of the reflectance of bare soil surfaces. Whilst it is relatively easy to measure the spectral reflectance of crushed or powdered samples in the laboratory there is ample evidence to confirm that one of the primary influences on soil reflectance is surface roughness, through its influence upon shadowing (Irons et al., 1992) . These problems may be addressed either by measuring the spectral reflectance of plant canopies and soils in the "real" radiation environment (in the field) (Milton, 1987) or by using computer modelling to simulate their reflectance properties of appropriate scene components within a virtual radiation environment (Goel, 1988) .
Passive remote sensing systems use the Sun as an energy source, thus the position of the Sun in the sky at the time of sensing controls which scene components are illuminated and the location and extent of shadows.
The geometric variables associated with remote sensing measurements are defined in Figure 3 . The threedimensional [ Figure 3 ] nature of vegetation canopies means that the contribution of different canopy components to spectral reflectance varies depending upon the angle at which the canopy is viewed and illuminated. For a forest or shrub canopy, for example, the proportion of green leaves presented to a remote sensing system increases as the view angle from nadir (? r ) increases, whereas the proportion of shadow decreases. The combined dependence of the reflected flux upon the zenith and azimuth angles of the sensor (? r , ? r ) and those of the Sun (? i , ? i ) is recognised by the use of the prefix "bidirectional" to describe spectral reflectance measurements made in the field environment (Milton, 1987) . Bidirectional reflectance is an intrinsic property of the surface and is defined as the ratio of energy reflected from the surface when illuminated by direct light from the Sun as a proportion of that which would be reflected from a perfectly diffuse, 100% reflecting, surface at the same location. A single measurement of bidirectional reflectance is actually the integration over the solid angle subtended by the sensor of a more fundamental property: the "bidirectional reflectance distribution function" (BRDF) (Nicodemus et al., to vicarious methods which require measurements from the ground surface at the time of sensor overpass (Slater et al., 1984) , to methods which use the geometry of viewing to infer the effect of the atmosphere (e.g ., Mackay et al., 1998) , to physically-based radiative transfer models ( e.g ., Tanré et al., 1990) .
2.3.3
The sensor model
Most electro-optical sensors are designed to have a wavelength-specific linear relationship between the physical variable being measured (e.g., radiance or temperature) and the digital number (DN) value. Satellite sensors are calibrated in the laboratory before launch but are prone to drift over time following the trauma of the launch and as the exposed optical surfaces degrade in the space environment. Measurements from spectrally-stable desert environments have been used to derive a correction factor for the NOAA AVHRR sensor based on the number of days since launch and other schemes proposed for the Landsat sensors include using the Moon as a stable reference target (Kieffer and Wildey, 1985) . Depending upon how the data are to be used, it may not be necessary, or indeed desirable, to convert DN to values of radiance. The results from even simple analytical techniques, however, such as the use of multispectral ratios (e.g ., NDVI) may require that values of relative DN are converted to absolute radiance and in addition, correction is made for the effect of the atmosphere (Crippen, 1988 ).
2.3.4
The image model
The three-dimensional (x, y, z) spatial assemblage of scene components constitutes the scene model from which the remote sensor draws its measurements. The resulting image is a representation of the scene at a particular moment in time and the degree to which the complexity of the scene is captured in the image depends upon the size of the scene components in relation to the instantaneous field-of-view (IFOV) of the sensor and their spectral contrast with each other (e.g., between canopy and background). At one extreme are scenes composed of spectrally-distinct, temporally-variable objects larger than the IFOV and at the other are scenes composed of spectrally-indistinct, temporally invariant objects smaller than the IFOV. Strahler et al. (1986) described these extremes and showed how the image model chosen influences the subsequent analysis and the conclusions derived.
There are many image models which are potentially useful for epidemiological remote sensing but before giving some examples of these we should note the trade-off which occurs in satellite remote sensing between the revisit interval of the satellite and the IFOV of the sensor. For example, a single NOAA satellite has a revisit interval of 12 hours and so provides two AVHRR images per day of a site but these have a fairly coarse spatial resolution (nominally 1.1 km). By contrast a Landsat satellite has a revisit interval of 16 days but carries the TM which provides data with a fairly fine spatial resolution (nominally 30 m in all except thermal wavelengths).
Two other features of satellite sensor data are relevant in an operational context: the size of area covered by a single image and the total length of the observation record.
Most epidemiological research that has used remote sensing has been based on a very restricted set of wavelengths; often just two bands, one in the red part of the spectrum and one in the near infra-red (e.g., example two in Table 1 ). These are well-established regions for the study of vegetation, although the physical interpretation of the commonly-used NDVI is still problematic (e.g., Sellers, 1987; Verstraete and Pinty, 1996) .
For example, some researchers would prefer to include green wavelengths instead of red to avoid problems of radiation saturation when recording large amounts of biomass (e.g., Gitelson et al., 1996) or middle infrared wavelengths instead of red to increase sensitivity to canopy water content (Boyd and Curran, 1998) .
The power of spectroscopy as a tool to investigate and classify materials is well-established in the laboratory and this is now being extended to sensors on board aircraft and satellites Verstraete et al., 1999) . Airborne imaging spectrometers have been developed which can provide images of the Earth's surface in which each pixel contains a complete reflectance spectrum over a broad spectral region in hundreds of contiguous spectral bands . Spaceborne spectrometers have been demonstrated (Goetz et al., 1982) and imaging spectrometers will soon be operational on satellites to be launched by the NASA and the European Space Agency. Eventually, it may be possible to use data from such systems in physically-based plant growth models, since imaging spectrometry offers the possibility of measuring directly the biochemical (e.g., lignin and cellulose) composition of plant canopies (Curran, 1989) .
The advent of spaceborne imaging spectrometers raises a key question of how many bands are required in order to capture the land cover information of relevance to epidemiology? The strong correlation between spectral bands means that the intrinsic dimensionality (Curran et al., 1998) of such data is much less than the number of bands might suggest. Of 224 bands acquired by the Ai rborne Visible/Infrared Imaging Spectrometer (AVIRIS) from a vegetated landscape in California, Boardman (1994) found the data could sometimes be represented within as few as four independent dimensions. This result accords with those from other studies, including work by Price (1990) which approached the same problem using spectra measured in the field, and it seems likely that most spectral information from vegetation and soils can be captured by relatively few spectral features (Curran et al., 1998) . These features may be discrete spectral bands or they may be combinations of bands, such as the NDVI.
Although the spectral requirements of epidemiological remote sensing are quite modest, the spatial and temporal requirements are much more demanding, particularly if progress is to be made towards linking remotely sensed data to the rates rather than the outcomes of ecological processes. Traditional land cover surveys using remote sensing provide a static view of the Earth's surface. Some may include information on the seasonal variability of classes, however, by combining data collected at different times of the year but they do not, in general, capture the dynamic processes which drive the biological system and therefore are important in epidemiology, such as plant phenology, temperature change and rainfall input (Roughgarden et al., 1991) . To study plant canopy and landscape dynamics over timescales that are relevant to epidemiology it is necessary to acquire remotely sensed data at frequent time intervals. In theory, this is possible with sensors carried on Earth resources satellites such as Landsat or SPOT (Rees, 1999) . In practice, however, at least for the humid tropics, the high probability of cloud cover and the 16-day or longer revisit period conspire to make this unlikely (Foody and Curran, 1994) . The pointing capability of the SPOT HRV and the future availability of many more Earth resources satellites will increase data availability, though probably at the expense of increased problems of data inter-calibration.
For many years now researchers have used low cost NOAA AVHRR data to study vegetation phenology at regional to global scales (Justice et al., 1985) . The few spectral bands available from this sensor are suited to monitoring vegetation and the twice daily revisit interval greatly increases the chance of obtaining cloud-free data at the time of the year when they are required. The finest spatial resolution image model which is possible using such data is 1.1 km, but this need not be the ultimate limit to the information content of such data An image model developed at any spatial resolution always has the potential to be used to estimate the within-pixel proportions of objects smaller than a pixel in size, using techniques such as the spectral unmixing described by Adams et al. (1993) . Pixel unmixing is used widely in remote sensing for mineral exploration and regional and global scale mapping of fractional vegetation cover (Adams et al., 1995) but although it has much to offer (Crombie et al., 1999) , it has been little used in epidemiology (see discussion in Section 2.4).
This section has discussed the links between land cover and an image or images and in doing so reference has been made to models of the scene, atmosphere, sensor and image. To make predictions using remotely sensed data we need to reverse this sequence. The first step is to remove as many extraneous factors as possible from the remotely sensed measures of radiation by means of radiometric, atmospheric, geometric and perhaps even topographic correction (Richards, 1993; Schowengerdt, 1997; Cracknell, 1997; Mather, 1999a; Barrett and Curtis, 1999) . This will enable the production of a spectral mosaic of the landscape. The next step is to turn this single date or multitemporal spectral mosaic into map(s) of land cover properties.
From a multitemporal spectral mosaic to land cover
The production of a map of land cover type is based on the existence of a specific spectral response for each land cover class. To enhance the ability to classify land cover accurately it is, therefore, important that, as far as possible, only the land cover and not some characteristic of say, the sensor or atmosphere, influence the remotely sensed response derived from the imagery (Figure 1 ). That is, the digital number (DN) or tone of a pixel in a particular waveband should be related directly to the magnitude of the radiation measured from the area represented by the pixel in that waveband. Furthermore, since the end product is a thematic map depicting land cover type (e.g., different vegetation types of classes of vegetation amount) it is often desirable to alter the image geometrically to a suitable map projection. Since the temporal dimension of remote sensing can be beneficial, if not essential, to some epidemiological studies (Hugh-Jones, 1989; Riley, 1989; Hay et al., 1997) , especially in relation to prediction and control activities (Linthicum et al., 1999) , the need to correct the imagery such that one image can be compared to another should be seen as important and fundamental to the use of remotely sensed data. Therefore, as was noted at the end of Section 2.3, the basis for epidemiological research
should not be an image of a landscape but a carefully corrected spectral mosaic of that landscape at one or more points in time. This spectral mosaic may then be used to derive maps of land cover. In epidemiological studies the desire can be to either map land cover type (e.g., forest, pasture, cereal, urban) or some quantitative series of land cover classes (e.g., high, medium and low biomass) (Section 2.3, Tables 1 and 2 ). This section outlines the identification of land cover type and quantification of land cover amount from remotely sensed imagery, reviewing conventional and widely used approaches, as well as illustrating some recent developments in the field. However, the emphasis here, and in the sections that follow, is on the identification of land cover type in which land cover is treated as a categorical rather than a continuous variable.
Quantifying land cover (e.g., vegetation amount)
The amount of vegetation, expressed typically in terms of biomass or leaf area index (LAI), has a strong relation to variables of epidemiological significance (Table 1) . Consequently, maps of vegetation amount may be used in epidemiological studies as a surrogate variable for key environmental conditions or variables associated with diseases ( Figure 1 ). Thus, for example, many studies have utilised vegetation indices, such as the NDVI, that are both physically related and correlated strongly with vegetation amount (Cross et al., 1996; Hay et al., 1997; Linthicum et al., 1999; Thomson et al., 1999) . For some quantitative analyses and comparison between studies or over time it is essential that vegetation indices be calculated from appropriately pre-processed imagery (Price, 1987; Guyot and Gu, 1994; Mather, 1999a) . The vegetation index image derived from the remotely sensed data may be interpreted as a map depicting vegetation amount as a continuous variable. Alternatively, a set of vegetation index thresholds may be defined to map discrete classes of vegetation amount (Curran, 1983) .
Although simple, such approaches can yield information of epidemiological interest. For example, vegetation amount at a local scale is often related to climate whereas at the regional scale it is often related to broad classes of land cover ( Table 1 ). The accuracy of vegetation amount maps may be evaluated if ground data on vegetation amount are available (Curran and Williamson, 1985) . The mapping of vegetation amount or more usually a surrogate, is well developed in regional scale epidemiology (Hay et al., 1997) . To understand the processes that underpin the pattern of diseases and their vectors, however, it may be necessary to map the land cover type and this necessitates classification. The remainder of this paper will therefore concentrate on the identification and mapping of land cover type.
Conve ntional classification approaches for mapping land cover type
Classification techniques are used typically in the mapping of land cover type from remotely sensed imagery.
This applies to both mapping based on visual and digital analysis of the imagery. Visual analysis makes use of the ability of the human eye-brain system to interpret imagery rapidly and accurately. The identification of land cover type is based generally on the use of tonal, textural and contextual information often with the aid of a classification key that gives illustrative examples of the appearance of the land cover classes (Barrett and Curtis, 1999; Lillesand and Kiefer, 1999; Kelly et al., 1999) . This approach has been used frequently in epidemiological studies. Visual interpretation of remotely sensed imagery, including aerial photographs and satellite sensor images, has, for example, been used in the surveillance and control of arthropod vectors (Riley, 1989; Washino and Wood, 1994) . Although visual interpretation is still used widely and can be accurate, it is not without problems. Key concerns are subjectivity in the interpretation; difficulty of handling the large multispectral data sets acquired by many remote sensors and the problem of maintaining a standardised classification over time and space (Philipson, 1987) . Computer-based mapping techniques can make fuller use of the data set and be undertaken in a more objective manner. In addition, digital analysis eases integration of the imagery and derived map data with other digital spatial data sets within a geographical information system (GIS) aiding the development of relations between the environment and variables associated with diseases (Rejmankova et al., 1995) . Digital image classification is one of the most commonly performed analyses of remotely sensed imagery (Jensen, 1996) . As with visual interpretation it aims to convert the image into a thematic map and to this end two broad approaches are used; supervised and unsupervised.
Unsupervised classification
Unsupervised classifiers are effectively clustering algorithms that seek spectral clusters in the imagery. The classification algorithm groups together pixels with similar spectral properties and gives them a class label (e.g., forest). Since the identification of land cover type classes requires class-specific spectral responses an unsupervised classifier may be expected to identify land cover classes. This approach to classification has been used widely in the identification of land covers and habitats associated with intermediate hosts and disease vectors (Hugh-Jones, 1991a; Beck et al., 1994; Pope et al., 1994; Rejmankova et al., 1995; Thomson et al., 1999) . A major problem with unsupervised classification, however, is that the analyst must relate the clusters defined by the classification to the land cover type after the classification and there is no guarantee that the clusters will correspond to land cover classes of epidemiological significance. Since the classes of interest are often well-known (e.g., those that represent habitats associated with particular hosts or disease vectors) an unsupervised classification is often inappropriate and a supervised classification should be used.
Supervised classification
A supervised classification uses examples of the land cover classes, derived typically from within the imagery, to direct the classification algorithm (Lillesand and Kiefer, 1999; Campbell, 1996; Mather, 1999a) . This is useful as the land cover classes and/or habitats of disease vectors are often known (Riley, 1989; Hugh-Jones, 1989; Hay et al., 1997) and consequently this approach has been used in epidemiological studies (e.g., Hayes et al., 1985) . The classification comprises three key stages. First, the training stage in which sites of known land cover class are identified in the image and characterised spectrally. The end product of this stage is a set of training statistics that describe the spectral properties of the classes to be mapped. The second stage of the classification involves the use of training statistics together with a classification algorithm to allocate each pixel in the image to a land cover class. This involves typically a comparison of the pixel's spectral properties with those of the classes derived in the training stage and allocation of the pixel to the class with which it has greatest similarity. In this way, the remotely sensed image is converted into a thematic map depicting the spatial distribution of the land cover classes of interest. The final stage of the classification is the testing stage in which the accuracy of the classification is assessed. This aims typically to derive a quantitative measure of the accuracy with which land cover has been mapped. Classification accuracy is evaluated generally from a crosstabulation of the actual and predicted class membership of a set of pixels that were not used in training the classification (Figure 4) . The end product of the supervised classification is, therefore, a map of known accuracy that depicts the spatial distribution of land cover classes of interest.
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Although a popular means of deriving maps of land cover type, many factors affect the accuracy of a supervised classification and so too its utility for epidemiological studies. A series of such factors may be associated with each stage of the classification (Campbell, 1996; Arora and Foody, 1997; Foody and Arora, 1997) . Much attention has focused on issues concerned with the classification algorithm used. To -date the majority of digital image classifications have used a conventional statistical classification algorithm. Probabilistic techniques such as the maximum likelihood classifier and discriminant analysis have been particularly popular. These approaches have firm statistical foundations and allocate each case (e.g ., pixel) to the class with which it has the highest probability of membership (Peddle, 1993; Mather 1999a) . Although this is an intuitively appealing approach and can be accurate, the correct application of such classifications requires the satisfaction of several assumptions that are not always tenable (Section 2.4.3) and it is sometimes difficult to integrate ancillary data into the analysis. Moreover, it has often proved difficult to produce reliably maps of land cover type with an accuracy that is acceptable operationally (Townshend, 1992) . Consequently, considerable attention has been directed at the development and evaluation of alternative classification approaches. This has included the use of a range of no n-parametric classifiers, with approaches based on evidential reasoning or neural networks proving popular (Srinivasan and Richards, 1990; Benediktsson et al., 1990; Fischer et al., 1997) . Comparative studies using a suite of classification methods have shown repeatedly that for the majority of imagery and landscapes, neural networks can provide the most accurate classification of land cover (Benediktsson et al., 1990; Peddle et al., 1994; Paola and Schowengerdt, 1995) . From the range of network types, feedforward networks such as the multi-layer perceptron are now the most used in mapping land cover type from remotely sensed data ( Figure 5 ).
This network uses a learning algorithm (e.g., backpropagation) and the training set to adjust its internal properties until it can identify accurately the land cover classes of interest from the remotely sensed imagery (and any available ancillary data) presented to it.
[ Figure 5 ]
Problems with conventional classification approaches for mapping land cover type
Despite the considerable advances made in the development of classification algorithms, including neural networks, the accuracy of land cover type maps derived from remotely sensed imagery is still often insufficient for operational application (Wilkinson, 1996) . Further increases in accuracy may be made by refinements to the training and testing stages of the classification (e.g., training set refinement to remove or down-weight ambiguous training samples, acquisition of larger training and testing sets). A major limit to the accuracy of digital image classifications has, however, been the tendency to use only spectral information in the classification (Curran et al., 1998) . The classifications have, therefore, tended to use only the amount of radiation recorded for each pixel in each spectral waveband to discriminate between land cover types. Thus, while human interpretation uses tone, texture and context most digital image classifications have used only tonal information which may be relatively uninformative. Image texture, which describes simply the local variability of image tone, can be quantified with relative ease from remotely sensed imagery (Mather, 1999a) . Popular measures of image texture range from simple measures of tonal variability within a local window, particularly those based on grey level co-occurrence matrices (Haralick and Shanmugam, 1974; Holmes et al., 1984) through to geostatistical descriptors of the local variability of image tone (Miranda and Carr, 1994; Berberoglu et al., 2000; Lloyd et al., 2000) . Context describes a range of features such as the size, shape and location of objects to be classified. Although it is difficult to quantify context from remotely sensed imagery it may be used to increase significantly the accuracy with which land cover type is mapped (Gurney and Townshend, 1983; Harris, 1985; Groom et al., 1996) . In addition to image based information there may be various ancillary data that can enhance class separability. For example, ancillary data on altitude or soil type may help discriminate vegetation communities that have a similar appearance in the imagery but are known to be located in different environments. The integration of ancillary information into the analysis has often been found to increase the accuracy of a variety of classifications (Strahler, 1980; Hutchinson, 1982; Peddle et al., 1994) . Despite these refinements to the techniques available no classification is ideal, this is because there remain several fundamental problems with classification as a tool for land cover mapping (Foody, 1999; Mather, 1999b) .
Classification, by whatever method, makes several basic assumptions. Two critical assumptions, of relevance here, are that each case to be classified is pure (i.e., represents an area on the ground covered by a single class) and that the classes to be mapped are discrete and exclusive mutually. Both of these basic assumptions are often unsatisfied when mapping land cover type from remotely sensed imagery. Often, for example, pixels of mixed land cover class composition may be abundant in an image. Thus, for instance, vegetation classes may be continuous and inter-grade gradually with many areas of mixed class composition, particularly near imprecise or "fuzzy" class boundaries. Alternatively, as a pixel is an arbitrary spatial unit, the size, shape and location of which is dependent more on the properties of the sensor than the land surface, it may represent an area on the ground that comprises more than one discrete land cover class. This often occurs when the area represented by the pixel straddles the boundaries of two or more classes and is common in landscapes composed of small spatial units and/or when using coarse spatial resolution imagery (Crapper, 1984; Campbell, 1996) . Irrespective of the origin of the land cover type mixture, mixed pixels are a major problem, as a conventional supervised classification algorithm will force the allocation of a mixed pixel to one class, which need not even be one of the component classes (Campbell, 1996) . Since the conventional classification output is "hard", comprising of only the code of the allocated class, such techniques cannot, therefore, be used appropriately to represent the land cover type of the area represented by a mixed pixel. As the proportion of mixed pixels in an image can be very large (the exact proportion of mixed pixels in an image is a function of the sensor's spatial resolution and the size of the spatial units in the landscape), this can be a major problem i n the production of accurate maps of land cover type from remotely sensed data. Moreover, the errors in the representation of land cover type may also propagate into analyses based on the map. This includes the evaluation of change in land cover type through post-classification comparison methods and analyses using co-registered data sets within a GIS. Problems associated with mixed pixels are usually apparent when using coarse spatial resolution data sets. These data sets however are often used for mapping land cover type at regional to global scales, because (i) remote sensing is the only feasible source of data on land cover type at such scales, or (ii) there is a need to monitor change in land cover type at a high temporal frequency. S ome epidemiological applications (Table 2 ) have focused on relatively small areas and used fine spatial resolution imagery ( e.g., from the SPOT HRV and Landsat TM) and so problems associated with the presence of mixed pixels would have been reduced but not removed. As has been mentioned, however, the more heterogeneous and fragmented the landscape and/or the coarser the spatial scale of study and imagery used the more significant and detrimental will be the effect of mixed pixels. Methods to appropriately represent land cover when mixed pixels are common are, therefore, required if the full potential of remote sensing as a source of data on land cover type is to be realised. Two commonly used methods are spectral unmixing and soft or fuzzy classification.
Spectral unmixing
Spectral unmixing is likely to be of direct relevance to the use of remotely sensed data in epidemiology. This is because contemporary sensors onboard the NASAs Terra or the ESAs Envisat have a ground resolution that represents areas in the order of tens of hectares and yet epidemiologists may wish to use such data to derive the land cover of fields only a few hectares in size. The principle of spectral unmixing may be illustrated easily by reference to the early technique of Adams et al. (1993) . This technique makes certain simplifying assumptions about the scene. First, that the scene is composed of a geometric arrangement of identifiable components, such as green leaves, bare soil and shadow; second, that energy only interacts with one of these components on its passage from the Sun to the sensor and third, that the reflectance properties of the different components are known, either from data acquired in the field or laboratory, or from measurements made from the scene itself.
We can, for example, use these data on the spectral properties of the scene components to determine the optimum "feature space" (Curran et al., 1998) to unmix the data, which is one in which the components are most separated from each other, as is shown diagrammatically in Figure 6 . In practice, the optimum feature space would most likely be composed of combinations or mathematical transformations of radiation in wavebands measured by the sensor. Within the optimum feature space the data from the scene mix together within a subspace, the vertices of which are known as "endmembers". The relative proportion of endmembers within a pixel may then be calculated using its location within the mixing subspace ( Figure 6 ). Endmembers may be of two types, depending upon whether they are defined from pure components of the image (image endmembers, such as a particular set of radiation values) or pure components of the scene (reference endmembers, such as trees, water, grass) (Milton, 1999) . This process of spectral unmixing may be described mathematically as,
in which r i is the reflectance of the pixel in band i of m. The total number of components within the pixel is n, f j is the proportion of endmember j in the pixel, and a ij is the reflectance of endmember j in spectral band i. The term e is an error term which expresses the difference between the observed reflectance and the reflectance computed from the model (Mather, 1999a) .
To solve the pixel unmixing equation given above, the total number of components within the pixel must be no more than n+1, where n is the number of spectral features (i.e., dimensionality of the mixing space).
Whilst this limitation can be a problem in some applications (e.g ., mineral exploration), for epidemiological research this would still allow the unmixing of green vegetation, soil background and water (or shadow) from a feature space which contains only two -dimensions. Because of the strongly contrasting spectral properties of vegetation, water, and most types of soil it is reasonable to expect any satellite sensor with bands in R and NIR wavelengths to be able to generate a suitable 2-D feature space. Roberts et al. (1998) have modified the basic unmixing model described above by allowing the set of endmembers against which a given mixed pixel is labelled to vary across the image. This has the effect of permitting many more than the theoretical limit of n+1 scene components to be estimated, making it feasible to map the proportions of different types of vegetation, or live versus dead vegetation even though the data are distributed in relatively few dimensions. Spectral unmixing, however, is not the only way to deal with the problems of mixed pixels.
[ Figure 6] 
Soft or fuzzy classification
Since the conventional (hard) classification output cannot always represent the continuous graduation of some land cover types or mixing of classes within the area represented by pixel, alternative approaches have been sought (Wang, 1990) . Much attention has focused on the potential of soft or fuzzy classifications that allow a pixel to have partial and multiple class membership (Wang, 1990; Foody, 1996; Bastin, 1997) . There are a variety of methods for deriving a fuzzy classification. The most obvious are a range of fuzzy classifiers that can be used to derive estimates of sub-pixel scale class membership (Cannon et al., 1986) . Alternatively, a fuzzy classification may be achieved by "softening" the output of a "hard" classification. For instance, measures of the strength of class membership, rather than just the code of the most likely class of membership, may be output. Thus, for example, with a maximum likelihood classification a probability vector containing the probability of me mbership a pixel has to each defined class could be output. In this probability distribution, the partitioning of the class membership probabilities between the classes would, ideally, reflect the land cover composition of a mixed pixel Foody, 1996) . This type of output makes fuller use of the information on class membership generated in the classification and may be considered to be fuzzy, as an imprecise allocation may be made and a pixel can display membership to all classes. The remotely sensed data must still, however, satisfy the assumptions and requirements of the classification technique used, which is often unlikely with the widely used probability-based classifiers. The lack of distribution assumptions and ability to integrate ancillary data acquired at a low level of measurement precision are major attractions of alternative classifiers such as neural networks. Although used generally to produce a hard classification the output of an artificial neural network may be softened to provide measures of the strength of class membership which may sometimes better represent land cover than a traditional "hard" classification (Foody, 1996) . Although fuzzy classifications have been used to provide an appropriate representation of land cover type that may be considered to be fuzzy, they do not fully resolve the mixed pixel problem (Foody, 1999) . A fuzzy classification provides only a means of appropriately representing land cover type that may be considered fuzzy at the scale of the pixel. Thus, while the class allocation made by a fuzzy classification may accommodate appropriately mixed pixels it is only one of the three stages of the supervised classification process, with the classification still requiring training and testing. Relatively little attention has focused on the accommodation of mixed pixels in the training and testing stages of a supervised classification. In both of these stages of the classification, the ground data on class membership are generally related to the remotely sensed data at the scale of the pixel and so may be fuzzy. Since a large proportion of image pixels may be mixed it is important that this be recognised and accommodated in the classification. In testing the classification, for example, pure pixels are used generally as the conventional measures of accuracy assessment were designed for application to "hard" classifications. As the majority of pixels may be mixed failure to include them in the accuracy assessment may result in an inappropriate and inaccurate estimation of classification accuracy. A variety of methods may be used to accommodate for fuzziness in the classification output (Gopal and Woodcock, 1994; Maselli et al., 1994) and, under certain circumstances, in the ground data as well (Foody, 1996) . Indeed methods exist to accommodate mixed pixels in each stage of the classification (Foody and Arora, 1996; Foody, 1997) . The degree to which fuzziness is accommodated in each stage may also vary (e.g., the classification output could be the degree of membership to each class or a crisper product comprising the most likely class of membership and a secondary class label). Consequently, a classification may be undertaken along a continuum of classification fuzziness (Foody, 1999) ranging from the conventional "hard" classification, in which no action is made to accommodate mixed pixels, to fully-fuzzy classifications, in which mixed pixels are accommodated in each stage. The design of a classification should, therefore, be based on the nature of the available data sets as well as on the desired end product. The derived map of land cover type may then be integrated with, typically point based, data on disease and disease vectors. Relationships between land cover and disease variables may then be established from these data. These relationships may then be extrapolated spatially (and, if a time series of imagery is available, temporally) using maps of land cover type derived from remotely sensed imagery.
These two sets of links from land cover to image and land cover to disease (Figure 1 ) are fundamental to our understanding of how remote sensing can be used in epidemiology. However, in many cases these links become secondary to the primary pragmatic task of using remotely sensed imagery to estimate the density of disease vectors and the degree of disease risk. The remainder of this paper will therefore build on this background on process (Sections 2.3 and 2.4) and focus on the task of prediction. In doing so a number of recommendations will be made for best practice in the remote sensing of vector density and disease risk.
Predicting vector density and disease risk from land cover data
As outlined in the introduction, and summarized in Figure 1 , a complex set of inter-relationships exist between remotely sensed imagery of the land surface and disease risk distributed spatially on that land surface. We have seen in previous sections that as the amount of radiation reflected (at a given wavelength) from a given point on the Earth's surface depends on the nature of the material (land cover type) at that point, it is possible to predict land cover spatially from remotely sensed imagery. This prediction usually depends on knowledge (data) of the in situ land cover via a model of the relation between the imagery and the land cover. This spatial prediction of land cover is based on explicit physical processes (Figure 1) . Similarly, the links between other environmental variables that have been employed in the remote sensing of disease risk (e.g., cold cloud duration, CCD, and remotely sensed imagery are based on physical processes.
The link between land cover and vector density (or disease risk) is based on processes that are less easily described in terms of the physics of the processes involved, but which may be described well by stochastic models. Clearly, there are many different types of disease and vector. In recent years, much research has been undertaken on the use of remotely sensed data to predict malaria and trypanosomiasis risk (Table 2 ) and for ease of presentation the following section will focus mainly on the malaria-mosquito disease-vector combination (Horsfall, 1955) . As suggested by the dashed predictive lines in Figure 1 , it is useful to describe, first, the link between land cover and vector density and, second, the link between vector density and disease risk.
Unfortunately, the relations between land cover and vector density are not well understood in the majority of cases. Most studies describe the relations between habitat (which may or may not be synonymous with land cover) and vector (Legters, 1994) . It is generally accepted, however, that for common vectors (such as various species of mosquito) proximity to water is important, particularly in the breeding phase. Habitats (represented as land covers or combinations of land covers) that are favourable to mosquitoes tend to be aquatic (e.g ., brackish water, salt marsh) or at least close to water bodies. However, the physical processes underlying the link between land cover and vector density will, in practice, depend on (i) internal processes relating to the population, (ii) interelations between the vector and vertebrate populations and (iii) many environmental influences, particularly microclimatic variables that may be difficult to measure.
The relation between vector density and disease risk is yet more complex. For example, mosquitoes depend on vertebrates for blood which may, or may not, carry a disease (say, malaria). The vectors take up the disease and may, or may not, pass it on to the next vertebrate on which it feeds. In these circumstances, we can define three populations, that of the mosquitoes, that of the vertebrates and that of the disease. Each population is mobile and one (the disease) is a part of each of the other two. The inter-dependencies between the three populations are complex depending on many factors. These can again be split into (i) those internal to each population (e.g ., density of vertebrates per unit area), (ii) those describing the relations between populations (e.g ., proximity of vertebrates to vectors) and (iii) those external to the populations (e.g., proximity to water).
The effect of meteorological variables on vector populations and disease risk are less complex only in the sense that meteorological variables tend to vary spatially over larger distances than does land cover. Thus, for local studies, spatial variation in properties such as cold cloud duration (CCD) may be negligible. Rather, meteorological data are generally used to predict future vector densities and disease risk. For example, in a study by Hay et al. (1998a) monthly mean percentage of annual malaria admissions in The Gambia was found to be highly correlated with CCD lagged by two months. The implication is that if CCD is monitored it can be used to predict malaria risk two months in advance (see Chapter 9). Thus, whereas land cover data provide a wealth of spatial information, meteorological variables are more likely to provide temporal information on vector density or disease risk. This section reads much better than the first where the impression is that land cover is all important.
Predicting vector density or disease risk?
The researcher will need to be clear as to what primary variables are to be estimated and how these variables are to be organised.
Choice of variables and predictive route
Several researchers have sought to predict vector density or some other vector-related variable based on remotely sensed imagery. Others have sought to predict disease risk or some other disease-related variable directly from imagery. Clearly, if disease risk is predicted directly, the simple correlation obtained between the secondary (explanatory) variable(s) and the risk will depend on the vectors for which no information is available (Figure 1 ).
Some studies have involved prediction of vector density or disease risk based on the direct use of remotely sensed reflectance in several wavebands. Others have involved the processing of remotely sensed imagery into vegetation indices (such as the NDVI) or the classification of land cover type based on the imagery prior to prediction.
In this paper, we have so far implied and will now argue, that the most natural model is one in which, first, some land cover variable is predicted from remotely sensed imagery and second, this information on land cover is used to predict vector density or disease risk.
Organising the primary variable
Data on the primary phenomenon of interest, whether it be the vector or the disease, will generally be required to build a statistical model of its relation to the secondary variable (say, land cover type). These data may be acquired in a variety of formats. If the interest is in the vector, then the variable should be defined as a density, that is, number of vectors per unit area. The support (the size, geometry and orientation of the space on which each observation is defined) (Curran and Atkinson, 1999) should be constant across the region of interest. Thus, depending on the instrumentation and technique used to acquire data, the measured variable may need to be transformed prior to modelling. Where the secondary (explanatory) variable(s) are provided by remotely sensed imagery it may be advantageous to transform the primary vector variable to a grid with the same spatial resolution as the imagery. This step will facilitate the later co-location of the data within a GIS (Longley et al., 1999) .
If the interest is disease risk, the primary data will often be in the form of number of patients admitted to a local clinic or hospital and diagnosed or treated for the disease. Ideally, data on location should be obtained for each individual so that the local spatial distribution of the disease can be mapped for each local medical centre. Then, the number of patients per unit area should be divided by the background population (ideally, the number of susceptibles) per unit area to produce an attack rate (or disease risk). As for the vector density, the disease risk can be produced on cells that match the pixels of remotely sensed imagery on which the predictive model will be constructed.
Sampling issues
Choosing a spatial resolution
A choice that the investigator will face early in any study involving remotely sensed imagery is that relating to spatial resolution. The many studies involving remote prediction of vectors or disease reviewed by Hay et al. (1997) can be divided into those involving fine spatial resolution and coarse spatial resolution imagery. Fine spatial resolution is used to refer to imagery such as that provided by SPOT HRV (10 m for panchromatic imagery), Landsat TM (30 m, in non-thermal wavelengths) and Landsat MSS (80 m). Coarse spatial resolution imagery is used to refer to imagery such as provided by the NOAA AVHRR (1.1 km and 8 km). Clearly, there is a large difference (2-3 orders of magnitude) between the two groups. The choice (in the first instance between the two groups) will depend on several factors. By far the most important criterion, however, is the spatial detail that needs to be resolved. Since the primary variable of interest can be defined as a density on any desired cell size (e.g., through interpolation) the choice of spatial resolution of imagery is a difficult one.
Important variables influencing the choice of spatial resolution include the spatial extent of the region of interest, the number of data that will be generated, the nature of the strategy intended to counter the disease (e.g ., environmental measures) and the ability to (and utility of) targeting medical care spatially. In addition, the number of vertebrates carrying the disease and the number of susceptibles will decrease as the spatial resolution increases such that estimates of risk may become unreliable for small cell sizes. That is, very small cell sizes may be precluded on statistical grounds. We would suggest, however, that the most important criterion is the frequency of the spatial variation in the vector density (or disease risk). The spatial resolution should be chosen in relation to the scale(s) of spatial variation implicit in the variable of interest (Curran and Atkinson, 1999 ).
The suggestion is that such scale(s) of variation should be quantified using a function such as the covariance function or variogram to aid in the choice of spatial resolution (Woodcock and Strahler, 1987; Atkinson and Curran, 1997) .
Spatial sampling of the primary variable
Having chosen a spatial resolution (which can often mean a particular sensor), the next task will be to select a source of data on the primary variable of interest. Generally, the investigator will be limited to small numbers of data and usually archive sources (at least secondary sources). Nevertheless, it is worth considering here the effect of the sampling strategy on the resulting data. All data are a function of (i) the underlying property of interest and (ii) the sampling strategy. Therefore, the actual observed spatial variation will depend on the sampling strategy. Generally, systematic sampling is preferred over random sampling because it is more efficient where data are spatially dependent (proximate data pairs tend to be more similar than more distant data pairs) and this is usually the case (Atkinson, 1997) . Whatever the circumstances, the investigator should strive to provide an even spatial coverage, at least of at-risk areas.
A second consideration relates to the support of the primary variable. This is likely to be approximated as a point in space and is unlikely to be the same as that of the remotely sensed imagery (land cover data). In practice, a variety of problems arise. Take the example of Hay et al. (1998a Hay et al. ( , 1998b in which five local communities in Kenya were monitored for malaria infection. The data were referenced geographically as five points in space. Each datum, however, actually has a support that is much larger than a point. Further, the support is likely to have a bell-shaped centre weighting since more cases are likely to be reported by people living close to a medical centre than by people living further away. Ideally, the locations of individuals should be recorded allowing the estimation of cell-based averages as described above, although this is a very difficult undertaking.
If the data supports can be treated as points then the investigator has a choice. First, the point data could be used in modelling directly. The only consequence of this is that the model and the predictions will be less accurate than had the support been equal to the pixel. Second, the investigator could choose to interpolate to the support of the imagery (image pixels), for example, using block kriging (Atkinson, 1997) . Any re-organisation of the data based on interpolation algorithms, however, will introduce the serious problem known as "smoothing". All linear weighted estimators involve smoothing. Smoothing means that the extent of the support of the estimates is larger than the desired support. In practice, smoothing alters the cumulative distribution function (cdf) of the estimated data set: specifically, the cdf of the estimated data has a smaller variance than that of the original data. This has serious implications where the objective is to build a model of the relation between the interpolated primary variable (i.e., vector density, disease risk) and the remotely sensed land cover and apply that model to predict the primary variable at other places or times.
A third consideration relates to the number of observations required. Where the statistical model of interest is regression (see below), this number can be small (say 30 observations that cover the region such that the full range of possible values is included). Where the model is classification-based (see below), this number can be uncomfortably large (say 30 observations per class, perhaps with more than ten classes).
Models for predicting vector density and disease risk
Many models are possible for predicting vector density and disease risk. Here we will comment on five such models.
Temporal prediction: simple correlation on monthly averages
As noted earlier in Section 2.5, Hay et al. (1998a) conducted research in which CCD lagged by two months was related to monthly percentage total of annual malaria admissions (r 2 =0.86). The CCD data were obtained from remotely sensed data of the Atlantic coast of The Gambia provided by NOAA AVHRR and Meteosat High
Resolution Radiometer (HRR) imagery. As part of the same study the imagery were processed to estimate the NDVI and the relation to monthly percentage total of annual malaria admissions was found to be strong r 2 =0.66.
Since the remotely sensed NDVI provided a spatial distribution on a monthly basis, it was possible to extrapolate the prediction spatially to map areas at risk.
The fundamental problem with such a statistical approach based on temporal data is that relationships observed are not necessarily based on a physical link. It might be that the NDVI always peaks in July-August and that disease risk always peaks in October. If we know that disease risk always peaks in October then what use are the NDVI data? Equally, there might be no physical relationship between the dates of the two peaks.
Multiple-year data are required to characterize the relation between the date and magnitude of peak NDVI and the date and magnitude of peak disease risk. Without this, the relations simply cannot be generalized to other years.
Spatial prediction: hard land cover classes
Where the remotely sensed imagery have been used to estimate hard land cover classes (e.g ., using a supervised maximum likelihood classification, Section 2.4.1.2) the investigator needs to know how to use such information on land cover type to predict vector density or disease risk. A variety of approaches could be employed depending on several factors including how the primary variable is organized. For example, if the primary variable is treated as a binary indicator of presence or absence of the disease (e.g., below or above some critical threshold) then logistic regression (Webster and Oliver, 1990) could be used to predict from hard land cover classes (Section 2.4.2).
Treating the primary variable as continuous, the simplest method is to obtain data on risk for each land cover class and assign the means of the class-specific distributions to the classes. The distributions can be used to estimate the uncertainty associated with each mean and also, via a classical analysis of variance, to determine whether the differences between the means are significant (Webster and Oliver, 1990) . Further, the distributions can be used to simulate different spatial realizations of vector density or disease risk.
An optimal, albeit more sophisticated, alternative would be to use the geostatistical technique known as kriging (Matheron, 1965; 1971) . The term kriging refers to a set of generalised least-squares regression algorithms. All kriging algorithms are variants of the least squares regression estimator (Goovaerts, 1997) :
where λ α are the weights applied to data z(x α ) interpreted as realizations of the regionalised variable (RV) Z(x α ) and m(V) and m(x α ) are the means of the RVs Z(V) and Z(x α ). In practice, prediction is achieved using only the n(V) point or quasi-point data z(x α ) at locations x α within a local neighbourhood W(V).
The objective of all kriging estimators is to minimise the estimation variance under the constraint of unbiasedness. That is,
is minimised under the constraint that
The actual type of kriging estimator adopted varies depending on the model adopted for the random function (RF) and in particular, the model adopted for the mean. In general, the RF can be decomposed into two components as follows:
where R(V) is modelled as having zero mean or expectation and its variation is modelled using the variogram.
The component m(V) is the mean of the RF Z(V) and this can be modelled in various ways depending on the type of kriging estimator adopted.
Where the secondary data are in the form of what is termed a categorical variable (that is, a "hard" land cover), they can be used directly as a model for the mean component. Kriging can then be applied to the residuals from that mean. This procedure is referred to as kriging with an external drift (Deutsch and Journel, 1992) . Most often, the external drift is a two -dimensional polynomial (that is, trend surface), but it can equally be a categorical variable (Goovaerts, 1997; Pebesma and Wesseling, 1998) . The main requirement for kriging in this form is sufficient data on the primary variable distributed spatially within the region of interest. This requirement can be difficult to meet in epidemiological studies however (Section 2.2).
By first, classifying the land cover and, second, the vector density (or disease risk), the model follows more closely the physical processes occurring in reality (Figure 1) . Thus, such a two -stage approach is recommended over a direct estimation of disease risk from remotely sensed imagery.
Spatial prediction: soft land cover classes
Traditional hard supervised classification (Section 2.4.1.2) while still popular in remote sensing is being replaced, albeit gradually, by the more informative soft or fuzzy classification. As described in Section 2.4.4, soft or fuzzy classification can be used to estimate the proportion of a given pixel belonging to each of the available classes. In these circumstances, the secondary data (of land cover proportion or probability) are a set of variables constrained in the interval 0-1. A range of approaches could be adopted to model the relation between these data and the vector density or disease risk (Webster and Oliver, 1990) . None stand out as clearly the most appropriate, however.
One alternative would be to model the relation between vector density (or disease risk) and a hard class, and then estimate the mean per cell based on the fuzzy memberships (that is, estimate the mean as an average of each class, weighted by the proportion of the cell covered by each class. Kriging with an external drift could then be applied based on this spatially-varying estimate of the mean.
Another alternative would be to treat the secondary data as a set of continuous variables. The disadvantage of doing this is that the distribution of the data may need to be transformed prior to further analysis (e.g ., using a logistic or arcsin transform) and that the fuzzy proportions will clearly be correlated between classes. If these problems are not serious, then cokriging (Myers, 1982; Atkinson et al., 1992; 1994) could be used to estimate the primary variable and successful application would once again (Section 2.5.3.2) depend on the availability of primary (e.g ., vector or disease) data.
Spatial prediction: vegetation amount
In some cases it may be preferable to replace a land cover classification with a map of some quantitative land cover variable such as vegetation amount. In remote sensing, the estimation of vegetation-related variables has traditionally involved the use of multiple wavebands to calculate a vegetation index. The use of a vegetation index (e.g., NDVI) as a secondary variable has the advantage that multiple waveband information is compressed into a single variable. Further, indices such as the NDVI standardize for the amount of incoming radiation and information is provided as a continuous variable. Vegetation indices such as the NDVI, however, are highly correlated with properties such as leaf area index (LAI), and vector density or disease risk may be correlated with LAI, conditional upon specific climatic events (e.g ., rains following drought). In these circumstances, an indirect link is established between the vegetation index and vector density or disease risk, such that the vegetation index may be used as a secondary variable for prediction. Since both the primary and secondary variables are continuous, the natural choice of statistical model for prediction is simple linear regression.
Alternatively, where there are sufficient spatial data on the primary variable, kriging with an external drift or cokriging could be applied to make full use of the available spatial information.
Despite the apparent simplicity of this predictive route there are potential problems. First, the correlation will depend on climate, as mentioned above. Second, the correlation may vary geographically (e.g., mosquitoes may favour certain plants and proximity to water bodies). Thirdly, and most importantly there is no reason to expect a linear relation. Relations between the NDVI and vector density or disease risk, when they do occur, are likely to be non-linear, especially when one considers that the relation between the NDVI and LAI tends to be asymptotic. Such non-linear relations would need to be included in any model used for prediction.
Spatial prediction: GIS variables
Often, secondary information exists in a form where the primary variable is not a simple linear function of the secondary data expressed on a raster grid. For example, mosquito breeding depends on proximity to water bodies, proximity to vertebrates and so on. To obtain a simple linear relation, it is necessary to obtain a secondorder variable "proximity to water" as a function of the first-order variable "water". A GIS can be used to provide the new variable. For example, in the case of proximity to water, the new variable can be estimated by a GIS procedure known as "buffering" (Longley et al., 1999) applied to water bodies (themselves estimated through remote sensing and land cover classification). Care should be taken when deriving variables of this kind to ensure that the relations between the second-order variable and the primary variable of interest are linear. Then, the techniques described above ( e.g., geostatistics) can be applied, treating the second-order information together with, say, land cover type.
Discussion and conclusion
The framework in Figure 1 has focussed our attention on the links between remotely sensed imagery and disease. In doing so it has highlighted the uncomfortable assumptions and gaps in understanding that have to be traversed if we are to use measures of radiation to predict vector density or better still disease risk. It is not unusual for scientific research to progress by observing and using relationships prior to understanding relations hips (Curran, 1987) . Such is the case in the use of remote sensing in epidemiology where, not surprisingly, early research concentrated on the development of correlations between images and disease and then the use of images to predict disease. It is clear, however, that progress will rest on the development of physical understanding (Sections 2.3 and 2.4) and the utilisation of optimised procedures for prediction (Section 2.5). Such progress is vital because "despite the growing enthusiasm, disease prevention by satellite still has to prove itself for actual disease control" (M. Barinaga, 1993, p. 32 ).
Specifically, this paper makes four observations that will, it is hoped, help make remote sensing a vital component of the epidemiologists tool kit. 1. Land cover is central to the use of remote sensing in epidemiology. The accurate identification and quantification of land cover would be a useful part of prediction methodologies. 2. Remotely sensed data contain spectral, spatial and temporal information that can be used to characterise the Earth's surface. To exploit remotely sensed data to the full we must have a clear understanding of the scene, atmosphere, sensor and image and perhaps more importantly, links between them. 3. Many techniques are available for mapping land cover type from remotely sensed data. The most suitable techniques for epidemiological studies are likely to be soft classifications in which the proportion or probability of a class is attributed to each pixel. These will be derived from an approach to spectral unmixing or through the application of a soft or fuzzy image classifier. 4. The aim of predicting vector density and/or disease risk is hampered by a spatial and temporal mismatch between remotely sensed data and vector/disease data.
Optimal use of remote sensing will involve the optimisation of both spatial sampling and the models used for prediction in the context of the environment, the available data and the epidemiological problem. Tables   Table 1 Four illustrative examples of the framework in figure 1. Figure 1 . A framework linking remotely sensed images with disease. Note that land cover refers to both type (e.g., forest, grass) and amount (e.g., high biomass, low biomass). Indeed many factors influence the quality of the ground data used in remote sensing investigations and the data are unlikely to be error-free (Curran and Williamson, 1985; Steven, 1987; Foody, 1991; Bauer et al., 1994) .
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The accuracy assessment is, therefore, in reality a measure of the degree of agreement or correspondence between the labels derived from the classification and those depicted in the ground data. The quality of the ground data set is, therefore, critical and must be considered when deriving a classification accuracy statement.
Once formed, however, a range of measures to indicate the accuracy of the classification may be derived. The matrix shown is taken from a study that classified tropical vegetation, including forests, into a variety of (nonoverlapping) age classes and is reported in detail in . The main diagonal of the matrix represents the instances where the class labels derived from the classification corresponded to those in the ground data. The sum of these correctly allocated cases may be used, relative to the grand total of cases in the testing set, to derive the percentage of cases correctly allocated. In this example the overall percentage of correctly allocated pixels was 79.49%. This gives a simple measure of the overall accuracy of the classification.
If the main focus of attention is on the accuracy with which a particular class has been classified, rather than the overall accuracy, this may be estimated on the basis of the ratio of correctly allocated cases to the relevant column or row total in the matrix depending on the analyst's perspective (Story and Congalton, 1986) . These accuracies may vary markedly for the same class. For example, the accuracy with which the forests aged 2-3 years class was classified from the producer's and user's perspectives was 96.88% and 38.75% respectively.
Although simple, such measures are not without problems. The sample design used to derive the testing set, for example, can influence significantly the accuracy statement (Campbell, 1996; Stehman and Czaplewski, 1998) .
A major concern, however, is that the simple measures of accuracy focus only on the main diagonal of the matrix (highlighted in grey) and make no compensation for chance agreement. To reduce these problems, the kappa coefficient of agreement (Cohen, 1960) has been widely used in remote sensing (Rosenfield and Fitzpatrick-Lins, 1986; Congalton, 1991) . For the matrix illustrated, the kappa coefficient is 0.7476. This measure may also be derived for individual classes of interest. The calculation of the kappa coefficient of agreement may also be weighted to accommodate for variations in the magnitude of error (Cohen, 1968) which is valuable as the confusion between some classes may be more damaging than others in remote sensing studies.
With a weight associated with all possible allocations that indicates the relative severity of the misallocations, a weighted kappa coefficient may be derived. In the example , this gave weighted kappa coefficient of 0.8569. The kappa coefficient is also not always ideal (Foody, 1992) . In particular it is inappropriate for the evaluation of fuzzy classifications where a pixel may have membership to more than one class. As classification accuracy assessment is still a field of active research, care should be taken to provide a thorough description of the data sets and methods used in evaluating a classification to help others interpret the quality of the classification and its appropriateness for the application in-hand. Figure 5 . A typical neural network used for image classification. The neural network acts to convert the remotely sensed imagery into a thematic classification. The network itself consists of a large number of simple processing units arranged in a layered architecture with each unit in a layer linked to every unit in adjacent layers by a weighted connection. There is an input unit associated with each discriminating variable (e.g., spectral waveband) used, one or more hidden layers of processing units and an output layer with one unit associated with each class. The training data and a learning algorithm (e.g., backpropagation) are used to help the network adjust the value of the weighted connections between units until the network can identify correctly class membership from the input data presented to it. Discussion of neural network processing may be found in Schalkoff (1992) and Bishop (1995) and examples of their application in mapping land cover from remote sensing in Benediktsson et al. (1990) and Foody (1996) . 
