Abstract. The objective in video frame interpolation is to predict additional in-between frames in a video while retaining natural motion and good visual quality. In this work, we use a convolutional neural network (CNN) that takes two frames as input and predicts two optical flows with pixelwise weights. The flows are from an unknown in-between frame to the input frames. The input frames are warped with the predicted flows, multiplied by the predicted weights, and added to form the in-between frame. We also propose a new strategy to improve the performance of video frame interpolation models: we reconstruct the original frames using the learned model by reusing the predicted frames as input for the model. This is used during inference to fine-tune the model so that it predicts the best possible frames. Our model outperforms the publicly available state-of-the-art methods on multiple datasets.
Introduction
Video frame interpolation, also known as inbetweening, is the process of generating intermediate frames between two consecutive frames in a video sequence. This is an important technique in computer animation [19] , where artists draw keyframes and lets software interpolate between them. With the advent of high frame rate displays that need to display videos recorded at lower frame rates, inbetweening has become important in order to perform frame rate up-conversion [2] . Computer animation research [9, 19] indicates that good inbetweening cannot be obtained based on linear motion, as objects often deform and follow nonlinear paths between frames. In an early paper, Catmull [3] interestingly argues that inbetweening is "akin to difficult artificial intelligence problems" in that it must be able understand the content of the images in order to accurately handle e.g. occlusions. Applying learning-based methods to the problem of inbetweening thus seems an interesting line of investigation.
Some of the first work on video frame interpolation using CNNs was presented by Niklaus et al. [17, 18] . Their approach relies on estimating kernels to jointly represent motion and interpolate intermediate frames. The model is first applied in a pairwise manner on the four input frames I0, I1, I2, and I3, then on the resultsÎ0.5,Î1.5, andÎ2.5. The results of the second iteration,Ĩ1 andĨ2, are then compared with the input frames and the weights of the network are updated. This process optimizes our model specifically to be good at interpolating frameÎ1. 5. et al. [11] and Jiang et al. [6] used neural networks to predict optical flow and used it to warp the input images followed by a linear blending.
Our contribution is twofold. Firstly, we propose a CNN architecture that directly estimates asymmetric optical flows and weights from an unknown intermediate frame to two input frames. We use this to interpolate the frame in-between. Existing techniques either assume that this flow is symmetric or use a symmetric approximation followed by a refinement step [6, 11, 16] . For nonlinear motion, this assumption does not hold, and we document the effect of relaxing it. Secondly, we propose a new strategy for fine-tuning a network for each specific frame in a video. We rely on the fact that interpolated frames can be used to estimate the original frames by applying the method again with the in-between frames as input. The similarity of reconstructed and original frames can be considered a proxy for the quality of the interpolated frames. For each frame we predict, the model is fine-tuned in this manner using the surrounding frames in the video, see Figure 1 . This concept is not restricted to our method and could be applied to other methods as well.
Related work
Video frame interpolation is usually done in two steps: motion estimation followed by frame synthesis. Motion estimation is often performed using optical flow [1, 4, 25] , and optical flow algorithms have used interpolation error as an error metric [1, 12, 23] . Frame synthesis can then be done via e.g. bilinear interpolation and occlusion reasoning using simple hole filling. Other methods use phase decompositions of the input frames to predict the phase decomposition of the intermediate frame and invert this for frame generation [14, 15] , or they use local per pixel convolution kernels on the input frames to both represent motion and synthesize new frames [17, 18] . Mahajan et al. [13] determine where each pixel in an intermediate frame comes from in the surrounding input frames by solving an expensive optimization problem. Our method is similar but replaces the optimization step with a learned neural network.
The advent of CNNs has prompted several new learning based approaches. Liu et al. [11] train a CNN to predict a symmetrical optical flow from the intermediate frame to the surrounding frames. They synthesize the target frame by interpolating the values in the input frames. Niklaus et al. [17] train a network to output local 38x38 convolution kernels for each pixel to be applied on the input images. In [18] , they are able to improve this to 51x51 kernels. However, their representation is still limited to motions within this range. Jiang et al. [6] first predict bidirectional optical flows between two input frames. They combine these to get a symmetric approximation of the flows from an intermediate frame to the input frames, which is then refined in a separate step. Our method, in contrast, directly predicts the final flows to the input frames without the need for an intermediate step. Niklaus et al. [16] also initially predict bidirectional flows between the input frames and extract context maps for the images. They warp the input images and context maps to the intermediate time step using the predicted flows. Another network blends these to get the intermediate frame.
Liu et al. [10] propose a new loss term, which they call cycle consistency loss. This is a loss based on how well the output frames of a model can reconstruct the input frames. They retrain the model from [11] with this and show state-of-theart results. We use this loss term and show how it can be used during inference to improve results. Meyer et al. [14] estimate the phase of an intermediate frame from the phases of two input frames represented by steerable pyramid filters. They invert the decomposition to reconstruct the image. This method alleviates some of the limitations of optical flow, which are also limitations of our method: sudden light changes, transparency and motion blur, for example. However, their results have a lower level of detail.
Method
Given a video containing the image sequence I 0 , I 1 , · · · , I n , we are interested in computing additional images that can be inserted in the original sequence to increase the frame rate, while keeping good visual quality in the video. Our method doubles the frame rate, which allows for the retrieval of approximately any in-between frame by recursive application of the method. This means that we need to compute estimates of I 0.5 , I 1.5 , · · · , I n−0.5 , such that the final sequence would be:
We simplify the problem by only looking at interpolating a single frame I 1 , that is located temporally between two neighboring frames I 0 and I 2 . If we know the optical flows from the missing frame to each of these and denote them as F 1→0 and F 1→2 , we can compute an estimate of the missing frame bŷ
Illustration of the frame interpolation process with g from Equation (2) . From left to right: Input frames, predicted flows, weights and final interpolated frame. where W(·, ·) is the backward warping function that follows the vector to the input frame and samples a value with bilinear interpolation. W 0 and W 2 are weights for each pixel describing how much of each of the neighboring frames should contribute to the middle frame. The weights are used for handling occlusions. Examples of flows and weights can be seen in Figure 2 . We train a CNN g with a U-Net [20] style architecture, illustrated in Figure 3 . The network takes two images as input and predicts the flows and pixel-wise weights
Our architecture uses five 2 × 2 average pooling layers with stride 2 for the encoding and five bilinear upsampling layers to upscale the layers with a factor 2 in the decoding. We use four skip connections (addition) between layers in the encoder and decoder. It should be noted that our network is fully convolutional, which implies that it works on images of any size, where both dimensions are a multiple of 32. If this is not the case, we pad the image with boundary reflections. Our model for frame interpolation is obtained by combining Equations (1) and (2) into
whereÎ 1 is the estimated image. The model is depicted in Figure 2 . All components of f are differentiable, which means that our model is end-to-end trainable.
It is easy to get data in the form of triplets (I 0 , I 1 , I 2 ) by taking frames from videos that we use as training data for our model.
Loss-functions
We employ a number of loss functions to train our network. All of our loss functions are given for a single triplet (I 0 , I 1 , I 2 ), and the loss for a minibatch of triplets is simply the mean of the loss for each triplet. In the following paragraphs, we define the different loss functions that we employ.
Reconstruction loss models how well the network has reconstructed the missing frame:
Bidirectional reconstruction loss models how well each of our predicted optical flows is able to reconstruct the missing frame on its own:
This has similarities to the work of Jiang et al. [6] but differs since the flow is estimated from the missing frame to the existing frames, and not between the existing frames. Feature loss is introduced as an approximation of the perceptual similarity by comparing feature representation of the images from a pre-trained deep neural network [7] . Let φ be the output of relu4_4 from VGG19 [21] , then
Smoothness loss is a penalty on the absolute difference between neighboring pixels in the flow field. This encourages a smoother optical flow [6, 11] :
where ||∇F|| 1 is the sum of the anisotropic total variation for each (x, y) component in the optical flow F. For ease of notation, we introduce a linear combination of Equations (4) to (7):
Note that we explicitly express this as a function of a triplet. When this triplet is the three input images, we define
Similarly, for ease of notation, let the bidirectional loss from Equation (5) be a function
where, in this case, F 1→0 and F 1→2 are the flows predicted by the network. Pyramid loss is a sum of bidirectional losses for downscaled versions of images and flow maps:
where A l is the 2 l × 2 l average pooling operator with stride 2 l .
Cyclic loss functions.
We can apply our model recursively to get another estimate of I 1 , namelỹ
Cyclic loss is introduced to ensure that outputs from the model work well as inputs to the model [10] . It is defined by
Motion loss is introduced in order to get extra supervision on the optical flow and utilizes the recursive nature of our network.
This is introduced as self-supervision of the optical flow, under the assumption that the flow F 1→0 is approximately twice that of F 1→0.5 and similarly for F 1→2 and F 1→1. 5 , and assuming that the flow is easier to learn for shorter time steps.
Training
We train our network using the assembled loss function
where L α , L c and L m are as defined in Equations (9), (13) and (14) with λ r = 1, λ b = 1, λ f = 8/3, λ s = 10/3 and λ m = 1/192. The values have been selected based on the performance on a validation set. We train our network using the Adam optimizer [8] with default values β 1 = 0.9 and β 2 = 0.999 and with a minibatch size of 64.
Inspired by Liu et al. [10] , we first train the network using only L α . This is done on patches of size 128 × 128 for 150 epochs with a learning rate of 10 −5 , followed by 50 epochs with a learning rate of 10 −6 . We then train with the full loss function L on patches of size 256 × 256 for 35 epochs with a learning rate of 10 −5 followed by 30 epochs with a learning rate of 10 −6 . We did not use batch-normalization, as it decreased performance on our validation set. Due to the presence of the cyclic loss functions, four forward and backward passes are needed for each minibatch during the training with the full loss function.
Training data. We train our network on triplets of patches extracted from consecutive video frames. For our training data, we downloaded 1500 videos in 4k from youtube.com/4k and resized them to 1920 × 1080. For every four frames in the video not containing a scene cut, we chose a random 320 × 320 patch and cropped it from the first three frames. If any of these patches were too similar or if the mean absolute differences from the middle patch to the previous and following patches were too big, or too dissimilar, they were discarded to avoid patches that either had little motion or did not include the same object. Our final training set consists of 476,160 triplets.
Data augmentation.
The data is augmented while we train the network by cropping a random patch from the 320 × 320 data with size as specified in the training details in Section 3.2. In this way, we use the training data more effectively. We also add a random translation to the flow between the patches, by offsetting the crop to the first and third patch while not moving the center patch [18] . This offset is ±5 pixels in each direction. Furthermore, we also performed random horizontal flips and swapped the temporal order of the triplet.
Cyclic fine-tuning (CFT)
We introduce the concept of fine-tuning the model during inference for each frame that we want to interpolate and refer to this as cyclic fine-tuning (CFT). Recall that the cyclic loss L c measures how well the predicted frames are able to reconstruct the original frames. This gives an indication of the quality of the interpolated frames. The idea of CFT is to exploit this property at inference time to improve interpolation quality. We do this by extending the cyclic loss to ±2 frames around the desired frame and fine-tuning the network using these images only.
When interpolating frame I 1.5 , we would use surrounding frames I 0 , I 1 , I 2 , and I 3 to computeÎ 0.5 ,Î 1.5 , andÎ 2.5 , which are then used to computeĨ 1 andĨ 2 as illustrated in Figure 1 on page 2. Note that the desired interpolated frameÎ 1.5 is used in the computation of both of the original frames. Therefore by fine-tuning of the network to improve the quality of the reconstructed original frames, we are improving the quality of the desired intermediate frame indirectly.
Specifically, we minimize the loss for each of the two triplets (Î 0.5 , I 1 ,Î 1.5 ) and (Î 1.5 , I 2 ,Î 2.5 ) with the loss for each triplet given by
where λ p = 10, and L p is the pyramid loss described in Section 3.1. In order for the model to be presented with slightly different samples, we only do this fine-tuning on patches of 256 × 256 with flow augmentation as described in the previous section. For computational efficiency, we only do this for 50 patchtriplets for each interpolated frame. More than ±2 frames can be applied for fine-tuning, however, we found that this did not increase performance. This fine-tuning process is not limited to our model and can be applied to any frame interpolation model taking two images as input and outputting one image.
Experiments
We evaluate variations of our method on three diverse datasets: UCF101 [22] , SlowFlow [5] and See You Again [18] . These have previously been used for frame interpolation [6, 11, 18] . UCF101 contains different image sequences of a variety of actions, and we evaluate our method on the same frames as Liu et al. [11] , but did not use any motion masks as we are interested in performing equally well over the entire frame. SlowFlow is a high-fps dataset that we include to showcase our performance when predicting multiple in-between frames. For this dataset, we have only used every eighth frame as input and predicted the remaining seven in-between in a recursive manner. All frames in the dataset have been debayered, resized to 1280 pixels on the long edge and gamma corrected with a gamma value of 2.2. See You Again is a high-resolution music video, where we predict the even-numbered frames using the odd-numbered frames. Furthermore, we have divided it into sequences by removing scene changes. A summary of the datasets is shown in Table 1 .
We have compared our method with multiple state-of-the-art methods [6, 10, 11, 18] which either have publicly available code and/or published their predicted frames. For the comparison with SepConv [18] , we use the L 1 version of their network for which they report their best quantitative results. For each evaluation, we report the Peak Signal to Noise Ratio (PSNR) and the Structural Similarity Index (SSIM) [24] . Comparison with state-of-the-art. Table 2 shows that our best method, with or without CFT, clearly outperforms the other methods on SlowFlow and See you Again, which is also reflected in Figure 4 . On UCF101 our best method performs better than all other methods except CyclicGen, where our best method has the same SSIM but lower PSNR. We suspect this is partly due to the fact that our CFT does not have access to ±2 frames in all sequences. For some of the sequences, we had to use −1, +3 as the intermediate frame was at the beginning of the sequence. Visually, our method produces better results as seen in Figure 5 . We note that CyclicGen is trained on UCF101, and their much worse performance on the two other datasets could indicate overfitting. Table 2 reveals that an asymmetric flow around the interpolated frame slightly improves performance on all three datasets as compared with enforcing a symmetric flow. There is no clear change in performance when we add feature loss, cyclic loss and motion loss. For all three datasets, performance improves when we train on larger image patches. Using larger patches allows for the network to learn larger flows and the performance improvement is correspondingly seen most clearly in SlowFlow and See You Again which, as compared with UCF101, have much larger images with larger motions. We see a big performance improvement when cyclic fine-tuning is added, which is also clearly visible in Figure 6 .
Effect of various model configurations.
Discussion. Adding CFT to our model increases the run-time of our method by approximately 6.5 seconds per frame pair. This is not dependent on image size, as we only fine-tune on 256 × 256 patches for 50 iterations per frame pair. For reference, our method takes 0.08 seconds without CFT to interpolate a 1920 × 1080 image on an NVIDIA GTX 1080 TI. It should be noted that CFT is only necessary to do once per frame pair in the original video, and thus there is no extra overhead when computing multiple in-between frames. Training for more than 50 iterations does not necessarily ensure better results, as we can only optimize a proxy of the interpolation quality. The best number of iterations remains to be determined, but it is certainly dependent on the quality of the pre-training, the training parameters, and the specific video.
As of now, CFT should only be used if the target is purely interpolation quality. Improving the speed of CFT is a topic worthy of further investigation. Possible solutions of achieving similar results include training a network to learn the result of CFT, or training a network to predict the necessary weight changes.
Conclusion
We have proposed a CNN for video frame interpolation that predicts two optical flows with pixelwise weights from an unknown intermediate frame to the frames
Overlaid input frames
Ground truth Ours without CFT Ours Fig. 6 . Representative example of how the cyclic fine-tuning improves the interpolated frame. It can be seen that the small misalignment of the tire and yellow "41" is corrected by the cyclic fine-tuning.
before and after. The flows are used to warp the input frames to the intermediate time step. These warped frames are then linearly combined using the weights to obtain the intermediate frame.
We have trained our CNN using 1500 high-quality videos and shown that it performs better than or comparably to state-of-the-art methods across three different datasets. Furthermore, we have proposed a new strategy for fine-tuning frame interpolation methods for each specific frame at evaluation time. When used with our model, we have shown that it improves both the quantitative and visual results.
