Due to the growing problem of heart diseases, the computer improvement of their diagnostics becomes of great importance. One of the most common heart diseases is cardiac arrhythmia. It is usually diagnosed by measuring the heart activity using electrocardiograph (ECG) and collecting the data as multidimensional medical datasets. However, their storage, analysis and knowledge extraction become highly complex issues. Feature reduction not only enables saving storage and computing resources, but it primarily makes the process of data interpretation more comprehensive. In the paper the new igPCA (in-group Principal Component Analysis) method for feature reduction is proposed. We assume that the set of attributes can be split into subgroups of similar characteristic and then subjected to principal component analysis. The presented method transforms the feature space into a lower dimension and gives the insight into intrinsic structure of data. The method has been verified by experiments done on a dataset of ECG recordings. The obtained effects have been evaluated regarding the number of kept features and classification accuracy of arrhythmia types. Experiment results showed the advantage of the presented method compared to base PCA approach.
Introduction
The progress in health technologies' development and the growing capabilities of diagnostic equipment cause the process of medical analysis and diagnosis highly challenging due to large and multidimensional datasets. Automated knowledge extraction from massive data and the medical inference based on data analysis pose highly complex issues. This is mainly due to the limitations imposed by the performance of computer systems, but also because of the methodological problems inherent in multidimensional data analysis. Therefore it is often called "the curse of dimensionality" [1] [2] [3] .
Reduction of large datasets can be performed by reducing the number of analyzed parameters (dimensions) or by decreasing the number of analyzed cases. The dimensionality reduction can be carried out through statistical methods, primarily Principal Component Analysis (PCA) [4] or by using feature selection techniques [5, 6] . Dataset cardinality reduction can be achieved by sampling, grouping or instance selection methods [7] .
In this research, we propose a modification to the application of PCA method called igPCA (in-group Principal Component Analysis). It introduces the preprocessing phase that arranges the related features into groups of similar distribution. We compare the performance of the considered algorithm in arrhythmia classification with accuracy results attained for an original set of features and for a dataset passed through unchanged PCA. We applied our method to reduce data derived from ECG signals to improve storage and inference process in solving arrhythmia classification problem. In the research we use a reference "ARRHYTHMIA" dataset, derived from the UCI repository [8] . However, the proposed method is to be applied for a real dataset of similar structure.
The remainder of this paper is organized as follows. Section 2 (Background) describes the problem of feature cardinality reduction in terms of data intrinsic characteristic. It also presents literature review introducing feature selection techniques based on data characteristics. Next section 3 (Method overview) presents the proposed procedure for in-group principal component analysis. Section 4 describes the medical problem of arrhythmia and a dataset resulting from ECG recordings. In Section 5 (Experimental results and discussion) we describe the studies that were conducted. We introduce data characteristic and discuss the results. Finally, in Section 6 (Conclusions) we summarize our research and describe further works.
Background

Problem statement
The development of computer technologies and their wide use in medicine give a significant increase in medical data repositories. The process of extracting information from these huge datasets, which is essential for a given treatment, becomes more and more complex, and requires analysis for different types of data [9] . Even though collecting greater number of data may contribute to a comprehensive diagnosis, it requires more resources related to storage, processing and increased computing costs [10, 11] . For this reason, a wide range of methods for data complexity reduction are considered. They refer to two basic approaches: instance reduction and feature reduction. The difference between them is shown in Figure 1 In literature, the problem of data multidimensionality is often referred to as "the curse of dimensionality" [1] . There is no doubt that a larger number of parameters describing cases may lead to more comprehensive analysis. However, the multidimensional nature of data may hinder, and sometimes even prevent, their proper interpretation, and classical approaches to the analysis of these data may not be sufficient [12] . Moreover, it is not very likely that all variables are independent, and that the collinearity may lead to instability in the solution space and, as a consequence, inconsistent results. Hence, to eliminate the negative impact of multidimensionality on data analysis, key attributes should be identified and the dimensionality ought to be reduced in such a way as not to lose the knowledge that could be obtained from the data. Experts continue to play the leading role in the selection of parameters necessary to make a diagnosis, but more and more often the process of discovering medical knowledge is carried out using the IT techniques.
There is usually no need to reduce cases with regard to medical datasets. However, if data streams derived, for example, from ECG or EEG, are considered [13] , correct (normal) values or the most common values can be disregarded. The problem of a large number of features describing medical cases (referred to as "multidimensionality of data"), is much more common. Multidimensional data are characterized by a very large number of parameters, far exceeding the number of cases.
Two main approaches for dimensionality reduction can be distinguished:
-feature extraction (feature transformation), -feature selection.
The process of feature selection (FS) includes identification of relevant attributes from the dataset's characteristics and removal of the majority of irrelevant or redundant parameters [14] . The selected subset of features should be chosen so that it still reflects the relations and characteristics of the entire set of instances [15, 16] . The goal of feature selection is to build a subset of m features F S = x i1 , x i2 , . . . , x im from the original set of n attributes F = x 1 , x 2 , . . . , xn with m < n that optimizes an objective function J(F). It can be expressed by (1) .
The application of space transformation techniques introduces another possibility for dimensionality reduction. The result constitutes an entirely new set of features of a smaller cardinality by combining the original attributes. The goal of feature extraction is to find for a feature space x i ∈ Rn a mapping y = g(x) : Rn → Rm with m < n such that the transformed feature vector y i ∈ Rm preserves (most of) the information or structure in Rn. It can be expressed by (2) .
Numerous approaches of space transformation were proposed to meet different criteria and specific requirements of domain applications. Nonetheless, the most common approaches are based on the linear methods and include factor analysis and principal component analysis (PCA) [17] [18] [19] .
Principal component analysis is a standard multivariate data analysis technique. It reduces the number of space dimensions, preserving dataset's variation and intrinsic dependencies [20] . It goes towards explaining the correlations between variables using a smaller set of linear combinations of these variables, which are referred to as the main components. The principal components analysis for dimensionality reduction results from the fact that the total variability of the data set consisting of m variables can often be kept for a smaller set of k other variables, which are constituted by linear combinations of primary variables, i.e. k main components carry almost as much information as the original m variables. Consequently, the procedure involves building the first few data components that hold the majority of a dataset's variation, instead of investigating thousands of original variables. Furthermore, principal component analysis may bring benefits also for datasets with an average or a low number of features [21] .
Feature space reduction is usually performed without considering group structure. However, possessing the underlying group characteristic may bring additional benefits, making use of structural information about the features and discovering meaningful subsets of features. Moreover, there are some domain applications, where parameters tend to repeat distribution models, which makes incorporating group structure into the process of feature selection even more well-founded.
Related works
Feature selection methods have been an active field of the studies for decades. However, most of them address selecting features at the individual feature level, whereas considering group structure may contribute to the better performance of the subsequent analysis.
Nonetheless, there are many interesting investigations based on group feature selection and the Lasso approach [22] . Yuan and Lin in [23] proposed the group Lasso model that selects grouped variables and improves prediction in regression problems. In [24] Meier, van de Geer and Bühlmann extended the group Lasso to logistic regression models, which are suitable for high-dimensional data. Jacob, Obozinski and Vert in turn extended the group Lasso to sparsity patterns, which are unions of overlapping groups and help recover sparse connected patterns in a graph [25] .
Li et al. in [26] perform parameter selection at the group and individual feature levels simultaneously with streaming features. Their GFSSF algorithm identifies relevant features from important groups and selects variables with sparsity at both the group and individual feature levels.
In [27] Murkute and Borkar presented group feature selection method at group level to execute feature selection. Their objective was to execute the feature selection within the group and between groups of features in order to select discriminative features and remove redundant features to obtain optimal subset. The method called EGVS (efficient group variable selection) comprises of two stages: within group variable selection that select discriminative features within the group (each feature is evaluated individually) and between group selection, when all the features are reevaluated so as to remove redundancy.
All presented surveys confirmed efficiency of grouping features in terms of data reduction. However, the authors focused on feature selection, wheres there is still lack of a solution considering transformation techniques, which is a subject of the proposed method.
Method overview
The proposed in-group feature extraction method (igPCA) is based on principal component analysis incorporating diversity in distribution of various parameters. The steps can be presented as follows:
1. The process starts with data preparation, which aims at adjusting original datasets to analysis needs. 2. Feature grouping based on statistical analysis of distribution is carried out and groups of similar characteristics are distinguished:
(a) The first group consists of binary features (B).
(b) The rest of the features are divided into five groups based on skewness of the frequency distributions and ranging:
i. a highly positive distribution (1), ii. a moderately positive distribution (2), iii. a symmetric distribution (3), iv. a moderately negative distribution (4), v. a highly negative distribution (5) .
Differences in skewness for distributions are illustrated in Figure 2 . The process of splitting starts with designating a center of each group. It is the feature that distribution is:
i. the most positively skewed, ii. the most negatively skewed, iii. the closest to being symmetrical, iv. of skewness value in the middle between the most positively distributed one and 0, v. of skewness value in the middle between the most negatively distributed one and 0,
The rest of features are assigned to the closest group.
The principal component analysis is performed for each of six separate groups of features and results in six sets of new features:
(a) F SB -for binary features, (b) F S1 -for highly positive distributed features, (c) F S2 -for moderately positive distributed features, (d) F S3 -for symmetrically distributed features, (e) F S4 -for moderately negative distributed features, (f) F S5 -for highly negative distributed features.
The final result set of new features is a sum denoted
as (3):
Data description
Due to the growing problem of heart diseases, the computer improvement of their diagnostics becomes of great importance. One of the most common heart diseases is cardiac arrhythmia. It refers to a medical condition, when a heart beats irregularly, which may be harmless or even life threatening. Therefore correct identification of arrhythmia is essential for further medical treatment [28] . Cardiac arrhythmia is usually diagnosed by measuring the heart activity using electrocardiograph (ECG) and then analyzing the recorded data. Parameter values comes in the form of ECG waveforms and can be used along with other information on the patient, including his age and medical history. The spectral characteristics and time domain features of the ECG may be combined to improve arrhythmia classification [29, 30] . However, it may be difficult for a medical staff to find dependencies and irregularities in complex and long ECG recordings. Therefore, new solutions for automating arrhythmia diagnosis are considered.
The dataset for experimental studies derives from UCI Machine Learning Repository [8] and can be referenced as "ARRHYTHMIA" dataset. This dataset contains medical recordings of 452 patients. Each sample is described by 279 attributes. They include 4 parameters referencing general patient's data: his age, sex, height and weight. The rest of features relates to ECG recordings, e.g. an average width (in msec.) of linear Q wave, an average width (in msec.) of linear R wave, an average width (in msec.) of linear S wave, the number of intrinsic deflections and an existence of ragged R wave. Every observation is described by a label designating one of 16 different classes. The first class corresponds to normal ECG recording with no arrhythmia. Recordings labeled by numbers 2-15 are classified as different types of cardiac arrhythmia, whereas class 16 refers to unlabeled patients. The details of the dataset were also introduced in [31].
Experimental results and discussion
The aim of the experiments was to examine the performance of proposed in-group Principal Component Analysis for space reduction of ECG data to support its classification. The experiments were conducted on the reference "ARRHYTHMIA" dataset described in Section 4. The investigation included following stages:
1. Data preparation with exclusion of parameters with uniform values (or parameters for which the number of non-zero values was below 10) 2. Separating features with binary values and putting them together in one group (B). 3. Grouping the rest features into 5 groups of similar distribution according to the methodology introduced in Section 3. 4. Classification based on all features using kNN with k = 5. 5. Standardization of features and performing PCA in all the features. 6. Choosing the number of principal components to be retained by explained variance ratio and a scree plot. 7. Classification based on retained number of principal components using kNN with k = 5. 8. Performing PCA and carrying out the step 6. for each of six groups. 9. Classification based on a set of features resulting from the sum of principal components derived form the step 8. 10. Comparing results of classification.
All steps of the experimental procedure were implemented in Python language [32] . The key stages and their results are described in the following subsections.
Data preparation
The original "ARRHYTHMIA" dataset contained parameters of uniform values (usually zeros) or attributes where the number of rows with non-zero values was below 10 (< 2% of all recordings). These features were removed and the final number of attributes that were subjected for further analysis equaled 192.
Grouping features
The whole set of features was divided into 6 groups as described in Table 1 . The first column represents group name, the second -number of features that were assigned to that group, the third and the fourth columns contain the type of distribution and the range of skewness values. The last column shows a frequency distribution plot of the center of that group as indicated in the method description (Section 3).
Principal component analysis
The key element of the principal component analysis is determination of the number of principal components to be kept for further analysis. Different stopping criteria can be applied [33] . In our approach scree plot [34] was used. Moreover, according to Kaiser rule, all components with eigenvalues under 1.0 were dropped [35] . As a result we decided to retain: 
Classification results
The accuracy of classification based on a set of features resulting from the sum of principal components as proposed in our method igPCA, described in Section 3, was compared to classification accuracies obtained for:
(a) the original set of features, (b) dataset described by principal components of analysis performed on original dataset.
The experiments have been conducted using 10-fold crossvalidation.
To verify the experimental results, the statistical Mann-Whitney U test was applied. The outcomes were regarded as statistically significant if p-value < 0.05 was observed.
The results of comparison are presented in Table 2 . The first column represents datasets, the second number of features for the original dataset or principal components for transformed datasets, and the third average accuracy results of ten repeated classification processes.
The last column of the Table 2 shows the statistical significance of differences when compared to the original dataset. One can notice that the feature transformation process significantly improves classification regardless of PCA approach. However, it is must be emphasized that ig-PCA keeps less principal components than PCA and allows to draw additional conclusions, pointing out the importance of different groups of attributes. In terms of arrhythmia, the binary features appeared to have no impact on the final structure of principal components. Moreover, it is also noticable that the remainder of groups equally contribute to the final results.
Conclusions
In this paper, we evaluate the possibility to apply in-group prancipal component analysis to improve handling ECG recordings and their analysis in terms of arrhythmia classification.
Cardiac arrhythmia is one of the most common heart diseases. Its diagnosis demands measuring the heart activity using electrocardiograph (ECG) and collecting the data as multidimensional medical datasets. Their storage, analysis and knowledge extraction become a highly complex issues.Feature reduction not only enables saving storage and computing resources, but primarily it makes the process of data interpretation more comprehensive.
We proposed a new igPCA (in-group Principal Component Analysis) method for feature reduction. We assumed that the set of attributes can be split into subgroups of similar characteristic and then subjected to principal component analysis. The method has been verified by experiments done on a dataset of ECG recordings. The obtained effects have been evaluated regarding the number of kept features and accuracy of classification of arrhythmia types. Experiment results confirmed by statistical verification showed the advantage of the presented approach compared to base principal component analysis. The ig-PCA outperformed base PCA approach in terms of classification accuracy and number of principal components required to perform analysis. Moreover, it enables revealing insight into intrinsic data structure.
Each medical study has its own design, measurement characteristics and various assumptions about data structure. Therefore, there is no universal statistical method that deals with different datasets, and new investigations should be performed. Further studies will involve other medical problems, e.g. juvenile growth restriction disorder in children where the problem of feature extraction was encountered [6] They will also focus on investigating the impact of amounts of missing data on the validity of an imputation technique. Some other methods for dealing with grouped feature selection will be considered.
