Introduction
We study the relationship between Amoeba forcing and projective measurability. Recall that the Amoeba partial order A is defined as follows. The connection between Amoeba forcing and projective measurability was made more explicit through Judah's study of absoluteness between models V ⊆ W of set theory such that W is a forcing extension of V [Ju] .
Definition (Judah [Ju, § 2] ). Let V be a universe of set theory. Given a forcing notion P ∈ V we say that V is Σ 1 n − P-absolute iff for every Σ 1 n -sentence φ with parameters in V we have V |= φ iff V P |= φ. (So this is equivalent to saying that
Note that Shoenfield's Absoluteness Lemma [Je, Theorem 98] says that V is always Σ , and combinatorial ideas due to Cichoń and Pawlikowski [CP] , which will eventually yield that Judah's additional assumption is in fact a consequence of Σ 1 4 − A-absoluteness ( § 1 and Theorem 4 in § 2).
Notation. We shall mostly work with 2 ω or ω ω instead of R. L denotes the ideal of
Lebesgue measure zero sets, and B is the ideal of meager sets. Σ 1 n (L) stands for all Σ 1 n -sets are Lebesgue measurable; and Σ 1 n (B) means all Σ 1 n -sets have the property of Baire. For a non-trivial σ-ideal I ⊆ P (2 ω ), let add(I) be the size of the smallest family of members in I whose union is not in I; cov(I) denotes the least κ such that 2 ω can be covered by κ sets from I; unif (I) is the cardinality of he smallest subset of the reals which does not lie in I;
and cof (I) is the size of the smallest F ⊆ I such that every member of I is included in a member of F . We always have add(I) ≤ cov(I) ≤ cof (I) and add(I) ≤ unif (I) ≤ cof (I) (see, e.g., [CP] for details concerning these invariants in case I = L or B).
Our forcing notation is rather standard (see [Je] for any notion left undefined here).
We confuse to some extent Boolean-valued models V P and forcing extensions V [G], G P-generic over V . For p.o.s P, Q, P < c Q means that P can be completely embedded in Q. For a sentence of the P-forcing language φ, φ is the Boolean value of φ. P-names for objects in the forcing extension are denoted by symbols likeȓ. Finally, B will stand for the random algebra, C for the Cohen algebra, and D for the Hechler p.o. (see, e.g., [BJS] ).
Acknowledgments. I am very much indebted to both Haim Judah (for sharing with me his insight into projective measurability and motivating me to work in the area) and Andrzej Ros lanowski (for several stimulating discussions, concerning mainly the material in § 1). § 1. The combinatorial component
We start with a straightforward generalization of one version of the main result of [CP] . The proof is included for completeness' sake.
Theorem 1 (Cichoń -Pawlikowski [CP, § 1]) . Assume that C ≤ c P, and that for any uncountable T ⊆ P there is an s ∈ C such that for all ℓ ∈ ω there exists F ⊆ T of size ℓ such that any t extending s is compatible with F ∈ P. Then there is a family
Proof. Let {τ n ; n ∈ ω} be a one-to-one enumeration of ω <ω ; set code(τ ) = n iff τ = τ n for any τ ∈ ω <ω . Let {C n (i); i ∈ ω} be an enumeration of all open intervals in the
For suppose not. Then there are a P-namez, an uncountable set
conditions p x ∈ P, and k x ∈ ω (x ∈ T ) such that
, and choose F ⊆ ω ω of size 2 ℓ such that {p x ; x ∈ F } satisfies the requirements of the Theorem. Next let n > ℓ be such that |{x↾n; x ∈ F }| = 2 ℓ . Let
As each open set in 2 ω can be written as a countable disjoint union of sets of the form
and σ lies in the countable disjoint decomposition of A. We can furthermore assume that φ has the property:
(Then φ is unique.) We define a p.o. A ′ as follows.
Proof. We define Φ : A → A ′ as follows. Φ(φ) = (u, φ), where u ⊆ φ is such that dom(u) is maximal with the following property: for any extension ψ ⊇ φ in A, ψ↾dom(u) = φ↾dom(u). We claim that Φ is a dense embedding.
Clearly ψ ≤ φ implies Φ(ψ) ≤ Φ(φ), and ψ⊥φ implies Φ(ψ)⊥Φ(φ). To check density, choose (u, φ) ∈ A ′ . Let i := dom(u) − 1; and set S φ := {σ ∈ 2 i ; for no j ≤ i does there
This is clearly possible. By construction we have Φ(ψ) = (u, ψ) ≤ (u, φ).
Clearly A ′′ is dense in A ′ . Finally we want to define h : A ′′ → C giving rise to a complete embedding of C into A. To this end, let f : ω → ω be such that ∀n
We leave it to the reader to verify that h : A ′′ → C is indeed a projection (in the forcing theoretic sense). Furthermore, given T ⊆ A ′′ uncountable we can find T ′ ⊆ T uncountable and u such that all elements of T ′ are of the form (u, φ)
for some φ. Then there is an s ∈ C such that ∀(u, φ) ∈ T ′ (h((u, φ)) = s). Next, given ℓ ∈ ω, we can find F ⊆ T ′ of size ℓ such that ∩F ∈ A ′′ . Clearly h(∩F ) = s and so any extension of s in C will be compatible with ∩F . Hence we have proved that A ′′ satisfies the requirements of Theorem 1. Using Lemma 1 we get Theorem 2. There is a family {A x ; x ∈ ω ω ∩ V } of Lebesgue measure zero sets in
Proof. Let {A x ; x ∈ ω ω ∩ W } be as in Theorem 2 and note that ∀z ∈ ω ω ∩ W A ∃x ∈ ω ω ∩ V (z ∈ A x ). Hence any real in W A lies in a measure zero set coded in V A .
Using a similar argument as in [CP, § 3] we can prove
We note that in [ 
in E (and L) such that no countable subset has nontrivial intersection, thus witnessing that E and L do not have (ω 1 , ω)-caliber. We leave it to the reader to verify that both still satisfy the assumptions of Theorem 1, however (note that both have a definition similar to, but easier than, A ′′ ).
(The localization p.o. L arose from Bartoszyński's characterization of the cardinal add(L) [Ba] , and is closely related to the Amoeba algebra A. Truss [Tr 3, § 4] showed that A < c L. By the above discussion the converse cannot hold.) § 2. The projective part
We first introduce a notion closely related to absoluteness, and discuss the relationship between the two notions.
Definition (Judah [Ju, § 2] ). Let V be a universe of set theory. Given a forcing notion P ∈ V we say that V is Σ 1 n − P-correct iff for every Σ 1 n -formula φ(x) with parameters in V and for every P-name τ for a real we have
Lemma 2. Suppose P < c Q. Then:
Proof. We prove both (i) and (ii) by induction on n.
(i) n = 2 follows from Shoenfield's Absoluteness Lemma. Suppose it is true for n ≥ 2 and assume V is Σ
Assume now that V P |= φ(τ ). Hence V P |= ∃xψ(x, τ ); and we can again find a P-
(ii) n = 1 follows from Shoenfield's Absoluteness Lemma. Suppose (ii) is true for n ≥ 1 and assume V is Σ 1 n+2 − Q-absolute and Σ
, where ψ is Π 1 n+1 . Suppose first that V |= φ; i.e. V |= ψ(a) for some a ∈ V . By induction V P |= ψ(a); thus V P |= φ.
Assume now that V P |= φ; i.e. V P |= ψ(τ ) for some P-name τ . By Σ Note that all p.o.s discussed in this paper are Souslin.
, and P ∈ V is a Souslin forcing. Then V is Σ 1 3 − P-correct. Proof of Theorem 5 (Judah) . Let φ(x) be a Σ 1 3 -formula and A = {x; φ(x)}. We shall show that A is measurable in V . First note that the sentence A has measure zero is equivalent to ∃c (c ∈ BC ∧ µ(ĉ) = 0 ∧ ∀x (¬φ(x) ∨ x ∈ĉ)), which is Σ 
