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Résumé
Le recalage direct d’images consiste à estimer la trans-
formation géométrique (et parfois photométrique) reliant
une image source et une image cible. Les méthodes clas-
siques maximisent la ressemblance photométrique des
pixels d’une région d’intérêt. Cette dernière, typiquement
déterminée par l’utilisateur, est une partie de l’image
source nécessairement visible dans l’image cible. Elle de-
vrait idéalement correspondre à la zone de recouvrement
entre les deux images, ce qui est rarement le cas car ce
recouvrement n’est en général connu qu’après recalage.
Nous proposons une nouvelle approche permettant de
découvrir la zone de recouvrement tout en recalant les
images. Elle repose sur une vision nouvelle du recalage :
nous proposons de maximiser le nombre de pixels de
toute l’image source visibles dans l’image cible et photo-
métriquement compatibles avec leur correspondant dans
l’image cible. Notre approche est robuste, en ce sens
qu’elle gère les pixels corrompus, dus entre autre aux oc-
cultations.
Testée avec des homographies et des B-splines comme
modèles de déformation, notre approche dépasse les ap-
proches classiques en termes de précision et de robustesse,
tout en étant capable de détecter précisément la zone de
recouvrement dans les deux images.
Mots Clef
Recalage d’image, approche directe, région d’intérêt.
Abstract
Image registration consists in estimating the geometric
(and possibly photometric) transformation that relates a
source and a target images. The direct approach is to max-
imize the photometric similarity for the pixels of a region
of interest. This region, often user-deﬁned, must be a part
of the source image seen in the target one. It should ide-
ally equals the actual overlap between the images, which
is hard to achieve since the overlap is precisely known only
after registration.
We propose a novel approach that discovers the overlap
while registering the images. It relies on a new point of
view to registration: we propose to maximize the number
of pixels (from all the source image) that are visible in
the target image and photometrically compatible with their
corresponding pixels in the target image. Making use of a
robust framework, our method naturally deals with outliers
caused, for instance, by occlusions.
Our method is illustrated with two different types of warps:
homographies and B-splines. Experiments on synthetic
and real data show that our method outperforms standard
approaches in terms of accuracy and robustness while pre-
cisely retrieving the overlapping region in the source and
in the target images.
Keywords
Image registration, direct approach, region of interest.
1 Introduction
Étant données deux images d’une même scène, l’image
source et l’image cible, le problème du recalage consiste
à déterminer la transformation qui met en correspondance
les pixels des deux images. Ce problème trouve ses ap-
plications dans de nombreux sujets de la vision par or-
dinateur comme les mosaïques d’images [11], la super-
résolution [8] ou encore le suivi d’objets [4].
Deux grands types d’approches sont utilisés pour reca-
ler des images : l’approche géométrique et l’approche di-
recte. Dans l’approche géométrique [13], la tranformation
est déterminée à partir d’éléments saillants mis en corres-
pondance entre les deux images. L’approche directe, ob-
jet de cet article, consiste à minimiser la différence photo-
métrique entre l’image cible transformée et l’image source
pour un certain ensemble de pixels [9, 1]. Étant donné un
modèle de transformation géométrique W : R2 × Rp →
R
2, paramétré par un vecteur p ∈ Rp, l’approche directe






où D(q;p) = S(q) − T (W(q;p)) pour une image en
niveaux de gris et D(q;p) = ‖S(q)− T (W(q;p))‖ pour
une image possédant plusieurs canaux. S et T désignent les
images source et cible. Une image I est considérée comme
une fonction continue de ΩI ⊂ R2 à valeur dans Rh où
h est le nombre de canaux. ΩI désigne le domaine de
l’image I qui est généralement un sous-ensemble rectan-
gulaire borné de R2. L’évaluation d’une image pour des
coordonnées non-entières est effectuée en utilisant une mé-
thode d’interpolation. L’ensemble R est appelé la région
d’intérêt (RDI) ; il s’agit d’un ensemble de pixels du do-
maine ΩS de l’image source visibles dans l’image cible.
L’approche (1) peut être rendue robuste en utilisant un M-
estimateur [6] aﬁn de faire face aux données erronées pro-





ρ (D(q;p)) . (2)
Dans cet article nous ne considérons que des M-estimateurs
















où c est une constante qui détermine la sensibilité du
M-estimateur aux données erronées. Dans l’idéal, cette
constante devrait être égale à 4.685 fois l’écart-type du
bruit entachant les images [6]. En pratique, nous considé-
rons que l’écart-type du bruit ne dépasse pas 20% de la
valeur maximale d’un pixel.
Le problème (1) est un problème de moindres carrés
non-linéaires optimisable avec un schéma itératif comme
l’algorithme de Levenberg-Marquardt ou l’algorithme de
Gauß-Newton [2]. Le problème (2), quant à lui, peut être
optimisé avec une méthode de moindres carrés itérative-
ment repondérés [7].
Un des avantages de l’approche directe est qu’elle ne né-
cessite pas les délicates étapes que sont la détection d’élé-
ments saillants et leur mise en correspondance, contraire-
ment aux approches géométriques. Cependant, l’approche
directe requiert la donnée d’une RDI R. Déterminer une
RDI correcte est un problème délicat mais nécessaire. Elle
devrait idéalement être égale au recouvrement réel entre
les images source et cible. Or ce recouvrement ne peut être
connu précisément qu’après recalage. Notons que la RDI
doit rester valide tout au long des itérations de l’algorithme
résolvant les problèmes (1) et (2).
En pratique, la RDI est souvent déterminée par l’utilisa-
teur qui spéciﬁe un polygone dans l’image source. Elle
peut aussi être déﬁnie automatiquement comme une zone
rectangulaire obtenue en enlevant au domaine de l’image
source une marge de taille ﬁxée a priori (voir §2.1). Ces
solutions ne sont pas satisfaisantes pour leur manque d’au-
tomatisme ou leur manque de ﬁabilité. En effet, il n’existe
aucune garantie sur le fait que les RDI déterminées par ce
genre d’approches ne soient constituées que de pixels vi-
sibles dans les images source et cible simultanément. In-
versement, certaines parties du recouvrement réel entre les
images source et cible peuvent ne pas être prises en compte,
privant ainsi les algorithmes d’optimisation de données po-
tentiellement utiles à l’estimation de la transformation. Une
autre solution, proposée par [12], consiste à utiliser une
RDI adaptative (voir §2.2). À tout moment, cette fenêtre
contient l’ensemble des pixels de toute l’image source qui,
une fois transformés, appartiennent au domaine de l’image
cible. Cette approche présente toutefois plusieurs défauts :
la fonction de coût possède une inﬁnité de minima locaux
ne correspondant pas à la solution recherchée, l’algorithme
d’optimisation donné par les auteurs ne minimise pas la
fonction de coût proposée et la méthode n’est pas robuste
aux données erronées.
Nous proposons une nouvelle solution au problème de la
RDI. Notre contribution repose sur une vision nouvelle du
recalage direct d’images. Nous montrons en §3 que le pro-
blème d’optimisation initial (1) peut être vu comme une
relaxation d’un problème visant à estimer la transforma-
tion géométrique comme celle qui maximise le nombre de
pixels compatibles entre l’image source et l’image cible
transformée. Cette relaxation fait intervenir une RDI dé-
ﬁnie a priori. Nous proposons en §4 une relaxation diffé-
rente, ne faisant pas intervenir de RDI. Notre approche est
naturellement robuste aux données erronées.
L’approche que nous proposons est générique dans le sens
où tout modèle paramétrique de transformation géomé-
trique peut être utilisé. Nous utilisons principalement deux
types de transformation : les homographies et les défor-
mations libres à base de B-Splines (voir §5.1). Des expé-
riences utilisant des données synthétiques et réelles ont été
réalisées en §5.2 et §5.3 respectivement. Elles valident l’ef-
ﬁcacité de notre approche et démontrent ses avantages par
rapport aux approches existantes.
2 Région d’intérêt : état de l’art
Choisir une RDI convenable est un problème difﬁcile sou-
vent négligé. Une RDI qui contient des pixels n’apparte-
nant pas au recouvrement des images à recaler entraîne
l’échec de l’optimisation puisque la fonction de coût ne
peut être calculée pour de tels pixels. De même, si la RDI
est un sous-ensemble trop restreint du recouvrement alors
l’algorithme d’optimisation sera privé de données poten-
tiellement utiles à l’estimation de la transformation géo-
métrique. Notons que le problème de la RDI ne se pose
pas lorsque l’on veut recaler un motif entièrement contenu
dans l’image cible.
2.1 Région d’intérêt rectangulaire
Une des approches les plus communément utilisées pour
déﬁnir la RDI consiste à postuler une déformation maxi-
male. La RDI est alors choisie comme une sous-partie
rectangulaire du domaine ΩS de l’image source en enle-
vant au domaine ΩS une marge de largeur déterminée a
priori. Cette largeur devrait idéalement être proportion-
nelle à l’amplitude maximale de la transformation mais
celle-ci est inconnue avant recalage. Outre les répercus-

























































































































































FIGURE 1 – Fonction de coût du problème (1) pour des
RDI rectangulaires avec des tailles de marge allant de 10
à 190 pixels (pour des images mesurant 640 × 480). Une
grande marge étend l’ensemble des transformations admis-
sibles mais accroit le nombre de minima locaux.
la marge inﬂuence l’allure de la fonction de coût du pro-
blème (1). Une expérience inspirée de [12] permet d’ob-
server ce phénomène. Nous prenons pour modèle de trans-
formation géométrique une translation le long de l’axe des
abscisses. La ﬁgure 1 montre l’évolution de la fonction de
coût du problème (1) en fonction de l’amplitude Δx (en
pixels) de la translation. Un bruit gaussien centré d’écart-
type égal à 5% de la valeur maximale d’un pixel est ajouté
à l’image de la ﬁgure 3 aﬁn de générer les images source
et cible. Ces images étant identiques, la fonction de coût
est minimale pour Δx = 0. Nous observons sur la ﬁgure 1
que seule une petite marge donne une fonction de coût bien
formée. Cela vient du fait qu’un grand nombre de pixels
contribue à la fonction de coût. L’utilisation d’une petite
marge a aussi pour effet de réduire l’ensemble des trans-
lations admissibles. L’augmentation de la marge fait appa-
raître de nombreux minima locaux dans la fonction de coût.
2.2 Fenêtre adaptative
Une solution au problème de la RDI a été proposée
dans [12]. Cette solution consiste à remplacer la RDI R,






L’ensemble RA(p) contient tous les pixels 1 du do-
maine ΩS de l’image source qui, une fois modiﬁés avec la
transformation induite par les paramètres p, appartiennent
au domaine ΩT de l’image cible. Cela peut être formulé
ainsi :
RA(p) = {q ∈ ΩS | q′ ∈ ΩT }, (5)
1. À l’exception, éventuellement, d’une marge de 1 pixel aﬁn de pou-













































































FIGURE 2 – Fonction de coût pour (a) l’approche à RDI
adaptative (équation (4)) et pour (b) notre approche (équa-
tion (17)). Notre approche est bien posée alors que l’autre
présente de « faux » minima dès lors que l’amplitude de la
transformation est importante (|Δx| > 640).
où q′ = W(q;p). Bien qu’elle permette de s’affranchir
de la donnée d’une RDI, cette approche n’est pas complè-
tement satisfaisante. En premier lieu, le problème (4) est
mal posé dans le sens où il existe une inﬁnité de minima
qui ne correspondent pas à la solution recherchée. Ces mi-
nima apparaissent lorsque les domaines de l’image source
et de l’image cible transformée sont disjoints. Ce phéno-
mène est illustré par une expérience similaire à celle de
la section précédente. Le proﬁl de la fonction de coût du
problème (4) est donné par la ﬁgure 2(a). Nous constatons
sur cette ﬁgure que le coût est nul (et donc minimal) dès
lors que les domaines sont disjoints (|Δx| > 640). En se-
cond lieu, la dépendance de RA vis-à-vis de p rend le pro-
blème (4) difﬁcile à minimiser. Les auteurs de [12] pro-
posent d’optimiser ce problème en omettant la dépendance
en p de RA(p) et en alternant l’estimation de RA et de p.
Enﬁn, l’algorithme à RDI adaptative n’est pas robuste aux
données erronées et ne peut donc pas gérer convenablement
les occultations.
3 Maximisation du nombre de pixels
compatibles
Dans cette section, nous montrons que la formulation clas-
sique (1) peut être vue comme une relaxation d’un autre
problème. Ce problème estime la transformation géomé-
trique comme celle qui maximise le nombre de pixels de
l’image source qui, une fois transformés, sont compatibles
avec leur homologue de l’image cible. Notons C(p) l’en-
semble des pixels compatibles. Dans un premier temps,
nous considérons que l’image cible n’a pas de bords et
peut donc être évaluée en tout point de R2. Nous suppo-
sons aussi qu’aucun bruit n’entache les données. Dans ces
conditions idéales, l’ensemble C(p) peut être déﬁni ainsi :
C(p) = {q ∈ ΩS | S(q) = T (q′)} . (6)
Dans cet hypothétique monde idéal, le problème du reca-
lage consiste à trouver la transformation telle que tous les
pixels de l’image source aient un homologue dans l’image
cible, ce qui revient à résoudre le problème suivant :
trouver p tel que
∏
q∈ΩS
χC(p)(q) = 1, (7)




1 si q ∈ C(p)
0 sinon.
(8)
Bien entendu, la déﬁnition (6) et l’équation (7) doivent être
relaxées pour tenir compte des contraintes réelles du pro-
blème. En premier lieu, il faut prendre en compte le fait
que le domaine ΩT de l’image cible est borné. Cela peut
être réalisé en introduisant une RDI :
CR(p) = {q ∈ ΩS | (q ∈ R) ∧ (S(q) = T (q′))} . (9)
Il faut aussi prendre en compte le fait que les images sont
généralement entachées de bruit. Cela peut être réalisé en
considérant CR(p) comme un ensemble ﬂou [14]. La fonc-
tion indicatrice binaire χCR(p) est alors remplacée par une
fonction continue μCR(p) : R2 → [0, 1] qui indique le de-
gré d’appartenance d’un point q à l’ensemble CR(p). Cette
fonction peut être asservie à la probabilité de similarité des
pixels q et q′. En supposant une distribution gaussienne













Le problème (7) est alors remplacé par un problème de






La formulation initiale du recalage d’image (1) est obtenue
en prenant l’opposé du logarithme de la fonction de coût
dans (11).
En cas d’occultation, les données ne suivent plus une
distribution gaussienne. Dans ce cas, les valeurs élevées
pour D(q;p), qui correspondent à des données erronées,
ne doivent plus être considérées comme improbables. On
leur affecte donc un degré d’appartenance signiﬁcative-
ment plus grand que zéro :
μMCR(p)(q) = exp (−ρ(D(q;p))) , (12)
où ρ est, par exemple, la fonction bicarrée de Tukey (voir
équation (3)). C’est le principe même des M-estimateurs,
comme ils furent introduits par [10]. En remplaçant μCR(p)
par μMCR(p) dans l’équation (11), nous obtenons un pro-
blème de maximisation de vraissemblance généralisée. 2
La formulation initiale du recalage d’images robuste (2) est
obtenue en prenant l’opposé du logarithme de la fonction
de coût dans (11).
4 Notre approche
4.1 Raisonnement formel
Nous proposons une relaxation différente de la déﬁni-
tion (6) et de l’équation (7) permettant de s’affranchir de
la donnée d’une RDI. Pour cela, nous considérons que les
pixels q et q′ sont compatibles si les valeurs S(q) et T (q′)
sont similaires (lorsque q′ ∈ ΩT ) et incompatibles sinon.
Cette déﬁnition correspond à l’ensemble suivant :
CT(p) = {q ∈ ΩS | (q′∈ΩT ) ∧ (S(q) = T (q′))} . (13)
Nous associons à cet ensemble la fonction indicatrice ﬂoue
μN , qui outre la prise en compte du bruit et des données
erronées, gère aussi l’appartenance de q′ à ΩT :
μNC(p)(q) =
{
exp (−ρ(D(q;p))) si q′ ∈ ΩT
exp (−ρ(α)) sinon. (14)
L’appartenance de q′ à ΩT est gérée en pénalisant les
pixels tels que q′ 	∈ ΩT . La pénalité est choisie de manière
à ne pas biaiser le résultat ﬁnal. Ainsi, la valeur α est choi-
sie telle qu’un pixel q′ 	∈ ΩT ait le même score d’apparte-
nance qu’un pixel erroné. Avec le M-estimateur bicarré de
Tukey, toute valeur α telle que |α| > c est convenable. En
combinant les équations (11), (13) et (14), nous obtenons








′)D(q;p)− (1− χΩT (q′))α
)
. (15)
Cette formulation peut être simpliﬁée si l’on considère une
extension inﬁnie T∞ de l’image cible initiale T :
T∞(q) =
{
T (q) si q ∈ ΩT
β sinon
et ΩT∞ = R
2, (16)
où β est une valeur telle que |S(q)− T∞(q′)| > c, ∀q ∈
ΩS . En pratique, puisque les intensités d’une image nu-
mérique sont codées par des valeurs appartenant à un en-
semble borné (par exemple, [0, 1]), il est facile de détermi-
ner une valeur convenable pour β (par exemple, β = 2).
En notant D∞(q;p) = S(q) − T∞(q′), le problème (15)





ρ (D∞(q;p)) . (17)
Le proﬁl de la fonction de coût du problème (17) est illus-
tré à la ﬁgure 2(b) en utilisant la même expérience que dans
2. μM
CR(p)
ne constitue pas une distribution de probabilité.
les sections précédentes. Cette expérience montre que notre
problème est mieux posé que les autres approches dans la
mesure où le seul minimum global (atteint en Δx = 0)
correspond à la transformation recherchée. De plus, l’utili-
sation d’un M-estimateur permet de réduire les oscillations
aux petites échelles.
4.2 Explication intuitive
La formulation (17) peut être expliquée de manière intui-
tive. Imaginons que le champ de vue de la caméra cible
soit illimité. Une telle caméra produit une image de taille
inﬁnie. Un plan avec une ouverture rectangulaire est alors
placé entre la « caméra inﬁnie » et la scène, comme illus-
tré à la ﬁgure 3(b). La partie de la scène visible à travers
l’ouverture correspond à l’image cible réelle, T . Le reste
de la scène est invisible car il est occulté par le plan. Nous
pouvons donc proposer un point de vue uniﬁé : les pixels
de l’image source qui ne sont pas visibles dans l’image
cible, soit parce qu’ils sont occultés par un objet externe,
soit parce qu’ils sont hors-champ, peuvent tous être consi-
dérés comme des données erronées. La formulation (17)
est une mise en œuvre directe de cette vision du problème.
 
FIGURE 3 – Les objets absents de l’image cibles sont invi-
sibles soit (a) parce qu’ils sont occultés par un objet externe
soit (b) parce qu’ils sont hors-champ.
4.3 Région d’intérêt et M-estimateur
L’utilisation d’un M-estimateur rend très simple la détec-
tion des données erronées. En effet, tout pixel q pour le-
quel ρ(D∞(q;p)) est proche de c26 peut être considéré
comme un pixel erroné. Par conséquent, le recouvrement
entre les images source et cible est égal à l’ensemble des
pixels de ΩS qui produisent une réponse strictement in-
férieure à c
2
6 (en pratique, inférieure à
c2
6 − ε avec, par
exemple, ε = 10−4). Cette propriété intéressante est illus-
trée par les expériences de la section 5.3.
5 Expériences
5.1 Modèles de déformation
La méthode que nous proposons dans cet article est géné-
rique dans le sens où elle est applicable à n’importe quelle
type de transformation paramétrique. Nous détaillons ici
deux types communs de transformations : les homogra-
phies et les déformations libres à base de B-Spline.
Homographies. L’homographie est un modèle de défor-
mation global qui explique la relation entre deux images
lorsque celles-ci sont prises par une caméra en rotation au-
tour de son centre optique ou lorsque la scène est plane.
Une homographie peut être déﬁnie de la manière suivante
avec p ∈ R8 et q = (x y)T :
WH(q;p) = 1
p7x + p8y + 1
(
p1x + p2y + p3
p4x + p5y + p6
)
.
Déformations libres. Les B-Splines sont un type par-
ticulier de déformations libres [5] paramétrées par un
ensemble de points de contrôle regroupés dans un vec-
teur p ∈ R2nxny où nx et ny sont les nombres de points de
contrôle le long de l’axe des abscisses et des ordonnées res-












où les fonctions {NiNj}i=1,...,nx,j=1,...,ny forment la base
de l’espace vectoriel des B-Splines [3].
5.2 Données synthétiques
Génération des données. Les données synthétiques sont
générées de la manière suivante. Une transformation géo-
métrique (homographie ou B-Spline) est déterminée en in-
terpolant des correspondances de points générés aléatoire-
ment. La distance entre les points d’une correspondance
contrôle la magnitude γ (en pixels) de la transformation.
Une proportion α des images source et cible est ensuite
remplacée par des données provenant d’une autre image
aﬁn de simuler la présence d’occultations. Enﬁn, un bruit
gaussien centré d’écart-type σ est ajouté aux images source
et cible. Nous utilisons des images en couleur dont les in-
tensités sont codées par des valeurs réelles entre 0 et 1.
Leur taille est de 320× 240.
Processus expérimental. Nous étudions l’inﬂuence de
trois facteurs sur les algorithmes de recalage : l’ampli-
tude γ de la transformation, la quantité de bruit σ et la
proportion α de données erronées. Chaque facteur est étu-
dié indépendamment c’est-à-dire que les facteurs ne variant
pas sont ﬁxés à leur valeur par défaut : γ = 8 pixels, α
= 10% et σ = 0,1 (soit 10% de la valeur maximale d’un
pixel). Différents algorithmes de recalage sont utilisés :
RDI rectangulaire (RECT), RDI adaptative de [12] (ADAP)
et notre approche (MAXC). Plusieurs variantes de RECT
sont considérées : petite (10%) et grande (25%) marge
sans M-estimateur (RECTP, RECTG) et avec M-estimateur
(RECTPM, RECTGM). Les résultats présentés sont tous
obtenus en tant que moyenne sur 100 essais.
Nombre d’itérations. La ﬁgure 4 reporte le nombre
d’itérations que font tous les algorithmes dans différentes
situations. Globalement, la convergence est plus rapide
avec les homographies qu’avec les B-Splines. Cela est
du au fait que les homographies sont des transformations
« globales ». L’apparente rapidité des méthodes à base de
RDI rectangulaire est expliquée par le fait que ces ap-
proches peuvent s’arrêter prématurément lorsque la RDI
n’est plus valide. De manière générale, les résultats obte-
nus avec notre approche sont meilleurs que ceux obtenus
avec l’algorithme ADAP, seule autre méthode ne nécessi-
tant pas la donnée d’une RDI. La vitesse de convergence de
notre approche est amortie lorsque l’amplitude de la trans-
formation recherchée est importante. Cela vient de la péna-
lisation des pixels transformés qui n’appartiennent pas au
domaine de l’image cible, ceux-ci étant nombreux pour les
transformations de grande amplitude.
Erreur géométrique. La ﬁgure 5 reporte l’erreur géomé-
trique, c’est-à-dire l’écart en pixels entre la transformation
estimée et celle utilisée pour générer les données. Nous ob-
servons que, pour tous les algorithmes et toutes les trans-
formations, l’erreur géométrique est peu inﬂuencée par la
quantité de bruit mais dépend de l’amplitude des transfor-
mations et de la proportion de données erronées. Cela est
particulièrement vrai pour les approches n’utilisant pas de
M-estimateur. Comparée aux autres méthodes, notre ap-
proche est celle donnant les meilleurs résultats, atteignant
des erreurs de l’ordre d’un pixel (et souvent moins). Ce ré-
sultat montre que la pénalisation des pixels transformés qui
n’appartiennent pas au domaine de l’image cible ne biaise
pas la précision du recalage.
Erreur photométrique. L’erreur photométrique mo-
yenne pour la dernière itération des algorithmes est repor-
tée à la ﬁgure 6. Notre approche aboutit aux erreurs les
plus faibles quel que soit le facteur étudié et quel que soit
la transformation géométrique considérée.
5.3 Données réelles
Zones de recouvrement. La ﬁgure 7 montre les zones
de recouvrement déterminées lors de la dernière itération
des algorithmes RECTPM, RECTGM, ADAP et MAXC.
MAXC est la seule méthode estimant correctement l’ho-
mographie recherchée. Nous observons aussi que notre mé-
thode est la seule à déterminer précisément la zone de re-
couvrement, y compris les pixels erronés. RECTPM ne dé-
termine pas le bon résultat car la taille de la marge est in-
férieure au déplacement. Le faible nombre de pixels utili-
sés par RECTGM conduit à une estimation imprécise. Le
résultat de l’algorithme ADAP est biaisé par les données
erronées.
Panorama maximal. Une scène est ﬁlmée par une ca-
méra en rotation autour de son centre optique et dont le
mouvement de gauche à droite est uniforme. La ﬁgure 8
montre la mosaïque constituée de la première image de
la vidéo et de l’image la plus éloignée de la première
pour laquelle les algorithmes étudiés ont correctement es-
timé l’homographie. Le panorama le plus étendu est ob-
tenu grâce aux algorithmes ADAP et MAXC. Les résultats
de ces deux méthodes sont similaires car il y a très peu de
données erronées. Les panoramas les moins étendus sont
obtenus avec RECTP et RECTG puisque le déplacement





FIGURE 8 – Panorama le plus large pouvant être obtenu
avec (a) RECTP, (b) RECTG, (c) ADAP et (d) MAXC.
Recherche de motif. Notre méthode permet aussi de dé-
terminer la position d’un motif dans une autre image. La
ﬁgure 9 illustre cette capacité dans différentes conditions :
scène rigide ou déformable et présence de données erro-
nées dues à des occulations ou des spécularités.
Mosaïque sur scène déformable. La ﬁgure 10 est un
exemple de mosaïque d’images en environnement défor-








FIGURE 10 – Mosaïques (c,f) en environnement défor-
mable. (a,d) : images source. (b,e) : images cible.
6 Conclusion
Nous avons proposé une nouvelle méthode de recalage di-
rect d’images. Tout comme l’approche classique, notre mé-
thode repose sur une relaxation du problème visant à maxi-
miser le nombre de pixels de l’image source compatibles
avec leurs homologues de l’image cible. Cependant, notre
relaxation a l’avantage de ne pas faire intervenir de région
d’intérêt déﬁnie a priori.



































































FIGURE 4 – Impact de différents facteurs sur le nombre d’itérations. Le nombre d’itérations des algorithmes à base de RDI

































































FIGURE 5 – Impact de différents facteurs sur l’erreur géométrique. Notre méthode (MAXC) est celle donnant les meilleurs




























































FIGURE 6 – Évolution de l’erreur photométrique moyenne en fonction de différents facteurs.
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+* ,	(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FIGURE 7 – Exemples de recalages pour différents algorithmes. La première et la deuxième lignes correspondent aux images
source et cible respectivement. La dernière ligne représente l’image de différence entre l’image source et l’image cible trans-
formée. Les parties rouges représentent les pixels n’appartenant pas aux zones de recouvrement trouvées par les algorithmes.
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FIGURE 9 – Recalage d’un motif (a) avec notre algorithme dans différents contextes : scène rigide (b) ou déformable (c) et
présence d’une occultation (d) ou d’une spécularité (e). Les pointillés blancs correspondent aux contours du motif recalé. La
zone rouge, déterminée par notre algorithme, représente les pixels n’appartenant pas à la zone de recouvrement.
Des expériences ont mis en évidence le fait que notre ap-
proche dépasse les approches existantes en terme de préci-
sion et de robustesse tout en découvrant automatiquement
la zone réelle de recouvrement.
D’éventuelles améliorations pourraient être apportées à
notre méthode. Par exemple, il pourrait être intéressant de
contraindre la cohérence spatiale de la zone de recouvre-
ment lors de sa découverte.
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