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NONEQUALITY OF DIMENSIONS FOR METRIC GROUPS
OL’GA V. SIPACHEVA
Abstract. An embeddability criterion for zero-dimensional metrizable topological spaces in zero-
dimensional metrizable topological groups is given. A space which can be embedded as a closed
subspace in a zero-dimensional metrizable group but is not strongly zero-dimensional is constructed;
thereby, an example of a metrizable group with noncoinciding dimensions ind and dim is obtained.
It is proved that one of Kulesza’s zero-dimensional metrizable spaces cannot be embedded in a
metrizable zero-dimensional group.
The presence of a topological group structure on a topological space has a strong influence on
many properties of the space; a classical illustration is the metrizability of any first countable
topological group. The dimensional properties are no exception. Thus, indG = dimG = IndG
for any locally compact group G [14] and indG = IndG for any topological group G which is a
Lindelo¨f Σ-space [16], while for a general topological space, these three dimensions can be pairwise
different, even if the space is compact [2].
The purpose of this paper is to investigate the dimensional properties of metrizable topological
groups. The celebrated theorem of Kateˇtov [5] says that dimX = IndX for any metric space X;
however, there exist examples of metrizable spaces with noncoinciding dimensions ind and dim. The
first (very involved) example of such a space was constructed by Roy in 1968 [15]. Since then, much
simpler examples with various additional properties have been suggested (see, e.g., [6–8,11–13]), but
the question about the coincidence of dimensions for metrizable topological groups has remained
open (apparently, for the first time, it was stated by Mishchenko in 1964 [10]).
In the first section of this paper, we prove a criterion for the embeddability of zero-dimensional
metrizable topological spaces in zero-dimensional metrizable topological groups. This criterion was
formulated by Mishchenko in [10], but its proof has never been published; Mishchenko himself con-
fessed to this author in a private communication that he had retained neither notes nor recollections
of the proof. The spaces embeddable in zero-dimensional topological groups occupy an interme-
diate position between the zero-dimensional metrizable spaces and the strongly zero-dimensional
metrizable spaces (a metrizable space X has dimension dim zero if and only if it is metrizable by
a non-Archimedean metric, and this non-Archimedean metric can be assumed to take only ratio-
nal values (see [1]). The Graev extension [4] of such a metric to the free group F (X) takes only
rational values as well; therefore, the group F (X) with the Graev metric has dimension ind zero,
and it contains X as a subspace). In the second section, we construct a space (this is a special
case of Mrowka’s space µν0) which can be embedded as a closed subspace in a zero-dimensional
metrizable group but is not strongly zero-dimensional; thereby, an example of a metrizable group
with noncoinciding dimensions ind and dim is obtained. The third section contains an example of
a zero-dimensional metrizable space which cannot be embedded in a metrizable zero-dimensional
group.
1. Spaces Embeddable in Zero-Dimensional Metrizable Groups
The purpose of this section is to prove the following theorem.
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Theorem 1.1. A topological space X can be embedded in a metrizable topological group with di-
mension ind zero if and only if the topology of X is generated by a uniformity which has a countable
base consisting of open-and-closed sets.
The “only if” part is obvious: if X is embedded in a group G and clopen sets Un, where n ∈ ω,
form a neighborhood base at the identity in G, then the required base of a uniformity on X consists
of the entourages Un = {(x, y) : xy
−1 ∈ Un ∩ U
−1
n }.
The rest of this section is devoted to the proof of the reverse implication. By A(X) we denote
the free Abelian group generated by X; the letters a, b, u, v, w, x, y, and z always denote elements
of X, the letters i, j, k, l, m, n, r, s, t, and N denote nonnegative integers, and g and h denote
elements of the free Abelian group A(X). We use the definition of uniformities and entourages
given in [1]; in particular, all entourages are assumed to be symmetric. For A,B ⊂ X × X, we
write
A ◦B = {(x, y) ∈ X ×X : there exists a z ∈ X for which (x, z) ∈ A and (z, y) ∈ B}.
If A or B is a one-point set, we omit the braces in the notation of this set and write, e.g., A◦ (x, y).
In particular, (x, y) ◦ (y, z) = (x, z) and (x, y) ◦ (u, z) = ∅ if y 6= u.
If (x, y) = (x = x1, y1) ◦ (y1 = x2, y2) ◦ · · · ◦ (yn−1 = xn, yn = y), then, obviously, x − y =∑n
i=1(xi − yi) in A(X). We write
x− y = ◦
n∑
i=1
(xi − yi)
in this case.
Lemma 1.1. Let V0,V1, . . . be (symmetric) elements of a uniformity of a set X such that V0 =
X × X and Vi+1 ◦ Vi+1 ◦ Vi+1 ⊂ Vi for i = 1, 2, . . . , and let Ui = Vi2 for i ∈ ω. Suppose that
{k1, . . . , kn} is a set of positive integers in which each number i occurs at most i times. Then
Uk1 ◦ Uk2 ◦ · · · ◦ Ukn ⊂ Uk∗−1, where k∗ = mini{ki}.
Proof. If k∗ = 1, then the assertion holds trivially. Suppose that k∗ > 1, i.e., all ki are larger
than 1. Let ρ be a pseudometric on X such that Vi ⊂ {(x, y) : ρ(x, y) ≤
1
2i
} ⊂ Vi−1 for any i ≥ 1
(it exists by Theorem 8.1.10 from [1]). For (x, y) ∈ Uk1 ◦ Uk2 ◦ · · · ◦ Ukn , we have
(x, y) = (x = z1, z2) ◦ (z2, z3) ◦ · · · ◦ (zn−1, zn) ◦ (zn, zn+1 = y),
where (zi, zi+1) ∈ Uki = Vk2i
for i ≤ n. Hence
ρ(x, y) ≤
n∑
i=1
1
2k
2
i
≤
∞∑
j=k∗
j
2j2
≤
∞∑
j=k∗
2j−1
2j2
≤
∞∑
j=k∗
1
2j2−j+1
=
1
2k2∗−k∗
≤
1
2(k∗−1)2+1
.
Therefore, (x, y) ∈ V(mini{ki}−1)2 = Umini{ki}−1. 
Let X be a topological space whose topology is generated by a uniformity W having a countable
base {Wn} consisting of clopen sets. Take a sequence V0,V1, . . . of clopen entourages such that
V0 = X ×X, V1 = W1, and Vi+1 ◦ Vi+1 ◦ Vi+1 ⊂ Vi ∩Wi+1 for i = 2, 3, . . . . We set Ui = Vi2 for
i ∈ ω. The sequence U = {Ui} is a base of the uniformity W , and the sets
Wn(U) =
⋃
k∈ω
{ k∑
i=1
(xi − yi) : (xi, yi) ∈ Un·i
}
form a neighborhood base at zero for some group topology TU on the free Abelian group A(X) which
induces the initial topology (generated by the uniformity W) on X. Indeed, it is easy to show that
2W2n(U) ⊂Wn(U) for n ≥ 1 and that if g =
∑k
i=1(xi−yi) ∈Wn(U), then g+Wn(k+1)(U) ⊂Wn(U);
in addition, all sets Wn(U) are symmetric and contain the empty word (the zero of the group
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A(X)), and Wn(U) ∩Wk(U) ⊃ Wmax{k,n}(U). To see that TU induces the topology generated by
the uniformity W with base {Wi} on X, it suffices to note that, for any x ∈ X and n ≥ 1, we have
(x+Wn(U)) ∩X = {x+ (y − x) : y − x ∈Wn(U)}
= {y ∈ X : (y, x) ∈
⋃
{Un·pi(1) ◦ · · · ◦ Un·pi(k) : k ≥ 1, pi ∈ Sk}}
(here Sk is the permutation group on {1, . . . , k}). By Lemma 1.1,
(x+Wn(U)) ∩X ⊂ {y ∈ X : (y, x) ∈ Un−1}.
On the other hand, clearly,
(x+Wn(U)) ∩X ⊃ {y ∈ X : (y, x) ∈ Un}.
Our immediate goal is to construct a base of the topology TU on A(X) consisting of open-and-
closed (in this topology) sets.
Definition 1.1. For x, y ∈ X, we set
d(x, y) =
{
1
max{k:(x,y)∈Uk}
if x 6= y,
0 if x = y.
Thus, for x 6= y, the number d(x, y) is uniquely determined by the conditions (x, y) ∈ U 1
d(x,y)
and
(x, y) /∈ U 1
d(x,y)
+1.
Definition 1.2. Suppose that k ∈ ω, xi, yi ∈ X for i ≤ k, and
g =
k∑
i=1
(xi − yi) ∈ A(X).
We say that the sum (decomposition)
∑k
i=1(xi − yi) satisfies condition (∗) if
d(xi, yj) ≥ min{d(xi, yi), d(xj , yj)} for any i, j ≤ k. (∗)
Sometimes, when it is clear what decomposition of g is meant, we say the word g itself satisfies
condition (∗) (meaning that condition (∗) holds for the decomposition).
Remark 1.1. Suppose that d(x, y) ≤ d(x, yi) and d(x, y) ≤ d(xi, y) for all i ≤ k. Then
∑k
i=1(xi−yi)
satisfies condition (∗) if and only if
∑k
i=1(xi − yi) + (x − y) satisfies condition (∗). Moreover, if∑k
i=1(xi−yi) satisfies condition (∗), then
∑
i∈I(xi−yi) satisfies condition (∗) for any I ⊂ {1, . . . , k}.
Lemma 1.2. Suppose that
(1) g =
∑k
i=1(xi − yi);
(2) (xi, yi) = (xi = x
(1)
i , y
(1)
i ) ◦ (y
(1)
i = x
(2)
i , y
(2)
i ) ◦ · · · ◦ (y
(ki−1)
i = x
(ki)
i , y
(ki)
i = yi), i.e., xi− yi =
◦
∑ki
j=1(x
(j)
i − y
(j)
i ) for each i ≤ k;
(3) (x
(j)
i , y
(j)
i ) ∈ UN ·n(j)
i
for all i ≤ k and j ≤ ki;
(4) if m ≤ k, then n
(j)
i = m for at most one pair i, j;
(5) if m > k, then n
(j)
i = m for at most m− k + 1 pairs i, j;
(6) k > 1.
Then g =
∑k−1
i=1 (x
′
i− y
′
i)+x
′′− y′′, where each of the letters x′i, y
′
i, x
′′ and y′′ is contained in one
of the decompositions from (2) and
∑k−1
i=1 (x
′
i − y
′
i) satisfies conditions (2)–(5) with xi replaced by
x′i, x
(j)
i by x
′(j)
i , yi by y
′
i, y
(j)
i by y
′(j)
i , k by k − 1, ki by k
′
i, and n
(j)
i by n
′(j)
i ; moreover,
(7) d(x′′, y′′) ≤ d(x′′, y′
(j)
i ) and d(x
′′, y′′) ≤ d(x′
(j)
i , y
′′) for all i ≤ k − 1 and j ≤ k′i;
(8) (x′′, y′′) ∈ UN ·k−1.
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Proof. Take any pair (u, v) for which u ∈ {x1, . . . , xk}, v ∈ {y1, . . . , yk} and d(u, v) is minimal;
if there exists a pair of the form (xi, yi) with these properties, then let (u, v) be such a pair. By
condition (4), there exists an i ≤ k for which minj≤ki n
(j)
i ≥ k. Conditions (2)–(5) and Lemma 1.1
imply that (xi, yi) ∈ UN ·k−1 for this i, i.e., d(xi, yi) ≤
1
N ·k−1 . Therefore, d(u, v) ≤
1
N ·k−1 (by
virtue of minimality), i.e., (u, v) ∈ UN ·k−1. If (u, v) = (xi, yi) for some i ≤ k, then the required
decomposition consists of the term xi−yi and the sum of all other terms in the initial decomposition
of the word g; in other words, it suffices to set x′j = xj and y
′
j = yj for j < i, x
′
j = xj+1 and
y′j = yj+1 for j = i, . . . , k− 1, x
′′ = xi, and y
′′ = yi. The decompositions from (2) remain the same
for all x′j − y
′
j.
If u = xi, v = yj , and i 6= j, i.e., the function d does not attains its minimum for pairs of the
form (xr, yr), then d(u, v) <
1
N ·k−1 , because, as mentioned above, d(xs, ys) ≤
1
N ·k−1 for some s.
Therefore, d(u, v) ≤ 1
N ·k . Without loss of generality, we can assume that i < j. We set x
′
r = xr and
y′r = yr for r < j such that r 6= i, x
′
i = xj, y
′
i = yi, x
′
r = xr+1 and y
′
r = yr+1 for r = j, . . . , k − 1,
x′′ = xi, and y
′′ = yj; in other words, we replace the pairs (xi, yi) and (xj , yj) by (xj , yi) and
(xi, yj). The fulfillment of condition (7) follows from the choice of the pair (u, v), and (8) holds
because d(u, v) < 1
N ·k−1 .
The decompositions from (2) and numbers of the form n
(t)
r remain the same for the pairs
(x′r, y
′
r) = (xr, yr) with r 6= i, which coincide with (xr, yr) or (xr+1, yr+1); for (x
′
i, y
′
i) = (xj , yi),
we set k′i = ki + kj + 1 and take the decomposition
x′i − y
′
i = xj − yi = xj − yj + yj − xi + xi − yi = ◦
kj∑
r=1
(x
(r)
j − y
(r)
j ) + (yj − xi) + ◦
ki∑
s=1
(x
(s)
i − y
(s)
i );
thus, we set x′
(t)
i = x
(t)
j and y
′(t)
i = y
(t)
j for t ≤ kj , x
′(kj+1)
i = yj, y
′(kj+1)
i = xi, x
′(t)
i = x
(t−kj−1)
i ,
and y′
(t)
i = y
(t−kj−1)
i for t = kj + 2, . . . , kj + ki + 1. As mentioned above, (u, v) = (yj, xi) ∈ UN ·k.
Therefore, setting n′
(t)
i = n
(t)
j for t ≤ kj and n
′(kj+1)
i = k and n
′(t)
i = n
(t−kj−1)
i for t = kj+2, . . . , kj+
ki + 1, we obtain (x
′(t)
i , y
′(t)
i ) ∈ UN ·n′(t)i
for all t ≤ k′i. The term x
′(kj+1)
i − y
′(kj+1)
i = yj − xi is the
only new element in the sum
k−1∑
r=1
◦
k′r∑
s=1
(x′
(s)
r − y
′(s)
r ) =
k−1∑
r=1
(x′r − y
′
r)
in comparison with the sum
k∑
r=1
◦
kr∑
s=1
(x(s)r − y
(s)
r ) =
k∑
r=1
(xr − yr),
and we have n′
(kj+1)
i = k > k − 1 for this element; the numbers of the form n
′(s)
r correspond-
ing to the other terms are equal to the numbers corresponding to them as terms of the sum∑k
r=1 ◦
∑kr
s=1(x
(s)
r − y
(s)
r ). Therefore,
∑k−1
r=1(x
′
r − y
′
r) =
∑k−1
r=1 ◦
∑k′r
s=1(x
′(s)
r − y
′(s)
r ) satisfies condition
(4) with k replaced by k − 1 and n
(j)
i by n
′(j)
i ; it also satisfies the part of condition (5) (with
the appropriate replacements) that relates to the number of n′(s)r > k. By condition (4), the
sum
∑k
r=1 ◦
∑kr
s=1(x
(s)
r − y
(s)
r ) contains at most one term for which n
(s)
r = k. Therefore, the sum∑k−1
r=1 ◦
∑k′r
s=1(x
′(s)
r − y
′(s)
r ) contains at most two terms for which n
′(s)
r = k; thus, condition (5) with
k replaced by k − 1 and n
(j)
i by n
′(j)
i is satisfied fully. Conditions (2) and (3) with the appropriate
replacements hold by construction. 
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Corollary 1.1. If k, n ∈ ω, g =
∑k
i=1(xi − yi), and (xi, yi) ∈ U(n+1)·i for all i ≤ k, then g =∑k
i=1(x˜i − y˜i), where (x˜i, y˜i) ∈ Un·i for all i ≤ k and the decomposition
∑k
i=1(x˜i − y˜i) satisfies
condition (∗).
Proof. This assertion is proved by repeatedly applying Lemma 1.2 with N = n + 1 to the word g.
If k ≤ 1, then the assertion holds trivially. If k > 1, then we can apply Lemma 1.2 with N = n+1
and obtain a decomposition
g =
k−1∑
i=1
(x′i − y
′
i) + x
′′ − y′′
with the properties described in the lemma. We have (x′′, y′′) ∈ UN ·k−1 ⊂ Un·k and, for each
i ≤ k − 1, x′i − y
′
i = ◦
∑k′i
j=1(x
′(j)
i − y
′(j)
i ), where (x
′(j)
i , y
′(j)
i ) ∈ U(n+1)·n′(j)i
; moreover, if m > k − 1,
then n′
(j)
i = m for at most m−k+2 pairs i, j, and if m ≤ k−1, then n
′(j)
i = m for at most one pair
i, j. We apply Lemma 1.2 first to the sum
∑k−1
i=1 (x
′
i − y
′
i), then to the obtained decomposition,
then to the new decomposition, and so on, while possible; in the end (after k− 1 steps), we obtain
a decomposition
g = ◦
k˜′1∑
j=1
(x˜′
(j)
1 − y˜
′(j)
1 ) +
∑
(x˜′′ − y˜′′),
where ◦
∑k˜′i
j=1(x˜
′(j)
1 − y˜
′(j)
1 ) = x˜− y˜ for some x˜, y˜ ∈ X and
∑
(x˜′′− y˜′′) denotes the sum of the residual
terms of the form x′′ − y′′ obtained at all steps. The pairs of letters in each residual term belongs
to the entourage UN ·(k−s+1)−1 ⊂ Un·(k−s+1), where s < k is the number of the step at which this
term has appeared (and N = n+ 1). Moreover,
(x˜, y˜) = (x˜′
(1)
1 , y˜
′(1)
1 ) ◦ · · · ◦ (x˜
′(k˜
′
1)
1 , y
′(k˜
′
1)
1 ) ∈ UN ·n˜′(1)1
◦ · · · ◦ U
N ·n˜′
(k˜′
1
)
1
,
and, for m = 1, 2, . . . , n′1(j) = m for at most m indices j. Therefore, by Lemma 1.1,
(x˜, y˜) ∈ U
N ·min
j≤k˜′1
{n˜′
(j)
1 }−1
⊂ UN−1 = Un.
Condition (7) from lemma 1.2 and Remark 1.1, as well as the fact that no new letters appear in
repeatedly applying Lemma 1.2, ensure the fulfillment of condition (∗). 
Lemma 1.3. Suppose that I = {k1, . . . , kl} is a finite set of different positive integers enumerated
in increasing order, g =
∑k
i=1(xi − yi), h =
∑l
j=1(uj − vj), the decompositions
∑k
i=1(xi − yi) and∑l
j=1(uj − vj) satisfy condition (∗), (xi, yi) ∈ Un·i for i ≤ k, and (uj , vj) ∈ Ukj for j ≤ l; suppose
also that if i, j ≤ k and F = (f1, . . . , fr), F
′ = (f ′1, . . . , f
′
r′) are finite ordered sequences of elements
of I ∪{kl+1, kl+2, . . . } in each of which every element of I occurs at most once and every positive
integer s > kl occurs at most s times, then
(1) Uf1 ◦ · · · ◦ Ufr ◦ (xi, yj) ◦ Uf ′1 ◦ · · · ◦ Ufr′ ⊂ U 1d(xi,yj)
and
(2) Uf1 ◦ · · · ◦ Ufr ◦ (xi, yj) ◦ Uf ′1 ◦ · · · ◦ Uf ′r′
∩ U 1
d(xi,yj)
+1 = ∅.
Then g + h =
∑m
i=1(zi − wi), where m ≤ k + l, the decomposition
∑m
i=1(zi − wi) satisfies condi-
tion (∗), zi ∈ {x1, . . . , xk, u1, . . . , ul}, wi ∈ {y1, . . . , yk, v1, . . . , vl}, (zi, wi) ∈ Un·i for i ≤ k, and
(zk+i, wk+i) ∈ Uk·i for i ≤ m− k (if m > k).
Proof. First, note that (2) implies d(xi, yj) >
1
k1
≥ 1
ks
for any i, j ≤ k and s ≤ l. Indeed,
otherwise, Uk1 ◦(xi, yj) ∋ (yj, yj); clearly, (yj , yj) ∈ U 1
d(xi,yj)
+1, while by condition (2), Uk1 ◦(xi, yj)∩
U 1
d(xi,yj)
+1 = ∅ (consider F = {k1} and F
′ = ∅). This implies, in particular, that k1 > n · k.
We shall prove the lemma by induction on l. If l = 0 (i.e., the word h is empty), then the
assertion holds trivially. Suppose that l > 0 and the assertion is true for smaller l. Choose
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h′ ∈ {x1, . . . , xk, u1, . . . , ul} and h
′′ ∈ {y1, . . . , yk, v1, . . . , vl} for which d(h
′, h′′) is minimal. Since h
is nonempty, we have
(i) d(h′, h′′) ≤ 1
kl
(because d(ul, vl) ≤
1
kl
and d(h′, h′′) is minimal) and
(ii) either h′ ∈ {u1, . . . , ul} or h
′′ ∈ {v1, . . . , vl} (this follows from (i) and because, by condition
(2), d(xi, yj) >
1
kl
for all i, j ≤ k); moreover, we can assume that if h′ = ui and h
′′ = vj, then
i = j; otherwise, we replace the pair h′, h′′ by the pair ui, vi or uj , vj for which the value
of d does not exceed d(h′, h′′) (such a pair exists because the decomposition
∑l
i=1(ui − vi)
satisfies condition (∗)).
If h′ = ui and h
′′ = vi for some i ≤ l, then we set u˜j = uj and v˜j = vj for j < i, u˜j = uj+1 and
v˜j = vj+1 for j = i, . . . , l− 1, h˜ =
∑l−1
i=1(u˜i − v˜i) = h− (ui − vi), and I˜ = {k1, . . . , kl−1}. Note that
the conditions of the lemma hold for I˜ , g =
∑k
i=1(xi − yi), and h˜. By the induction assumption,
g + h˜ =
∑m˜
i=1(z˜i − w˜i), where m˜ ≤ k + l − 1, the decomposition
∑m
i=1(z˜i − w˜i) satisfies condition
(∗), z˜i ∈ {x1, . . . , xk, u˜1, . . . , u˜l−1} = {x1, . . . , xk, u1, . . . , ul} \ {ui}, w˜i ∈ {y1, . . . , yk, v˜1, . . . , v˜l−1} =
{x1, . . . , xk, v1, . . . , vl} \ {vi}, (z˜i, w˜i) ∈ Un·i for i ≤ k, and (z˜k+i, w˜k+i) ∈ Uk·i for i ≤ m˜ − k (if
m˜ > k). By the definition of the pair h′ = ui, h
′′ = vi and Remark 1.1, the decomposition
g + h =
∑m˜
i=1(z˜i − w˜i) + (h
′ − h′′) has the required properties (recall that d(h′, h′′) ≤ 1
kl
< 1
n·k ).
Suppose that h′ and h′′ cannot be chosen among the letters of the form ui and vj , i.e., either
h′ = xi and h
′′ = vj for some i ≤ k and j ≤ l and d(xi, vj) < d(ur, vs) for all r, s ≤ l (i.e.,
d(xi, vj) <
1
kl
) or h′ = ui and h
′′ = yj for some i ≤ l and j ≤ k and d(ui, yj) < d(ur, vs) for
all r, s ≤ l (i.e., d(ui, yj) <
1
kl
). For definiteness, suppose that h′ = xi and h
′′ = vj. We have
(uj , xi) = (uj , vj) ◦ (vj , xi) ∈ Ukj ◦ Ukl , and conditions (1) and (2) imply d(uj , yr) = d(xi, yr) for all
r ≤ k. We set x˜i = uj , x˜s = xs for s 6= i, and y˜r = yr for all r ≤ k; thus, the word
∑k
s=1(x˜s − y˜s)
differs from
∑k
s=1(xs − ys) in one letter x˜i, and d(x˜s, y˜t) = d(xs, yt) for all s, t ≤ k (this means
that
∑k
s=1(x˜s, y˜t) satisfies condition (∗) and (x˜i, y˜i) ∈ Un·i for i ≤ k). We also set u˜s = us and
v˜s = vs for s < j, u˜s = us+1 and v˜s = vs+1 for s = j, . . . , l − 1, u˜l = xi, and v˜l = vj; thus, the
word
∑l
s=1(u˜s − y˜s) is obtained from
∑l
s=1(us − ys) by deleting the term uj − vj and inserting
u˜l− v˜l = xl− vl. Since u˜l = xi, v˜l = vj , and d(xi, vj) is minimal, it follows that d(u˜l, v˜l) ≤ d(u˜l, v˜r)
and d(u˜l, v˜l) ≤ d(u˜r, v˜l) for all r < l. Therefore, the word
∑l
s=1(u˜s − v˜s) satisfies condition (∗).
Indeed, the word h satisfies condition (∗); according to Remark 1.1, deleting the term uj − vj does
not violate condition (∗); applying Remark 1.1 again with taking into account the minimality of
d(u˜l, v˜l), we conclude that
∑l
s=1(u˜s− v˜s) satisfies condition (∗). We set k˜s = ks for s = 1, . . . , j−1,
k˜s = ks+1 for s = j, . . . , l − 1, k˜l = kl + 1, and
I˜ = {k˜1, . . . , k˜l} = (I \ {kj}) ∪ {kl + 1}.
We have (u˜s, v˜s) ∈ Uk˜s for s ≤ l. Finally, k˜l = kl + 1 and I˜ does not contain kj ; therefore, if
F = (f1, . . . , fr) is a finite ordered sequence of elements of the set I˜ ∪ {k˜l + 1, k˜l + 2, . . . } with the
properties (a) each element from I˜ occurs in F at most once and (b) each element s larger than
all elements of I˜ occurs at most s times, then the sequences F and (f1, . . . , fr, kj , kl + 1) have the
same properties with respect to the set I. This observation, conditions (1) and (2) of the lemma
being proved, and the relations
(x˜i, y˜t) = (uj , yt) = (uj , vj) ◦ (vj , xi) ◦ (xi, yt) ∈ Ukj ◦ Ukl+1 ◦ (xi, yt)
and (x˜s, y˜t) = (xs, yt) for s 6= i and any t imply that, for any s, t ≤ k and any two finite ordered
sequences (f1, . . . , fr) and (f
′
1, . . . , f
′
r′) of elements of the set I˜ ∪{k˜l+1, k˜l+2, . . . } in each of which
every element of I˜ occurs at most once and every element s > k˜l occurs at most s times, we have
(1˜) Uf1 ◦ · · · ◦ Ufr ◦ (x˜s, y˜t) ◦ Uf ′1 ◦ · · · ◦ Uf ′r′
⊂ U 1
d(x˜s,y˜t)
and
(2˜) Uf1 ◦ · · · ◦ Ufr ◦ (x˜s, y˜t) ◦ Uf ′1 ◦ · · · ◦ Uf ′r′
∩ U 1
d(x˜s,y˜t)
+1 = ∅.
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Thus, the set I˜ and the words
∑k
s=1(x˜s− y˜s) and
∑l
s=1(u˜s− v˜s) satisfy the conditions of the lemma.
Moreover, the set of letters (with signs) of which these words consist coincides with the set of letters
in the words
∑k
s=1(xs − ys) and
∑l
s=1(us − vs); therefore, the function d takes minimal value at
the same pair of letters (h′, h′′) = (xi, vj) = (u˜j , v˜j). However, these letters form a summand in
the decomposition
∑l
s=1(u˜s − v˜s); this situation was considered at the beginning of the proof. As
there, we delete this summand, apply the induction assumption, and insert the deleted summand
back; as a result, we obtain a representation g+h =
∑m˜
i=1(z˜i− w˜i)+(h
′−h′′), where m˜ ≤ k+ l−1,
(z˜i, w˜i) ∈ Un·i for i ≤ k, (z˜k+i, w˜k+i) ∈ Uk˜·i for i ≤ m˜ − k (if m˜ > k), and (h
′, h′′) ∈ Uk˜l . Since
k˜l = kl + 1 ≥ kl and k˜i ≥ ki for all i ≤ l − 1, this representation is as required. 
Corollary 1.2. Suppose that g =
∑k
i=1(xi−yi), h =
∑l
i=1(ui−vi), the decompositions
∑k
i=1(xi−yi)
and
∑l
i=1(ui − vi) satisfy condition (∗), (xi, yi) ∈ Un·i for i ≤ k, (ui, vi) ∈ U(N+1)·i for i ≤ l,
N ≥ 2n · k, and, for any i, j ≤ k,
(1) UN ◦ (xi, yj) ◦ UN ⊂ U 1
d(xi,yj)
and
(2) UN ◦ (xi, yj) ◦ UN ∩ U 1
d(xi,yj)
+1 = ∅.
Then g + h =
∑m
i=1(zi − wi), where the decomposition
∑m
i=1(zi − wi) satisfies condition (∗), zi ∈
{x1, . . . , xk, u1, . . . , ul}, wi ∈ {y1, . . . , yk, v1, . . . , vl}, and (zi, wi) ∈ Un·i for i ≤ m.
Proof. This assertion follows immediately from Lemmas 1.1 and 1.3. 
Lemma 1.4. Suppose that n ≥ 2 and
(1)
∑n
i=1(zi − wi) satisfies condition (∗);
(2)
∑n−1
i=1 (zi+1 − wi) satisfies condition (∗);
(3) (zi+1, wi) ∈ Uki for all i ≤ n− 1, and the ki are different positive integers larger than 1;
(4) d(z1, w1) ≥ d(zi, wi) and d(zn, wn) ≥ d(zi, wi) for i = 2, . . . , n− 2;
(5) km = min{k1, . . . , kn−1};
(6) either (6left) d(z1, w1) ≥ d(zn, wn) or (6right) d(zn, wn) ≥ d(z1, w1)
(the last condition is included for convenience). Then there exists a one-to-one map
f : {2, . . . , n − 1} → {k1, . . . , kn−1} \ {km}
such that d(zi, wi) ≤
1
f(i)−1 for i = 2, . . . , n−1 and d(zn, wn) ≤
1
km−1
(if (6left) holds) or d(z1, w1) ≤
1
km−1
(if (6right) holds).
Proof. We prove the lemma by induction. For n = 2, the map f is trivial, and d(w1, z2) ≥
min{d(w1, z1), d(w2, z2)} by condition (∗). This implies the required assertion, because it follows
from (3) and (5) that d(w1, z2) ≥
1
km
. Suppose that n > 2 and the assertion is true for smaller n.
Let m1, . . . ,mr be the indices (or index) from {2, . . . , n − 1} for which the numbers d(zmj , wmj )
are maximal (and equal to each other). These indices divide the set of all indices into intervals.
Suppose that m belongs to the sth interval, i.e., ki is minimal for i ∈ {ms,ms + 1, . . . ,ms+1 − 1},
where s = 0, . . . , r (we assume that m0 = 1 and mr+1 = n). Suppose that s > 0; for s = 0, the
argument is the same except that we must replace the conditions j < s and j ≥ s by j ≤ s and
j > s (that is, by j = 0 and j > 0), respectively, every time they are encountered. Consider the
words zmj−wmj +zmj+1−wmj+1+ · · ·+zmj+1−1−wmj+1−1+zmj+1−wmj+1 . They satisfy condition
(∗), being subsums of a sum satisfying condition (∗), and to these words the induction hypothesis
applies. Using the left version of the lemma for j < s and the right version for j ≥ s (recall that,
for s = 0, the condition j < s should be replaced by j = 0 and the condition j ≥ s, by j > 0; in
the situation under consideration, this means that if s = 0, then the left version should be applied
to j = 0 and the right version, to j > 0), we obtain one-to-one maps
fj : {mj + 1, . . . ,mj+1 − 1} → {kmj , . . . , kmj+1−1} \ {kminj}
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such that d(zmj+i, wmj+i) ≤
1
fj(mj+i)−1
for i = 1, . . . ,mj+1−mj − 1 and d(zmj+1 , wmj+1) ≤
1
kminj−1
(if j < s) or d(zmj , wmj ) ≤
1
kminj−1
(if j ≥ s); here kminj is the least number among kmj , . . . , kmj+1−1.
We set
f |{2,...,m1−1} = f1, f(m1) = kmin0 ,
f |{m1+1,...,m2−1} = f2, f(m2) = kmin1 ,
. . . ,
f |{ms−1+1,...,ms−1} = fs, f(ms) = kmins−1 ,
f |{ms+1,...,ms+1−1} = fs, f(ms+1) = kmins+1 ,
f |{ms+1+1,...,ms+2−1} = fs+1, f(ms+2) = kmins+2 ,
. . . ,
f |{mr−1+1,...,mr−1} = fr, f(mr) = kminr ,
f |{mr+1,...,mr+1−1} = fr.
For i ≤ n − 1, we have (wi, zi+1) ∈ Uki (by assumption), (zi, wi) ∈ Uf(i)−1 (by construction), the
ki are different numbers larger than 1, the f(i) are different numbers of the form kj , f(i) > km for
all i, and ki > km for i 6= m. By Lemma 1.1,
(w1, wm) = (w1, z2) ◦ (z2, w2) ◦ (w2, z3) ◦ · · · ◦ (wm−1, zm) ◦ (zm, wm)
∈ Uk1 ◦ Uf(2) ◦ Uk2 ◦ · · · ◦ Ukm−1 ◦ Uf(m) ⊂ Ukm
and, similarly,
(zm+1, zn) ∈ Ukm ;
moreover, by assumption, we have
(zm+1, wm) ∈ Ukm .
Therefore,
(w1, zn) ∈ 3Ukm = 3Vk2m ⊂ Vk2m−1 ⊂ V(km−1)2 = Ukm−1.
The word (z1−w1)+ (zn−wn) satisfies condition (∗), because the word
∑n
i=1(zi−wi) satisfies this
condition by assumption (see Remark 1.1); hence d(zn, wn) ≤
1
km−1
(if (6left) holds) or d(z1, w1) ≤
1
km−1
(if (6right) holds). 
Corollary 1.3. Suppose that, for j ≤ k,
∑nj
i=1(z
(j)
i − w
(j)
i ) and
∑nj−1
i=1 (z
(j)
i+1 − w
(j)
i ) are words
satisfying condition (∗), xj = z
(j)
1 , and yj = w
(j)
nj . Suppose also that UN ◦ (xr, ys) ◦ UN ⊂ U 1
d(xr,ys)
and UN ◦ (xr, ys) ◦ UN ∩ U 1
d(xr,ys)
+1 = ∅ for all r, s ≤ k. Finally, suppose that (z
(j)
i+1, w
(j)
i ) ∈ Uk(j)i
for any j ≤ k and i ≤ ni − 1, where the k
(j)
i are different positive integers larger than N + 2 for
each j. Then, for any j ≤ k, there exists an n
(j)
0 ≤ nj such that d(xr, ys) = d(zn(r)0
, w
n
(s)
0
) for all
r, s ≤ k.
Proof. Take j ≤ k and consider the word
∑nj
i=1(z
(j)
i − w
(j)
i ); for convenience, we omit the index j.
Take some n0 ≤ n for which d(zn0 , wn0) is maximal among all d(zi, wi) with 1 ≤ i ≤ n. Suppose
for definiteness that n0 < n; if n0 > n, then the left-to-right argument described below should
be replaced by a similar right-to-left argument. Let n1 > n0 be the minimum number for which
d(zn1 , wn1) is largest among all d(zi, wi) with i = n0 + 1, . . . , n, and let m1 be such that km1 is
minimal among all ki with i = n0, . . . , n1 − 1. Applying Lemma 1.4 to the word
zn0 − wn0 + zn0+1 − wn0+1 + · · ·+ zn1 − wn1 ,
we obtain a one-to-one map
f1 : {n0 + 1, . . . , n1 − 1} → {kn0 , . . . , kn1−1} \ {km1}
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and the inequalities
d(zn1 , wn1) ≤
1
km1 − 1
and d(zni , wni) ≤
1
f1(i)− 1
for i = n0 + 1, . . . , n1 − 1. Moreover, by assumption, d(zi+1, wi) ≤
1
ki
for i = n0, . . . , n1 − 1.
Therefore, by Lemma 1.1,
(wn0 , wn1) = (wn0 , zn0+1) ◦ (zn0+1, wn0+1) ◦ · · · ◦ (zn1−1, wn1−1) ◦ (wn1−1, zn1) ◦ (zn1 , wn1)
∈ Ukn0 ◦ Uf1(n0+1)−1 ◦ · · · ◦ Uf1(n1−1)−1 ◦ Ukn1−1 ◦ Ukm1−1 ⊂ Ukm1−2.
Consider the word
zn1 − wn1 + zn1+1 − wn1+1 + · · ·+ zn2 − wn2 ,
where n2 > n1 is the least number for which d(zn2 , wn2) is maximal among all d(zi, wi) with
i = n1 + 1, . . . , n, and let m2 be such that km2 is minimal among all ki with i = n1, . . . , n2 − 1.
Arguing as above, we obtain
(wn1 , wn2) ∈ Ukm2−2.
In the end, we join the letters wn0 and wn by a chain
(wn0 , wn) = (wn0 , wn1) ◦ (wn1 , wn2) ◦ · · · ◦ (wnt−1 , wnt) ◦ (wnt , wn),
where (wni−1, wni) ∈ Ukmi−2 for i = 1, . . . , t and all numbers mi (and, therefore, kmi) are different.
By assumption, kmi > N + 2 and wn = y; hence Lemma 1.1 implies
(wn0 , y) ∈ UN .
Similarly,
(x, zn0) ∈ UN .
Thus, we have shown that, for each j ≤ k, there exists an n
(j)
0 ≤ nj such that (xj , zn(j)0
) ∈ UN
and (w
n
(j)
0
, yj) ∈ UN . This means that
(z
n
(r)
0
, w
n
(s)
0
) ∈ UN ◦ (xr, ys) ◦ UN
for any r, s ≤ k, which immediately implies the required assertion. 
Remark 1.2. In Corollary 1.3, if z
(j)
1 = w
(j)
1 , then n
(j)
0 6= 1, and if z
(j)
nj = w
(j)
nj , then n
(j)
0 6= nj.
Lemma 1.5. Suppose that g =
∑k
i=1(ai − bi) is an irreducible word ; h =
∑l
i=1(ui − vi) is an
irreducible word satisfying condition (∗); UN ◦ (ai, bj) ◦ UN ⊂ U 1
d(ai,bj )
and UN ◦ (ai, bj) ◦ UN ∩
U 1
d(ai,bj )+1
= ∅ for i, j ≤ k; (ui, vi) ∈ U(N+3)·i for i ≤ l; a decomposition g + h =
∑m
i=1(zi −
wi) is irreducible and satisfies condition (∗); and (zi, wi) ∈ Un·i for i ≤ m. Then there exists a
decomposition g =
∑k
i=1(xi − yi) satisfying (∗) in which (xi, yi) ∈ Un·i for i ≤ k.
Proof. The decomposition g+h =
∑m
i=1(zi−wi) is obtained from
∑k
i=1(ai−bi)+
∑l
i=1(ui−vi) = g+h
by canceling pairs of equal letters with opposite signs. We assume that the cancellations are
fixed and each letter in this decomposition remembers to which word (g or h) it belonged before
cancellation and which position in this word it occupied. In other words, when we say, e.g., that zi
is a letter from g, this does not merely means that zi equals some letter aj ; this means also that
some letter aj from the word g has not been canceled in
∑k
i=1(ai− bi)+
∑l
i=1(ui− vi) (while some
other letter equal to aj might have been canceled) and has become the letter zi. Possibly, some
other letter zr also equals aj , but zr is not aj, because aj is zi; this letter zr is some other letter as,
or even a letter from h. To emphasize that, considering letters of g + h =
∑m
i=1(zi −wi), we mean
letters together with their origins, we use the sign ≡ instead of =; thus, in the above example,
zi ≡ aj but zr 6≡ aj (although zr = aj).
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Take any letter x1 included in the word g with coefficient 1 (e.g., x1 ≡ a1). Our immediate goal
is to define a letter y1. For this purpose, we shall construct a chain of letters of the forms zi ≡ vj
and wi ≡ uj until we reach a letter from g; this letter will be y1.
Link 1. If x1 is not canceled in the word g+h, then x1 ≡ zi1 for some i1 ≤ m. If the corresponding
letter −wi1 is a letter from g, then we set y1 ≡ wi1 ; otherwise (i.e., if this is a letter from h), we
have wi1 ≡ vj1 for some j1 ≤ l. If the letter x1 is canceled in the word g+ h, then it is canceled by
a letter from h (because g is irreducible), i.e., by −vj1 for some j1 ≤ l. We have either found y1 or
defined vj1 and (possibly) wi1 ≡ vj1 and zi1 .
Link 2. If the letter uj1 corresponding to the vj1 found at the preceding step is not canceled in
the word g + h, then uj1 ≡ zi2 for some i2 ≤ m. If the corresponding −wi2 is a letter from g, then
we set y1 ≡ wi2 ; otherwise, we have wi2 ≡ vj2 for some j2 ≤ l. If the letter uj1 is canceled in the
word g+h, then it is necessarily canceled by a letter bα from g, and we take this letter for y1; then
y1 ≡ bα = uj1 . We have either found y1 or defined zi2 ≡ uj1 and wi2 ≡ vj2 .
Continuing, we obtain y1 in the end.
Applying this procedure to all letters of g with positive coefficients in turn, we obtain a parti-
tioning of the letters of g into pairs xs, ys together with chains of letters
z′i1(s) ≡ xs, w
′
i1(s)
≡ vj1(s), z
′
i2(s)
≡ uj1(s), w
′
i2(s)
≡ vj2(s), . . . , z
′
irs(s)
≡ ujrs−1(s), w
′
irs(s)
≡ ys,
where z′
i1(s)
≡ zi1(s) (if xs is not canceled in g + h; in this case, w
′
i1(s)
≡ wi1(s)) or z
′
i1(s)
= vj1(s) (if
xs is canceled by −vj1(s)), z
′
it(s)
≡ zit(s) ≡ ujt(s) and w
′
it(s)
≡ wit(s) ≡ vjt(s) for t = 2, . . . , rs − 1,
z′
irs (s)
≡ ujrs(s), and w
′
irs(s)
≡ wirs(s) or w
′
irs(s)
≡ bα = ujrs−1(s) for some αs. The sets {iα(s)}
are disjoint for different s. The sums
∑rs
t=1(z
′
it(s)
− w′
it(s)
) satisfy the conditions of Corollary 1.3.
Indeed, these sums satisfy condition (∗), because their terms are divided into the pairs z′
it(s)
−w′
it(s)
,
which belong to a decomposition of g + h satisfying condition (∗). The first and last pairs may
differ from the corresponding terms of the decomposition of g + h, but they equal zero (the empty
word) in this case; i.e., either z′
i1(s)
= zi1(s) and w
′
i1(s)
= wi1(s) or z
′
i1(s)
= w′
i1(s)
, and either
z′
irs (s)
= zirs (s) and w
′
irs(s)
= wirs(s) or w
′
irs(s)
= z′
irs (s)
; so, condition (∗) is not violated. The sums∑rs−1
t=1 (z
′
it+1(s)
−w′
it(s)
) also satisfy condition (∗), because each pair z′
it+1(s)
−w′
it(s)
= ujt(s) − vjt(s)
is contained in a decomposition of h satisfying condition (∗). Moreover, by assumption, we have
(z′
it+1(s)
, w′
it(s)
) = (ujt(s), vjt(s)) ∈ U(N+3)·jt(s), and the (N + 3) · jt(s) are different numbers larger
than N + 2. Finally, since all xr and ys are letters of the word g =
∑k
i=1(ai − bi), it follows from
the conditions of the lemma being proved that the remaining condition of Corollary 1.3 holds too;
namely, UN ◦ (xr, ys) ◦ UN ⊂ U 1
d(xr,ys)
and UN ◦ (xr, ys) ◦ UN ∩ U 1
d(xr,ys)
+1 = ∅ for all r, s ≤ k.
Therefore, for all s, there exist n
(s)
0 ∈ {it(s) : t = 1, . . . , rs} such that d(xr, yt) = d(z
′
n
(r)
0
, w′
n
(t)
0
)
for any r, t ≤ k, and the numbers n0(s) are different for different s (because the sets {it(s) : t =
1, . . . , rs} are disjoint). By Remark 1.2, n0(s) 6= i1(s) if z
′
i1(s)
6= zi1(s) or w
′
i1(s)
6= wi1(s) (i.e.,
z′
i1(s)
= w′
i1(s)
) and n0(s) 6= irs(s) if z
′
irs(s)
6= zirs (s) or w
′
irs(s)
6= wrs1(s) (i.e., z
′
irs(s)
= w′
irs (s)
). Thus,
we have d(xr, yt) = d(zn(r)0
, w
n
(t)
0
) for r, t ≤ k. Since the sum
∑m
i=1(zi − wi) satisfies condition
(∗), it follows that the sum
∑k
t=1(zn(t)0
−w
n
(t)
0
) also satisfies condition (∗) (see Remark 1.1); hence
g =
∑k
s=1(xs − ys) satisfies condition (∗). Finally, it follows from d(xi, yi) = d(zn(i)0
, w
n
(i)
0
) that
(xi, yi) ∈ Un(i)0 ·n
for i ≤ k. Since all n
(i)
0 are different, we can assume that each (xi, yi) belongs to
Ui·n (otherwise, we renumber the terms xi − yi and recall that Ur ⊃ Us for r ≤ s). 
All is ready for the proof of the last assertion, from which Theorem 1 follows immediately.
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Recall that, at the beginning of the paper, we defined the setsWn(U), which form a neighborhood
base at zero for a (metrizable) group topology TU on A(X). We set
W ∗n(U) =
⋃
k∈ω
{ k∑
i=1
(xi − yi) : (xi, yi) ∈ Un·i,
the decomposition
k∑
i=1
(xi − yi) satisfies condition (∗)
}
.
Claim 1.1. (i) W ∗n(U) ⊂Wn(U) for all n;
(ii) Wn+1(U) ⊂W
∗
n(U) for all n;
(iii) for any n ∈ ω and any g ∈W ∗n(U), there exists an n0 ∈ ω for which g+Wn0(U) ⊂W
∗
n(U);
(iv) for any k, n ∈ ω and any word g =
∑k
i=1(ai − bi), there exists an n0 ∈ ω such that the
condition g +W ∗n0(U) ∩W
∗
n(U) 6= ∅ implies g ∈W
∗
n(U).
Proof. Assertion (i) is obvious; (ii) is Corollary 1.1. Assertion (iii) follows from Corollary 1.2.
Indeed, suppose that g =
∑k
i=1(xi − yi), the decomposition
∑k
i=1(xi − yi) satisfies condition (∗),
and (xi, yi) ∈ Un·i for i ≤ k. We can assume that xi 6= yi for i ≤ k, because if xj = yj for some
j, then we can delete the term xj − yj from the sum
∑k
i=1(xi − yi); i.e., we can set x
′
i = xi and
y′i = yi for i < j and x
′
i = xi+1 and y
′
i = yi+1 for i = j, . . . , k − 1; we have g =
∑k−1
i=1 (x
′
i − y
′
i),
the decomposition
∑k−1
i=1 (x
′
i − y
′
i) satisfies condition (∗) (see Remark 1.1), and (x
′
i, y
′
i) ∈ Un·i for
i ≤ k − 1 (for i ≥ j, we have (x′i, y
′
i) ∈ Un·i+1 ⊂ Un·i). Thus, suppose that xi 6= yi; in this case,
the decomposition
∑k
i=1(xi − yi) is irreducible (i.e., xi 6= yj for any i, j ≤ k), because it satisfies
(∗). Since all Ur are clopen and form a base for a uniformity generating the initial (completely
regular) topology on X, we can find N for which the conditions of Corollary 1.2 hold; after that,
it remains to set n0 = N +2: if h ∈WN+2(U), then h ∈WN+1(U) (see (ii)) and, by Corollary 1.2,
g + h ∈W ∗n(U). Assertion (iv) is derived from Lemma 1.5 in a similar way (n0 = N + 4). 
It follows from (i)–(iii) that the setsW ∗n(U) are open in the topology TU and form a neighborhood
base at zero for this topology; (iv) says that each W ∗n(U) is closed in TU.
Remark 1.3. Let ρ be a metric on X such that Ui ⊂ {(x, y) : ρ(x, y) ≤
1
2i
} ⊂ Ui−1 for any i ≥ 1 (it
exists by Theorem 8.1.10 from [1]). Then the topology on A(X) generated by the Graev extension
of ρ is no stronger than TU. Indeed, if g ∈ Wn(U), then g =
∑k
i=1(xi − yi), where (xi, yi) ∈ Un·i
for i ≤ k, and
∑k
i=1 ρ(xi − yi) ≤
∑k
i=1
1
2n·i
< 12n . Since the Graev norm ‖g‖ρ of the element g is
defined as min
{∑m
i=1 ρ(ui, vi) : m ≥ 1, g =
∑m
i=1(ui− vi)
}
, we have ‖g‖ρ <
1
2n . Thus, each Graev
ball of radius 12n centered at zero contains some base neighborhood Wn(U) of zero in the topology
TU. Since the space X is closed in the free group with the Graev topology, it is also closed in the
free group with the topology TU.
2. A Metrizable Group with Noncoinciding Dimensions
We denote the Cantor set 2ω by C. The elements of C are infinite sequences of zeros and ones.
The topology of C has a standard base, which is a tree under inclusion; the nth-level elements of
this tree are sets of sequences whose first n members coincide; different elements of the same level
do not intersect. Clearly, all base neighborhoods of the same point of C are comparable, and larger
neighborhoods belong to levels with smaller numbers. We denote the elements of the Cantor set
C itself by the letters x, y, z, . . . and the infinite sequences of such elements (i.e., the elements of
the set Cω) by the same letters in boldface: x, y, z, . . . ; we denote the value of a sequence x at
n by x(n). The restriction of a sequence x ∈ C to {0, . . . , n − 1} (i.e., the ordered set of the first
n elements of this sequence) is denoted by x|n. Thus, the nth-level elements of the base-tree have
the form {y ∈ C : y|n+1 = x|n+1} for x ∈ C.
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By I we denote the usual interval [0, 1]. Let t ∈ I. If t = (2k + 1)/2n for some positive integers
k and n, then we define the order t as ord t = n. We assume that ord 0 = ord 1 = 0. For all other
numbers t ∈ [0, 1], we set ord t =∞.
For n ∈ ω, we define the neighborhood In(t) of a number t ∈ (0, 1) to be the interval In(t) =
(an(t), bn(t)), where an(t) and bn(t) are the dyadic rationals of minimal order for which bn(t) −
an(t) = 1/2
n and t ∈ (an(t), bn(t)); we set In(0) = [0, 1/2
n+1) and In(1) = (1 − 1/2
n+1, 1]. Thus,
if 0 < ord t ≤ n, i.e., t = k/2n for some (possibly, even) k, then an(t) = (2k − 1)/2
n+1 and
bn(t) = (2k+1)/2
n+1 (and hence ord an(t) = ord bn(t) = n+1), and if ord t > n, then an(t) = k/2
n
and bn(t) = (k+1)/2
n for some k (and hence the order of one of the numbers an(t) and bn(t) equals
n and the order of the other is strictly less than n).
Let A ⊂ C. We set
νµ0(A) = {(x, t) ∈ C
ω × I : x(n) ∈ A for n 6= ord t, x(n) ∈ C \ A for n = ord t}
and endow νµ0(A) with the topology generated by the sets of the form
Un(x, t) =


{(y, s) ∈ νµ0(A) : s ∈ In(t), y(i) = x(i) for i ≤ n} if n < ord t,
{(y, s) ∈ νµ0(A) : s ∈ In(t); y(i) = x(i) for i ≤ n+ 1, i 6= ord t;
y(i)|n+1 = x(i)|n+1 for i = ord t} if ord t ≤ n.
According to Mrowka [12], the space νµ0(A) is metrizable and ind νµ0(A) = 0; moreover, if A is
everywhere dense in C and the set C \ A is of second category, then dim νµ0(A) > 0.
The projection pi(νµ0(A)) of the set νµ0(A) ⊂ C
ω× I on the first factor consists of all sequences
x ∈ Cω each of which takes at most one value not in A.
For A we take the set σ2ω of binary sequences with only finitely many elements different from
0. For each nonzero x ∈ A, we define its length lenx to be the number of the last nonzero term of
the sequence x; we set len 0 = 0 (thus, len 0100 · · · = 2).
For x ∈ pi(νµ0(A)) and n, i ∈ ω, we fix a maximal base neighborhood J
i
n(x) of x(i) of level ≥ n
such that
(1) if x(j) ∈ A for all j ≤ n, then the lengths of all elements of the intersection J in(x) ∩ A
(except, possibly, the point x(i) itself) are larger than all lengths lenx(j) for j ≤ n;
(2) if x(j) /∈ A for some j ≤ n, then the lengths of all elements of the intersection J in(x) ∩ A
(except, possibly, the point x(i) itself) are larger than the lengths lenx(j) for all j ≤ n+1
such that x(j) ∈ A.
Since all sets of the form J in(x) are elements of the base-tree, it follows that, for any x,y ∈
pi(νµ0(A)) and any n, k, i, j ∈ ω, either the sets J
i
n(x) and J
j
k(y) are disjoint or one of them is
contained in the other.
For (x, t) ∈ νµ0(A), we set
Vn(x, t) =


{(y, s) ∈ νµ0(A) : s ∈ In(t), y(i) = x(i) for i ≤ n, y(n+ 1) ∈ J
n+1
n (x)} if n < ord t,
{(y, s) ∈ νµ0(A) : s ∈ In(t); y(i) = x(i) for i ≤ n+ 1, i 6= ord t;
y(i) ∈ J in(x) for i = ord t} if ord t ≤ n.
Clearly, the sets of the form Vn(x, t) constitute a base for the topology of νµ0(A).
Remark 2.1. Suppose that (x, t), (y, s) ∈ νµ0(A), n, n
′ ∈ ω, and In′(s) ∩ {r ∈ [0, 1] : ord r ≤
n + 1, r 6= s} = ∅ (this implies, in particular, that n′ ≥ n). Then one of following four cases
occurs:
(i) (y, s) ∈ Vn(x, t);
(ii) Vn′(y, s) ∩ Vn(x, t) = ∅;
(iii) s ∈ In(t), ord s, ord t > n, y(i) = x(i) for all i ≤ n, and x(n + 1) ∈ J
n+1
n′ (y); moreover, in
this case, Vn(x, t) ⊂ Vn(y, s);
(iv) s ∈ In(t) \ In(t) = {an(t), bn(t)} and y(i) = x(i) for all i ≤ n such that i 6= ord t, ord s.
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Indeed, if s /∈ In(t), then In′(s)∩ In(t) = ∅ and Vn′(y, s)∩Vn(x, t) = ∅, i.e., condition (ii) holds.
If s ∈ In(t), ord s ≤ n (this can happen only if s = t), and y(i) 6= x(i) for some i ≤ n + 1 such
that i 6= ord t, then (ii) holds.
If s ∈ In(t), ord s = k ≤ n (then s = t), and y(i) = x(i) for all i ≤ n + 1 such that i 6= k,
then either (a) y(k) ∈ Jkn(x) (and then (i) holds), (b) J
k
n′(y)∩ J
k
n(x) = ∅ (and then (ii) holds), or
(c) Jkn′(y) ⊃ J
k
n(x) and y(k) /∈ J
k
n(x). In case (c), J
k
n′(y) is a base neighborhood of the point x(k),
its level is at least n′ ≥ n, and the lengths of all elements of the intersection Jkn′(y) ∩A are larger
than the length lenx(j) = leny(j) for all j ≤ n + 1 such that x(j) = y(j) ∈ A (the points x(k)
and y(k) themselves do not belong to A). This contradicts the maximality of the neighborhood
Jkn(x).
Suppose that s ∈ In(t), ord s > n, and ord t = k ≤ n. Then y(k) ∈ A, x(k) /∈ A, and x(n+ 1) ∈
A. If (ii) does not hold, then there exists a (z, h) ∈ Vn′(y, s)∩Vn(x, t). By the definition of Vn′(y, s)
and Vn(x, t), we have z(i) = y(i) = x(i) for all i ≤ n different from k, z(k) = y(k) ∈ J
k
n(x), and
z(n + 1) = x(n + 1) ∈ Jn+1n′ (y). We have k ≤ n, x(k) /∈ A, y(k) 6= x(k) (because y(k) ∈ A), and
x(n+ 1) ∈ A; thus, it follows from y(k) ∈ Jkn(x) that len y(k) > lenx(i) for all i ≤ n+ 1 different
from k (in particular, len y(k) > lenx(n+1)). The inclusion z(n+1) = x(n+1) ∈ Jn+1n′ (y) implies
that either lenx(n + 1) > len y(i) for all i ≤ n or x(n + 1) = y(n + 1). The former inequality
cannot hold, because lenx(n + 1) < leny(k); hence x(n + 1) = y(n + 1). Thus, y(i) = x(i) for
i ≤ n+ 1, i 6= k, and y(k) ∈ Jkn(x). This means that (i) holds.
If s ∈ In(t), ord s > n, ord t > n, and y(i) 6= x(i) for some i ≤ n, then (ii) holds.
If s ∈ In(t), ord s > n, ord t > n and y(i) = x(i) for all i ≤ n, then either (a) y(n+1) ∈ J
n+1
n (x)
(and hence (i) holds), (b) Jn+1n′ (y)∩ J
n+1
n (x) = ∅ (then (ii) holds), or (c) J
n+1
n′ (y) ⊃ J
n+1
n (x) (i.e.,
(iii) holds). The inclusion Vn(x, t) ⊂ Vn(y, s) follows from the obvious inclusion J
n+1
n′ (y) ⊂ J
n+1
n (y)
(which is an immediate consequence of n′ ≥ n).
If s ∈ In(t) \ In(t) and y(i) 6= x(i) for some i ≤ n such that i 6= ord t, ord s, then (ii) holds.
Claim 2.1. For any n ∈ ω, the set
Un =
⋃
{Vn(x, t)× Vn(x, t) : (x, t) ∈ νµ0(A)}
has empty boundary.
Proof. Suppose that (y, s), (z, r) ∈ νµ0(A), and n ∈ ω. Take n
′ ∈ ω such that
In′(s) ∩ {t ∈ [0, 1] : ord t ≤ n+ 1, t 6= s} = ∅,
In′(r) ∩ {t ∈ [0, 1] : ord t ≤ n+ 1, t 6= r} = ∅,
and if y(i) 6= z(i) for i ≤ n+ 1, then
J in′(y) ∩ J
i
n′(z) = ∅.
Suppose that Vn′(y, s) × Vn′(z, r) ∩ Un 6= ∅ but ((y, s), (z, r)) /∈ Un. This means that there
exist (x, t) ∈ νµ0(A), (y
′, s′) ∈ Vn′(y, s), and (z
′, r′) ∈ Vn′(z, r) such that (y
′, s′) ∈ Vn(x, t),
(z′, r′) ∈ Vn(x, t), and either (y, s) /∈ Vn(x, t) or (z, r) /∈ Vn(x, t). For definiteness, suppose that
(y, s) /∈ Vn(x, t). Then (iii) or (iv) from Remark 2.1 holds. Suppose that (iv) holds. There are the
following possibilities:
(1) ord t = k ≤ n. In this case, ord s = n + 1 and y(i) = y′(i) ∈ A for i ≤ n. Moreover,
y′(n + 1) = x(n + 1) ∈ A and y′(k) ∈ Jkn(x) (because (y
′, s′) ∈ Vn(x, t)). Therefore,
leny′(k) > lenx(j) for all j ≤ n+1 different from k (in particular, len y′(k) > lenx(n+1)).
On the other hand, y′(n+1) ∈ Jn+1n′ (y) (because (y
′, s′) ∈ Vn′(y, s)) and y
′(n+1) 6= y(n+1)
(because ord s = n+ 1 and, therefore, y(n+ 1) /∈ A). Hence leny′(n+ 1) = lenx(n+ 1) >
leny(k) = len y′(k). This is impossible.
(2) ord t > n. In this case, ord s = k ≤ n. Suppose that r 6= s. If r /∈ In(t), then In′(r)∩In(t) =
∅ and Vn′(z, r)∩Vn(x, t) = ∅, which contradicts the assumption. Therefore, r ∈ In(t), and
ord r 6= ord s = k (the endpoints of the interval In(t) are of different orders, and all interior
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points of this interval have orders larger than n). Thus, y(k) ∈ C \ A, whereas z(k) ∈ A.
The number n′ was chosen so that Jkn′(y) ∩ J
k
n′(z) = ∅; in particular, z(k) /∈ J
k
n′(y).
Since (y′, s′) ∈ Vn′(y, s), (z
′, r′) ∈ Vn′(z, r), and, moreover, ord s = k, ord r 6= k, and
k ≤ n, it follows that y′(k) ∈ Jkn′(y) and z
′(k) = z(k) /∈ Jkn′(y). Therefore, y
′(k) 6= z′(k),
and at least one of these numbers is not equal to x(k), i.e., at least one of the pairs
(y′, s′) and (z′, r′) does not belong to the set Vn(x, t), which contradicts the definition of
these pairs. Hence r = s. The same argument shows that y(i) = z(i) for all i ≤ n: if
y(i) 6= z(i), then at least one of the numbers y′(i) and z′(i) is not equal to x(i), and the
corresponding pair does not belong to Vn(x, t). Since (y
′, s′) ∈ Vn(x, t) and ord t > n,
we have y′(i) = x(i) for all i ≤ n; since (y′, s′) ∈ Vn′(y, s) and ord s = k ≤ n, we have
y(k) /∈ A and y′(k) = x(k) ∈ Jn′(y, k). Therefore, lenx(k) > leny(i) for all i ≤ n + 1
different from k (in particular, lenx(k) > leny(n + 1)). Since (y′, s′) ∈ Vn(x, t), we have
y′(n+1) ∈ Jn+1n (x). Therefore, either leny
′(n+1) > lenx(k) or y′(n+1) = x(n+1). On
the other hand, (y′, s′) ∈ Vn′(y, s) and ord s = k ≤ n, whence y
′(n + 1) = y(n + 1). Thus,
the inequality len y′(n+ 1) > lenx(k) cannot hold; hence y(n+1) = y′(n+1) = x(n+ 1).
Similarly, z(n + 1) = x(n + 1). Thus, s = r and y(i) = z(i) for i ≤ n + 1; therefore,
(z, r) ∈ Vn(y, s), i.e., ((y, s), (z, r)) ∈ Un.
Now, suppose that condition (iii) from Remark 2.1 holds. If (z, r) ∈ Vn(x, t), then (z, r) ∈
Vn(y, s) and ((y, s), (z, r)) ∈ Un. Suppose that (z, r) /∈ Vn(x, t). Since Vn′(z, r) ∩ Vn(x, t) 6= ∅,
it follows that one of conditions (iii) and (iv) with z instead of y and r instead of s holds. The
case in which (iv) holds has just been considered. Suppose that (iii) holds. We have s, r ∈ In(t);
ord s, ord r, ord t > n; y(i) = z(i) = x(i) for all i ≤ n (because (x, t) ∈ Vn(x, t), Vn(x, t) ⊂ Vn(y, s)
by condition (iii) for (x, t) and (y, s), and Vn(x, t) ⊂ Vn(z, r) by condition (iii) for (x, t) and (z, r));
x(n+1) ∈ Jn+1n′ (y); and x(n+1) ∈ J
n+1
n′ (z). Therefore, J
n+1
n′ (y) ⊂ J
n+1
n′ (z) or J
n+1
n′ (z) ⊂ J
n+1
n′ (y).
For definiteness, suppose that Jn+1n′ (y) ⊂ J
n+1
n′ (z). Then y(n+1) ∈ J
n+1
n′ (z) ⊂ J
n+1
n (z). It remains
to note that In(r) = In(t) (because ord t > n and r ∈ In(t)). This immediately implies s ∈ In(r)
and (y, s) ∈ Vn(z, r), i.e., ((y, s), (z, r)) ∈ Un. This contradiction completes the proof. 
It follows immediately from Claim 2.1 and Theorem 1.1 that the space νµ0(A) can be embedded in
a metrizable topological group G with indG = 0; moreover, νµ0(A) is closed in G (see Remark 1.3).
Since dim νµ0(A) > 0 and the group G is metrizable, we have dimG > 0. Thus, we have obtained
an example of a metrizable group with noncoinciding dimensions ind and dim.
3. A Zero-Dimensional Metrizable Space Which is not Embedded
in a Zero-Dimensional Metrizable Group
In this section, by a sequence we mean a map from an at most countable ordinal to some set
and consider only sequences with values in ω1. We identify all sequences with ordered sets of their
values and write them in the form of (finite or infinite) words. As in the preceding section, we
denote sequences by boldface Latin letters, but their elements we denote by the same letters with
subscript-numbers. Thus, the symbol an always denotes the element number n in the sequence
a: an = a(n). The word whose letters are sequences (all but the last must be finite) denotes
the concatenation of these sequences. For example, if a = a0a1 . . . an and b = b0b1 . . . , then
ab = a0a1 . . . anb0b1 . . . .
If a is a sequence of length ≥ n, then
a|n = a0a1 . . . an−1
(recall that we assume that a = a0a1 . . . ); we set a|0 = ∅. For m < n,
a|m = amam+1 . . . and a|
m
n = am . . . an−1.
For a set A of sequences of length ≥ n, we put
A|n = {a|n : a ∈ A}, A|
m = {a|m : a ∈ A},
NONEQUALITY OF DIMENSIONS FOR METRIC GROUPS 15
and
A|mn = {a|
m
n : a ∈ A}.
If A is a set of finite sequences, c is a finite sequence, B is a set of sequences, and d is a sequence,
then
cB = {cb : b ∈ B}, AB = {ab : a ∈ A, b ∈ B},
and
Ad = {ad : a ∈ A}.
Let L be the set of all limit ordinals smaller than ω1, and let S = ω1 \ L. We have ω1 =
ω ∪
⋃
k∈ω(L+ k), where L+ k = {α+ k : α ∈ L}.
Kulesza’s space Z ⊂ ωω1 is defined as
Z = {a = a0a1 · · · ∈ ω
ω
1 : a0 ∈ ω1 \ L, ak ∈ L for at most one k ∈ ω,
and if ak ∈ L, then ak+1 = ak + k and ak+i ∈ L+ k for all i ≥ 2}.
Kulesza proved that the space Z with the topology induced by the topological product ωω1 of
countably many copies of the space ω1 with the usual order topology is metrizable and IndZ =
dimZ = 1 (while, obviously, indZ = 0) [6].
Kulesza did not give an explicit formula for a metric on Z, but he described base neighborhoods
of the points of Z. They look as follows.
For each limit ordinal α ∈ ω1, we fix an increasing sequence α˜0α˜1 . . . in ω1 with limit α and put
Mn(α) = (α˜n, α].
Let m ∈ ω. If a sequence a ∈ Z is such that a|m ∈ S
m, then we set
Nm(a) = {b ∈ Z : b|m = a|m}.
If 1 ≤ k < m and ak ∈ L, then
Nm(a) = {b ∈ Z : b|k = a|k, b|
k+1
m = a|
k+1
m , bk ∈Mm(ak)}.
The sets Nm(a) form a neighborhood base at the point a in the space Z.
To prove the inequality dimZ > 0, Kulesza used the notion of full sets introduced by Fleissner
in [3].
Definition 3.1 ( [3]). A set T ⊂ ωn1 is said to be full if {bj : b ∈ T, b|j = a|j} is uncountable for
any a ∈ T and j < n (in particular, T |1 is uncountable).
We say that a set T ⊂ ωω1 is full if T |n is full for all n ∈ ω.
We need the following two combinatorial properties of full sets.
Lemma 3.1 ( [3, Lemma 6.4(b)]). If a set T ⊂ ωn1 is full and h : T → ω, then T contains a full
subset on which h is constant.
Lemma 3.2. If a set T ⊂ ωω1 is full and {Cm : m ∈ ω} is a family of sets such that Cm ⊂ T |m for
m ∈ ω and, for any a ∈ T , there exists an n ∈ ω for which a|n ∈ Cn, then Ct contains a full set (a
subset of T |t ⊂ ω
t
1) for some t ∈ ω.
Proof. This lemma is similar to Lemma 6.4(a) from [3]. In [3], the role of T is played by ωω1 . There
exists a natural bijection
ψ : [ω1]
≤ω →
⋃
n≤ω
T |n.
It is constructed as follows. For all n ∈ ω and x ∈ T |n, we fix bijections ϕx : ω1 → {y : xy ∈ T |n+1}
and put
ψ(α0α1 . . . ) = ϕ(α0)ϕϕ(α0)(α1)ϕϕ(α0)ϕϕ(α0)(α1)
(α2) . . .
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for any (finite or infinite) sequence α0α1 · · · ∈ [ω1]
≤ω. The map ψ respects restrictions in the sense
that if α,β ∈ [ω1]
≥n and α|n = β|n, then ψ(α)|n = ψ(β)|n; moreover, ψ(ω
n
1 ) = T |n. The family
{ψ−1(Cm) : m ∈ ω} has the properties
ψ−1(Cm) ⊂ ω
ω
1 |m for all m ∈ ω
and
for any α ∈ ωω1 , there exists an n ∈ ω such that α|n ∈ ψ
−1(Cn).
According to [3, Lemma 6.4(a)], there exists a t ∈ ω for which ψ−1(Ct) contains a full set. For this
t, Ct contains a full set. 
Levin [9] suggested a simple short proof of the inequality dimZ > 0 based on the notion of
regular sets. We need the following modification of this notion.
Definition 3.2. Let U ⊂ Z×Z be any set containing the diagonal. We say that a pair of sequences
(x,y) ∈ Sn × Sn is U -regular (or simply regular, when it is clear what set U is meant) if there
exists a map (regulator) f : ([S]<ω)2 → ω1 such that (xa,yb) ∈ U whenever the sequences a, b ∈ S
ω
satisfy the condition ai, bi > f(a|i, b|i) for all i ∈ ω (in particular, a0, b0 > f(∅)).
Let U be an arbitrary subset of Z × Z containing the diagonal. For a ∈ Z, we put
U(a) = {b ∈ Z : (a, b) ∈ U}.
The set U2 is defined standardly as
U2 = {(a, b) : there exists a c ∈ Z such that (a, c) ∈ U and (c, b) ∈ U}.
Thus,
U2(a) = {b ∈ Z : there exists a c ∈ Z such that (a, c) ∈ U and (c, b) ∈ U}.
Suppose that {Un : n ∈ ω} is a countable base for a uniformity on Z generating the topology of
the space Z. For each a ∈ Sω ⊂ Z, fix ma ≥ 2 for which U
2
ma
(a) ⊂ N2(a). For k ∈ ω, we set
Ck = {a|k : a ∈ S
ω, ma ≤ k, N2(a) ⊃ U
2
ma
(a) ⊃ Uma (a) ⊃ Nk(a)}.
Clearly, for any sequence a ∈ Z, there exists a k ≥ ma for which Nk(a) ⊂ Uma (a) (because the
sets Uma (a) are open and the Nk(a) form a base for the topology of Z at the point a). Hence, for
any sequence a ∈ Sω, there exists a k for which a|k ∈ Ck. By Lemma 3.2, there exists a t such that
Ct contains a full set (clearly, t ≥ 2, because the sets Ck are empty for k < 2). Using Lemma 3.1,
we choose a number m ∈ ω and a full set T ⊂ Ct such that min{ma : a|t = a0 . . . at−1} = m for
any a0 . . . at−1 ∈ T ; note that m ≤ t by the definition of Ct. We put U = Um. Our purpose is to
show that U 6= U . Suppose that U = U .
Remark 3.1. For any x ∈ Z such that x|t ∈ T , we have U(x) ⊂ N2(x). Indeed, by the definition
of T , there exists an a ∈ Sω for which a|t = x|t, N2(a) ⊃ U
2
ma
(a) ⊃ Uma (a) ⊃ Nt(a), and
ma = m ≤ t (i.e., Uma = U). Since x|t = a|t ∈ S
t, we have x ∈ Nt(a). Therefore, x ∈ U(a), and
U(x) ⊂ U2(a) ⊂ N2(a). Since t ≥ m ≥ 2 and x|t = a|t(∈ S
t), it follows that N2(a) = N2(x); thus,
U(x) ⊂ N2(x).
Remark 3.2. The pair (x, x) is not U -regular for any x ∈ Ct|1. Indeed, suppose that x ∈ Ct|1,
the pair (x, x) is regular, and f : ([S]<ω)2 → ω1 is the corresponding regulator. Since the set Ct is
full, we can find a1, a2, . . . , b1, b2, · · · ∈ S such that
a1 6= b1, xa1a2 . . . at−1, xb1b2 . . . bt−1 ∈ Ct,
a1, b1 > f(∅), and ai+1, bi+1 > f(a1 . . . ai, b1 . . . bi) for all i ≥ 1.
Let a0 = b0 = x. We have a|t, b|t ∈ Ct. According to Remark 3.1, U(a) ⊂ N2(a). However, by the
definition of a regular pair, we also have (a, b) ∈ U , i.e., b ∈ U(a). Therefore, b ∈ N2(a), which is
false, because b1 6= a1.
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Remark 3.3. On the other hand, for any pair (x,y) ∈ U ∩ (Sω × Sω) (in particular, for any pair
(x,x), where x ∈ Sω), there exists an n ∈ ω such that the pair (x|n,y|n) is regular. Indeed, since
U is open and the sets Nk(x) and Nk(y) form bases of neighborhoods of the points x and y, it
follows that there exists an n ∈ ω for which
Nn(x)×Nn(y) ⊂ U ;
this means that (x0x1 . . . xn−1a, y0y1 . . . yn−1b) ∈ U for any a and b from Z, not only for those
satisfying the condition from the definition of regular pairs.
Lemma 3.3. Suppose that k > 0; x = x0 . . . xk−1,y = y0 . . . yk−1 ∈ S
k; the pairs (x|n,y|n) with
n ≤ k are not regular ; and there exists an uncountable set S′ ⊂ S such that the pair (xz,yz) is
regular for any z ∈ S′. Then there exists a number l > 0, points xk, . . . , xk+l−1, yk, . . . , yk+l−1 ∈ S,
and an uncountable set S′′ ⊂ S such that the pairs (x0 . . . xn, y0 . . . yn) with n < k+ l are not regular
and the pair (x0 . . . xk+l−1z, y0 . . . yk+l−1z) is regular for any z ∈ S
′′.
Proof. Let C ⊂ L be an arbitrary closed unbounded set of limit ordinals. Take c0 ∈ C and z0 ∈ S
′
for which z0 > c0. By assumption, the pair (xz0,yz0) is regular; let f0 be the corresponding
regulator. Take c1 ∈ C such that c1 > max{f0(∅), z0} and z1 ∈ S
1 such that z1 > c1. By
assumption, the pair (xz1,yz1) is regular; let f1 be the corresponding regulator. Suppose that we
made n steps, i.e., chose ordinals cn−1 ∈ C and zn−1 ∈ S
′ and a regulator fn−1. At the (n + 1)th
step, we take cn ∈ C and zn ∈ S
′ such that
cn > max{fn−1(∅), zn−1} and zn > cn,
and choose a map fn witnessing the regularity of the pair (xzn,yzn).
As a result, we obtain an increasing sequence of elements of C. Let c = sup{cn : n ∈ ω}. We
have c ∈ C, because C is closed. Moreover, for any n ∈ ω, the pair (xzn,yzn) is regular, fn is the
corresponding regulator, and c+ k > c > fn(∅). Therefore, if a ∈ S
ω is a sequence such that
ai > sup{fn((c+k)a|i, (c+k)a|i) : n ∈ ω} for all i ∈ ω, (1)
then (xzn(c+k)a,yzn(c+k)a) ∈ U .
Recall that c = sup{cn : n ∈ ω} = sup{zn : n ∈ ω}; thus, any neighborhood in Z × Z of any
point of the form (xc(c+k)a,yc(c+k)a) contains the point (xzn(c+k)a,yzn(c+k)a) for some n.
Therefore, if a sequence a satisfies condition (1), then
(xc(c+k)a,yc(c+k)a) ∈ U = U.
Clearly, the set of sequences a ∈ Sω satisfying (1) is full.
Thus, any closed unbounded set of limit ordinals contains a point c ∈ L for which there exists a
full set Yc ⊂ S
ω such that
(xc(c+k)z,yc(c+k)z) ∈ U for any z ∈ Yc.
Therefore, the set L′ of such points c is stationary.
Since U open, it follows that, for any c ∈ L′ and z ∈ Yc, there exists an n = n(z, c) > k+2 such
that
Nn(xc(c+k)z)×Nn(yc(c+k)z) ⊂ U.
For m ∈ ω and c ∈ L′, we set
Cm(c) = {z ∈ Yc : n(z, c) = m}|m.
For any c ∈ L′, using Lemma 3.2 and the definition of the neighborhoods of the form Nn(a), we
can find an mc > 0 and a full set Y
′
c ⊂ Yc|mc−k−2 such that
(xµ(c+k)za,yν(c+k)zb) ∈ U for any µ, ν ∈Mmc , z ∈ Y
′
c , and a, b ∈ Z|
mc . (2)
Using the pressing down lemma, we choose a stationary subset L′′ of the stationary set L′ such
that
c˜mc = β for all c ∈ L
′′,
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where β is a countable ordinal (here the c˜n are the ordinals converging to c that are used in the
definition of the sets Mn(c) involved in the definition of the neighborhoods Nn(xc(c+k)z) and
Nn(yc(c+k)z)).
Suppose that the pairs (xx,yy) are regular for any x, y > β from S and fxy are the corresponding
regulators. Then the pair (x,y) itself is regular: the corresponding regulator is defined by
f(∅) = β, f(xa, yb) =
{
fxy(a, b) if x, y > β,
0 if x ≤ β or y ≤ β.
The pair (x,y) is not regular by assumption; hence there exist xk, yk > β for which the pair
(xxk,yyk) is not regular.
If the pairs (xxk(c+k),yyk(c+k)) are regular for all c ∈ L
′′ such that c > xk, yk, then we can
set l = 1 and S′′ = L′′ + k. Otherwise, we take c ∈ L′′ for which c > xk, yk > β, and the pair
(xxk(c+k),yyk(c+k)) is not regular. Condition (2) implies
(xxk(c+k)za,yyk(c+k)zb) ∈ U for any z ∈ Y
′
c and a, b ∈ Z|
mc . (3)
The set Y ′c is full; hence Y
′
c |1 is uncountable. If the pairs (xxk(c+k)z,yyk(c+k)z) are regular
for all z ∈ Y ′c |1, then we have obtained what is required. Otherwise, we take z0 ∈ Y
′
c |1 for which
the pair (xxk(c+k)z0,yyk(c+k)z0) is not regular. Relation (2) implies
(xxk(c+k)z0za,yyk(c+k)z0zb) ∈ U for any z such that z0z ∈ Y
′
c and any a, b ∈ Z|
mc .
The set Y ′c is full and z0 ∈ Y
′
c |1; hence the set {z : z0z ∈ Y
′
c |2} is uncountable. If the pairs
(xxk(c+k)z0z,yyk(c+k)z0z) are regular for all z ∈ S such that z0z ∈ Y
′
c |2, then we have obtained
what is required. Otherwise, we continue the construction. Sooner or later, the procedure will
terminate: we shall find either an n < mc − k − 4 such that the pairs (xxk(c+k)z0 . . . zn−1z,
yyk(c+k)z0 . . . zn−1z) are regular for all z with z0 . . . zn−1z ∈ Y
′
c |n+1 or z0 . . . zmc−k−4 ∈ Y
′
c |mc−k−3
such that all pairs (xxk(c+k)z0 . . . zmc−k−4|n,yyk(c+k)z0 . . . zmc−k−4|n), where n ≤ mc, are not
regular. In the latter case, the pair
(xxk(c+k)z0 . . . zmc−k−4z,yyk(c+k)z0 . . . zmc−k−4z)
is regular for any z such that z0 . . . zmc−k−4z ∈ Y
′
c (and there are uncountably many such z, because
Y ′c is full) by virtue of (3). 
Take any point x0 ∈ Ct|1 (the set Ct was defined before Remark 3.1). According to Remark 3.1,
the pair (x0, x0) is not regular. If there exists an x ∈ S for which the pair (x0x, x0x) is not regular,
then we take this x for x1. Suppose that we have constructed a sequence x0x1 . . . xn−1 ∈ S
n
such that the pairs (x0x1 . . . xi−1, x0x1 . . . xi−1) are not regular for any i ≤ n. If there exists an
x ∈ S for which the pair (x0x1 . . . xn−1x, x0x1 . . . xn−1x) is not regular, then we take this x for
xn. The construction cannot be continued infinitely long (otherwise, we shall obtain a sequence
x ∈ Sω such that the pair (x|n,x|n) is not regular for any n ∈ ω, whose existence contradicts
Remark 3.3). Thus, sooner or later, we shall obtain a sequence x0 . . . xk−1 ∈ S
k such that the pair
(x0x1 . . . xi−1, x0x1 . . . xi−1) is not regular for any i ≤ k but all pairs (x0x1 . . . xk−1x, x0x1 . . . xk−1x),
where x ∈ S, are regular.
We set y0 . . . yk−1 = x0 . . . xk−1. Applying Lemma 3.3 to the pair (x0 . . . xk−1, y0 . . . yk−1), we
obtain a pair (x0 . . . xk′−1, y0 . . . yk′−1) such that k
′ > k, the pair (x0x1 . . . xi−1, y0y1 . . . yi−1) is
not regular for any i ≤ k′, but all pairs (x0x1 . . . xk′−1z, y0y1 . . . yk′−1z), where z belong to some
uncountable set S′ ⊂ S, are regular. Repeatedly applying Lemma 3.3, we shall extend the sequences
in this pair. In the end, we shall obtain a sequence x,y ∈ Sω such that, for any n > 0, the pair
(x|n,y|n) is not regular but there exists an m ≥ n and an uncountable set Sm ⊂ S such that all
pairs (x|mz,y|mz), where z ∈ Sm, are regular.
Take any n ∈ ω and consider the neighborhood Nn(x) × Nn(y) of the pair (x,y) in Z × Z.
Suppose that m ≥ n and z ∈ S are such that the pair (x|mz,y|mz) is regular. This means that
(x|mza,y|mzb) ∈ U for some a, b ∈ Z|
m+1. Clearly, (x|mza,y|mzb) ∈ Nn(x) × Nn(y). Thus,
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Nn(x) ×Nn(y) ∩ U 6= ∅ for any n ∈ ω, and hence (x,y) ∈ U = U . Remark 3.3 implies that the
pair (x|n,y|n) must be regular for some n. This contradiction shows that U 6= U .
4. Concluding Remarks
We have considered two metrizable spaces with noncoinciding dimensions, Mrowka’s and
Kulesza’s, and shown that one of them can be embedded in a zero-dimensional metrizable group
and the other cannot. The natural question arises: What properties of Kulesza’s space obstruct
its embedding into a zero-dimensional metrizable group? The most manifest difference between
Mrowka’s and Kulesza’s spaces is that Kulesza’s space is metrizable by a complete metric. This
suggests the conjecture that a space metrizable by a complete metric can be embedded in a zero-
dimensional metrizable group only if it is strongly zero-dimensional. This conjecture is based not
only on purely formal grounds but also on some intuitive reasons; in this author’s opinion, it is
fairly likely. Even more likely is the following auxiliary conjecture: If (X, ρ) is a metric space
with complete metric ρ, Aρ(X) is the free group of X metrized by the Graev extension of ρ, and
indAρ(X) = 0, then dimX = 0.
It is also unclear how the dimension of metrizable groups behaves under completion1. It is only
clear that the free and free Abelian groups with Graev metrics (as well as the metrizable groups
of the form (A(X),TU) described in the first section, into which we can embed zero-dimensional
metrizable spaces) are never complete; we can always construct a fundamental sequence consisting
of words with unboundedly increasing lengths, which converges to no word of finite length.2
We conclude this paper with several questions.
Problem 1. Is it true that if the uniformity generated by a metric ρ on a set X has a countable
base consisting of open-and-closed sets, then the free (Abelian) group of X metrized with the Graev
extension of ρ is zero-dimensional?
Problem 2. Does there exist a complete metric group with noncoinciding dimensions ind and
dim?
Problem 3. Is it true that any complete metric space which can be embedded into a zero-
dimensional metrizable group is strongly zero-dimensional?
Problem 4. Is it true that if (X, ρ) is a complete metric space with metric ρ, Gρ(X) is the free
(Abelian) group of X metrized by the Graev extension of ρ, and indGρ(X) = 0, then dimX = 0?
Problem 5. Is it true that if (X, ρ) is a metric space with metric ρ, Gρ(X) is the free (Abelian)
group of X metrized by the Graev extension of ρ, and the completion of Gρ(X) = 0 is zero-
dimensional, then dimX = 0? What if the metric ρ is complete?
Problem 6. How large can the gap between the dimensions ind and dim of a metrizable group
be? What values can the dimension dim of a metrizable topological group G with indG = 0 take?
Problem 7. Let (νµ0(A), ρ) be Mrowka’s space described in the second section with a metric
ρ generating the uniformity with a clopen base described in the same section, and let be G the
metrizable group with indG = 0 into which νµ0(A) is embedded by Theorem 1.1.
(a) Find dimG;
(b) Find indGρ(νµ0(A)) and dimGρ(νµ0(A)), where Gρ(νµ0(A)) is the free (Abelian) group
of νµ0(A) metrized by the Graev extension of the metric ρ.
1This question is difficult even for general topological spaces. Thus, Mrowka’s space νµ0 has a zero-dimensional
completion under the continuum hypothesis [11]; however, Mrowka also proved that the assertion that the small
inductive dimension of all metric completions of νµ0 is larger than zero is possibly consistent [11], i.e., it holds under
a certain set-theoretic assumption whose consistency with ZFC is very likely.
2More details on topologies on free groups (including the Graev metric topology) can be found in [17].
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