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On dlog image of K2 of elliptic surface minus singular
fibers
Masanori Asakura
Abstract
Let π : X → C be an elliptic surface over an algebraically closed field of charac-
teristic zero andDi = π
−1(Pi) the singular fibers. Put U = X−∪iDi. Our objective
in this paper is the image of the dlog map Γ (U,K2)→ Γ (X,Ω2X(log
∑
Di)). In par-
ticular, we give an upper bound of the rank of the dlog image, which is computable
in many cases. This also allows us to construct indecomposable parts of Bloch’s
higher Chow groups CH2(X, 1) in special examples.
1 Introduction
Let U be a nonsingular variety over a field of characteristic zero. Let X be a smooth
compactification of U such that D := X − U is a normal crossing divisor. Then there is
the dlog map
dlog : Γ (U,K2) −→ Γ (X,Ω2X(logD))
from the K-cohomology group to the space of the algebraic differential 2-forms on X with
logarithmic poles along D. When the base field is C, the dlog image is contained in the
Betti cohomology group H2B(U,Q(2)):
dlogΓ (U,K2)⊗Z Q ⊆ Γ (X,Ω2X(logD)) ∩H2B(U,Q(2)). (1.1)
In the paper [2] Beilinson conjectured that the equality always holds true in (1.1) (see
also [10] 5.18, 5.20). However very little is known about it.
In the present paper we study the dlog image in a different way from the above when
U is the complement of the singular fibers in an elliptic surface. The main results are
Theorems A and B.
Theorem A concerns K2 of Tate curves. Let K be a finite unramified extension of
Qp and R its integer ring. Let Eq be the Tate curve over the ring R((q)) := R[[q]][q
−1]
of formal power series with coefficient in R. Then Theorem A gives a criterion for 2-
forms on Eq to be contained in dlog image of K2(Eq). It also gives a bounding space for
K2 of elliptic surface over R. Namely let πR : XR → CR be an elliptic surface over R
which has R-rational multiplicative fibers DR (see §2.3 for the precise definition). Put
XK := XR ×R K, XK := XR ×R K etc. Let UK be the complement of the all singular
fibers. Then we introduce a Zp-submodule Φ(XR, DR)Zp ⊂ Γ (XR,Ω2XR/R(logDR)) and
show
dlogΓ (UK ,K2)⊗Z Qp ⊆ Φ(XR, DR)Zp ⊗Zp Qp (1.2)
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under a mild condition on p (Theorem 3.6).
Theorem B concerns an upper bound of the rank of the dlog image of K2 of el-
liptic surface minus singular fibers. Due to Theorem A we get rankZdlogΓ (UK ,K2) ≤
rankZpΦ(XR, DR)Zp . However this is not enough to compute an explicit bound as it is
usually difficult to compute the Zp-rank of Φ(XR, DR)Zp . Theorem B enables us to replace
Φ(XR, DR)Zp with a finite dimensional Fp-space Φ(XR, DR)Fp, which will be introduced
in §6.1. Theorems A and B imply that
rankZdlogΓ (UK ,K2) ≤ dimFpΦ(XR, DR)Fp (1.3)
under some conditions on p and XR (Theorem 6.2).
One can compare (1.2) or (1.3) with (1.1). I expect that the equality also holds in
(1.2) (Conjecture 3.7). If it is true, then the equality in (1.3) also holds (see Conjecture
6.3 and the remark after it). Conjecture 3.7 is true in the modular case (Theorem 8.1).
However I have no idea how to attack this problem in general.
Our Φ(XR, DR)Zp and Φ(XR, DR)Fp are defined from the Fourier expansions of 2-
forms at the neighborhoods of multiplicative fibers. They are completely different from
the right hand side of (1.1). One of the advantage is that Φ(XR, DR)Fp is computable in
many examples. In fact we will give the following examples in §9.
Corollary 1.1 (Theorem 9.1) Let π : X → P1 be the minimal elliptic surface over C
such that the general fiber π−1(t) is the elliptic curve defined by Y 2 = X3 +X2 + tn. Let
U be the complement of the all singular fibers in X. Then we have
rank dlogΓ (U,K2) = 2 for n = 2, 3, 5, 7, 11, 13, 17, 19, 23, 29.
The dlog image is generated by
dlog
{
Y −X
Y +X
,− t
n
X3
}
, dlog
{
iY − (X + 2/3)
iY + (X + 2/3)
,− t
n + 4/27
(X + 2/3)3
}
.
Since π : X → P1 is defined over Q, it seems difficult to obtain the above result without
using Φ(XR, DR)Fp. For example I do not know whether dimQF
2 ∩H2B(U,Q(2)) = 2.
Computations of the rank of dlog image can be applied to the constructions of the
indecomposable parts of the Adams weight piece K1(X)
(2) of X (which is isomorphic to
Bloch’s higher Chow group CH2(X, 1)⊗ Q) in special examples. In fact using Corollary
1.1 together with Stiller’s computations on Ne´ron-Severi groups ([25], [26]), we can obtain
the following:
Corollary 1.2 (Theorem 9.5) Let π : X → P1 be as above and Di (1 ≤ i ≤ n + 1) the
multiplicative fibers. Let K ind1 (X)
(2) denotes the indecomposable K1
K ind1 (X)
(2) def= K1(X)
(2)/(C∗ ⊗ NS(V ))
where NS(X) denotes the Ne´ron-Severi group. Then we have
dim Image(
n+1⊕
i=1
K ′1(Di) −→ K ind1 (X)(2)) = n− 1 for n = 7, 11, 13, 17, 19, 23, 29.
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I do not know how to show the non-vanishing of the regulator image of ⊕iK ′1(Di) in the
indecomposable part H3D(X,Q(2))/(C
∗ ⊗ NS(X)) of the Deligne-Beilinson cohomology
group.
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2 Preliminaries
For an abelian group M , we denote by M [n] (resp. M/n) the kernel (resp. cokernel) of
multiplication by n. Mtor denotes the torsion subgroup of M .
2.1 Algebraic K-theory and K-cohomology
Let X be a separated noetherian scheme. Let P (X) be the exact category of locally
free sheaves, and BQP (X) the simplicial set attached to P (X) by Quillen ([17], [24]).
Quillen’s higher K-groups of X are defined as the homotopy groups of BQP (X):
Ki(X)
def
= πi+1BQP (X), i ≥ 0.
We refer [24] for the general properties of higher K-theory such as, products, localization
exact sequences, norm maps (also called transfer maps) etc.
Let Ki denote the Zariski sheaf on X associated to the presheaf
U 7−→ Ki(U) (U ⊂ X).
The Zariski cohomology groups HjZar(X,Ki) are called the K-cohomology groups ([24] §5
etc.). Assume that X is a regular irreducible scheme of dimension d. We denote by Xj
the set of points of height j. We write by κ(x) the residue field of a point x ∈ X and
ix : {x} → X the inclusion. Then we have the complex
0→ Ki → Ki(κ(η))→
⊕
x∈X1
ix∗Ki−1(κ(x))→ · · · →
⊕
x∈Xd
ix∗Ki−d(κ(x))→ 0 (2.1)
of Zariski sheaves where η is the generic point.
Theorem 2.1 (Gersten conjecture) The complex (2.1) is exact in either of the fol-
lowing cases.
1. i ≥ 0 and X is a nonsingular variety over a field,
2. i = 2 and X is smooth over a Dedekind domain.
Proof. The former is due to Quillen [17] Thm. 5.11, and the latter is due to Bloch [4].
Q.E.D.
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Suppose that X is either of the cases in Theorem 2.1. Then (2.1) gives the flasque
resolution of the sheaf Ki so that we have the isomorphism
HjZar(X,Ki) ∼=
ker(
⊕
x∈Xj Ki−j(κ(x))→
⊕
x∈Xj+1 Ki−j−1(κ(x)))
Image(
⊕
x∈Xj−1 Ki−j+1(κ(x))→
⊕
x∈Xj Ki−j(κ(x)))
(2.2)
Hereafter, we often use the identification (2.2). In particular, we identify Γ (X,K2) =
H0Zar(X,K2) with the kernel of the tame symbol
τ =
⊕
x∈X1
τx : K
M
2 (κ(η)) −→
⊕
x∈X1
κ(x)∗, {f, g} 7→
∑
x∈X1
(−1)ordx(f)ordx(g) f
ordx(g)
gordx(f)
. (2.3)
Here KM2 denotes Milnor’s K2.
Let X be a regular scheme of dimension d. There is the natural map K2(X)→ ker τ ,
which is surjective if tensoring with Z[1/(d + 1)!] ([23] The´ore`me 4 iv)). In particular, if
X is either of the cases in Theorem 2.1, we have a natural surjection
K2(X)⊗ Z[ 1
(d+ 1)!
] −→ Γ (X,K2)⊗ Z[ 1
(d+ 1)!
]. (2.4)
2.2 Regulator and dlog maps on Γ (X,K2)
Let Wk be a nonsingular variety over a field k. There are the regulator maps (also called
the Chern class maps)
cB : Γ (WC,K2) −→ H2B(WC,Z(2)) (2.5)
to the Betti cohomology group when k = C,
ce´t : Γ (Wk,K2) −→ H2e´t(Wk,Z/n(2)) (2.6)
to the e´tale cohomology group when n is invertible in k, and
cdR : Γ (Wk,K2) −→ H2dR(Wk/k) (2.7)
to the de Rham cohomology group when k is of characteristic zero (cf. [27] §23. See also
[8], [18] for the general Chern class maps on Quillen’s K-groups).
The following theorem will play an essential role in the proof of Theorem B.
Theorem 2.2 (Suslin’s exact sequence ; [27] Corollary 23.4) Suppose that n is in-
vertible in k. There is the natural exact sequence
0 −→ Γ (Wk,K2)/n ce´t−→ H2e´t(Wk,Z/n(2)) −→ H1Zar(Wk,K2)[n] −→ 0. (2.8)
Suppose that k is of characteristic zero. The de Rham regulator cdR factors through
the Hodge filtration F 2H2dR(Wk/k) = Γ (W k,Ω
2
W k
(logDk)) where W k ⊃ Wk is a smooth
compactification such that Dk := W k −Wk is a normal crossing divisor. Thus it gives
rise to the dlog map
dlog : Γ (Wk,K2) −→ Γ (W k,Ω2W k(logDk)), (2.9)
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which is written as
∑{f, g} 7→∑ df/f.dg/g under the identification (2.2).
Let A be a discrete valuation ring with a uniformizer π. Suppose that the quotient
field K is of characteristic zero. Let WA be a smooth scheme over A and WA ⊃ WA
smooth over A such that DA =
∑
Di,A := WA −WA is a relative normal crossing divisor
over A, which means that all Di,A are smooth over A and any intersection locus of DA
are also smooth. Put WK := WA ×A K. Then the dlog map (2.9) induces
dlog : Γ (WK ,K2) −→ Γ (WA,Ω2WA/A(logDA)). (2.10)
We can see it in the following way. Let
Ωj
WA/A
(log) := lim−→
E
Γ (WA − Esing,ΩjWA/A(logE)) ⊂ Ω
j
K(W )/K
where E runs over all divisors on WA such that each irreducible component is flat over
A and Esing denotes the singular locus. We claim that the image of the dlog map
KM2 (K(W )) −→ Ω2K(W )/K , {f, g} 7−→
df
f
dg
g
is contained in Ω2
WA/A
(log). In fact let f ∈ K(W )∗. Since d(cf)/(cf) = df/f for c ∈ K∗
and WA is smooth over A, we may replace f with π
mf so that all irreducible components
of the divisor of f are flat over A. This shows df/f ∈ Ω1
WA/A
(log) for all f ∈ K(W )∗ and
hence df/f · dg/g ∈ Ω2
WA/A
(log). Let
Resx : Ω
j
WA/A
(log) −→ Ωj−1κ(x)/K
be the residue map at x. Then we have a commutative diagram
KM2 (K(W ))
τ−−−→ ⊕x∈W 1K κ(x)∗
dlog
y ydlog
Ω2
WA/A
(log)
⊕Resx−−−→ ⊕x∈W 1K Ω1κ(x)/K .
(2.11)
The kernel of the bottom arrow is
lim−→
E
Γ (WA −Esing,Ω2WA/A(logDA)) ⊂ lim−→
codimZ≥2
Γ (WA − Z,Ω2WA/A(logDA))
= Γ (WA,Ω
2
WA/A
(logDA)).
The last equality follows from the fact that Ω2
WA/A
(logDA) is locally free of finite rank.
Thus the diagram (2.11) together with the identification (2.2) gives rise to (2.10).
2.3 Elliptic surface and multiplicative fiber
Let A be a field or a discrete valuation ring. In this paper, we mean by an elliptic surface
over A a projective flat morphism πA : XA → CA of A-schemes such that
(i). XA and CA are projective and smooth schemes over A of relative dimension 2 and
1 respectively,
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(ii). The general fiber of πA is an elliptic curve,
(iii). πA has a section eA : CA → XA.
Let K be the quotient field of A and K the algebraic closure. Put XK := XA ×A K and
XK := XA ×A K etc. If all fibers of πK : XK → CK are free from (−1)-curves, we call it
minimal. It is well-known that there is a unique minimal elliptic surface π′K : VK → CK
over K with a surjective map ρK : XK → VK such that π′KρK = πK :
XK
πK !!D
DD
DD
DD
D
ρK // VK
π′K}}{{
{{
{{
{{
CK
The classification of the singular fibers of minimal elliptic surface is well-known thanks
to works of Kodaira and Ne´ron. I refer the reader to the book [21] IV §8. Note that if
πK has a section, then there is no multiple fiber (often denoted by nIm).
Let C˜ := P1Z × Z/m be the disjoint union of copies of P1Z, indexed by Z/m. Attach
the point 0 of i-th P1Z to the point ∞ of (i+ 1)-th P1Z. Then we have a connected proper
curve CZ over SpecZ with the normalization C˜ → CZ. We call CZ×S the standard Ne´ron
polygon (or standard m-gon) over a scheme S (cf. [6] II. 1.1).
Let DK be a singular fiber of πK . If there is a closed subscheme D
†
K
⊂ DK which is
isomorphic to a standard m-gon, then we call DK a multiplicative fiber or type Im. This
is equivalent to say that ρK(DK) is a standard m-gon.
If the elliptic surface πA : XA → CA satisfies the following condition, we say that it
has A-rational multiplicative fibers:
(Rat) There is a closed subscheme ΣA ⊂ CA which is a disjoint union of finite copies of
SpecA such that
(i). a singular fiber π−1
K
(P ) over P ∈ CA(K) is multiplicative if and only if P ∈
ΣA(K),
(ii). for each A-rational point P of ΣA, there is a closed subscheme D
†
A ⊂ π−1A (P )
which is isomorphic to a standard Ne´ron polygon over A.
When A = K, the above is automatically satisfied.
Notation. Let πA : XA → CA be an elliptic surface over a discrete valuation ring or a field
A satisfying (Rat). Let ΣA = {P1, · · · , Ps} with Pi ∼= SpecA. We put SA := CA − ΣA,
Di,A := π
−1
A (Pi,A), DA :=
∑
Di,A and UA := XA −DA:
UA −−−→ XA
πA
y yπA
SA −−−→ CA.
We put by ri ≥ 1 the number of the irreducible components of the standard Ne´ron
polygon D†i,A ⊂ Di,A (i.e. D†i,A is a standard ri-gon). Equivalently, ri is the pole order
of the functional j-invariant of XK → CK at Pi. Moreover let S0A ⊂ SA be an arbitrary
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open subscheme such that TA := (SA − S0A)red is flat over A where ‘red’ denotes the
reduced subscheme. We put C0A := CA− TA, YA := π−1A (TA)red, U0A := XA−DA− YA and
X0A := XA − YA:
U0A −−−→ X0A
πA
y yπA
S0A −−−→ C0A.
2.4 Boundary maps
Let πA : XA → CA be an elliptic surface over a discrete valuation ring or a field A
satisfying (Rat). For each multiplicative fiber Di,A, we fix an irreducible component
Zi,A ⊂ D†i,A of the standard Ne´ron polygon and a singular point Qi,A of D†i,A such that
Qi,A ∈ Zi,A. Put Z∗i,A = Zi,A ∩D†,regi,A where D†,regi,A denotes the regular locus. Then Z∗i,A is
isomorphic to Gm,A. Let τi : Γ (U
0
A,K2) → Γ (Z∗i,A,K1) be the tame symbol (2.3) at Z∗i,A
and ordi : Γ (Z
∗
i,A,K1) → Z the map of order at Qi,A. Put ∂i := ordi · τi. We call the
following map the boundary map in algebraic K-theory:
∂ =
s⊕
i=1
∂i : Γ (U
0
A,K2) −→ Z⊕s. (2.12)
It is easy to see that ∂i does not depend on the choices of Zi,A nor Qi,A up to sign (cf. [19]
1.5 or §4.2.1 below). Since our objective is the image of the boundary, the sign ambiguity
does not matter. We write the composition K2(U
0
A) → Γ (U0A,K2) ∂→ Z⊕s by the same
notation ∂.
There are the corresponding maps (which we also call the boundary maps)
∂B : H
2
B(U
0
C,Z(2)) −→ Z⊕s (2.13)
on the Betti cohomology when A = C and
∂e´t : H
2
e´t(U
0
k
,Z/n(2)) −→ Z/n⊕s (2.14)
on the e´tale cohomology when A = k is an algebraically closed field in which n is invertible.
They are compatible with ∂ under the regulator maps cB and ce´t. The map ∂B is defined
as the composition of the following maps
H2B(U
0
C,Z(2)) −→
s⊕
i=1
H1B(Z
∗
i,C,Z(1))
∼=−→
s⊕
i=1
Z.
The definition of ∂e´t is similar. Note that ∂B (or ∂e´t) is also defined as the composition of
H2B(U
0
C,Z(2))→ H3D+Y,B(XC,Z(2)) and the Poincare-Lefschetz duality H3D,B(XC,Z(2)) ∼=
H1(DC,Z) = Z
⊕s. In particular, ∂B is a homomorphism of mixed Hodge structure (we
put the trivial Hodge structure of the right hand side of (2.13)), and ∂e´t is compatible in
Gk-action.
Let K be the quotient field of A. Suppose that the characteristic of K is zero. Put
XK := XA ×A K etc. Then the dlog map (2.10) induces
dlog : Γ (U0K ,K2) −→ Γ (XA,Ω2XA/A(logDA)). (2.15)
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We can see it in the following way. A priori the dlog image is contained in Γ (U0K ,Ω
2
U0K/K
).
It follows from (2.10) that we have dlogΓ (U0K ,K2) ⊂ Γ (X0A,Ω2XA/A(logDA)). Moreover
we claim that dlogΓ (U0K ,K2) ⊂ Γ (XK ,Ω2XK/K(logDK)). To see this, we may replace K
with C. Then it is enough to show F 2H2dR(U
0
C/C) ∩ H2B(U0C,Q(2)) ⊂ F 2H2dR(UC/C) =
Γ (XC,Ω
2
XC/C
(logDC)). However it follows from the exact sequence
H2Y,B(UC,Q) −→ H2B(UC,Q) −→ H2B(U0C,Q) −→ H3Y,B(UC,Q)
of mixed Hodge structures and the fact that H2Y,B(UC,Q)
∼= Q(−1)⊕ and H3Y,B(UC,Q) is
of type (1, 2) + (2, 1) (cf. [5] III). Thus we get
dlog : Γ (U0K ,K2) −→Γ (X0A,Ω2XA/A(logDA)) ∩ Γ (XK ,Ω2XK/K(logDK))
= Γ (XA,Ω
2
XA/A
(logDA))
where the equality follows from the fact that Ω2XA/A(logDA) is a locally free sheaf.
The Poincare residue gives rise to the boundary map
∂DR : Γ (XA,Ω
2
XA/A
(logDA)) −→ A⊕s (2.16)
on the de Rham cohomology group. It is compatible with ∂ under the dlog map (2.15):
Γ (XA,Ω
2
XA/A
(logDA))
∂DR−−−→ A⊕s
dlog
x x
Γ (U0K ,K2) ∂−−−→ Z⊕s.
(2.17)
Lemma 2.3 dlogΓ (U0A,K2) ∼= ∂Γ (U0A,K2). In particular, 0 ≤ rankZdlogΓ (U0K ,K2) ≤ s.
Proof. It is enough to show that ∂dR is injective on the image dlogΓ (U
0
A,K2). To do
this, we may replace A with K. Moreover it follows from a standard argument that
we may assume K = C. ∂dR is compatible with ∂B and the dlog image is contained in
H2B(U
0
C,Z(2))/(torsion). Therefore it is enough to show that the following map
F 2H2dR(U
0
C/C) ∩
(
H2B(U
0
C,Z(2))/torsion
) ∂B−→ Z⊕s (2.18)
is injective. Since ∂B is a homomorphism of mixed Hodge structures, the injectivity of
(2.18) follows from the Hodge symmetry. Q.E.D.
Lemma 2.4 (1) ∂Γ (U0A,K2) = ∂Γ (U0K ,K2).
(2) Suppose A = K (i.e. A is a field). Then we have ∂Γ (UK ,K2) = ∂Γ (U0K ,K2) and
∂Γ (U0K ,K2)⊗Q = ∂Γ (U0K ,K2)⊗Q.
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Proof. (2). Let k be the residue field of K and U0k and Sk the special fibers over Speck.
It follows from a commutative diagram
0 0y y
k(U0k )
∗ −−−→ ⊕x∈(U0k )1 Zy y
KM2 (K(U
0)) −−−→ ⊕x∈(U0A)1 κ(x)∗ −−−→ ⊕x∈(U0A)2 Z
=
y y y
KM2 (K(U
0)) −−−→ ⊕x∈(U0K)1 κ(x)∗ −−−→ ⊕x∈(U0K)2 Zy y
0 0
and the Gersten conjecture (Theorem 2.1) that we have an exact sequence
Γ (U0A,K2) −→ Γ (U0K ,K2) −→ Γ (U0k ,K1). (2.19)
Since Γ (U0k ,K1) ∼= Γ (S0k ,K1), we have a commutative diagram
Γ (S0A,K2) −−−→ Γ (S0K ,K2) −−−→ Γ (S0k ,K1)
π∗A
y π∗Ky π∗ky∼=
Γ (U0A,K2) −−−→ Γ (U0K ,K2) −−−→ Γ (U0k ,K1)
e∗A
y e∗Ky e∗ky∼=
Γ (S0A,K2) −−−→ Γ (S0K ,K2) −−−→ Γ (S0k ,K1)
with exact rows. A diagram chase yields that the map
Γ (U0A,K2)⊕ π∗KΓ (S0K ,K2) −→ Γ (U0K ,K2)
is surjective. It is clear from the definition that ∂π∗KΓ (S
0
K ,K2) = 0. Thus we have
∂Γ (U0A,K2) = ∂Γ (U0K ,K2).
(2). We first show that ∂Γ (UK ,K2) = ∂Γ (U0K ,K2). It follows from a commutative
diagram
0 0y y⊕
η∈Y 0K
κ(η)∗
c−−−→ ⊕x∈Y 1K Zy y
KM2 (K(U)) −−−→
⊕
x∈U1K
κ(x)∗ −−−→ ⊕x∈U2K Z
=
y y y
KM2 (K(U)) −−−→
⊕
x∈(U0K)
1 κ(x)∗ −−−→ ⊕x∈(U0K)2 Zy y
0 0
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and the Gersten conjecture (Theorem 2.1) that we have an exact sequence
Γ (UK ,K2) −→ Γ (U0K ,K2) −→ ker c. (2.20)
We claim ker c ∼= Γ (TK ,K1). In fact, let µ : Y˜K → YK be the normalization. Then we
have a commutative diagram
0y
ker µ∗y⊕
η∈Y˜ 0K
κ(η)∗
c˜−−−→ ⊕x∈Y˜ 1K Z∥∥∥ yµ∗⊕
η∈Y 0K
κ(η)∗
c−−−→ ⊕x∈Y 1K Zy
0.
Since Y˜K is regular, we have ker c˜ ∼= Γ (TK ,K1) and Coker c˜ ∼= Pic(Y˜K). Therefore it is
enough to show that the map kerµ∗ → Pic(Y˜K) is injective. To do this, we may replace
K with K. Let Pic(Y˜K) → Z⊕ be the degree map. Then the kernel of the composition
kerµ∗ → Pic(Y˜K) → Z⊕ is isomorphic to H1(Γ (YK),Z) where Γ (YK) denotes the dual
graph (cf. [6] I 3.5). Since all fibers over TK are not multiplicative, it is zero.
Now we have a commutative diagram
Γ (SK ,K2) −−−→ Γ (S0K ,K2) −−−→ Γ (TK ,K1)
π∗K
y π∗Ky π∗Ky∼=
Γ (UK ,K2) −−−→ Γ (U0K ,K2) −−−→ ker c
e∗K
y e∗Ky e∗Ky∼=
Γ (SK ,K2) −−−→ Γ (S0K ,K2) −−−→ Γ (TK ,K1)
with exact rows. A diagram chase yields that the map
Γ (UK ,K2)⊕ π∗KΓ (S0K ,K2) −→ Γ (U0K ,K2)
is surjective. Since ∂π∗KΓ (S
0
K ,K2) = 0, we have ∂Γ (UK ,K2) = ∂Γ (U0K ,K2).
Next we show that ∂Γ (U0K ,K2)⊗Q = ∂Γ (U0K ,K2)⊗Q. There is a finite extension L/K
such that ∂Γ (U0L,K2) = ∂Γ (U0K ,K2). We want to show ∂Γ (U0K ,K2)⊗Q ⊃ ∂Γ (U0L,K2)⊗Q.
Recall that the elliptic surface XK → CK hasK-rational multiplicative fibers (i.e. (Rat)).
Therefore the norm map NL/K : Γ (U
0
L,K2) → Γ (U0K ,K2) on K-cohomology induces a
commutative diagram
Γ (U0L,K2) ∂−−−→ Z⊕s
NL/K
y ymult. by [L:K]
Γ (U0K ,K2) ∂−−−→ Z⊕s.
Thus the assertion follows. Q.E.D.
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Due to Lemma 2.4 (2), the quotient ∂Γ (UK ,K2)/∂Γ (UK ,K2) is finite. We will later
discuss when it is p-torsion free in case that K is a local field (Theorem B (1)).
3 Theorem A and Φ(XR, DR)Zp
3.1 Tate curves over complete rings
Let A be a noetherian local ring which is complete with respect to an ideal qA. Then the
Tate curve Eq = Eq,A[q−1] is defined to be the proper smooth scheme over A[q
−1] defined
by the equation
y2 + xy = x3 + a4(q)x+ a6(q) (3.1)
with
a4(q) = −5
∞∑
n=1
n3qn
1− qn , a6(q) = −
∞∑
n=1
(5n3 + 7n5)qn
12(1− qn) . (3.2)
Let O be the infinity point of Eq. The series
x(u) =
∑
n∈Z
qnu
(1− qnu)2 − 2
∑
n≥1
qn
(1− qn)2 (3.3)
y(u) =
∑
n∈Z
(qnu)2
(1− qnu)3 +
∑
n≥1
qn
(1− qn)2 (3.4)
converge for all u ∈ A[q−1]∗ − qZ. They induce a homomorphism
A[q−1]∗/qZ −→ Eq(A[q−1]), u 7−→
{
(x(u), y(u)) if u 6∈ qZ
O if u ∈ qZ, (3.5)
which is bijective if A is a complete discrete valuation ring. We often use the uniformiza-
tion (3.5). In particular, we have
dx
2y + x
=
du
u
(3.6)
which we call the canonical invariant 1-form.
Definition 3.1 (Theta function)
θ(u) = θ(u, q)
def
= (1− u)
∞∏
n=1
(1− qnu)(1− qnu−1)
θ(u) converges for all u ∈ A[q−1]∗ and satisfy
θ(qu) = θ(u−1) = −u−1θ(u). (3.7)
In particular a function
f(u) = c
∏
i
θ(αiu)
θ(βiu)
(3.8)
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is q-periodic if
∏
i αi/βi = 1. Suppose that A = R is a complete discrete valuation ring.
We denote by K its quotient field. Then, for any rational function f(u) on Eq,K, one
can find c, αi, βi ∈ K∗ such that f(u) is given as in (3.8). Thus we have the one-one
correspondence
K(Eq)∗ 1:1←→
{
c
∏
i
θ(αiu)
θ(βiu)
; c, αi, βi ∈ K∗ with
∏
i
αi/βi = 1
}
, (3.9)
by which we often identify the both sides.
3.2 Statement of Theorem A
Let p ≥ 3 be a prime number, and r ≥ 1 an integer. Let R0 be the integer ring of
a finite unramified extension K0 of Qp of degree d. Since K0/Qp is unramified, there
is a cyclotomic basis µ = {ζ1, · · · , ζd} of Ri, namely ζi are roots of unity such that
R0 =
⊕d
i=1 Zpζi. Letting q0 be an indeterminate we put q := q
r
0. Let Eq = Eq,R0((q0)) be
the Tate curve over R0((q0)) := R0[[q0]][q
−1
0 ].
The dlog map K2 → Ω2Eq/R0 of Zariski sheaves on Eq gives rise to
dlog : Γ (Eq,K2) −→ Γ (Eq,Ω2Eq/R0). (3.10)
We also write by dlog the composite map
K2(Eq) −→ Γ (Eq,K2) dlog−→ Γ (Eq,Ω2Eq/R0) −→ R0((q0))
dq0
q0
du
u
,
where the last map is the natural map. Define a map
φµ : R0((q0))
dq0
q0
du
u
−→
∏
k≥1
(Zp/k
2Zp)
⊕d (3.11)
in the following way. (Note that the inner component of the right hand side is zero unless
p|k.) Express
f(q0)
dq0
q0
du
u
=
(∑
j∈Z
cjq
j
0
)
dq0
q0
du
u
(3.12)
=
(∑
j≤0
cjq
j
0 +
∞∑
k=1
d∑
i=1
a
(i)
k
ζiq
k
0
1− ζiqk0
)
dq0
q0
du
u
(3.13)
with a
(i)
k ∈ Zp, which are uniquely determined. Then we define
φµ : f(q0)
dq0
q0
du
u
7−→ (a¯(1)k , · · · , a¯(d)k )k≥1
where bars denote modulo k2Zp.
Theorem A. Suppose that p is prime to 2r. Then the composition
K2(Eq)
dlog−→ R0((q0))dq0
q0
du
u
φµ−→
∏
k≥1
(Zp/k
2Zp)
⊕d (3.14)
is zero.
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Remark 3.2 We can replace K2(Eq) with Γ (Eq,K2) in Theorem A if p ≥ 5. In fact the
map K2(Eq)⊗ Z[1/6] −→ Γ (Eq,K2)⊗ Z[1/6] is surjective as dimEq = 2 ([23] The´ore`me
4 iv)).
Theorem A is the most important result in this paper. It gives a criterion for 2-forms
to be contained in the dlog image.
We will prove Theorem A in §4 and §5. The outline is as follows. We first construct
the following commutative diagram
K2(Eq)
τ∞

τ e´t∞
))TTT
TTT
TTT
TTT
TTT
TT
dlog
uulll
ll
lll
ll
ll
ll
R0((q0))
dq0
q0
du
u R0((q0))
∗ ⊗ Z[r−1]ιoo h // (R0((q0))[p−1])
∗
/pν
for ν ≥ 1 where h is the natural map from the ring homomorphism R0((q0))→ R0((q0))[p−1]
and ι is given by h 7→ dh
h
du
u
. The map τ e´t∞ is defined from the e´tale regulator and the weight
exact sequence on the e´tale H1 of Tate curve (cf. (4.43)). The map τ∞ is defined in the
way of algebraic K-theory, which turns out to be an analogue of the Beilinson regulator,
though our construction is completely different from Beilinson’s one (and it is rather sim-
ple). Although the three maps dlog, τ∞ and τ
e´t
∞ are defined in different ways, it turns out
that they are compatible. In particular we can reduce the problem to the characterization
of the image of τ e´t∞. It follows from the definition that the image of τ
e´t
∞ is contained in the
kernel of the map x 7→ x ∪ q of cup-product in e´tale cohomology groups of R0((q0))[p−1].
Thus we get a vanishing
{τ∞(ξ), q} = 0 in KM2 (R0〈q0〉)/pν (3.15)
for all ξ ∈ K2(Eq) where R0〈q0〉 denotes the p-adic completion of R0((q0)) (cf. §4.1.1).
Finally we apply Kato’s explicit reciprocity law to (3.15) and obtain the desired result.
Remark 3.3 In an earlier version, I proved Theorem A only in the case of R0 = Zp and
only for k ≤ p(2p− 2). The outline of the proof was the same, but I used the Artin-Hasse
formula instead of Kato’s explicit reciprocity law. Dr. Yasuda informed me Kato’s work
and pointed out that we can get more general statement.
The map φµ depends on the basis µ. However we have
Lemma 3.4 The kernel of φµ does not depend on the choice of µ.
Proof. Let f(q0) ∈ R0[[q0]] be expressed as in (3.13). Then
a
(i)
k ∈ kZp for ∀k, i⇐⇒ f(q0) = q0
d
dq0
log h(q0), ∃h(q0) ∈ R0((q0))∗ (3.16)
where log(1 − x) = −∑i≥1 xi/i. Note that h(q0) is uniquely determined up to constant.
Let σ : R0 → R0 be the Frobenius automorphism and ϕ : R0((q0)) → R0((q0)) the
endomorphism such that ϕ(aqi0) = σ(a)q
ip
0 for a ∈ R0 (which is also called the Frobenius).
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Put lϕ(g) = p
−1 log(ϕ(g)/gp) for g ∈ R0((q0))∗ (cf. §5.3). Let ζ ∈ R0 be an arbitrary root
of unity. Since σ(ζ) = ζp, we have
lϕ(1− ζqj0) =
∑
m≥1,(m,p)=1
(ζqj0)
m
m
, j ≥ 1.
Therefore if we express
h(q0) = c(−q0)m
∞∏
k=1
d∏
i=1
(1− ζiqk0 )b
(i)
k
with c ∈ R∗0, m ∈ Z and −kb(i)k = a(i)k , then we have
lϕ(h) =
∞∑
k=1
d∑
i=1
∑
m≥1,(m,p)=1
b
(i)
k
(ζiq
k
0 )
m
m
.
One can easily show that
a
(i)
k ∈ k2Zp for ∀k, i⇐⇒ b(i)k ∈ kZp for ∀k, i (3.17)
⇐⇒ lϕ(h) = q0 d
dq0
g(q0), ∃g(q0) ∈ R0((q0)) (3.18)
by the induction on k. Since the right hand side of (3.16) and (3.18) do not depend on
µ, we see that so does not the kernel of φµ. Q.E.D.
3.3 Φ(XR, DR)Zp : a bounding space of dlog image
Let p ≥ 3 be a prime number. Let K be a finite unramified extension of Qp and R its
integer ring. Let πR : XR → CR be an elliptic surface over R satisfying (Rat). We use
the notations in §2.3. Assume that p is prime to r1 · · · rs. Let ti ∈ OCR be the uniformizer
of Pi,R for 1 ≤ i ≤ s. Let ιi : SpecR((ti)) −→ SR be the punctured neighborhood of Pi,R
and Xi the fiber product:
Xi −−−→ URy yπR
SpecR((ti))
ιi−−−→ SR.
Then Xi is isomorphic to the Tate curve (e.g. [6] VII Cor. 2.6). More precisely let
q ∈ R((ti)) be the unique power series such that ordti(q) = ri and
j(Xi) =
1
q
+ 744 + 196884q + · · · . (3.19)
Then there is an isomorphism
Xi ∼= Eq,R((ti)) (3.20)
of R((ti))-schemes (e.g. [6] VII. 2.6). The isomorphism (3.20) is unique up to the trans-
lation and the involution u 7→ u−1. Put ai := trii /j(Xi)|ti=0 = trii /q|ti=0 ∈ R∗. Let
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Ki = K(a
1/ri
i ) and Ri its integer ring. Since p is prime to ri, Ki is also unramified
over Qp. There is qi ∈ Ri((ti)) such that qrii = q and we have Ri((ti)) = Ri((qi)). Put
Γ (XR,Ω
2
XR/R
(logDR))Zp := ∂
−1
dR(Z
⊕s
p ) where ∂dR is the boundary map (2.16). We have
the composition of natural maps
Γ (XR,Ω
2
XR/R
(logDR))Zp −→ Γ (Xi,Ω2Xi/R) ∼= Γ (Eq,R((ti)),Ω2Eq,R((ti))/R)
−→ Ri((qi))dqi
qi
du
u
(3.21)
where the isomorphism in the middle is due to (3.20). Let di = [Ki : Qp] and fix a
cyclotomic basis µi of Ri. There are the corresponding maps on K-cohomology to (3.21)
which give rise to a commutative diagram
Γ (UR,K2)⊗ Zp dlog−−−→ Γ (XR,Ω2XR/R(logDR))Zpy y(3.21)
Γ (Eq,Ri((qi)),K2)⊗ Zp
dlog−−−→ Ri((qi))dqiqi duuyφµi∏
k≥1(Zp/k
2Zp)
⊕di .
(3.22)
Let φi be the composition of the right vertical arrows.
Definition 3.5 Φ(XR, DR)Zp := ker(⊕φi) =
⋂s
i=1 ker φi ⊂ Γ (XR,Ω2XR/R(logDR))Zp.
It follows from Lemma 3.4 that Φ(XR, DR)Zp does not depend on the choice of the
cyclotomic basis µi and hence depends only on (XR, DR). By Theorem A and Re-
mark 3.2 we have φµidlog = 0 in (3.22) if p ≥ 5 and (φµidlog) ⊗ Q = 0 if p ≥ 3.
Thus we have dlogΓ (UR,K2) ⊗ Zp ⊆ Φ(XR, DR)Zp if p ≥ 5 and dlogΓ (UR,K2) ⊗ Qp ⊆
Φ(XR, DR)Zp ⊗Zp Qp if p ≥ 3.
Summarizing above together with Lemmas 2.3 and 2.4, we have
Theorem 3.6 Let R be the ring of integer in an unramified extension K of Qp, and
πR : XR → CR an elliptic surface over R satisfying (Rat). Then we have
dlogΓ (U0K ,K2)⊗Z Zp ⊆ Φ(XR, DR)Zp if p 6 |6r1 · · · rs, (3.23)
dlogΓ (U0
K
,K2)⊗Z Qp ⊆ Φ(XR, DR)Zp ⊗Zp Qp if p 6 |2r1 · · · rs. (3.24)
Although the sequence (3.14) is far from exact, I expect that the equality in (3.24) holds,
namely the dlog image is characterized by the numerical conditions on the Fourier coeffi-
cients:
Conjecture 3.7 (characterization of dlog image)
dlogΓ (U0
K
,K2)⊗Z Qp = Φ(XR, DR)Zp ⊗Zp Qp.
We will see in §8 that it is true for modular elliptic surfaces.
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4 Construction of 〈 , 〉 and τ∞
In this section we construct maps
〈 , 〉 : KM2 (K〈u〉♭) −→ K∗, (4.1)
τ∞ : K2(Eq,A[q−1])⊗ Z[1
r
] −→ A[q−1]∗ ⊗ Z[1
r
], (4.2)
where K is a complete discrete valuation field (see §4.1.1 below for the definition of K〈u〉♭),
(A, q, r) is as in the beginning of §4.2, and Eq,A[q−1] is the Tate curve over A[q−1]. Both
maps play important roles in the proof of Theorem A. I keep in mind the cases of K = L
a finite extension of Qp or K = k((q0)) for (4.1) and the case that A = R0((q)) or R0 for
(4.2).
4.1 Construction of the pairing 〈 , 〉 : KM2 (K〈u〉♭)→ K∗
Let R be a complete discrete valuation ring with a uniformizer πK and K the quotient
field of R. Let ordK : K → Z ∪ {+∞} be the valuation such that ordK(πK) = 1. By
convention, ordK(0) = +∞. This map is uniquely extended on K the algebraic closure
of K, which we also write by ordK. We put Rn = R/πnK, Un = 1 + πnKR (n ≥ 1) and
k = R/πKR the residue field.
4.1.1 K〈u〉 and K〈u〉♭
Letting u be an indeterminate, we define a ring R〈u〉 to be the πK-adic completion of
R((u)) := R[[u]][u−1]:
R〈u〉 def= lim←−
i
(R/πiK((u))) .
R〈u〉 is the subring of the ring R[[u, u−1]] of formal Laurent series which is generated by
+∞∑
i=−∞
aiu
i (ai ∈ R)
such that ordK(ai)→ +∞ as i→ −∞. Since R((u)) is a PID,R〈u〉 is a discrete valuation
ring with a uniformizer πK. We denote by K〈u〉 the fractional field : K〈u〉 = K⊗RR〈u〉 =
R〈u〉[π−1K ]. The valuation on K〈u〉 is given by
ordK〈u〉
(
+∞∑
i=−∞
aiu
i
)
= min(ordK(ai); i ∈ Z).
Any f ∈ K〈u〉 has the following expression
f = a0u
n
∞∏
i=1
(1− a−iu−i)(1− aiui),
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with 

a0 ∈ K∗
ai ∈ R i 6= 0
ordK(a−i) > 0 i > 0
ordK(a−i)→ +∞ as i→ +∞.
(4.3)
Note ordK〈u〉(f) = ordK(a0). The residue field of K〈u〉 is the field k((u)) of formal power
series with coefficient in k. Note that the field K〈u〉 contains K(u), however neither
K〈u〉 ⊂ K((u)) nor K〈u〉 ⊃ K((u)).
Lemma 4.1 Let f ∈ K〈u〉. The following are equivalent.
(1) For any n ≥ 1, there are fn ∈ K(u) and φn ∈ πnKR〈u〉 such that f = fn(1 + φn).
(2) For any n ≥ 1, there are f ′n ∈ K(u) and φ′n ∈ πnKR〈u〉 such that f = f ′n + φ′n.
Proof. Assume that (1) holds. Put N = ordK〈u〉(f). We have N = ordK〈u〉(fn) for all n ≥
1. Let n1 ≥ max(n−N, 1). Put f ′n = fn1 and φ′n = fn1φn1. Since ordK〈u〉(φn) ≥ n1+N , we
have (2). Conversely, assume that (2) holds. Then for all n > N we have N = ordK〈u〉(f
′
n).
Put fn = f
′
n+N and φn = φ
′
n+N/f
′
n+N . Since ordK〈u〉(φn) ≥ (n+N)−N = n, we have (1).
Q.E.D.
Definition 4.2 We define
K〈u〉♭ ⊂ K〈u〉
as the subset of the elements such that the equivalent conditions in Lemma 4.1 hold.
Moreover, we define
R〈u〉♭ def= {f ∈ K〈u〉♭; ordK〈u〉(f) ≥ 0}.
Lemma 4.3 K〈u〉♭ is a complete discrete valuation field with πK a uniformizer, andR〈u〉♭
is its valuation ring. The residue field is k(u).
Proof. If f ∈ K〈u〉♭ and g ∈ (K〈u〉♭)∗ then fg−1 ∈ K〈u〉♭ by Lemma 4.1 (1) and f − g ∈
K〈u〉♭ by Lemma 4.1 (2). Therefore K〈u〉♭ is a field. The map ordK〈u〉 gives the discrete
valuation on K〈u〉♭. Then R〈u〉♭ is its valuation ring by definition. It follows from Lemma
4.1 (2) that any Cauchy sequence in R〈u〉♭ converges to an element in R〈u〉♭. Thus R〈u〉♭
is complete. The last assertion is clear. Q.E.D.
Example. Let q ∈ K∗ such that ordK(q) > 0. The typical example of elements of K〈u〉♭
is the theta function θ(u, q) = (1− u)∏n≥1(1− qnu)(1− qnu−1). On the other hand, let
f = a0 + a1u + a2u
2 + · · · ∈ R[[u]] such that f mod(πK) 6∈ k(u). Then f is contained in
R〈u〉 but not in R〈u〉♭.
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4.1.2 〈 , 〉n and 〈 , 〉
For α ∈ K let τα denote the tame symbol at u = α:
τα : K
M
2 (K(u)) −→ K
∗
, {f, g} 7−→ (−1)ordα(f)ordα(g)
(
f ordα(g)
gordα(f)
)
|u=α.
Define a pairing
(K〈u〉♭)∗ × (K〈u〉♭)∗ −→ K∗/Un, (f, g) 7−→ 〈f, g〉n def=
∑
ordK(α)>0
τα{fn, gn} (4.4)
where f = fn(1 + φn) and g = gn(1 + ψn) are as in Lemma 4.1 (1) and α runs over all
α ∈ K such that ordK(α) > 0 (including α = 0). Since the choices of fn or gn are not
unique, we need to show that the above pairing does not depend on them:
Lemma 4.4 The pairing (4.4) is well-defined.
Proof. We want to show that if h ∈ K(u)∗ ∩ (1 + πnKR〈u〉) and h′ ∈ K(u)∗ then we have∑
ordK(α)>0
τα{h, h′} ∈ Un. (4.5)
More generally, we show ∑
ordK(α)>0
τα{h, a} ∈ Un := 1 + πnKR (4.6)
∑
ordK(α)>0
τα{h, b− u} ∈ Un (4.7)
for a, b ∈ K where R denotes the integer ring of K.
For any h ∈ K(u)∗ there is a decomposition
h = cun
∏
ordK(αi)>0
(1− αiu−1)ri
∏
ordK(βj)≥0
(1− βju)sj (4.8)
with n, ri, sj ∈ Z and c, αi, βj ∈ K∗. Since h ∈ K(u)∗ and K is complete, both of∏
ordK(αi)>0
(1− αiu−1)ri,
∏
ordK(βj)≥0
(1− βju)sj
are in K(u)∗ and hence c ∈ K∗. Assume h ∈ 1 + πnKR〈u〉. Then reduction mod πK shows
n = 0. Moreover since
c
∏
ordK(αi)>0
(1− αiu−1)ri = c(1 + a1u−1 + a2u−2 + a3u−3 + · · · )
≡
∏
ordK(βj)≥0
(1− βju)−sj mod πnKR〈u〉
= 1 + b1u+ b2u
2 + b3u
3 + · · · ,
we have c − 1 ≡ ai ≡ bj ≡ 0 mod πnK. Therefore it is enough to show (4.6) and (4.7) in
the following cases:
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Case (i) h = c where c ≡ 1 mod πnK,
Case (ii) h =
∏
ordK(αi)>0
(1− αiu−1)ri = 1 + a1u−1 + a2u−2 + · · · with ∀ai ≡ 0 mod πnK,
Case (iii) h =
∏
ordK(βj)≥0
(1− βju)sj = 1 + b1u+ b2u2 + · · · with ∀bi ≡ 0 mod πnK.
Proof : Case (i). Easy.
Proof : Case (ii). (4.6) is clear. We show (4.7). If ordK(b) ≤ 0, then
∑
ordK(α)>0
τα{h, b− u} =
∏
i
(
b
b− αi
)ri
= (1 + a1b
−1 + a2b
−2 + · · · )−1 ≡ 1 mod πnK.
If ordK(b) > 0 and b 6= 0, then∑
ordK(α)>0
τα{h, b− u} =
∑
ordK(α)>0
τα({
∏
αi 6=b
(1− αiu−1)ri, b− u}+ {(1− bu−1)r, b− u})
=
∏
αi 6=b
(
b
b− αi
)ri (
1− αib−1
)ri · br
br
= 1.
If b = 0, then ∑
ordK(α)>0
τα{h,−u} =
∑
ordK(α)>0
τα{
∏
αi 6=0
(1− αiu−1)ri,−u}
=
∏
αi 6=0
(−αi
−αi
)ri
= 1.
Proof : Case (iii). (4.6) is clear. (4.7) is also clear if ordK(b) ≤ 0. Suppose ordK(b) > 0.
Then ∑
ordK(α)>0
τα{h, b− u} =
∏
ordK(βj)≥0
(1− βjb)sj = 1 + b1b+ b2b2 + · · · ≡ 1 mod πnK.
This completes the proof. Q.E.D.
Lemma 4.5 (1) 〈 , 〉n is biadditive.
(2) Let f, g ∈ (K〈u〉♭)∗ and f ∈ 1 + πnKR〈u〉. Then 〈f, g〉n = 1.
(3) For m ≥ n the pairings 〈 , 〉m and 〈 , 〉n are compatible:
(K〈u〉♭)∗ × (K〈u〉♭)∗ 〈 , 〉m−−−→ K∗/Um∥∥∥ y
(K〈u〉♭)∗ × (K〈u〉♭)∗ 〈 , 〉n−−−→ K∗/Un
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(4) 〈f, 1− f〉n = 1 for any f ∈ (K〈u〉♭)∗ such that f 6= 1.
Proof. (1), (2) and (3) are obvious. To show (4), let f = fm(1 + φm) (m ≥ n) be
the decomposition as in Lemma 4.1 (1). Put N = ordK〈u〉(f) = ordK〈u〉(fm) and M =
ordK〈u〉(1− f). Then for m > M −N the order of 1− fm = 1− f + fmφm is equal to M .
Therefore we have
1− f = 1− fm − fmφm = (1− fm)
(
1− fmφm
1− fm
)
= (1− fm)(1− ψm)
with ordK〈u〉(ψm) ≥ m+N −M . Take m ≥ max(n, n+M −N). Thus we have
〈f, 1− f〉n =
∑
ordK(α)>0
τα{fm, 1− fm} = 1.
This completes the proof. Q.E.D.
Due to Lemma 4.5 the pairing 〈 , 〉n induces a map on Milnor’s K2:
〈 , 〉n : KM2 (K〈u〉♭) −→ K∗/Un, {f, g} 7−→ 〈f, g〉n. (4.9)
Due to Lemma 4.5 (3) it forms the projective system. We define
〈 , 〉 = lim←−
n
〈 , 〉n : KM2 (K〈u〉♭) −→ lim←−
n
K∗/Un = K∗. (4.10)
Lemma 4.6 (Explicit description of the pairing) Let f, g ∈ K〈u〉♭ be expressed as
f = a0u
n
∞∏
i=1
(1− a−iu−i)(1− aiui), g = b0um
∞∏
i=1
(1− b−iu−i)(1− biui),
where ai and bi are as in (4.3). Then we have
〈f, g〉 = (−1)nma
m
0
bn0
∏
i,j≥1
(1− aj/(i,j)i bi/(i,j)−j )(i,j)
(1− aj/(i,j)−i bi/(i,j)j )(i,j)
(4.11)
where (i, j) denotes the greatest common divisor of i and j.
Proof. Note that 〈 , 〉n annihilates the subgroup {1+ πnKR〈u〉 ∩K〈u〉♭,−} by Lemma 4.5
(2). Now (4.11) is straightforward from the definition. Q.E.D.
Let R〈u〉♭n = R〈u〉♭/πnKR〈u〉♭ →֒ R〈u〉/πnKR〈u〉 = Rn((u)) be the subring. Then due to
Lemma 4.5 (2) (and Lemma 4.6), our 〈 , 〉 also induces the following map
〈 , 〉 : KM2 (R〈u〉♭n) −→ R∗n. (4.12)
Remark 4.7 We will see that the pairing (4.12) can be extended on KM2 (Rn((u))) and
the same formula as (4.11) holds (§4.2.2). However I do not know how to show it directly
from (4.11).
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4.1.3 Definition of τ∞ : K2(Eq,K)→ K∗
Let Eq = Eq,K be the Tate curve over K. The uniformization (3.5) induces a natural
inclusion K(Eq) →֒ K〈u〉♭ as θ(u) ∈ K〈u〉♭. We define τ∞ : K2(Eq,K) → K∗ as the
composition of the maps
K2(Eq,K) −→ KM2 (K(Eq)) −→ KM2 (K〈u〉♭)
〈 , 〉−→ K∗.
This gives the definition of (4.2) when A is a complete discrete valuation ring.
Remark 4.8 (Beilinson’s regulator) Suppose K = C((q)) and Eq = C∗/qZ with |q| ≪
1. Then one can easily see that our τ∞ is equal to Beilinson’s regulator:
τ∞(ξ) = exp
(∑ 1
2πi
∫
δ
log f
dg
g
− log g(o)df
f
)
, ξ =
∑
{f, g} ∈ K2(Eq)
where o is an initial point and δ ∈ π1(Eq, o) is the vanishing cycle.
4.2 Construction of τ∞ for arbitrary A
Let A be a regular local ring which is complete with respect to the maximal ideal m. Let
q ∈ m and q 6= 0. We assume that O := A/√qA is also regular. Since A is a UFD, the
prime ideal
√
qA is generated by a prime element π. Let r ≥ 1 be the integer such that
πrA = qA. Let Aˆ be the completion of A(π) with respect to π. Then Aˆ is a complete
discrete valuation ring with the uniformizer π. We have already constructed the map
τ∞ : K2(Eq,Aˆ[q−1]) −→ Aˆ[q−1]∗ (4.13)
in §4.1.3. There is the natural map K2(Eq,A[q−1])→ K2(Eq,Aˆ[q−1]). In this section we show
τ∞(K2(Eq,A[q−1])⊗ Z[1/r]) ⊂ A[q−1]∗ ⊗ Z[1/r], which allows us to define
τ∞ : K2(Eq,A[q−1])⊗ Z[1
r
] −→ A[q−1]∗ ⊗ Z[1
r
]. (4.14)
(Unfortunately I could not remove “⊗Z[1/r]”. However it does not matter for our purpose
because we only handle K2(−)⊗ Zp and the prime number p is supposed to be prime to
r.)
4.2.1 Regular model Eq,A
Let X be the proper scheme over A defined by the equation (3.1). Then X×A SpecA[q−1]
is isomorphic to Eq,A[q−1], and X is regular except at the locus x = y = π = 0. Taking
(r − 1)-times blowing ups along the locus, we get a regular scheme Eq,A over A. It is
proper over A. Moreover Eq,A ×A SpecA[q−1] is isomorphic to Eq,A[q−1] and the special
fiber DO := Eq,A ×A SpecO is the standard Ne´ron r-gon over O. Note that Eq,A is the
generalized elliptic curve in the sense of [6] II 1.12 (see also VII. 1 for rigid geometric
construction of Eq,A).
Quillen’s localization exact sequence (cf. [24] Prop.(5.15)) yields an exact sequence
K2(Eq,A) −→ K2(Eq,A[q−1]) −→ K ′1(DO) i∗−→ K1(Eq,A) (4.15)
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where i : DO →֒ Eq,A. We first calculate K ′1(DO). Let DregO be the regular locus of DO. It
is the disjoint union of r-copies of Gm,O. Then we have an exact sequence
K2(Gm,O)
⊕r δ−→ K1(O)⊕r −→ K ′1(DO) −→ K1(Gm,O)⊕r δ
′−→ Z⊕r. (4.16)
Note K1(Gm,O) ∼= Z ⊕ O∗ and K2(Gm,O) ∼= K2(O) ⊕ O∗ (loc.cit. Cor.(5.5)). Then
δ(K2(O)⊕r) = 0 and the induced map
(K2(Gm,O)/K2(O))⊕r ∼= (O∗)⊕r −→ K1(O)⊕r ∼= (O∗)⊕r
is given by the matrix 

1 −1
−1 1
−1
. . .
1
−1 1


(4.17)
Therefore the cokernel of δ is isomorphic to O∗. Similarly, δ′(O⊕r) = 0 and the induced
map K1(Gm,O)/K1(O)⊕r = Z⊕r → Z⊕r is also given by (4.17). Thus we have kerδ′ ∼=
Z⊕O∗⊕r:
0 −→ O∗ −→ K ′1(DO) −→ Z⊕O∗⊕r −→ 0. (4.18)
Since the first map in (4.18) has the splitting by the map K ′1(DO)→ K1(O) induced from
the structure morphism, we have
K ′1(DO)
∼= Z⊕O∗⊕r ⊕O∗. (4.19)
This also implies
r⊕
k=1
K1(D
(k)
O ) −→ K ′1(DO) −→ Z −→ 0 (4.20)
where D
(k)
O are the irreducible components of DO.
Next we study the kernel of i∗. Let us consider the composition of the following 4
maps
r⊕
k=1
K1(D
(k)
O ) −→ K ′1(DO) i∗−→ K1(Eq,A) i
∗−→ K1(DO) −→
r⊕
k=1
K1(D
(k)
O ). (4.21)
Note D
(k)
O
∼= P1O and K1(P1O) ∼= O∗⊕2. The composition (4.21) is given by the matrix

−2 1 1
1 −2
1
. . . 1
−2 1
1 1 −2


(4.22)
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Therefore we have
kernel of (4.21) = {(η1, · · · , ηr) ∈
r⊕
k=1
K1(D
(k)
O ) | rη1 = · · · = rηr}.
This shows
ker i∗ ⊂ Z⊕M ⊕O∗, M := {(c1, · · · , cr) ∈ O∗⊕r | cr1 = · · · = crr}. (4.23)
under the identification (4.19).
We see that the inclusion in (4.23) is equal if we invert r. Let us see the last component
O∗. Let p : SpecA[q−1]→ Eq,A[q−1] be a rational point. Then p∗K2(A[q−1]) ⊂ K2(Eq,A[q−1])
is onto the component O∗. Next, we see the second component. Let fE : Eq,A[q−1] →
SpecA[q−1] be the structure morphism. Then f ∗EK2(A[q
−1]) ⊂ K2(Eq,A[q−1]) is onto the
diagonal component of O∗⊕r, which is equal to M if we invert r.
Finally we see the first component Z. Note that the composition K2(Eq,A[q−1]) →
K ′1(DO) → Z is the boundary map ∂ in §2.4. We show that the image of ∂ contains rZ.
Since A is complete with respect to q, there is the homomorphism Z[[q]]→ A and it gives
rise to a commutative diagram
K2(Eq,Z((q)))
∂−−−→ Zy ymult. by r
K2(Eq,A[q−1])
∂−−−→ Z.
Therefore it is enough to show that the top arrow is surjective. Let 0 < a < b < c be
integers. Put q0 = q
1/c and consider the embedding Z((q)) →֒ Z((q0)). Let
f(u) :=
θ(qa0u)
c
θ(u)c−aθ(qu)a
= (−u)a
(
θ(qa0u)
θ(u)
)c
and
g(u) :=
θ(qb0u)
c
θ(u)c−bθ(qu)b
= (−u)b
(
θ(qb0u)
θ(u)
)c
the rational functions on Eq,Z((q0)). More precisely, let Qi be the Z((q0))-rational point of
Eq,Z((q0)) corresponding to u = q
−i
0 . Then f (resp. g) has a zero at Qa (resp. Qb) and a
pole at Q0 (resp. Q0). Put
ξM(a,b,c) :=
{
f(u)
f(q−b0 )
,
g(u)
g(q−a0 )
}
∈ KM2 (O(Eq,Z((q0)) −Q∗)), (4.24)
where Q∗ = Qa + Qb + Q0. The Milnor K2-symbol ξ
M
(a,b,c) defines a Quillen K2-symbol
ξQ(a,b,c) ∈ K2(Eq,Z((q0)) −Q∗). Recall the localization exact sequence
K2(Eq,Z((q0))) −→ K2(Eq,Z((q0)) −Q∗) τ−→ K1(Q∗) = K1(Z((q0)))⊕3
where τ is the tame symbol. It is easy to see τ(ξQ(a,b,c)) = 0. Therefore there is a lifting
ξ′(a,b,c) ∈ K2(Eq,Z((q0))). We put
ξ(a,b,c) := N(ξ
′
(a,b,c)) ∈ K2(Eq,Z((q))) (4.25)
23
where N : K2(Eq,Z((q0))) → K2(Eq,Z((q))) denotes the norm map for Z((q0))/Z((q)). A
direct calculation yields that ∂(ξ′(a,b,c)) = a(b − a)(b − c) (cf. [1] Rem.5.5). Since the
diagram
K2(Eq,Z((q0)))
∂−−−→ Z
N
y y=
K2(Eq,Z((q)))
∂−−−→ Z
is commutative, we have ∂(ξ(a,b,c)) = a(b− a)(b− c). Choose (a, b, c) = (1, 2, 3). Thus we
have the surjectivity of ∂ : K2(Eq,Z((q)))→ Z.
Proposition 4.9 Under the isomorphism K ′1(DO)
∼= Z⊕O∗⊕r ⊕O∗
ker i∗ ⊂ Z⊕M ⊕O∗
where M := {(c1, · · · , cr) ∈ O∗⊕r | cr1 = · · · = crr}. The inclusion is equal if we tensor
Z[1/r].
More precisely, we can see from the above that (Z ⊕M ⊕ O∗)/ker i∗ is a subquotient of
(Z/rZ)⊕r+1.
Corollary 4.10 Let p : SpecA[q−1] → Eq,A[q−1] be a rational point and fE : Eq,A[q−1] →
SpecA[q−1] the structure morphism. Let ξ(a,b,c) be as in (4.25) and also think of it being a
K2-symbol of Eq,A[q−1] by the natural homomorphism Z[[q]]→ A. Then
K2(Eq,A)⊕ Z · ξ(1,2,3) ⊕ p∗K2(A[q−1])⊕ f ∗EK2(A[q−1]) −→ K2(Eq,A[q−1]) (4.26)
is surjective tensoring with Z[1/r].
4.2.2 Boundary map in algebraic K-theory
Let S be a noetherian ring. We recall the boundary map
∂ : Ki+1(S((u))) −→ Ki(S) (4.27)
from K. Kato [13] §2. Let
PS : the category of projective S-modules of finite rank
MS : the category of finite S-modules
MfS : the category of finite S-modules which have finite projective resolutions.
Moreover letHS[[u]] be the category of finite S[[u]]-modulesM such thatM⊗S[[u]]S((u)) =
0 and there is a resolution
0 −→ E0 −→ E1 −→M −→ 0 (4.28)
with Ei ∈ PS[[u]].
By Quillen’s resolution theorem ([24] Theorem (4.6)) Ki(S)
def
= Ki(PS)
∼=→ Ki(MfS).
By Quillen’s localization theorem ([9], [24] Theorem (9.1)) we have the exact sequence
· · · −→ Ki+1(S[[u]]) −→ Ki+1(S((u))) ∂
′−→ Ki(HS[[u]]) −→ Ki(S[[u]]) −→ · · · . (4.29)
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Let M ∈ HS[[u]]. Then we can think of M being a finite S-module. Since S[[u]] is a flat
S-module, (4.28) gives a flat resolution of S-module. Therefore M has a finite projective
resolution of S-modules. Thus we can think of M being an object of MfS. Let
ι : HS[[u]] −→MfS (4.30)
be the functor which sendsM toM (as S-module). It gives rise to a map ι∗ : Ki(HS[[u]])→
Ki(S). Then we define ∂ = ι∗∂
′.
Let us consider the Tate curve Eq,A[q−1]. Let Eq,A be as in §4.2.1. Put An = A/qnA for
n ≥ 1. Then there are the morphisms of schemes
Gm,An →֒ Eq,A ×A SpecAn −→ Eq,A ←− Eq,A[q−1].
This give rise to
K2(Eq,A) −→ K2(An[u, u−1]) −→ K2(An((u))) ∂−→ K1(An) = A∗n.
Passing to the projective limit we have
τ †∞ : K2(Eq,A) −→ lim←−
n
A∗n = A
∗. (4.31)
Proposition 4.11 Suppose A = R a complete discrete valuation ring. Then the following
diagram
K2(Eq,R) τ
†
∞−−−→ R∗y y⋂
K2(Eq,K)
τ∞−−−→ K∗
(4.32)
is commutative. Here the bottom map τ∞ is as in §4.1.3.
Corollary 4.12 τ∞(K2(Eq,A)) ⊂ A∗.
Proof. Apply Proposition 4.11 for R = Aˆ. Q.E.D.
We prove Proposition 4.11. Note that the map K2(Rn[u, u−1])→ K2(Rn((u))) factors
through K2(R〈u〉♭n) where R〈u〉♭n = R〈u〉♭/πnKR〈u〉♭. By a theorem of van der Kallen
K2(R〈u〉♭n) is isomorphic to Milnor’s KM2 (R〈u〉♭n) as the residue field is infinite ([11], [12]).
Therefore, to show Proposition 4.11 it is enough to show that the following diagram
KM2 (R〈u〉♭n)
〈 , 〉−−−→ Rny y=
K2(Rn((u))) ∂−−−→ Rn
(4.33)
is commutative.
Lemma 4.13 Let f ∈ Rn[[u]]∗. Then ∂{f, u} = f(0) where ∂ is as in (4.27).
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Proof. There are commutative diagrams
K2(Rn((u))) ∂−−−→ R∗nx x
K2(R((u))) ∂−−−→ R∗y y
K2(K((u))) ∂−−−→ K∗.
Since f comes from R[[u]]∗ it is enough to show ∂{g, u} = g(0) for any g ∈ K[[u]]∗. This
is well-known (e.g. [24] Lemma (9.12)). Q.E.D.
Lemma 4.14 Let f ∈ Rn[[u]]∗. Let a ∈ Rn be a nilpotent element (i.e. a ∈ πKRn).
Then ∂{f, u− a} = f(a).
Proof. Since a is nilpotent we have an isomorphism
h : Rn[[u]] −→ Rn[[v]], u 7−→ v + a (4.34)
of Rn-algebras. The functor Φh : M 7→ M ⊗Rn[[u]]Rn[[v]] induces a commutative diagram
HRn[[u]]
ι
$$I
II
II
II
II
Φh

MfRn
HRn[[v]]
ι
::uuuuuuuuu
where ι is as in (4.30). Thus we get a commutative diagram
K2(Rn((u))) ∂
′
//
h∗

K2(HRn[[u]])
ι∗
%%KK
KK
KK
KK
KK
Φh∗

R∗n
K2(Rn((u))) ∂
′
// K2(HRn[[v]])
ι∗
99ssssssssss
(4.35)
and hence we have ∂h∗ = ∂. Now we show ∂{f, u − a} = f(a). Due to the commutative
diagram (4.35) we have ∂{f, u − a} = ∂{f(v + a), v}. By Lemma 4.13 we have ∂{f(v +
a), v} = f(a). This completes the proof. Q.E.D.
Lemma 4.15 Let a ∈ Rn be a nilpotent element. Then we have ∂{a− u, u} = 1.
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Proof. Let k = R/πK be the residue field. It follows from a commutative diagram
K2(Rn((u))) ∂−−−→ R∗ny ymod q
K2(k((u)))
∂−−−→ k∗
that we have ∂{a − u, u} ≡ ∂{−u, u} = 1 mod q. This means ∂{a − u, u} = 1 + πKf
for some f ∈ Rn. Therefore it is enough to show that there is N ≥ 1 which is prime to
char(k) such that ∂{a− u, u}N = 1.
Let N ≥ 1 be an integer which is prime to char(k) and such that aN = 0. Let ζN be
a primitive N -th root of unity. We may suppose that R contains ζN by replacing R with
R[ζN ]. In the same way as the diagram (4.35), we can see that the isomorphism
v : Rn[[u]] −→ Rn[[u]], u 7−→ ζNu
induces a commutative diagram
K2(Rn((u)))
∂
&&MM
MM
MM
MM
MM
M
v∗

R∗n
K2(Rn((u))).
∂
88rrrrrrrrrrr
(4.36)
Thus we have
∂{a− u, u}N2 =
N−1∏
i=0
∂{a− ζ iNu, ζ iNu}N
=
N−1∏
i=0
∂{a− ζ iNu, u}N
= ∂{aN − uN , uN}
= ∂{−uN , uN}
= 1.
This completes the proof. Q.E.D.
Now we show that the diagram (4.33) is commutative. Due to Lemma 4.6, it is enough
to show
∂{f, g} = (−1)nma
m
0
bn0
∏
i,j≥1
(1− aj/(i,j)i bi/(i,j)−j )(i,j)
(1− aj/(i,j)−i bi/(i,j)j )(i,j)
(4.37)
for
f = a0u
n
∞∏
i=1
(1− a−iu−i)(1− aiui), g = b0um
∞∏
i=1
(1− b−iu−i)(1− biui),
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with 

ai, bi ∈ R∗n i 6= 0
a−i, b−i ∈ πKRn i > 0
a−i = b−i = 0 i≫ 0.
We can reduce it to check (4.37) in the following cases:
(f, g) =


(u, h) h ∈ Rn[[u]]∗
(u, 1− au−i) a ∈ πKRn, i > 0
(1− au−i, h) a ∈ πKRn, i > 0, h ∈ Rn[[u]]∗
(1− au−i, 1− bu−j) a, b ∈ πKRn, i, j > 0.
(4.38)
The first case immediately follows from Lemma 4.13. To show the rest, we may replace
Rn with R[a1/m]/(πnK). Thus we can assume that a1/i, b1/j ∈ Rn and hence may assume
i = j = 1. Then the assertion follows from Lemmas 4.13, 4.14 and 4.15. This completes
the proof of the commutativity of (4.33) and hence Proposition 4.11.
4.2.3 Proof of τ∞(K2(Eq,A[q−1])⊗ Z[1/r]) ⊂ A[q−1]∗ ⊗ Z[1/r].
Due to Corollary 4.10, it is enough to show the assertion for each component in (4.26).
Corollary 4.12 asserts τ∞(K2(Eq,A)) ⊂ A∗. Moreover it is easy to see τ∞(p∗K2(A[q−1])) = 0
and τ∞(f
∗
EK2(A[q
−1])) = 0. Therefore the rest of the proof is to show τ∞(ξ(1,2,3)) ∈
A[q−1]∗. However it follows from Lemma 4.6 that we have
τ∞(ξ(a,b,c)) = NA′/Aτ∞(ξ
′′
(a,b,c)) = NA′/A
(
(−q0)a(b−a)(b−c)
(
Mb
Mb−aMa
)c)
(4.39)
where
Mi :=
∞∏
n=1
(1− qnc−c+i0 )nc−c+i
(1− qnc−i0 )nc−i
, (1 ≤ i < c)
and NA′/A is the norm map (cf. [1] Cor.5.3). Thus it is clearly contained in A[q
−1]∗. This
completes the proof.
4.2.4 Functoriality of τ∞
Let (Ai, qi, πi) (i = 1, 2) be as in the beginning of §4.2. Let φ : A1 → A2 be a homomor-
phism of local rings such that φ(q1) = q2. Let qiAi = π
ri
i Ai (then r1|r2).
Proposition 4.16 The following diagram
K2(Eq1,A1[q−11 ])⊗ Z[1/r1]
τ∞−−−→ A1[q−11 ]∗ ⊗ Z[1/r1]
φ∗
y φ∗y
K2(Eq2,A2[q−12 ])⊗ Z[1/r2]
τ∞−−−→ A2[q−12 ]∗ ⊗ Z[1/r2]
is commutative.
Proof. Due to Corollary 4.10, it is enough to show the assertion for ξ(a,b,c) and K2(Eq1,A1).
As for ξ(a,b,c), it directly follows from (4.39). As for K2(Eq1,A1), it follows from the functo-
riality of τ †∞. Q.E.D.
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Remark 4.17 Since 〈 , 〉 is clearly functorial, Proposition 4.16 is trivial when Ai are
complete discrete valuation rings. However the ring homomorphism φ does not necessarily
induce Aˆ1 → Aˆ2 in general. Hence we can not reduce the proof to the functoriality of 〈 , 〉.
4.3 Compatibility with dlog map
LetO be a regular local ring and A = O[[t]] the ring of formal power series with coefficients
in O. Let r ≥ 1 and a ∈ A∗ and put q = atr. We have constructed the map
τ∞ : K2(Eq) −→ O((t))∗ ⊗ Z[1/r]
for the Tate curve Eq = Eq,O((t)) over O((t)).
Proposition 4.18 Suppose that r is invertible in the quotient field of O. Then the dlog
map factors through τ∞ as follows
O((t))∗ ⊗ Z[1/r]
ι

K2(Eq)⊗ Z[1/r]
τ∞
55jjjjjjjjjjjjjjj
dlog
// O((t))dt
t
du
u
⊗ Z[1/r]
where the map ι is given as follows
ι : O((t))∗ −→ O((t))dt
t
du
u
, h 7−→ dh
h
du
u
.
Proof. We may replace O with its quotient field F . Then K = F ((t)) is a complete
discrete valuation field with the valuation ring R = F [[t]]. It is enough to show that the
following diagram
F ((t))∗

KM2 (K〈u〉♭)
〈 , 〉
77ooooooooooo
dlog
// F ((t))dt
t
du
u
(4.40)
is commutative where the right vertical arrow is given by
h 7−→ dh
h
du
u
.
Put
Ωˆ1K/F :=
(
lim←−
ν
Ω1R/F /t
νΩ1R/F
)
⊗R K, Ωˆ1K〈u〉♭/K :=
(
lim←−
ν
Ω1R〈u〉♭/R/t
νΩ1R〈u〉♭/R
)
⊗R K.
Note
dx
2y + x
=
du
u
in Ωˆ1K〈u〉♭/K.
Let
Res : Ωˆ1K〈u〉♭/K −→ K
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be the residue map at u = 0, namely if we express ω =
∑
n∈Z anu
ndu in the unique way
then Res(ω) = a−1. It is extended to a map
Ω2K〈u〉♭/F −→ Ωˆ1K/F ⊗ Ωˆ1K〈u〉♭/K
id⊗Res−→ Ωˆ1K/F . (4.41)
Then the commutativity of (4.40) is equivalent to that the following diagram
KM2 (K〈u〉♭)
〈 , 〉−−−→ K∗
dlog
y ydlog
Ω2
K〈u〉♭/Qp
(4.41)−−−→ Ωˆ1K/Qp .
(4.42)
is commutative. However this follows from Lemma 4.6 and the fact that
(u− α)−1 =
{
u−1
∑∞
n=0(αu
−1)n ordK(α) > 0
−α−1∑∞n=0(α−1u)n ordK(α) ≤ 0
in K. This completes the proof of Proposition 4.18. Q.E.D.
4.4 Compatibility with e´tale regulator
Let A be a complete regular local ring and q ∈ A a nonzero and not invertible element.
Let n be a nonzero integer. Let fE : Eq,A[q−1,n−1] → A[q−1, n−1] be the Tate curve. Then
there is the weight exact sequence
0 −→ Z/n(j) −→ R1fE∗Z/n(j) −→ Z/n(j − 1) −→ 0 (4.43)
of etale sheaves on SpecA[q−1, n−1] (cf. [6] VII 1.13). Recall the etale regulator map (also
called the Chern class map)
ce´t2,2 : K2(Eq,A[q−1,n−1]) −→ H2e´t(Eq,A[q−1,n−1],Z/n(2)) (4.44)
to the e´tale cohomology group ([8], [22]). The regulator (4.44) together with the Leray
spectral sequence gives rise to a map
ρ : K2(Eq,A[q−1,n−1]) −→ H1e´t(A[q−1, n−1], R1fE∗Z/n(2)). (4.45)
(cf. [1] Lem.2.1). We have from (4.43) and (4.45)
τ e´t∞ : K2(Eq,A[q−1,n−1]) −→ H1e´t(A[q−1, n−1],Z/n(1)) ∼= A[q−1, n−1]∗/n, (4.46)
where “∼=” follows from the fact that A[q−1, n−1] is a UFD.
Proposition 4.19 Let (A, q, π, r) be as in the beginning of §4.2. Suppose that n is prime
to r. Then the following diagram
K2(Eq,A[q−1])⊗ Z[1/r] τ∞−−−→ A[q−1]∗ ⊗ Z[1/r]y y
K2(Eq,A[q−1,n−1])/n
τ e´t∞−−−→ A[q−1, n−1]∗/n
is commutative in the following cases.
(i). A is a complete discrete valuation ring.
(ii). A = R0[[t]] where R0 is an integer ring of a finite extension K0 of Qp and q = at
r
with a ∈ A∗.
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4.4.1 Proof of (i)
Let A = R be a complete discrete valuation ring. In this case we do not need “⊗Z[1/r]”:
K2(Eq,K)
τ∞−−−→ K∗y y
K2(Eq,K)/n
τ e´t∞−−−→ K∗/n
(4.47)
where n is supposed to be invertible in K.
To prove the commutativity of the diagram (4.47) we first extend τ e´t∞ to a pairing
〈 , 〉e´t. Let
KM2 (K〈u〉) −→ H2e´t(K〈u〉,Z/n(2)) (4.48)
be the Galois symbol map. Let
(
KM2 (K〈u〉)
)′
be defined as
0 −→ (KM2 (K〈u〉))′ −→ KM2 (K〈u〉) −→ H2e´t(K〈u〉 ⊗K K,Z/n(2)).
Then the Leray spectral sequence yields
ρ :
(
KM2 (K〈u〉)
)′ −→ H1(K, H1e´t(K〈u〉 ⊗K K,Z/n(2))). (4.49)
We define the natural map
H1e´t(K〈u〉 ⊗K K,Z/n(j)) ∼= (K〈u〉 ⊗K K)∗/n→ Z/n(j − 1) (4.50)
as
f 7−→ Resdf
f
where Res denotes the residue map at u = 0, namely if we express ω =
∑
n∈Z anu
ndu in
the unique way then Res(ω) = a−1. The maps (4.49) and (4.50) give rise to a pairing
〈 , 〉e´t : (KM2 (K〈u〉))′ −→ K∗/n. (4.51)
(In [1], the pairing 〈 , 〉e´t is written as τˆ e´t∞.) By definition of K〈u〉♭ there is a natu-
ral map KM2 (K〈u〉♭) →
(
KM2 (K〈u〉)
)′
. We also write the composition KM2 (K〈u〉♭) →(
KM2 (K〈u〉)
)′ → K∗/n by 〈 , 〉e´t.
It is clear from the construction that 〈 , 〉e´t is compatible with τ e´t∞. On the other hand
〈 , 〉 is compatible with τ∞. Therefore it is enough to show the following:
Lemma 4.20 The following diagram
KM2 (K〈u〉♭)
〈 , 〉−−−→ K∗y y
KM2 (K〈u〉♭)/n
〈 , 〉e´t−−−→ K∗/n
is commutative.
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Proof. The pairing 〈 , 〉 is characterized by the following commutative diagram
KM2 (K(u))
∑
α τα−−−→ K∗y ∥∥∥
KM2 (K〈u〉♭)
〈 , 〉−−−→ K∗.
The same commutative diagram holds for 〈 , 〉e´t ([1] Thm.4.4). Thus the assertion follows.
Q.E.D.
This completes the proof of Proposition 4.19 (i).
4.4.2 Proof of (ii)
We can reduce the proof of (ii) to the commutativity of (4.47). In fact, we may assume
that n = ℓν with ℓ a prime number (possibly ℓ = p). Let π0 be a uniformizer of R0 and
sm : R0[[t]]→ R0 the homomorphism given by t 7→ πm. Then the map∏
m
sm : lim←−
ν
A[q−1]∗/ℓν −→
∏
m
lim←−
ν
K∗0/ℓ
ν
is injective where m runs over all positive integers which are prime to ℓ. Due to the
functoriality of τ∞ which follows from Proposition 4.16 and the functoriality of τ
e´t
∞ which
follows from the functoriality of etale regulator, we can reduce the proof to the case
A = R0.
This completes the proof of Proposition 4.19 (ii).
5 Proof of Theorem A
We are now in a position to prove Theorem A.
Let K0, R0 =
⊕d
i=1 Zpζi, d = [K0 : Qp] and R0((q0)) with q = q
r
0 be as in §3.2. Let
Eq = Eq,R0((q0)) be the Tate curve and
dlog : K2(Eq)⊗ Zp −→ R0((q0))dq0
q0
du
u
(5.1)
the dlog map. Since p is prime to r, it follows from Proposition 4.18 that it factors through
τ∞:
R0((q0))
∗ ⊗ Zp
ι

K2(Eq)⊗ Zp
τ∞
66mmmmmmmmmmmmm
dlog
// R0((q0))
dt
t
du
u
(5.2)
where
ι : R0((q0))
∗ ⊗ Zp −→ R0((q0))dq0
q0
du
u
, h⊗ a 7−→ adh
h
du
u
.
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Let ξ ∈ K2(Eq) be an arbitrary element. Express h(q0) := τ∞(ξ) in the following way.
h(q0) = c(−q0)m
∞∏
k=1
d∏
i=1
(1− ζiqk0 )b
(i)
k (5.3)
with c ∈ R∗0, m ∈ Z and b(i)k ∈ Zp. Then
dlog(ξ) = q0
d logh(q0)
dq0
· dq0
q0
du
u
=
(
m+
∞∑
k=1
d∑
i=1
(−kb(i)k )
ζiq
k
0
1− ζiqk0
)
dq0
q0
du
u
due to the commutativity of (5.2). Therefore Theorem A is equivalent to say b
(i)
k ∈ kZp
for all k and i. We will show it in the following steps:
(a0) cr = 1.
(a1) Let R0〈q0〉 be the p-adic completion of R0((q0)). Then
{h(q0), q0} = 0 in KM2 (R0〈q0〉)/pν, ν ≥ 1.
(a2) Apply Kato’s explicit reciprocity law for KM2 (R0〈q0〉)/pν .
5.1 Proof of (a0)
Embed R0((q0)) →֒ K0((q0)). Then K = K0((q0)) is a complete discrete valuation field
with the valuation ring R = K0[[q0]]. We constructed the map τ∞ : K2(Eq,K) → K∗
in §4.1.3, which is compatible with the e´tale regulator (see (4.47)). We thus have a
commutative diagram
K2(Eq,K)
ρ

τ e´t∞
((QQ
QQ
QQ
QQ
QQ
QQ
QQ
τ∞ // K∗

H1e´t(K, R1fE∗Z/n(2)) // K∗/n
sq // KM2 (K)/n
(5.4)
for n ≥ 1 where the bottom is the exact sequence arising from the weight exact sequence
(4.43) and the isomorphisms H1e´t(K,Z/n(1)) ∼= K∗/n and H2e´t(K,Z/n(2)) ∼= KM2 (K)/n
([15]). Since the extension datum of (4.43) is q, sq is the map given by x 7→ {x, q}.
Therefore we have
{h(q0), q} = r{h(q0), q0} = 0 in KM2 (K)/n.
Applying the tame symbol KM2 (K)/n → K∗0/n we have cr = 1 in K∗0/n. Since n ≥ 1 is
arbitrary, we have cr = 1 in K0. This completes the proof.
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5.2 Proof of (a1)
Let K0〈q0〉 = R0〈q0〉[p−1] be the quotient field. In the same way as (5.4) we have a
commutative diagram
K2(Eq)⊗ Zp
ρ

τ e´t∞
**UUU
UUU
UUU
UUU
UUU
UU
τ∞ // R0((q0))
∗ ⊗ Zp

H1e´t(K0〈q0〉, R1fE∗Z/pν(2)) // K0〈q0〉∗/pν
sq // KM2 (K0〈q0〉)/pν
(5.5)
and hence
{h(q0), q} = r{h(q0), q0} = 0 in KM2 (K0〈q0〉)/pν . (5.6)
Claim 5.1 The map KM2 (R0〈q0〉)/pν → KM2 (K0〈q0〉)/pν is injective.
Proof. By a theorem of van der Kallen KM2 (R0〈q0〉) = K2(R0〈q0〉) as the residue field is
infinite ([11], [12]). Recall the localization exact sequence
K2(Fq((q0))) −→ K2(R0〈q0〉) −→ K2(K0〈q0〉) −→ K1(Fq((q0))) = Fq((q0))∗. (5.7)
The right arrow is surjective as R0〈q0〉∗ → Fq((q0))∗ is surjective. Separate (5.7) as follows:
K2(Fq((q0))) −→ K2(R0〈q0〉) −→M −→ 0,
0 −→M −→ K2(K0〈q0〉) −→ Fq((q0))∗ −→ 0.
Since the multiplication by pν on Fq((q0))
∗ is injective, we have M/pν →֒ K2(K0〈q0〉)/pν.
On the other hand, since K2(Fq((q0)))/p
ν = KM2 (Fq((q0)))/p
ν = 0 ([14] Lemma 5.6),
we have K2(R0〈q0〉)/pν →֒ M/pν . Thus we get KM2 (R0〈q0〉)/pν = K2(R0〈q0〉)/pν →֒
K2(K0〈q0〉)/pν = KM2 (K0〈q0〉)/pν as required. Q.E.D.
Now (a1) follows from (5.6) together with Claim 5.1
5.3 Proof of (a2) : Kato’s explicit reciprocity law
Since we work on R0((q0))⊗ Zp, we may neglect c due to (a0).
Let ϕ : R0〈q0〉 → R0〈q0〉 be the Frobenius such that ϕ(aζ iqj0) = aζ ipqjp0 for a ∈ Zp and
i, j ∈ Z. Let lϕ(f) := p−1 log(ϕ(f)/f p). Then Kato’s explicit reciprocity law describes
the syntomic regulator
θϕ : K
M
2 (R0〈q0〉)/pν −→ Ω1R0〈q0〉/dR0〈q0〉 ⊗ Z/pν , ν ≥ 1
for p ≥ 3 explicitly ([14] Cor. 2.9) as follows:
θϕ({a, b}) = lϕ(a)1
p
ϕ
(
db
b
)
− lϕ(b)da
a
.
Due to (a1), we have
θϕ({h, q0}) = lϕ(h)dq0
q0
= 0, (5.8)
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and hence
lϕ(h) = q0
dg
dq0
, ∃g =
∑
k
ckq
k
0 ∈ R0〈q0〉 (5.9)
in R0〈q0〉/pν = R0((q0))/pν for all ν ≥ 1. We have from (5.3) and (5.9) that
lϕ(h) =
∞∑
k=1
d∑
i=1
∑
m≥1,(m,p)=1
b
(i)
k
(ζiq
k
0)
m
m
=
∑
kckq
k
0
in R0〈q0〉/pν = R0((q0))/pν for all ν ≥ 1. One can easily show b(i)k ∈ kZp for all k and i
by the induction on k. This completes the proof.
6 Theorem B and Φ(XR, DR)Fp
We use the notations in §2.3.
Theorem B.Let F be a field of characteristic zero and and πF : XF → CF an elliptic
surface over F satisfying (Rat). Let p be a prime number. Put XF = XF ×F F etc.
(1) Assume that for any finite p-torsion GF -module M , H
i
e´t(F,M) is finite for all i ≥ 0
where GF denotes the absolute Galois group of F (e.g. F is a local field). Then we
have
∂Γ (U0F ,K2)⊗ Zp = ∂Γ (U0F ,K2)⊗ Zp ⊂ Z⊕sp
if p is prime to 6r1 · · · rs and H3e´t(XF ,Zp) is torsion free.
(2) The quotient
Z⊕sp /(∂Γ (U
0
F
,K2)⊗ Zp)
is torsion free if p is prime to 6r1 · · · rs, H3e´t(XF ,Zp) is torsion free and
H2e´t(XF ,Z/p(2))
GF = 0.
Note that there is the natural isomorphism H3e´t(XF ,Zp)
∼= H3B(XC,Z)⊗Zp for a fixed
embedding F →֒ C due to a theorem of M. Artin and the universal coefficient theorem.
Therefore H3e´t(XF ,Zp) is torsion free for almost all p.
The proof of Theorem B will be given in §7 where Suslin’s exact sequence (Theorem
2.2) plays an essential role (for example Claim 7.9 below is one of the key step).
6.1 Φ(XR, DR)Fp : an upper bound of the rank of the dlog image
Admitting Theorems A and B, we give an upper bound of the rank of the dlog image ofK2
of elliptic surface minus singular fibers over an algebraically closed field of characteristic
zero.
Let R be the ring of integer in an unramified extension K of Qp, and πR : XR → CR
an elliptic surface over R satisfying (Rat).
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Definition 6.1 Let f : Z⊕sp → F⊕sp be the reduction modulo p. Then we put
Φ(XR, DR)Fp := f(∂dR(Φ(XR, DR)Zp)) ⊂ F⊕sp .
Theorem 6.2 Put XK := XR ×R K, XK := XR ×R K etc. Assume the following condi-
tions (1) and (2).
(1) p 6 |6r1 · · · rs and H3e´t(XK ,Zp) is torsion free.
(2) There is a finitely generated subfield F ⊂ K such that πK : XK → CK is defined over
F , which we write πF : XF → CF , and it satisfies (Rat) and H2e´t(XF ,Z/p(2))GF =
0.
Then we have
dlogΓ (U0
K
,K2)⊗ Zp ⊆ Φ(XR, DR)Zp, (6.1)
rankZdlogΓ (U
0
K
,K2) ≤ dimFpΦ(XR, DR)Fp. (6.2)
Proof. (6.1) follows from Theorem 3.6 (3.23) and Theorem B (1). We show (6.2). Applying
∂dR on (6.1) we have
∂Γ (U0
K
,K2)⊗ Zp ⊂ ∂dR(Φ(XR, DR)Zp). (6.3)
Applying f to (6.3), we have
dimFpf(∂Γ (U
0
K
,K2)⊗ Zp) ≤ dimFpΦ(XR, DR)Fp. (6.4)
Due to Theorem B (2), ∂Γ (U0
K
,K2)⊗ Zp is a direct summand of Z⊕sp . Therefore
rankZp∂Γ (U
0
R,K2)⊗ Zp = dimFpf∂(Γ (U0R,K2)⊗ Zp). (6.5)
Then (6.2) follows from (6.4) and (6.5). Q.E.D.
dimFpΦ(XR, DR)Fp is the desired bound. It is computable in many cases. See §9.
Conjecture 6.3 Under the assumptions in Theorem 6.2,
rankZdlogΓ (U
0
K
,K2) = dimFpΦ(XR, DR)Fp.
We show that Conjecture 3.7 implies the above. In fact, Conjecture 3.7 implies ∂Γ (U0
K
,K2)⊗
Qp = ∂dRΦ(XR, DR)Zp ⊗Qp and hence ∂dRΦ(XR, DR)Zp/∂Γ (U0K ,K2)⊗Zp is finite. How-
ever due to Theorem B (2), it must be torsion free, which means ∂Γ (U0
K
,K2) ⊗ Zp =
∂dRΦ(XR, DR)Zp . Due to Theorem B (2) we have Conjecture 6.3.
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7 Proof of Theorem B
7.1 Some Computations of cohomology groups
Let π : V → C be a minimal elliptic surface over C with a section e : C → V . We omit
to write the subscription “C” for the simplicity of the notations. Let T = {Pi} ⊂ C
be the set of points such that π−1(P ) is a singular fiber if and only of P ∈ T . Put
Yi := π
−1(Pi), Y =
∑
Yi, S
0 = C − T and U0 = V − Y . We assume that there is at least
one multiplicative fiber. H•(V ) (resp. H•(V )) denotes the Betti (singular) cohomology
group (resp. homology group).
Let n ≥ 1 be an integer. There is the long exact sequence
· · · → H2Y (V,Z/n(j))→ H2(V,Z/n(j))→ H2(U0,Z/n(j))→ · · · . (7.1)
Let Yi = ∪kY (k)i be the irreducible decomposition. There is the isomorphismH2Y (V,Z/n(1)) ∼=⊕
i,k Z/n · y(k)i in which a base y(k)i corresponds to the component Y (k)i . Denote by
[−] the cycle class in the cohomology group of V . Then the map H2Y (V,Z/n(1)) →
H2(V,Z/n(1)) is given by y
(k)
i 7→ [Y (k)i ]. Let H2(V,Z/n(1))→
⊕
i,kH
2(Y
(k)
i ,Z/n(1)) and
H2(V,Z/n(1))→ H2(e(C),Z/n(1)) be the pull-back maps. Then the composition
⊕
i,k
Z/n · y(k)i = H2Y (V,Z/n(1)) −→ H2(V,Z/n(1))
−→
⊕
i,k
H2(Y
(k)
i ,Z/n(1))⊕H2(e(C),Z/n(1))
=
⊕
i,k
Z/n · y(k)i ⊕ Z/n · e (7.2)
is given as follows
y
(k)
i 7−→
∑
i′,k′
(Y
(k)
i , Y
(k′)
i′ ) · y(k
′)
i′ + (Y
(k)
i , e(C)) · e (7.3)
where (−,−) denotes the intersection numbers.
Lemma 7.1 Let Yi = π
−1(Pi) =
∑
k≥1m
(k)
i · Y (k)i be the scheme theoretic fiber. We put
[Yi] :=
∑
k
m
(k)
i · y(k)i .
Suppose that n is prime to 6r1 · · · rs. Then the composition (7.2) induces an isomorphism⊕
i,k≥1
Z/n · y(k)i /〈[Yi]− [Yj]; i < j〉
∼=−→
⊕
i≥1,k≥2
Z/n · y(k)i ⊕ Z/n · e
where 〈[Yi]− [Yj]; i < j〉 is the subgroup generated by [Yi]− [Yj] for all i < j.
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Proof. Since the cardinality of the both sides is the same, it is enough to show the
surjectivity. To do this, it is enough to see that the map⊕
k≥1
Z/n · y(k)i −→
⊕
k≥2
Z/n · y(k)i ⊕ Z/n · e (7.4)
is surjective (and hence bijective) for each i. We can check it as the case may be. For
example, if Yi is of type Iri, then the matrix of (7.4) is given by

−2 1
1 −2 1
1 −2
. . .
−2 1 0
1 −2 0
1 0 1 1


.
The determinant of it is equal to (−1)ri−1ri. It is prime to n. Therefore (7.4) is bijective.
The proofs for the other types are similar. Q.E.D.
Lemma 7.2 Let Vt = π
−1(t) be a smooth fiber. Then H1(Vt,Q)→ H1(V,Q) is zero.
Proof. Recall the assumption that there is a multiplicative fiber, say Y1. Let σ be the
local monodromy around P1. Then the action of σ on H
1(Vt,Z) is given by the matrix(
1 r
0 1
)
, r ≥ 1.
Therefore the image of H1(V,Q) → H1(Vt,Q) has dimension ≤ 1. On the other hand it
constitutes a sub Hodge structure of H1(Vt,Q) ([5] II). Thus it is zero. Q.E.D.
Proposition 7.3 Suppose that n is prime to 6r1 · · · rs. Then the following are equivalent.
(1) n is prime to ♯H1(V,Z)tor.
(2) H1(Vt,Z/n)
π1(S0,t) = 0.
(3) H1(S0,Z/n) ∼= H1(U0,Z/n)
(4) H1(C,Z/n) ∼= H1(V,Z/n)
(5) H1(Vt,Z/n)→ H1(V,Z/n) is zero.
Proof. Note that H1(V,Z/n) = H1(V,Z)/n for any CW complex V . By the universal
coefficient theorem and the fact that H1(S
0,Z) and H1(C,Z) are torsion free, we have
(3)⇐⇒ H1(S0,Z/n) ∼= H1(U0,Z/n)
(4)⇐⇒ H1(C,Z/n) ∼= H1(V,Z/n).
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(2)⇐⇒(3). Let
Epq2 = H
p(S0, Rqπ∗Z/n) =⇒ Hp+q(U0,Z/n)
be the Leray spectral sequence. Due to the section e, the maps Ep02 → Ep are injective.
Therefore we have an exact sequence
0 −→ H1(S0,Z/n) −→ H1(U0,Z/n) −→ H1(Vt,Z/n)π1(S0,t) −→ 0
and hence the desired equivalence.
(3)⇐⇒(4). In the following commutative diagram
0 −−−→ H1(S0,Z/n) −−−→ H1(U0,Z/n) −−−→ H1(Vt,Z/n)π1(S0,t) −−−→ 0
f1
x f2x f3x
0 −−−→ H1(C,Z/n) −−−→ H1(V,Z/n) −−−→ Coker −−−→ 0
the rows are split exact sequences. We want to show that f3 is bijective. To do this, it is
enough to show that Coker f1 → Coker f2 is surjective as f1 and f2 are injective. Let the
notations be as in Lemma 7.1. There are the isomorphisms
Coker f1 ∼= ker(
⊕
i
Z/n · pi −→ H2(C,Z/n)),
Coker f2 ∼= ker(
⊕
i,k
Z/n · y(k)i −→ H2(V,Z/n))
where pi corresponds to Pi. The map Coker f1 → Coker f2 is given by
pi 7−→ [Yi] :=
∑
k
m
(k)
i · y(k)i .
By Lemma 7.1, Coker f2 is generated by [Yi]−[Yj ] (i < j). Therefore Coker f1 → Coker f2
is surjective.
(1)⇐⇒(4). Due to Lemma 7.2 we have a split exact sequence
0 −→ H1(V,Z)tor −→ H1(V,Z) π∗−→ H1(C,Z) −→ 0.
By the universal coefficients theorem we have
0 −→ H1(C,Z/n) −→ H1(V,Z/n) −→ Hom(H1(V,Z)tor,Z/n) −→ 0
and hence the desired equivalence.
(1)=⇒(5). It follows from (1) that we have
H1(V,Z/n) = H1(V,Z)/n = (H1(V,Z)/H1(V,Z)tor)⊗ Z/n.
Therefore it is enough to show that the map
H1(Vt,Z) −→ H1(V,Z)/H1(V,Z)tor →֒ H1(V,Q)
is zero. This follows from Lemma 7.2.
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(5)=⇒(4). We want to show that the map e∗ : H1(C,Z/n) → H1(V,Z/n) is surjective.
To do this, it is enough to show that H1(S
0,Z/n) → H1(V,Z/n) is surjective. There is
the split exact sequence
1 −→ π1(Vt) −→ π1(U0) −→ π1(S0) −→ 1.
In particular we have that π1(Vt) ⊕ π1(S0)ab → π1(U0)ab is surjective and hence so is
H1(Vt,Z/n) ⊕ H1(S0,Z/n) → H1(U0,Z/n). On the other hand since H1(U0,Z/n) →
H1(V,Z/n) is surjective, we have the surjectivity ofH1(Vt,Z/n)⊕H1(S0,Z/n)→ H1(V,Z/n).
However by (5), H1(Vt,Z/n) → H1(V,Z/n) is zero. Thus we have the surjectivity of
H1(S
0,Z/n)→ H1(V,Z/n). Q.E.D.
Lemma 7.4 If there is a singular fiber which is not a multiplicative one, then the equiv-
alent conditions in Proposition 7.3 are satisfied for all n such that (n, 6r1 · · · rs) = 1.
Proof. We see that (5) is satisfied. Let Yj be the singular fiber which is not multiplicative.
Then it is simply connected. SinceH1(Vt,Z/n)→ H1(V,Z/n) factors throughH1(Yj,Z/n)
it is zero. Q.E.D.
Lemma 7.5 Assume that n is prime to 6r1 · · · rs and satisfies the equivalent conditions
in Proposition 7.3. Then n is prime to the cardinality of the torsion part of H2(V,Z).
Proof. This follows from a commutative diagram
0 −−−→ H1(V,Z)/n −−−→ H1(V,Z/n) −−−→ H2(V,Z)[n] −−−→ 0x x
H1(C,Z)/n
∼=−−−→ H1(C,Z/n)
and (4). Q.E.D.
We put
CZ/n(j) := Coker(H
2
Y (V,Z/n(j)) −→ H2(V,Z/n(j))),
IZ/n(j) := Image(H
2
Y (V,Z/n(j)) −→ H2(V,Z/n(j))).
From (7.1) we have exact sequences
0 −→ IZ/n(j) −→ H2(V,Z/n(j)) −→ CZ/n(j) −→ 0, (7.5)
0 −→ CZ/n(j) −→ H2(U0,Z/n(j)) δ−→ H3Y (V,Z/n(j)) −→ H3(V,Z/n(j)). (7.6)
Note that δ in (7.6) gives rise to the boundary map (cf. §2.4)
∂B : H
2(U0,Z/n(j)) −→ H3Y (V,Z/n(j))
∼=−→ Z/n(j − 2)⊕s. (7.7)
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Proposition 7.6 Assume that n is prime to 6r1 · · · rs and satisfies the equivalent condi-
tions in Proposition 7.3.
(1) The exact sequence (7.5) has a splitting induced from (7.3). In particular CZ/n(j)
is a direct summand of H2(V,Z/n(j)). Moreover we have IZ/n(j) ∼= Z/n(j − 1)⊕.
(2) The boundary map ∂B is surjective. Hence we have an exact sequence
0 −→ CZ/n(j) −→ H2(U0,Z/n(j)) ∂B−→ Z/n(j − 2)⊕s −→ 0. (7.8)
(3) H2(V,Z/n) ∼= (H2(V,Z)/H2(V,Z)tor)⊗ Z/n.
Proof. (1). This follows from Lemma 7.1.
(2). It is enough to show that the map H3Y (V,Z/n(j)) → H3(V,Z/n(j)) in (7.6) is zero.
Due to the Poincare-Lefschetz duality we have
H3Y (V,Z/n(j)) −−−→ H3(V,Z/n(j))
∼=
x x∼=⊕s
i=1H1(Yi,Z/n(j − 2)) −−−→ H1(V,Z/n(j − 2)).
We see that H1(Yi,Z/n)→ H1(V,Z/n) is zero for each i. Since there is a surjective map
H1(Vt,Z/n) → H1(Yi,Z/n), it is enough to see that H1(Vt,Z/n) → H1(V,Z/n) is zero.
However this follows from Proposition 7.3 (5).
(3). This follows from Proposition 7.3 (1), Lemma 7.5 and the exact sequence
H2(V,Z)
n−−−→ H2(V,Z) −−−→ H2(V,Z/n) −−−→ H3(V,Z)[n] −−−→ 0∥∥∥
H1(V,Z)[n].
Q.E.D.
7.2 Proof of Theorem B
Due to Lemma 2.4 the assertions in Theorem B do not depend on the choice of U0F .
Thus we may assume that U0F = XF−(all singular fibers). Let π′F : VF → CF be the
minimal elliptic surface associated to XF . Then H
2
e´t(XF ,Z/n)
∼= H2e´t(VF ,Z/n) ⊕ Z/n⊕
and H ie´t(XF ,Z/n)
∼= H ie´t(VF ,Z/n) for i 6= 2. Therefore if we replace XF with VF , the
assumptions in Theorem B hold. Thus we may replace XF with VF . We put
C e´tZ/pν(j) := Coker(H
2
e´t,Y (VF ,Z/p
ν(j)) −→ H2e´t(VF ,Z/pν(j))),
I e´tZ/pν(j) := Image(H
2
e´t,Y (VF ,Z/p
ν(j)) −→ H2e´t(VF ,Z/pν(j)))
and C e´tZp := lim←−C
e´t
Z/pν , I
e´t
Zp
:= lim←− I
e´t
Z/pν . Thanks to a theorem of M. Artin, there are the
natural isomorphisms
H•e´t(WF ,Z/n(j))
∼= H•B(WC,Z/n(j))
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for any separated scheme W of finite type over F with an embedding F →֒ C. Note that
H•e´t(WF ,Zp) is torsion free if and only if p is prime to the cardinality of H
•
B(WC,Z)tor.
Therefore we can apply Proposition 7.6 for the e´tale cohomology groups of VF . Thus we
have the exact sequence
0 −→ C e´tZp(j) −→ H2e´t(U0F ,Zp(j))
∂e´t−→ Zp(j − 2)⊕s −→ 0 (7.9)
of GF -modules from Proposition 7.6 (2). C
e´t
Zp
(j) is a direct summand of H2e´t(VF ,Zp(j)) by
Proposition 7.6 (1). Moreover H2e´t(VF ,Zp(j)) is torsion free and there is an exact sequence
0 −→ H2e´t(VF ,Zp(j))
pν−→ H2e´t(VF ,Zp(j)) −→ H2e´t(VF ,Z/pν(j)) −→ 0 (7.10)
by Proposition 7.6 (3).
7.2.1 Proof of Theorem B (1)
For a scheme U ′ with U0
F
→ U ′ we put
Γ (U ′)e´t := Image(Γ (U
′,K2)⊗ Zp −→ H2e´t(U0F ,Zp(2))).
Then we show
Γ (U0F )e´t = Γ (U
0
F
)e´t. (7.11)
Claim 7.7 Γ (U0F )e´t ⊗Qp = Γ (U0F )e´t ⊗Qp.
Note that Γ (U0F ′)e´t∩C e´tZp(2) is torsion so that we have Γ (U0F ′)e´t⊗Qp ∼= ∂e´t(Γ (U0F ′)e´t)⊗Qp =
∂Γ (U0F ′ ,K2)⊗Qp for F ′ = F or F . Therefore the assertion follows from Lemma 2.4 (2).
Claim 7.8 Γ (U0
F
)e´t ⊂ H2e´t(U0F ,Zp(2))GF .
In fact, it follows from Claim 7.7 that we have Γ (U0
F
)e´t⊗Qp = Γ (U0F )e´t⊗Qp ⊂ H2e´t(U0F ,Qp(2))GF .
Then the assertion follows from the fact that H2e´t(U
0
F
,Zp(2)) is torsion free.
Claim 7.9 H2e´t(U
0
F ,Zp(2))/Γ (U
0
F )e´t is torsion free.
PutM := H2e´t(U
0
F ,Zp(2))/Γ (U
0
F )e´t. Due to the finiteness of the Galois cohomology groups
of F , M is finitely generated over Zp. Therefore it is enough to show that
M/pν −→M/pν+1, x 7−→ p · x
is injective. Due to Suslin’s exact sequence (Theorem 2.2) we have an injective map
M/pν →֒ H1Zar(U0F ,K2)[pν ] and a commutative diagram
M/pν −−−→ H1Zar(U0F ,K2)[pν ]
p
y y⋂
M/pν+1 −−−→ H1Zar(U0F ,K2)[pν+1].
Thus Claim 7.9 follows.
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Claim 7.10 There is an exact sequence
0 −→ H2e´t(S0F ,Zp(2)) −→ H2e´t(U0F ,Zp(2)) −→ H2e´t(U0F ,Zp(2))GF −→ 0.
This is split by the section e.
Consider the Hochschild-Serre spectral sequences
Eij2,U0 = H
i(F,Hje´t(U
0
F
,Z/pν(2))) =⇒ H i+je´t (U0F ,Z/pν(2))
Eij2,S0 = H
i(F,Hje´t(S
0
F
,Z/pν(2))) =⇒ H i+je´t (S0F ,Z/pν(2)).
By Proposition 7.3 (3), H1e´t(S
0
F
,Z/pν(2)) ∼= H1e´t(U0F ,Z/pν(2)). Therefore we have E
ij
2,S0
∼=
Eij2,U0 for j = 0, 1. Thus we have E
11
∞,S0
∼= E11∞,U0 and E20∞,S0 ∼= E20∞,U0, and hence an exact
sequence
0 −→ H2e´t(S0F ,Z/pν(2)) −→ H2e´t(U0F ,Z/pν(2)) v−→ H2e´t(U0F ,Z/pν(2))GF .
The rest of the proof is to show that the right arrow v is surjective, which is equivalent
to E022,U0 = E
02
∞,U0. To do this it is enough to show that the map E
02
2,U0 → E212,U0 and
E023,U0 → E303,U0 are zero. The latter follows from the injectivity of Ei02,U0 → EiU0 . We show
the former. There is a commutative diagram
E022,U0
a−−−→ E212,U0
b−−−→ E3U0x ∼=x x⋃
E022,S0
c−−−→ E212,S0
d−−−→ E3S0
with exact rows. Therefore a = 0⇐⇒ b is injective⇐⇒ d is injective⇐⇒ c = 0. However
this is clear as Ei22,S0 = 0.
Now we show (7.11). By Claim 7.10 we have a commutative diagram
0 // H2e´t(S
0
F ,Zp(2))
// H2e´t(U
0
F ,Zp(2))
// H2e´t(U
0
F
,Zp(2))
GF // 0
0 // Γ (S0F ,K2)⊗ Zp
π∗F //
OO
Γ (U0F ,K2)⊗ Zp //
OO
Coker π∗F //
OO
0
with split exact rows by the section eF . Together with Claim 7.9 we have that
H2e´t(U
0
F
,Zp(2))
GF /Γ (U0F )e´t (7.12)
is torsion free. Therefore, in the following commutative diagram
Γ (U0F )e´t
⊂−−−→ H2e´t(U0F ,Zp(2))GF
a
y ∥∥∥
Γ (U0
F
)e´t
⊂−−−→ H2e´t(U0F ,Zp(2))GF ,
Coker a is torsion free. On the other hand Coker a is torsion by Claim 7.7. This means
that a is bijective. This completes the proof of (7.11) and hence Theorem B (1).
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7.2.2 Proof of Theorem B (2)
In the same way as Claim 7.8 we have
Image(Γ (U0
F
,K2)⊗ Zp → H2e´t(U0F ,Zp(2))) ⊂ H2e´t(U0F ,Zp(2))GF . (7.13)
Applying RΓ(GF ,−) on (7.9), we have
0 −−−→ H2e´t(U0F ,Z/pν(2))GF −−−→ (Z/pν)⊕s −−−→ H1(GF , C e´tZ/pν (2))x
Γ (U0
F
,K2)/pν
with an exact row. Passing to the projective limit, we have
0 −−−→ H2e´t(U0F ,Zp(2))GF
∂e´t−−−→ Z⊕sp −−−→ lim←−
ν
H1(GF , C
e´t
Z/pν(2))
dlog
x x=
Γ (U0
F
,K2)⊗ Zp ∂−−−→ Z⊕sp .
We want to show that the cokernel of ∂ is torsion free. In the same way as the proof of
Claim 7.9 we can show that the cokernel of dlog is torsion free. Since C e´tZ/pν(2) is a direct
summand of H2e´t(VF ,Z/p
ν(2)), it is enough to show that
lim←−
ν
H1(GF , H
2
e´t(VF ,Z/p
ν(2))) (7.14)
is torsion free. We have an exact sequence
0 −→ H2e´t(VF ,Z/pν−1(2)) −→ H2e´t(VF ,Z/pν(2)) −→ H2e´t(VF ,Z/p(2)) −→ 0
from (7.10). Applying RΓ(GF ,−) to the above, we see that the following map
H1(GF , H
2
e´t(VF ,Z/p
ν−1(2))) −→ H1(GF , H2e´t(VF ,Z/pν(2)))
is injective for all ν ≥ 1 due to the vanishing H2e´t(VF ,Z/p(2))GF = 0. Passing to the
projective limit, we have the injectivity of
lim←−
ν
H1(GF , H
2
e´t(VF ,Z/p
ν(2))) −→ lim←−
ν
H1(GF , H
2
e´t(VF ,Z/p
ν(2))), x 7→ p · x.
This means that (7.14) is torsion free. This completes the proof of Theorem B (2).
8 Modular elliptic surface
The purpose of this section is to prove Conjecture 3.7 for a universal elliptic curve EN →
X(N) (N ≥ 3) over a modular curve (Theorem 8.1).
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8.1 Preliminaries and notations on modular curves
For a congruence subgroup Γ ⊂ SL2(Z) (i.e. Γ ⊃ Γ (N) for some N ≥ 1), we denote by
Mk(Γ ) (resp. Sk(Γ )) the C-vector space of modular forms (resp. cusp forms) of weight k
with respect to Γ . See [7] Def. 1.2.3, or [20] §2.1 for the definition (Mk(Γ ) is denoted by
Ak(Γ ) in [20]).
8.1.1 Hecke operators
We focus on the special case Γ = Γ (N) with N ≥ 3. Let
Γ0 =
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣
(
a b
c d
)
≡
(∗ 0
0 ∗
)
mod N
}
.
The group Γ0/Γ ∼= (Z/N)∗ acts on Sk(Γ ) by
f |[γ]k := (cτ + d)−kf(aτ + b
cτ + d
), γ =
(
a b
c d
)
∈ Γ0, τ ∈ H (8.1)
where H denotes the complex upper half plane. Since f |[γ]k depends only on d mod
N , it is sometimes written as 〈d〉f , and 〈d〉 is called a diamond operator ([7] 5.2). Let
χ : (Z/NZ)∗ → C∗ be a Dirichlet character. We put χ(a) = 0 if (a,N) 6= 1. We define
Sk(Γ0, χ) ⊂ Sk(Γ ) as the set of all f ∈ Sk(Γ ) satisfying
〈d〉f = χ(d)f for all d ∈ (Z/N)∗. (8.2)
Then we have
Sk(Γ ) =
⊕
χ
Sk(Γ0, χ) (8.3)
where χ runs over all Dirichlet characters of (Z/NZ)∗. The decomposition (8.3) is mutu-
ally orthogonal with respect to the Petersson inner product ([20] (3.5.4)).
There are the Hecke operators Tm on Sk(Γ ). See [20] §3.2 for the definition (where Tm
is denoted by T (m)). They satisfy TnTm = Tnm for (n,m) = 1 and
Tpr+1 =
{
TpTpr − pk−1〈p〉Tpr−1 p 6 |N
TpTpr p|N
(8.4)
on Sk(Γ ) for r ≥ 1 and any prime number p (loc.cit. Thm. 3.24 and (3.5.8)). The Hecke
operators and diamond operators are mutually commutative and normal with respect to
the Petersson inner product (loc.cit. Thm. 3.41). Therefore they are simultaneously
diagonalizable. A common eigen function for all Tn is called a Hecke eigenform. If
f ∈ Sk(Γ ) is a Hecke eigenform, then there is a unique Dirichlet character χ such that
f ∈ Sk(Γ0, χ) (loc.cit. Prop. 3.53).
Put qN = exp(2πiτ/N). Let f =
∑∞
n=1 cnq
n
N be the Fourier expansion at ∞. Suppose
that f ∈ Sk(Γ0, χ). Then the Fourier expansion of Tmf is given as follows (loc.cit.
(3.5.12))
Tmf =
∞∑
n=1
c∗nq
n
N , c
∗
n =
∑
a|(n,m)
χ(a)ak−1cmn/a2 . (8.5)
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In particular, if 〈p〉f =∑n=1 c′nqnN for a prime number p, then we have
Tpf =
{∑∞
n=1(cnp + p
k−1c′n/p)q
n
N p 6 |N∑∞
n=1 cnpq
n
N p|N
(8.6)
where we put c′n/p = 0 unless p|n. Suppose that f ∈ Sk(Γ0, χ) is a Hecke eigenform. If
c1 = 1, then we say that f is normalized. In this case we have Tmf = cmf and
cnm = cncm ((n,m) = 1), cpr+1 = cpcpr − χ(p)pk−1cpr−1 (r ≥ 1) (8.7)
(loc.cit. Thm. 3.43). It is well-known that the characteristic polynomial of Tm has
rational integer coefficients for all m ≥ 1 (loc.cit. (3.5.20)). Hence all Fourier coefficients
of a normalized Hecke eigenform are algebraic integers in a number field.
8.1.2 Modular curves : Deligne and Rapoport [6]
Let Γ = Γ (N) with N ≥ 3. Put ON := Z[ζN , 1/N ] where ζN is a primitive N -th root of
unity. The main result of [6] tells that there are the algebraic curve
X(N)ON −→ SpecON (8.8)
and the open subscheme Y (N)ON ⊂ X(N)ON such that
X(N)ON ×ON C ∼= (H ∪Q ∪ {∞})/Γ (N)
Y (N)ON ×ON SpecC ∼= H/Γ (N).
They are called the modular curves. The morphism (8.8) is projective and smooth (loc.cit.
IV. Cor. 2.9), and the geometric fiber is connected (loc.cit. IV. Cor. 5.5). The comple-
ment ΣON := X(N)ON − Y (N)ON is the disjoint union of copies of SpecON (loc.cit. VII.
Cor. 2.5), which we put ΣON = {P1, · · · , Ps}. We call the points Pi the cusps.
Since X(N)ON is the fine moduli of generalized elliptic curves with level structure N
(loc.cit. IV. Def. 2.4), we have the universal elliptic curve
π : EN −→ X(N)ON .
The morphism π is projective overX(N)ON , and smooth over Y (N)ON . The fiberDi,ON :=
π−1(Pi) over a cusp Pi ∈ ΣON is a standard Ne´ron N -gon. More precisely, let ∆Pi :
SpecON [[qN ]] → X(N)ON be the formal neighborhood of Pi. Then the fiber π−1(∆Pi) is
isomorphic to the regular model Eq,ON [[qN ]] in §4.2.1 (loc.cit. VII. Cor. 2.4). In particular,
the elliptic surface π : EN → X(N)ON has only singular fibers of type IN over the cusps
and satisfies (Rat).
Let DON :=
∑
iDi,ON = π
−1(ΣON ). Define an invertible sheaf Ω by the exact sequence
0 −→ π∗Ω1X(N)/ON (ΣON ) −→ Ω1EN/ON (logDON ) −→ Ω −→ 0.
The sheaf Ω is isomorphic to the dualizing sheaf H−1(Rπ!O). Put ω = π∗Ω. This is
also an invertible sheaf which is generated by du/u locally at the cusps where du/u is
the canonical invariant 1-form of the Tate curve (cf. (3.6)). Then there is the natural
isomorphism
ω⊗2
∼=−→ Ω1X(N)/ON (ΣON ),
du
u
⊗2
7−→ dqN
qN
(8.9)
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(loc.cit. VI. 4.5). Moreover we have the natural isomorphism
Mk(Γ )
∼=−→ Γ (X(N)ON , ω⊗k)⊗ON C, f 7−→ f
du
u
⊗k
(8.10)
(loc.cit. VII. 4.6). We identify Mk(Γ ) with the set of sections of ω
⊗k by (8.10). Then
Sk(Γ ) can be identified with
Γ (X(N)ON ,Ω
1
X(N)/ON
⊗ ω⊗k−2)⊗ON C.
For an ON -algebra R, we put
Mk(Γ )R
def
= Γ (X(N)ON , ω
⊗k)⊗ON R, (8.11)
Sk(Γ )R
def
= Γ (X(N)ON ,Ω
1
X(N)/ON
⊗ ω⊗k−2)⊗ON R. (8.12)
Let fi,χ ∈ Sk(Γ, χ) be the normalized Hecke eigenforms and fi,χ =
∑
n≥1 ci,χ(n)q
n
N the
Fourier expansions. Let FN = Q(ζN , ci,χ(n))i,χ,n which is a finite extension of Q. Then
fi,χ is contained in Sk(Γ )FN = Sk(Γ )ON ⊗ON FN and form a basis of it:
Sk(Γ )FN =
⊕
i,χ
FN · fi,χ. (8.13)
8.2 Dlog image of K2 of modular elliptic surface
Let N ≥ 3 be an integer and p a prime number such that p 6 |2N . Let K be a finite
unramified extension of Qp of degree d. Let R be the ring of integers in K. Suppose
ζN ∈ R. Let X(N)R := X(N)ON ×ON R be the modular curve over R and
πR : XR = EN ×ON R −→ X(N)R
the universal elliptic curve. Let ΣR = {P1, · · · , Ps} ⊂ X(N)R be the cusps. We put
DR =
∑
i π
−1
R (Pi) and UR = XR −DR.
Theorem 8.1 dlogΓ (UK ,K2)⊗Z Qp = Φ(XR, DR)Zp ⊗Zp Qp.
8.3 Proof of Theorem 8.1
We use the following theorem of A. Beilinson.
Theorem 8.2 ([3] Cor. 3.1.8.) The rank of dlogΓ (UK ,K2) is equal to s(=the number
of cusps of X(N)).
More precisely, Beilinson constructed the Eisenstein symbols in Γ (UK ,K2), and showed
that the boundary map ∂ induces the bijection on the space of the Eisenstein symbols.
See [19] §7 for another proof.
In order to prove Theorem 8.1 it is enough to show rankZpΦ(XR, DR)Zp ≤ s. Recall
the definition (8.11) and (8.12). We have from (8.9) the natural isomorphisms
M3(Γ )R
∼=−→ Γ (XR,Ω2XR/R(logDR)), S3(Γ )R
∼=−→ Γ (XR,Ω2XR/R). (8.14)
Therefore in order to show rankZpΦ(XR, DR)Zp ≤ s, it is enough to show
(S3(Γ )R ∩ Φ(XR, DR)Zp)⊗Qp = 0. (8.15)
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8.3.1 Lemmas on the Fourier coefficients
Fix a cyclotomic basis µ = {ζ1, · · · , ζd} of R. Let Φ′Zp ⊂ S3(Γ )R be the Zp-submodule
generated by f ∈ S3(Γ )R such that if we express
f =
∞∑
k=1
d∑
i=1
a
(i)
k
ζiq
k
N
1− ζiqkN
, a
(i)
k ∈ Zp
then a
(i)
k ≡ 0 mod p2kZp for all k and i. Since γ ∈ SL2(Z) acts on the cusps transitively,
we see
S3(Γ )R ∩ Φ(XR, DR)Zp =
⋂
γ∈SL2(Z)
γΦ′Zp .
Lemma 8.3 Let f ∈ S3(Γ )R be a cusp form of weight 3 and level N . If f ∈ Φ(XR, DR)Zp
then 〈d〉f ∈ Φ(XR, DR)Zp for all d ∈ (Z/N)∗. Moreover if f ∈ Φ′Zp then Tmf ∈ Φ′Zp for
all m ≥ 1.
Proof. An element γ ∈ Γ0/Γ ∼= (Z/NZ)∗ induces an automorphism of the universal
elliptic curve XR → X(N)R in a natural way, which we denote by σγ . By the definition
(8.1) we have
σ∗γ(f
dqN
qN
du
u
) = 〈d〉f dqN
qN
du
u
, γ =
(
a b
c d
)
∈ Γ0. (8.16)
Therefore if f ∈ Φ(XR, DR)Zp then (8.16) is also contained in Φ(XR, DR)Zp, namely
〈d〉f ∈ Φ(XR, DR)Zp for all d ∈ (Z/N)∗.
Next suppose that f ∈ Φ′Zp . It is enough to show Tℓf ∈ Φ′Zp for all prime ℓ. Express
f =
∞∑
k=1
d∑
i=1
a
(i)
k
ζiq
k
N
1− ζiqkN
, 〈ℓ〉f =
∞∑
k=1
d∑
i=1
b
(i)
k
ζiq
k
N
1− ζiqkN
with a
(i)
k , b
(i)
k ∈ Zp. Here we put 〈ℓ〉f = 0 if ℓ|N . Since f and 〈ℓ〉f are contained in Φ′Zp ,
we have
a
(i)
k ≡ b(i)k ≡ 0 mod k2Zp for all k , i (8.17)
by definition. Using (8.6), a direct calculation yields
Tℓ(f) =
d∑
i=1

 ∑
(ℓ,k)=1
a
(i)
k
ζℓi q
k
N
1− ζℓi qkN
++
∑
ℓ|k
a
(i)
k
ζiq
k
N
1− ζiqkN
+
∞∑
k=1
ℓ2b
(i)
k
ζiq
kℓ
N
1− ζiqkℓN

 .
In order to show Tℓ(f) ∈ Φ′Zp , the only non trivial part is to show
a
(i)
k
ζℓi q
k
N
1− ζℓi qkN
∈ Φ′Zp .
However this can be proved by the same argument as in the proof of Lemma 3.4. Q.E.D.
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Lemma 8.4 Let A be a discrete valuation ring and π a uniformizer. Let α ∈ A be a
non-zero element such that e := ordπ(α) ≥ 1. Let {an}n≥0 be a sequence in A satisfying
a0 = 1, an+2 = a1an+1 − αan, n ≥ 0. (8.18)
Suppose that there are integers d ≥ 1 and s ≥ 0 such that
an+d ≡ an mod πen−s for all n ≥ 0. (8.19)
Then there is a d-th root of unity ζ such that
an =
ζn+1 − (ζ−1α)n+1
ζ − ζ−1α , n ≥ 0. (8.20)
Proof. We have from (8.18) that
an+k+2 = ak+1an+1 − αakan (n, k ≥ 0). (8.21)
Put k = d− 1, d− 2 in (8.21) and apply (8.19):
−αad−1an ≡ (1− ad)an+1 mod πen+e−s, n ≥ 0, (8.22)
(1 + αad−2)an ≡ ad−1an+1 mod πen−s, n ≥ 0. (8.23)
Repeating them, we have
(−αad−1)dan ≡ (1− ad)dan+d
(8.19)≡ (1− ad)dan mod πen−s, n ≥ 0, (8.24)
(1 + αad−2)
dan ≡ add−1an+d
(8.19)≡ add−1an mod πen−s, n ≥ 0. (8.25)
We first claim that a1 6≡ 0 mod π. Suppose a1 ≡ 0 mod π. Then we have an ≡ an1 ≡ 0
mod π for all n ≥ 1 by (8.18). (8.24) yields
an ≡
(−αad−1
1− ad
)d
an ≡ · · · ≡
(−αad−1
1− ad
)dk
an ≡ 0 mod πen−s, k ≫ 1
as ordπ(α) = e > 0. Suppose that there is an integer m ≥ 0 such that an ≡ 0 mod
πen+m−s for all n ≥ 1. Then we have
αan = a1an+1 − an+2 ≡ 0 mod πen+e+1+m−s
and hence an ≡ 0 mod πen+m+1−s. Therefore the induction yields an ≡ 0 mod πen+m−s
for all m ≥ 0 and n ≥ 1. This means an = 0 for all n ≥ 1, which contradicts (8.18).
We now have a1 6≡ 0 mod π. Then an ≡ an1 6≡ 0 mod π for all n ≥ 0 by (8.18).
Therefore (8.24) and (8.25) imply (−αad−1)d ≡ (1 − ad)d and (1 + αad−2)d ≡ add−1 mod
πen−s for all n ≥ 0, which means (−αad−1)d = (1− ad)d and (1 + αad−2)d = add−1. Put
−αad−1 = ζ(1− ad), 1 + αad−2 = ζ ′ad−1 (8.26)
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where ζ, ζ ′ are d-th roots of unity. We claim ζ = ζ ′. In fact due to (8.22) and (8.23), we
have
−αad−1an ≡ −ζ−1αad−1an+1 mod πen+e−s, n ≥ 0,
ad−1an ≡ ζ ′−1ad−1an+1 mod πen−s, n ≥ 0.
The above implies ζ ≡ ζ ′ mod πen−s for all n ≥ 0, hence ζ = ζ ′. Thus we have
0
(8.26)
= 1− ad + ζ−1αad−1 (8.18)= 1− (a1ad−1 − αad−2) + ζ−1αad−1
(8.26)
= ζad−1 − a1ad−1 + ζ−1αad−1.
Since ad−1 6= 0, we have a1 = ζ + ζ−1α. This yields (8.20) by the induction on n. Q.E.D.
8.3.2 End of the proof
We finish the proof of Theorem 8.1. It is enough to show (8.15). Suppose that there is a
non-zero f =
∑∞
n=1 c(n)q
n
N ∈ S3(Γ )R such that f ∈ Φ(XR, DR)Zp. Let f be expressed
f =
∞∑
k=1
d∑
i=1
ai(k)
ζiq
k
N
1− ζiqkN
with ai(k) ∈ Zp. Let σ : R→ R be the Frobenius automorphism. Then
c(pr) =
r∑
k=0
d∑
i=1
ai(p
k)ζp
r−k
i = σ(c(p
r−1)) +
d∑
i=1
ai(p
r)ζi, r ≥ 1
as ζσi = ζ
p
i . Since f ∈ Φ(XR, DR)Zp ⊂ Φ′Zp we have
c(pr+1) ≡ σ(c(pr)) mod p2r+2R, r ≥ 0.
Repeating it, we have
c(pr+d) ≡ c(pr) mod p2r+2R, r ≥ 0 (8.27)
as σd = 1. Let fi,χ =
∑∞
n=1 ci,χ(n)q
n
N be the normalized Hecke eigenforms, and express
f =
∑
i,χ αi,χfi,χ with αi,χ ∈ K(ci,χ(n))i,χ,n (cf. (8.13)). Then (8.27) is written as∑
i,χ
αi,χci,χ(p
r+d) ≡
∑
i,χ
αi,χci,χ(p
r) mod p2r+2R, r ≥ 0. (8.28)
On the other hand By Lemma 8.3, we have Tmf =
∑
i,χ ci,χ(m)αi,χfi,χ ∈ Φ′Zp for all
m ≥ 1. Similarly to (8.28) we have∑
i,χ
ci,χ(m)αi,χci,χ(p
r+d) ≡
∑
i,χ
ci,χ(m)αi,χci,χ(p
r) mod p2r+2R, r ≥ 0 (8.29)
for all m ≥ 1. Since fi,χ are linearly independent, (8.29) yields that there is an integer
s ≥ 0 which does not depend on r such that
αi,χci,χ(p
r+d) ≡ αi,χci,χ(pr) mod p2r+2−sR′, r ≥ 0 (8.30)
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for all i and χ where R′ is the ring of integers in K(ci,χ(n))i,χ,n. Take fi,χ such that
αi,χ 6= 0. Due to (8.7) and (8.30), one can apply Lemma 8.4 for an = ci,χ(pn). Then we
have
ci,χ(p
r) =
ζr+1 − (ζ−1χ(p)p2)r+1
ζ − ζ−1χ(p)p2 , r ≥ 0. (8.31)
However, since fi,χ is a cusp form of weight 3, we have an estimate |ci,χ(n)| ≤ Cn3/2 where
|ci,χ(n)| denotes the complex absolute value ([20] Lem. 3.62, [7] Prop. 5.9.1). This is the
contradiction. This completes the proof of (8.15) and hence Theorem 8.1.
9 Example : elliptic surfaces Y 2 = X3 +X2 + tn
Let π : X → C = P1C be the minimal elliptic surface over C such that the general fiber
π−1(t) is the elliptic curve defined by
Y 2 = X3 +X2 + tn, n ≥ 1. (9.1)
The functional j-invariant is −64/(tn(1 + 27tn/4)). Put n = 6k + l where k ≥ 0 and
1 ≤ l ≤ 6. Then the canonical bundle KX is π∗O(k − 1) and the Hodge numbers are as
follows:
1
0 0
k 10 + 10k k
0 0
1
In particular X is rational if 1 ≤ n ≤ 6, a K3 surface if 7 ≤ n ≤ 12 and κ(X) = 1 if
n ≥ 13. There are (n+2) singular fibers, D0 = π−1(0), Di = π−1( n
√−4/27ζ in) (1 ≤ i ≤ n)
and Y∞ = π
−1(∞). The multiplicative fibers are D = D0+ · · ·+Dn. D0 is of type In and
Di is of type I1 for 1 ≤ i ≤ n. The type of Y∞ is as follows:
l 1 2 3 4 5 6
Y∞ II* IV* I
∗
0 IV II (smooth)
The number of multiplicative fibers is s = n + 1. We put Σ = {0, n√−4/27ζ in (1 ≤ i ≤
n)} ⊂ C and U = X −D.
The purpose of this section is to prove the following:
Theorem 9.1 Suppose that n is a prime number with 2 ≤ n ≤ 29. Then we have
rank dlogΓ (U,K2) = 2.
The dlog image is generated by
dlog
{
Y −X
Y +X
,− t
n
X3
}
, dlog
{
iY − (X + 2/3)
iY + (X + 2/3)
,
tn + 4/27
(X + 2/3)3
}
Note dlogΓ (U,K2) = dlogΓ (U − Y∞,K2) (Lemmas 2.3 and 2.4).
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9.1 Proof of Theorem 9.1
Let ∂ : Γ (U,K2)→ Z⊕1+n be the boundary map where the base (0, · · · ,
b
1, · · · , 0) ∈ Z⊕1+n
corresponds to the fiber Db for 0 ≤ b ≤ n. We want to show that the rank of ∂Γ (U,K2)
is 2. A direct calculation yields
∂
{
Y −X
Y +X
,− t
n
X3
}
= (n, 0, · · · , 0),
∂
{
iY − (X + 2/3)
iY + (X + 2/3)
,− t
n + 4/27
(X + 2/3)3
}
= (0, 1, · · · , 1).
Therefore we have rank ∂Γ (U,K2) ≥ 2 and hence it is enough to show rank ∂Γ (U,K2) ≤ 2.
To do this we use Theorem 6.2.
9.1.1 Step 1 : Choice of p ≥ 5 and πR : XR → CR
Let p 6 |6n be a prime number. LetK = Qp(
√−1, n√−4/27, ζn) be an unramified extension
over Qp and R the ring of integers in K. Let
πR : XR → CR
be the elliptic surface over R obtained from the defining equation Y 2 = X3 +X2 + tn in
a natural way such that XK := XR ×R K is minimal. One can easily check that it is an
elliptic surface in the sense of §2.3 and satisfies (Rat). Since 6 6 |n, the fiber Y∞ is not a
multiplicative type. Therefore H3e´t(XK ,Zp) is torsion free by Lemma 7.4 and Proposition
7.6 (3). Thus the condition in Theorem 6.2 (1) is satisfied. Let us see the condition in
Theorem 6.2 (2). Let F = Q(
√−1, n√−4/27, ζn). One can check that πK : XK → CK
is defined over F , which we write πF : XF → CF . It is easy to see that πF : XF → CF
satisfies (Rat). We discuss the condition
H2(XF ,Z/p(2))
GF = 0. (9.2)
To do this, we see the Frobenius action. Suppose that XF has a good reduction at a prime
l of F which is prime to p. Let ℓ be a rational prime such that l|ℓ. Let κ be the residue
field at l and put t = [κ : Fℓ]. Let Frobl ∈ Gal(κ/κ) be the Frobenius automorphism. By
the proper smooth base change theorem we have
H2e´t(XF ,Z/p(2))
∼= H2e´t(Xκ,Z/p(2)).
By Proposition 7.6 (3) we have
H2e´t(Xκ,Z/p(2))
∼= H2e´t(Xκ,Zp(2))⊗ Z/pZ
andH2e´t(Xκ,Zp(2)) is torsion free. Denote by Frob
arith
l
the action of Frobl onH
2
e´t(Xκ,Zp(j)).
If p satisfies
p 6 | det(1− Frobarith
l
: H2e´t(Xκ,Zp(2))), (9.3)
then (9.2) holds. There is the geometric Frobenius endomorphism on Xκ. Denote
by Frobgeo
l
the action of the geometric Frobenius on H2e´t(Xκ,Zp(j)). Then Frob
geo
l
·
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Frobarith
l
= Frobarith
l
·Frobgeo
l
is the identity. By the Poincare duality theorem, the dual of
H2e´t(Xκ,Zp(2)) is H
2
e´t(Xκ,Zp). Thus we have
det(1− Frobarith
l
: H2e´t(Xκ,Zp(2))) = det(1− Frobgeol : H2e´t(Xκ,Zp)). (9.4)
XF is defined over Q and Xκ is defined over the prime field Fℓ, which we denote by XQ
and XFℓ respectively. Let Frob
geo
ℓ be the geometric Frobenius action on H
2
e´t(XFℓ ,Zp) =
H2e´t(Xκ,Zp) and αi its eigenvalues. Since Frob
geo
l
= (Frobgeoℓ )
t we have
det(1− Frobgeo
l
: H2e´t(Xκ,Zp)) =
10+12k∏
i=1
(1− αti). (9.5)
The eigenvalues αi are computed from the zeta function of XFℓ. Namely letting νm(XFℓ)
be the cardinality of the Fℓm-rational points of XFℓ, the zeta function Z(XFℓ , T ) ∈ Z[[T ]]
is defined as follows:
Z(XFℓ, T )
def
= exp
∞∑
m=1
νm(XFℓ)
m
Tm.
Due to the Lefschetz trace formula we have
Z(XFℓ , T ) =
1
(1− T )(1− ℓ2T ) det(1− Frobgeoℓ T : H2e´t(XFℓ ,Zp))
Hence we have
νm(XFℓ) = 1 + ℓ
2m +
10+12k∑
i=1
αmi . (9.6)
Moreover it follows from the Poincare duality that we have
10+12k∏
i=1
αi = ±ℓ10+12k. (9.7)
Let us compute νn(XFℓ). Put
Xo := SpecFℓ[X, Y, t]/(Y
2 −X3 −X2 − tn) →֒ XFℓ .
Since XFℓ = (X
o − {t = 0}) ∪D0 ∪ Y∞ ∪ e(P1), we have
νm(XFℓ) = 1 + (12k − n + 11)ℓm + νm(Xo) unless 6|n. (9.8)
Suppose that n is a prime number and (ℓmod n) is a generator of (Z/n)∗. Then Fℓm → Fℓm
x 7→ xn is bijective unless n− 1|m and hence we have
νm(X
o) = ℓ2m unless n− 1|m. (9.9)
By (9.6), (9.8) and (9.9) we have
10+12k∑
i=1
αmi = (12k − n + 11)ℓm unless n− 1|m. (9.10)
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Claim 9.2 Suppose n ≥ 11. Then (9.7) and (9.10) yield
10+12k∑
i=1
αn−1i =
{
(10 + 12k)ℓn−1 if
∏
i αi = −ℓ10+12k
10 if
∏
i αi = ℓ
10+12k
10+12k∑
i=1
α2n−2i = (10 + 12k)ℓ
n−1 if
∏
i
αi = ℓ
10+12k.
Proof. Exercise on symmetric polynomials. Q.E.D.
By the Weil-Riemann conjecture we have
|ασi | = ℓ for any σ : Q→ C. (9.11)
Therefore Claim 9.2 implies α2n−2i = ℓ
2n−2 for all 1 ≤ i ≤ 10+12k. Since 2n−2 is divided
by t = [κ : Fℓ], (9.3) holds if p 6 |(1− ℓ2n−2) for n ≥ 11. There exist infinitely many ℓ such
that (ℓ mod p) is a generator of (Z/p)∗ and (ℓ mod n) is a generator of (Z/n)∗. For such
ℓ, if p− 1 6 |2n− 2, then p 66 |(1− ℓ2n−2) and hence (9.3). Thus (9.2) holds if p− 1 6 |2n− 2
for n ≥ 11.
In the cases n = 2, 3, 5, 7, we check (9.3) as the case may be.
Case n=2. We put ℓ = 13. Then κ = F13 (t = 1). By a direct calculation we have
ν1(XF13) = 13
2 + 10 · 13 + 1 (=⇒
10∑
i=1
αi = 10 · 13).
Then it follows from the Weil-Riemann conjecture (9.11) that we have αi = 13 for all
1 ≤ i ≤ 10. Thus if p 6 |13− 1 (i.e. p ≥ 5) then (9.3) and hence (9.2) hold.
Case n=3. We put ℓ = 7. Then κ = F76 (t = 6).
ν1(XF7) = 7
2 + 10 · 7 + 1.
Therefore we have αi = 7 for all 1 ≤ i ≤ 10. Thus if p 6 |76 − 1 (⇐⇒ p 6= 2, 3, 19, 43) then
(9.3) holds. On the other hand let ℓ = 13. Then κ = F133 (t = 3) and
ν1(XF13) = 13
2 + 10 · 13 + 1.
Therefore we have αi = 13 for all 1 ≤ i ≤ 10 and if p 6 |133 − 1 (⇐⇒ p 6= 2, 3, 61) then
(9.3) holds. As a result, if p ≥ 5 then (9.2) holds.
Case n=5. We put ℓ = 19. Then κ = F192 (t = 2).
νm(XF5) =
{
192m + 6 · 19m + 1 2 6 |m
194 + 10 · 192 + 1 m = 2.
Therefore we have α2i = 19
2 for all 1 ≤ i ≤ 10. Thus if p ≥ 7 then (9.3) holds.
Case n=7. We put ℓ = 13. Then κ = F132 (t = 2).
νm(XF13) =
{
132m + 16 · 13m + 1 2 6 |m
134 + 22 · 132 + 1 m = 2.
Therefore we have α2i = 13
2 for all 1 ≤ i ≤ 22. Thus if p 6 |2 · 3 · 7 · 13 then (9.3) holds.
Summarizing the above, the elliptic surface πR : XR → CR over R satisfies the condi-
tions in Theorem 6.2 in the following cases.
n 2 3 5 7 n ≥ 11
p p ≥ 5 p ≥ 5 p ≥ 7, p 6= 19 p 6 |2 · 3 · 7 · 13 p− 1 6 |2(n− 1)
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9.1.2 Step 2 : Computation of dimFpΦ(XR, DR)Fp
Let p, K = Qp(
√−1, n√−4/27, ζn) and πR : XR → CR be as above. Put
Y ′ =
√−1Y, X ′ = −X − 2
3
, t′ =
(
n
√
−4
27
)−1
t, ti = ζ
−i
n t
′ − 1 (1 ≤ i ≤ n).
Then
Y ′2 = X ′3 +X ′2 +
4
27
(t′n − 1) = X ′3 +X ′2 + 4
27
((ti + 1)
n − 1). (9.12)
Let qi ∈ tiR[[ti]] be the formal power series such that
j =
1
qi
+ 744 + 196884qi + · · · = −432
(ti + 1)n((ti + 1)n − 1) . (9.13)
qi is the period of the Tate curve in the neighborhood of the singular fiber Di (1 ≤ i ≤ n).
Conversely the qi-expansion of ti is as follows:
ti = −432
n
qi +
41472n+ 93312
n2
q2i + · · · . (9.14)
Then R((qi)) = R((ti)) and the isomorphism between the Tate curve Eqi,R((qi)) (3.1) and
UR ×SR SpecR((qi)) is given by
X ′ = 4
x+ (1− E1/44 )/12
E
1/2
4
, Y ′ = 4
2y + x
E
3/4
4
where E4 is the Eisenstein series:
E4 = 1 + 240
∞∑
n=1
n3qni
1− qni
, E
1/4
4 = 1 + 60qi − 4860q2i + · · · .
In particular we have
dX ′
Y ′
= E
1/4
4
dx
2y + x
= E
1/4
4
du
u
. (9.15)
Γ (XR,Ω
2
XR/R
(log(DR))) is generated by
t′adt′
dX ′
Y ′
,
dt′
t′
dX ′
Y ′
,
dt′
t′ − ζbn
dX ′
Y ′
, (0 ≤ a ≤ k − 1, 1 ≤ b ≤ n)
where n = 6k + l with k ≥ 0 and 1 ≤ l ≤ 6. Since
∂DR
(
t′adt′
dX ′
Y ′
)
= (0, · · · , 0), ∂DR
(
dt′
t′
dX ′
Y ′
)
= (
√−1, 0, · · · , 0),
∂DR
(
dt′
t′ − ζbn
dX ′
Y ′
)
= (0, · · · , b1, · · · , 0),
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we have
Γ (XR,Ω
2
XR/R
(logDR))Zp =
k−1∑
a=0
Rt′adt′
dX ′
Y ′
+ Zp
√−1dt
′
t′
dX ′
Y ′
+
n∑
b=1
Zp
dt′
t′ − ζbn
dX ′
Y ′
=
k−1∑
a=0
Rtai dti
dX ′
Y ′
+ Zp
√−1 dti
ti + 1
dX ′
Y ′
+
n∑
b=1
Zp
dti
ti + 1− ζb−in
dX ′
Y ′
.
We show dimFpΦ(XR, DR)Fp ≤ 2 as the case may be. We check it only in case n = 7.
The other cases are similar (left to the reader).
Let n = 7. We take p = 11. Then K = Q11(
√−1, ζ7) = Q11(ζ) (ζ :=
√−1ζ7),
R = Z11[ζ ] and [K : Q11] = 6. Fix a cyclotomic basis µ = {1, ζ, ζ2, · · · , ζ5}. Put
a = ζ7 + ζ
2
7 + ζ
4
7 = 4 + 11 + 11
2 + 7 · 113 + · · ·
b = ζ37 + ζ
5
7 + ζ
6
7 = 6 + 9 · 11 + 9 · 112 + 3 · 113 + · · · .
The minimal polynomial of ζ7 over Q11 is x
3 − ax2 + bx− 1. Γ (XR,Ω2XR/R(logDR))Z11 is
generated by
Rdt′
dX ′
Y ′
, Z11
√−1dt
′
t′
dX ′
Y ′
, Z11
dt′
t′ − ζb7
dX ′
Y ′
(1 ≤ b ≤ 7).
Let us compute
φi : Γ (XR,Ω
2
XR/R
(logDR))Z11 −→
∏
k≥1
(Z11/k
2Z11)
⊕6
for 1 ≤ i ≤ n. Since
dlog
{
Y −X
Y +X
,− t
7
X3
}
= 7
√−1dt
′
t′
dX ′
Y ′
,
dlog
{
iY − (X + 2/3)
iY + (X + 2/3)
,− t
7 + 4/27
(X + 2/3)3
}
=
d(t′7)
t′7 − 1
dX ′
Y ′
we have
φi
(√−1dt′
t′
dX ′
Y ′
)
= 0, φi
(
d(t′7)
t′7 − 1
dX ′
Y ′
)
= 0.
Let
dt′
t′ − ζb7
dX ′
Y ′
= fb(qi)
dqi
qi
du
u
.
Express
fb(qi) = E
1/4
4
1
ti + 1− ζb−i7
qi
dti
dqi
= E
1/4
4
1
1− ζb−i7
∑
m≥0
( −ti
1− ζb−i7
)m
· qi dti
dqi
=
∑
k≥1
akq
k
i
1− qki
+
bkζq
k
i
1− ζqki
+ · · ·+ fkζ
5qki
1− ζ5qki
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for b 6≡ i mod 7 and
fb(qi) = E
1/4
4
1
ti
qi
dti
dqi
= 1 +
∑
k≥1
akq
k
i
1− qki
for b = i. By definition, φi(
dt′
t′−ζb7
dX′
Y ′
) = (a¯k, · · · , f¯k)k≥1 where a¯k = (ak mod k2Z11). The
following is the table for k = 11, 22, 33, 44 (don’t check it by hand).
b− i a¯11 b¯11 c¯11 d¯11 e¯11 f¯11 a¯22 b¯22 c¯22 d¯22 e¯22 f¯22
1 99 0 99 0 55 0 11 0 99 0 99 0
2 77 0 55 0 88 0 110 0 55 0 99 0
3 11 0 55 0 33 0 99 0 88 0 11 0
4 66 0 88 0 99 0 99 0 88 0 44 0
5 33 0 33 0 55 0 110 0 33 0 22 0
6 22 0 33 0 33 0 99 0 0 0 88 0
0 55 0 0 0 0 0 77 0 0 0 0 0
b− i a¯33 b¯33 c¯33 d¯33 e¯33 f¯33 a¯44 b¯44 c¯44 d¯44 e¯44 f¯44
1 99 0 88 0 99 0 33 0 55 0 55 0
2 0 0 99 0 55 0 77 0 11 0 66 0
3 88 0 11 0 44 0 11 0 0 0 11 0
4 33 0 55 0 88 0 55 0 55 0 0 0
5 55 0 66 0 11 0 11 0 55 0 55 0
6 88 0 44 0 66 0 33 0 66 0 55 0
0 0 0 0 0 0 0 22 0 0 0 0 0
Similarly, we put
ζbdt′
dX ′
Y ′
= ζb+8idti
dX ′
Y ′
= gb(qi)
dqi
qi
du
u
gb(qi) = ζ
b+8iE
1/4
4 qi
dti
dqi
=
∑
k≥1
akq
k
i
1− qki
+
bkζq
k
i
1− ζqki
+ · · ·+ fkζ
5qki
1− ζ5qki
.
b+ 8i a¯11 b¯11 c¯11 d¯11 e¯11 f¯11 a¯22 b¯22 c¯22 d¯22 e¯22 f¯22
0 2 0 0 0 0 0 93 0 0 0 0 0
1 0 2 0 42 0 54 109 95 106 92 8 101
2 25 0 86 0 79 0 49 0 79 0 22 0
3 0 0 0 44 0 79 86 0 101 66 1 29
4 0 0 42 0 44 0 66 0 48 0 68 0
5 0 54 0 25 0 86 60 101 116 49 88 37
b+ 8i a¯33 b¯33 c¯33 d¯33 e¯33 f¯33 a¯44 b¯44 c¯44 d¯44 e¯44 f¯44
0 114 0 0 0 0 0 53 0 0 0 0 0
1 0 24 0 93 0 28 17 27 91 83 22 3
2 113 0 7 0 106 0 35 0 43 0 67 0
3 0 24 0 88 0 28 77 0 60 110 44 38
4 20 0 15 0 113 0 99 0 17 0 51 0
5 0 60 0 40 0 52 35 3 65 35 77 72
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The above tables yields that the kernel of φ1 is contained in
Z11
√−1dt
′
t′
dX ′
Y ′
+ Z11
dt′7
t′7 − 1
dX ′
Y ′
+ 11 · Γ (XR,Ω2XR/R(logDR))Z11 .
Hence we have dimF11Φ(XR, DR)F11 ≤ 2. This completes the proof.
9.2 Indecomposable parts of K1(X) with higher rank
Let X be a nonsingular variety over C. Let Y ⊂ X be a closed subscheme. The
Adams operations on KYi (X)Q = K
Y
i (X) ⊗ Q ∼= K ′i(Y ) ⊗ Q give rise to the decom-
position
⊕
j K
Y
i (X)
(j) ([23]). In case i = 1 we have the decomposition K1(X)Q =⊕dimX+1
j=1 K1(X)
(j). Of particular interest to us here is K1(X)
(2), which is isomorphic
to Bloch’s higher Chow group CH2(X, 1) ⊗ Q. Let NS(X) be the Ne´ron-Severi group of
X . Then there is the natural map C∗ ⊗ NS(X)Q → K1(X)(2). We denote its cokernel
by K ind1 (X)
(2) and call the indecomposable K1 of X . An element x ∈ K1(X)(2) is called
indecomposable if it is non trivial in K ind1 (X)
(2).
Lemma 9.3 Let π : X → C be a minimal elliptic surface over C and U0 the complement
of the all singular fibers. Let NS(X)′ ⊂ NS(X) be the subgroup generated by the irreducible
components of singular fibers and the section e(C). Then there is an exact sequence
K2(U
0)Q
∂−→ Q⊕s −→ K1(X)(2)/(C∗ ⊗ NS(X)′). (9.16)
Proof. Let Di be the multiplicative fibers and Yi the singular fibers of other types. Let
Di =
∑
kD
(k)
i and Yi =
∑
k Y
(k)
i be the irreducible decompositions. Quillen’s localization
exact sequence ([24] Prop.(5.15)) yields an exact sequence
K2(U
0)(2) −→
⊕
i
K ′1(Di)
(1) ⊕
⊕
j
K ′1(Yj)
(1) −→ K1(X)(2) −→ K2(U0)(1). (9.17)
On the other hand, there are exact sequences⊕
k
K1(D
(k)
i ) −→ K ′1(Di) −→ Z −→ 0, (9.18)
⊕
k
K1(Y
(k)
j ) −→ K ′1(Yj) −→ 0, (9.19)
⊕
k
C∗ · [D(k)i ] −→ K ′1(Di)(1) −→ Q −→ 0, (9.20)
⊕
k
C∗ · [Y (k)j ] −→ K ′1(Yj)(1) −→ 0. (9.21)
(As for Di, the above is shown in §4.2.1. However the same argument also works for Yj).
Let NS(X)′′ ⊂ NS(X)′ be the subgroup generated by all irreducible components of the
singular fibers. Then NS(X)′ = NS(X)′′ ⊕ Z[e(C)]. We claim that the map
C∗ ⊗ NS(X)′Q −→ K1(X)(2)
58
is injective. In fact let K1(X)
(2) → K1(D(k)i )(2)⊕ ⊕K1(Y (k)j )(2)⊕ ∼= C∗⊕ be the pull-back.
Then the composition C∗ ⊗ NS(X)′ −→ K1(X)(2) → C∗⊕ is given by the intersection
matrix on NS(X)′. Since the intersection pairing on NS(X)′ is non-degenerate (cf. proof
of Lemma 7.1), it is bijective. Now a commutative diagram
0 0x x
Q⊕n+1 −−−→ K1(X)(2)/C∗ ⊗ NS(X)′′
∂1
x x
K2(U
0)(2)
∂2−−−→ ⊕iK ′1(Di)(1) ⊕⊕j K ′1(Yj)(1) −−−→ K1(X)(2)x x⊕
i,k C
∗ ⊗ [D(k)i ]⊕
⊕
j,k C
∗ ⊗ [Y (k)j ] −−−→ C∗ ⊗ NS(X)′′x
0
with ∂ = ∂1∂2 yields an exact sequence
K2(U
0)Q
∂−→ Q⊕s −→ K1(X)(2)/C∗ ⊗NS(X)′′. (9.22)
The rest of the proof is to show
Image
(⊕
i
K ′1(Di)
(1)
Q → K1(X)(2)
)⋂
(C∗ ⊗ [e(C)]) = 0. (9.23)
Let Xt be a smooth fiber. Let K1(X)
(2) → K1(Xt)(2) be the pull-back and K1(Xt)(2) → C∗
the norm map (also called the transfer map) for X → SpecC. Then the composition C∗⊗
[e(C)] → K1(X)(2) → K1(Xt)(2) → C∗ is bijective. On the other hand the composition
K ′1(Di)→ K1(X)(2) → K1(Xt)(2) is clearly zero. This shows that the image of⊕iK ′1(Di)(1)
does not intersect with C∗ ⊗ [e(C)]. Thus we have (9.23). Q.E.D.
Corollary 9.4 Let π : X → P1 be the minimal elliptic surface over C defined by Y 2 =
X3 +X2 + tn. Suppose that n is prime to 30. Then there is an exact sequence
K2(U
0)Q
∂−→ Q⊕n+1 −→ K ind1 (X)(2). (9.24)
Proof. In this case NS(X)′Q = NS(X)Q ([25] p.185 Example 7, [26] Example 4). Q.E.D.
By Theorem 9.1 and Corollary 9.4 we have
Theorem 9.5 Let π : X → P1 be the minimal elliptic surface over C defined by Y 2 =
X3 + X2 + tn and Di the multiplicative fibers. Suppose that n is a prime number with
7 ≤ n ≤ 29. Then we have
dim Image
(
n⊕
i=0
K ′1(Di)Q −→ K ind1 (X)(2)
)
= n− 1.
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