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Abstract
Pneumatically conveyed particles are commonly responsible for triggering the erosion
process by impacts on the wall. Those impacts result from the ﬂuid-particle interaction
and understanding its mechanisms is the key to mitigate the erosion damage in engineering
applications. In general, erosion due to particle impingement, which can occur in a variety of
practical cases, is often the key factor in pipeline failure. Parts such as elbows, for instance,
are particularly prone to erosion issues. In the ﬁrst part of this thesis, the Unsteady
Reynolds Averaged Navier-Stokes (URANS) equations are combined with a stochastic
Lagrangian particle tracking scheme considering all relevant elementary processes (drag
and lift forces, particle rotation, inter-particle collisions, particle-wall interactions, coupling
between phases) to numerically predict the erosion phenomenon on a 90◦ elbow pipe. After
a detailed validation of the erosion model based on the experimental data of Solnordal et
al. (2015), several cases regarding the wall roughness and static and dynamic coeﬃcients
of friction are analysed to elucidate the nature of the erosive process. For such analysis,
more fundamental variables related to particle-wall interactions (impact velocity, impact
angle, impact frequency) were used to scrutinize the basic erosion mechanisms. Finally, to
prove the importance of inter-particle collision on elbow erosion, diﬀerent mass loadings
are additionally simulated. Especially for the high mass loading cases, interesting results
about the role of the inter-particle collisions on elbow erosion are enlightened. In a second
step, we propose a novel pipe wall design in order to reduce the erosion on a 90◦ elbow.
This design consists of twisting the pipe wall along the ﬂow streamwise direction. Basically,
such conﬁguration generates a swirling motion of the ﬂow upstream of the elbow and
consequently re-disperse the transported particles, preventing them to focus on a single
point at the elbow. Based on a four-way coupled simulation, the simulations were run for
the new pipe wall design. To understand the nature of the erosive process on the new pipe
wall design, the above-mentioned variables regarding the particle-wall interaction were
evaluated. In general, it was found that the changes in the multiphase ﬂow promoted by
the twisted pipe wall are eﬀective for reducing elbow erosion. The numerical simulations
reveal that the pipeline equipped with a twisted pipe wall reduces the peak of erosion
depth up to 33% on the elbow when compared to the conventional pipe.
Keywords: Eulerian-Lagrangian URANS approach, One-way, two-way and four-way cou-
pling, Elbow erosion modeling, Particle impact angle, Particle impact velocity, Cushioning
eﬀect, Innovative pipe wall, Erosion mitigation, Air-sand erosion.

Resumo
Partículas transportadas pneumaticamente são comumente responsáveis por desencadear
o processo de erosão por impactos na parede. Esses impactos resultam da interação
ﬂuido-partícula e a compreensão de seus mecanismos é a chave para mitigar os danos
causados pela erosão em aplicações de engenharia. Em geral, a erosão causada por impacto
de partículas, que pode ocorrer em uma variedade de casos práticos, é frequentemente
o fator principal na falha de tubulações. Acessórios como cotovelos, por exemplo, são
particularmente propensos a problemas de erosão. Na primeira parte desta tese, as equações
médias de Reynolds transiente (URANS) são combinadas com um modelo lagrangeano
estocástico de rastreamento de partículas considerando todos os processos elementares
relevantes (forças de arrasto e sustentação, rotação das partículas, colisões entre partículas,
interações partícula-parede, acoplamento entre as fases) para predizer numericamente o
fenômeno erosivo em um cotovelo de 90◦. Após uma validação detalhada do modelo de
erosão com base nos resultados experimentais de Solnordal et al. (2015), vários outros
casos com diferentes rugosidades na parede e coeﬁcientes de atrito estático e dinâmico
são apresentados para elucidar a natureza do processo erosivo. Para tal análise, foram
utilizadas variáveis mais fundamentais e que estão relacionadas às interações partícula-
parede (velocidade de impacto, ângulo de impacto, frequência de impacto) para examinar
os mecanismos básicos de erosão. Finalmente, para provar a importância da colisão entre
partículas na erosão do cotovelo, diferentes cargas mássicas são simuladas. Especialmente
para os casos com carga mássica elevada, resultados interessantes sobre a importância das
colisões entre partículas na erosão do cotovelo são abordados. Em uma segunda etapa,
propomos um novo design para a parede da tubulação com o intuito de reduzir a erosão no
cotovelo de 90◦. Esta concepção consiste em torcer a parede do tubo ao longo do sentido
principal do escoamento. Basicamente, tal conﬁguração gera a rotação do ﬂuido a montante
do cotovelo e, consequentemente, re-dispersa as partículas transportadas, evitando que se
concentrem diretamente em um único ponto no cotovelo. Com base em simulações com
quatro vias de acoplamento, simulações são feitas para a conﬁguração proposta. Para
compreender a natureza do processo erosivo na nova geometria, as variáveis relativas as
interações partícula-parede que foram mencionadas anteriormente também foram avaliadas.
Em geral, veriﬁcou-se que as alterações no escoamento multifásico promovidas pela parede
torcida são efetivas na redução da erosão no cotovelo. As simulações numéricas revelam
que a tubulação equipada com o tubo torcido reduz o pico de profundidade de erosão no
cotovelo em até 33% quando comparado ao tubo convencional.
Palavras-chaves: Abordagem Euler-Lagrange URANS, Uma via, duas vias e quatro vias
de acoplamento, Modelagem da erosão em cotovelos, Ângulo de impacto, Velocidade de
impacto, Efeito de amortecimento, Parede de tubo inovadora, Mitigação de erosão, Erosão
ar-areia.
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Chapter 1
Introduction
Erosive wear due to particle impingement is a typical multiphase ﬂow conﬁguration
relevant for a variety of practical applications involving particle-laden ﬂows especially for
pipeline systems. The surface damage is caused by the repeated application of high localized
stresses (Cousens (1984)). In particular, erosion causes severe problems in pneumatic and
hydraulic transport systems (Bikbaev et al. (1972), Bikbaev et al. (1973)). In this sense,
pipe ﬁttings such as elbows, for instance, are prone to wear during the abrasive particle
conveying (Duarte et al. (2016)). While usually considered undesirable, erosion has useful
application in processes such as sand blasting, abrasive deburring and the erosive drilling
of hard materials (Finnie (1960), Neilson and Gilchrist (1968)). In this regard, the necessity
to model and predict detailed information about these kind of ﬂows became a persistent
issue in the study of multiphase ﬂows over the past few decades. By understanding the
dynamics of motion, it is possible to make improvements and increase the safety during
the operation of these systems.
Throughout the 60’s a new theoretical approach has been developed, the Computa-
tional Fluid Dynamics (CFD). The Computational Fluid Dynamics aims to simulate ﬂow
through numerical methodologies designed to represent a physical phenomenon. Although
its development begun over 50 years ago, only in the 90’s it started to have greater accep-
tance in the industry, especially in aeronautical projects. Nowadays, the Computational
Fluid Dynamics has become an important tool to study ﬂow problems, helping designers
to optimize single and multiphase systems. In wear-related problems, the CFD is used as a
tool for predicting the wear in various environments and due to its complexity unfeasible
the use of empirical correlations.
In this context, constant eﬀort has been put in the accurate prediction of the erosion
eﬀects. Until now, many aspects of the erosion process are still too complex to model
and innovative experimental and theoretical developments are needed. Furthermore, the
precise measurements of some important parameters is of paramount importance. These
parameters are basically related to inter-particle collisions and particle-surface interactions,
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such as rebounding (impact angle) and impact velocity.
In many industrial processes, the erosive wear arises from the impingement of solid
particles against the surface and have noticeable consequences on equipment reliability and
safety. The erosive wear can be a problem in cyclones separators, propellers and pumps,
but in pneumatic conveying systems (cf. Fig. 1) erosive wear can be even more serious
(Mills (2004)).
Figure 1 – Erosive wear inside an 90◦ elbow pipe.
Source: <http://goo.gl/tkrCpb>
Generally speaking, erosive wear is a problem which industry has learned to
live. Although there are many ways to reduce the magnitude of the problem, relate the
conveyed material and the system itself requires a large number of variables to be taken
into account. In addition, maintenance time and operating costs are also important factors
that lead companies to decide which is the best method for the reduction of erosion in their
equipment. For an entire pipeline plant, the eﬀects of diﬀerent elements (e.g., constrictions,
pipe shapes and pipe ﬁttings) have to be considered. Due to the nature of the transport
process, piping systems are willing to wear when abrasive particles have to be conveyed.
When particles are carried in suspension through the air, high conveying air velocities are
required to keep the material moving, in order to prevent pipeline obstruction. In this
context, pipe ﬁttings provide pneumatic conveying systems with their ﬂexibility in change
the ﬂow direction, however, these spots become more susceptible to repeatedly collisions
and rapid wear can occur. In terms of economics, the cost of wear (e.g., abrasion, erosion,
cavitation and others) has been estimated as ranging from 1% to 4% of the gross national
product (GNP) of an industrialized nation. The eﬀect of erosion is particularly evident in
the industrial areas of agriculture, mining, mineral processing, and earth moving (Bayer
(2002)). Table 1 shows the wear expenses based on the Brazilian gross national product.
Clearly, the costs with wear are pretty high. This implies in a necessity of more studies
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about the theme, aiming the reduction of such values.
Table 1 – Expenses with wear based on the Brazilian gross national product (GNP). Source:
<https://goo.gl/hCsZN6>.
Year Gross National Product (R$) Wear expenses (R$)
2015 5,90 trillion 2,36 billion
2014 5,52 trillion 2,20 billion
2013 5,31 trillion 2,12 billion
2012 4,80 trillion 1,92 billion
The goal of this thesis is to support oil and gas industry by analyzing the mechanisms
responsible for the erosion reduction in elbows promoted by a novel pipe wall design.
In agreement with the supervisor from the university, and supported by the acquired
knowledge during the literature review, it was decided to focus the research on the erosion
reduction by generating a swirling ﬂow upstream of the elbow.
The present thesis is organized as follows: Chapter 2 discusses the objective and
the method to reach it. In chapter 3, the background theory is presented as well as an
overview of the elbows studied. Chapter 4 presents an overview of the relevant equations
for gas/particle phase and erosion prediction. Chapters 5 and 6 describes the type of
discretization and the particle phase algorithm, respectively. Chapter 7 presents a summary
of the ﬁrst part of this thesis which include validations and parametric variations of the
erosion-related variables in a standard pipeline conﬁguration. In chapter 8, the twisted
pipe wall conﬁguration is proposed and its beneﬁts regarding the erosion reduction at the
elbow are enlightened. The thesis is concluded in Chapter 9.
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Chapter 2
Thesis scope
After an exhaustive literature review, for a successful and fulﬁllment of the doctoral
thesis, it is of extreme importance to deﬁne the goal and a method to reach it. Both are
elaborate in this chapter. First Section 2.1 presents the research objective, after which a
few words are spend on the relevance of the project in Section 2.2. Finally, in Section 2.3,
a methodology is presented in order to reach the objective.
2.1 Research objective
There are two factors that directly inﬂuenced the deﬁnitive research objective of the
current thesis. Besides the literature acquired during the literature research, the suggestions
and advices from the university supervisor are taken into account. PETROBRAS project
suggestions are focused on solve problems related to wear in oil and gas industry, whereas
my supervisor also draw attention to the scientiﬁc value of the research. For this reason,
the research objective is divided into a primary and secondary objective.
The ﬁrst objective relates to the research from a scientiﬁc perspective. This objective
forms the basis to complete the research.
Carry out a detailed investigation to elucidate the nature of the erosive process of a
ninety-degree-elbow, by simulating the elbow with an in-house CFD code.
The reason for focusing on the ninety-degree-elbow is related to validate the erosion
prediction model with experiments, scrutinize the basic erosion mechanisms using more
fundamental variables related to particle-wall interactions (impact velocity, impact angle
and impact frequency), implement it in the code and analyze its capacity to deal with a
variety of erosion problems in engineering with suﬃcient accuracy.
The second objective covers the part of the research that is of particular interest
for industry.
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Propose a novel pipe wall design which consists of twisting a pipe wall along the ﬂow
streamwise direction in order to reduce the erosion on a ninety-degree-elbow and verify its
beneﬁts when compared with the standard pipe geometry.
The reduction of erosion in pipeline systems and cyclones separators are of particular
interest for the company. For engineering purpose they require to know the magnitude of
erosion acting on the equipment surface and the eﬀects of the mass loading on the erosive
process.
Both objectives are fulﬁlled simultaneously throughout this thesis, whereas the
ﬁnal conclusions can be found in Chapter 9.
2.2 Relevance
For this research, the only available simulation tool is CFD. Unfortunately erosion
experimenting and measuring are not feasible due to facility limitations. During the
literature survey no example of solely the application of CFD onto a twisted pipe was
found. Hence it would be rather novel to produce useful results using solely CFD. The ninety-
degree-elbow validation process will form one of the key parts in successfully acquiring
these results. So besides the beneﬁts for industry, the research will also contribute to the
scientiﬁc community.
2.3 Methodology
Knowing the research objectives it is possible to outline an initial methodology.
This process is devised with the knowledge obtained during the literature review. It is
schematically showed in Fig. 2 by placing the various steps in blocks and connecting them
via arrows.
Two phases can be distinguished; a validation phase and an analysis phase. The
goal of the validation phase is to come up with a simulation setup that provides suﬃciently
accurate results in order to be used for the standard elbow simulations. In the analysis
phase, both standard and twisted pipes are simulated for diﬀerent situations. The next
lines explain both phases in details.
Validation phase
For the validation phase of the present study, an initial simulation setup is created
based on literature and diﬀerent erosion prediction models are tested. After ﬁnding the
best model, the simulation is ran and the resulting erosion proﬁle is compared to existing
experimental data. Depending on the outcome, the setup is updated in order to match
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the resulting dataset, it becomes possible to obtain remarkable results on both elbows
simulations. The complete analysis phase is covered in Chapter 7 and Chapter 8 of this
thesis.
However, before elaborating the research objective, ﬁrst some background theory is
required. This should provide the reader with a basic understanding of erosion wear and
numerical techniques to compute them. The following set of chapters, bundled in Chapters
3 to 6, presents this theory.
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Chapter 3
Background theory
Several characteristics make the erosion proﬁle inside pipelines and elbows signiﬁ-
cantly diﬀerent. Hence the Computational Fluid Dynamical (CFD) techniques required
to simulated the ﬂow diﬀer as well. This part of the thesis will present the background
theory required to understand the basic erosion phenomena occurring inside pipes and the
CFD techniques employed to simulate them.
3.1 Types of wear
As described in many books, (e.g., Gahr (1987) and Hutchings (1992)), diﬀerent
types of wear may be separated by referring to the basic material removal mechanisms, the
wear mechanisms, that cause the wear on a microscopic level. There are many attempts
to classify wear by wear mechanisms, but a commonly accepted ﬁrst order classiﬁcation
distinguishes between adhesive wear, abrasive wear, wear caused by surface fatigue, and wear
due to tribochemical reactions. Very commonly, the damage observed on a tribologically
loaded surface is a result of two or more coexisting or interacting surface damage types.
Interacting damage types may lead to unproportionally high wear rates, as for example in
oxidation-enhanced surface cracking; adhesive wear may however also be suppressed by
oxidation (Askeland et al. (2010)).
According to Bhushan (2013), each type of wear occurs by mechanical and/or
chemical means and is usually speeded by frictional heating or some kind of thermal
means. In addition, Bhushan (2013) indicates that wear can be divided in to six diﬀerent
phenomenon. They are: adhesive, abrasive, fatigue, impact by erosion and percussion,
chemical and electrical. However, all of them has one thing in common: the subtraction of
solid material from rubbing surfaces.
Even though the division proposed by Gahr (1987) and Hutchings (1992) presents
the basis of the wear classes. There is another classiﬁcation proposed by Stachowiak and
Batchelor (2013) which come up with a dependence of wear on various operating conditions.
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3.1.1 Erosion due to solid particles
Erosion is deﬁned as the wear resulted by the interaction between a solid surface
and a ﬂuid ﬂow containing abrasive particles with a certain speed, or the impact of free
moving liquid (or solid) particles on a solid surface (Finnie (1960)). We can divide the
understanding of erosion in two major parts, the ﬁrst being the determination of the
ﬂuid ﬂow conditions of the number, direction, and velocity of the particles striking the
surface. The second part may be deﬁned as the calculation of surface material removed,
with the data acquired from the ﬁrst part. Clearly, the ﬁrst part of the erosion process is
characterized as a ﬂuid mechanics problem, with the ﬂuid ﬂow transporting the particles
into the surface, which deﬁnes the erosion wear (Pereira et al. (2014)).
Erosion wear is dependent of the number of particles striking a surface, as well
as the physical quantities associated with it, such as particle velocity and their direction
relative to the surface to be struck. It is known that these quantities are noticeably
determined by the ﬂow conditions. In other words, any minor change in the ﬂow conditions
such as viscous regime or temperature might bring large variations in the erosion rate.
For example, in operations where the ﬂow direction changes quickly such as turbine blade
erosion is usually more severe than in a straight run of piping. Other erosion-increasing
factor is the local turbulence generated from roughened surface or misaligned parts (Finnie
(1960)).
According to Bhushan (2013), erosion is a form of abrasion that is generally treated
rather diﬀerently because the contact stress arises from the kinetic energy of particles
ﬂowing in an air or liquid stream as it encounters a surface (Fig. 4). The particle velocity
and impact angle combined with the size of the abrasive give a measure of the kinetic
energy of the impinging particles, that is, of the square of the velocity. Wear debris formed
in erosion occurs as a result of repeated impacts.
Figure 4 – Schematic of a jet of abrasive particles hitting a surface at a high velocity.
(Bhushan (2013).)
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considerable damage, and has resulted in several catastrophic failures in service (Mills
(2004)).
In pneumatic conveying, in particular, erosion can be a severe problem because of
the high velocities required for conveying bulk particulate materials. The erosion of surfaces
by solid particles in a ﬂuid stream is probably the main reason why industry is often
reluctant to install pneumatic conveying systems, particularly when abrasive materials
have to be handled. In several other areas, however, erosion has many practical uses and
advantages, such as in erosive cleaning of surfaces and erosive drilling and cutting.
3.2.1 Variables involved
There are many parameters associated with both the impacting particles and the
surface material that will have an eﬀect on erosive wear. In some cases the variables are
inter-related and so need to be considered in groups in these situations. All these variables
are presented below.
3.2.1.1 Impact angle
A curve presented by Tilly (1979) and shown in Fig. 8 illustrates the variation of
erosion with impact angle for two diﬀerent surface materials and is typical of the early
work carried out to investigate the inﬂuence of these variables.
Figure 8 – Variation of erosion with impact angle for various surface materials. Adapted
from (Tilly (1979).)
Both materials showed very signiﬁcant diﬀerences in both erosion rate and the
eﬀect of impact angle. These materials do, in fact, exhibit characteristic types of behavior
that are now well recognized. The aluminum alloy is typical of ductile materials: it suﬀers
maximum erosion at an impact angle of about 20◦ and oﬀers good erosion resistance to
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normal impact. The glass is typical of brittle materials: it suﬀers severe erosion under
normal impact but oﬀers good erosion resistance to low angle, glancing impact.
The inﬂuence of impact angle and the diﬀerent response of ductile and brittle
materials to erosive wear is an aspect of the problem that will be considered at many
diﬀerent points. The relationships can be used to explain a number of observed phenomena
in erosive wear, and are particularly useful in predicting the possible behavior in new and
untried situations.
3.2.1.2 Impact velocity
Of all the variables that inﬂuence the problem of erosive wear, velocity is probably
the most important of all (Mills (2004)). It is generally recognized that erosive wear is
dependent upon a simple power of velocity, such as:
Erosion = constant× (velocity)n (3.1)
There is no certainty about the value of the exponent, and values of n ranging from
2–6 have been reported. Tilly and Sage (1970) tested a wide range of diﬀerent materials
and obtained very good agreement with respect to the exponent, n, in each case. Their
results are reproduced in Fig. 9. This is a log plot and the slope of all the lines was
approximately 2.3. The velocities, of course, are well above those generally encountered in
pneumatic conveying systems, even at the lower end of their range.
Figure 9 – Variation of erosion with impact velocity for various surface materials. Adapted
from (Tilly and Sage (1970).)
3.2.1.3 Particle size
The general consensus regard to particle size is that there is a threshold value of
wear rate which, for velocities appropriate to pneumatic conveying, occurs at a particle
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size of about 60 µm (Tilly (1969)). Below this size wear rate reduces, but for particle sizes
greater than 60 µm it remains constant.
Figure 10 shows that the threshold value increases with increase in velocity. The
work was carried out by Tilly (1969) considering the erosion of aircraft engines, which
explains the high velocity range. A shot blast type of test rig, in which abrasive particles
were impacted against ﬂat plates, was used for the purpose.
Figure 10 – The inﬂuence of particle size and velocity on erosion. Adapted from (Tilly
(1969).)
Wear rate here is expressed in speciﬁc terms, that is the mass (or volume) of surface
material eroded per unit mass of particles impacted. In a given mass of particles, the
number of particles will reduce as the particle size increases, and so although the speciﬁc
erosion remains constant with increase in particle size, the erosive wear per particle will
increase approximately with the cube of the particle size. Little work has been undertaken
with particles much larger than about 1 mm in size and so it is not known to what particle
size the threshold value remains constant (Mills (2004)).
3.2.1.4 Particle hardness
The particle hardness of the material being conveyed is the major indicator of the
potential erosiveness of the material. Goodwin et al. (2006) investigated the inﬂuence of
particle hardness on erosive wear with a rig in which abrasive particles were impacted
against test plates. They found that erosion is related to hardness by the expression:
Erosion = constant× H2.4p (3.2)
where Hp is the particle hardness (kg/mm2).
It is generally considered, however, that there is a threshold value of particle
hardness beyond which erosion remains essentially constant. This occurs at a particle
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hardness of about 800 kg/mm2, and so materials with hardness values much greater than
this would not be substantially more erosive than sand particles (Goodwin et al. (2006)).
3.2.1.5 Surface material
There is a wealth of information in the ﬁeld of abrasive wear and the relationship
between surface material hardness and wear resistance for metals. Finnie (1962) was the
ﬁrst to show that such a relationship might exist in the ﬁeld of erosive wear, but Finnie
and McFadden (1978) were the ﬁrst to produce a hardness to wear resistance relationship
similar to those presented for abrasive wear. Results of their work are presented in Figure
11. The range of materials that they considered was rather limited but the shape and
trends of the curves were similar.
Figure 11 – Variation of erosive wear resistance with indentation hardness for various
surface materials. Adapted from (Finnie and McFadden (1978).)
Mills and Mason (1987) also carried out tests to determine the inﬂuence of surface
hardness on erosive wear resistance. An acceleration tube device was used, with silica
as the abrasive material. The surface material employed was an alloy tool steel and this
was hardened, and tempered over a range of temperatures, to produce a range of surface
hardness values up to 830 kg/mm2. In the annealed, or ’as received’, condition the steel
had a Vickers hardness of about 230 kg/mm2.
A comparison of the two hardness extremes, with respect to impact angle, is
presented in Figure 12. This clearly shows an impact angle eﬀect and reinforces the point
that the reference conditions for any comparison with respect to erosive wear performance
should always be clearly stated.
Although there is little or no diﬀerence in wear rate at very high values of impact
angle, at low impact angles the heat treated material shows a signiﬁcant improvement.
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Figure 12 – Variation of speciﬁc erosion with impact angle for ’as received’ and heat
treated alloy tool steel. Adapted from (Mills and Mason (1987).)
3.2.1.6 Particle concentration
Particle concentration is a variable that has received little attention in basic research
work on the subject (Duarte et al. (2015)). Concentrations investigated, however, have
generally been very much lower than those encountered in pneumatic conveying, even with
dilute phase conveying. In pneumatic conveying, the term used for particle concentration is
generally solids loading ratio or mass loading. The mass loading is deﬁned as η = m˙p/m˙f
where m˙p and m˙f are respectively the particle and ﬂuid mass ﬂuxes through the domain.
Its particular advantages over particle concentration are that it is a dimensionless quantity
and that its value does not vary with conveying air velocity or pressure, so that it remains
essentially constant along the length of a pipeline.
3.2.1.7 Particle shape
The inﬂuence of particle shape on mass eroded has been reported by many re-
searchers. The result is much as one might expect, for smooth and rounded particles do
not cause as much erosion as sharp angular particles, under similar conditions of impact
velocity and surface and particle hardnesses. For test work on the erosive wear of pipe
bends in pneumatic conveying system pipelines there is generally a need to re-circulate
the conveyed material. As a result of re-circulating the material, it degrades and the sharp
angular corners and edges of the fresh material are gradually worn away, and they become
more rounded and hence signiﬁcantly less erosive (Mills and Mason (1977)). This is a
major problem when test facilities are used to assess component life.
3.3 Elbow fitting
An elbow is a pipe ﬁtting installed between two lengths of pipe or tubing to allow
a change of direction, usually a 90◦ or 45◦ angle. A 90 degree elbow (Fig. 13) is also called
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a "90 bend" or "90 ell" but in this thesis the name ”standard elbow” is used in order to
facilitate the treatment between the two pipelines studied. It is a ﬁtting which is bent in
such a way to produce 90 degree change in the direction of ﬂow in the pipe. It is used to
change the direction in piping and is also sometimes called a "quarter bend" (Mills (2004)).
A 90 degree elbow attaches readily to plastic, copper, cast iron, steel and lead. It can also
attach to rubber with stainless steel clamps. It is available in many materials like silicone,
rubber compounds, galvanized steel, aluminum, etc. The main application of a standard
elbow is to connect hoses to valves, water pressure pumps, and deck drains.
Figure 13 – Example of a 90 degree elbow.
Source: <http://goo.gl/UznH03>
Elbows are often used in oil and gas production systems, and they cause redistri-
bution of gas and liquid which can aﬀect distribution of corrosion inhibitors within and
downstream of the bends. Elbows are also a location susceptible to the impact of particles
along the outer radius (Vieira et al. (2014)).
By the very nature of the transport process, pipelines used for pneumatic conveying
systems are prone to wear when abrasive materials have to be conveyed. In dilute phase,
materials are conveyed in suspension in the air, and a high conveying air velocity must
be maintained in order to keep the material moving, and so avoid pipeline blockage. The
main problem relates to the wear of elbows in the pipeline, and any other surfaces where
particles are likely to impact as a result of a change in ﬂow direction. Elbows provide
pneumatic conveying systems with their ﬂexibility in routing, but if the material is abrasive
and the velocity is high, rapid wear can occur.
3.3.1 Inﬂuence of elbow geometry on erosion
Elbows are available in a wide range of geometries, in terms of elbow curvature,
from long radius elbows to tight elbows and mitered elbows. As elbows are so vulnerable
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to wear, there have been many developments and innovations for reducing the problem
(Santos et al. (2016)). Some authors have researched the subject over the years (Dutta et
al. (2016), Ono et al. (2011), Tong et al. (1980)). Tong et al. (1980) investigated a wide
range of elbow diameter ratio (D/d, where D is the elbow diameter and d is the pipe
diameter) for a 90◦ mild steel elbows. The results are shown in Fig. 14. The elbows were
eroded by sand, conveyed at a mass loading of two and with a conveying air velocity of 25
m/s .
Figure 14 – The inﬂuence of elbow geometry on the erosive wear of pipeline elbows.
Adapted from Tong et al. (1980).
With sharp bends, having a low D/d ratio, the majority of the particles will impact
against the bend wall at a fairly steep angle. At a high impact angle erosive wear will not
be too severe for a ductile material and so it can be expected that the bend will not wear
too rapidly.
An elbow with a D/d ratio of about 6 corresponds closely to the worst case from
the data in Fig. 14. The majority of the particles will impact against the bend wall at
an angle of about 20◦. For a ductile material this will result in maximum erosion and
so the elbow can be expected to fail quickly. Particle impact against the wall for elbows
with a D/d ratio greater than about 20 is at a much shallower angle. If the impact angle
is relatively small the erosion will not be too severe, and so for this case also it can be
expected that the elbow will not wear too rapidly.
3.3.1.1 Long radius elbows
Low impact angles is an essential pre-requisite for minimizing erosion, particularly
in the case of brittle surface materials. In the case of ductile materials, because of the
remarkably steep increase in erosion with very small increase in impact angle, as shown
in Fig. 8, exceptionally long radius bends would be required (Zahedi et al. (2016)). It is
possible to calculate the relationship between the elbow geometry (D/d) and the impact
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angle (Tong et al. (1980)). The results of such an analysis are given in Fig. 15 and this
clearly shows the nature of the problem.
Figure 15 – The inﬂuence of elbow geometry on particle impact angle. Adapted from Tong
et al. (1980).
For ductile materials long radius elbows are not likely to be a viable proposition.
For brittle materials, however, such as basalt and cast iron, they are essential. A common
method of providing a long radius elbows is to make the elbow in segments. By this means
the elbow will be lighter and much easier to ﬁt into the pipeline. Since the majority of the
wear will be at the primary impact point only one or two sections need to be replaced
should the elbow fail. It is also possible to reverse and interchange segments and so extend
the overall life of the elbow.
3.3.1.2 Short radius elbows
In very short radius elbows, the angle at which the material impacts against the
elbow wall will be fairly high, as shown in Fig. 15. Although this will not be suitable for
brittle surface materials, ductile materials, because of their improved erosion resistance at
high impact angle often gives reasonable service in use, if the conveyed materials is not
too abrasive.
Two major problems have to be taken into account, however, before using very
short radius and similar elbows (Mills (2004)). A short radius elbow will probably increase
the conveying line pressure drop, which will mean that the material mass ﬂow rate will
have to be reduced to compensate. In addition, a very short radius elbow that are designed
to trap the conveyed material, may require a slightly higher value of conveying line inlet
air velocity to ensure that the pipeline does not block.
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3.3.2 Methods to mitigate elbow erosion
The mitigation of the wear magnitude proven to be one of the critical factors
for some machinery components. Erosive wear is frequently a key factor in deﬁning
or restricting the proper lifetime of a component. In addition, maintenance time and
operating costs are also important factors that lead companies to decide on the best
method for minimizing erosion in their equipment. With this in mind, some alternatives
to the traditional elbow geometry are presented below.
3.3.2.1 Wear back methods
Wear back methods are potentially the cheapest and most eﬀective means of
suppressing erosion. A channel welded to the back of an elbow and ﬁlled with concrete, as
shown in Fig. 16a, is probably the most common method adopted (McKetta (1995)). When
the outer surface of the original steel elbow erodes, the concrete will generally extend the
life of the elbow for a reasonably long time. It is essential however, that the wear back
covers as much as possible of the outer elbow surface, for bends can be holed over a wide
range of both elbow and pipe angles.
Figure 16 – Wear back methods of elbow reinforcement: (a) concrete ﬁlled channel and
(b) pressure-tight sleeve over elbow. Adapted from Mills (2004).
The only problem with this type of solution is that when a primary wear point is
established in the concrete at the initial impact point, deﬂection of particles can result,
and these may cause erosion of the inside surface of the bend. The bend may well fail
through erosion of the inside surface long before the material has penetrated the concrete.
Secondary and tertiary wear pockets in long radius bends may also cause the material
to be deﬂected against the wall of the following straight length of pipe and cause this to
fail. A similar method of prolonging bend life is to sleeve the main elbow with another
pressure-tight elbow, which is shown in Fig. 16b. When the inner bend fails the space will
ﬁll with the material being conveyed.
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In this case, the swirling motion imparted to the particles by the twisted tape
reduces the maximum penetration ratio in the elbow. Despite the apparent advantage
of the twisted tape regarding elbow erosion, the results show that the twisted tape itself
becomes more susceptible to erosion.
3.3.2.3 Special elbows
Numerous diﬀerent bends are available, to minimize erosion-related problems. Many
of these are made of, or lined with, basalt, cast iron, rubber, etc, and some have a constant
bore and a constant radius, as with conventional elbows. Another group of elbows that
have been developed, speciﬁcally for pneumatic conveying system pipelines, have neither
constant bore nor constant radius. Some of these bends are shown in Fig. 19. Care must be
taken in selecting such bends, for account must be taken of their suitability for the material
being conveyed and the pressure drop across the bend with that material (Agarwal and
Mills (1989)).
Figure 19 – Some special elbows developed for pneumatic conveying systems: (a) the blind
tee, (b) the Booth elbow, (c) the vortice ell or vortex chamber elbow, (d) the
ﬂow bow, (e) the expanded elbow and (f) the gamma elbow. Adapted from
Mills (2004).
With an abrasive material, the simple blind tee bend shown in Fig. 19a will probably
last 100 times longer than an equivalent radiused elbow. It will ultimately fail around the
inside corner due to turbulence. For abrasive materials, therefore, it is extremely eﬀective,
and can even be made out of scrap material. The blind end of the bend traps the conveyed
material and so the oncoming material impacts against other material (Fig. 20), instead
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of the bend, and thereby protects it. The penalty, however, is in the increased pressure
drop that can result. Another problem with this type of bend is that the material that is
trapped in the dead end of the bend may take a long time to be purged from the bend at
the end of a conveying run. It could not, therefore, be used in pipelines required for the
conveying of perishable and other time limited materials.
Figure 20 – The eﬀect of loading and gas velocity on ﬂow patterns in a blind tee (horizontal-
vertical orientation). Adapted from Dhodapkar et al. (2009).
Figure 19b shows a more sophisticated version of the blind tee bend that was
developed in the early 1970s and is known as the Booth bend after its originator. This is a
very short radius cast elbow that incorporates a shallow depression. This allows material
to collect in the bend and so subsequent material ﬂowing through the pipeline will impact
against itself. At the end of a conveying cycle the trapped material will be readily purged
from the shallow depression in this elbow. A pipe plug is provided in the back of the elbow
as it was well recognized that it is usually at elbows that pipelines become blocked.
Another, more recent version, shown in Fig. 19c, is the short radius bend with a
large recessed chamber in the area of the primary wear point (Paulson and Hess (1983),
Hess (1991)). It is claimed that this acts as a vortice and that material is constantly on
the move in this pocket, thereby providing a cushioning eﬀect to oncoming material that
should reduce problems of erosive wear and material degradation. In a previous work,
the authors investigated the use of a vortex chamber (Duarte et al. (2016)). Basically,
it was found that the rotating ﬂuid motion within the chamber (Fig. 21) maintains the
particulate material continuously moving, thus protecting the elbow from direct particle
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impacts.
Figure 21 – Streamlines of the ﬂuid velocity ﬁeld inside the vortex chamber elbow. Adapted
from Duarte et al. (2016).
The penetration ratio is decreased by a protecting layer of particles adjacent to
the chamber wall, which absorbs the incoming particle impacts (Fig. 22). The vortex
chamber elbow is an eﬀective option, but depending on the application, the constant
contact between the particles can increase the conveyed material breakup, which may not
be interesting for moist, sticky and cohesive materials, for instance.
Figure 22 – A "vortex chamber" creates a circulating ﬂow pattern or a pocket of material,
which cushions the impact on incoming stream. Adapted from Dhodapkar et
al. (2009).
It is suggested that the expanded elbow (Paulson (2005)), shown in Fig. 19e, will
also help to reduce erosive wear and particle degradation (Agarwal et al. (2000)). Both of
these operational problems are very signiﬁcantly inﬂuenced by velocity. With the expansion
to a larger section at the elbow the air velocity is signiﬁcantly reduced, with a consequent
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reduction in impact velocity of the particles against the elbow wall. The turbulence in
the bend is so great that even if the velocity falls well below the minimum value for the
material, the pipeline is unlikely to block, but material may be deposited in the bend and
this will be diﬃcult to purge clear.
Finally, the gamma elbow (Storf and Lang (1994)) in Fig. 19f was speciﬁcally
developed to minimize the problems of "angel hair" formation that can occur with materials
such as nylons and polymers when they slide around the wall of a conventional radiused
elbow (Fig. 23).
Figure 23 – In the gamma elbow design, accumulation of material in the primary impact
zone prevents direct impact of material on the elbow wall, reducing erosive
damage to the pipe. Adapted from Dhodapkar et al. (2009).
3.3.3 Experimental work in elbows in air-sand ﬂows
There is not a large amount of published data on erosion problems in the ﬁeld.
Therefore, it becomes necessary to design and build experimental facilities to understand
erosion phenomena under controlled conditions and develop and improve erosion prediction
models (Vieira et al. (2016)).
The erosion of bends conveying a gas–solid mixture has been investigated by
many researchers. Earlier experimental studies were carried out by Bikbaev et al. (1972).
Basically, they found that the erosion rate increases as the inlet gas velocity and curvature
ratio increase (Fig. 24).
They observed that higher particle velocities result in sharply increased gas abrasive
wear rate even when particle concentration is reduced. This indicates the dominant role of
particle velocity on wear rate of elbows.
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Figure 24 – Distribution of gas abrasive wear rate I along the length of the elbow l
determined by angle α at various velocities V and stream concentrations. (Rav
= 128 mm and d = 50 mm): 1) V = 33.1 m/sec, µ = 4.35 kg/kg; 2) V = 39.2
m/sec, µ = 3.01 kg/kg; 3) V = 50 m/sec, µ = 2.93 kg/kg; and 4) V = 54.8
m/sec, µ = 2.10 kg/kg. Adapted from Bikbaev et al. (1972).
Tolle and Greenwood (1977) studied the ﬂow of gas/sand mixtures in tubulars for
gas velocities of up to 30 m/s. Both high and low sand concentrations in air were used at
diﬀerent velocities in 50.8 mm standard elbows.
Bourgoyne (1989) studied experimentally the eﬀect of ﬂow velocity, liquid content,
and sand concentration in standard elbows (Fig.25).
Figure 25 – Eﬀect of gas velocity on rate of erosion for ASTM 234. Grade WPB Ells with
r/d = 1.5 (Number 2 Blasting Sand). Adapted from Bourgoyne (1989).
Chen et al. (2004a) performed experimental erosion tests as well as numerical
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simulations in an elbow and a plugged tee with 25.4 mm diameter. They found that the
particle rebound model may have a signiﬁcant impact on the particle trajectories as well as
the erosion proﬁle. For cases where the strong particle recirculation potentially occurs, such
as in a plugged tee, the application of the stochastic particle rebound model is required to
acquire realistic simulation results of erosion.
Mazumder et al. (2008) investigated the location and magnitude of maximum
erosion in single-phase ﬂows in a 25.4 mm elbow using aluminum and stainless steel
specimens at diﬀerent ﬂuid velocities. The maximum erosion ratio at 34.1 m/s for 150 µm
sand particles was measured at 55◦ from the inlet of the elbow.
Figure 26 – Thickness loss proﬁle of elbow specimen at diﬀerent gas velocities, horizontal,
Vsl = 0.03 m/s. Adapted from Mazumder et al. (2008).
They concluded that higher liquid velocity, the entrainment is higher in the gas
core of annular ﬂow. Therefore, a large number of sand particles entrained in the gas
core impacts the elbow specimen surface at high velocity. The eﬀect of this higher impact
velocity is more signiﬁcant than the assumed dampening provided by the thicker liquid
ﬁlm, resulting in higher erosion.
Evans et al. (1978) carried out an erosion study in high velocity gas systems at
high pressure (6.89 MPa) in 101.6 mm long-radius elbows. Intrusive Electrical Resistance
(ER) Probes were installed where the centerline of the elbow inlet intersects with the
elbow surface. Similarly, extensive empirical information has been gathered at The Tulsa
University Sand Management Projects (TUSMP) for examining sensitivity of ER probes
in air ﬂow with sand at atmospheric pressure conditions in 50.8mm ID and 76.2mm and
101.6mm elbows. In all of these experiments, standard elbow measurements were conducted
at 45◦ and 90◦ to the ﬂow orientation using 150 µm and 300 µm sand. Although these ER
probe experiments provide valuable information for erosivity trend for many conditions,
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all these experiments used ER probes at a ﬁxed location. Also, the intrusive eﬀect of ER
probes could aﬀect gas ﬂow parameters inside the elbow.
Eyler (1987) studied the erosion pattern generated for gas-sand ﬂow along the long
bend of an elbow with r/D = 3.25 in a one dimensional sense. Ultrasonic and caliper
instruments were used to obtain readings from 19 locations along the elbows long bend.
Maximum wall loss was measured at the 35◦ position from the inlet to the elbow. Deng et al.
(2005) studied erosion patterns on bends of pneumatic conveyors and utilized a handheld
ultrasonic probe to determine the extent of wall loss. Measurements were obtained in a
two-dimensional pattern instead of a one-dimensional line along the elbow’s long bend.
Kesana (2013) used a novel non-intrusive temperature compensated ultrasonic device to
measure the metal loss at 16 diﬀerent locations inside an elbow. Initially, experiments
were performed with a single-phase carrier ﬂuid (gas-sand) moving in a horizontal pipeline.
Next, experiments were extended to the horizontal multiphase slug ﬂow regime.
Solnordal et al. (2015) developed a new experimental procedure and presented
the detailed surface map of erosion depth in a standard elbow by measuring hundreds of
points with a surface proﬁler (Fig. 27).
Figure 27 – Colour contour plots of experimentally determined erosion depth proﬁle after
200 kg passage of sand; graphical representation of erosion depth proﬁles after
200 kg passage of sand. Adapted from Solnordal et al. (2015).
3.4 Solid particle erosion modeling
Due to industrial importance, there have been many studies regarding solid particle
erosion available in the literature. While some of these studies investigated the phenomena
experimentally, there are other studies which tried to describe solid particle erosion
mathematically by proposing models. A complete review of the erosion equations developed
over the years are presented below.
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3.4.1 Erosion equations review
Most of the equations presented in this section have a large number of variables.
Only the most important equations, from the author’s point of view, will have such
variables deﬁned. If the reader has an interest in delving into a speciﬁc equation, he can
access the original work through the citation markers. Such position will be adopted in
order to maintain a pleasant reading of the thesis without losing the focus of the review.
Finnie (1960) proposed one of the earliest erosion equations that rather fundamen-
tally investigated the erosion of solid particles on a material surface. In his study, he stated
that erosion on surface of a material struck by solid particles depends on the motion of
the particles and the material properties. He divided material into two categories: ductile
where erosion is caused by plastic deformation and brittle where intersection of cracks is
the main reason of erosion. Based on some assumptions, he proposed two equations to
predict volume of removed material by a single abrasive grain for low and high particle
striking angles as follows:
Q =
mV 2
pψK
(
sin(2α)− 6
K
sin2(α)
)
if tan(α) 6
K
6
(3.3)
Q =
mV 2
pψK
(
Kcos2(α)
6
)
if tan(α) >
K
6
For developing these equations, the following assumptions were made: i) the ratio
of the depth of contact to the depth of cut is constant, ii) the width of particle cutting
face is uniform and is large compared to the depth of cut, iii) constant plastic ﬂow is
reached upon impact of particles. This model predicts no erosion would occur for normal
impingement of particles. Finnie (1960) also compared the predicted volume removal for a
single abrasive grain with experimental data by many grains (Fig. 28) and stated that the
single grain analysis can be used to predict erosion caused by many grains for low angle
erosion.
Bitter (1963a) proposed repeated deformation and cutting as two mechanisms for
erosion and developed two models to predict erosion rate causes by these two mechanisms
for ductile and brittle materials. In the ﬁrst part of his study, he developed an equation,
based on balance of energy for a plastic-elastic collision, to predict erosion caused by the
deformation mechanism:
WD =
1
2
M(V sin(α)−K)2
ε
(3.4)
in which WD is erosion in units volume loss, M and V are respectively total mass and
velocity of impinging particles, (α is impact angle, K is a constant, which can be calculated
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Figure 28 – Predicted variation of volume removal with angle for a single abrasive grain.
Experimental points for erosion by many grains (4 copper,  SAE 1020 steel,
◦ aluminum) are plotted so that the maximum erosion is the same in all cases.
Adapted from Finnie (1960).
from mechanical and physical properties and expresses the particle velocity at incipient
erosion. ε represents the energy needed to remove a unit volume of material from the body
surface and describes the plastic-elastic behavior of the substance.
He compared the model prediction with experimental data (Fig. 29) and reported
that there is good agreement between the model prediction and the erosion data for brittle
substances at diﬀerent impact angles.
Figure 29 – Erosion tests on glass. K = 318.7 cm/sec; V = 990.6 cm/sec; X value used for
calculating ε; — theoretical curve;  test results (probability 95%). Adapted
from Bitter (1963b).
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In the second part of his study (Bitter (1963b)), he considered two scenarios for
impacting particles including particles that still have a horizontal velocity component
when they leave the body surface and particles with zero horizontal velocity component
during the collision. He proposed two models for the cutting mechanism based on these
scenarios as:
WC1 = 2M
C(V sin(α)−K)2√
V sin(α)

V cos(α)− C(V sin(α)−K)2√
V sin(α)
%

 if α 6 α0
(3.5)
WC2 =
1
2
M [V 2 cos2(α)−K1(V sin(α)−K)3/2]
%
if α > α0
Total erosion rate is the summation of erosion caused by these two mechanisms
(repeated deformation and cutting):
Wt = WD +WC1 (3.6)
or
Wt = WD +WC2 (3.7)
Neilson and Gilchrist (1968) proposed two models for erosion prediction of particles
at small and large angles of attack based on previous work by Finnie (1960) and Bitter
(1963b). It was suggested that the normal component of kinetic energy of impacting
particles causes deformation wear while the parallel component of kinetic energy causes
cutting wear. He introduced deformation and cutting wear factors and suggested that
total erosion on a surface is equal to the summation of erosion due to deformation and
cutting mechanisms. In the following equations, the ﬁrst term and the second term on
the right hand side of the equations represent erosion caused by cutting and deformation,
respectively.
W =
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2
MV 2 cos2(α) sin(nα)
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+
1
2
M(V sin(α)−K)2
ε
if α < α0
(3.8)
W =
1
2
MV 2 cos2(α)
φ
+
1
2
M(V sin(α)−K)2
ε
if α > α0
He concluded that further study is needed to deﬁne deformation and cutting wear
factors.
3.4. Solid particle erosion modeling 63
Finnie (1972) modiﬁed his previous model (Finnie (1960)) to predict erosion for
ductile metals. In that study, the parameters that may aﬀect ductile erosion were listed
and it was stated that not all these parameters can be implemented in a model (some of
them are not controllable or measurable). He solved the equation of motion of an abrasive
grain and proposed the following equation for erosion rate prediction:
V =
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4p
(
1 + mr
2
I
)
[
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(
x˙
′
t
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)]
(3.9)
x˙
′
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sin(α) (3.10)
Finnie (1972) discussed two possibilities that cease the cutting mechanism. The ﬁrst
possibility is that cutting terminates when the horizontal velocity component of particle
tip is zero. The other possibility is that the particle leaves the surface while the tip is
still moving horizontally. Based on these two possibilities, he further simpliﬁed the above
equation to:
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This model has low accuracy as contact angle approaches 90◦.
In another study, Sheldon and Kanhere (1972) developed an erosion model based on
indentation hardness characteristics of materials for single particles. He used an empirical
correlation between applied load and diameter of indentation proposed by Meyer (1908).
It was assumed that this correlation is valid for erosion at low velocities and normal
impact angle. By equating maximum value of kinetic energy to the work expended during
indentation and using some algebraic simpliﬁcations and experimental data, he proposed
the simple following model to predict material removal:
w =
D3V 3(ρp)
3/2
H
3/2
v
(3.12)
By comparing this model to experimental data it was claimed that the velocity
exponent of 3 obtained in his model, matches more closely to experimental data rather
than an exponent of 2 obtained by considering kinetic energy.
Tilly (1973) suggested a two-stage mechanism for erosion of ductile materials. The
ﬁrst stage of the erosion mechanism occurs when particles impact the target surface and
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cut chips from it. The second stage of erosion is caused by particles impacting a target
and they break up into small fragments around the primary scar caused by the ﬁrst stage.
The extent of fragmentation is a function of particle size and velocity, and based on that
he introduced a particle size and velocity threshold below which no erosion occurs. For
the primary erosion (stage one), he proposed a model based on an energy balance between
the energy required to produce erosion, energy to produce elastic deformation and initial
kinetic energy as follows:
ε1 = εˆ1
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)3/2 (
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)
2
(3.13)
Tilly (1973) assumed that secondary erosion only happens when particles break
up, and the extent of it is proportional to the extent of fragmentation and particle initial
kinetic energy.
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Fd,v (3.14)
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Therefore, total erosion is a summation of erosion in stages one and two:
εˆ = ε1 + ε2 (3.16)
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Jennings et al. (1976) experimentally reported that melting of the target surface is
a major mechanism of ductile material erosion. Based on this hypothesis, he employed
dimensional analysis to develop a mathematical model considering the factors that resist
and drive erosion phenomena:
ε =
K
5/2
T
R
G1/3
ρ
1/3
t kTm∆Hm
(3.18)
Hutchings et al. (1976) performed a series of experiments using steel spheres im-
pacting mild steels and reported that their experimental test results successfully simulated
erosion of sand particles on metals. They investigated the dependence of crater dimension
to impact velocity and angle. A high speed photography technique was also employed to
study the energy balance during an impact.
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It was found that at 30◦ impact angle the mass of material removed varies according
to the relation W = 5.82× 10V 2.9 where W is the mass removed (kg) per kg of impacting
particles and V is the impact velocity (m s-1).
Evans et al. (1978) studied the impact damage in brittle materials in the elastice-
plastic response regime. They analyzed radial cracks (surface extension), lateral cracks
(penetration) and fracture thresholds using a simpliﬁed discussion of impact dynamic
features and fracture mechanics in order to characterize the fracture caused by the impact.
They also proposed an erosion model by ﬁnding a relation between radial crack formation
and fracture toughness of the target materials:
vˆ1 ∝
v
19/2
0 R
11/3
p ρ
1/4
p
K
4/3
c H1/4
(3.19)
A semi-empirical model to predict erosion rate at diﬀerent impact angles and
velocities was developed by Tabakoﬀ et al. (1979). They assumed that the erosion process
can be characterized by two mechanisms at small and large impingement angles. It was
pointed out that the proposed model is applicable to small, intermediate and large impact
angles as well as a combination of them. In their model, the eﬀect of particle tangential
restitution coeﬃcient as a parameter that aﬀects the erosion rate was taken into account:
ε = K1f(β1)V
2
1 cos
2(β1)(1−R3T ) + f(VIN) (3.20)
RT = 1− 0.0016V1 sin(β1) (3.21)
f(β1) = [1 + CK{K12 sin(90/β0)β1}]2 (3.22)
f(VIN) = K3(V1 sin(β1))
4 (3.23)
where ε is the erosion per unit mass of impacting particles, β1 the relative angle between
particle path and specimen surface, β0 the angle of maximum erosion, V1 the particle
velocity, RT the tangential restitution ratio, CK = 1 for β1 6 3β0, and CK = 0 for
β1 > 3β0.
Another mechanistic model to predict erosion rate for the erosion of metals impacted
by spherical particles at normal angle was developed by Hutchings (1981). He proposed the
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following model by formulating an energy balance equation between impacting particles
and the metal surface:
E = 0.033
αρσ1/2v3
ε2cP
3/2
(3.24)
In this equation the properties of the target material are described by three
quantities: the density, the dynamic hardness and εc, which may be called the "erosion
ductility". The dynamic hardness of a metal may be calculated from measurements of
indentations made by single spheres impacting at a suitable velocity and is therefore
amenable to independent measurement, but the erosion ductility εc is not readily measured
and must be derived, together with the ratio α, from experimental measurements of
the erosion rate. The factor α/εc is therefore the only term in Eq. 3.24 which cannot
be measured independently. It was also concluded that although dynamic hardness and
ductility are included in the above equation, more investigation is needed to obtain their
values and incorporate them in Eq. 3.24.
Sundararajan and Shewmon (1983) proposed an analytical expression for the
erosion rate based on a localization concept. The localization concept suggests that there
is strain at which plastic deformation on the target surface localizes causing lip formation
called critical strain which in turn leads to material removal from the target surface or
erosion. In the ﬁrst step, they developed an expression for critical impact number by
conducting algebraic calculations. There are four undetermined parameters in their erosion
equation including critical strain (εf), mean strain increment (∆εm), deforming volume
and an exponent. A constitutive equation for ﬂow stress as a function of critical strainwas
proposed. They further simpliﬁed the constitutive equation using experimental data and
ﬁnally proposed an equation for critical strain as a function of target speciﬁc heat and
melting point. The Tabor (1951) relation was used to obtain an equation for mean strain
increment. They also assumed that the plastic deforming volume is proportional to the
crater volume and proposed the following erosion equation:
E =
0.085v2.5ρ
1/4
b ρ
1−q
t α(t+ 1)
5a{1− (t+ 1)/(t+ 2)}F (t)
6.06q(1− CTc)1.25{ncCpT 0.75m (1− 436/Tm)0.75}q(AHs)1.25−q
(3.25)
where
q = (1 + 5a)P (3.26)
and
a =
0.25n1−PSc (t+ 1)
S(AHs)
PS
{6.06ρtCpT 0.75m (1− 436/Tm)0.75}PS
(3.27)
3.4. Solid particle erosion modeling 67
They also proposed an alternative form of the erosion model by using the critical
number of impacts equation suggested by Hutchings (1981):
E2 =
3.6× 10−3v3.0ρ0.5b α(t+ 1)6aρ1−ut
(6.06)u(1− CTc)1.5{NcCpT 0.75m (1− 436/Tm)0.75}u(AHs)1.5−u
(3.28)
where u = (2 + 6a)P .
They compared their model with experimental data, Mamoun (1975) and the
Hutchings (1981) model (fatigue model) and reported that erosion rate predictions by the
localization model are more accurate as compared to fatigue models. A simpliﬁed form of
their erosion model was also proposed as
E ≈ 6.5× 10
−3v3.5ρ0.25b
CpT 0.75m H
0.25
s
(3.29)
Reddy and Sundararajan (1986) conducted experiments on two ductile materials
at a constant velocity of 40 m/s and three impact angles of 30, 60 and 90◦. They reported
that lip formation and fracture are the main erosion mechanisms based on scanning
electron microscope (SEM) image analyses. It was shown that in contrast with previous
studies, their results show maximum erosion at the normal impact angle. They also used a
localization model to show that erosion rate is proportional to
E ∝ L
3∆εm
εc
(3.30)
Johansson et al. (1987) developed a statistical model to predict erosion rate of
brittle single-crystal materials. He stated that the material removal caused by impact of
solid particles on the surface of such materials is controlled by brittle fracture. Taking that
into account, he recognized two diﬀerent types of spalling mechanisms: lateral spalling
and median spalling. When a particle impacts a surface, the spalled volume depends on
spalled area and depth. Therefore, he assumed that the spalled areas and spalling depth is
proportional to the plastic zone depth for lateral spalling and proportional to median crack
extension for median spalling. The average spalled volume is equal to the summation of
fraction of mass loss due to median spalling and lateral spalling. He developed a correlation
between median crack size and plastic zone depth with material properties and proposed
the following equation for the erosion rate. In this equation, maximum impact force is
correlated to particle properties as
e = (1− f)Y4
ρtρ
2/9
p E
2/3v20D
2/3
H5/9K
4/3
Ic
+ fZ4
ρtρ
1/3
p Ev
8/3
0 D
H1/3K2Ic
(3.31)
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Sundararajan (1991) proposed a model to predict the erosion rate for ductile mate-
rials for all impact angles and diﬀerent particle shape. The basic idea behind localization
of plastic deformation is that there is a critical strain (εc) that causes lips to be formed
on the surface rather than fracture. Therefore, erosion happens when this critical strain
equals the critical strain for material removal. He suggested that for normal impact angle,
the plastic work in the plastic zone is equal to the incident energy absorbed in plastic
deformation based on a balance of energy in the plastic zone. He proposed the following
equation for dimensionless erosion under normal impact by implementing the constitutive
equation for plastic deformation:
En =
(
2nC
nCp
)
F (t)V 2 sin2(1− e2) (3.32)
where e can be expressed as:
e =
1.9H5/8
E
1/2
e ρ
1/8
p V 1/4
(3.33)
He utilized the energy absorption relations developed by Brach (1988) into his
previous localized plastic deformation model in order to predict erosion rate for oblique
impact. Based on a balance of energy, it was suggested that the amount of dissipated
energy in the shear zone caused by incident kinetic energy of an impacting particle is
equal to plastic work which is required to strain lip volume from zero to the critical strain
value (required to cause erosion). He used the dissipated energy equation proposed by
Brach (1988) and obtained the following equation for erosion rate under oblique impact
conditions:
Vlip =
{
C(m+ 1)mV 2
22−nnρCp(1 + λ)
}(
µ
µc
)(
2− µ
µc
)
cos2(α) (3.34)
Finally, it was suggested that the overall erosion rate is the summation of erosion
rate at normal (Eq. 3.50) and oblique (Eq. 3.34) impact angles as:
E =
(
2nCV 2 sin2 αF (t)
nCp
)1 +


(n+ 1)
(
µ
µc
) (
2− µ
µc
)
4(1 + λ) tan2 αF (t)

− e2

 (3.35)
An empirical correlation to predict erosion rate for carbon steel with dry or wet
surface was proposed at the University of Tulsa, Erosion/Corrosion Research Center
(E/CRC) in 1994 by Ahlert (1994). The model is based on a series of direct impact
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experiments for diﬀerent particle shapes and impact angles for calculating the erosion
ratio:
εm = 2.17× 10−7 × (BH)−0.56FsV 2.41p F (α) (3.36)
According to Zhang et al. (2007) particle impact angle function is deﬁned as:
F (α) =
5∑
i=1
Aiα
i (3.37)
where the values of Ai and Fs and are suggested empirically.
A study of erosion in choke valves, which are widely used in oil and gas industry,
was performed by Haugen et al. (1995). They used a general correlation of erosion and
empirically determined the coeﬃcients of the equation:
E = MpKF (α)V
n
p (3.38)
They examined 28 diﬀerent material types, and for each they varied impact speed
and angle of attack and obtained empirical coeﬃcients. Using the coeﬃcients obtained
for steel, a numerical simulation of the ﬂow with Lagrangian particle tracking of sand
particles was also performed. Good agreement between the proposed model and numerical
simulation was reported in this study.
Chen et al. (1997) proposed a model for erosion at normal impacts based on
a residual tensile stress mechanism. They assumed that residual tensile stresses cause
material removal from the crater region and developed an equation for the ratio of removed
volume to indentation volume. In the next step, based on the assumed mechanism for
erosion, they used the Johnson and Cook (1985) fracture model to deﬁne the critical strain
for erosion. They also used random walk theory along with an empirical correlation to
estimate the mean number of impacts needed to cause material removal. Finally, inserting
all the obtained equations into the Hutchings (1981) erosion model, the following equation
was proposed to estimate erosion rate:
E = 0.064
ρtρ
1/2V 30
p−3/2[D1 +D2expD3σ∗]2[1 +D4lnε∗]2[1 +D5T ∗]2
(3.39)
Chen et al. (1998) suggested a computational model to predict erosion rate using a
general impact friction model. In fact, based on previous experimental studies of friction
coeﬃcient, they proposed a mathematical model to calculate friction coeﬃcient called
"general impact friction model". They modiﬁed the suggested governing equations of
oblique impacts based on Hutchings (1981) study and combined them with the general
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impact friction model. The modiﬁed equations were numerically solved to calculate velocity
components and the critical impact angle. Having those parameters, they proposed the
following equations to calculate deforming, cutting and total erosion rates:
ED =
Ty
mpδ
=
∑
mpVpn∆Vpn
mpδ
(3.40)
EC =
Tx
mpχ
=
∑
mpVpt∆Vpt
mpχ
(3.41)
Tt = Tx + Ty (3.42)
Ev = EC + ED (3.43)
Levin et al. (1999) proposed a model for solid particle erosion of ductile alloys. He
stated that an accurate model to represent the mechanism of material removal, should
take into account the eﬀect of mechanical properties of the target and erodent, as well
as the work hardening eﬀect during the erosion process. As a result, it was stated that
the portion of initial kinetic energy causing plastic deformation of the target material
is a function of the ratio of particle rebound velocity to particle impact velocity called
coeﬃcient of restitution. This coeﬃcient is also a function of mechanical properties of
target material and particles. He proposed an erosion parameter based on energy loss
during erosion incorporating mechanical properties of the alloys as well as the evolution of
these properties during deformations.
Em ∝ Eparameter =
mpV
2
p
2

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3.05H
5/4
t
ρpV
1/2
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)(
1−µ2t
Et
+
(1−µ2p)
Ep
)]
TLv
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 (3.44)
Oka et al. (2005) also proposed an empirical correlation similar to the E/CRC
erosion equation. They modiﬁed the basic equation of dependence of erosion to impact
velocity at the normal angle to take into account the eﬀect of target material hardness,
particle diameter and particle properties. The erosion rate is deﬁned as the mass of removed
material per unit of area per unit of time. It is calculated on the walls by accumulating the
damage that each particle causes when colliding against the wall surface. It is given by:
Ef =
1
Af
∑
π(f)
m˙π er (3.45)
where Af is the face area, m˙π is the particle mass ﬂow rate represented by each computa-
tional particle that collides with the face and er is the erosion ratio, which is the ratio
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of mass of eroded material over mass of erodent material, and must be computed by a
correlation.
The erosion is formulated in terms of the penetration ratio according to the
expression:
Penetration Ratio =
Ef
m˙p ρ
(3.46)
where m˙p is the inlet sand mass ﬂow rate (kg/s) and ρ is the eroded material density
(kg/m3). The penetration ratio represents the thickness of material removed from the wall
based on the mass of sand injected into the elbow.
The predictive equation for erosion damage proposed by Oka et al. (2005) can be
written as:
E(α) = g(α)E90 (3.47)
E(α) and E90 denote a unit of eroded material per mass of particles (mm3/kg). g(α) is
the impact angle dependence expressed by two trigonometric functions and by the initial
eroded material Vickers hardness number (Hv) in GPa, as in Eq. (3.48):
g(α) = (sinα)n1(1 + Hv (1− sinα))n2 (3.48)
n1 and n2 are exponents determined by the eroded material hardness and other impact
conditions, such as particle properties and shape. These exponents show the eﬀects of
repeated plastic deformation and cutting action, and for particles of SiO2-1 are expressed
by:
n1 = 0.71 (Hv)0.14 (3.49)
n2 = 2.4 (Hv)−0.94 (3.50)
The reference erosion ratio E90 (erosion damage at normal impact angle) is related to
the impact velocity, particle diameter and eroded material hardness, and can be expressed
as follows:
E90 = K (aHv)k1b
(
up
uref
)k2 ( Dp
Dref
)k3
(3.51)
u and D are the impact velocity (m s−1) and particle diameter (µm), respectively, and
uref and Dref are the reference impact velocity and the particle diameter used in the
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experiments by Oka et al. (2005). k3 is an exponent which takes an arbitrary unit and is
determined by the properties of the particle. The exponent k2 can be determined by the
eroded material Vickers hardness and the particle properties, as shown in Eq. (3.52)
k2 = 2.3 (Hv)0.038 (3.52)
According to Oka and Yoshida (2005) the term K (aHv)k1b is highly dependent on
the type of the particle and eroded material Vickers hardness, which are not correlated
with the impact conditions and other factors. The present work used the experimental data
from Oka and Yoshida (2005) to derive a function and obtain the relationship between
eroded material Vickers hardness and E90 at the reference impact velocity. The function
obtained by the curve ﬁtting shown in Fig. 11 of Oka and Yoshida (2005) for the pair
SiO2-aluminum is provided below:
K (aHv)k1b ≈ 81.714 (Hv)−0.79 (3.53)
Is important to emphasize that this function holds for the pair sand-aluminum and
may change for other materials. As a result, E90 can be expressed as follows:
E90 = 81.714 (Hv)−0.79
(
up
uref
)k2 ( Dp
Dref
)k3
(3.54)
The purported theoretical strength of the Oka and Yoshida (2005) model is that
the coeﬃcients for a particular combination of eroded material and eroding material can be
derived from more fundamental coeﬃcients, which are speciﬁc to either the eroded material
or the eroding material. Hence, the fundamental coeﬃcients for sand can serve as a basis
for both sand-steel erosion and sand-aluminum erosion, for instance. The fundamental
coeﬃcients for the eroding material, in turn, are shown to be derivable from measurable
properties such as its Vickers hardness. Table 2 summarizes all Oka and Yoshida (2005)
constants used in this work.
Table 2 – Parameters for the erosion model (Oka and Yoshida (2005)).
Eroded material type Aluminum (6061-T6)
Eroded material Vickers hardness (Hv) 1.049Gpa
Particle type Angular SiO2-1
Reference impact velocity (uref ) 104m/s
Reference particle diameter (Dref ) 326µm
k2 2.3042
k3 0.19
n1 0.7148
n2 2.2945
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A phenomenological model for erosion was proposed by Huang et al. (2008). They
pointed out that particle impact on a target produces normal and tangential directions
which cause deformation. They considered the normal component of the force being
responsible for "deformation damage removal" and tangential component for "cutting
removal". Considering the normal force, they found equations for maximum width and
depth of indentation using the equation of motion in the normal direction. Having those
parameters, an equation to calculate elementary indentation volume was suggested. They
also derived an equation to calculate the average strain introduced into the surface by
normal impact. On the other hand, a cutting proﬁle to calculate cutting volume caused
by the tangential force as a function of maximum cutting width, depth and length was
suggested. They used the Coﬃn (1954) and Manson (1953) equation along with a critical
strain equation to calculate the deformation damage removal:
εV D = C1
mpρ
1
4b
p (Vp sin(α))
(2+ 1
2b
)
ε
1/b
C P
(1+ 1
4b
)
(3.55)
For real cutting removal by a particle, they assumed it is proportional to the cutting
volume but inversely proportional to the material ductility:
εV C =
C2m
(1+ 3(1−ns)4 )
p V
(2+ 3(1−ns)2 )
p (cos(α))2(sin(α))
3(1−ns)
2
d
(1−ns)
4
p εi0ptP
3(1−ns)
4
n
(3.56)
They ﬁnally suggested the following equation to predict total volume loss by
summing the deformation damage removal and cutting removal as
εV T = εV C + εV D (3.57)
It was emphasized that the proposed erosion takes into account the eﬀect of particle
mass, size, shape and speed as well as impact angle and target material properties. A
simpliﬁed version of Eq. 3.56 was also proposed for situations where solid transport impact
angle is small and cutting wear is the dominant erosion mechanism as
εV =
εV T
mp
≈ C2ρ0.1875p d0.5p V 2.375p (cos(α))2(sin(α))0.375 (3.58)
Nsoesie et al. (2014) using experimental data modiﬁed the previous model of Sheldon
and Kanhere (1972) which is based on indentation hardness theory. They experimentally
investigated the erosion rate for ﬁve Stellite alloys at two diﬀerent impingement angles
and two velocities (Fig. 30).
Their experimental measurements showed a higher rate of erosion for Stellite alloys
in comparison to Sheldon and Kanhere (1972) model predictions. It was reported that
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Figure 30 – Predicted erosion rates at various particle impingement angles using the
modiﬁed S–K model: at 98 m s-1 particle impact velocity. Adapted from
Nsoesie et al. (2014).
since the Sheldon and Kanhere (1972) model was developed based on experimental data
of aluminum and aluminum is more ductile than Stellite alloys, it under predicts critical
velocity for Stellite alloys. Based on these observations, they introduced an order correction
factor in the model. They also further modiﬁed the model to take into account the eﬀect
of impingement angle. The impingement angle correction factor includes two empirical
constants called shifting coeﬃcient (A) and shifting exponent (B) which are target material
dependent. The ﬁnal form of their equation is
w1 =
C1D3(V (A(sin(α/2))1/3)B)3ρ3/2p
H
3/2
v
(3.59)
While some of these models have been validated with solid particle erosion data,
many of these models did not consider sand erosion. It is noted from the above, that none
of these models address the eﬀects of the carrier ﬂuid. The presence of sand particles in
ﬂuids is the primary cause of erosion damage and the reduction of production rate is one
of the management methods used to avoid erosion damage. In this case, the maximum
velocity is restricted to a threshold value called erosional velocity (the velocity above which
excessive erosion may occur). As a result, sand production rate and impact velocities
decrease likewise the erosion rate. Obviously, decreasing the production rate involves
ﬁnancial consequences.
Among all the erosion models presented during this revision, it is important to
note that the erosion model proposed by Oka and Yoshida (2005) can take into account,
for instance, the particle shape (see Eqs. 3.49 and 3.50) and diameters (see Eq. 3.51),
diﬀering from other models. In this sense, the authors believe that this erosion model
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will be able to accurately reproduce complex erosive situations once improvements on
non-spherical particle modeling interactions are feasible. In addition, previous works from
Pereira et al. (2014) and Duarte et al. (2015) showed that the model proposed by Oka and
Yoshida (2005) for the erosion ratio is the most suitable for the erosion prediction when
the pair sand-aluminum is dealt with. Therefore, this model will be used in the present
thesis working alongside the ﬂuid and the particle models.
3.4.2 Particle wall rebound models
Incorporating a particle-wall rebound model is essential in erosion simulations, since
a particle can impact a wall multiple times. Researchers proposed diﬀerent correlations
for the coeﬃcients of restitution based on the particle characteristics and the impact
conditions. In order to obtain an accurate prediction of the particle trajectories, it is
necessary to select a particle restitution model. Conversely, knowledge on how particles
behave after collisions with walls is needed. Upon collision, the particle loses energy, and
the rebound velocity is lower than the particle incident velocity. This eﬀect is taken into
account through the coeﬃcients of restitution. In this work, three diﬀerent models were
used, all of them being derived from experimental studies.
The model proposed by Forder et al. (1998) for the normal and parallel coeﬃcients
of restitution is given, respectively, by:
e = 0.988− 0.78α+ 0.19α2 − 0.024α3 + 0.0027α4 (3.60)
epar = 1− 0.78α+ 0.84α2 − 0.21α3 + 0.028α4 − 0.022α5 (3.61)
where α is the particle incidence angle in radians.
Grant and Tabakoﬀ (1975) proposed the model after treating the post collisional
particle movement dynamics in a statistical approach. Based on experimental data on
aluminum and sand, they proposed the following coeﬃcients:
e = 0.993− 1.76α+ 1.56α2 − 0.49α3 (3.62)
epar = 0.998− 1.66α+ 2.11α2 − 0.67α3 (3.63)
Sommerfeld and Huber (1999b) proposed a model for the normal coeﬃcient of
restitution only, regarding the parallel component equal to one. The reason for that is the
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low contribution of the parallel component on the reﬂection of particles after collision.
The correlation for the normal restitution coeﬃcient is given by:
e = max(1− 0.013α, 0.7) (3.64)
Since the present study deals with sand-aluminum material pair, the most suitable
coeﬃcient of restitution model is the one proposed by Grant and Tabakoﬀ (1975). Obviously,
if another pair of materials is considered in the simulations, such model need to be changed.
3.4.3 Coefficients of friction
Friction is another important eﬀect to be accounted in particle-wall interactions.
Depending on the static (µs) and dynamic (µd) coeﬃcients, particles can lose energy and
momentum, directly aﬀecting the erosion. For validation purposes, µs = 0.45 and µd = 0.30
were adopted, as it was seen to provide the best ﬁt to the experimental results. A detailed
revision of the eﬀects regarding the friction modiﬁcation will be presented in Sec. 7.2.2.4.
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Mathematical models
It is clear that many diﬀerent simulations techniques are available for the present study.
However not every technique is suitable for the type of ﬂow being solved. Based on the
type of ﬂow, assumptions can be made that simplify the ﬂow equations. This leads to a
set of equations that should resolve the ﬂow ﬁeld with suﬃcient accuracy while using the
computational resources as eﬀective as possible.
This chapter presents the mathematical models that should be suﬃcient for the
current study. For the gas phase solution, the URANS method with a Reynolds Stress
model and a two-layer k-epsilon turbulence models is employed. The particulate phase
is treated in a Lagrangian framework, having the equation of motion based on Newton’s
second law. Every technique and model will be detailed separately.
The chapter is structured as follows. First, Section 4.1 presents the ﬂow equations.
Finally, Section 4.2 shows the particle motion equations.
4.1 Gas phase equations
Simulations of ﬂuids are based on the Navier Stokes Equations (NSE). In index
notation the continuity and Cauchy momentum equation are respectively,
∂ρ
∂t
+
∂(ρui)
∂xi
= 0 (4.1)
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
+ fi (4.2)
where p is the pressure, ρ is the ﬂuid density, ui represents the i component of the velocity
vector, τij denotes the molecular viscous tensor and fi is the component i of the source
term.
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turbulence and thus non of the eddies are resolved. It can be seen that most of the kinetic
energy is located in the large eddies. Large Eddy Simulation (LES) is based on this fact
and resolves the large scales while the small scales are approximated using mathematical
models. In some regions of a ﬂow ﬁeld, like the boundary layer, the large eddies become
very small as well, requiring very small cell sizes.
For the current study, a conﬁned ﬂow is considered. Since high Reynolds number is
present and complex ﬂow phenomena occur, DNS is not an option for solving the ﬂow.
LES is also discarded as an option due to its high computational costs. Since URANS uses
the least computational resources while still providing suﬃciently accurate results, the
main focus lies on this technique. The next section shows more detail about this method.
4.1.1 Unsteady Reynolds Averaged Navier Stokes simulations
Reynolds (1895) derived a statistical approach to approximate the Navier Stokes
Equations. By time averaging the equations, only the mean properties of the ﬂow remain.
According to Reynolds, for most turbulent ﬂows only these averages characteristics are
of interest. The quantities present in the NSE are split into a mean and a ﬂuctuating
component. For the velocity this yields in index notation the following,
ui(~xi, t) = ui(xi) + u
′
i(xi, t) (4.6)
for which holds that,
u′ i(xi, t) = 0 (4.7)
Replacing all time varying quantities in the simpliﬁed NSE, as derived in the
previous section, with this deﬁnition and rearranging the terms yields for the continuity
and momentum equation in index notation,
∂ui
∂xi
= 0 (4.8)
∂(ui uj)
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
[
ν
(
∂ui
∂xj
+
∂uj
∂xi
)
− u′iu′j
]
+ Suip (4.9)
From the equations above it can be seen that for three-dimensional ﬂow, four
equations and ten unknowns are present. Besides three unknown velocity components and
the pressure, the later equation contains an additional six unknowns. These are included
in the Reynolds stress tensor,
τij = −u′iu′j (4.10)
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The Reynolds stress tensor has to be modeled in order to solve the URANS
equations, which is also known as turbulence modeling. The quality of solution depends
largely on the quality of the applied turbulence model. Section 4.1.2 describes the models
employed for the current research.
4.1.2 Turbulence closure model
The Reynolds stress tensor, τij, is often approximated by the Boussinesq (1877)
hypothesis in order to link the Reynolds stresses with the mean velocity gradients. This
approximation is formulated as follows,
τij = −νt
(
∂ui
∂xj
+
∂uj
∂xi
)
+
2
3
kδij (4.11)
In this equation both the kinematic Eddy viscosity, νt and the turbulent kinetic
energy, k, are unknown. Closure models provide a means to compute these extra quantities
by introducing extra equations. The models can be classiﬁed into four diﬀerent types;
algebraic models, one equation models, two equation models and second moment closure
models. Thereof, according to Wilcox (1994), for URANS simulations the two equation
models are the most popular. On the other hand, when a Detached Eddy Simulation
(DES) simulation is performed, often a one equation model is employed. The term one or
two equation turbulence model implies that one or two extra transport equations are used
for the formulation that are related to νt and k.
For URANS simulations the best choice is to use the k −  or the k − ω turbulence
model. These models solve two extra transport equations. One for k and one for  or ω.
These extra variables relate to νt for the k −  model as,
νt = Cµ
k2

(4.12)
and for k − ω as,
νt =
k
ω
(4.13)
On the other hand, the Reynold’s Stress Models (RSM), also known as the Reynold’s
Stress Transport (RST) models, are higher level, elaborate turbulence models. The method
of closure employed is usually called a Second Moment Closure. This modeling approach
originates from the work by Launder and Sharma (1974). In RSM, the Reynolds stresses
are directly computed. The exact Reynolds stress transport equation accounts for the
directional eﬀects of the Reynolds stress ﬁelds.
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For this thesis, a Reynolds stress model (Chapter 8) and a variation of the k − 
(Chapter 7) are used. Both will be discussed in details in the following subsections.
4.1.2.1 Two layer k −  closure model
The most famous model of the two is the k −  model of which the standard is set
by Jones and Launder (1972). In this formulation the second transport variable used is
the turbulent kinetic energy dissipation . In literature the method is often referred to as
the Standard k −  model. When applying the Standard k −  model, usually the closure
coeﬃcients published in Launder and Sharma (1974) are used.
The two layer k−  model is employed, as it can handle well both the core ﬂow and
the near wall region. Essentially, it consists in solving the standard model for the turbulent
ﬂow region and a one equation model for the region aﬀected by the viscosity. In the one
equation k −  model, the balance equation for k is retained, whereas  is computed from,
 =
k3/2
l
(4.14)
The length scale that appears in Eq. (4.14) is computed from,
l = y Cl (1− e−Rey/A) (4.15)
In Eq. (4.15), Rey is the turbulent Reynolds number, deﬁned as:
Rey =
ρ y
√
k
µ
(4.16)
where y is the distance from the wall to the element centers. This number is the demarcation
of the two regions, fully turbulent if Rey > Re∗y, Re
∗
y = 200 and viscosity-aﬀected,
Rey < 200. For the one equation model, the turbulent viscosity is computed from,
µt,2layer = ρCµ lµ
√
k (4.17)
The length scale in the equation above is computed as below:
lµ = y Cl (1− e−Rey/Aµ) (4.18)
In UNSCYFL3D code, both the standard k− and the one equation model described
above are solved over the whole domain, and the solutions for the turbulent viscosity
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and the turbulence kinetic energy dissipation rate provided by both models are smoothly
blended,
µt = λ µt,standard + (1− λ)µt,2layer (4.19)
A blending function, λ, is deﬁned in such a way that it is equal to unity far from
walls and is zero very near walls. The blending function used here is,
λ =
1
2
[
1 + tanh
(
Rey −Re∗y
A
)]
(4.20)
The constant A determines the width of the blending function,
A =
0.20Re∗y
artanh (0.98)
(4.21)
The purpose of the blending function λ is to prevent solution divergence when the
solution from both the standard and the one-equation models do not match. The constants
in the length scale formulas, Eqs. (4.15) and (4.18), are taken from:
Cl = 0.4187C
−3/4
µ Aµ = 70 A = 2Cl (4.22)
Since no wall-functions are used, it is very important to reﬁne the grid so as to
have y+ < 1 in the ﬁrst element away from the wall and ensure accurate results for the
ﬂuid ﬂow.
4.1.2.2 Reynolds stress closure model
The most physical URANS turbulence models are the Reynolds Stress Transport
Models (RSTM). These models are based on the exact transport equation for the Reynolds
stress tensor, which is given by
∂(ρu
′
iu
′
j)
∂t
+
∂(ρu
′
ku
′
iu
′
j)
∂xk
= − ∂
∂xk
[ρu
′
iu
′
ju
′
k + p(δkju
′
i + δiku
′
j)] +
∂
∂xk

µ

∂u′iu′j
∂xk




− ρ
(
u
′
iu
′
k
∂uj
∂xk
+ u
′
ju
′
k
∂ui
∂xk
)
+ p
(
∂u
′
i
∂xj
+
∂u
′
j
∂xi
)
− 2µ ∂u
′
i
∂xk
∂u
′
j
∂xk
(4.23)
Each term in the above equation represents a physical transport process, disregard-
ing the ﬁrst term, which is the local time derivative. From left to right: local time derivative,
advection, turbulent diﬀusion, molecular diﬀusion, stress production, pressure-strain, and
turbulent dissipation.
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Some terms in the equations of the Reynolds stresses need to be modeled, since
the solution is very complex. The modeling of turbulent diﬀusion, which is a third-order
moment, produces a fourth-order moment. The modeling of a fourth order moment produces
a ﬁfth order moment, and so on. In this context, the turbulent diﬀusion transport can be
modeled as follows (Lien and Leschziner (1994)),
∂
∂xk
[ρu
′
iu
′
ju
′
k + p(δkju
′
i + δiku
′
j)] =
∂
∂xx

µt
σk

∂u′iu′j
∂xk



 (4.24)
where µt is the turbulent viscosity and σk = 0.82.
The pressure-strain term is responsible for balancing the turbulent energy between
all the terms of the Reynolds tensor, and can be modeled as follows (Gibson and Launder
(1978), Launder (1989)):
p
(
∂u
′
i
∂xj
+
∂u
′
j
∂xi
)
= φij,1 + φij,2 + φij,w (4.25)
where φij,1 is the term of return to isotropy, φij,2 is the fast term and φij,w is the wall
reﬂection term.
φij,1 = C1
ε
k
[
u
′
iu
′
j −
2
3
δijk
]
(4.26)
φij,2 = C2
[
(Pij − Aij)− 2
6
δijPij
]
(4.27)
φij,w = C
′
1
ε
k
(
u
′
ku
′
mnknmδij −
3
2
u
′
iu
′
knjnk −
3
2
u
′
ju
′
knink
)
k3/2
Clεd
+ C
′
2
(
φkm,2nknmδij − 3
2
φik,2njnk − 3
2
φjk,2nink
)
k3/2
Clεd
(4.28)
where ε is the turbulent dissipation, k is the turbulent kinetic energy, δ is the Kronecker
delta, Pij and Aij are the productive and convective terms of Eq. 4.23, nk is the unitary
component of direction xk normal to the wall and d is the distance to the wall.
The values of the constants are: C1 = 1.8, C2 = 0.6, C
′
1 = 0.5, C
′
2 = 0.3, Cl = C
3/4
µ /k
with Cµ = 0.09 and k = 0.4167 (Von Kárman constant).
The dissipation rate, ε, is modeled by the following transport equation:
∂(ρε)
∂t
+
∂
∂xi
(ρεui) =
∂
∂xj
[(
µ+
µt
σε
)
∂k
∂xj
]
Cε1εPii
2k
− Cε2ρε
2
k
(4.29)
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where σk = 0.82, σε = 1.0, Cε1 and Cε2 = 1.92.
The turbulent viscosity can be calculated as follows:
µt = ρCµ
k2
ε
(4.30)
Replacing the proposed models in Eq. 4.23, we have the equation for the six terms
of the Reynolds tensor:
∂(ρu
′
iu
′
j)
∂t
+
∂(ρu
′
ku
′
iu
′
j)
∂xk
= − ∂
∂xk

µt
σk

∂u′iu′j
∂xk



+ ∂
∂xk

µ

∂u′iu′j
∂xk




− ρ
(
u
′
iu
′
k
∂uj
∂xk
+ u
′
ju
′
k
∂ui
∂xk
)
+ φij,1 + φij,2 + φij,w − ε
(4.31)
4.2 Particle motion equations
As mentioned in Section 4, the dispersed phase is treated in a Lagrangian framework,
in which each particle is tracked through the domain and its equation of motion is based on
Newton’s second law. The trajectory, linear momentum and angular momentum equations
for a rigid, spherical particle can be written, respectively,
dxpi
dt
= upi (4.32)
mp
dupi
dt
= mp
3ρCD
4ρpdp
(ui − upi) + Fsi + Fri +
(
1− ρ
ρp
)
mpgi (4.33)
Ip
dωpi
dt
= Ti (4.34)
In the above equations, ui = ui + u
′
i are the components of the instantaneous ﬂuid
velocity. The average ﬂuid velocity ui is interpolated from the resolved ﬂow ﬁeld, whereas
the ﬂuctuating component u
′
i is calculated according to the Langevin dispersion model
proposed by Sommerfeld (2001). dp is the particle diameter and Ip = 0.1mp d2p is the
moment of inertia for a sphere. Unlike most commercial CFD codes, UNSCYFL3D solves
for the particle rotation. This is particularly important when dealing with large particles,
which frequently collide with walls.
The empirical correlation proposed by Schiller and Naumann (1935) is used to
evaluate the drag coeﬃcient past each particle:
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CD = 24Re
−1
p (1 + 0.15Re
0.687
p ) if Rep < 1000
(4.35)
CD = 0.44 if Rep > 1000
In Eqs. (4.35), Rep is the particle Reynolds number Rep = ρ dp|~u− ~up|/µ.
The calculation of the shear-induced lift force is based on the analytical result
of Saﬀman (1965) and extended for higher particle Reynolds numbers according to Mei
(1992):
~Fs = 1.615 dpRe
1/2
s Cls[(~u− ~up)× ~ω] (4.36)
~ω is the vorticity, Res = ρ d2p |~ω|/µ is the particle Reynolds number of the shear ﬂow and
Cls = Fls/Fls,Saff represents the ratio of the extend lift force to the Saﬀman force:
Cls = (1− 0.3314β0.5)e−0.1Rep + 0.3314β0.5 if Rep < 40
(4.37)
Cls = 0.0524(β Rep)
0.5 if Rep > 40
β is a parameter β = 0.5Res/Rep which varies with 0.005 < β < 0.4.
The rotation-induced lift is computed based on the relation given by Rubinow and
Keller (1961), which was extended to account for the relative motion between particle and
ﬂuid:
~Fr =
π
8
ρ d3p
Rep
Rer
Clr
[~Ω× (~u− ~up)]
|~Ω| (4.38)
In Eq. (4.38), ~Ω = 0.5 ~∇× ~u− ~ωp and Res = ρ d2p |~Ω|/µ. The lift coeﬃcient Clr is
obtained from the correlation proposed by Lun and Liu (1997):
Clr =
Rer
Rep
if Rep < 1
(4.39)
Clr =
Rer
Rep
(0.178 + 0.822Re−0.522p ) if Rep > 1
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Also, the rotating particle experiences torque from the ﬂuid ﬂow. The correlation
of Rubinow and Keller (1961) was extended to account for the relative motion between
ﬂuid and particle at higher Reynolds number:
~T = Cr
ρ d5p
64
|~Ω| ~Ω (4.40)
The coeﬃcient of rotation, Cr, was obtained from the following correlation, derived
from and the direct numerical simulations of Dennis et al. (1980):
Cr =
64π
Rer
if Rer < 32
(4.41)
Cr =
12.9√
Rer
+
128.4
Rer
if Rer > 32
Forces such as Basset and virtual mass have been neglected. This is a reasonable
assumption since the particle material density is over 1000 times the gas density (Crowe
et al. (1997), Crowe (2005)).
The extension of the Euler/Lagrange approach to unstructured meshes requires the
use of accurate interpolation schemes, since in the above equations the continuous phase
properties must be determined at the particle center. A few interpolation schemes have
been tried out, and the best compromise between accuracy and cost was obtained with
the Sheppard’s scheme. Basically, the velocity and vorticity components at the particle
position are calculated by weighing the neighboring element values with their inverse
distances from their centers to the particle position. For integrating the ordinary diﬀerential
equations (4.32), (4.33) and (4.34), the analytical scheme was used for the linear and
angular velocities.
Upon a particle colliding with a wall, the new particle linear and angular velocities
after rebound are calculated according to the following conservation equations (Breuer et
al. (2012)):
Nonsliding collision:
~u+p = ~u
−
p − (1 + epar)
2
7
~u−pr − (1 + e) (~u−p · ~n)~n (4.42)
~ω+p = ~ω
−
p −
10
7
1 + epar
dp
~n× ~u−pr (4.43)
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Sliding collision:
~u+p = ~u
−
p − (1 + e) (~u−p · ~n)
[
µd
~u−p
|~u−p |
+ ~n
]
(4.44)
~ω+p = ~ω
−
p −
5
dp
(1 + e) (~u−p · ~n)
µd
|~u−p |
~n× ~u−pr (4.45)
In the above equations, the superscripts − and + denote values prior to and
after the collision, respectively, epar is the parallel restitution coeﬃcient, e is the normal
restitution coeﬃcient and µd is the dynamic friction coeﬃcient. ~n is the normal unit vector
pointing outwards of the element face being impacted. ~urp is the relative velocity at the
contact point:
~upr = ~up − (~up · ~n)~n+ dp
2
ωp × ~n (4.46)
Inter-particle collisions are modeled with a stochastic, hard-sphere model. As
described by Oesterle and Petitjean (1993) and Sommerfeld (2001), for each computational
particle, a ﬁctitious collision partner is generated, and the probability of a collision is
checked based on an analogy with kinetic theory of gases. This in turn requires that the
average and RMS linear and angular velocities, as well as the particle concentration in each
control volume, be sampled and stored every Lagrangian calculation. Although demanding
a lot of memory, the method is rather economical and eﬀective, and avoids the use of a
deterministic collision model, which is quite expensive computationally.
In this context, it is important to use a number to identify the relation between
the gas phase and the particulate one. The mass loading, η, is deﬁned as the ratio of solid
phase mass ﬂow rate to gas phase mass ﬂow rate. This relation determines the impact of
the interaction between the phases. The density of the phases as well as the inter-particle
spaces provides essential information for determining how the dispersed phase is treated.
Depending on the mass loading, the degree of interaction between the phases can be
interpreted in three diﬀerent ways:
• One-way coupling: Very low mass loadings (η << 1), the gas phase aﬀects the
motion of the particles via drag and other forces and the particles do not inﬂuence
the carrier ﬂuid. This condition is commonly called "dilute phase".
• Two-way coupling: Intermediate mass loadings (η ≈ 1), the gas phase inﬂuences
the motion of the particles, however, particles inﬂuence back the carrier ﬂuid by
attenuating the mean moments and turbulence eﬀects.
• Four-way coupling: High mass loadings (η >> 1), this type of ﬂow, besides the
two-way coupling, also consider inter-particle collisions. Usually treated as "dense
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phase", it shows many diﬀerent forms, making it diﬃcult to obtain a neat deﬁnition
of the particle behavior. This is probably the diﬃculty encountered when performing
experiments at high mass loadings. On the other hand, CFD oﬀers the possibility to
analyze these phenomena separately, something impossible to be done experimentally.
Numerous experimental studies have shown evidence that wall roughness is impor-
tant in the particle behavior. Therefore, their inﬂuence must be included in the modeling.
As demonstrated by Lain et al. (2002) and Benson et al. (2004), the wall roughness plays a
vital role in the dispersion of particles in pneumatic transport systems. In order to account
for such eﬀects, we implemented the model proposed by Sommerfeld and Huber (1999a),
to represent the eﬀects of surface asperities on the particle ﬂow. In summary, the wall
roughness is simulated by assuming that the eﬀective impact angle αgeometric is composed
of the geometric impact angle α geometric added to a stochastic contribution due to wall
roughness.
α = αgeometric + ξ ·∆γ (4.47)
This stochastic contribution is sampled from a Gaussian distribution with a stan-
dard deviation ∆γ, which depends on the structure of wall roughness and particle size.
Unfortunately, the value of ∆γ must be calibrated so as to provide the best agreement
between the experimental and simulated pressure losses.
When a structured grid is used, it is simple to determine the element hosting the
particle, as there exists a straightforward relationship between the element index and its
physical location. Because an unstructured grid is used in this work, there is the need
for a speciﬁc algorithm to locate the particle after its ﬁnal position is calculated by the
integration of Eq. (4.32). For that purpose, the particle-localization algorithm proposed
by Haselbacher et al. (2007) is used and will be detailed in Section 6.
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Finite volume discretization
For the current research the UNSCYFL3D code is employed. UNSCYFL3D, amongst
many other CFD packages, uses a Finite Volume Method (FVM) in order to resolve a ﬂow
ﬁeld depending on its geometrical boundaries and their respective boundary conditions.
For this approach the equations presented in the previous chapter have to be discretized
in space and time.
This chapter presents a brief overview of the discretization methods employed
for the current research. It is largely based on the information in the Fluent Guide
(2005), supplemented with the work of Ferziger and Peric (2002) and Mathur and Murthy
(1997). The methods outlined below may not be optimal, but they have proven to deliver
suﬃciently accurate results within a reasonable amount of time for the problem at hand.
Section 5.1 introduces the FVM. Then Sections 5.2 present the numerical discretiza-
tion. The pressure-velocity coupling is presented in Section 5.3 and the solution procedure
is elaborated in Section 5.4.
5.1 Finite Volume Method
The Finite Volume Method (FVM) is a method for representing and evaluating
partial diﬀerential equations in the form of algebraic equations (LeVeque (2002), Toro
(2009)). Similar to the ﬁnite diﬀerence method or ﬁnite element method, values are
calculated at discrete places on a meshed geometry. In the ﬁnite volume method, volume
integrals in a partial diﬀerential equation that contain a divergence term are converted to
surface integrals, using the divergence theorem. These terms are then evaluated as ﬂuxes
at the surfaces of each ﬁnite volume. Because the ﬂux entering a given volume is identical
to that leaving the adjacent volume, these methods are conservative. Another advantage
of the ﬁnite volume method is that it is easily formulated to allow for unstructured meshes
(Versteeg and Malalasekera (2007)).
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5.2 Numerical discretization
The balance equations for the continuity, velocity components and for the turbulence
variables in unsteady state can be written generically as:
∂ρφ
∂t
+
∂
∂xj
(ρujφ) =
∂
∂xj
(
Γ
∂φ
∂xj
)
+ Sφ (5.1)
By integrating the general conservation Eq. 4.3 over the control volume V , we
obtain:
∫
V
∂φ
∂t
dV +
∮
A
ρφ~V · d ~A =
∮
A
Γgradφ · d ~A+
∮
V
SφdV (5.2)
Note that, for the terms involving surface integrals in Eq. 5.2, the Gauss Divergence
Theorem was applied to convert the volume integrals into surface integrals (Ferziger and
Peric (2002)):
∫
V
∂φ
∂xi
dV =
∮
A
φ~li · d ~A (5.3)
For the element L shown in Fig. 32, and located at the LHS of face f , the
discretization of Eq. 5.3 yields:
(
∂ρφ
∂t
)
L
∆VL +
∑
f
Jfφf =
∑
f
Df + (Sφ∆V )L (5.4)
in which Jf is the mass ﬂow rate, (ρf ~Vf · ~Af ), across face f , Γf the diﬀusion coeﬃcient at
the that face and Df = Γf (gradφ)f · ~Af is the diﬀusive ﬂux across face f . The summations
above apply to all the faces of element L. ~Af is the normal area vector of face f , which is
directed from the element L to the element R. Next, the discretization of each term of Eq.
5.5 is detailed.
The temporal term
The time derivative of Eq. 5.1 was discretized using the second-order three-level
method (Ferziger and Peric (2002)):
(
∂ρφ
∂t
)
L
=
3(ρLφL)
n+1 − 4(ρLφL)n + (ρLφL)n−1
2∆t
(5.5)
The discretizations are implicit, so the other terms of Eq. 5.1 are evaluated at time
n+ 1 and algebraic systems are produced.
The advection term
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In Eq. 5.8, ~es is the unit vector connecting the centers of elements R e L, ~es =
~ds
| ~dr|
.
The ﬁrst term at the RHS of Eq. 5.8 is treated implicitly, whereas the remaining terms,
which represent the secondary diﬀusion, are calculated explicitly and therefore incorporated
into the source-term S in Eq. 5.5. The secondary diﬀusion is null for hexahedra for instance,
because vectors ~Af and ~es are collinear. The gradient at face f , gradφ, is calculated as
the average of the gradients at the adjacent elements. The treatment above is equivalent
to the application of the second-order, centered diﬀerencing scheme in structured meshes
and is advantageous in the sense that it does not depend on the element shape.
5.3 Pressure-velocity coupling
So far, it was proved that the momentum equations can be discretized via ﬁnite
volume in unstructured meshes. Note that the set of Eqs. 4.1 and 4.2 forms a system of
four equations (continuity, momentum for u, v and w) and four unknowns (u, v, w and
p), thereby forming a given system. The velocity components must be determined by the
respective conservation equations, but restricted with the imposed continuity. There is no
explicit equation for the pressure, which requires the deduction of an equation for this
variable so a segregated method of solution can be employed. The UNSCYFL3D uses the
SIMPLE method (Semi-Implicit Pressure-Linked Equations, (Ferziger and Peric (2002))
to generate this equation and ensure that the continuity equation is also satisﬁed.
In the SIMPLE method, the procedure solution of the equations for u, v, w and
p is said segregated, which means that a system of linear equations for each of these
variables are resolved independently by linear system solution methods, and sequentially.
The process is repeated until all the standard equations residues is reduced until the
speciﬁed tolerance. Several global iterations, with the solution of linear systems for u, v, w
and p, may be necessary due to the nonlinear nature of the Navier-Stokes equations and
the coupling between the variables. Since the variables converge at diﬀerent speeds, it is
necessary under-relaxed the system solutions. For the case of transient problems, global
iterations should be performed at each time step, and the process is repeated at each time
step.
A more detailed discussion on pressure-velocity coupling can be found in Ferziger
and Peric (2002).
5.4 Solution procedure
For the current study, only unsteady simulations are performed. For unsteady
simulations the SIMPLE algorithm by V. Patankar (1980) is employed and brieﬂy discussed
below.
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The SIMPLE algorithm can be summarized as follows:
1. Start-up the values of the velocities components and pressure in the elements and
the mass ﬂow rates across the faces of the calculation area, including the boundaries.
These ﬁelds do not necessarily satisfy the conservation equations;
2. solves the linear system of equations for each component of the velocity vector, this
corresponds to the predictor step. UNSCYFL3D uses biconjugated gradient method;
3. with the predicted velocity ﬁeld, the mass ﬂow rates is calculated on the faces of all
the elements. It is then solved the linear system for the pressure correction. Normally,
it is necessary to use an eﬃcient solver based on multigrid methods, for example;
4. by knowing the pressure correction, the mass ﬂow rates are corrected on the faces,
the pressure in each element, and the velocity components in each element;
5. evaluate the residues and the momentum equations after the corrector step and
if they are satisﬁed according to the tolerance speciﬁed by the user, declares the
convergence of the set of equations. Due to the couplings between the variables, a
global iteration of SIMPLE is usually not suﬃcient to ensure that all equations are
satisﬁed simultaneously. In this case, the solver returns to the step 2 and the process
continues until the convergence of all the equations.
It is important to remember that for transient problems, the above procedure is
performed for each time step. The ﬂowchart solution of SIMPLE method is shown in Fig.
33:
5.5 Solver UNSCYFL3D
The UNSCYFL3D is an ”in-house” code developed in the Laboratory of Fluid
Mechanics (MFlab) from the Federal University of Uberlândia in partnership with PETRO-
BRAS. The code is capable of simulating laminar and turbulent ﬂows with particles. In
UNSCYFL3D, the Navier-Stokes equations in the incompressible formulation are solved
numerically using the ﬁnite volume method of Ferziger and Peric (2002) in unstructured
meshes, which can be composed of hexahedra, tetrahedra, prisms, pyramids and wedges.
For the disperse phase modeling, a Lagrangian formulation is employed, where the parti-
cles are individually tracked in the ﬂow. For the pressure-velocity coupling, the SIMPLE
algorithm is used. Flow in both permanent and transient regimes can be simulated, and
6 boundary conditions can be prescribed: imposed velocity, symmetry, outﬂow, non-slip,
imposed pressure and frequency.
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Chapter 6
Particle phase algorithm
According to Elghobashi (1993), when starting a single-phase ﬂow into a ﬂow with
a high particle loading, four diﬀerent regimes will be achieved, and these arrangements
relate to the manner in which the ﬂow "feels" the presence of the dispersed phase (type of
coupling) and the manner in which the dispersed phase interferes with the turbulence of
the continuous phase (attenuating or increasing the turbulence levels).
For both Lagrangian and Eulerian approaches, it should be noted that the two-way
coupling requires the description of the coupling between the phases and the particle.
This interaction occurs through the tension between the phases at the particle surface. In
particular, the coupling strength between the phases is the force acting on a single particle
due to pressure and viscous tension caused by the disturbed ﬂuid around. This force is
equal in magnitude and opposite in direction to hydrodynamic force of the particle acting
on the continuous phase. The coupling strength between the phases is the hydrodynamic
forces on the surface less the contributions of the tensions of the undisturbed ﬂuid (e.g.,
less forces due to the pressure gradients which occur regardless of the presence of the
particle).
The next section will explain the coupling procedure used in UNSCYFL3D.
6.1 Coupling procedure
The coupled solution of the continuous and particle phases is summarized as follows
(Laín and Sommerfeld (2012)): ﬁrst the steady-state solution for the ﬂuid phase without
particles is computed. Subsequently, particles are injected each timestep and tracked
throughout the domain. For each control volume, the average and RMS linear and angular
velocities, the particle concentration and the source-terms for the ﬂuid momentum equation
are stored.
At each timestep, the ﬂuid ﬂow is solved, now considering the source-terms sampled
during the previous particle calculation. This process is repeated, taking the particle-to-
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and position of the particles is necessary to interpolate the ﬂuid properties to the position
of its center of mass. Usually, the computational determination of the cell in which a
particle is can be done quickly and eﬃciently by using a particle locator and a mesh
mapping in cartesian uniform meshes. However, this approach can not be directly used in
unstructured grids (Peng et al. (2009)), making the particle tracking problem an important
element. Next section is dedicated to brieﬂy explain the particle-location algorithm used
in the present report.
6.2 Particle-tracking algorithm
The UNSCYFL3D code uses the algorithm proposed by Haselbacher et al. (2007).
This choice was due to some speciﬁc features of this algorithm:
• this algorithm is robust enough to allow a particle to crosses more than one com-
putational cell in a single step and time, in other words, the algorithm enables the
particle to go through long distances, which is a limiting factor for a number of
algorithms;
• the algorithm is based on distances intersection rather than time intersection, which
is much more natural, once the particle tracking problem should be primarily a
spatial problem, not temporal;
• the algorithm can be applied to Eulerian meshes consisting of polyhedral elements;
• according to the author, this algorithm is faster and more eﬃcient than other
published algorithms.
The complete procedure of particle-location as well as the algorithms used are not
presented here because it diﬀer completely from the main theme of the thesis. A detailed
information about the algorithm and its implementation can be found in the publication
of Haselbacher et al. (2007).
All the information presented until now allow the reader to familiarize themselves
with the problem analyzed and the procedure used for its solution. With this in mind, will
be presented in the following chapters the validation setup and procedure (Chap. 7) and
the new pipe wall design (Chap. 8), respectively.
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102.5 mm. Air enters the tunnel from a blower into a 200 mm horizontal pipe near the
ﬂoor from a 75 kW blower. Sand is injected at a constant rate into this pipe and then
passes through an elbow and reducer before entering another elbow that transitions to
a vertical pipe. The vertical pipe has a straight section equal to 25.8D and ends at the
experimental elbow. Downstream of the the elbow, the pipe continues to a cyclone and
bag house to capture the particulates, and the air is exhausted to atmosphere.
The experimental elbow is a standard 90◦ elbow with r/D = 1.5 (where r is the
bend radius and D is the pipe diameter). The elbow is machined out of aluminum blocks
(Al grade 6061). Further details regarding the tunnel dimensions can be found in Table 3
and in Fig. 4 of Solnordal et al. (2015).
Table 3 – Experimental facility dimensions (Solnordal et al. (2015)).
L1 500mm
L2 1950mm
L3 150mm
L4 600mm
L5 2644mm
R1 300mm
R2 153mm
R3 153mm
Sand is introduced far upstream of the experimental elbow. Surface proﬁle mea-
surements were performed before the experiment, then after 200 kg of sand had passed
through the ﬂow tunnel, and again after 300 kg of sand had passed through the ﬂow
tunnel. Twenty erosion proﬁles labelled A to V were extracted along the left side of the
elbow surface. In this study, only the proﬁles A, C and E for the 300 kg case were used for
comparison. These proﬁles represent the important region of erosion and are separated by
an angle α = 18.95◦ (Fig. 35).
The conditions used for the experiment are outlined in Tab. 4, while the particle
size distribution is given in detail in Tab. 5. The air entered the ﬂow tunnel from outside,
at an assumed ambient air temperature of 25◦ C. Atmospheric conditions were assumed for
air pressure and density, and air viscosity was speciﬁed to be 1.8×10−5 kg m−1 s−1. The
sand was supplied by TGS Industrial Sands Pty. Ltd., and was classiﬁed as semi-sharp "70
Grand Sand". Two separate sieve sizings were performed on the sand, and the combined
results of these sizings are presented in Tab. 5 numerically. The median sand size was
found to be 184 µm.
It is important to highlight that the experimental mass loading was η = 3.846%.
Even with low mass loading, the results which will be presented in Sec. 8.2.1 demonstrate
that subtle diﬀerences are observed when the coupling between phases is considered.
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Table 4 – Experimental conditions.
Air ﬂow rate (m˙f ) 0.78 kg/s
Air density (ρf ) 1.18 kg/m
3
Air viscosity (µf ) 1.8× 10−5 Pa.s
Sand ﬂow rate (m˙p) 0.030 kg/s
Sand density (ρp) 2650 kg/m
3
Mass loading (η) 3.846%
Amount of sand passing 300 kg
Sand median diameter (d50) 184µm
Mean volume fraction (αp) 1.746× 10−5
Table 5 – Particle size distribution of sand.
Size (µm) Fraction (%) Cumulative Passing (%)
> 1000 0.004 99.996
710-1000 0.002 99.994
500-710 0.030 99.963
355-500 0.242 99.722
250-355 22.014 77.708
180-250 29.377 48.331
150-180 20.085 28.246
125-150 18.774 9.472
106-125 6.077 3.395
90-106 2.530 0.865
75-90 0.489 0.376
63-75 0.264 0.112
45-63 0.108 0.016
0-45 0.004 0.004
7.1.2 Description of the numerical set-up
7.1.2.1 Domain size and grid
In order to better represent the experimental apparatus, the whole domain was
solved. Despite increasing the computational cost, simulating the entire domain prevents
errors associated with geometric simpliﬁcations. The grid was created using only hexahedra,
which provide more stability and generate less numerical diﬀusion in the simulations.
Gradual reﬁnement is employed near the walls (Fig. 36b and 36c), where large velocity
gradients and boundary layer exist. The stretching factor is set in order to be less than 1.1
in the whole computational domain. A mesh independence study was made to ensure the
balance between quality of results and computational cost. These results are presented in
Sec. 7.2.2.1.
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At the outlet a gauge pressure of 0 Pa was prescribed. At the pipe walls, the no-slip
condition is applied. The inlet air ﬂow enters the pipe with a stream velocity of Uf = 21.01
m/s. A turbulence intensity of 0.1% is assumed, although the results were not sensitive to
this variable. Particles are fed into the domain with a velocity of Up = 1.0 m/s normal
to the particle inlet. Regarding the initial particle rotation, a mean of 0 and a standard
deviation of 1000 s−1 were prescribed. The particle Stokes number (Stk) based on the
mean particle diameter was 29.08. The Stokes number was deﬁned as Stk = τpUf/lo where
τp = ρpd
2
p/18µf was the particle relaxation time and lo the characteristic length. The
physical properties of the air are set as to match the experimental Reynolds number of
538,000.
Regarding the particle setup, at each ﬂuid timestep, nearly 300 parcels are released,
although statically converged results could be obtained with much fewer parcels. So, at
"steady" state conditions, around 9.5 million parcels are tracked and used for statistics.
The Courant number of the particles was set to 0.5. Lower CFL numbers did not aﬀect
the results. The ﬂuid and particle timesteps were 1.0× 10−4 s and 1.0× 10−5 s, respectively.
These values were obtained considering all relevant time scales.
7.1.2.3 Statistics
The region of interest is the second 102.5 mm elbow, in which erosion was measured.
Due to the complexity of the measurements, the erosion experiments available in the
literature frequently report the results in terms of erosion rate, penetration ratio or erosion
depth. Unfortunately, these variables are not suﬃcient to clarify the mechanisms involved
in the wearing process.
Hence, additional statistics are required to explain the physical phenomena behind
the erosive wear by particle impingement. For such analysis, more fundamental variables
such as particle impact velocity, particle impact angle and particle impact frequency were
used in this work in order to explain the formation and the behavior of the erosion scar.
These variables are averaged for the whole domain wall allowing a statistically
converged ﬁeld to be obtained from the simulations.
7.2 Results and discussions
7.2.1 Two-phase ﬂow validation
In order to show that the results obtained by the Euler/Lagrange code agree well
with the experiments and hence the authors are conﬁdent about the reliability of the
simulations performed, a horizontal pipe, studied experimentally by Huber (1991) and
Huber and Sommerfeld (1998), was also simulated. According to Huber and Sommerfeld
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7.2.2 Erosion computations
7.2.2.1 Mesh independence study
To determine the mesh independence in this study, four mesh resolutions were
analyzed. All the meshes were hexa-structured and generated using the ANSYS-ICEM
CFD 14 meshing tool. Table 10 shows the mesh statistics including the average wall y+
values for the mesh.
Table 7 – Mesh resolutions and y+ average values.
Mesh number Number of elements Average y+
N1 355230 0.54073
N2 638255 0.54189
N3 854446 0.54210
N4 991930 0.54223
When using the 2-layer k-ε turbulence models it is important to reﬁne the grid to
ensure that y+ < 1 in the ﬁrst element away from the wall. This guarantees that the node
of the ﬁrst element is within the laminar layer so that the solution can be integrated to
the wall.
To determine whether the solution is mesh independent, the ﬂuid phase solution
was computed for each mesh. The ﬂuid velocity and the turbulent kinetic energy proﬁles
were extracted from three diﬀerent locations, producing minimal diﬀerences from grid to
grid. Since the change in the velocity from N2 and N3 was smaller than 1%, the grid number
N2 was suﬃcient for achieve mesh independence while minimizing run time and memory
requirements. For this reason, the rest of the simulations were carried out considering the
N2 mesh.
7.2.2.2 Erosion model validation - one, two and four-way couplings
The ﬁrst test conducted in this work aims at validating the numerical model using
the experiments carried out by Solnordal et al. (2015) which was performed at relatively
low mass loading (η = 3.846%). For this test, the static and dynamic coeﬃcients of friction
were set as µs = 0.45 and µd = 0.30, respectively, and the surface roughness parameter
of ∆γ = 7.0◦ were prescribed. These were found to be the best ﬁt parameters, as the
experimental values are not available.
In order to provide a ﬁrst overview of the phase interaction eﬀects on the elbow
erosion, Fig. 40 depicts the contours for all the erosion-related variables. Quantitatively
speaking, the erosion depth contours for one (Fig. 40a), two (Fig. 40b) and four-way (Fig.
40c) coupling display some diﬀerences in both pattern and magnitude. The most notable
diﬀerence can be seen in the two-way solution (Fig. 40b).
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 40 – Contours of the erosion-related variables for mass loading η = 3.846%. From
left to right: one-way, two-way and four-way coupling. From top to bottom:
erosion depth, impact velocity, impact angle and impact frequency.
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For this case, the region of maximum erosion is laterally elongated, in contrast to
the contours obtained with one (Fig. 40a) and four-way (Fig. 40c) calculations. Another
region displaying subtle changes depending on the phase interaction regime is located
downstream of the maximum erosion region. In all cases, the erosion depth patterns
considerably depart from the V-shaped erosion contours typically observed in simulations
(Chen et al. (2004b), Yang and Boulanger (2012), Duarte et al. (2015), Duarte et al.
(2016)). As shown by Solnordal et al. (2015), this is mainly a result of the high wall
roughness, which in turn causes more particle dispersion in the radial direction along the
pipe upstream of the elbow. As a result, the particle distribution in the cross section is
more homogeneous as the particles hit the elbow, dramatically modifying the otherwise
observed V-shaped penetration proﬁle.
Moreover, an interesting behavior is observed when the inter-particle collisions
are included in the simulation (Fig. 40c). Noticeably, the contours are rounder, with the
reminiscent vee legs being attenuated, and the erosion pattern approaches the experimental
result (see Fig. 6b of Solnordal et al. (2015)). As an initial result, such ﬁnding demonstrates
that even for low mass loading, inter-particle collisions aﬀect the results towards the
experimental ones. By now, this result by itself is not suﬃcient to elucidate the real
mechanism responsible for the change in the erosion behavior due to the coupling between
the phases.
In this respect, the contours of the particle impact velocity in one (Fig. 40d), two
(Fig. 40e) and four-way (Fig. 40f) coupling as well as the impact angle in one (Fig. 40g),
two (Fig. 40h) and four-way (Fig. 40i) are presented. It is evident that for the impact
velocity cases the inter-phase interactions are not contributing to signiﬁcantly modify
the contours. Neverthless, the impact angle contours in two-way (Fig. 40h) suﬀered an
attenuation in their magnitude on the right side of the elbow. This may partially explain
the observed change in the erosion depth illustrated in Fig. 40b since the impact angle is
recognized to remarkably inﬂuence the surface degradation in erosive environments (see,
e.g., Islam and Farhat (2014)).
For completeness, the contours of the particle impact frequency against the elbow
wall in one (Fig. 40j), two (Fig. 40k) and four-way (Fig. 40l) coupling are also reported.
Note that the impact frequency in two-way (Fig. 40k) decreased and the maximum region
displays a pattern similar to that of the erosion depth (Fig. 40b).
Before proposing explanations for the foregoing eﬀects, a quantitative comparison
with the experimental results is made. As mentioned in section 7.1.1, three proﬁles were
extracted at the outer elbow wall as a function of the curvature angle. The origin (0◦) is
set at the elbow inlet, while 90◦ corresponds to the elbow ﬂow outlet. Such a comparison
can verify the capacity of the present models to accurately predict the erosion depth in
diﬀerent radial positions of the elbow.
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coupling would be the exchange of momentum between the particles and the ﬂuid alone.
For a given pair of materials, the erosion rate depends on the impact angle, velocity
and frequency. In this sense, these three parameters, impact velocity (Fig. 41b), impact
angle (Fig. 41c) and the impact frequency (Fig. 41d) are presented at the symmetry plane
of the elbow. In the two-way coupling case, both the impact velocity and impact angle
suﬀered a reduction in their magnitude for the curvature angles of 0◦ - 50◦ and 30◦ - 50◦,
respectively. Nevertheless, the diﬀerence in both parameters when compared to the other
interaction approaches is less than 7%. On the other hand, the impact frequency (Fig.
41d) is signiﬁcantly reduced between 30◦ - 60◦. Such behavior is likely to cause the erosion
depth reduction observed in Fig. 41a.
The explanation is that, after colliding with the ﬁrst elbow, particles concentrate
next to the pipe walls due to the focusing eﬀect, and acquire a swirling motion. In the
case of two-way calculations, the momentum exchange between the gas and the particles
concentrated near the walls reduces the centrifugal force. This means that particles
otherwise located in the core ﬂow are driven radially with less strength so that wall
collisions involve less energy. As a result, particle migration towards the core ﬂow is
hindered.
(a) (b)
(c)
Figure 42 – Particles concentration inside the elbow for: (a) one, (b) two and (c) four-way
coupling. Mass loading η = 3.846%.
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For curvature angles between 60◦ and 90◦, the erosion depth was overpredicted
(Fig. 45a). The impact velocity proﬁles (Fig. 45b) behave similarly to those shown in
proﬁle A (Fig. 41b) although a more accentuated inﬂexion close to 60◦ is displayed on the
ﬁrst. This trend is clearly visible from the velocity impact contours (see Figs. 40d, 40e
and 40f), which show higher impact velocities in the ﬁrst half of the elbow. At this region,
particles lose energy due to the collisions with the walls and reach the downstream part of
the elbow with lower speeds.
Interestingly, the impact angle (Fig. 45c) for all the coupling approaches increased
between 30◦ and 60◦ when compared to proﬁle A (Fig. 41c). This is in agreement with the
contours presented in Figs. 40g, 40h and 40i which demonstrate higher impact angles on
the left side of the elbow. Generally, the high roughness leads to a redistribution of the
particles after the ﬁrst impact against the outer elbow wall. Consequently, the particles
tend to rebound with lower impact angles to the right side of the elbow. It is important
to highlight that the inter-particle collisions are not the main mechanism to cause the
above-mentioned eﬀect on the impact angle for the actual mass loading, so no signiﬁcant
variations are observed among the coupling approaches (Fig. 45c).
Finally, the changes in the impact frequencies (Fig. 45d) must be pointed out.
Higher impact frequencies are predicted between 55◦ and 75◦, although such increase is not
contributing to an increase in the erosion depth (Fig. 45a). This observation contradicts
the trend observed for proﬁle A (Figs. 41a and 41d) where regions with the highest impact
frequency resulted in greater depths of erosion. This likely occurs due to the location
where proﬁle C was extracted. Since proﬁle A represents the main impact location, it is
expected that the particle impact frequency deﬁnes the erosion process (see Fig. 41d).
However, proﬁle C was taken from a location that essentially experiences the secondary
impacts from the main impact area (proﬁle A). This explains the higher frequency of
impact for larger curvature angles in proﬁle C. More speciﬁcally, the four-way simulation
reduced the particle impact frequency in proﬁle C. Obviously, the inter-particle collisions
after the main impact spot are redirecting the particles to new locations. This causes the
attenuation of the impact frequency in regions away from the elbow symmetry plane.
For further validation of the erosion model, comparison is also provided for proﬁle
E (Fig. 64). This comparison allows the understanding of the erosive mechanisms farther
from the symmetry plane as well as the investigation of the sensitivity of the erosion
model.
Although the erosion depth between 0◦ and 60◦ is underpredicted, the erosion model
was capable of capturing the actual erosion magnitude at 60◦ and 90◦. In addition, the
four-way coupled simulation predicted an erosion pattern that most closely resemble the
experimental measurement between the above-mentioned curvature angles. This supports
the assumption that particle-to-particle interactions gradually diminish the V-shaped
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proﬁle, although with a penalty for the overall match. It is important to bear in mind
that the erosion model proposed by Oka and Yoshida (2005) can take into account, for
instance, the particle shape (see Eqs. 3.49 and 3.50) and diameters (see Eq. 3.51), diﬀering
from other models (Bitter (1963a), Finnie and McFadden (1978), Ahlert (1994), Neilson
and Gilchrist (1968), Zhang et al. (2007), Meng and Ludema (1995), Tilly (1973), Haugen
et al. (1995), Huang et al. (2008)). In this sense, the authors believe that this erosion
model will be able to accurately reproduce complex erosive situations once improvements
on non-spherical particle modeling interactions are feasible.
7.2.2.3 Inﬂuence of the surface roughness on the penetration depth
Although the particle behavior on rough walls has been widely investigated (Som-
merfeld and Huber (1999a), Sommerfeld and Kussin (2004), Benson et al. (2004), Laín and
Sommerfeld (2008)), its eﬀects on elbow erosion has received little attention (Solnordal et
al. (2015)). In this regard, the eﬀect of wall roughness on particle-wall interactions, and
its subsequent eﬀect on particle trajectories and hence predicted erosion distribution was
investigated.
In order to account for such impact, ﬁve cases with ∆γ equal to 3.0◦, 5.0◦ 7.0◦
and 9.0◦ respectively, were then run to asses their eﬀects on the erosion depth. To avoid
additional parameter interference, all the cases were simulated with η = 3.846% and the
static and dynamic coeﬃcients of friction were constant with µs = 0.45 and µd = 0.30
respectively. For the sake of brevity, only four-way coupling cases will be presented from
now.
Fig. 48 shows the erosion depth contour from the lowest (Fig. 48a) to the highest
(Fig. 48d) wall roughness. The contours that most resemble the one measured in the
experiment (see Fig. 6b of Solnordal et al. (2015)) occur for higher roughness (Figs. 48c
and 48d). It is evident that the increase of the wall roughness is contributing to the
particles dispersion preventing the formation of the vee-shaped erosion scar. Furthermore,
the region of maximum erosion are qualitatively similar for all the cases but its magnitude is
decreasing with the roughness augmentation. This means that the particle-wall interactions
with rougher walls extracts more momentum from the particles during the whole course to
the elbow which is consistent with the lower magnitude presented for higher roughnesses.
This, in turn, causes particles to hit the elbow surface with less energy, thereby reducing
the erosion.
To identify the eroding mechanisms on the elbow wall and relate them with the
roughness variation, all the erosion-related variables (impact velocity, impact angle and
impact frequency) are presented for each proﬁle discussed in Section 7.1.1.
Fig. 49a shows the erosion depth at the proﬁle A location. For the smoother pipe
walls (∆γ = 3.0◦ and 5.0◦), a slight increase in the erosion depth is observed. In all cases,
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(a) (b)
(c) (d)
Figure 48 – Erosion depth contours for mass loading η = 3.846% for four-way coupling.
(a) ∆γ = 3.0◦, (b) ∆γ = 5.0◦, (c) ∆γ = 7.0◦ and (d) ∆γ = 9.0◦.
the erosion magnitude is monotonically decreased for curvature angles between 30◦ and
65◦ with the roughness increase. Such behavior was expected since smoother walls lead
to less particle dispersion. Consequently, the mean distance traveled by the particle after
successive wall collisions are longer and the momentum lost by the particle to the wall
are smaller. This is in accordance to work of Sommerfeld and Huber (1999a) which found
that the wall roughness considerably alters the rebound behavior of the particles causing
a re-dispersion.
Generally, the particle impact velocity (Fig. 49b) against the elbow wall decreases
with the roughness increase whereas the impact angle (Fig. 49c) presents the opposite trend.
Since the inter-particle collisions are of minor importance due to the low mass loading, it is
obvious that the impact velocity reduction is inﬂuenced by the wall roughness. Consequently,
severe particle dispersion by rougher walls induces more wall-normal collisions. This causes
the particle impact angle (Fig. 49c) to become greater in rough walls than in perfectly
smooth ones. As already mentioned in the validation section, the impact frequency (Fig.
49d) plays a decisive role on the erosion patterns (Fig. 49a) at the proﬁle A region.
For convenience, proﬁles C and E will be omitted from the presented analysis. For
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Table 8 – Abbreviation of the computed cases.
Case abbreviation Static coeﬃcient (µs) Dynamic coeﬃcient (µd)
S60D45 0.60 0.45
S45D30 0.45 0.30
S15D30 0.15 0.30
S15D15 0.15 0.15
Fig. 50 displays the erosion depth contours for the above-mentioned cases. Generally,
the erosion contours show a substantial augmentation of the erosion depth magnitude
with both coeﬃcients decreasing. Curiously, none of the cases displayed the vee-shaped
erosion scar. This indicates that the coeﬃcients of friction are not considerably aﬀecting
the particle-wall interaction downstream of the elbow.
(a) (b)
(c) (d)
Figure 50 – Erosion depth contours for mass loading η = 3.846% for four-way coupling.
(a) µd = 0.45 and µs = 0.6, (b) µd = 0.3 and µs = 0.45, (c) µd = 0.3 and
µs = 0.15, (d) µd = 0.15 and µs = 0.15.
Although not physically coherent, when setting the static coeﬃcient lower than
the dynamic (case S30D15, Fig. 50c) or both equal (case S15D15, Fig. 50d) the erosion
depth (Fig. 51a) for proﬁle A does not display any signiﬁcant discrepancy between each
other. The same happens for the impact velocity (Fig. 51b) and impact angle (Fig. 51c). In
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same trend of the erosion-related variables for proﬁles farther from the symmetry plane.
As they refer to highly dependent parameters of the material pair and environmental
conditions, the coeﬃcients of friction should be adjusted and there is no database providing
the relationship for sand and aluminum.
7.2.2.5 Inﬂuence of the mass loading in the penetration depth
Mass loading is a variable that has been explored in a few works on erosion. In this
respect, the inﬂuence of the mass loading on elbow erosion was investigated. Six cases with
η equal to 3.846%, 10%, 30%, 50%, 70% and 90%, respectively, were simulated to assess
their eﬀects in the penetration depth. All the cases considered inter-particle collisions
(4-way-coupled simulations). Fig. 53 displays the erosion depth contours for the six cases
studied.
Clearly, the erosion depth pattern is modiﬁed with the mass loading increase. For
the lower mass loading cases (Figs. 53a, 53b and 53c) the erosion contour retains certain
symmetry along the outer elbow wall. On the other hand, higher mass loadings (Figs. 53d,
53e and 53f) lead to a stretching of the maximum erosion region. Besides, the proﬁle is
slightly shifted to the left, producing a teardrop-shaped erosion pattern. To the best of the
authors knowledge, this is the ﬁrst time that such behavior is captured by simulations. To
clarify such behavior, the particle concentration contour for each mass loading is presented
in Fig. 54. Cases with lower mass loadings (Figs. 54a, 54b and 54c) show an almost
symmetric distribution on the outer elbow wall. In the remaining (Figs. 54d, 54e and 54f),
the particle concentration contour rotates counterclockwise. Somehow, the inter-particle
collisions downstream of the main impact region are forcing the particles path to the
left side of the elbow. Therefore, for higher mass loadings the inter-phase interaction far
upstream of the elbow are extremely important and reﬂect on how the particles will enter
the elbow.
Another important eﬀect is observed in the erosion depth. Visually speaking, its
maximum is diminishing with the mass loading increase. Bikbaev et al. (1972) report
experimental results that demonstrate such eﬀect (reduction of the erosion rate with mass
loading increase). In fact, mining companies employ such eﬀect to design process equipment
(Utikar et al. (2010)). Numerically, previous publications (Duarte et al. (2015), Duarte
et al. (2016)), predicted the cushioning eﬀect based on the experimental conﬁguration of
Mazumder et al. (2005) but the lack of details about the experimental setup restricted the
analysis to the elbow centerline of the outer radius.
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(a) (b)
(c) (d)
(e) (f)
Figure 53 – Erosion depth contours for mass loadings: (a) η = 3.846%, (b) η = 10.0%, (c)
η = 30.0%, (d) η = 50.0%, (e) η = 70.0% and (f) η = 90.0%.
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(a) (b)
(c) (d)
(e) (f)
Figure 54 – Particle concentration contours for mass loadings: (a) η = 3.846%, (b) η =
10.0%, (c) η = 30.0%, (d) η = 50.0%, (e) η = 70.0% and (f) η = 90.0%.
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tries to shed some light on the dynamics governing particle-laden ﬂows in elbow erosion
by means of a four-way coupled URANS combined with a Lagrangian approach for the
particles. In order to validate the erosion model and to add conﬁdence to the results,
the erosion proﬁles were compared with experimental data. In a second step, several
values of wall roughness and coeﬃcients of friction were experimented with and compared
with experimental measurements. Furthermore, the role of inter-particle collisions was
enlightened for six diﬀerent values of mass loading.
The main results of this study are:
• A signiﬁcant diﬀerence exists between the phase interactions for the low mass loading
case (η = 3.846%). Although one-way coupling and four-way coupling were found to
be similar, the two-way coupling case showed a characteristic drift of the particles to
the wall.
• For η = 3.846% the inter-particle collisions was found to play a major role at proﬁle
E location. Such interactions suppress the erosion contours, found in previous works,
bringing results closer to the experiments. This proves that even at low mass loading
cases, the inter-particle collisions positively aﬀect the numerical results.
• For η = 3.846%, the predictions demonstrate that particles can cause wear in elbows
in two diﬀerent ways. Particles can directly drive the erosive process by consecutive
stresses exerted on the wall (curvature angles smaller than 60◦) or by indirect stresses
after the ﬁrst impact (curvature angles larger than 60◦).
• A parametric variation of the surface roughness showed that the erosion depth
monotonically diminishes with the roughness increase.
• The impact angle was not aﬀected by the modiﬁcation of the coeﬃcients of friction.
This proves that the alteration of the impact angle primarily occurs by changes in
the surface roughness rather than the friction coeﬃcients.
• The cushioning eﬀect was captured by the simulations and the mechanisms involved
in the process were proposed by the authors.
• For all diﬀerent mass loading cases, the cushioning eﬀect is restricted to regions near
proﬁles A and C, whereas at the proﬁle E such eﬀect is unlikely to occur.
• Higher mass loading cases require a four-way coupled approach in order to accurately
predict the above-mentioned eﬀects.
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Chapter 8
Innovative pipe wall design to
mitigate elbow erosion
This chapter originates from the following publication:
Duarte, C.A.R., and de Souza, F.J. Innovative pipe wall design to
mitigate elbow erosion: A CFD analysis. Wear, v. ??, p. ??-??, 2017
(Accepted for publication).
Reprinted by permission from Elsevier Ltd.
8.1 Pipe wall design proposal
The new pipe wall designs are presented in Figs. 59 and 60 with 4 and 8 undulations,
respectively. Visibly, the pipe wall concept is simple. Based on the untwisted pipe diameter
(D, where D is equal to 102.5 mm), smaller circles (with radius equal to D/4) are inscribed
and rotated by an angle α1 (Fig. 59c) and α2 (Fig. 60c). For the present cases, α1 = 90◦
leads to a wall with 4 undulations (4 inscribed circles) whereas α2 = 45◦ provides an
8-undulation (8 inscribed circles) pipe wall. It is important to bear in mind that depending
on the value of α, the swirl generated by the undulations will be more intense or not. In
this sense, the above-mentioned cases were intentionally chosen in order to cover both
situations.
Once the undulations are set, they are turned along the axial direction. For both
cases, the undulations were turned once (360◦) along 1333.5 mm (13D) according to Figs.
59b and 60b. The twisted wall length is also important to determine the swirl generated.
In fact, a correct combination of the undulations with the twisted length will dictate how
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Table 9 shows the wall y+ values for the meshes that produced grid-independent
results.
Table 9 – Parameters for the erosion model.
Pipe type Number of elements Average y+
untwisted pipe 1,165,742 0.5436
4-spiral pipe 1,658,592 0.6547
8-spiral pipe 1,706,172 0.6559
8.1.2 Boundary conditions
The boundary conditions used in this investigation were as those used in the
experiments of Solnordal et al. (2015) (Table 10).
Table 10 – Simulation conditions.
Air ﬂow rate (m˙f ) 0.78 kg/s
Air density (ρf ) 1.18 kg/m
3
Air viscosity (µf ) 1.8× 10−5 Pa.s
Sand ﬂow rate (m˙p) 0.030 kg/s
Sand density (ρp) 2650 kg/m
3
Mass loading (η) 3.846%
Amount of sand passing 300 kg
Mean volume fraction (αp) 1.746× 10−5
The air velocity at the inlet is prescribed as Uf = 21.01 m/s with a turbulence
intensity of 0.1%. A gauge pressure of 0 Pa is set at the domain exit. The diameter for
particle inlet is 40 mm. The sand particles are introduced with a velocity of Up = 1.0 m/s
in crossﬂow with the air. Their size distribution was represented by 21 classes following the
experimental distribution (see Table 2 of Solnordal et al. (2015)), with a mean diameter
of 184 µm. 550 parcels are injected at each timestep. Under "steady" state conditions,
nearly 11 million particles were used for the statistics. The ﬂuid and particle timesteps
were 1.0× 10−4 s and 1.0× 10−5 s, respectively.
8.2 Results and discussions
8.2.1 Erosion model validation - Standard 90◦ elbow pipe
As previously mentioned, the computational results are validated based on the
experiments by Solnordal et al. (2015). Fig. 65 shows the contours of the erosion depth
(Fig. 65a), particle impact velocity (Fig. 65b), particle impact angle (Fig. 65c) and particle
impact frequency (Fig. 65d), with perspective and normal views of the elbow. Quantitatively
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uniform proﬁle. This justiﬁes, at least partly, the non-symmetrical contours obtained for
both impact velocity (Fig. 65b) and impact angle (Fig. 65c).
At this point, we highlight the importance of simulating the entire experimental
facility. If only the vertical pipe section and the elbow were simulated, inlet conditions
for both ﬂuid and particles would have to be assumed. Because these conditions are
highly dependent on the particle behavior upstream of experimental elbow, such geometric
simpliﬁcation, although attractive in terms of computational costs, can compromise the
erosion pattern and its derived variables. Caution should be taken when simulating the
erosive wear by particle impact as the ﬂow may not be fully developed before particles
collide with the surface of interest.
For completeness, particle impact frequency contours against the elbow wall are
presented in Fig. 65d. Note that the region with higher impact frequency matches the
maximum erosion depth location (Fig. 65a). This conﬁrms that both impact angle (Fig.
65c) and impact velocity (Fig. 65b) are suppressed by the impact frequency, which is the
most important mechanism to generate spots of erosion in this case.
To quantitatively compare the erosion depth proﬁle with the experiments, the
origin (0◦) is set at the elbow inlet, whereas 90◦ corresponds to the elbow outlet. All
erosion-related variables are presented in Fig. 66. As previously mentioned, these proﬁles
were extracted from the outer wall which contains the symmetry plane of the elbow.
Clearly, the numerical results exhibit very good agreement with the experiment (Fig. 66a),
especially for curvature angles between 40◦ and 90◦. On the other hand, the simulation
shows an underprediction between 0◦ and 40◦. This marginal diﬀerence had already been
observed by the authors in previous works (Duarte et al. (2015), Duarte et al. (2016)) and
is believed to be related to the particle shape actually used in the experiment. Since the
erosion process also depends on such parameter, the present particle motion model was
not capable of predicting such erosion region once all the forces exerted on the particles
are derived for spherical particles. Because no characterization of the particles sphericity
used in the experiment was available, the authors decided to simplify the numerical setup
considering only spherical particles.
One interesting fact can be observed from the impact angle (Fig. 66b) and impact
velocity (Fig. 66c) plots. The former increases up to an elbow curvature equal to 45◦.
The explanation is that, smaller elbow curvatures (0◦ - 10◦) are eroded by particles that
are mainly moving tangent to the surface. Naturally, increasing the elbow curvature will
also increase the impact angle. The impact angle limit is achieved at a location where
the elbow experiences direct particle impact (elbow curvature equal to 45◦). After such
region, particles interact with the elbow wall by secondary impacts which explains the
impact angle reduction for elbow curvature greater than 45◦ (Fig. 66b). A similar behavior
can be observed with the particle impact velocity (Fig. 66c). Basically, at the direct
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that these structures become evident. At the end, two vortices are still present before
reaching the ﬁnal elbow. Another interesting observation is that the mean ﬂuid velocity
increases in the core region of the 4-spiral pipe when compared to the others. Such increase
is explained by the continuity equation. Since the cross-sectional area of the 4-spiral pipe
is smaller than the 8-spiral pipe, higher axial velocities are required by the former in order
to maintain the same ﬂow rate of the ﬂuid upstream of the twisted region. In fact, this will
also aﬀect the static pressure in the entire pipeline but the details regarding the pressure
inside each pipe will be discussed in section 8.2.3.
This overview of the ﬂuid ﬂow inside each pipe design demonstrated how signiﬁcant
these pipe concepts are in the ﬂow behavior. Such ﬂow modiﬁcation will be crucial on the
particle dynamics which shall lead to new mechanisms reducing the erosion depth at the
elbow.
8.2.3 Inﬂuence of the pipe design on the elbow erosion
The goal of this numerical experiment is to assess the erosion patterns for both
4-spiral and 8-spiral pipes. Fig. 69 shows all the erosion-related variables for the 4-spiral
pipe. When compared to the untwisted pipe case (Fig. 65a), the erosion depth contours
for the 4-spiral pipe (Fig. 69a) shows a shift of the maximum erosion region to the right
side of the elbow. The same trend can be seen for the 8-spiral pipe (Fig. 70a), but with
less intensity. In fact, this displacement of the maximum erosion spot to the right side of
the elbow was expected since both pipes were twisted clockwise. The opposite behavior in
the erosion proﬁle would possibly be observed if the pipes were twisted counter-clockwise.
Moreover, the maximum value of the erosion depth for both twisted pipes is lower than
the one obtained for the untwisted pipe. This is the ﬁrst evidence that the proposed pipe
acts positively towards mitigating the elbow erosion.
The contours of the particle impact velocity for the 4-spiral pipe and 8-spiral pipe
are presented in Figs. 69b and 70b, respectively. In both cases, the impact velocity was
substantially reduced in the central part of the elbow. Notwithstanding, this reduction is
also present in the untwisted pipe case (Fig. 65b), but to a lesser extend. In the latter, such
impact velocity reduction is achieved by the constant interactions between the particles
and the outer elbow wall. Such eﬀect has been studied by the authors (Duarte et al. (2015))
and is named cushioning eﬀect. Basically, the inter-particle collisions become so important
in regions of high particle concentration that a "virtual barrier" is created near the eroded
wall, reducing the frequency at which the particles interact with it. As a consequence, the
impact velocity is also reduced. In both twisted pipes, besides the cushioning eﬀect, the
swirling motion upstream of the elbow contributes to the impact velocity reduction at the
central part of the elbow. These combined eﬀects also cause modiﬁcation in the impact
angle. A slight reduction of the impact angle on the right side of the elbows for both
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Table 11 – Integral value of each erosion depth curve normalized by the maximum curvature
angle (π/2).
Pipe type Integral value (IV)
Experimental 0.79874
untwisted pipe 0.72920
4-spiral pipe 0.62357
8-spiral pipe 0.64348
velocity (Fig. 72c) for both cases was reduced for curvature angles between 0◦ and 50◦
while an augmentation for curvature angles larger than 55◦ is clearly visible for the 4-spiral
pipe. Such increase in the impact velocity is partially related to the erosion depth increase
at the same location. However, the impact frequency (Fig. 72d), again, contributes in
deﬁning the erosion depth proﬁle. The combined eﬀect of both for curvature angles larger
than 70◦ reﬂects in the erosion accretion on the 4-spiral pipe.
Despite part of the erosion reduction can be explained by the previous graphs, any
ﬁnal conclusion would be incomplete since the particle dynamics upstream of the elbow
be the main factor in changing the erosion proﬁle and its associated variables. With this
in mind, the following section presents the particle dynamics in each pipe conﬁguration.
8.2.4 Particle dynamics inside each pipe design
Fig. 73 shows the particle concentration for all the studied pipes. As expected, the
particle concentration contours for all pipes remain similar up to approximately half length.
Naturally, up to this location, the particles are only responding to the ﬂuid ﬂow and no
geometric modiﬁcation aﬀects them. Downstream of this point, the particle concentration
is strongly inﬂuenced by the pipe wall design.
In the untwisted pipe (Fig. 73a), the particles tend to concentrate in the core ﬂow.
No additional momentum is transfered to the particles by the walls. Consequently, the
most important mechanisms to redirect the particles to the center are the particle-wall
interaction due to the surface roughness and particle-to-particle collisions.
On the other hand, the particle concentration on both twisted pipes (Figs. 73b and
73c) presents an opposite behavior. Visibly, the swirl applied on the particles suppresses the
natural mechanisms mentioned for the untwisted pipe, avoiding the central concentration.
Such increase in the particle concentration at the near wall region upstream of the elbow
helps to understand the impact frequency for both cases (see, Fig. 72d).
To quantitatively compare the particle concentration inside each pipe, a centerline
was extracted from the second elbow outlet to the third elbow inlet. Fig. 74 displays the
results, a dashed line represents the beginning of the spiral pipes. Upstream of this location,
the particle concentration remains similar for all pipe conﬁguration. Immediately after the
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the others spirals. This proves that one side of each spiral will suﬀer more or less erosive
wear and this side will be deﬁned by the sense of rotation in which the pipe is twisted.
Although the 4-spiral pipe presents a higher erosion reduction on the elbow, the swirl
applied to the multiphase ﬂow is so considerable that its walls are exposed to high erosion
rates which may not be interesting in terms of industrial application.
On the other hand, the 8-spiral pipe shows a drastically erosion reduction when
compared to the 4-spiral pipe. This reduction caused the erosion proﬁle to almost achieve
the one obtained for the untwisted pipe. Such result is remarkable and indicates that
the 8-spiral pipe operates better, in terms of pipe erosion, than the 4-spiral pipe. It is
important to bear in mind that the erosion transferred to the twisted pipes must not
overlap the reduction achieved in the elbow. If this occurs, the twisted pipe design is no
longer a viable alternative. Clearly, the present results demonstrates that the 8-spiral
pipe would be a better option the 4-spiral ones considering the lifetime of the pipe and
elbow together. Obviously, such result could change depending on the ﬂow characteristics
(e.g., ﬂuid velocity, mass loading, etc), elbow orientation and other factors related to the
pipeline dimensions (e.g., elbow curvature, pipe diameter, etc).
Figs. 80c and 80d show the impact angle and impact proﬁles, respectively. For both
twisted pipes, regions with higher impact angles have lower impact velocities. On average,
the impact velocity of the 8-spiral pipe is smaller than the untwisted pipe (Fig. 80d).
Interestingly, the impact frequency (Fig. 80e) observed in the 8-spiral pipe contradicts
the statement that increasing the impact frequency will also increase the erosion depth.
Actually, this is true for the elbow erosion process, however, other mechanisms takes place
for the twisted walls. Overall, the impact frequency of the 8-spiral pipe is smaller than the
untwisted pipe although the erosion depth is higher in the former. This is explained by
the fact that the 8-spiral pipe swirl is not suﬃcient to "trap" the particles near the spiral
wall region. Accordingly, this re-dispersion causes particles to return to the walls with
larger impact angles (Fig. 80c), explaining the erosion depth increase when compared to
the untwisted pipe. An opposite behavior is observed for the 4-spiral pipe. In this case,
the impact frequency increase is conducting the erosive process. Considering a ﬁxed point
at the pipe wall (e.g., pipe curvature angle equal to 45◦) it is clear that despite the impact
frequency for the 4-spiral pipe be smaller than the others, the erosion depth is larger at
the same location.
8.2.6 Practicality of the twisted pipe wall for fabrication and testing
This CFD investigation results mainly in a potential pipe design that can miti-
gate elbow erosion which requires further fabrication and testing steps. The following
considerations are made to check the practicality of this design:
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• Tube drawing produces high-quality tubing with precise dimensions and good surface
ﬁnish. This manufacturing method is considered by the authors as the most suitable
for the twisted pipe production.
• As recommended, a soft transition between the untwisted pipe and the twisted one
is required to avoid geometrical discontinuities.
• The mechanical resistance increases when using twisted pipe walls. This indicates
that this pipe design can be used in long pipe lines, especially oriented horizontally.
8.3 Chapter conclusions
The gas-solid ﬂow in a new pipe wall design was investigated herein. Its inﬂuence
on the ﬂow was analyzed and related to the elbow erosion reduction. In this sense, the
present work highlights the beneﬁts of the twisted pipe wall design in order to mitigate
elbow erosion. Furthermore, two pipe designs considering 4 and 8 spirals were evaluated in
order to quantify the swirl intensity on the elbow erosion reduction and the pipe lifetime.
The main results of this study are:
• The ﬂow modiﬁcations brought about by the twisted pipe walls are crucial on the
particles dynamics.
• The maximum value of the erosion depth at the elbow for both twisted pipes are
lower than the one obtained for the untwisted pipe.
• The 4-spiral pipe reduced the peak of erosion on the elbow by approximately 33%
when compared to the untwisted pipe.
• The present results demonstrates that the 8-spiral pipe would be a better option
than the 4-spiral ones considering the lifetime of the pipe and elbow together.
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Chapter 9
Thesis conclusions
The current study has focused on the behavior of erosion considering a new pipe
wall design in order to increase the 90 ◦ elbow lifetime. The validation of the erosion
model supported the creation of a decent simulation setup, after which the resulting setup
was employed for simulating the twisted pipe wall cases. The current study has produced
a simulation setup that is able to predict erosion phenomena inside pipe ﬁttings with
suﬃcient accuracy. Moreover it has revealed that including the twisted pipe geometry has
a positive eﬀect on the elbow erosion depth reduction.
Below a more elaborate discussion is presented concerning the separate phases in
the research, i.e. the standard elbow and the cushioning eﬀect in the validation phase and
the twisted pipe wall simulations in the analysis phase.
Validation phase
By using accurate CFD models for the gas-particle ﬂow within a ninety-degree-
elbow, it was possible to better understand the particle behavior and its consequences on
the erosion. A major feature of this validation has been the numerical investigation of the
surface roughness, static and dynamic coeﬃcients and mass loadings on the erosion depth.
Based on the simulation results, it can be concluded that even at low mass loadings,
the eﬀects of inter-particle collisions on the penetration ratio cannot be disregarded. The
ﬁrst contribution of this work is the prediction and evaluation of the cushioning eﬀect
in elbow erosion. It is noteworthy that such eﬀect has been noticed experimentally and
can be present in several industrial situations. It may also be the key to understanding
erosion-related problems.
The decay of the erosion depth with increasing the mass loading was found to be
due to particle-to-particle collisions through a so called "virtual barrier". Although this
phenomenon may appear as beneﬁcial, it is important to bear in mind that equipment
regions not subject to erosion at low particle concentrations might become susceptible at
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higher concentrations.
The simulations also revealed that the impact angle was not aﬀected by the
modiﬁcation of the coeﬃcients of friction. This proves that the alteration of the impact
angle primarily occurs by changes in the surface roughness rather than the friction
coeﬃcients. In addition, a parametric variation of the surface roughness showed that the
erosion depth monotonically diminishes with the roughness increase.
For the case with lower mass loading (η = 3.846%), the predictions demonstrate
that particles can cause wear in elbows in two diﬀerent ways. Particles can directly drive
the erosive process by consecutive stresses exerted on the wall (curvature angles smaller
than 60◦) or by indirect stresses after the ﬁrst impact (curvature angles larger than 60◦).
Analysis phase
Since many industrial processes requires the transportation of solid particles, the
twisted pipe wall appears as a very interesting alternative to mitigate elbow erosion. Based
on the simulation results, it can be concluded that the elbow equipped with a twisted pipe
show its full potential towards reduce elbow erosion.
Due to the excellent agreement of the numerical computations obtained with the
validation phase in combination with all required models for the erosion prediction, it may
be concluded that the models presented here are capable for supporting the optimization
and the design of pneumatic conveying systems. In addition, with the knowledge of the
inter-particles collision eﬀects it will be now also possible to predict erosion rates in the
diﬀerent pipe elements.
Among the beneﬁts obtained with the use of the twisted pipe, the main ﬁnding
is that the maximum value of the erosion depth at the elbow for both twisted pipes (4
and 8 undulations) are lower than the one obtained for the untwisted pipe. Additionally,
the 4-spiral pipe conﬁguration reduced the peak of erosion on the elbow by approximately
33% when compared to the untwisted pipe. Such reduction in the erosion depth is closely
related to the ﬂow modiﬁcations brought by the twisted wall, which are crucial on the
particle dynamics. From an industrial point of view, such erosion reduction in an entire
pipeline plant could drastically reduce maintenance costs.
On the other hand, it was observed that the swirling motion of the multiphase ﬂow
upstream of the elbow acts positively to changing the particle dynamics and consequently
reduce the elbow erosion. However, new particle-wall interactions may become relevant,
inducing the erosion process on the twisted walls. Therefore, it is important to bear in mind
that the erosion transferred to the twisted pipes must not overlap the reduction achieved
in the elbow. If this occurs, the twisted pipe design is no longer a viable alternative.
Finally, this thesis contributes to the development of a new geometry that can
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beneﬁt from such eﬀects.
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Chapter 10
Future research
In the current research it was only possible to study the erosion process isolated.
Although the outcome was satisfying, some topics may be interesting for future research.
These topics are listed below:
• change the twisted pipe conﬁguration (length and number of undulations);
• change ﬂuid and particles properties;
• add corrosion models to work alongside with erosion models.

163
Bibliography
AGARWAL, V. K. .; KULKARNI, N.; MILLS, D. Inﬂuence of expanded bends on wear
and particle degradation in pneumatic conveying system pipelines. In: Proc IMechE Conf
on Powder and Bulk Solids Handling. London: [s.n.], 2000. p. 307–317. Cited on page 55.
AGARWAL, V. K. .; MILLS, D. The use of inserts for reducing bend wear in pneumatic
conveying system pipelines. In: Proc 14th Powder and Bulk Solids Conf. [S.l.: s.n.], 1989.
Cited 2 times on pages 52 and 53.
AHLERT, K. R. Effects of particle impingement angle and surface wetting on solid particle
erosion of AISI 1018 Steel. [S.l.]: University of Tulsa, 1994. Cited 3 times on pages 68, 94,
and 117.
ASKELAND, D.; FULAY, P.; WRIGHT, W. The Science and Engineering of Materials.
[S.l.]: Cengage Learning, 2010. ISBN 9780495296027. Cited on page 37.
BAYER, R. G. Fundamentals of Wear Failures. ASM Handbook, Volume 11: Failure
Analysis and Prevention, v. 11, p. 901–905, 2002. Cited on page 30.
BENSON, M.; TANAKA, T.; EATON, J. K. Eﬀects of Wall Roughness on Particle
Velocities in a Turbulent Channel Flow. Journal of Fluids Engineering, v. 127, n. 2, p.
250–256, dec 2004. ISSN 0098-2202. Cited 2 times on pages 88 and 117.
BHUSHAN, B. Introduction to Tribology. [S.l.: s.n.], 2013. ISBN 1118403223. Cited 3
times on pages 13, 37, and 39.
BIKBAEV, F. A.; KRASNOV, V. I.; MAKSIMENKO, M. Z.; BEREZIN, V. L.; ZHILINSKI,
I. B.; OTROSHKO, N. T. Main factors aﬀecting gas abrasive wear of elbows in pneumatic
conveying pipes. Chemical and Petroleum Engineering, Springer, v. 9, n. 1, p. 73–75, 1973.
Cited on page 29.
BIKBAEV, F. A.; MAKSIMENKO, M. Z.; BEREZIN, V. L.; KRASNOV, V. I.; ZHILIN-
SKII, I. B. Wear on branches in pneumatic conveying ducting. Chemical and Petroleum
Engineering, Springer, v. 8, n. 5, p. 465–466, 1972. Cited 5 times on pages 14, 29, 56, 57,
and 123.
BITTER, J. A study of erosion phenomena: Part I. Wear, v. 6, n. 1, p. 5–21, jan 1963.
ISSN 00431648. Cited 2 times on pages 60 and 117.
BITTER, J. A study of erosion phenomena part II. Wear, v. 6, n. 3, p. 169–190, may
1963. ISSN 00431648. Disponível em: <http://www.sciencedirect.com/science/article/pii/
0043164863900735>. Cited 3 times on pages 14, 61, and 62.
164 Bibliography
BOURGOYNE, A. Experimental Study of Erosion in Diverter Systems Due to Sand
Production. SPE/IADC Drilling Conference, 1989. Disponível em: <https://www.onepetro.
org/conference-paper/SPE-18716-MS>. Cited 2 times on pages 14 and 57.
BOUSSINESQ, J. Essai sur la th{é}orie des eaux courantes. [S.l.]: Imprimerie Nationale,
1877. (M{é}moires pr{é}sent{é}s par divers savants {à} l’Acad{é}mie des sciences de
l’Institut national de France). Cited on page 80.
BRACH, R. M. Impact dynamics with applications to solid particle erosion. International
Journal of Impact Engineering, v. 7, n. 1, p. 37–53, jan 1988. ISSN 0734743X. Disponível
em: <http://linkinghub.elsevier.com/retrieve/pii/0734743X88900115>. Cited on page 68.
BREUER, M.; ALLETTO, M.; LANGFELDT, F. Sandgrain roughness model for rough
walls within Eulerian–Lagrangian predictions of turbulent ﬂows. International Journal of
Multiphase Flow, v. 43, p. 157–175, jul 2012. ISSN 03019322. Cited on page 86.
CABREJOS, F. J.; KLINZING, G. E. Pickup and saltation mechanisms of solid particles
in horizontal pneumatic transport. Powder Technology, v. 79, n. 2, p. 173–186, 1994. ISSN
00325910. Cited on page 152.
CHEN, D.; SARUMI, M.; AL-HASSANI, S. Computational mean particle erosion model.
Wear, v. 214, n. 1, p. 64–73, 1998. ISSN 00431648. Cited on page 69.
CHEN, D.; SARUMI, M.; AL-HASSANI, S.; GAN, S.; YIN, Z. A model for erosion at
normal impact. Wear, v. 205, n. 1-2, p. 32–39, apr 1997. ISSN 00431648. Disponível em:
<http://linkinghub.elsevier.com/retrieve/pii/S0043164896073152>. Cited on page 69.
CHEN, X.; MCLAURY, B. S.; SHIRAZI, S. A. Application and experimental validation
of a computational ﬂuid dynamics (CFD)-based erosion prediction model in elbows and
plugged tees. Computers and Fluids, v. 33, n. 10, p. 1251–1272, 2004. ISSN 00457930.
Cited on page 57.
CHEN, X.; MCLAURY, B. S.; SHIRAZI, S. A. Application and experimental validation
of a computational ﬂuid dynamics (CFD)-based erosion prediction model in elbows and
plugged tees. Computers & Fluids, v. 33, n. 10, p. 1251–1272, dec 2004. ISSN 00457930.
Cited on page 109.
CLARK, H. M. The inﬂuence of the ﬂow ﬁeld in slurry erosion. Wear, v. 152, n. 2, p.
223–240, 1992. ISSN 00431648. Cited on page 148.
CLARK, H. M.; HARTWICH, R. B. A re-examination of the ’particle size eﬀect’ in slurry
erosion. Wear, v. 248, n. 1-2, p. 147–161, 2001. ISSN 00431648. Cited on page 148.
COFFIN, L. A study of the eﬀects of cyclic thermal stresses on a ductile metal. Trans.
AIME, v. 76, p. 931–950, 1954. ISSN 0011-3395. Cited on page 73.
COUSENS, A. K. The Erosion of Ductile Metals by Solid Particle Impact. [S.l.]: University
of Cambridge, 1984. Cited on page 29.
CROWE, C. T. Multiphase Flow Handbook. [S.l.]: CRC Press, 2005. (Mechanical and
Aerospace Engineering Series). ISBN 9781420040470. Cited on page 86.
Bibliography 165
CROWE, C. T.; SCHWARZKOPF, J. D.; SOMMERFELD, M.; TSUJI, Y. Multiphase
Flows with Droplets and Particles. [S.l.]: Taylor & Francis, 1997. ISBN 9780849394690.
Cited on page 86.
DENG, T.; PATEL, M.; HUTCHINGS, I.; BRADLEY, M. S. A. Eﬀect of bend orientation
on life and puncture point location due to solid particle erosion of a high concentration
ﬂow in pneumatic conveyors. Wear, v. 258, n. 1-4 SPEC. ISS., p. 426–433, 2005. ISSN
00431648. Cited on page 59.
DENNIS, S. C. R.; SINGH, S. N.; INGHAM, D. B. The steady ﬂow due to a rotating
sphere at low and moderate Reynolds numbers. Journal of Fluid Mechanics, v. 101, n. 02,
p. 257–279, 1980. ISSN 1469-7645. Cited on page 86.
DHODAPKAR, S.; SOLT, P.; KLINZING, G. Understanding Bends In Pneumatic Con-
veying Systems. Solids Processing, p. 53–60, 2009. Cited 4 times on pages 14, 54, 55,
and 56.
DOSANJH, S.; HUMPHREY, J. A. C. The inﬂuence of turbulence on erosion by a particle-
laden ﬂuid jet. Wear, v. 102, n. 4, p. 309–330, apr 1985. ISSN 00431648. Disponível em:
<http://linkinghub.elsevier.com/retrieve/pii/0043164885901759>. Cited 2 times on pages
13 and 42.
DUARTE, C. A. R.; SOUZA, F. J. de; SALVO, R. d. V.; SANTOS, V. F. dos. The role of
inter-particle collisions on elbow erosion. International Journal of Multiphase Flow. No
citation in the text.
DUARTE, C. A. R.; SOUZA, F. J. de; SANTOS, V. F. dos. Numerical investigation of
mass loading eﬀects on elbow erosion. Powder Technology, v. 283, p. 593–606, oct 2015.
ISSN 00325910. Cited 7 times on pages 47, 75, 109, 110, 123, 137, and 141.
DUARTE, C. A. R.; SOUZA, F. J. de; SANTOS, V. F. dos. Mitigating elbow erosion with
a vortex chamber. Powder Technology, v. 288, p. 6–25, jan 2016. ISSN 00325910. Cited 8
times on pages 14, 29, 54, 55, 109, 110, 123, and 137.
DUTTA, P.; SAHA, S. K.; NANDI, N.; PAL, N. Numerical study on ﬂow separation in
90 pipe bend under high Reynolds number by k-e modelling. Engineering Science and
Technology, an International Journal, v. 19, n. 2, p. 904–910, 2016. ISSN 22150986. Cited
on page 49.
ELGHOBASHI, S. On predicting particle-laden turbulent ﬂows. Applied Scientiﬁc Research,
Kluwer Academic Publishers, v. 52, n. 4, p. 309–329, 1993. ISSN 0003-6994. Cited on
page 95.
EVANS, a. G.; GULDEN, M. E.; ROSENBLATT, M. Impact Damage in Brittle Materials
in the Elastic-Plastic Response Regime. Proceedings of the Royal Society A: Mathematical,
Physical and Engineering Sciences, v. 361, n. 1706, p. 343–365, 1978. ISSN 1364-5021.
Cited 2 times on pages 58 and 65.
EYLER, R. L. Design and Analysis of a Pneumatic Flow Loop. 1987. Cited on page 59.
FERZIGER, J. H.; PERIC, M. Computational methods for ﬂuid dynamics. [S.l.]: Springer,
2002. Cited 4 times on pages 89, 90, 92, and 93.
166 Bibliography
FINNIE, I. Erosion of surfaces by solid particles. Wear, v. 3, n. 2, p. 87–103, mar 1960.
ISSN 00431648. Cited 8 times on pages 14, 29, 39, 40, 60, 61, 62, and 63.
FINNIE, I. Erosion by Solid Particles in a Fluid Stream. ASTM International, 1962.
Disponível em: <www.astm.org>. Cited on page 46.
FINNIE, I. Some observations on the erosion of ductile metals. Wear, v. 19, n. 1, p. 81–90,
jan 1972. ISSN 00431648. Disponível em: <http://linkinghub.elsevier.com/retrieve/pii/
0043164872904449>. Cited on page 63.
FINNIE, I.; MCFADDEN, D. On the velocity dependence of the erosion of ductile metals
by solid particles at low angles of incidence. Wear, v. 48, n. 1, p. 181–190, may 1978. ISSN
00431648. Cited 3 times on pages 13, 46, and 117.
FORDER, A.; THEW, M.; HARRISON, D. A numerical investigation of solid parti-
cle erosion experienced within oilﬁeld control valves. Wear, v. 216, n. 2, p. 184–193,
1998. ISSN 00431648. Disponível em: <http://www.sciencedirect.com/science/article/pii/
S0043164897002172>. Cited 2 times on pages 75 and 94.
FRÖHLICH, J.; TERZI, D. von. Hybrid LES/RANS methods for the simulation of
turbulent ﬂows. Progress in Aerospace Sciences, v. 44, n. 5, p. 349–377, 2008. ISSN
0376-0421. Cited 2 times on pages 15 and 78.
GAHR, K. H. Z. Microstructure and Wear of Materials. [S.l.]: Elsevier, 1987. v. 10. v –
vi p. (Tribology Series, v. 10). ISSN 0167-8922. Cited on page 37.
GANSER, G. H. A rational approach to drag prediction of spherical and nonspherical
particles. Powder Technology, v. 77, n. 2, p. 143–152, nov 1993. ISSN 00325910. Cited on
page 110.
GIBSON, M. M.; LAUNDER, B. E. Ground Eﬀects on Pressure Fluctuations in the
Atmospheric Boundary Layer. Journal of Fluid Mechanics, v. 86, n. 3, p. 491–511, 1978.
Cited on page 83.
GOODWIN, J. E.; SAGE, W.; TILLY, G. P. Study of erosion by solid particles. ARCHIVE:
Proceedings of the Institution of Mechanical Engineers 1847-1982 (vols 1-196), v. 184,
n. 1969, p. 279–292, 2006. ISSN 0020-3483. Cited 2 times on pages 45 and 46.
GRANT, G.; TABAKOFF, W. Erosion Prediction in Turbomachinery Resulting from
Environmental Solid Particles. Journal of Aircraft, v. 12, n. 5, p. 471–478, 1975. ISSN
0021-8669, 1533-3868. Disponível em: <http://arc.aiaa.org/doi/abs/10.2514/3.59826>.
Cited 3 times on pages 75, 76, and 94.
GUIDE, F. Fluent 6.2 User Guide. Centerra Resource Park, 10 Cavendish Court, Lebanon,
NH 03766, USA, 2005. Cited on page 89.
HAIDER, A.; LEVENSPIEL, O. Drag coeﬃcient and terminal velocity of spherical and
nonspherical particles. Powder Technology, v. 58, n. 1, p. 63–70, may 1989. ISSN 00325910.
Cited on page 110.
HASELBACHER, A.; NAJJAR, F.; FERRY, J. An eﬃcient and robust particle-localization
algorithm for unstructured grids. Journal of Computational Physics, v. 225, n. 2, p. 2198–
2213, aug 2007. ISSN 00219991. Cited 2 times on pages 88 and 97.
Bibliography 167
HAUGEN, K.; KVERNVOLD, O.; RONOLD, A.; SANDBERG, R. Sand erosion of wear-
resistant materials: Erosion in choke valves. Wear, v. 186-187, p. 179–188, jul 1995. ISSN
00431648. Cited 2 times on pages 69 and 117.
HESS, L. W. Short radius, low wear elbow. Google Patents, 1991. Disponível em: <https:
//www.google.ch/patents/US5060984>. Cited on page 54.
HOJO, H.; TSUDA, K.; YABU, T. Erosion damage of polymeric material by slurry. Wear,
v. 112, n. 1, p. 17–28, oct 1986. ISSN 00431648. Disponível em: <http://linkinghub.elsevier.
com/retrieve/pii/0043164886901973>. Cited 3 times on pages 13, 41, and 42.
HUANG, C.; CHIOVELLI, S.; MINEV, P.; LUO, J.; NANDAKUMAR, K. A comprehensive
phenomenological model for erosion of materials in jet ﬂow. Powder Technology, v. 187,
n. 3, p. 273–279, nov 2008. ISSN 00325910. Cited 2 times on pages 73 and 117.
HUBER, N. Zur Phasenverteilung von Gas–Feststoff–Strömungen in Rohren. Tese
(Doutorado) — Universität Erlangen–Nürnberg, 1991. Cited on page 104.
HUBER, N.; SOMMERFELD, M. Modelling and numerical calculation of dilute-phase
pneumatic conveying in pipe systems. Powder Technology, Elsevier, v. 99, n. 1, p. 90–101,
sep 1998. ISSN 00325910. Cited 4 times on pages 15, 104, 105, and 106.
HUTCHINGS, I. M. A model for the erosion of metals by spherical particles at normal
incidence. Wear, v. 70, n. 3, p. 269–281, aug 1981. ISSN 00431648. Disponível em: <http:
//linkinghub.elsevier.com/retrieve/pii/0043164881903471>. Cited 3 times on pages 65,
67, and 69.
HUTCHINGS, I. M. Tribology: friction and wear of engineering materials. [S.l.]: Edward
Arnold, 1992. (Metallurgy and materials science). Cited 3 times on pages 13, 37, and 40.
HUTCHINGS, I. M.; WINTER, R. E.; FIELD, J. E. Solid Particle Erosion of Met-
als: The Removal of Surface Material by Spherical Projectiles. Proceedings of the
Royal Society of London A: Mathematical, Physical and Engineering Sciences, The
Royal Society, v. 348, n. 1654, p. 379–392, 1976. ISSN 0080-4630. Disponível em:
<http://rspa.royalsocietypublishing.org/content/348/1654/379>. Cited on page 64.
ISLAM, M. A.; FARHAT, Z. N. Eﬀect of impact angle and velocity on erosion of API X42
pipeline steel under high abrasive feed rate. Wear, v. 311, n. 1-2, p. 180–190, mar 2014.
ISSN 00431648. Cited on page 109.
JENNINGS, W. H.; HEAD, W. J.; MANNING, C. R. A mechanistic model for the
prediction of ductile erosion. Wear, v. 40, n. 1, p. 93–112, 1976. ISSN 00431648. Cited on
page 64.
JOHANSSON, S.; ERICSON, F.; SCHWEITZ, J.-Å. Solid particle erosion — a statistical
method for evaluation of strength properties of semiconducting materials. Wear, v. 115,
n. 1-2, p. 107–120, mar 1987. ISSN 00431648. Disponível em: <http://linkinghub.elsevier.
com/retrieve/pii/004316488790202X>. Cited on page 67.
JOHNSON, G. R.; COOK, W. H. Fracture characteristics of three metals subjected to
various strains, strain rates, temperatures and pressures. Engineering Fracture Mechanics,
v. 21, n. 1, p. 31–48, jan 1985. ISSN 00137944. Disponível em: <http://linkinghub.elsevier.
com/retrieve/pii/0013794485900529>. Cited on page 69.
168 Bibliography
JONES, W. P.; LAUNDER, B. E. The prediction of laminarization with a two-equation
model of turbulence. International Journal of Heat and Mass Transfer, v. 15, n. 2, p.
301–314, 1972. ISSN 0017-9310. Cited on page 81.
KESANA, N. R. Erosion in Multiphase Pseudo Slug Flow with Emphasis on Sand Sampling
and Pseudo Slug Characteristics. 2013. Cited on page 59.
LAÍN, S.; SOMMERFELD, M. Euler/Lagrange computations of pneumatic conveying
in a horizontal channel with diﬀerent wall roughness. Powder Technology, v. 184, n. 1, p.
76–88, may 2008. ISSN 00325910. Cited on page 117.
LAÍN, S.; SOMMERFELD, M. Numerical calculation of pneumatic conveying in horizontal
channels and pipes: Detailed analysis of conveying behaviour. International Journal of
Multiphase Flow, v. 39, p. 105–120, mar 2012. ISSN 03019322. Cited 2 times on pages 95
and 112.
LAÍN, S.; SOMMERFELD, M. Characterisation of pneumatic conveying systems using the
Euler/Lagrange approach. Powder Technology, v. 235, p. 764–782, 2013. ISSN 00325910.
Cited 3 times on pages 15, 96, and 105.
LAIN, S.; SOMMERFELD, M.; KUSSIN, J. Experimental studies and modelling of four-
way coupling in particle-laden horizontal channel ﬂow. International Journal of Heat and
Fluid Flow, v. 23, n. 5, p. 647–656, 2002. ISSN 0142-727X. Cited on page 88.
LAUNDER, B. Second-moment closure and its use in modelling turbulent industrial ﬂows.
International Journal for Numerical Methods in Fluids, v. 9, p. 963–985, 1989. Cited on
page 83.
LAUNDER, B.; SHARMA, B. Application of the energy-dissipation model of turbulence
to the calculation of ﬂow near a spinning disc. Letters in Heat and Mass Transfer, v. 1,
n. 2, p. 131–137, nov 1974. ISSN 00944548. Cited 2 times on pages 80 and 81.
LEVEQUE, R. J. Finite-volume methods for non-linear elasticity in heterogeneous media.
International Journal for Numerical Methods in Fluids, John Wiley & Sons, Ltd., v. 40,
n. 1-2, p. 93–104, 2002. ISSN 1097-0363. Cited on page 89.
LEVIN, B. F.; VECCHIO, K. S.; DUPONT, J. N.; MARDER, a. R. Modeling solid-particle
erosion of ductile alloys. Metallurgical and Materials Transactions A, v. 30, n. July, p.
1763–1774, 1999. ISSN 1073-5623. Cited on page 70.
LEVY, A. V.; HICKEY, G. Liquid-solid particle slurry erosion of steels. Wear, v. 117,
n. 2, p. 129–146, jun 1987. ISSN 00431648. Disponível em: <http://linkinghub.elsevier.
com/retrieve/pii/0043164887902511>. Cited on page 41.
LEVY, A. V.; JEE, N.; YAU, P. Erosion of steels in coal-solvent slurries. Wear, v. 117,
n. 2, p. 115–127, 1987. ISSN 00431648. Cited on page 41.
LIEN, F. S.; LESCHZINER, M. A. Assessment of turbulence-transport models including
non-linear RNG eddy-viscosity formulation and second-moment closure for ﬂow over a
backward-facing step. Computers & Fluids, v. 23, n. 8, p. 983–1004, 1994. ISSN 00457930.
Disponível em: <http://www.sciencedirect.com/science/article/pii/0045793094900019>.
Cited on page 83.
Bibliography 169
LUN, C.; LIU, H. Numerical simulation of dilute turbulent gas-solid ﬂows in horizontal
channels. International Journal of Multiphase Flow, v. 23, n. 3, p. 575–605, jun 1997. ISSN
03019322. Cited on page 85.
LYNN, R. S.; WONG, K. K.; CLARK, H. M. On the particle size eﬀect in slurry erosion.
Wear, v. 149, n. 1-2, p. 55–71, 1991. ISSN 00431648. Cited on page 148.
MAMOUN, M. M. Analytical Models for the Erosive-Corrosive Wear Process. [S.l.], 1975.
Cited on page 67.
MANSON, S. S. Behavior of Materials Under Conditions of Thermal Stress. Technical
Report No. 1170, National Advisory Committee for Aeronautics, NACA., 1953. Cited on
page 73.
MATHUR, S. R.; MURTHY, J. Y. A pressure-based method for unstructured meshes.
Numerical Heat Transfer, Part B: Fundamentals, v. 31, n. 2, p. 195–215, 1997. Cited 2
times on pages 89 and 91.
MAZUMDER, Q.; SHIRAZI, S.; MCLAURY, B.; SHADLEY, J.; RYBICKI, E. Develop-
ment and validation of a mechanistic model to predict solid particle erosion in multiphase
ﬂow. 203–207 p. Tese (Doutorado) — The University of Tulsa, 2005. Cited on page 123.
MAZUMDER, Q. H.; SHIRAZI, S. a.; MCLAURY, B. Experimental Investigation of
the Location of Maximum Erosive Wear Damage in Elbows. Journal of Pressure Vessel
Technology, v. 130, n. 1, p. 011303, 2008. ISSN 00949930. Cited 2 times on pages 14
and 58.
MCKETTA, J. J. Encyclopedia of Chemical Processing and Design: Volume 52 - Solid-
Liquid Separation: Clariﬁers and Thickeners Selection to Speciﬁc Gravity and Speciﬁc
Heats. Taylor & Francis, 1995. (Chemical Processing and Design Encyclopedia). ISBN
9780824726034. Disponível em: <https://books.google.com.br/books?id=wzbhurfBZygC>.
Cited on page 51.
MEI, R. An approximate expression for the shear lift force on a spherical particle at ﬁnite
reynolds number. International Journal of Multiphase Flow, v. 18, n. 1, p. 145–147, jan
1992. ISSN 03019322. Cited on page 85.
MENG, H.; LUDEMA, K. Wear models and predictive equations: their form and content.
Wear, v. 181-183, p. 443–457, mar 1995. ISSN 00431648. Cited on page 117.
MEYER, E. Contribution to the knowledge of hardness and hardness testing. Zeitschrift
Des Vereines Deutscher Ingenieure, v. 52, p. 740–835, 1908. Cited on page 63.
MILLS, D. Pneumatic Conveying Design Guide. Pneumatic Conveying Design Guide,
p. 570–594, 2004. Disponível em: <http://www.sciencedirect.com/science/article/pii/
B9780750654715500265>. Cited 11 times on pages 13, 14, 30, 43, 44, 45, 48, 50, 51, 52,
and 53.
MILLS, D.; MASON, J. The erosive wear of hardened and tempered steels in pneumatic
conveying system pipelines. In: Proc 7th ELSI Conf. Paper 81. [S.l.: s.n.], 1987. p. 81.
Cited 3 times on pages 13, 46, and 47.
MILLS, D.; MASON, J. S. Particle size eﬀects in bend erosion. Wear, v. 44, n. 2, p.
311–328, 1977. ISSN 00431648. Cited on page 47.
170 Bibliography
NEILSON, J.; GILCHRIST, A. Erosion by a stream of solid particles. Wear, v. 11, n. 2, p.
111–122, feb 1968. ISSN 00431648. Cited 4 times on pages 29, 62, 94, and 117.
NGUYEN, V. B.; NGUYEN, Q. B.; ZHANG, Y. W.; LIM, C. Y. H.; KHOO, B. C. Eﬀect of
particle size on erosion characteristics. Wear, v. 348-349, p. 126–137, 2016. ISSN 00431648.
Cited on page 148.
NSOESIE, S.; LIU, R.; CHEN, K. Y.; YAO, M. X. Analytical modeling of solid-particle
erosion of Stellite alloys in combination with experimental investigation. Wear, v. 309,
n. 1-2, p. 226–232, 2014. ISSN 00431648. Cited 3 times on pages 15, 73, and 74.
OESTERLE, B.; PETITJEAN, A. Simulation of particle-to-particle interactions in gas
solid ﬂows. International Journal of Multiphase Flow, v. 19, n. 1, p. 199–211, feb 1993.
ISSN 03019322. Cited on page 87.
OKA, Y. I.; OKAMURA, K.; YOSHIDA, T. Practical estimation of erosion damage caused
by solid particle impact: Part 1: Eﬀects of impact parameters on a predictive equation.
Wear, v. 259, n. 1-6, p. 95–101, 2005. ISSN 00431648. Cited 3 times on pages 70, 71,
and 72.
OKA, Y. I.; YOSHIDA, T. Practical estimation of erosion damage caused by solid particle
impact: Part 2: Mechanical properties of materials directly associated with erosion damage.
Wear, v. 259, n. 1-6, p. 102–109, jul 2005. ISSN 00431648. Cited 6 times on pages 19, 72,
74, 75, 94, and 117.
ONO, A.; KIMURA, N.; KAMIDE, H.; TOBITA, A. Inﬂuence of elbow curvature on ﬂow
structure at elbow outlet under high Reynolds number condition. Nuclear Engineering
and Design, v. 241, n. 11, p. 4409–4419, 2011. ISSN 00295493. Cited on page 49.
PAULSON, J. I. Elbow ﬁtting for pneumatic transport system. Google Patents, 2005.
Disponível em: <https://www.google.com/patents/US6951354>. Cited on page 55.
PAULSON, J. I.; HESS, L. W. Short radius, low wear elbow. Google Patents, 1983.
Disponível em: <http://www.google.com/patents/US4387914>. Cited on page 54.
PENG, K.; SHUGUANG, Z.; JIANGHAO, W.; CHUNXIN, Y. An improved known vicinity
algorithm based on geometry test for particle localization in arbitrary grid. Journal of
Computational Physics, v. 228, n. 24, p. 9001–9019, 2009. ISSN 0021-9991. Cited on page
97.
PEREIRA, G. C.; SOUZA, F. J. de; de Moro Martins, D. A. Numerical prediction of the
erosion due to particles in elbows. Powder Technology, v. 261, p. 105–117, jul 2014. ISSN
00325910. Cited 2 times on pages 39 and 75.
REDDY, A. V.; SUNDARARAJAN, G. Erosion behaviour of ductile materials with a
spherical non-friable erodent. Wear, v. 111, n. 3, p. 313–323, sep 1986. ISSN 00431648.
Disponível em: <http://linkinghub.elsevier.com/retrieve/pii/0043164886901900>. Cited
on page 67.
REYNOLDS, O. On the Dynamical Theory of Incompressible Viscous Fluids and the
Determination of the Criterion. Philosophical Transactions of the Royal Society of London
A: Mathematical, Physical and Engineering Sciences, The Royal Society, v. 186, p. 123–164,
1895. ISSN 0264-3820. Cited on page 79.
Bibliography 171
RUBINOW, S. I.; KELLER, J. B. The transverse force on a spinning sphere moving in a
viscous ﬂuid. Journal of Fluid Mechanics, v. 11, n. 03, p. 447–459, 1961. ISSN 1469-7645.
Cited 2 times on pages 85 and 86.
SAFFMAN, P. G. The lift on a small sphere in a shear ﬂow. Journal of Fluid Mechanics,
v. 22, p. 385–400, 1965. Cited on page 85.
SANTOS, V. F. dos; SOUZA, F. J. de; DUARTE, C. A. R. Reducing bend erosion with a
twisted tape insert. Powder Technology, v. 301, p. 889–910, 2016. ISSN 00325910. Cited 3
times on pages 14, 49, and 52.
SCHILLER, L.; NAUMANN, Z. A drag coeﬃcient correlation. Z.Ver.Deutsch.Ing, v. 77,
n. 13-14, p. 318–320, 1935. ISSN 00179310. Disponível em: <http://dx.doi.org/10.1016/j.
ijheatmasstransfer.2009.02.006>. Cited on page 84.
SHELDON, G. L.; KANHERE, A. An investigation of impingement erosion using single
particles. Wear, v. 21, n. 1, p. 195–209, aug 1972. ISSN 00431648. Disponível em: <http:
//linkinghub.elsevier.com/retrieve/pii/0043164872902578>. Cited 3 times on pages 63,
73, and 74.
SOLNORDAL, C. B.; WONG, C. Y.; BOULANGER, J. An experimental and numerical
analysis of erosion caused by sand pneumatically conveyed through a standard pipe elbow.
Wear, v. 336-337, p. 43–57, aug 2015. ISSN 00431648. Cited 16 times on pages 9, 11, 14,
15, 19, 59, 99, 100, 101, 107, 109, 113, 117, 133, 135, and 136.
SOMMERFELD, M. Modellierung und numerische Berechnung von partikelbeladenen
turbulenten Strömungen mit Hilfe des Euler/Lagrange-Verfahrens. [S.l.]: Shaker, 1996.
(Berichte aus der Str{ö}mungstechnik). ISBN 3-8265-1951-5. Cited on page 112.
SOMMERFELD, M. Theoretical and Experimental Modelling of Particulate Flows. In: .
[S.l.: s.n.], 2000. cap. Overview a, p. 63. Cited on page 112.
SOMMERFELD, M. Validation of a stochastic Lagrangian modelling approach for inter-
particle collisions in homogeneous isotropic turbulence. International Journal of Multiphase
Flow, v. 27, n. 10, p. 1829–1858, oct 2001. ISSN 03019322. Cited 2 times on pages 84
and 87.
SOMMERFELD, M.; HUBER, N. Experimental analysis and modelling of particle-wall
collisions. International Journal of Multiphase Flow, v. 25, n. 6-7, p. 1457–1489, sep 1999.
ISSN 03019322. Cited 4 times on pages 88, 94, 117, and 118.
SOMMERFELD, M.; HUBER, N. Experimental analysis of modelling of particle-wall
collisions. International Journal of Multiphase Flow, v. 25, n. 6-7, p. 1457–1489, 1999.
ISSN 03019322. Cited on page 75.
SOMMERFELD, M.; KUSSIN, J. Wall roughness eﬀects on pneumatic conveying of
spherical particles in a narrow horizontal channel. Powder Technology, v. 142, n. 2-3, p.
180–192, apr 2004. ISSN 00325910. Cited on page 117.
SOMMERFELD, M.; LAÍN, S. Parameters inﬂuencing dilute-phase pneumatic conveying
through pipe systems: A computational study by the Euler/Lagrange approach. The
Canadian Journal of Chemical Engineering, v. 93, n. 1, p. 1–17, 2015. ISSN 1939-019X.
Cited on page 127.
172 Bibliography
STACHOWIAK, G.; BATCHELOR, A. Engineering tribology. Elsevier
Butterworth-Heinemann, 2013. 801 p. ISBN 9780750678360. Disponível em:
<https://www.google.com/books?hl=en{&}lr={&}id={\_}wVoTz1pDlwC{&}oi=
fnd{&}pg=PR1{&}dq=engineering+tribology{&}ots=J0KLperVZq{&}sig=Yef>. Cited
3 times on pages 13, 37, and 38.
STORF, R.; LANG, K. P. 90 degree elbow for pneumatic transport pipes. Google Patents,
1994. Disponível em: <https://www.google.com/patents/US5288111>. Cited on page 56.
SUNDARARAJAN, G. A comprehensive model for the solid particle erosion of ductile
materials. Wear, v. 149, n. 1-2, p. 111–127, 1991. ISSN 00431648. Cited on page 68.
SUNDARARAJAN, G.; SHEWMON, P. G. A new model for the erosion of metals at
normal incidence. Wear, v. 84, n. 2, p. 237–258, 1983. ISSN 00431648. Cited on page 66.
TABAKOFF, W.; KOTWAL, R.; HAMED, A. Erosion study of diﬀerent materials aﬀected
by coal ash particles. Wear, v. 52, n. 1, p. 161–173, 1979. ISSN 00431648. Cited on page
65.
TABOR, D. The hardness of metals. Oxford: Clarendon Press, 1951. Cited on page 66.
TILLY, G. Erosion caused by airborne particles. Wear, v. 14, n. 1, p. 63–79, jul
1969. ISSN 00431648. Disponível em: <http://linkinghub.elsevier.com/retrieve/pii/
0043164869900350>. Cited 2 times on pages 13 and 45.
TILLY, G. A two stage mechanism of ductile erosion. Wear, v. 23, n. 1, p. 87–96, jan 1973.
ISSN 00431648. Cited 3 times on pages 63, 64, and 117.
TILLY, G. Erosion caused by impact of solid particles. Treatise on materials science and
technology, v. 13, p. 287–317, 1979. Cited 2 times on pages 13 and 43.
TILLY, G. P.; SAGE, W. The interaction of particle and material behaviour in erosion
processes. Wear, v. 16, n. 6, p. 447–465, dec 1970. ISSN 00431648. Disponível em: <http:
//linkinghub.elsevier.com/retrieve/pii/0043164870901717>. Cited 2 times on pages 13
and 44.
TOLLE, G. C.; GREENWOOD, D. R. Design of Fittings to Reduce Wear Caused by Sand
Erosion. 1977. Cited on page 57.
TONG, K. N.; MILLS, D.; MASON, J. S. The inﬂuence of bend radius on the erosion of
pipe bends in pneumatic conveying systems. In: Proc 5th Powder and Bulk Solids Conf.
Chicago: [s.n.], 1980. Cited 3 times on pages 13, 49, and 50.
TORO, E. F. Riemann Solvers and Numerical Methods for Fluid Dynamics: A Practical
Introduction. [S.l.]: Springer, 2009. ISBN 9783540498346. Cited on page 89.
UTIKAR, R.; DARMAWAN, N.; TADE, M.; LI, Q.; EVANS, G.; GLENNY, M.; PAREEK,
V. Hydrodynamic Simulation of Cyclone Separators. Computational Fluid Dynamics, n.
January, p. 241–266, 2010. ISSN ISBN: 978-953-7619-59-6. Cited on page 123.
UUEMoˇIS, H.; KLEIS, I. A critical analysis of erosion problems which have been little
studied. Wear, v. 31, n. 2, p. 359–371, feb 1975. ISSN 00431648. Cited on page 127.
Bibliography 173
V. Patankar, S. Numerical Heat Transfer and Fluid Flow. [S.l.: s.n.], 1980. 211 p. ISSN
0142727X. ISBN 987-0-89116-522-3. Cited on page 92.
VERSTEEG, H. K.; MALALASEKERA, W. An Introduction to Computational Fluid
Dynamics: The Finite Volume Method. [S.l.]: Pearson Education Limited, 2007. ISBN
9780131274983. Cited on page 89.
VIEIRA, R. E.; KESANA, N. R.; MCLAURY, B. S.; SHIRAZI, S. A.; TORRES, C. F.;
SCHLEICHER, E.; HAMPEL, U. Experimental investigation of the eﬀect of 90 degree
standard elbow on horizontal gas–liquid stratiﬁed and annular ﬂow characteristics using
dual wire-mesh sensors. Experimental Thermal and Fluid Science, v. 59, n. 0, p. 72–87,
2014. ISSN 0894-1777. Cited on page 48.
VIEIRA, R. E.; MANSOURI, A.; MCLAURY, B. S.; SHIRAZI, S. A. Experimental
and computational study of erosion in elbows due to sand particles in air ﬂow. Powder
Technology, v. 288, p. 339–353, 2016. ISSN 1873328X. Cited on page 56.
WILCOX, D. C. Turbulence Modeling for CFD. [S.l.]: DCW Industries, Incorporated, 1994.
ISBN 9780963605108. Cited on page 80.
YANG, H.; BOULANGER, J. The Whole Annulus Computations of Particulate Flow and
Erosion in an Axial Fan. Journal of Turbomachinery, ASME, v. 135, n. 1, p. 11040, oct
2012. ISSN 0889-504X. Cited on page 109.
ZAHEDI, P.; KARIMI, S.; MAHDAVI, M.; MCLAURY, B. S.; SHIRAZI, S. A. Parametric
Analysis of Erosion in 90 Degree and Long Radius Bends. 2016. V01AT06A003 p. Disponível
em: <http://dx.doi.org/10.1115/FEDSM2016-7735>. Cited on page 49.
ZHANG, Y.; REUTERFORS, E.; MCLAURY, B.; SHIRAZI, S.; RYBICKI, E. Comparison
of computed and measured particle velocities and erosion in water and air ﬂows. Wear,
v. 263, n. 1-6, p. 330–338, sep 2007. ISSN 00431648. Cited 3 times on pages 69, 94,
and 117.

Appendix

177
APPENDIX A
List of Publications
Publication in Journals
Duarte, C.A.R., de Souza, F.J., and dos Santos, V.F. Numerical investi-
gation of mass loading eﬀects on elbow erosion. Powder Technology, v.
283, p. 593-606, 2015.
Duarte, C.A.R., de Souza, F.J., and dos Santos, V.F. Mitigating elbow
erosion with a vortex chamber. Powder Technology, v. 288, p. 6-25, 2016.
dos Santos, V.F., de Souza, F.J., and Duarte, C.A.R. Reducing bend
erosion with a twisted tape insert. Powder Technology, v. 301, p. 889-910,
2016.
Duarte, C.A.R., de Souza, F.J., Salvo, R.V., and dos Santos, V.F. The
role of inter-particle collisions on elbow erosion. International Journal
of Multiphase Flow, v. 89, p. 1-22, 2017.

179
APPENDIX B
Curriculum Vitae
Carlos Antonio Ribeiro Duarte was born on January 9th 1989 in Patrocínio, MG, Brazil.
After accomplishing his high school education at hometown in 2008, he started his study
in Mechanical Engineering at the Federal University of Uberândia. In April 2012, he
went to study Mechanical Engineering at the Technische Universität Berlin (Germany),
and received his Bachelor’s degree in December 2013. In March 2015, he graduate with
Master’s degree at the Federal University of Uberlândia, and his dissertation was entitled
"Numerical investigation of the erosion reduction in elbows promoted by a vortex chamber",
under the supervision of Prof. Dr. Francisco José de Souza. In April 2015, he started his
Ph.D. study. His research focuses on Computational Fluid Dynamics (CFD) of gas-solid
ﬂows using an "in-house" CFD code UNCSYFL3D.
