Abstract. We find large classes of injective and projective p-multinormed spaces. In fact, these classes are universal, in the sense that every pmultinormed space embeds into (is a quotient of) an injective (resp. projective) p-multinormed space. As a consequence, we show that any pmultinormed space has a canonical representation as a subspace of a quotient of a Banach lattice.
Introduction
The study of p-multinormed spaces has its roots in the early 1990s, see [8] , or the sadly unpublished thesis [9] . In recent years, significant progress has been achieved. For instance, multinorms are employed in [4] to investigate homological properties of Banach modules over group algebras. In [2] , multinorms are used to describe properties of Banach spaces (such as GL 2 ) in terms of "special" embeddings into Banach lattices. Many common constructions, known for Banach and operator spaces (subspaces, quotients, duality, etc.) have been described in the p-multinormed case as well. We refer the reader to the recent paper [3] for an introduction to the topic. However, the injective and projective objects in this category have not been described (with the exception of p = ∞). In this paper, we exhibit wide classes of injective and projective p-multinormed spaces, and show that these classes are universal: every p-multinormed space embeds into an injective object, and is a quotient of a projective one. Note that similar results are well known in the setting of Banach and operator spaces. Sections 3 and 4 deal with the injective and projective settings, respectively (see the relevant definitions in Section 2). The theory of p-multinormed spaces was partially motivated by giving an abstract description of (subspaces of) Banach lattices. Indeed, a Banach lattice X can be equipped with its natural p-multinorm (described below). By [9] , any ∞-multinormed space embeds into a Banach lattice. By [3] , for general p, the same is true with the extra assumption of p-convexity (and fails without p-convexity). In Theorem 3.11, we show that any p-multinormed space has a canonical representation as a subspace of a quotient of a Banach lattice.
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We should also mention Theorem 2.1 which shows that, for every ε > 0 and n ∈ N, there exists M = M (n, ε) so that, for any rank n operator T between p-multinormed spaces, we have T p ≤ (1 + ε) I ℓ p M ⊗ T . This contrasts with the possible lack of exactness of operator spaces (see e.g. [7] ). The standard notation is used throughout the paper. We denote the closed unit ball of a normed space Z by B(Z). In Section 2 below, we review some relevant facts and definitions regarding multinormed spaces and maps between them (see [3] for proofs and further information). Unless stated otherwise, we deal with spaces over the real field.
Preliminaries on p-multinormed spaces
First review some relevant facts and definitions (see e.g. [3] ). A p-multinormed space (1 ≤ p ≤ ∞) is a Banach space X, together with a left tensorial crossnorm · α on ℓ p ⊗ X (when p = ∞, we consider c 0 instead of ℓ ∞ ). Recall that such a norm must satisfy the following conditions:
(1) For a ∈ ℓ p and x ∈ X, a ⊗ x α = a x ; (2) For u ∈ ℓ p ⊗ X, u α ≥ sup | a * ⊗ x * , u |, where the supremum runs over all a * ∈ (ℓ p ) * , x * ∈ X * of norm not exceeding 1;
(conditions (1) and (2) define a cross-norm; (3) describes being left tensorial). We refer the reader to [5] or [14] for more information about tensor products. Viewing the spaces ℓ p n as coordinate subspaces of ℓ p (or c 0 , for p = ∞), we denote the restriction of · α to ℓ p n ⊗ X by · n (or simply · , if confusion is unlikely). The sequence of norms ( · n ) is sometimes referred to as the p-multinorm structure on X. The norms · n are cross-norms, and, for any T ∈ B(ℓ p n , ℓ p m ) and x ∈ ℓ p n ⊗ X, we have T x n ≥ (T ⊗ I X )(x) m (we can say that ( · n ) n∈N is a "tensorial sequence of norms"). From any tensorial sequence of cross-norms on ℓ p n ⊗ X, we can reconstruct a norm on ℓ p ⊗ X (c 0 ⊗ X, for p = ∞) satisfying (1), (2) , and (3). This observation allows us to only consider the spaces (ℓ p n ⊗ X, · n ). If X and Y are p-multinormed spaces, then a linear map u : X → Y is p-multibounded if its p-norm
is finite (as before, for p = ∞ we replace ℓ ∞ by c 0 ). We denote by M p (X, Y ) the set of p-multibounded operators from X to Y . Clearly every u ∈ M p (X, Y ) is bounded, with u ≤ u p . The equality holds when either X or Y is 1-dimensional. In general, a bounded operator need not be pmultibounded. An operator u is called a p-multicontraction if u p ≤ 1. Duality pairing exists between p-multinormed and p ′ -multinormed spaces (here and throughout the paper, p and p ′ are "conjugate:" 1/p + 1/p ′ = 1).
Suppose X is a p-multinormed space, with underlying Banach space X ′ (usually, we use the same notation for the p-multinormed space and for its Banach space, but in this paragraph, we find it convenient to use the "forgetful functor" ′ ). For n ∈ N denote by (δ i ) n i=1 and (δ ′ i ) n i=1 the canonical bases of ℓ p n and ℓ p ′ n , respectively. For x * 1 , . . . , x * n ∈ X ′ * we set
In other words, ℓ p ′ n ⊗ X * is the dual of ℓ p n ⊗ X. Clearly this defines a p ′ -multinormed space X * , "built on" X ′ * . Several standard p-multinorm structures will be used in this paper. Suppose E is a Banach space. The maximal and minimal p-multinorms correspond to ℓ p n⊗ E and ℓ p n⊗ E, where⊗ and⊗ refer to the Banach space projective and injective tensor products. These structures will be denoted by max p (E) and min p (E) respectively. The origin of this terminology is transparent: if Z is a p-multinormed space, then for any u ∈ B(Z, min p (E)) and v ∈ B(max p (E), Z), we have u p = u and v p = v . Duality functions in the expected way: for any Banach space E, (min p (E)) * = max p ′ (E * ), and (max p (E)) * = min p ′ (E * ). On a Banach lattice E, we can define its natural p-multinorm: if δ 1 , . . . , δ n is the canonical basis of ℓ p n , and x 1 , . . . , x n ∈ E, we set
(the right hand side is defined using the Krivine functional calculus, see e.g. [10] ). One can observe (see [8, p. 21] ) that, if E, F are Banach lattices, and u : E → F is a positive operator, then u p = u . For p-multinormed spaces (X i ) i∈I , we can define their ℓ ∞ , c 0 , and ℓ 1 sums. To this end, denote by (X ′ i ) i∈I the underlying Banach spaces (once more, we formally distinguish between p-multinormed spaces, and the corresponding Banach spaces).
Clearly this defines a p-multinormed space (the ℓ ∞ sum, denoted by ( i X i ) ∞ ), with Y its underlying Banach space. The c 0 sum, denoted by ( i X ′ i ) 0 , is defined in a similar fashion. To define the ℓ 1 sum, consider a family x i ∈ ℓ p n ⊗ X i (i ∈ I), with finitely many nonzero entries. For
We say that a p-multinormed space is c-injective if, for any p-multinormed
In the dual setting, Z is called p-projective if, for every ε > 0, every p-quotient map q : Y → X, and every p-multibounded u : Z → X, there exists a liftingũ : Z → Y , so that ũ p ≤ u p + ε, and qũ = u. Similar notions of injectivity and projectivity for Banach and operator spaces are well known. For instance, ℓ ∞ (I) (ℓ 1 (I)) is a 1-injective (resp. 1-projective) Banach space, for any index set I. The famous Stinespring Extension Theorem asserts that B(H) is a 1-injective operator space for any Hilbert space H. It is shown in [1] 
i∈I is a family of finite dimensional Hilbert spaces (T (H) denotes the trace class on H). It follows that any Banach (operator) space embeds into an injective object of the appropriate category, and is a quotient of a projective object. The main goal of this paper is to establish similar results for p-multinormed spaces. To proceeds, we need to show that, for for finite rank operators, we may limit the calculate the p-multinorm on tensor products with ℓ p n with limited n (one can view this as an analogue of exactness for operator spaces).
Theorem 2.1. Suppose X, Y are p-multinormed spaces, and T : X → Y is a rank n operator. Fix ε ∈ (0, 1), and let M = 2 n ⌈4n 3 /ε⌉ n . Then
The following result is based on [13] .
(1) L p (µ) contains a sublattice E, spanned by characteristic functions of disjoint sets, of dimension M ≤ M 0 , so that, for every z ∈ B(Z) there exists y ∈ E, with z − y ≤ ε.
(2) Moreover, E is lattice isometric to ℓ p M , and there exists a positive contractive projection P from L p (µ) onto E. This projection has the property that, for every z ∈ Z, P z − z ≤ 2ε.
Proof. We present the proof for 1 ≤ p < ∞. The case of p = ∞ requires only minor adjustments.
(1) Let z 1 , . . . , z n be a normalized Auerbach basis in Z. Set z = i |z i |, and z 0 = z/ z (note that z ≤ n). Consider the probability measure ν = z
is a lattice homomorphism, and moreover,
. Henceforth, we will work with the space U = JZ, instead of Z. Note that the vectors u i = Jz i form a normalized Auerbach basis in U . Moreover, above
, and define
Moreover, any norm one u ∈ U can be expressed as u = i α i u i , with max |α i | ≤ 1, and therefore,
Let S be the algebra of sets generated by the sets
As B iα ∩ B iβ = ∅ whenever α = β, the atoms of S are of the form ∩ n i=1 B (2) Let µ ′ be the restriction of µ to the set S. Then J is a surjective isometry from L p (µ ′ ) onto L p (ν). Let Q be the conditional expectation onto the sublattice F , spanned by characteristic functions S 1 , . . . , S M . Finally, let R be the restriction map from L p (µ) to L p (µ ′ ) (f → f 1 S ). Then P = J −1 QJR is a contractive projective onto E = J −1 (F ). Now consider z ∈ B(Z). Then there exists y ∈ E so that z − y ≤ ε. By the triangle inequality,
which is what we need. 
Here we equip Z ⊗ X and Z ⊗ Y with the norm inherited from ℓ
Proof. Let V be the "canonical" isometry from Z onto ℓ
Proof of Theorem 2.1. Suppose first that dim X = n. For simplicity, assume
. Suppose x is a norm one element of ℓ Let (x i ) n i=1 be a normalized Auerbach basis in X, and write x = n i=1 a i ⊗x i , with a i ∈ ℓ p N . By the properties of the Auerbach basis, for every i there exists a contractive projection P i from X onto span[x i ], hence
Find a sublattice Z ⊂ ℓ p N , of dimension K ≤ M , with the properties as in Lemma 2.2, so that, for any i, there existsã i ∈ Z with a i −ã i ≤ ε/2n. Letx = n i=1ã i ⊗ x i . By the triangle inequality,
Plugging all this back into (2.1), we obtain:
In the general case, letX = T / ker T . Use [3, Section 1.3] to write (in the canonical way) T =T q, withT :X → Y , and q : X →X being the quotient map. Now apply the preceding reasoning toT .
Injectivity in p-multinormed spaces
First we describe "building blocks" of 1-injective objects.
Show first that we can restrict our attention to finite dimensional spaces. Lemma 3.2. Suppose Z is a finite dimensional p-multinormed space such that, for any finite dimensional E ⊂ F , and any u ∈ B(E, Z), there exists an extensionũ : F → Z with ũ p ≤ λ u p . Then Z is λ-injective.
Proof. Suppose X ⊂ Y are p-multinormed spaces, and u : X → Z satisfies u p ≤ 1. We have to show that u has an extensionũ : Y → Z with ũ p ≤ λ. Note first that X can be assumed to be finite dimensional. Indeed, suppose the existence of an extension has been established for finite dimensional X's. For an arbitrary X, let X 0 = X/ ker u and Y 0 = Y / ker u, and denote by q the corresponding quotient map Y → Y 0 (then q is also the quotient map from X to X 0 ). Furthermore, u generates a p-multicontraction u 0 : X 0 → Z, with u = u 0 q. In turn, u 0 has an extensionũ 0 : Y 0 → Z, with ũ 0 p ≤ λ. Now setũ =ũ 0 q. So, we can assume X is finite dimensional. In Y , consider the net of finite dimensional subspaces F , containing X, and ordered by inclusion. Fix a p-multicontraction u : X → Z. For each F as above, u has an extensioñ u F : F → X with ũ F p ≤ λ. As Z is finite dimensional, one can use a compactness argument to achieve an extensionũ : Y → Z.
We need a technique for calculating p-multinorms of maps u : E → max p (ℓ p ′ n ). Below, we shall identify e ∈ ℓ p m ⊗ E with an operator op(e) ∈ B(ℓ
are the canonical bases in ℓ p n and ℓ p ′ n respectively, and e = n i=1 δ i ⊗ e i , then op(e) takes δ ′ i to e i . Lemma 3.3. Suppose E is a p-multinormed space. In the above notation,
Proof. By definition,
where ν 1 (·) refers to the nuclear norm of an operator. As ν 1 (w) ≥ |tr(w)| for every operator w on a finite dimensional space,
It remains to prove the converse. By the trace duality between ν 1 (·) and · , 
The preceding reasoning implies that, in (3.1), we can take the supremum over all e ∈ B(ℓ p m ⊗ E). This yields the last claim of the lemma.
Proof of Proposition 3.1. By Lemma 3.2, it suffices to show that, for any pair of finite dimensional p-multinormed spaces X ⊂ Y , and any p-multi-
with the duals of ℓ p n ⊗ X and ℓ p n ⊗ Y , respectively. The former is a subspace of the latter, with the isometric embedding implemented by I ℓ p n ⊗ j (j being the formal identity from X to Y ). Dualizing, we see that
is a quotient map. Identifying the spaces above with
is a quotient map. In other words, for any u ∈ M p (X, max p (ℓ p ′ n )), and any ε > 0, there existsũ ∈ M p (Y, max p (ℓ p ′ n )), extending u, and satisfying ũ p ≤ (1 + ε) u p . As we are working with finite dimensional spaces, the above result holds with ε = 0 as well.
Remark 3.5. For p = ∞ this result is contained in [9] .
Proof. Consider the family I of all finite subalgebras of Ω, ordered by inclusion (if µ is a finite measure, we may additionally assume that they contain Ω). For i ∈ I let Z i be the subspace of L p ′ (µ) generated by this algebra.
, and moreover, is the range of a conditional expectation Q i (Q i is positive, hence, due to e.g. [8, p. 21 We claim thatũ = Qv has the desired properties -that is, (i)ũ| X = u, and (ii) ũ p ≤ 1.
is a cluster point of the net x⊗ z * , u i = z * , u i x . In other words, vx is a weak * cluster point of the net (u i x) i∈I . However, u i x → ux in norm, hence vx = ux.
. By duality, this is equivalent to the following: if
As v is a weak * cluster point of the net (u i ), j z * j , vy j must be a cluster point of the net ( j z * j , u i y j ) i . Thus, v p ≤ 1.
We immediately obtain:
Next we show that any p-multinormed space embeds into a 1-injective pmultinormed space.
Theorem 3.7. Suppose X is a p-multinormed space. Then there exists a family of integers (n i ) i∈I , so that X embeds p-multiisometrically into
If, moreover, X is a dual p-multinormed space, then the embedding can be made weak * to weak * continuous.
Remark 3.8. In [9] , the first statement of this proposition is proved for p = ∞ (using different methods).
Proof. First show that, for any norm one x ∈ ℓ p n ⊗ X, there exists a p-
Note that B(ℓ p n ⊗ X) is a convex balanced subset of ℓ p n ⊗ X. By HahnBanach Theorem, there exists a linear functional x * ∈ (ℓ p n ⊗ X) * so that (i) x * , x = 1, and (ii) | x * , y | ≤ 1 for any y ∈ B(ℓ Theorem 3.11. For any p-multinormed space X there exists an index set I so that X is p-multiisometric to a subspace of a quotient of the Banach lattice ℓ ∞ (I, ℓ 1 ) .
Proof. Note first that the canonical lattice p-multinorm on ℓ 1 coincides with the maximal p-multinorm. Indeed, denote by (δ i ) n i=1 and (e j ) ∞ j=1 the canonical bases in ℓ p n and ℓ 1 , respectively. A generic element of ℓ p n ⊗ ℓ 1 can be written as x = n i=1 δ i ⊗x i = j a j ⊗e j , with x i = (t ij ) j∈N and a j = (t ij ) n i=1 . Then
The left and right hand sides represent the maximal p-multinorm of x, and the canonical lattice p-multinorm of x, respectively. Now recall that, for any i ∈ I, we can find a quotient map q i : ℓ 1 → ℓ p ′ n i . By the "projectivity" of the projective tensor product,
By the first paragraph of the proof, the canonical p-multinorm structure of the Banach lattice ℓ ∞ (I, ℓ 1 ) coincides with that of ℓ ∞ (I, max p (ℓ 1 )). More precisely, for x i ∈ ℓ p n ⊗ ℓ 1 (i ∈ I), we have (x i ) i∈I ℓ 
Furthermore,
⊕ i∈I q i : ℓ
is a p-quotient map.
Moving to the local theory of p-multinormed spaces, we prove:
Corollary 3.12. Suppose E is an n-dimensional subspace of an infinite dimensional p-multinormed space X. Fix ε > 0, and let N = N (n, ε) be as in Proposition 3.9. Then there exists an N 2 -codimensional subspace Y ⊂ X, containing E, so that there exists a projection P from Y onto E, with P p < 1 + ε.
Proof. By Proposition 3.9, there exists a surjective p-multicontraction u :
) so that u −1 p < 1 + ε. By Theorem 3.6, u has a p-multicontractive extensionũ : E → ℓ ∞ N (max p (ℓ p ′ N )). Let Y =ũ −1 (E ′ ) (the preimage of E ′ ). Then dim X/Y = dim ℓ ∞ N (max p (ℓ p ′ N ))/E ′ < N 2 . Further, P = u −1ũ | Y is a projection from Y onto E, and P p ≤ u −1 p ũ p < 1 + ε.
Taking a clue from the theory of Banach (or operator) spaces, we say that a sequence of non-zero linearly independent elements of (x i ) ∞ i=1 a pmultinormed space X is a p-basic sequence if sup n P n p < ∞. Here P n is the n-th basic projection: for any finite family (α i ), we set P n ( i α i x i ) = i≤n α i x i . Via a standard argument, Corollary 3.12 implies: Corollary 3.13. Suppose X is an infinite dimensional p-multinormed space, and (ε i ) ∞ i=1 is a sequence of positive numbers. Then X contains a sequence of norm one linearly independent vectors (x i ) ∞ i=1 with the property that, for every n, we have P n p ≤ 1 + ε n , where P n is defined as above.
The corresponding Banach space result is well known. However, there exist operator spaces without a complete basic sequence [12] . 
Projectivity

