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Abstract
The study of animal aggregations has become a topic of great interest due to its practical
applications and theoretical significance. The common occurrence of these aggregations in
nature lead to a large variety of models that have been proposed and investigated over the
years. In this thesis, we present a class of models that considers communication among
the individuals to be the basis of the social interaction within a group. In particular, we
present the nonlocal hyperbolic model with two-communication mechanisms in a domain
with periodic boundary conditions introduced by Eftimie (J. Theoretical Biol., 337, 42-53,
2013). We show that the system is symmetric with respect to the group O(2) of spatial
translations and reflection. Using symmetry techniques from the text by Golubitsky et
al. (Singularities and Groups in Bifurcation Theory, Vol II. Springer, 1988), we focus
on studying a spatially homogeneous equilibrium and its linear stability as a function of
parameters for attraction and repulsion. Given this symmetry perspective, we obtain a
decomposition of the linearization at the equilibrium in terms of 4×4 matrices. We obtain
a diagram in the attraction and repulsion parameter space for which the critical curves
forming the boundary of the asymptotic stability region for the equilibrium are shown.
Given the obtained boundaries, we then describe the patterns obtained via steady-state
and Hopf bifurcations with symmetry as critical curves are crossed.
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In nature, animals are often observed to form groups (Figs. 1.1a–1.1h), operationally these
animal aggregations fit into two classes; self-organizing aggregations or aggregations that
form in response to internal cues, and aggregations that form in response to external cues
such as light or food [12, 30]. Due to the common occurrence of self-organizing grouping
behaviour in nature (e.g., schools of fish, flocks of birds, swarms of insects, herds of un-
gulates, etc.) many studies on the reasons behind these behaviours have been conducted
and are fairly well understood. Classically, aggregations have been viewed as an evolution-
ary advantageous state that allow individuals to improve their abilities to overcome the
challenges presented by their environment [24, 30] such as; gaining foraging efficiency and
anti-predator benefits, conservation of energy, mating strategy, etc. The concept of group
defense as described by Freedman and Wolkowicz [15], is the phenomenon where predation
is decreased or prevented altogether due to the increased ability of the prey to better defend
themselves when their number is large enough [16]. Several studies show that size rela-
tions between predator and prey play an important role behind group formation [29] (e.g.,
Antarctic krill forming a group (Fig. 1.1b) for protection against predators [33], a troop of
monkeys engaging in cooperative defense behaviours [29], a herd of oxen being able to ori-
ent themselves in a position to defend (Fig. 1.1g) against attacks by predators [15], etc.).
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Group formation for energy conservation has also been documented by various studies,
for example, Ritz [33] discusses how aggregation of aquatic crustaceans is a strategy that
optimises energy expenditure and maximise food capture. The often observed V-shaped
flight orientation in fowls (Fig. 1.1e) are documented by various studies, it has been shown
that this self organizing behaviour leads to conservation of energy during flight. Cutts and
Speakman [7] discusses this behaviour for skeins of pink-footed geese and Weimerskirch
et al. [38] provides empirical evidence that formation flight of great white pelicans provides
a significant aerodynamic advantage over solo flight; there, it is shown that group formation
during flight reduces their energy expenditure while flying at a similar speed. Group forma-
tion to conserve energy is also seen in southern flying squirrels [34], the formation of large
winter nest aggregations allow the squirrels to raise tree cavity temperatures and reduce in-
dividual heat loss. Spatial aggregation also influences reproduction in animal populations,
it is shown in [8] that the unionid mussel Elliptio complanata takes advantage of spatial
aggregation in order to find mates and reproduce in a more successful manner. Pattern for-
mation is not only beneficial to animal survival mechanisms, but also in human activities.
In particular, Lukes et al. [26] discusses the effect of drafting on cyclists (Fig. 1.1h); there,
it is observed that cyclists riding in groups will orient themselves in a drafting formation or
paceline to reduce the effort required to maintain a specific speed. Due to the large amount
of research on the formation of animal aggregations, in particular the complex patterns and
characteristic dynamics that arise from these studies. Spatial and spatiotemporal pattern
formations in animal aggregations have become a topic of great interest due to its theoret-
ical significance and practical applications [4, 10, 11, 12, 13, 20, 22, 25, 31], and references
therein. Displaying a strong resemblance to fluid flow, animal aggregation models can be
represented as being either being either Lagrangian (individual-based models) or Eulerian
(continuum models) [12, 14, 30]. The first classification of models is based on the rules
that governs the movements of individuals with Lagrangian equations of motion [12, 30].
Numerical simulations show that Lagrangian models may exhibit group patterns such as,
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(a) School of fish (b) Swarm of krill
(c) Starling murmuration (d) Pack of wolves isolating a bi-
son
(e) A flock of white pelicans in a
V-formation
(f) Swarm of locusts in resting po-
sition
(g) Muskoxen herd in a defensive
position
(h) Cyclists in a paceline
Figure 1.1: Images of different animal aggregations
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swarms, tori, polarized groups, parallel groups etc., [6, 13], the simulations also demon-
strate a very close resemblance of the group structures it generated from the structures
observed in nature [6, 12, 37], and references therein. Lagrangian models are mostly applied
to small groups of organisms [6, 12, 13, 23], due to the lack of analytical techniques and
computational difficulties [11] within the models. On the other hand, Eulerian models are
used to study the dynamics of the density of the individuals in the group. Based on a diffu-
sion approximation of random motion [9, 30] these models are usually described by partial
differential equations and thus allow one to use well-established analytical techniques to
investigate the mechanisms behind the patterns in much bigger groups [12, 13, 18, 19].
Continuum models can be classified as parabolic or hyperbolic [10, 12, 13], both types of
models may consider the social interactions (e.g., repulsion, attraction, alignment) be-
tween neighbouring individuals to be local (i.e., immediate neighbours or local effects of
the environment are considered to be important), or nonlocal (i.e., distant individuals
from a reference individual or the nonlocal effects of the environment are considered to
be important) [12]. Parabolic models make up the majority of the Eulerian models [12],
usually described by advection/reaction-diffusion equations, these models may incorporate
either the attractive and repulsive terms or alignment terms only [2, 27, 36]. Parabolic
models are more suitable for studies that involves measuring the population as a whole
(e.g., mean square displacements, mean population drift) [5]. In comparison to parabolic
models, hyperbolic models which are described by advection-reaction equations, may also
incorporate attractive and repulsive terms or alignment terms only [9, 32]. However, these
models are more suitable for studies that incorporate individual-level information (e.g.,
distribution of turning angles or velocity) [5]. For a more rigorous comparison between
parabolic and hyperbolic models, Buono and Eftimie [5] obtained the parabolic limit of the
hyperbolic model by Eftimie et al. [12] and then used group-theoretic techniques to show
that any O(2)-symmetric scalar parabolic equation with nonlocal terms can exhibit only
O(2)-symmetric steady-state bifurcations from a homogeneous equilibrium (Section 1.1).
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Whereas O(2)-symmetric hyperbolic models which are usually described by advection-
reaction equations are shown to exhibit both steady-state and Hopf bifurcations from a
homogeneous equilibrium [4].
As an extension of the continuum model introduced by Pfistner [32], Eftimie et al.
[12] derived a one dimensional hyperbolic model where all three interaction terms (at-
traction, repulsion, alignment) are incorporated in the density-dependent turning rates.
This is done by considering a communication mechanism (i.e., both attraction and re-
pulsion involve omnidirectional signals, alignment involves unidirectional signals) between
neighbouring individuals. Eftimie et al. [11] further discusses the various communication
mechanism models labelled M1–M5 where Mk, k = 1, . . . , 5, represent different com-
munication mechanism models. For example, model M2 is a communication mechanism
where all three social interaction terms depend on stimuli received from all neighbours,
this model corresponds to reception of visual, auditory and olfactory signal. M3 repre-
sents unidirectional reception of signals that corresponds to reception of visual information.
M4 represents omnidirectional reception of signals from individuals moving towards a ref-
erence individual, this communication mechanism corresponds to reception of directional
auditory signals (Fig. 2.1). Given these communication mechanism models, numerical
simulations are used to investigate the different patterns that arise when various cases are
considered for different models; (a.) Only attraction and repulsion are incorporated, (b.)
Only alignment is incorporated, and (c.) A full model where all three social interaction
forces are incorporated in the turning rates. The numerical results are then compared to
analytical predictions obtained by linearizing the equations about the homogeneous so-
lution followed by a linear stability analysis. The results show different types of spatial
patterns (i.e., stationary pulses, ripples, feathers, traveling pulse, traveling train, zigzag
pulses, breathers, traveling breathers, semizigzag pulses). The symmetry properties of the
hyperbolic model by Eftimie et al. [12] is investigated by Buono and Eftimie [4] where it
is shown that the communication models M1–M5 defined on a finite domain [0, L] with
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periodic boundary conditions are equivariant with respect to the symmetry group O(2).
Group-theoretic methods from [17, 18, 19] are used to investigate the linearization of the
model about the O(2)-symmetric steady-state. In particular, it was shown by Buono and
Eftimie [4] that symmetry enables one to decompose the tangent space at steady-state
solutions into symmetry-invariant subspaces which allows one to classify the bifurcating
solutions according to their isotropy subgroups and determine the criticality and stability of
these primary branches. These models are further extended by Eftimie [10] by considering
two communication mechanisms between individuals labelled Mi & Mj. The use of two
communication mechanisms allows for the splitting of the population into two subpopula-
tions u and v where each subpopulation is equipped with communication mechanism Mi
and Mj, respectively. Given this approach, it is observed that; “When two subpopulations
use different communication mechanisms to interact with each other, the resulting group
patterns might not be at all related to the patterns exhibited by each subpopulation alone”.
The use of a two-communication mechanism model can also lead to a chaotic behaviour
whereas, the one-communication mechanism is associated with regular behaviour [10].
The aim of this thesis is to focus on the two-communication mechanism model on a
one-dimensional spatial domain introduced by Eftimie [10] and use group-theoretic tech-
niques to investigate the role of model symmetries on the formation of various patterns
near bifurcation. To this end, we follow the approach of Buono and Eftimie [4, 5] to show
that all two-communication mechanism models labelled Mi & Mj with periodic boundary
conditions on the domain [0, L] are symmetric with respect to the group actions induced by
the group O(2). Given this symmetry perspective, we use the group-theoretic techniques
described by Golubitsky and Stewart [18], Golubitsky et al. [19] and show that the phase
space of the linearization about the O(2)-symmetric homogeneous steady-state solution
can be decomposed into finite dimensional invariant subspaces (Section 1.1). Also, the
process of symmetry-breaking of the fully symmetric equilibrium solution at bifurcation
(steady-state and Hopf) as described in [18, 19] is demonstrated for this system. In partic-
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ular, we describe the bifurcating solutions and classify them into their respective isotropy
subgroups, we then plot the eigenfunctions for each solution type to interpret the patterns
obtained as space-time diagrams. We also include a short description of the Liapunov-
Schmidt reduction as described in [17, 18], the reduction itself is not done in this thesis
however it is well understood for a system with O(2)-symmetry. The Liapunov-Schmidt
reduction allows one to obtain a polynomial form of the equations from which the bifur-
cating branches are obtained which can lead to information necessary to determine the
criticality and stability of the bifurcating branches.
The main feature of this thesis is the O(2)-symmetry of the bifurcating system (Sec-
tion 2.2). In particular, the presence of the symmetry impose strong restrictions on the form
of the bifurcating branches and the conditions at which steady-state or Hopf bifurcation
take place. In fact, the bifurcating branches (i.e., stationary pulse, rotating wave, standing
wave) obtained from the symmetry-breaking of the fully-symmetric spatially homogeneous
steady-state correspond to the classical patterns (i.e., stationary pulse, traveling trains) ob-
tained via numerical simulations from the one-communication mechanism model by [11, 12].
To be able to investigate this feature and obtain more information about bifurcating solu-
tions for an O(2)-symmetric system, we require knowledge of group-representation theory.
We note that, we focus on geometric methods as noted by Golubitsky et al. [19] which
are designed to extract as much information as possible from linear data [19]. In the
following section we give a brief summary of the group-theoretic preliminaries from the
books [17, 18, 19] that is used throughout this thesis.
1.1 Preliminary Background Material
When discussing symmetry groups, it is important to determine how a group acts on a
space [18, 19]. We start this discussion with an introduction to various groups. In this
thesis we consider Lie groups.
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Definition 1.1.1. A Lie group is a smooth manifold Γ which is also a group and such that
the group product
Γ× Γ→ Γ
and the inverse map Γ→ Γ are smooth.
In particular we consider matrix Lie groups which are defined to be a closed subgroup
of the group of all nonsingular n×n matrices over R denoted as GL(n) [21]. In this thesis,
we follow the convention of Golubitsky et al. [19] where Lie groups are referred by the name
of its associated abstract group (i.e., the two-element group Z2 = {±1} is isomorphic to
the subgroup {In,−In} where In is the n × n identity matrix). Below are the Lie groups
that will be seen in the upcoming chapters as defined in [19];
(a) The 2-dimensional orthogonal group: O(2) consists of all 2× 2 matrices satisfying
AAT = In.





and the special orthogonal group SO(2).
(b) The special orthogonal group: SO(2) consists of all A ∈ O(2) such that detA = 1.
In particular this group consists of planar rotations
Rθ =
cos θ − sin θ
sin θ cos θ
 ,
SO(2) may be identified with the circle group S1 using the identification Rθ 7→ θ.
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(c) The cyclic group of order r: Zr may be identified with the group of 2 × 2 matrices
R2π/r.
(d) The dihedral group of order 2n: Dn is generated by R2π/n together with κ.
After the description of various Lie groups, we proceed to the discussion on how these
groups act on a vector space. Let Γ be a Lie group and V be a vector space then Γ acts
(linearly) on V if there exists a continuous mapping (representation of Γ on V ) ρ : Γ×V →
V . That is,
(γ, v) 7→ γ · v (1.1.1)
such that:
(a) For each γ ∈ Γ the mapping ργ : V → V defined by ργ(v) = γ · v is linear, and
(b) If γ1, γ2 ∈ Γ then γ1 · (γ2 · v) = (γ1γ2) · v.
It is stated in [19] that the study of representations of Lie groups is often made easier
by observing that it decomposes into a direct sum of simpler representations called isotypic
components of V , which are irreducible. Theorem 2.5 from [19] states that this decompo-
sition always exists, however this decomposition is not unique in general but the sources
of nonuniqueness can be described and controlled. As before, we consider a Lie group Γ
acting on a vector space V then a subspace W ⊂ V is Γ-invariant if;
γ · w ∈ W, ∀w ∈ W, γ ∈ Γ.
A representation of Γ on V is Γ-irreducible or irreducible if the only Γ-invariant subspaces
of V are {0} and itself.
We now begin a discussion on the symmetries of systems of partial differential equations
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(PDE)s and its solutions. Suppose we have a parameterized system of PDEs
∂u
∂t
= F (u, λ) (1.1.2)
where F : X × Rr → Y , with Banach spaces X ,Y and F ∈ C∞. Also, suppose Γ is a Lie
group acting on X , then the system (1.1.2) is symmetric under the action of Γ if given a
solution u then γ · u is a solution of (1.1.2) for γ ∈ Γ. If so, we say that system (1.1.2) is
Γ-equivariant or Γ-symmetric. Γ-equivariant systems satisfies
F (γ · u, λ) = γ · F (u, λ). (1.1.3)
A symmetry of a solution of (1.1.2) is defined as σ ∈ Γ such that σ leaves the solution u
fixed, that is,
σ · u = u.
The set of all symmetries of the solution u forms a subgroup of Γ called isotropy subgroup
of u, and will be denoted as
Σu := {γ ∈ Γ | γ · u = u} ⊆ Γ. (1.1.4)
The subspace of X that are fixed by the elements of the groups Σ called fixed-point subspace
Fix(Σ) := {u ∈ X | σ · u = u, ∀σ ∈ Σ} . (1.1.5)
The group orbit of u is defined as
Γx(t) := {v ∈ X | v = γ · u, γ ∈ Γ} . (1.1.6)
One of the goals of this thesis is to demonstrate the generic existence of bifurcating
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branches of steady-state and periodic solutions corresponding to special classes of isotropy
subgroups for the two-communication mechanism model for animal aggregation introduced
by Eftimie [10]. To demonstrate this, we give a brief discussion on how solutions (steady-
state and periodic) with specific symmetries can be obtained by restricting our search to
the fixed-point subspaces of special isotropy subgroups, in particular axial and C-axial
subgroups which we now describe.
Consider a Γ-equivariant system of the form (1.1.2) with a Γ-symmetric equilibrium
(x0, λ0) and let L = (dF )x0,λ0 be its linearization. Suppose we want to find bifurcating
branches of steady-states with symmetry Σ ⊂ Γ, then as shown by Golubitsky et al. [19]
ker(L) 6= {0} and such solutions must lie in
Fix(Σ) := {y ∈ kerL | σ · y = y,∀σ ∈ Σ} .
Restricting system (1.1.2) to the fixed-point subspace of Σ leads to a system of m equations
of the form
g(y, λ) = 0
where g : Fix(Σ)×R→ Fix(Σ) which then leads to our target Σ-symmetric solutions. We
note that g is Σ-equivariant and a special case of this restriction is when Fix(Σ) is an axial
subgroup, that is,
dim Fix(Σ) = 1.
As described by Golubitsky et al. [19], the fundamental observation about axial subgroups
is the Equivariant Branching Lemma. Which states that generically for axial subgroups Σ,
there exists a unique branch of Σ-symmetric nontrivial steady-state solutions to the system
g = 0. The Equivariant Branching Lemma and its application to the model by Eftimie
[10] is further discussed in Section 4.1. Analogous to the steady-state case, the generic
existence of branches of periodic solutions can be shown by restricting the Γ-symmetric
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vector field (1.1.2) to the fixed-point subspace of Σ. However, this restriction was shown
by Golubitsky et al. [19] to be a weak result (e.g., symmetry Γ may force multiple purely
imaginary eigenvalues). To address this issue, we consider the autonomous nature of the
model which introduces a temporal symmetry to the system. In particular, we now restrict
the Γ-symmetric vector field to the eigenspace that corresponds to the purely imaginary
eigenvalues which exhibits Γ×S1-symmetry. We then seek bifurcating branches of periodic
solutions with symmetry group Σ ⊂ Γ × S1 by restricting the vector field in Fix(Σ). As
a counterpart to axial subgroups, we define the C-axial subgroup Σ that satisfies the
following
dim Fix(Σ) = 2.
As an analog to the Equivariant Branching Lemma, the Equivariant Hopf Theorem [18, 19]
guarantees the existence of branches of periodic solutions corresponding to C-axial isotropy
subgroups of Γ × S1. The Equivariant Hopf Theorem and its application to the model is
further discussed in Section 4.2.
This thesis is organized as follows; In Chapter 2 the model is presented along with its
underlying parts. We describe the communication mechanism models that are introduced
by Eftimie et al. [11]. In this thesis, we consider the two-communication mechanism model
M3 & M4. The O(2)-symmetry of the model is shown and the actions induced by the
group O(2) are defined. This chapter also contains a discussion of the O(2)-symmetric
homogeneous steady-state solution of the model. In Chapter 3, we discuss the linearization
of the model about the fully symmetric steady-state solutions shown in Chapter 2. We
describe the isotypic decomposition of the phase space X of the linear operator L. We
then show the computation to obtain an expression Ln which is a restriction of L along the
isotypic components of O(2) action. We end Chapter 3 with the discussion of the critical
eigenvalues of Ln where we show conditions at which Ln may admit zero and purely
imaginary eigenvalues. We also display the neutral stability curves in the parameter space
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(qa, qr) which gives us the parameter values such that symmetry-breaking occurs. Chapter 4
starts with the discussion of symmetry breaking due to steady-state bifurcations, here
we introduce the Equivariant Branching Lemma and demonstrate how a fully-symmetric
steady-state solution can break symmetry. We then discuss symmetry-breaking in Hopf
bifurcation and introduce the counter-part of the Equivariant Branching Lemma at a Hopf
bifurcation called Equivariant Hopf Theorem. In this chapter a brief generic description
of the Liapunov-Schmidt reduction is given. We also give a description and display the
plots of the eigenfunctions for each solution type. A discussion on the general form of the
equivariant mappings from the branches of solutions found from the symmetry-breaking




In this thesis we use the same nonlocal model for self-ogranized aggregations that was
derived by Eftimie [10] which incorporates not only social interactions but also different
communication mechanisms among the individuals within the population. Throughout
this thesis the general approach of Buono and Eftimie [4], Eftimie [10] are followed, the
assumptions that were taken in the mentioned articles are extended to this model. First,
the individuals in a population are assumed to communicate via two different mechanisms
depending on their own physiological characteristics (i.e., directions at which individuals
sends/receives the information coming from neighbouring individuals [10]). Figure 2.1
shows the different communication mechanisms that are considered, in this thesis we only
study the model M3 & M4 as described by Eftimie [10]. Where model M3 assigns reference
individuals at position x to receive information through visual signals from the neighbours
at position x+s only, this includes individuals moving towards and away from our reference
individuals. Whereas, model M4 assigns reference individuals at position x to receive
auditory signals from individuals at positions x± s that are travelling towards position x.
The use of two different communication mechanisms by an animal population enables
us to split the population into two subpopulations u and v, where each subpopulation is
assigned its own communication mechanism. In particular, we assign subpopulations u and
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v the communication mechanisms M3 and M4, respectively. As in [12] the spatial domain
is assumed to be much longer that wide and we focus only on one spatial dimension from
[0, L].
This chapter is organized as follows; the model for the evolution of the densities of
left and right-moving individuals, its underlying parts, initial and boundary conditions are
described in Section 2.1. The existence of the O(2)-symmetry of the model is discussed in
Section 2.2. Lastly, the spatially homogeneous steady-state solutions and their symmetry
properties are discussed in Section 2.3.
2.1 The Model
The evolution of densities of the left and right-moving individuals (e.g., f±(x, t)) for

































+, u−, v+, v−]v+(x, t)− λ−v [u+, u−, v+, v−]v−(x, t), (2.1.1d)










and a constant speed γ at
which the individuals in each subpopulation travel.
The density-dependent turning functions λ±u,v[u
±, v±] describe the social response of an
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Figure 2.1: A graphical description of the three different communication mechanisms intro-
duced by Eftimie et al. [11] that is being experienced by right moving individuals u+ (v+)
positioned at (x, t). Following the notation from [11], the solid horizontal arrows indicate
the direction at which the reference individuals move, while the slanted arrows describe the
information received from neighbors and the “X” on the arrows means that no information
is received from that particular direction.
individual to the signals received from its neighbors [4], it is defined as
λ±u,v[u














= [λ1 + λ2f(0)]︸ ︷︷ ︸













The subscripts u, v distinguish the turning function for the individuals belonging to
subpopulations u and v, while the superscripts (±) determine the turning rate of the
individuals moving right to left (+) and left to right (−). In this thesis we use the same






(1 + tanh(y − y0)) . (2.1.3)
The parameter y0 is chosen so that f(0) ≈ 0, which implies that when there are no
neighbours (i.e., y = 0) the turning rate is given by λ1. Similar to the approach of [4, 10,
12, 13], we set y0 = 2 and the terms λ1+λ2f(0) and λ2 (f(y)− f(0)) from Eq. (2.1.2), where
y = yu,v,±,r − yu,v,±a + y
u,v,±
al , describe the baseline random turning and bias random turning
rates, respectively [12]. For small f(0), the baseline random turning rate is approximated
by λ1 and the bias random turning rate is approximated by λ2f(y). In the following, the
values of λ1 and λ2 are fixed.
The social interaction terms yu,v,±j j ∈ {r, a, al} model the nonlocal interactions among
the individuals in a population. The subscripts {r, a, al} represent the following social
responses between individuals; (r) repulsion from nearby neighbours, (a) attraction to-
wards individuals that are far away and (al) alignment with neighbours at intermediate
distances [4]. Table 2.1 provides a description of these interaction terms for the communi-
cation mechanism models M2–M4. Notice how the interaction terms depend on the spatial
distance between individuals and the communication mechanisms used by each subpop-
ulation. For example, consider the social interaction terms for right-moving individuals





Kr,a(s) (u(x+ s) + v(x+ s)) ds,
with f(x + s) = f+(x + s) + f−(x + s), f ∈ {u, v}. These interaction terms describe
how the information gathered from the left/right-moving individuals at position x + s
contribute to the attraction/repulsion of the reference individual to/from one group from










Communication models Interaction terms for models Mj, j = 2, 3, 4
Attraction (yMj,±a ), Repulsion (y
Mj,±
r ), Alignment (y
Mj,±
al )
M2 yM2,±r,a = qr,a
∫∞




∓(x∓ s) + u∓(x± s) + v∓(x∓ s) + v∓(x± s)
−u±(x∓ s)− u±(x± s)− v±(x∓ s)− v±(x± s)) ds
M3 yM3,±r,a = qr,a
∫∞





u∓(x± s) + v∓(x± s)− u±(x± s)− v±(x± s)
)
ds











u∓(x± s) + v∓(x± s)− u±(x∓ s)− v±(x∓ s)
)
ds





















Table 2.1: Nonlocal social interaction terms
(
y±j , j ∈ {r, a, al}
)
. The constants qr,a,al de-
scribe the magnitudes of the repulsive,attractive and alignment interactions, respectively.
The kernels Kr,a,al describe the spatial ranges for each of the social interactions. We use




2/(2m2j ), j ∈ {r, a, al} as in [11], where sj
represents half of the length of the interaction ranges and mj = sj/8 represents the width
of the interaction kernels. The domain is set to be L = 10 and the range of the interactions







shows how the reference individuals estimate the difference between the density of individ-
uals moving in the same direction compared to the ones moving in the opposite direction
before triggering a response to change or keep its initial orientation. The parameters
qj, j ∈ {r, a, al} that appear in front of the integrals describe the magnitude of the interac-
tions. The spatial distance distance between individuals is modelled by the spatial kernels
Kj(s), j ∈ {r, a, al}, these indicate whether the interactions take place inside the repulsion
range (Kr), attraction range (Ka) and alignment range (Kal). Similar to [4] we consider
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where sj represent the length of the interaction ranges and mj = sj/8 represent the width
of the interaction kernels for j ∈ {r, a, al}. Since we are considering a large finite domain
of [0, L], we follow the approach of [12] where the kernels are chosen such that more than
98% of the kernels is small with respect to the length of the domain. This allows us to
approximate the interactions on an infinite domain using a finite domain with periodic
boundary conditions. In fact, it is shown in [12] that this approximation is valid. We note
that the small overlap between the kernels (e.g., ∼ 2%) enables us to model quite distinct
interaction ranges which allows for a better comparison with individual-based models [13],
given this small overlap we can distinguish the social interaction effects of one neighbour
from another and determine how these affect the turning function of a reference individual.
Also, the effects of these interactions are assumed to be additive, i.e., the repulsion and
attraction interaction terms come in with opposite signs. The integrals in Table 2.1 describe
the effect of each social interaction term on the turning rates for each of the communication
mechanisms described in Fig. 2.1. Note that, we assume that the individuals behave in a
similar way upon receiving information from their neighbours from their own subpopulation
(u) and the other subpopulation (v), to ensure that there is no discriminatory behaviour
toward individuals belonging to the other subpopulation [10]. Lastly, periodic boundary
conditions on a finite domain of length L are imposed so that
u± (0, t) = u± (L, t) , v± (0, t) = v± (L, t) . (2.1.5)
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2.2 O(2)-Symmetry of the Model
The periodic boundary conditions (2.1.5) have strong implications on the model’s sym-
metry. In particular, conditions (2.1.5) implies the O(2)-symmetry of the communication
mechanism models from Table 2.1. To show this, we start by introducing the following
group actions that act on functions of the form
u (x, t) =
(
u+ (x, t) , u− (x, t) , v+ (x, t) , v− (x, t)
)
(2.2.1)
satisfying (2.1.5). First, the translation operator Tz : R → R, which translates functions
by z ∈ R, the action of this operator is defined as
Tz(x) = x− z,
and the group of all translations Tz is isomorphic to R. However, due to the condi-
tion (2.1.5), the action of the translation group on the spatial domain of the functions of
the form (2.2.1) is isomorphic to R/LZ ' SO(2). This enables us to use θ ∈ [0, L] to
parameterize SO(2) and use it as the translator operator as follows
Definition 2.2.1. The translation operator θ ∈ [0, L] acts on L-periodic functions of the
form (2.2.1) via its spatial domain
θ · u(x, t) = u(x− θ, t). (2.2.2)
Next, we introduce a Z2 action on the functions of the form (2.2.1)
Definition 2.2.2. The reflection operator κ sends the right-moving individuals at position
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x to the left-moving individuals at position L− x and vice versa,
κ · (u+(x, t), u−(x, t), v+(x, t), v−(x, t)) =(
u−(L− x, t), u+(L− x, t), v−(L− x, t), v+(L− x, t)
)
. (2.2.3)
To show the model’s O(2)-symmetry we first rewrite (2.1.1) as
∂u+
∂t
= −λ+u [u+, u−, v+, v−]u+ + λ−u [u+, u−, v+, v−]u− − γ
∂u+
∂x




+, u−, v+, v−]u+ − λ−u [u+, u−, v+, v−]u− + γ
∂u−
∂x
= F2 (u, µ) , (2.2.4b)
∂v+
∂t
= −λ+v [u+, u−, v+, v−]v+ + λ−v [u+, u−, v+, v−]v− − γ
∂v+
∂x




+, u−, v+, v−]v+ − λ−v [u+, u−, v+, v−]v− + γ
∂v−
∂x
= F4 (u, µ) . (2.2.4d)
We note that the social interaction terms for a right moving individuals (+) from population
u or v are transformed as follows under the action of κ





u(L− (x+ s)) + v(L− (x+ s))
)
ds = yu,v,−j (L− x), j = r, a,





u−(L− x− s) + v+(L− x− s)−
u−(L− x− s)− v−(L− x− s)
)
ds = yu,v,−qa (L− x).
As a consequence, the turning rate attached to u+(v+) at x becomes the turning rate of
u−(v−) at L− x, that is,
κ · λ+u,v(x) = λ−u,v(L− x).





u+(x, t), u−(x, t), v+(x, t), v−(x, t)
]
















Making the following change of variables x̃ = x− θ proves the θ-invariance of λ±u,v[u±, v±].
Then it follows that system (2.2.4) is θ-equivariant, that is,
Fi [θ · u (x, t)] = θ · Fi [u (x, t)] , i = 1, 2, 3, 4.
Since θ ◦ κ = κ ◦ (−θ), then we obtain the group O(2) ' SO(2) o Z2(κ) acting on the
spatial domain of u (x, t). We note that SO(2) o Z2(κ) denotes a semi-direct product
between the groups SO(2) and Z2(κ). That is, every γ ∈ O(2) can be written uniquely
as γ = θκ for θ ∈ SO(2), κ ∈ Z2(κ), we also note that SO(2) is a normal subgroup of
O(2) and SO(2) ∩ Z2(κ) = {e}. The O(2)-equivariance of the model follows since for
a given solution u (x, t) of (2.1.1) then θ · u(x, t) and κ · u(x, t) are solutions as well. We
summarize the results in the following statement:
Proposition 2.2.3. The system of partial differential equations (2.1.1) labelled M2–M4,
defined on [0, L] with periodic boundary conditions
u±(0, t) = u±(L, t), v±(0, t) = v±(L, t)
are O(2)-equivariant. Where O(2) acts on solutions of (2.1.1) via the actions (2.2.2) and
(2.2.3).
2.3 Spatially Homogeneous Steady-States
We start this section by discussing the spatially homogeneous steady-states of the one-
population models described in [4, 12], we then extend those ideas to our two-communication
mechanism model. It is shown in [12] that the models that incorporate only one communi-
cation mechanism (i.e., v = 0) can display up to five spatially homogeneous steady-states




(u+ (x, t) + u− (x, t)) dx represents
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the total population density of the one-population models. It is also discussed in [12] that
the steady-states (u+, u−) = (A/2, A/2) exists for all parameter values, and the remain-
ing four possible steady states are of the form (u+, u−) = (u?, A− u?). More specifically,
it was shown in [12] that the spatially homogeneous steady-states generically denoted by
(u?, A− u?) can be any of the following pairs; (u?1, u?5), (u?5, u?1), (u?2, u?4), (u?4, u?2),
(u?3, u
?
3). The number of steady-states can vary from one, three or five depending of the
variation of the parameter values. For example, when qal = 0 the only steady-state is
(u+, u−) = (A/2, A/2), but when qal 6= 0 then we see the possibilities of having one, three
or five steady-states [12].
The discussion of the steady-state solutions from [4] is mainly focused on the classifica-
tion of the solutions based on its symmetry group. Since our model is O(2)-symmetric, it
is natural for us to follow their approach. The O(2)-symmetry of the model implies that
its solutions may exhibit some type of symmetry as well, using definitions from Chapter 1.1
we are able to classify these solutions with respect to their symmetry groups. In [4], it is
shown that all steady-state solutions of the one-population model must satisfy
u−(x) = u+(x) + C
for some arbitrary constant C. If the system has a solution (u+(x), u−(x)) with isotropy
subgroup Σ such that (θ, κ) ∈ Σ, then by Theorem 2.2 of citepaper5 it follows that
C = 0. Therefore, the one-population model that possesses O(2)-symmetry admits a
steady-state solution with isotropy subgroup Σ such that (θ, κ) ∈ Σ and it is of the form
(u+, u−) = (u?, u?) = (A/2, A/2). As mentioned above, this type of steady-state exists
for all parameter values, and is fixed by O(2). In fact, all elements of Fix (O(2)) are of
the form (A/2, A/2) [4]. It is also important to note that the steady-states of the form
(u?, A− u?) are fixed by any translation (2.2.2) and therefore these type of steady-states
have isotropy subgroup SO(2). Moreover, κ · (u?, A− u?) = (A− u?, u?), so these equilib-
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ria are on the same group orbit [4]. Also note, in the one-population model, there exists a
family of non-homogeneous steady-states that possess Dn-symmetry. These solutions can
be obtained from a symmetry-breaking steady-state bifurcation from an O(2)-symmetric
steady-state solution.
We now discuss the steady-states of the two-population model. The spatially homoge-
neous steady-states exhibited by system (2.1.1) are obtained by setting both the space and






x = 0). In other






? ] are intersection points between the curves [10]
0 = −λ+u [u+? , u−? , v+? , v−? ]u+? + λ−u [u+? , u−? , v+? , v−? ]u−? ,
0 = −λ+v [u+? , u−? , v+? , v−? ]v+? + λ−v [u+? , u−? , v+? , v−? ]v−? .
















v+(x, t) + v−(x, t)
)
dx.
































f+(0, t)− f−(0, t)
)]︸ ︷︷ ︸
L-periodic density functions f±(x, t)
= 0.
Similar to [10], we focus on the spatially homogeneous steady-state solution that exists for
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all parameter values for all models
(
u+, u−, v+, v−
)
= (Au/2, Au/2, Av/2, Av/2) (2.3.2)
for some Au, Av > 0. Similar to the one-population models, the spatially homogeneous
steady-states (2.3.2) have isotropy subgroup O(2), that is,
γ · (Au/2, Au/2, Av/2, Av/2) = (Au/2, Au/2, Av/2, Av/2) , ∀γ ∈ O(2).
Given this fully symmetric spatially homogeneous steady-state solution, we now aim
to answer the question; Generically, for which isotropy subgroups Σ should we expect to
find bifurcating branches of steady-states and periodic solutions, having Σ and Σ × S1,
respectively, as their group of symmetries? In other words, we would like to determine
what type of solutions can occur once the O(2)-symmetric steady-state solution undergoes
a symmetry-breaking bifurcation. To answer this question, we begin by linearizing the
system about the steady-state (2.3.2) and apply the Equivariant Branching Lemma and
the Equivariant Hopf Theorem [18, 19].
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Chapter 3
Linearization of the model
It is shown in [4, 10, 11, 12] that linearizing the equations about the spatially homogeneous
steady-states is the first step in studying pattern formation for the one-population model.
It also leads to a better understanding of the important mechanism for pattern formation,
symmetry-breaking [18], that occurs once a bifurcation point is crossed. In particular, hav-
ing a symmetry perspective for the two-population model, we start by linearizing Eq. (2.1.1)
to discuss the type of symmetries that may arise once an O(2)-symmetric homogeneous
steady-state solution breaks symmetry as it undergoes steady-state or Hopf bifurcations.
We use techniques described from [17, 19] to show the conditions for the existence of new
types of solutions at bifurcation.
This Chapter is organized as follows; The linearization of the Model (2.1.1) is shown
in Section 3.1, this leads to the linear operator L which is infinite dimensional. Taking
advantage of the O(2)-symmetry of the system, we perform an isotypic decomposition of
the phase space of L in Section 3.2 as discussed in [18, 19]. The isotypic decomposition
allows us to work with the operator Ln that is finite-dimensional. In Section 3.3, the
computation of the critical eigenvalues of Ln and its corresponding eigenspaces is shown
and the neutral stability curves for various wave numbers are discussed.
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3.1 Computation of L
To linearize Eqs. (2.1.1), we consider small perturbations of the spatially homogeneous
steady-states (2.3.2) described in Chapter 2.3;
(




u? + u+1 , u
? + u−1 , v
? + v+1 , v
? + v−1
)
with u? = Au/2, v




1  1. We then perform a Taylor series expansion of
λ±u,v
[
u? + u+1 , u
? + u−1 , v




neglecting the nonlinear terms leads to the following;
λ±u [u
? + u+1 ,u
? + u−1 , v
? + v+1 , v

















? + u+1 , u
? + u−1 , v
? + v+1 , v






qrKr(s)− qaKa(s) + qalKal(s)
)
× [u∓1 (x± s) + v∓1 (x± s)− u±1 (x∓ s)− v±1 (x∓ s)] ds.
Substituting the perturbed homogeneous steady-states and the first-order Taylor series
expansion of λ±u,v into system (2.1.1) and collecting similar terms together and introduce
the following notation to simplify our calculations
L1 = λ1 + λ2f(0), R1 = λ2f
′(0), R2 = 2R1, R3 = ÃR1, Ã = 2 (u
∗ + v∗)
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K1(s) = qrKr(s)− qaKa(s) + qalKal(s), K2(s) = qrKr(s)− qaKa(s)− qalKal(s),




We also introduce the following operators
K±i ∗ v(x) =
∫ ∞
0
Ki(s)v(x± s) ds, i = {1, 2, 3} .







= −L1(u+1 − u−1 )−K3R3(u+1 − u−1 )−R1u∗[K+2 ∗ u+1 −K−2 ∗ u−1









1 − u−1 ) +K3R3(u+1 − u−1 ) +R1u∗[K+2 ∗ u+1 −K−2 ∗ u−1






= −L1(v+1 − v−1 ) +R2v∗
[











1 − v−1 )−R2v∗
[
K−1 ∗ u+1 −K+1 ∗ u−1 +K−1 ∗ v+1 −K+1 ∗ v−1
]
(3.1.1d)
The linear operator L associated with system (3.1.1) can be written as
L = L0 − γLd,
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K−2 ∗ · −K+1 ∗ ·
]
R2v
?K−1 ∗ · −R2v?K+1 ∗ · −L1 +R2v?K−1 ∗ · L1 −R2v?K+1 ∗ ·




with the following entries of L0 defined as
[L0]1,1 = −L1 −K3R3 −R1u
?
[
K+2 ∗ · −K−1 ∗ ·
]
(3.1.3a)
[L0]1,2 = L1 +K3R3 +R1u
?
[
K−2 ∗ · −K+1 ∗ ·
]
(3.1.3b)
[L0]2,1 = L1 +K3R3 +R1u
?
[
K+2 ∗ · −K−1 ∗ ·
]
(3.1.3c)
[L0]2,2 = −L1 −K3R3 −R1u
?
[
K−2 ∗ · −K+1 ∗ ·
]
. (3.1.3d)
In this form, system (3.1.1) written as an abstract linear differential equation
∂tu = L(u, µ) (3.1.4)
with µ = (qr, qa, qal) ∈ R3 a vector of parameters.
3.2 Isotypic Decomposition of the Phase Space of L
Following the general approach of Buono and Eftimie [4], we consider the domain X of the





u+, u−, v+, v−
)




Since we consider a steady-state solution with isotropy subgroup O(2), then it follows
that O(2) acts on X by the group actions (2.2.2) and (2.2.3), this enables us to write the
isotypic decomposition of X. First, let kn =
2nπ
L
, and we decompose the components of
u ∈ X using Fourier series decomposition [4],
u(x) = a±0 + a
±
1 e
ik1x + · · ·+ a±n eiknx + · · · c.c.,








n ) ∈ C4 and “c.c.” stands for complex conjugates. Note that
the coefficients a±n , b
±
n are the assigned coefficients for population u
±, v±, respectively. Ex-
tending Theorem 3.1 from [4], we define the following O(2)-invariant subspaces that are
isomorphic to C4 as
Xn :=
{
aeiknx + c.c. | a = (a+, a−, b+, b−) ∈ C4
}
. (3.2.1)
(3.2.1) can be decomposed as Xn = X
1
n ⊕ X2n ⊕ X3n ⊕ X4n where each Xjn, j ∈ {1, 2, 3, 4}




























with f1 = (1, 1, 0, 0)
T , f2 = (1,−1, 0, 0)T , f3 = (0, 0, 1, 1)T , f4 = (0, 0, 1,−1)T .
We show the action of O(2) on these absolutely irreducible subspaces as follows; Con-






fj, uj ∈ C. The action (2.2.2)
on uj ∈ Xjn is defined as








Therefore, the action of (2.2.2) on uj ∈ C is defined as
θ · uj = uje−iknθ (3.2.3)
for θ ∈ [0, L]. Note that, since kn = 2nπL , then choosing θ =
L
n
leaves Xjn fixed. The
action (2.2.3) on uj ∈ Xjn is defined as







Therefore, the action of (2.2.3) on uj ∈ C is defined as
κ · uj = ūj. (3.2.4)
To make our analysis more manageable we take advantage of the absolutely irreducible
representations (3.2.2) which allows for a decomposition of L, that is,
L = L1 ⊕ L2 ⊕ · · · ⊕ Ln ⊕ · · · , n = 1, 2, . . . .
3.2.1 Computation of Ln
























iknxf1 ∈ X1n, v1eiknxf2 ∈ X2n, w0eiknxf3 ∈ X3n, w1eiknxf4 ∈ X4n .
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We introduce the following operators to simplify our equations
∗
K±j (kn) = K̂
+
j (kn)± K̂+j (kn),
where
K̂+j (kn)e
iknx = K+j ∗ eiknx and K̂+j (kn) = K−j ∗ eiknx.
























































































































K+1 (kn)− 2L1 − γikn
−R2v∗
∗


















































































































Writing system (3.2.8a) in matrix form, gives the 4× 4 matrix
Ln =

0 −γikn 0 0
[Ln]2,1 [Ln]2,2 [Ln]2,3 [Ln]2,4















































We note that, the first diagonal 2× 2 block of matrix (3.2.9) corresponds to the Ln matrix
of the one-population M3 model. While the second diagonal 2× 2 block of matrix (3.2.9)
corresponds to the Ln matrix of the one-population M4 model [4].
3.3 Critical Eigenvalues of Ln
After computing Ln, we now look for conditions such that Ln guarantees zero and purely
imaginary eigenvalues. To simplify the calculations, let R̃1 = R1u




K±j (kn) = K̂
+
j (kn) ± K̂+j (kn) for j = 1, 2 where K̂+j (kn)eiknx = K+j ∗ eiknx and
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Table 3.1: Notation used to help simplify the calculations to find the conditions such that
Ln admits zero and purely imaginary eigenvalues. There are four real-valued functions and
complex-valued functions each. In particular,
∗
K+j (kn), j = 1, 2, are real-valued functions
while
∗
K−j (kn), j = 1, 2, are complex-valued functions.
K̂+j (kn) = K
−
j ∗ eiknx, using Euler’s formula we obtain the following;
∗
K+j (kn) = 2
∫ ∞
0
Kj(s) cos (kns) ds,
∗
K−j (kn) = 2i
∫ ∞
0
Kj(s) sin (kns) ds, j = 1, 2.
(3.3.1)
We use the notation from Table 3.1 to rewrite the entries of Ln as follows
Ln =

0 −γikn 0 0
−iθ α −iη σ
0 0 0 −γikn
−iφ β −iτ δ

. (3.3.2)
We start with the case where det(Ln) = 0 which implies the condition for the zero
eigenvalues of Ln, that is;
det(Ln) = −(γkn)2(φη − θτ) = 0. (3.3.3)
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Since τ = φ+ γkn and θ = η + γkn then Eq. (3.3.3) can be expressed as
η + φ = −γkn,








[qrKr(s) sin(kns)− qaKa(s) sin(kns) + qalKal(s) sin(kns) ds] = −γkn.
(3.3.4)




allows us to express the parameter
qr as a function of qa and qal which gives us the conditions on qr that lead to the zero























Note that Eq. (3.3.5) is a linear function of qa and qal. Therefore, the points (qa, qr) of Eq.
(3.3.5) together with the prescribed value of qal make up the conditions for Ln to admit
zero eigenvalues for n ∈ N.
In the following we consider qal = 0 and compute ker (Ln). We note that when qal = 0,








K+1 (kn). Equation (3.3.4)
then simplifies to −γikn = R̃
∗
K−2 (kn) and since R̃ − 2R̃1 = R̃2, R̃ − 2R̃2 = R̃1 then
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Using a row-reduction method on matrix (3.3.6) we obtain the basis of the eigenspace
corresponding to the zero eigenvalue which is
v = (1, 0, 1, 0)T . (3.3.7)





Next, we find conditions such that Ln admits purely imaginary eigenvalues. That is,
we solve for ω such that det(Ln − iωI4) = 0, where I4 is a 4 × 4 identity matrix. Using
the expressions from Table 3.1, we solve det(Ln − iωI4) = 0 as follows; Starting from a
cofactor expansion along the first row of Ln − iωI4, we obtain
det(Ln − iωI4) = ω2
∣∣∣∣∣∣∣
α− iω σ














∣∣∣∣∣∣∣ = 0. (3.3.8)
The 2× 2 determinants in Eq. (3.3.8) can then be expanded. After grouping the real and
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complex parts together we find










For Eq. (3.3.9) to be satisfied, its real and imaginary parts must vanish. Thus, we perform
a two-stage approach to find conditions so that Ln admits purely imaginary eigenvalues.
First, we set the imaginary part of (3.3.9) to zero and solve for ω so that
(α + δ)ω3 − (ατ − ηβ + θδ − φσ) γknω = 0.
Ignoring the trivial solution gives
ω = ±
[




Second, we replace the ω from the real part of (3.3.9) with the solution (3.3.10)
1
(α + δ)2
(ατ + θδ − (βη + φσ))2 (γkn)2−
1
α + δ
(αδ − σβ + γkn (τ + θ)) (ατ + θδ − (βη + φσ)) (γkn)− (φη − θτ) (γkn)2 = 0,
which leads to the following equation
(ατ + θδ − (βη + φσ))2−
1
γkn
(αδ − σβ + (γkn) (τ + θ)) (ατ + δθ − (βη + φσ)) (α + δ)− (φη − θτ) (α + δ)2 = 0.
(3.3.11)
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Equation (3.3.11) allows us to determine the conditions on the parameters qj, j = {r, a, al}
so that Ln admits purely imaginary eigenvalues.
Figure 3.1 shows the neutral stability curves obtained from MATLAB computations that
solves Eq. (3.3.11) for qr. The dashed curves represent the values of (qr, qa) such that
Ln admits zero eigenvalues and the solid curves represent the conditions on (qr, qa) such
that Ln admits purely imaginary eigenvalues. We note that, the region of asymptotic
stability from Figure 3.1 applies only to wave numbers up to n = 6. A proof of the
convergence or divergence of the bounded region of asymptotic stability is an avenue for
future research. In particular, we have only shown the region for asymptotic stability for
small kn value without considering the case as kn → ∞, will the neutral stability curves
converge to some shape to form a boundary or will the curves diverge as kn becomes
large? As (qa, qr) varies and one of the solid curves are crossed, spontaneous symmetry-
breaking occurs as an eigenvalue crosses the imaginary axis with nonzero imaginary part,
this corresponds to a Hopf bifurcation. Symmetry-breaking at a steady-state bifurcation
is also possible, in particular, it occurs as (qa, qr) are varied such that the dashed curves
are crossed. It is easy to see from Fig. 3.1 that crossing the steady-state curves lead to
unstable nonhomogeneous solutions because for the values of (qr, qa) that correspond to
these steady-state curves, the fully-symmetric equilibrium solution has already become
unstable and thus, unstable solutions have to branch off from it. We also highlight the
existence of codimension-two bifurcation points at the intersection points of curves, where
the intersection of purely imaginary eigenvalue curves with different wave numbers lead
to Hopf/Hopf codimension-two points and the intersection of zero and purely imaginary
eigenvalue curves lead to steady-state/Hopf codimension-two points. Generically, these
points are not crossed in one-parameter families and thus codimension-two bifurcation
points are not further discussed in this thesis.
MATLAB computations also show that the eigenvectors v1,v2 corresponding to the pair
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Figure 3.1: Neutral stability curves generated from MATLAB which determines the values of
qr and qa such that Ln admits zero and purely imaginary eigenvalues. The dashed lines
represent the curves for the zero eigenvalues and the solid lines represent the curves for the
purely imaginary eigenvalues. The wave number n corresponds to kn which will determine
the isotropy subgroup of the solutions at bifurcation.
















with ak, bk, ck ∈ R, k = 1, 2. Since Ln is written in terms of the basis vectors f1 =
(1, 1, 0, 0)T , f2 = (1,−1, 0, 0)T , f3 = (0, 0, 1, 1)T , f4 = (0, 0, 1,−1)T we can then write the
eigenvectors (3.3.12) as
v1 = (a1 + ib1) f1 + (a2 + ib2) f2 + c1f3 + c2f4
v2 = −(a1 + ib1)f1 + (a2 + ib2)f2 − c1f3 + c2f4.
(3.3.13)
Equation (3.3.13) allows us to define the eigenspace of purely imaginary eigenvalues inside
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2 = −e−iknxv2. (3.3.14)
Where we claim the action of O(2) on (hn1 , h
n
2 ) via (2.2.2) and (2.2.3) are as follows;





, κ · (hn1 , hn2 ) = (hn2 , hn1 ) . (3.3.15)
To prove this claim, consider the actions (2.2.2) and (2.2.3) on (h1, h2)
θ · hn1 = eikn(x−θ)v1 = e−iknθhn1 θ · hn2 = −e−ikn(x+θ)v2 = eiknθhn2 . (3.3.16)
Since κ · f1,3 = f1,3 and κ · f2,4 = −f2,4 then we have
κ · hn1 = eiknx ((a1 + ib1) f1 + (a2 + ib2) f2 + c1f3 + c2f4)
= e−iknx ((a1 + ib1) f1 − (a2 + ib2) f2 + c1f3 − c2f4) = −e−iknxv2 = hn2 ,





In this chapter we study the structure of bifurcations of the spatially homogeneous steady-
state solutions (2.3.2) of the system (2.1.1). It is shown in Chapter 3 that there exist
values for the parameters (qr, qa) with qal = 0 such that the linear operator Ln admit crit-
ical eigenvalues, which then lead to the existence of branches of bifurcating solutions due
to steady-state and Hopf bifurcations. In particular, we consider these bifurcations under
the presence of the O(2) symmetry. This chapter is organized as follows; In Section 4.1 we
discuss symmetry-breaking of (2.3.2) at steady-state bifurcation, the Equivariant Branch-
ing Lemma is then applied to determine the symmetry of the bifurcating branches that
emanate from the bifurcation point. In Section 4.2 we discuss symmetry-breaking at Hopf
bifurcation and apply the analog to the Equivariant Branching Lemma for periodic solu-
tions, the Equivariant Hopf Theorem [19]. The Equivariant Hopf Theorem forces us to
consider spatio-temporal symmetries so that we can capture all bifurcating branches of pe-
riodic solutions emanating from the bifurcation point [18, 19]. In Section 4.3, we generate
plots for the eigenfunctions corresponding to the bifurcating solutions from both steady-
state and Hopf bifurcations. A classification of these solutions based on their isotropy
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subgroups are also shown and discussed. A generic description of the Liapunov-Schmidt
reduction as described by Golubitsky and Schaeffer [17] is given in Section 4.4. Lastly a dis-
cussion on the general form of the O(2)-equivariant and O(2)× S1-equivariant mappings
is shown in Section 4.5 in order to determine the criticality and stability of the bifurcating
solutions.
4.1 Symmetry-Breaking in Steady-State Bifurcation
In this section we study the structure of bifurcations of the homogeneous steady-state
solution u0 = (u
+, u−, v+, v−) = (Au/2, Au/2, Av/2, Av/2) of the system (2.1.1). Recall
that this steady-state solution has the isotropy subgroup Σu0 = O(2), given this isotropy
subgroup, it follows that u0 ∈ Fix (O(2)). Our goal is to determine the class of solutions
that appear once u0 undergoes a steady-state bifurcation, as previously mentioned we use
the Equivariant Branching Lemma to answer this problem. Given a general Γ-equivariant
system ∂t = F (u, λ), we describe the generic conditions for steady-state bifurcations to
occur: The main one being V = ker(dF )0,λ0 is nonzero and it is an absolutely irreducible
representation of O(2). Absolutely irreducible representations of the group Γ are defined
as follows;
Definition 4.1.1. A representation of a group Γ on a space V is absolutely irreducible if
the only linear mappings on V that commute with Γ are scalar multiples of identity.
Next we show the Equivariant Branching Lemma as described by Golubitsky et al. [19];
Theorem 4.1.2 (Equivariant Branching Lemma). Let Γ be a compact Lie group acting on
some vector space V .
(a) Let F : V × R→ V be Γ-equivariant.
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(b) Without loss of generality, let x? = 0 be a steady-state solution for all parameter
values. Assumptions (a) and (b) imply:
F (0, λ) ≡ 0,
(dF )0,λ = c (λ) I.
(c) Where c : R→ R such that;
• c(0) = 0 (condition for a bifurcation to occur).
• d
dλ
c(0) 6= 0 (eigenvalue crossing condition).
(d) If there exist an axial subgroup Σ ⊂ Γ (i.e., dim (Fix Σ) = 1).
Then there exists a unique branch of solutions to F (x, λ) = 0 emanating from (0, 0) where
the symmetry of the solutions is Σ.
To apply Theorem (4.1.2), we rewrite (2.1.1) as
∂tu = F [u, µ] (4.1.1)
where u = (u+(x, t), u−(x, t), v+(x, t), v−(x, t)) and µ is a vector of parameters i.e., µ =
(qr, qa, qal). We have previously shown that system (4.1.1) is O(2)-equivariant with
F (u0, µ) ≡ 0 (4.1.2)
and L = ∂uF (u0, µ). In particular, if we consider the decomposition Ln of L where Ln has a
zero eigenvalue then it follows that V := ker (Ln) where ker (Ln) is of the form (3.3.7). O(2)
acts absolutely irreducibly on the subspace V = span
{
eiknx (1, 0, 1, 0)T
}
via (2.2.2) and (2.2.3)
as follows; First the translation action (2.2.2) applied to V returns
θ ·
(
eiknx (1, 0, 1, 0)T
)
= eikn(x−θ) (1, 0, 1, 0)T = e−iknθ
(




Therefore the action of (2.2.2) on v ∈ V is defined as
θ · v = e−iknθv (4.1.3)
for θ ∈ [0, L]. Since kn = 2nπL , if we choose θ =
L
n
then V is fixed by θ. Next, the reflection
action (2.2.3) applied to V returns
κ ·
(
eiknx (1, 0, 1, 0)T
)
= eikn(L−x) (1, 0, 1, 0)T = e−iknx (1, 0, 1, 0)T .
Therefore, the action of (2.2.3) on v ∈ V is defined as
κ · v = v. (4.1.4)
Notice that v is fixed by κ if and only if Im(v) = 0. That is,
Fix (Z2 (κ)) = {v ∈ C | Im(v) = 0} = R.
The similarity of the action of O(2) on (3.2.3 – 3.2.4) and (4.1.3 – 4.1.4) implies that
V ' Xjn, thus, V is an absolutely irreducible representation. Recall from Chapter 1.1, the






called Dihedral group of order 2n. Notice
that
Fix (Dn) = Fix (Z2 (κ)) = R.
Therefore, given the conditions above, we have just determined a subgroup Σ ⊂ O(2) such
that Σ is an axial isotropy subgroup (i.e., dim Fix (Dn) = 1). We point out that, Dn is







, ∀θ ∈ [0, L]. This result is summarized in the following statement:
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Theorem 4.1.3. Let (u0, µ0) be an equilibrium point of the system
F (u, µ) ,
with F : X×Rp → X and L = (dF )u0,µ0 with V = ker L 6= 0 and is an absolutely irreducible
representation of O(2). Then given the actions (2.2.2) and (2.2.3) on V , where θ = L
n
it
follows that Dn〈Ln , κ〉 ⊂ O(2) is an axial isotropy subgroup. We note that there also exist
conjugate isotropy subgroups Dn〈Ln , θ
−1κθ〉 with a one-dimensional fixed-point subspace.
Therefore, by the Equivariant branching lemma, there exists a branch of nonhomogeneous
steady-state solutions with Dn <
L
n
, κ >-symmetry with an SO(2) group orbit of solutions
with isotropy subgroup Dn <
L
n
, θ−1κθ > that emanates from the homogeneous steady-state
(u0, µ0).
4.2 Symmetry-Breaking in Hopf Bifurcation
It is shown in Chapter 3 that Eq. (3.3.11) determines the conditions for the existence of
purely imaginary eigenvalues of the linear operator Ln which implies the occurrence of a
Hopf bifurcation. However the O(2)-symmetry that the system possesses can force the
system to have multiple eigenvalues because the action of O(2) on C ' R2 is absolutely
irreducible, therefore the standard Hopf theorem does not apply directly [19]. In this sec-
tion, we show the existence of a branch of periodic solutions subject to the conditions of
the Equivariant Hopf Theorem [19]. As a counterpart absolutely irreducible representa-
tions, we define conditions on the action of Γ that allow (df)0,λ to have purely imaginary
eigenvalues, namely, Γ-simple representations ;
Definition 4.2.1. A representation W of a compact Lie group Γ is Γ-simple if either
(a) W ' V ⊕ V is absolutely irreducible for Γ, or
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(b) W is non-absolutely irreducible for Γ.
First, we note that if W = V then by absolute irreducibility the Γ-equivariant linear
map is of the form
J = c(λ)I, c ∈ R
which returns real (repeated) eigenvalues, which implies that Hopf bifurcation cannot oc-
cur. Note that we can not have the form W non-absolutely irreducible because O(2) only
has absolutely irreducible representations [19]. Therefore, in the following we only consider
Γ-simple representations of the form W = V ⊕V where V is an absolutely irreducible rep-
resentation. To show this, consider a linear map L : W → W that is Γ-equivariant where






with A,B,C,D are of the form
A = aI,B = bI, . . . , D = dI, {a, b, c, d} ∈ R.
The characteristic polynomial of L is
det (L− µI) = [(a− µ) (d− µ)− bc]m . (4.2.1)
To obtain purely imaginary eigenvalues we set a+ d = 0, ad− bc = 1 and finally to obtain





as described in [19], we use a rotation matrix so that a = d = 0, b = −1, c = 1.
When symmetry is present it is imperative to consider both temporal and spatial sym-
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metries for one to be able to detect all branches of periodic solutions at a Hopf bifurcation
with symmetry Γ. As before, the spatial symmetries of our system come from Γ = O(2)
and the temporal symmetries are phase-shifts along the periodic solution which forms the
circle group S1. In particular S1 can be described as follows; Without loss of generality,
we assume that v(t) is a 2π-periodic solution, since the PDE (2.1.1) is autonomous then
it is invariant with respect to any phase-shifts. Therefore, for any 2π-periodic solution
v(t) all phase-shifts [0, 2π) leave the periodic solution invariant. The existence of Γ-simple
representations lead to the analogies between steady-state bifurcation and Hopf bifurca-
tion with symmetry, in which Γ is replaced by Γ × S1 [19]. To describe the symmetry of
a 2π-periodic function v(t), we identify S1 with R/2πZ. Then a symmetry of a periodic
function v(t) is an element (γ, θ) ∈ Γ× S1 such that
γ · v(t) = v(t− θ). (4.2.3)
Here, (γ, θ) is a mixture of spatial and temporal symmetries. The action of S1 on periodic
solutions is called the phase-shift. In a similar manner to the isotropy subgroup for the
steady-state case, the collection of all symmetries for v(t) forms a subgroup of Γ× S1
Σv(t) := {(γ, θ) ∈ Γ× S1 | γv(t) = v(t− θ)} . (4.2.4)
The natural action of Γ× S1 on the space 2π-periodic functions is defined by
(γ, θ) · v(t) = γv(t+ θ). (4.2.5)
Equation (4.2.5) allows us to rewrite (4.2.4) as
(γ, θ) · v(t) = v(t)
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which verifies that Σv(t) is the isotropy subgroup of v(t). In the following, we introduce
the Equivariant Hopf Theorem as described in [19].
Theorem 4.2.2 (Equivariant Hopf Theorem). Consider the system of PDEs
∂u
∂t
= F (u, λ)
where F : V ×R→ V is smooth and Γ-equivariant for some compact Lie group Γ. Assume





Suppose that there exists a C-axial subgroup Σ of Γ×S1 (i.e., dim Fix (Σ) = 2). Then there
exists a unique branch of 2π-periodic solutions, having Σ as their group of symmetries.
In Section 3.3 we introduced the basis for C2 (3.3.14), we now show the action of O(2)
and S1 on coordinates of C2: (z1, z2);





, ψ ∈ S1,





, θ ∈ SO(2),
κ · (z1, z2) = (z2, z1) , κ ∈ O(2). (4.2.6)







we recall that from (4.2.6), the action of O(2) on u is given as follows









κ · u = z1 (κ · hn1 ) + z2 (κ · hn2 ) = z2hn2 + z1hn1 .
Therefore, (4.2.6) is proven.
We now investigate the isotropy subgroups of the O(2)×S1 action, consider the action
of (θ, ψ) on (z1, z2), that is,











We note that (θ, ψ) only fixes (z1, z2) if the coordinates are chosen to be
(z1, z2) = (0, b) or (b, 0) for b ∈ R. (4.2.8)
Condition (4.2.8) follows directly from (4.2.7). That is, if we consider ψ = −knθ then





which then implies that (z1, z2) = (0, b) for b ∈ R. We note that the coordinates from (4.2.8)
are orbit representatives of the following isotropy subgroup
S̃O(2) := {(θ,−knθ) | θ ∈ SO(2)} . (4.2.9)
Next, we consider the action of (κ, ψ) on (z1, z2), that is,







if we consider ψ = 0, then
(κ, 0) · (z1, z2) = (z2, z1) ,
which implies z1 = z2. If we consider z1 = z2 = b > 0 and let (θ, ψ) act on (b, b), then,








, then setting θ = L
2n






· (b, b) = (b, b) . (4.2.12)








Since we are considering a temporal period of 2π, setting ψ = π actually represents a
temporal shift of half a period.
Lastly, since (4.2.9) and (4.2.13) fix coordinates of the form (0, b) and (b, b), respectively,
then it follows that both (4.2.9) and (4.2.13) are C-axial subgroups of O(2)× S1. By the
Equivariant Hopf Theorem, there exist unique branches of 2π-periodic solutions emanating
from the O(2) × S1-symmetric steady-state with symmetries (4.2.9) and (4.2.13). This
result is summarized in the following statement:
Theorem 4.2.3. Let (u0, µ0) be an equilibrium point of the O(2)× S1 system
F (u, µ) ,
with F : X × Rp → X and L = (dF )u0,µ0. Consider the C-axial representation W =
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W n1 ⊕W n2 with W nk '
{
zke
iknxhnk + c.c | zk ∈ C
}





Given the actions (2.2.2) and (2.2.3) on the basis of C2 (3.3.14), and the temporal shift
induced by the group S1. We obtain the actions of O(2) × S1 on the coordinates of C2
given by (4.2.6). The actions (4.2.6) lead to the C-axial subgroups of O(2) × S1 denoted
as (4.2.9) and (4.2.13) which fixes coordinates of the form (0, b) and (b, b) for some b ∈ R,
respectively. Therefore, by the Equivariant Hopf Theorem, the existence of branches of 2π-
periodic solutions that emanate from the O(2)×S1-symmetric homogeneous steady-states







that correspond to rotating wave and standing wave solutions, respec-
tively.
4.3 Linear Modes at Bifurcation
After showing the existence of the axial and C-axial subgroups with the following symme-






which correspond to the stationary pulse (S.P.),
rotating (R.W.) and standing wave (S.W.) solutions, respectively. We now calculate the
linear terms of the eigenfunctions of the bifurcating solutions. Since near a bifurcation
point the eigenfunctions give an approximation to the bifurcating solutions [4], we create
plots for these eigenfunctions; here we choose to plot the total density w(x, t) to repre-
sent the behaviour of each solution {u+(x, t), u−(x, t), v+(x, t), v−(x, t)} to avoid showing
redundant plots. These plots can then be used as a guide for classifying solutions obtained
via numerical simulations. In particular, the plots can be used for identifying isotropy
subgroups of numerical solutions [4].
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Consider the linear system
∂tU(x, t) = LnU(x, t) (4.3.1)
with U(x, t) = (u+(x, t), u−(x, t), v+(x, t), v−(x, t)). Using the basis {f1, f2, f3, f4}, the
solutions can be written as






















For the eigenvalue σ = 0 the corresponding eigenspace is 1-D complex and given as
(f1 + f3), thus, the corresponding eigenfunction is





(f1 + f3) . (4.3.3)
This solution corresponds to a stationary pulse with Dn-symmetry. In particular, this
type of solution emerges once one of the dashed curves from Fig. 3.1 are crossed (i.e.,
n = 1, 2, 3) as the parameters (qa, qr) are varied. The total density w(x, t) = u+(x, t) +
u−(x, t) + v+(x, t) + v−(x, t) for (4.3.3) is then given as






Figures (4.1a –4.1c) show the S.P. solutions corresponding to the wave numbers n =
1, 2, 3. Notice that when n = k for k = 1, 2, 3, we see a k-bump solution that is L-
periodic. These bumps can be thought of as equispaced objects around a circle each
with an axis of symmetry about its vertex; hence, the Dn-equivariance is shown for the
S.P. solutions. After discussing the solutions obtained from steady-state bifurcation, we
now look at solutions obtained from a Hopf bifurcation. Recall that when σ = ±iωt the
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(a) n = 1 (b) n = 2 (c) n = 3
Figure 4.1: Contour plots of stationary pulse solutions with Dn-symmetry corresponding
to various modes kn with wave numbers n = 1, 2, 3 as described in Section 4.1.
corresponding eigenspaces are v1 and v2 where,
v1 = (a1 + ib1) f1 + (a2 + ib2) f2 + c1f3 + c2f4,
v2 = −(a1 + ib1)f1 + (a2 + ib2)f2 − c1f3 + c2f4,
with {ak, bk, ck} ∈ R for k = 1, 2. Therefore, the eigenfunction is given as,
U(x, t) = z1e
iωteiknxv1 − z2eiωte−iknxv2 + c.c. (4.3.5)





to obtain the eigenfunction corresponding to purely imaginary eigenvalues of the form
U(x, t) = z1e
iωthn1 + z2e
iωthn2 + c.c.. (4.3.6)
Since f1 = (1, 1, 0, 0)
T , f2 = (1,−1, 0, 0)T , f3 = (0, 0, 1, 1)T , f4 = (0, 0, 1,−1)T , we can
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(a) R.W. with n = 5 (b) S.W. with n = 5
Figure 4.2: Contour plots of the total densities of the rotating and standing wave solu-
tions with wave number n = 5 and S̃O(2)-symmetry and SW -symmetry, respectively, as
described in Section 4.2.
write v1 and v2 as follows
v1 =

(a1 + a2) + i(b1 + b2)






(−a1 + a2) + i(b1 − b2)





and then expand (4.3.6) as
U(x, t) = eiωt

z1e
iknx [(a1 + a2) + i(b1 + b2)]− z2e−iknx [(−a1 + a2)− i(b1 − b2)]
z1e
iknx [(a1 − a2) + i(b1 − b2)] + z2e−iknx [(a1 + a2) + i(b1 + b2)]
z1e
iknx(c1 + c2)− z2e−iknx(−c1 + c2)
z1e





The total density w(x, t) for (4.3.8) is given as







Isotropy Subgroup Orbit Representative Type
O(2)× S1 (0, 0) Homogeneous Steady-State







(b, b) Standing Wave
Table 4.1: Isotropy subgroups, orbit representatives and type of primary bifurcating solu-
tions on the center manifold as described in [19].









S̃O(2) beiωthn1 + c.c. 2be









2 ) + c.c. 4ibe
iωt cos(knx) (a1 + c1 + ib1) + c.c. S.W.
Table 4.2: Summary of eigenfunctions and the corresponding total densities of the S.P.,
R.W and S.W. solutions. We note that since we are denoting 2π as the period for these
periodic solutions, thus π ∈ S1 denotes a temporal shift of half of a period.
Using the following orbit representatives from Table 4.1 we obtain the linear solutions
for the primary bifurcating solution branches for the rotating wave
U(x, t) = beiωthn1 + c.c., (4.3.10)
with a total density of
w(x, t) = 2beiωteiknx (a1 + c1 + ib1) + c.c., (4.3.11)
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and the standing wave;
U(x, t) = beiωt(hn1 + h
n
2 ) + c.c., (4.3.12)
with a total density of
w(x, t) = 4ibeiωt cos(knx) (a1 + c1 + ib1) + c.c.. (4.3.13)
We note that, the stationary pulse modes displayed by Figs. (4.1a – 4.1c) and the
rotating and standing wave modes displayed by Figs. (4.2a, 4.2b) corresponding to the
eigenfunctions from Table 4.2 are dominant patterns that occur near bifurcation.
4.4 Liapunov-Schmidt Reduction: A Generic Descrip-
tion
One of the main goals of this thesis is to describe the solution near the homogeneous
steady-state solutions (2.3.2). In this section we give a generic description of the Liapunov-
Schmidt reduction (LSR) as described by Golubitsky and Schaeffer [17]. After showing the
existence of both zero and purely imaginary eigenvalues for the linearized system (3.2.9)
in Section 3.3 the LSR allows us to put the solutions of the full system (2.1.1) locally into
a one-to-one correspondence with the solutions of a finite dimensional system of Eqs. [17].
We start this discussion with the generic system of equations
Φ (y, λ) = 0 (4.4.1)
where Φ : X ×Rk → Y is a smooth mapping with Banach spaces X and Y . The unknown
vector that is to be solved is denoted by y and the vector of parameters is denoted by
λ = (λ1, . . . , λk). Let L be the linearization of the full system (4.4.1) about the homoge-
neous steady-state solutions (Au/2, Au/2, Av/2, Av/2) and L admits a zero eigenvalue with
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ker L 6= {0}, the first step of the LSR is the decomposition of the spaces X and Y as
follows
X = kerL⊕M, Y = N ⊕ range L (4.4.2)
where M and N are chosen such that these are vector space complements to kerL and
range L, respectively. Next, let P : Y → range L denote the projection of Y onto range L
with kerP = N with a complementary projection I − P : Y → N . Notice that for some
u ∈ X then
u = 0 iff Pu = 0 and (I − P )u = 0.
This trivial observation highlighted in [17] leads to the expansion of the full system as
follows; PΦ (y, α) = 0 if and only if
(a) PΦ (y, λ) = 0
(b) (I − P )Φ (y, λ) = 0
(4.4.3)
where the aim is to solve (4.4.3) (a) and (b) separately. Suppose without loss of generality
we rescale the homogenous steady-states such that near (0, 0) we have
G (y, λ) := PΦ (y, λ) = 0
then dG(0, 0) = PdΦ(0, 0) and ker dG(0, 0) = kerPdΦ(0, 0) = {0}, thus dG(0, 0) is invert-
ible. Note y ∈ X can be written as
y = y1 + y2. y1 ∈ kerL, y2 ∈M, (4.4.4)
which then implies
G(y, α) = G(y1, y2, λ) = PΦ (y1 + y2, λ) . (4.4.5)
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SinceG(0, 0, 0) = 0 and ∂y2G(0, 0, 0) is invertible then by the Implicit function theorem [17],
there exists a unique solution y2 for Eq. (4.4.3 (a)) written as
y2 = W (y1, λ), (4.4.6)
with W : Ñ × Λ ∈ kerL× R→M satisfying
PΦ (y1 +W (y1, λ), λ) ≡ 0, W (0, 0) = 0, ∀ (y1, λ) ∈ N × Λ. (4.4.7)
Next, we obtain the bifurcation equation by substituting W into (4.4.3 (b)), that is,
g(y1, λ) := (I − P )Φ (y1 +W (y1, λ), λ) = 0 (4.4.8)
with g : kerL×R→ N . Suppose that we consider writing kerL in terms of the basis vectors
{e1, . . . , en} (i.e., kerL = span {e1, . . . , en}) then it follows that y1 = x1e1 + · · · + xnen
and (4.4.8) can be written as
g (x1e1 + · · ·+ xnen, λ) = (I − P )Φ (x1e1 + · · ·+ xnen +W (x1e1 + · · ·+ xnen, λ) , λ) .
In this section, we see how the LSR is used so that we can put the solutions of the full
system (4.4.1) into a one-to-one correspondence with the solutions of a finite dimensional
system of equations (4.4.8). Performing the reduction for the full system (2.1.1) is outside
of the scope of this Thesis (Chapter 5). However, from the discussions by Golubitsky
et al. [19], the symmetry properties that (2.1.1) possesses allows us to obtain the reduced
equation g(x, λ) of (2.1.1) and use it for further analysis in the following sections.
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4.5 General Form of O(2) and O(2)× S1-Equivariant
Mappings
In this section we determine more complete information about the branches of solutions
found previously from Theorems (4.1.2, 4.2.2) by analyzing the general form of O(2)-
equivariant and O(2) × S1-equivariant mappings. We start with the O(2)-equivariant




+ g(x, λ) = 0 (4.5.1)
via the Liapunov-Schmidt reduction. Where g : Rn × R → Rn is an O(2)-equivariant
mapping, it follows from [19] that the presence of the O(2)-symmetry implies the general
form of g as follows:
g(z) = p (zz̄) z. (4.5.2)
Therefore, the steady-state solution of (4.1.1) satisfy
g (z, λ) = p (u, λ) z = 0 (4.5.3)
where u = zz̄ and p is some polynomial. We seek nontrivial solutions z to (4.5.3) or
equivalently we aim to solve
p (u, λ) = 0.
We first perform a Taylor series expansion on the polynomial p and without loss of general-
ity we translate the steady-state solution to (0, 0), we then obtain the following expression:




2 + h.o.t = 0. (4.5.4)
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We require p (0, 0) = 0 so that we have an eigenvalue crossing condition and ignoring the
higher order terms gives us the following expansion
p (u, λ) ≈ pu (0, 0)u+ pλ (0, 0)λ = 0. (4.5.5)








Given the solutions (4.5.6), we now classify the branches of solutions that are obtained
from Theorem (4.1.3) in terms of their criticality. The two cases below illustrate all of the







: This case requires pu (0, 0) pλ (0, 0) < 0 and λ > 0. Thus the







: This case requires pu (0, 0) pλ (0, 0) > 0 and λ < 0. Thus the
Dn branches are subcritical.
It was shown in [19]that there exists a LSR to an O(2) × S1-symmetric system that
undergoes a Hopf bifurcation which admits the mapping
g̃(z1, z2, λ, τ) = (p+ iq)
 z1
z2




with g̃ : C2 × R × R → C2 and p, q, r, s are O(2) × S1 invariant polynomial. The LSR
from [19] shows that
(a) p(0) = 0, pr(0) = 0,
(b) q(0) = 0, qr(0) = −1,
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(c) pλ(0) 6= 0 (eigenvalue crossing condition).









a2 + · · · , (4.5.8b)
respectively. Equations (4.5.8) determine the directions of branching of both rotating and




Summary of Results and Future
Work
It was shown by Buono and Eftimie [4] that the one-communication mechanism models
(e.g., M1–M5) introduced by Eftimie et al. [11, 12] possess symmetry properties. In
particular, Buono and Eftimie [4] proves the O(2)-equivariance of the models M1–M5.
Being an extension of the model by Eftimie et al. [12], we show that the two-communication
mechanism models introduced by Eftimie [10] also exhibit O(2)-symmetry. In Chapter 2.2,
we describe the actions of the group O(2) on the system (2.1.1) and its solutions via the
translation (2.2.2) and reflection (2.2.3) actions. This symmetry perspective allows us to
determine various theoretical results that can be used to compare to numerical simulations
for future studies. First, the O(2)-symmetry of the system enables the decomposition
of the linear operator L into 4 × 4 matrices Ln using isotypic decomposition techniques.
The bifurcation analysis begins with the computations of the critical eigenvalues of Ln. In
Chapter 3 we show the conditions for the parameters (qa, qr) that guarantees zero or purely
imaginary eigenvalues. Figure 3.1 displays neutral stability curves for various values of n
and qal = 0 that correspond to the specific values of (qa, qr) such that zero eigenvalues (i.e.,
dashed curves) and purely imaginary eigenvalues (i.e., solid curves) are obtained, it also
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shows the existence of codimension-two bifurcations at the intersections of any two curves.
The computation of the zero and purely imaginary eigenvalues, leads to the discussion of
symmetry-breaking of the O(2)-symmetric steady-state (2.3.2). In particular, the Equiv-
ariant Branching Lemma is applied at a steady-state bifurcation and we show the existence
of stationary pulse solutions (Figure 4.1) with Dn-symmetry emanating from (2.3.2). In
the case where a Hopf bifurcation occurs, the Equivariant Hopf Theorem is applied to show
that two types of periodic solutions emanate from (2.3.2): rotating waves (Figure 4.2a)







respectively. After showing the existence of stationary pulse, rotating wave, and standing
wave solutions, we calculate the eigenfunctions of the linearization at the homogeneous
equilibrium (2.3.2). In Section 4.5, we determine the criticality of the bifurcating branches
of solution by following the discussion in [19].
The results of this thesis are mainly theoretical, however, this opens several sugges-
tions for future research. First, numerical simulations can be done to demonstrate the
patterns from Section 4 predicted by the values of (qa, qr) via the neutral stability curves
from Figure 3.1. As mentioned in Section 3.3, further study regarding the convergence or
divergence of these neutral stability curves as kn →∞ are required to obtain a region for
asymptotic stability for large kn values. We note that, in this thesis we only considered
the repulsion and attraction terms (i.e., qal = 0), however, there is evidence from [11, 12]
of more complex patterns being obtained after the alignment term is incorporated to the
simulations. It would be interesting to see the consequence of a nonzero qal parameter
value for this analysis and determine how the critical eigenvalue curves depend on qal.
We have also only considered the M3–M4 model, the same analysis can be performed to
the other two-communication mechanism models from [10] and a comparison of the re-
sults (i.e., emanating branches of solutions at bifurcation) can be done. It is mentioned
in Section 4.5 that the Liapunov-Schmidt reduction leads to the O(2)-equivariant map-
ping (4.5.2) and (4.5.7). As mentioned in Section 4.4 the reduction itself is not performed
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in this thesis and will be left for future studies from which the criticality of the bifurcating
branches can be determined. Lastly, the evident existence of codimension-two bifurcations
from Figure 3.1 can be further studied and discussed.
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