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Summary
During my PhD I analysed whether our genes and genome are adapted for optimization of 
protein synthesis. At the time I started my graduate studies the common thought was that, 
in humans, gene characteristics were determined almost exclusively by mutational 
processes on the one hand, and the optimization of function of the encoded protein on the 
other. From the results obtained so far during my PhD, we are confronted with a different 
view, one in which genome structure becomes an active and important player in the 
regulation of large scale patterns of gene activity, and genes are not only under pressure to 
produce proteins with optimum enzymatic function but also for doing it cheaply.
Initially I studied codon usage bias (CUB), that is, the unequal use of codons that 
encode for the same amino acid. In other species, CUB is closely related to expression 
patterns: genes of greater expression are more biased. In mammals, however, no such 
rejation had been established. The human genome is highly heterogeneous in its base 
composition, which had hampered previous efforts to examine patterns of codon usage. I 
developed a new method to calculate CUB that could account for background nucleotide 
bias. Contrary to previous expectations, I found significant biases in codon usage in human 
genes not explainable by background nucleotide distributions.
With the publication of the human genome draft sequence and the greater 
availability of gene expression data, I was able to show that highly expressed genes encode 
shorter proteins, have smaller introns, and have greater biases in their codon distributions 
and amino acid use. All these patterns are precisely what we would expect if selective 
pressures act to reduce costs of protein synthesis.
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Previously, genes were generally believed to be randomly located in the genome. I 
found that genes with greater expression, on average, are to be found near to other genes of 
broad expression. This observation was among the first to describe a general pattern of 
gene sorting along the genome. Moreover, I found a relationship between the tight coupling 
of gene expression and chromosome location with the puzzling base composition 
heterogeneity (isochore structures). I observed that the base composition of flanking non­
transcribed regions of the genes is greatly correlated with their expression levels. The 
higher the G+C content, the higher the expression.
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The thesis work is composed of four papers. In all of them I got involved to different 
degrees on all stages from the setting of the project to the manuscript writing and the reply 
to referees. My particular contributions for the different chapters are as follows. Chapter 2. 
I did not set the initial project. I developed the method to measure codon bias and the 
methodology to correct for background nucleotide biases. I designed all tests except for the 
use of randomizations. I performed all analyses included in the chapter, except for those 
presented in figure 1 which showws the relationship between GC content in coding and non 
coding regions. I wrote the initial draft of the manuscript and various later versions. All 
versions where extensively edited by my supervisor to obtain the final version. Chapter 3 .1 
developed the initial of layout the project. I designed all analyses included. I performed all 
analyses there included. I wrote the initial draft of the manuscript and various later 
versions. All versions where extensively edited by my supervisor to obtain the final 
version. Chapter 4. I developed the initial of layout the project. I designed the analyses 
regarding the heterogeneity in expression levels of different chromosomes. I designed 
analyses regarding the correlations among the various measures of expression measures and 
to different gene characteristics and their context. I designed an earlier version of the 
analysis regarding local similarity in expression profiles (but not included in the final 
version of the manuscript). I performed analyses regarding the heterogeneity of average 
expression of genes according to chromosome. I performed analyses relationships between 
different expression measures and gene characteristics and genetic context. I performed 
analyses on the local similarity of expression profiles of genes (not included in the final 
version). I reviewed the manuscript prior to publication. Chapter 5 .1 did not set the layout
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of the project. I suggested the analyses of the impact of recombination on the variables 
under study. I performed confirmatory analyses using an independent dataset of expression 
profiles. I wrote the initial draft of the manuscript and various later versions. All versions 
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GENERAL INTRODUCTION
The human genome sequencing project constitutes one of the greatest collaborative efforts 
in biology. This enormous enterprise has been fuelled by the expectation that the sequence 
will provide answers about function of genes, the nature of inherited diseases, and suggest 
suitable targets for drug development. After 20 years, while important progress has been 
achieved, the poor understanding we still have of the function of most genes is evident. 
Even less we know about the ways in which genes coordinate their expression during 
development, maintain body functions and allow us to respond to environmental 
challenges. With the completed human genome available, it seems clear that reading the 
book o f life will be trickier than first expected.
The genome sequence (Lander et al. 2001; Venter et al. 2001), however, has
attracted a great deal of interest from those devoted to the study of the evolution of our
genes and genome. Previously, only genomes of non-vertebrate organisms had been
sequenced. Although these genomes are good models for many aspects of gene and genome
evolution, they offer only a limited insight into evolution within the vertebrate lineage. Our
genome is several times larger than the genomes of previously sequenced organisms. Yet, it
harbours only about double the number of genes seen in the fly. This curiosity is owing to
the fact that most of the genome (some 95%) does not code for any genes. The reasons for
the accumulation and maintenance of such quantities of non-coding DNA are yet to be
elucidated. Coding protein genes also have special distributions. Just a glance into the pool
of human genes reveals extreme patterns. While some genes are intronless, others contain
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over 100000 bp of intronic sequence. In a narrower range is the variability found in coding 
sequence lengths. Most ribosomal proteins are less than 50 amino acids (aa) long, while the 
largest proteins are over 5000 aa long. Other sequence parameters such as base 
composition, codon usage, and amino acid distribution also show a great degree of 
variability. Gene location along chromosomes is also peculiar: while genes are tightly 
packed in some regions, large sections of the chromosomes are mostly devoid of genes.
By what processes have these features arisen? Are these patterns the result of 
neutral processes? Or are they partly accounted for by selective pressures related to gene 
activity? For example, is there any functional relationship between the number of genes and 
genome size? What is the role of transposable elements during genome evolution? And 
what accounts for the high degree of variability in gene characters? How does genome 
structure relate to gene location and gene regulation?
During my PhD I have devoted my time to examining the possible relationships 
between expression patterns with gene characteristics such as gene size, intron content, 
base composition, codon distributions, amino acid usage, and gene location along the 
chromosomes.
The evolution of genes is constrained to some extent by the requirements for the 
function of the proteins encoded. Because all protein coding genes are transcribed and 
translated we can hypothesise that reduction of costs related to protein synthesis would be 
favoured by selection. Were this the case then all genes would be under a general source of 
selective pressure. Because some genes are more frequently transcribed than others, we 
would expect the strength of selection to vary from gene to gene. Those genes that are 
frequently transcribed would therefore be under higher pressure to minimise protein
15
synthesis costs. Therefore, a relationship between expression levels and gene characteristics 
would be expected.
Evidence for such relationships between expression and gene characters has been 
recovered in unicellular species and invertebrates (for review see Akashi 2001). In those 
species, expression profiles of genes are related to gene features such as codon bias (Duret 
and Mouchiroud 1999; Gouy and Gautier 1982; Sharp et al. 1986; Stenico et al. 1994), 
intron (Vinogradov 2001b; Vinogradov 2001c) and coding (Moriyama and Powell 1998) 
region length, and amino acid usage (Akashi and Gojobori 2002). Compared to these 
species, mammalian populations have much smaller population sizes. Classical theory 
predicts that under such circumstances drift, rather than selection, is likely to be the 
dominant force in molecular evolution (for review see Kimura 1991). Therefore the 
observed distributions of mammalian gene characteristics are generally thought to be the 
result of selective pressure to preserve protein function and mutation processes but not 
affected by general selective pressures associated for example with protein efficiency. But 
do mammalian genes indeed not show any signs of expression mediated selection?
In C hapter two I analyse codon usage bias of human genes. Bias in usage of 
alternative codons has been observed in many species of bacteria {Escherichia coli, 
Bacillus subtilis) and unicellular {Saccharomyces cerevisiae) and invertebrate eukaryotes 
{Caenorhabditis elegans, Drosophila melanogaster). In these species codon bias has been 
found to be related to expression levels. Genes with higher expression tend to present 
higher bias towards the use o f a particular set of codons (Duret and Mouchiroud 1999; 
Gouy and Gautier 1982; Sharp et al. 1986; Stenico et al. 1994). Although evidence that 
codon bias is the result of optimisation of protein synthesis is fairly well accepted, the exact 
nature of the optimised aspect is not a closed question (Powell and Moriyama 1997).
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Codon bias has been mainly associated with selective pressures at the translational level. 
Codon usage may respond to 1. tRNA availabilities (Kanaya et al. 1999; Moriyama and 
Powell 1997; Sharp et al. 1995b), 2. accuracy in anticodon recognition (Grosjean and Fiers 
1982) and 3. secondary structure of mRNA (Hartl et al. 1994). Codon usage bias could 
might also reflect selection for transcription efficiency. Vinogradov (Vinogradov 2001a; 
Vinogradov 2003), proposed that an increased G+C content in open reading frames would 
result in a more suitable DNA structure for transcription. This has yet to be proven but it is 
worth noticing that most of the preferred codons in Drosophila are G+C ending.
In addition, it should be noted that alternative explanations to selective pressures 
acting over synonymous sites, such as mutational processes and biased gene conversion 
have been put forward (Duret 2002). Neutral mutation processes associated with 
recombination appears to be a determinant factor in silent site base composition in 
drosophila and the nematode, thereby shaping codon usage patterns (Marais et al. 2001; 
Marais et al. 2003). Therefore the extent to which codon usage is related to translational 
selective pressures is still a matter of debate.
In mammals non-equal use of alternative codons has also been observed (Eyre- 
Walker 1991a; Wada et al. 1992). However, in mammalian genes codon bias is thought not 
to be influenced by translation-related selective pressures (Duret and Mouchiroud 2000). 
As noted above, because mammalian population sizes are relatively small, it is thought that 
variables related to protein translation puts very weak or no selective pressure on 
synonymous sites. Mammalian genomes have a great degree of heterogeneity in their base 
composition (isochore structures Bemardi 1993). This skew in nucleotide composition in 
regions of the genome affect gene sequences as well: the G+C concentration of coding 
regions correlate with G+C content of intronic (Urrutia and Hurst 2001) and intergenic
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regions (Clay et al. 1996; Duret and Hurst 2001). Therefore the accepted view is that codon 
distributions in mammalian genes respond mainly to background or regional nucleotide 
composition (Bemardi 1995; Bemardi et al. 1997; Duret and Mouchiroud 2000).
In addition to the variations in nucleotide content across the genome, the choice of 
nucleotides in synonymous sites is affected by the identity of the adjacent bases. In several 
species, it has been observed that the frequencies of the 16 possible pairs of nucleotides are 
not equally represented in the genome -even when correcting for nucleotide content (Karlin 
and Mrazek 1996). This effect extends not only to pairs of synonymous sites with the 
adjacent bases, but also to the first two nucleotides of codons and to intron and intergenic 
regions.
All the above discussed effects make it difficult to assess the input of selection on 
codon bias in mammalian genes, but nonetheless the majority view is that selection is not 
an important factor for codon bias (Duret and Mouchiroud 2000; Eyre-Walker 1991b; 
Sharp et al. 1995a). There exist, however, a few studies that support a different position. 
Debry and Marzluff (1994) analysed rodent histone genes (which, note, are very highly 
expressed) and found evidence for a bias towards G+C ending codons over expectations 
from surrounding noncoding sequence. Similar conclusions were obtained by Iida and 
Akashi (2000) who examined codon distributions from constitutive and alternatively 
transcribed exons. Constitutive exons on average tended to have a larger proportion of G+C 
ending codons than those which may be spliced out in some isoforms. Further evidence for 
the importance of codon distributions for protein synthesis rates stems from molecular 
experiments where expression of foreign transfected genes into mammalian cells is 
increased by the substitution of rare codons by common ones in the mammalian genome 
(Levy et al. 1996; Zhou et al. 1999; Zolotukhin et al. 1996). These observations support the
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case of selection-driven codon bias in mammalian genes. However, all of these studies 
were performed on small samples of genes or even single genes. In addition, genes were 
not randomly chosen; histones for example, are a very peculiar set of highly expressed 
genes, and therefore cannot be held as representative of the average gene. The results from 
experimental mammalisation of genes may constitute only the small proportion of cases 
(out of a lot of failures) where this procedure actually worked. The increased expression 
could be explained by changes in mRNA secondary structure or other gene-specific 
characters.
In Chapter two, with a sample of over 2000 human genes using a randomization 
protocol, I examine codon usage patterns. I evaluate whether human genes have a higher 
degree of codon bias than expected by their nucleotide distribution. I also examine the 
relationship between codon bias and breadth of expression and the input of dinucleotide 
biases. I show that human genes have a higher degree of codon bias from that expected by 
their base composition or dinucleotide distributions. In order to quantify the residual bias 
left after correcting for background nucleotide distributions, I present a new index. Many 
indexes to measure codon bias have been proposed (Karlin and Mrazek 1996; 
RodriguezBelmonte et al. 1996; Sharp and Li 1987; Wang et al. 1998; Wright 1990). 
However the majority of them require a known set of preferred codons. Of those not 
requiring predetermined major codons, ENc is the most widely used (Wright 1990). 
However this method assumes equiprobability of alternative codons as the null distribution 
and it is not suitable to use when nucleotides are not equally represented. Karlin and 
Mrazek (1996) proposed an alternative method, which allows one to test alternative 
expected distributions to that of equiprobability, but it is strongly dependent on amino acid 
distributions.
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Given the limitations of the methods available for measuring codon usage bias, I 
therefore wished to develop an alternative method, that is both easy to calculate and that 
would allow correction for background nucleotide biases. The new method measures the 
degree of non-randomness in the use of alternative codons, and is minimally sensitive to 
differences in amino acid proportions of different degrees of degeneracy or rare amino 
acids. I denominated the method as Maximum likelihood Codon Bias (MCB) where the 
contribution to the index of the bias for each amino acid is weighed by an estimation of the 
likelihood of occurrence of bias on each amino acid, given its frequency and degree of 
degeneracy. Nevertheless, MCB is not a maximum likelihood method in a strict sense. I 
believe this method would be useful for interspecies comparisons by allowing correction 
for differences in nucleotide composition.
Using this method on the sample of 2000+ human genes, I performed an analysis of 
the relationship between codon bias and expression levels. However, the expression data 
available at the time was derived from EST data and only allowed me to calculate breadth 
of expression (number of tissues in which a gene is expressed), therefore limiting the 
interpretation of the results.
If indeed significant selective pressures do exist for optimising gene translation and 
or transcription, then we may expect expression patterns to be related not only to codon 
bias but to other gene characters as well. Until recently, comparable gene expression data 
for large numbers of genes was unavailable. With the release of the genome sequence, large 
scale expression profiling became possible. Currently, there are at least four sources of 
large scale expression data for human genes for several tissues.
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1) EST libraries are derived from the sequencing of small cDNA fragments which 
are then paired with the corresponding gene. EST libraries were the only expression data 
available for a long time and are still the only record of expression profiles for many 
species and tissues. The main problem with this type of data is that some of the cDNA 
libraries obtained so far have been processed to eliminate redundant sequences and 
therefore quantification of expression levels is of limited validity. This process is called 
“normalization” and is performed by the hybridization of two duplicate libraries. More 
abundant would tend to hybridise more easily than rare transcripts. All annealed transcripts 
are then discarded and a random sample of cDNAs is selected for sequencing. In addition, 
because this method usually implies the sequencing of relatively long fragments of DNA, 
individual libraries are composed of small numbers of sequences which reduces the sample 
size and the reliability of the expression index estimates.
2) In Serial Analysis of Gene Expression technology (SAGE) (Lash et al. 2000; 
Velculescu et al. 1995) mRNAs bind to a column through their poly AA tails. Sequences 
are then cleaved with a restriction enzyme so that only the 3’ end after the last restriction 
site of each sequence remains bound to the column and the rest of the fragments are washed 
away. Then the enzyme NIAIII is added to cleave at CATG sites, and fragments are washed 
away. As sequences are bound to the column by their poly AA tails, only the segment 
closer to the 3’ end after the last restriction site remains attached to the column. Tags ten 
bases long are then cut and joined together with intermediate sequences so that direction is 
preserved. After sequencing, tags are paired to their putative gene based on identity with 
the gene coding sequence. SAGE technology allows the measurement of expression 
profiles for large numbers of genes in a relatively unbiased way by avoiding gene-specific
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mRNA screening. For this reason, data from different laboratories can continue to be 
added. Over 150 human SAGE libraries are now available for more than 20 tissues.
SAGE data present two problems. First, in contrast to chip-array technology, 
although the method does not screen for particular genes, the fact that the recovered 
fragments are only ten bases long poses a problem for recognizing the corresponding gene. 
In principle, because ten bases can encode over 10 million different sequences there should 
be enough room to discriminate among genes. However, in practise many genes are recent 
duplicates of each other or share conserved functional domains and therefore only ten bases 
are not enough to distinguish them. In addition, a recent report by Margulies et al. (2001) 
showed that in some cases high G+C content sequences might be overrepresented since 
they are less likely to degrade in the process. The first obstacle is not of particular 
importance when only general statistics of a large number of genes are to be recovered, but 
might hamper the assessment of the expression patterns of certain individual genes. As for 
the G+C rich sequence bias, this can be corrected by identifying and excluding biased 
libraries. This may be done by the visual or statistical inspection of the skewness of the 
frequency distribution of sequences with respect to their G+C content (Margulies et al. 
2001).
3) Expression atlas provides data for 12000 genes for over 45 human tissues and 
cell lines (Su et al. 2002). A high-density oligo-nucleotide array method using Affymetrix 
technology was used to compile this data set, which uses a set of 25 bp long oligo­
nucleotides (one for each gene) printed over a glass slide. Purified mRNA is then passed 
over and binding quantities for each of the printed oligos is quantified. Because Affix 
printed slides are only read by Affix special readers, future additions to the dataset would 
require the use of the same equipment to facilitate correspondence between individual data
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points. In addition, this method tests only for a particular set of genes and therefore, future 
additions to the dataset would require the use of the same set of primers. This method 
poses some problems as well. First, because oligo-nucleotides are not always specific 
enough to their target transcript some mRNAs may bind more than one print or none. 
Second, this method is likely to overestimate the number of genes expressed in each 
particular tissue since a minimum signal is almost always recovered for each gene. 
Therefore, a decision has to be made to set a minimum signal below which genes would be 
considered as non-expressed. The authors (Su et al. 2002) suggest setting a minimum value 
of 20 for a gene to be considered to be expressed. However, this threshold results in most 
genes being expressed in most tissues, in other words, most genes are constitutively 
expressed throughout the body. While this could be the case, this pattern is not consistent 
with the rest of available databases on gene expression so far produced. Therefore, it is 
probable that this particular database has a great chance of overestimating expression 
breadth. Expression rate estimates are largely unaffected by this. More recently, it has been 
reported that oligo printing order might influence expression levels recovered using chip 
technology (Balazsi et al. 2003). This artefact is potentially serious if a particular order of 
genes is used in the printing process (i.e. chromosomal position).
4) Bodymap data was collected by the sequencing of 3’ ends of purified mRNAs 
(Hishiki et al. 2000; Kawamoto et al. 2000). This method may provide higher assurance of 
gene identity as it involves sequencing of a longer sequence from the mRNA than that used 
in the SAGE method. However, because of the fact that it is time consuming, only a limited 
number of sequences were obtained. This makes difficult the assessment of expression 
patterns for large numbers of genes.
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Bodymap was not analysed in the manuscripts that make up this thesis because of 
the small sample size of their libraries. EST data are suitable for estimating breadth of 
expression (number of tissues where a gene is expressed): however, as most of the libraries 
are normalised, quantification of levels of expression is not easily obtained and may not be 
reliable. SAGE and chip array data allow quantification of expression. From these two 
datasets three indexes of expression levels for each gene can be obtained: a) peak 
expression -the highest expression of a gene in any given tissue-, b) mean or level of 
expression -average expression of a gene in all tissues where it is expressed- and c) breadth 
of expression -the number of tissues where a gene is expressed. Because all of the datasets 
are subject to some degree of noise and biases in expression quantification, more than one 
dataset was used for the analyses presented. In this way, the chances of artefactual relations 
of expression and gene characteristics were reduced. It should be noted that, in all cases, 
similar results were obtained when different datasets were examined.
Chapter three and onwards make use of these expression datasets to analyse the 
relationship between expression patterns of genes and their characteristics. Chapter three, 
in particular, analyses the influence of expression levels on gene sequence characteristics 
such as protein length, intron content, codon bias and amino acid composition. If  highly 
expressed genes optimise protein synthesis costs, then we expect them to have a greater 
degree of codon bias, to minimise the length of transcribed and translated sequences and to 
encode for metabolically cheaper amino acids. In the case of codon bias, there is an 
extensive line of evidence pointing towards a relationship with expression levels in non­
vertebrate species.
In the case of gene length there is more scarce or indirect evidence for a relation 
with expression levels. In yeast and Drosophila, protein length is negatively related to
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codon bias (Moriyama and Powell 1998). A similar result was also found when comparing 
intron length with codon bias (Vinogradov 2001b; Vinogradov 2001c). Assuming that 
codon bias is an indirect estimate of expression levels, these observations suggest that gene 
length is under pressure to be reduced (or not increased) in highly expressed genes.
I analysed the nature of the relationship between expression patterns and gene 
length of both coding and non coding regions. To correct for possible regional effects, in 
my analysis I calculated intergenic distances for all annotated genes in contigs and 
calculated G+C content from 5000 bp long intergenic fragments. These data were then used 
to assess whether intron and coding region sizes are dependent on these regional genome 
characteristics. Results from this analysis show that there is indeed a strong dependence of 
intron length on intergenic distance and the base composition of surrounding sequence. 
Multiple regression analyses were used to evaluate the influence of expression levels over 
gene characteristics such as intron and coding regions length, codon usage bias and amino 
acid composition, after taking into account regional effects.
The observation of the correlation of gene sequence parameters with the 
characteristics of the chromosome region where they are located, suggested a possible 
relationship between expression patterns and genomic location. In Chapter four I analyse 
in some detail the sorting of genes with respect to their expression patterns. The analysis, 
based on SAGE data for over 10000 genes, found that broadly expressed genes were found 
to be situated among other broadly expressed genes. However the reasons for this 
clustering remained unknown. One possibility is that these clusters respond to some sort of 
co-regulation. In the human genome, there is little evidence that operon-like structures are 
the norm. However, identification of regulatory elements is still precarious for most genes.
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Alternatively they could respond to structural genomic properties. Chapter 5 presents 
detailed analysis of gene expression and gene distribution with respect to genome structure.
Together the analyses presented in this thesis address different aspects in which 
selective pressures related to protein synthesis cost-optimisation might influence gene 
sequence characteristics, in particular of highly expressed genes.
Bibliography
Akashi, H. 2001. Gene expression and molecular evolution. Curr. Opin. Genet. Dev. 11: 
660-666.
Akashi, H. and T. Gojobori. 2002. Metabolic efficiency and amino acid composition in the 
proteomes of Escherichia coli and Bacillus subtilis. Proc. Natl. Acad. Sci. USA 99: 
3695-3700.
Balazsi, G., K.A. Kay, A.L. Barabasi, and Z.N. Oltvai. 2003. Spurious spatial periodicity of 
co-expression in microarray data due to printing design. Nucleic Acids Res 31: 
4425-4433.
Bemardi, G. 1993. The Isochore Organization of the Human Genome and Its Evolutionary 
History - a Review. Gene 135: 57-66.
—. 1995. The human genome: Organization and evolutionary history. Annu. Rev. Genet. 
29: 445-476.
Bemardi, G., D. Mouchiroud, and C. Gautier. 1997. Isochores and synonymous 
substitutions in mammalian genes. In DNA and Protein Sequence Analysis (eds. 
M.J. Bishop and C.J. Rawlings). IRL Press, Oxford.
26
Clay, O., S. Caccio, S. Zoubak, D. Mouchiroud, and G. Bemardi. 1996. Human coding and 
noncoding DNA: Compositional correlations. Mol. Phylogenet. Evol. 5: 2-12.
Debry, R.W. and W.F. MarzlufF. 1994. Selection on Silent Sites in the Rodent H3 Histone 
Gene Family. Genetics 138: 191-202.
Duret, L. 2002. Evolution of synonymous codon usage in metazoans. Curr Opin Genet Dev 
12: 640-649.
Duret, L. and L.D. Hurst. 2001. The elevated GC content at exonic third sites is not 
evidence against neutralist models of isochore evolution. Mol. Biol. Evol. 18: 757- 
762.
Duret, L. and D. Mouchiroud. 1999. Expression pattern and, surprisingly, gene length 
shape codon usage in Caenorhabditis, Drosophila, Arabidopsis. Proc. Natl Acad. 
Sci. U.S.A. 96: 4482-4487.
—. 2000. Determinants of substitution rates in mammalian genes: Expression pattern 
affects selection intensity but not mutation rate. Mol. Biol. Evol. 17: 68-74.
Eyre-Walker, A. 1991a. An analysis of codon usage in mammals: selection or mutation 
bias? J. Mol. Evol. 33: 442-449.
Eyre-Walker, A.C. 1991b. An analysis of codon usage in mammals: selection or mutation 
bias? JM ol Evol 33: 442-449.
Gouy, M. and C. Gautier. 1982. Codon usage in bacteria - correlation with gene 
expressivity. Nucleic Acids Res 10: 7055-7074.
27
Grosjean, H. and W. Fiers. 1982. Preferential codon usage in prokaryotic genes - the 
optimal codon anticodon interaction energy and the selective codon usage in 
efficiently expressed genes. Gene 18: 199-209.
Hartl, D.L., E.N. Moriyama, and S.A. Sawyer. 1994. Selection Intensity for Codon Bias. 
Genetics 138: 227-234.
Hishiki, T., S. Kawamoto, S. Morishita, and K. Okubo. 2000. BodyMap: a human and 
mouse gene expression database. Nucleic Acids Res 28: 136-138.
Iida, K. and H. Akashi. 2000. A test of translational selection at 'silent' sites in the human 
genome: base composition comparisons in alternatively spliced genes. Gene 261: 
93-105.
Kanaya, S., Y. Yamada, Y. Kudo, and T. Ikemura. 1999. Studies of codon usage and tRNA 
genes of 18 unicellular organisms and quantification of Bacillus subtilis tRNAs: 
gene expression level and species-specific diversity of codon usage based on 
multivariate analysis. Gene 238: 143-155.
Karlin, S. and J. Mrazek. 1996. What drives codon choices in human genes? J. Mol. Biol. 
262: 459-472.
Kawamoto, S., J. Yoshii, K. Mizuno, K. Ito, Y. Miyamoto, T. Ohnishi, R. Matoba, N. Hori, 
Y. Matsumoto, T. Okumura et al. 2000. BodyMap: a collection of 3' ESTs for 
analysis of human gene expression information. Genome Res 10: 1817-1827.
Kimura, M. 1991. The neutral theory of molecular evolution: a review of recent evidence. 
Jp n J  Genet 66: 367-386.
28
Lander, E.S. L.M. Linton B. Birren C. Nusbaum M.C. Zody J. Baldwin K. Devon K. 
Dewar M. Doyle W. FitzHugh et al. 2001. Initial sequencing and analysis of the 
human genome. Nature 409: 860-921.
Lash, A.E., C.M. Tolstoshev, L. Wagner, G.D. Schuler, R.L. Strausberg, G.J. Riggins, and 
S.F. Altschul. 2000. SAGEmap: A public gene expression resource. Genome 
Research 10: 1051-1060.
Levy, J.P., R.R. Muldoon, S. Zolotukhin, and C.J. Link. 1996. Retroviral transfer and 
expression of a humanized, red-shifted green fluorescent protein gene into human 
tumor cells. Nat. Biotechnol. 14: 610-614.
Marais, G., D. Mouchiroud, and L. Duret. 2001. Does recombination improve selection on 
codon usage? Lessons from nematode and fly complete genomes. Proc. Natl Acad. 
Sci. U.S.A. 98: 5688-5692.
—. 2003. Neutral effect of recombination on base composition in Drosophila. Genet Res 
81: 79-87.
Margulies, E., S. Kardia, and J. Innis. 2001. Identification and prevention of a GC content 
bias in SAGE libraries. Nucleic Acids Res 29: e60.
Moriyama, E.N. and J.R. Powell. 1997. Codon usage bias and tRNA abundance in 
Drosophila. J. Mol. Evol. 45: 514-523.
—. 1998. Gene length and codon usage bias in Drosophila melanogaster, Saccharomyces 
cerevisiae and Escherichia coli. Nucleic Acids Res 26: 3188-3193.
29
Powell, J.R. and E.N. Moriyama. 1997. Evolution of codon usage bias in Drosophila. Proc. 
Natl Acad. Sci. U.S.A. 94: 7784-7790.
RodriguezBelmonte, E., M.A. FreirePicos, A.M. RodriguezTorres, M.I. GonzalezSiso, 
M.E. Cerdan, and L.M. RodriguezSeijo. 1996. PICDI, a simple program for codon 
bias calculation. Mol. Biotechnol. 5: 191-195.
Sharp, P.M., M. Averof, A.T. Lloyd, G. Matassi, and J.F. Peden. 1995a. DNA sequence 
evolution: the sounds of silence. Philos Trans R Soc Lond B Biol Sci 349: 241-247.
—. 1995b. DNA-Sequence Evolution - the Sounds of Silence. Philos. Trans. R. Soc. Lond. 
5  349: 241-247.
Sharp, P.M. and W.H. Li. 1987. The codon Adaptation Index~a measure of directional 
synonymous codon usage bias, and its potential applications. Nucleic Acids Res 15: 
1281-1295.
Sharp, P.M., T.M.F. Tuohy, and K.R. Mosurski. 1986. Codon usage in yeast - cluster- 
analysis clearly differentiates highly and lowly expressed genes. Nucleic Acids Res 
14: 5125-5143.
Stenico, M., A.T. Lloyd, and P.M. Sharp. 1994. Codon usage in caenorhabditis-elegans - 
delineation of translational selection and mutational biases. Nucleic Acids Res 22: 
2437-2446.
Su, A.I., M.P. Cooke, K.A. Ching, Y. Hakak, J.R. Walker, T. Wiltshire, A.P. Orth, R.G. 
Vega, L.M. Sapinoso, A. Moqrich et al. 2002. Large-scale analysis of the human 
and mouse transcriptomes. Proc. Natl Acad. Sci. U.S.A. 99: 4465-4470.
30
Urrutia, A.O. and L.D. Hurst. 2001. Codon usage bias covaries with expression breadth and 
the rate of synonymous evolution in humans, but this is not evidence for selection. 
Genetics 159: 1191-1199.
Velculescu, V.E., L. Zhang, B. Vogelstein, and K.W. Kinzler. 1995. Serial Analysis of 
Gene-Expression. Science 270: 484-487.
Venter, J.C. M.D. Adams E.W. Myers P.W. Li R.J. Mural G.G. Sutton H.O. Smith M. 
Yandell C.A. Evans R.A. Holt et al. 2001. The sequence of the human genome. 
Science 291: 1304-1351.
Vinogradov, A.E. 2001a. Bendable genes of warm-blooded vertebrates. M ol Biol. Evol. 
18: 2195-2200.
—. 2001b. Intron length and codon usage. J. Mol. Evol. 52: 2-5.
—. 2001c. Intron length and codon usage (vol 52, pg 2, 2001). J. Mol. Evol. 52: 310-310.
—. 2003. DNA helix: the importance of being GC-rich. Nucleic Acids Res 31: 1838-1844.
Wada, K.N., Y. Wada, F. Ishibashi, T. Gojobori, and T. Ikemura. 1992. Codon Usage 
Tabulated from the Genbank Genetic Sequence Data. Nucleic Acids Res 20: 2111- 
2118.
Wang, T.T., W.C. Cheng, and B.H. Lee. 1998. A simple program to calculate codon bias 
index. Mol. Biotechnol. 10: 103-106.
Wright, F. 1990. The Effective Number of Codons Used in a Gene. Gene 87: 23-29.
31
Zhou, J., W.J. Liu, S.W. Peng, X.Y. Sun, and I. Frazer. 1999. Papillomavirus capsid protein 
expression level depends on the match between codon usage and tRNA availability. 
J. Virol. 73: 4972-4982.
Zolotukhin, S., M. Potter, W.W. Hauswirth, J. Guy, and N. Muzyczka. 1996. A 
"humanized" green fluorescent protein cDNA adapted for high-level expression in 
mammalian cells. J. Virol. 70: 4646-4654.
32
Chapter  two  
Codon Usage B i as  in H u m a n  Genes
Vrrutia, A- O., andL. <D. Hurst. 2001. Codon usage Bias covaries with expression 6readth and the rate 
of synonymous evofution in humans, But this is not evidence for selection, genetics 159:1191-1199.
33
Copyright © 2001 by the Genetics Society of America
Codon Usage Bias Covaries With Expression Breadth and the Rate o f 
Synonymous Evolution in Humans, but This Is Not Evidence for Selection
Araxi O. Urrutia and Laurence D. Hurst
Department o f Biology and Biochemistry, University o f Bath, Bath BA2 7AY, United Kingdom
Manuscript received May 22, 2001 
Accepted for publication August 15, 2001
ABSTRACT
In numerous species, from bacteria to Drosophila, evidence suggests that selection acts even on synonym 
mous codon usage: codon bias is greater in more abundandy expressed genes, the rate of synonymous 
evolution is lower in genes with greater codon bias, and there is consistency between genes in the same 
species in which codons are preferred. In contrast, in mammals, while nonequal use of altemadve codons 
is observed, the bias is attributed to the background variance in nucleotide concentrations, reflected in 
the similar nucleodde composition of flanking noncoding and exonic third sites. However, a systematic 
examination of the covariants of codon usage controlling for background nucleotide content has yet to 
be performed. Here we present a new method to measure codon bias that corrects for background 
nucleotide content and apply this to 2396 human genes. Nearly all (99%) exhibit a higher amount of 
codon bias than expected by chance. The patterns associated with selectively driven codon bias are weakly 
recovered: Broadly expressed genes have a higher level of bias than do tissue-specific genes, the bias is 
higher for genes with lower rates of synonymous substitutions, and certain codons are repeatedly preferred. 
However, while these patterns are suggestive, the first two patterns appear to be methodological artifacts.
The last pattern reflects in part biases in usage of nucleotide pairs. We conclude that we find no evidence 
for selection on codon usage in humans.
DOES selection act on mutations within exons that do not alter the amino acid sequence of the coded 
protein? Originally it was asserted that these synony­
mous mutations must be neutral (K i n g  and J u k e s  1969). 
However, it is well known that unequal use o f alternative 
codons is a common phenom enon in many unicellular 
species, as well as in Drosophila and Caenorhabditis, 
and that this may reflect the activity of selection (M a r a is  
et al. 2001). In several unicellular species (G o u y  and 
G a u t ie r  1982; S h a r p  et al. 1986; S t e n ic o  et al. 1994) 
and some invertebrates (D u r e t  and M o u c h ir o u d  1999) 
it has been observed that codon usage bias is related to 
expression patterns. In these species it has been found 
that the extent of codon usage bias correlates with levels 
o f gene expression, where highly expressed genes tend 
to have a greater bias (G o u y  and G a u t ie r  1982; S h a r p  
et al. 1986; S t e n ic o  et al. 1994; D u r e t  and M o u c h i r o u d  
1999). Evidence has been found to relate this to tRNA 
availabilities (S h a r p  et al. 1995; M o r iy a m a  and P o w e l l  
1997; K a n a y a  et al. 1999). These observations suggest 
that in these species codon usage bias is explained partly 
by translation efficiency-related pressures. Additionally, 
the rate o f synonymous evolution covaries with the level 
o f codon bias (see, e.g., P o w e l l  and M o r iy a m a  1997), 
although this might be an artifact o f the method (D u n n
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et al. 2001). There are also consistent preferences toward 
certain codons within any given genom e that may be 
interpreted as a result o f selection as they appear to be 
in the opposite direction to mutation bias.
In mammalian genomes, codon usage bias is also ob­
served (E y r e -w a l k e r  1991; I k e m u r a  and W a d a  1991). 
However, as mammalian genomes show a great variation 
in nucleotide concentrations across the genom e (i.e., 
isochores; B e r n a r d i  1995; B e r n a r d i  et al. 1997), codon  
usage bias has been attributed to this background nucle­
otide bias. In Figure 1, for example, we plot GC content 
o f third sites in exons for 369 genes on human chromo­
somes 21 and 22, against the GC content o f the 50 kb 
o f DNA flanking the gene in question. As can be seen 
the two strongly covary. A similar covariance is also seen 
between GC content at third sites and intronic GC (see 
D u r e t  and H u r s t  2001 and references therein). As 
codon usage bias strongly reflects the GC content at the 
silent sites (Figure 2a), it has been difficult to assess 
the input o f other variables to bias in codon usage in 
mammalian genes related to protein synthesis such as 
expression patterns and rates o f substitutions.
Nonetheless in one case there has been a claim that 
a highly expressed set o f genes (histones) does show 
codon usage that deviates from background nucleotide 
content in flanking regions (D e b r y  and M a r z l u f f  
1994). This suggests that selection could operate on 
codon usage in humans as well. If this were generally 
true we might expect that codon usage bias in mammals 
should influence expression patterns. It is unknown
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F i g u r e  1.—Correlation of GC co n ten t at fourfold degener­
ate sites with the GC content a t 50-kb flanking region. (GC4 = 
-0 .3 2  +  1.96 GC50 kb; r2 =  50.4%; P  <  0.001).
whether, more generally, codon usage bias, after correc­
tion for background nucleotide content, covaries with 
any expression parameters. By contrast, there is now 
some evidence supporting the notion that codon usage 
affects expression. When nonmammalian genes are to 
be expressed in mammalian cells, the replacing of rare 
codons in the mammalian genome for common ones 
appears to have dramatic effects on the level of gene 
expression. This method, known as “mammalianiza- 
tion” or “humanization,” has been used for increasing 
the expression of several genes (e.g., L e v y  et al. 1996; 
Z o l o t u k h i n  et al. 1996; W e l l s  et al. 1999; Z h o u  et al. 
1999).
In this study we present the results from the analysis 
of codon usage bias in a sample o f over 2000 human 
genes designed to ask whether codon usage bias in mam­
mals can be explained by background nucleotide con­
tent alone or whether such parameters as expression 
breadth might also be important. To achieve this we 
developed a tool to measure codon usage bias, correct­
ing nucleotide biases.
M ETHOD S
Sequences from 2396 genes were included in the sam­
ple. Accession numbers were obtained from the D u r e t  
and M o u r i c h o u d  (2000) database and sequences re­
trieved by ACNUC (G o u y  et al. 1984). All incomplete 
sequences (i.e., with internal gaps, nondefined nucleo­
tides, or no start or stop codon) were discarded. Data of 
expression patterns were also obtained from the D u r e t  
and M o u c h i r o u d  (2000) database. Breadth o f expres­
sion was calculated by counting the number of tissues 
where the gene is expressed. Columns referring to the 
same tissue but in different developmental stages were 
treated as a single tissue.
Randomization tests: Random sequences were gener-
F i g u r e  2.— Correlation o f codon usage bias using the  MCB 
m ethod and G +  C content at third sites (GC3s), (A) assuming 
equiprobability and (B) correcting by nucleotide bias in a 
sample o f 2396 hum an genes. (MCB = 0.57 + 0.067 GC3s, 
r 2 = 0.5%, P  =  0.001; MCBequiprobability =  2.61 — 8.94 
GC3s +  9.56 X GC3s2, r 2 =  85.3%, P <  0.001).
ated for each gene conserving the base content at first, 
second, and third sites and for gene length. Start and 
stop codons were removed from the randomizations. 
During randomizations all sequences that contained an 
internal stop codon were discarded. The procedure was 
repeated until a total of 1000 random sequences were 
obtained.
Effective number of codons tests: Effective number 
of codons (ENC) values were obtained for all sequences 
and values of original sequences were compared with the 
distribution of random sequences. As the ENC index 
has a cutoff at 61 and all sequences with greater values 
are adjusted to 61, the variance of the distribution was 
estimated on the basis of the median instead of the mean 
and by using only the lower half of the distribution.
Defining amino acids: In all tests, nondegenerative 
amino acids (methionine and tryptophan) were not taken 
into account. For the majority of the amino acids all 
their alternative codons have the same bases at the first 
and second site. The exceptions are serine, arginine, 
and leucine, each encoded by six alternative codons.
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Each o f these amino acids was treated in all tests as two 
independent amino acids, one of twofold degeneracy 
and one of fourfold degeneracy.
Background nucleotide bias model expectations: To 
obtain expected proportions for each alternative codon  
correcting for background nucleotide content, all co­
dons were split into three groups according to the num­
ber o f different nucleotides (two, three, and four) that 
could appear at the third site without changing the 
amino acid encoded. The group o f degeneracy two was 
further divided into two groups, those where the choice 
is between T and C and those ending in A or G. The 
expected proportions o f each alternative codon for a 
given amino acid were derived from all the other sites 
with the same degree o f degeneracy or greater (i.e., 
excluding the amino acid being analyzed). For example, 
for amino acids with two degrees o f degeneracy that 
could use the nucleotides thiamine and cytosine at the 
third site, expectations were calculated on the basis o f 
all the other amino acids o f two degrees o f degeneracy 
that had a choice o f the same nucleotides for the third 
site and also all the amino acids o f four degrees of 
degeneracy were included by calculating the relative 
frequencies o f thiamine and cytosine. For isoleucine, 
expectations were calculated by calculating the relative 
frequencies o f adenine, cytosine, and thiamine in four­
fold degenerate amino acids. Finally, for all the fourfold 
degenerate amino acids, only the distributions o f nucle­
otides at the third sites o f other fourfold degenerate 
sites were used for calculating expectations.
To minimize the uncertainty in the expected values, 
all cases with < 30  sites to base the expectations on were 
eliminated. It should be noted that by using this model 
as null expectation, we are not taking into account the 
codon bias caused by dinucleotide biases.
Probability o f observed bias: Proportions of observed 
and expected codon usage for each amino acid were 
represented in terms o f the minimal number of bino­
mial variables. For amino acids with two alternative co­
dons, codon usage is represented in terms of one vari­
able, the frequency of one codon over the number of 
times the amino acid is present. For three alternative 
codons A, B, and C, codon usage can be represented 
with two variables: (a) the proportion o f codon A over 
the total number of times the amino acid is present 
and (b) the proportion of codon B from the sum of 
frequencies o f codons B and C. For amino acids with 
four alternative codons A, B, C, and D, the proportions 
of codon usage are represented by three variables: (a) 
the proportion o f codons A +  B over the frequency o f  
the amino acid, (b) the proportion o f codon A over 
the sum of frequencies o f codons A +  C, and (c) the 
proportion o f B over the sum o f frequencies o f codons 
B + D. Under this method, the distribution o f codon 
usage o f a gene, and the expected one, can be repre­
sented by 38 binomial variables. All sequences in which 
not all the variables could be assessed were excluded
from analysis (leaving n =  1629). To estimate the proba­
bility o f the bias observed for each gene under the 
null hypothesis, the deviation from expectation for each 
variable was represented in terms of the numbers of 
standard deviations away from the mean (z). The stan­
dard deviation for a binomial variable can be defined 
as
The squared z values for each o f the 38 variables were 
calculated and then summed to obtain the overall score 
(*),
O - E  
z = ---------CT
x  =  2 ^-
Assuming that the binomial variables are normally dis­
tributed, the probability of occurrence o f the observed 
bias can then be calculated with a x2 distribution of 38 
d.f. that has the following probability density function:
f(x~ 381 =    x(W2) • e~x/i
M ■ ' yw • r<38/ 2)
Analysis o f  overall bias: All sequences were concate­
nated into a single large sequence. Observed and ex­
pected codon distributions were obtained as previously 
described for individual genes. The probability of the 
observed bias or greater from background nucleotide 
bias model expectations for each amino acid with n 
alternative codons was estimated using two standard 
methods o f goodness o f fit that approximate the x2 
distribution with n — 1 d.f.:
A. x2 test:
( O - E )2 
X Z  E
B. G-test:
G =  2 - 2 ( 0 *  ln(0/JE )).
Probabilities were estimated for the values obtained by 
comparing with cumulative x2 distributions.
Dinucleotide analysis: Dinucleotide proportions were 
obtained for sites first to second, second to third, and 
third to first for each gene. Expected proportions for 
a given dinucleotide (E )^ at sites s2 and s3 given the 
nucleotide content in the sequence at each site were 
calculated as
=  pint) • pins),
where p(rh) and p(n$) are the proportions o f the second 
and third nucleotides o f the dinucleotide at sites s2 and 
s3. Dinucleotide bias (DnB) was estimated for each gene 
by
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DnB — 2  (-^Ass Od^s)2>
where Odi,2,S3 is the observed proportion o f the dinucleo­
tide.
RESULTS
Background nucleotide content alone does not ex­
plain the codon bias observed in mammalian genes: The
extent o f codon usage bias in human genes is domi­
nantly dictated by the nucleotide content o f the chromo­
somal region within which the gene finds itself (B e r ­
n a r d i  1995). Does this alone explain the degree of 
codon usage bias? We studied codon usage bias in a 
sample o f 2396 human genes. As a first approach to 
investigate whether the observed codon bias can be ex­
plained by nucleotide biases at synonymous sites, 1000 
random sequences were generated for each gene, con­
serving gene length and the base content per site. ENC 
values (W r i g h t  1990) were obtained as a measure of 
codon usage bias for original and random sequences. 
We then compared the ENC for the real sequences to 
the distribution of random sequences. Over one-half o f 
the genes were more deviated than any o f the random 
sequences generated and 81% were significantly devi­
ated with a  =  0.05 (see m e t h o d s ) .
However, because the ENC has a cutoff at 61 it has 
limited use for sequences with low codon usage bias. In 
addition, randomizing the first and second positions 
could potentially influence the distribution o f ENC val­
ues in the random sequences. We therefore performed 
a second test to estimate the probability o f the bias 
observed, by comparing the proportions o f alternative 
codons o f each sequence from the same sample o f genes 
to expected proportions based on the nucleotide con­
tent at the third sites o f each sequence. If the bias from 
equiprobability of a gene can be explained by the nucle­
otide content o f that gene, then the null expectation 
would be that frequencies for each codon should match 
proportions of bases at the third site of all the amino 
acids with the same degree of degeneracy in that gene. 
To estimate the probability of obtaining the observed 
bias or greater under the null hypothesis for each gene, 
the observed and expected frequencies o f codon usage 
for each amino acid were represented in terms o f the 
minimal set o f binomial variables, which is a method 
to approximate a multinomial distribution (see m e t h ­
o d s ) . The probability of obtaining the observed bias or 
greater under null expectation was estimated by sum­
ming the squared z values o f distances of observed from 
expected for each binomial variable and comparing this 
with a standard x 2 distribution (see m e t h o d s ) . Signifi­
cant deviations from expected (defined as P  <  0.01) 
were found for 99% of the genes in the sample (data 
not shown). We conclude that “background” nucleotide 
content explains some, but by no means all, of the 
observed codon usage bias. Dinucleotide biases also are
known to affect the bias in codon usage (Hanai and 
W a d a  1988; K a r l in  and M r a z e k  1996) so it was ex­
pected that some proportion o f the genes would be 
more biased than expected by the background nucleo­
tide content.
Prior methods for assessing codon usage bias have 
limitations: There are several methods to measure co­
don usage bias; however, many o f them require a known 
set o f preferred codons estimated from highly expressed 
genes. ENC (W r i g h t  1990) is a popular method that 
does not assume preferred codons but is not especially 
suitable for statistical analysis, as it does not allow testing 
null hypotheses for codon usage distribution other than 
equiprobability. K a r l in  and M r a z e k  (1996) proposed 
an alternative method that permits the introduction of 
values o f an expected distribution. However, we found 
that this method is sensitive to biases on the use of 
amino acids o f different degrees o f degeneracy; i.e., the 
proportion o f fourfold degenerate amino acids of a 
sequence correlates with the index o f codon usage bias 
(r2 =  14.1%; Figure 3a).
Maximum-likelihood codon bias is a new method for 
determining codon usage bias correcting for back­
ground nucleotide content: Given the limitations of the 
available methods, we chose to develop an alternative 
method that is easy to obtain and not sensitive to amino 
acid biases. We wanted a method that could measure 
the degree o f nonrandomness in the use of alternative 
codons that is minimally affected by the presence of 
rare amino acids. In addition the method should allow 
testing o f a variety o f null hypotheses for codon distribu­
tion (i.e., not just equiprobability o f occurrence); in this 
article we use this method to correct for background 
nucleotide content, but it can be used to correct for 
dinucleotide biases as well.
The use of alternative codons can be thought o f as 
an ensemble o f several random variables, one per amino 
acid, each with two to six possible different outcomes 
or codons (amino acids encoded by only one codon  
cannot have codon usage bias), and each outcome with 
an associated probability of appearance. Each specific 
distribution of outcomes is a vector and the codon bias 
for one amino acid is the distance o f the observed vector 
from the expected one. However, to obtain an index 
of codon usage bias for a complete gene, the biases of 
individual amino acids have to be added in a sensible 
way. Different amino acids within a gene vary in two 
aspects: frequency within a sequence and their degree of  
degeneracy. If an amino acid is rare, then the observed 
distribution is more likely to be far from the expected  
just by chance; therefore the bias o f a rare amino acid 
should be downscaled to have less impact on the overall 
index o f codon bias. The different amino acids also vary 
in the number o f alternative codons by which they are 
encoded and this should also be taken into account 
when biases from different amino acids are to be added.
Taking into account the two aspects discussed above,
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F i g u r e  3.—Correlation o f codon usage bias and the propor­
tion o f fourfold degenerate sites in the sequence, using (A) 
the Karlin and Mrazek (K&M) m ethod (K&M = 0.136 + 0.588 
fourfold degeneracy, r2 =  14.1%; P <  0.001) and (B) the MCB 
m ethod (MCB = 0.535 +  0.145 fourfold degeneracy, r2 =  0.4%; 
P =  0.002).
we developed a new method that is easy to calculate 
and allows us to test different models to explain codon 
usage bias. The bias of an individual amino acid BA 
with frequency 7VA of level of degeneracy T, having the 
observed Oc and expected F* proportions for each alter­
native codon, is obtained by
The bias for a gene Bg can then be obtained by summing 
over all amino acids,
y f y r i j o g  NA 
A
where A is the number of amino acids contributing to 
the index.
All genes where more than five amino acids were 
missing or no index could be estimated were removed 
from all comparisons (leaving n = 2387). We denomi­
nated the method as maximum-likelihood codon bias
(MCB), where the contribution to the index of the bias 
of each amino acid is weighted by an estimation of the 
likelihood of occurrence of bias on each amino acid, 
given its frequency and degree of degeneracy. Neverthe­
less, MCB is not a maximum-likelihood method in a 
strict sense. We believe this method would be useful 
for interspecies comparisons by allowing correction for 
differences in nucleotide composition. Importandy, 
MCB is minimally affected by biases in amino acid con­
tent of different degrees of degeneracy (r2 = 0.4%; 
Figure 3b) and appears to effectively remove the influ­
ence of background GC content (compare Figure 2A 
and 2B).
It should be noted that with any procedure that esti­
mates the distance from randomness, the size of the 
sample of events affects the variance that is expected; 
since the length of genes varies it is expected that this 
would influence the MCB values that are obtained. 
Therefore it is important to carefully study the relation 
of gene length with the variables that are being tested 
against codon usage values. A script for calculating MCB 
is available from the authors.
MCB covaries with breadth o f  expression and rates 
o f  synonymous substitution: Expected distributions for 
each codon family were derived from the base composi­
tion of all third sites with the same or greater level 
of degeneracy within a given sequence (according to 
m e t h o d s ) and MCB values were obtained for all genes 
in the data sample. If the residual biases in codon usage, 
once correcting for nucleotide content, are due to selec­
tion then we could expect (a) higher bias in more 
broadly expressed genes, (b) consistently preferred co­
dons, or (c) an inverse correlation with levels of synony­
mous substitutions (IQ.
We assessed the effect of breadth of expression on co­
don usage bias in our sample (see m e t h o d s ) .  Breadth 
of expression is not a direct measure of expression rate 
and therefore we may not necessarily be analyzing the 
key parameter. Nonetheless, the breadth of expression 
is known to covary with the intensity of purifying selec­
tion acting on the nonsynonymous sites ( D u r e t  and 
M o u c h i r o u d  2000), so may reasonably be taken as a 
covariate to the strength of purifying selection. To assess 
the interaction between breadth of expression and co­
don usage bias the sample was divided into three groups 
according to the number of tissues in which they are 
expressed: (1) genes expressed in up to 5 tissues (n = 
1242), (2) genes expressed in more than 5 but not more 
than 10 tissues (n = 494), and (3) genes expressed in 
between 11 and 15 tissues (to = 272). The levels of codon 
bias in the three groups were significantly different from 
each other (5 vs. 10, P  =  0.001; 10 vs. 15, P <  0.001; 
5 vs. 15, P < 0.001; Kruskal-Wallis test). In all compari­
sons genes expressed in fewer tissues tend to have a 
lower MCB value. The correlation line between MCB 
and the number of tissues is consistent with this result
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F i g u r e  4 .—The relationship between MCB and expression 
patterns. Average values of MCB and standard e rro r bars are 
shown for the genes divided into five groups according to the 
num ber o f tissues where they are expressed: 1 - 3 ,  4 - 6 ,  7-9, 
1 0 - 1 2 ,  and  1 3 - 1 5  (n  = 8 8 4 ,  4 8 4 ,  2 9 3 ,  2 0 3 ,  and 1 4 4 ,  respec­
tively) .
(P  <  0.001, r2 =  3.1%; see Figure 4). This result sug­
gests that genes with broader expression show a higher 
degree o f  codon usage bias. These results cannot be 
explained by compositional biases caused by transcrip­
tional coupled mutational biases (e.g., higher rate o f  
C —» T mutations in “breathing DNA”) since the MCB 
m ethod already takes into account gene-specific back­
ground nucleotide concentrations.
An inverse correlation between codon usage bias and 
rates o f  silent site substitutions has been observed in 
bacteria ( S h a r p  and Li 1987), Drosophila ( P o w e l l  and 
M o r i y a m a  1997), and yeast (L. D. H u r s t ,  unpublished 
data). If codon usage bias is due to selective pressures 
then it is expected that genes with higher codon usage 
bias would have lower rates o f  synonymous substitutions, 
although the effect may be weak. When rates o f synony­
mous substitutions (compared to m ouse and rat or­
thologs; D u r e t  and M o u c h i r o u d  2000), using Li’s 
(1993) m ethod (Li93) and removing tandem substitu­
tions (data as in D u r e t  and M o u c h i r o u d  1999), were 
plotted against MCB values, we observed an inverse 
correlation between rates o f silent site substitution and 
MCB values (r2 =  1.2%, P  <  0.001; see Figure 5). A 
similar result is obtained (r2 =  1.4%, P <  0.001) when 
comparing MCB values with rates o f  substitution at the 
fourfold degenerate sites, using the Tamura and Nei 
protocol after removing tandem substitutions. While 
this result is consistent with selection, it must be treated 
with caution owing to the fact that estimators o f IQ may 
be biased when nucleotide content is biased ( D u n n  et 
al. 2001). Indeed, the correlation is not present (or at 
most only weakly suggested) if instead we apply the 
maximum-likelihood method o f Goldman and Yang (P  =  
0.056, r2 =  0.2%).
F i g u r e  5.—T he relationship between the rate of silent site 
evolution (IQ) and codon usage bias. Average value and  stan­
dard  e rro r bars of IQ (hum an-rodent comparison using the 
Li m ethod; D u r e t  and M o u c h i r o u d  2000) are shown for 
genes grouped by MCB values: 0.21-0.39,0.40-0.57,0.58-0.75, 
0.76-0.93, and <0.94 (n  =  153, 938, 874, 264, and 67, respec­
tively).
The covariance with expression breadth and synony­
mous substitution rates is also found when correlating 
the Karlin and Mrazek method as a measure o f codon 
bias (breadth of expression, P < 0.001, r2 =  0.9%; synon­
ymous substitution rate using Li93, P  = 0.002, r2 =  
0.4%). Although both the MCB and Karlin and Mrazek 
methods significantly correlate with synonymous rates 
of substitutions and breadth of expression, these weak 
correlations should be interpreted cautiously.
Codon preferences: The above results are suggestive 
of a role for selection. If selection is to explain the above 
effects then we should also expect to see certain codons 
repeatedly being favored among genes. To investigate 
if the observed biases were favoring specific codons over 
others we performed an overall analysis of the whole 
sample by concatenating all genes into one large se­
quence. If the biases are due to factors specific for indi­
vidual genes these should cancel each other out in the 
whole sample. The proportions for each alternative co­
don were obtained and compared with expectations 
from the nucleotide biases. Significant differences from 
expectations were observed for all of the amino acids 
that have two or more synonymous codons using the 
two tests of goodness of fit (P <  0.001, see m e t h o d s ) .
A more conservative test is to investigate the consis­
tency of the direction of the biases for individual genes. 
If there is no significant tendency favoring a particular 
set of codons then it is expected that a codon would be 
overrepresented one-half of the times that it deviates 
from expectation. The majority of the codons have sig- 
nificandy less heterogeneity than expected by chance 
and some were biased in one direction in 90% of the
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TABLE 1




Second codon position Third
codon
positionU C A G
U ( + ) + + ( + ) (+) U
C — + + ( - ) —
A + ( + ) (+) ( - )
G ---- + + + —
U ( - ) + ( - ) ( - ) Cc -------- = (+) ( - )
A + + (+ ) ( - ) (+)
G -------- + + - (+ )
U - - ( + ) STOP STOP A
C -------- + + -------- =
A -------- + + ( - ) +
G -------- + = +
U + + -------- STOP TRP G
c + + + -------- + + + +
A MET -------- ( + ) -
G + + + . ----- = -
The degree of heterogeneity in the direction of bias toward 
under- or overrepresentation for each codon is shown. To 
facilitate interpretation, values were substituted by symbols. = , 
no significant deviation from expectation; +  and —, significant 
over/under representation compared to expectation (P  <  
0.01); ( + ) and ( —), significant deviation (P <  0.01) up to 10 
standard deviations away from expected distribution; + / —, 
+ + / ---- , + + + / --------, between 10-20, 20-30, and <30 stan­
dard deviations.
genes (Table 1). The above results are consistent with 
selective pressures favoring specific codons. Were this 
the result of selection we can predict that tRNA levels 
should be more highly skewed for the amino acids show­
ing bias than for those showing little bias as has been  
shown for other species (cf. S h a r p  et al. 1995; M o r iy a m a  
and P o w e l l  1997; K a n a y a  et al. 1999); however, 
L a n d e r  et al. (2001) did not find support for this predic­
tion in human genes.
Expression breadth and synonymous substitution pat­
terns are most probably due to gene length effects: The 
above results are suggestive of selection possibly playing 
a role in codon usage bias in humans. However, as 
stated earlier, genes of different length are likely to have 
different MCB values owing to the nature o f the method. 
Indeed, if we randomize our sequences and measure 
the mean MCB for 1000 simulants for each of our genes, 
we find that the MCB, on average, is higher for shorter 
genes. This is to be expected o f any statistic that employs 
a multinomial distribution and applies equally to the 
method o f Karlin and Mrazek.
Importandy, it so happens that in our data set longer 
genes have a slighdy higher rate o f synonymous substitu­
tions and are not expressed in as broad a range of  
tissues. Therefore, plotting mean MCB for the random­
ized genes against breadth o f expression for the real
gene, we still find a weak positive correlation of the 
order o f magnitude reported for the real genes (P <  
0.001, r2 =  4.0%). Likewise we find in the mean MCB 
vs. IQ regression a weak negative correlation o f about 
the order reported for the real genes [Li93, P  — 0.001, 
r2 =  0.6%; Tamura and Nei method (TN93), P =  0.002, 
r2 =  0.5%]. Moreover, when we subtract the average 
bias o f the random sequences from the bias o f the real 
sequences, the correlation with breadth of expression 
disappears and with rates o f substitution weakens consid­
erably (expression, P  =  0.348, r2 =  0.01%; IQ Li93, P  =  
0.014, r2 =  0.03%). Therefore, the most conservative 
interpretation of our data is that MCB does covary with 
expression breadth and IQ, but this is likely to be because 
of a tendency o f larger genes having lower expression 
breadth and higher rates o f silent site substitution. The 
data appear not to support the hypothesis that covari­
ance is due to selection on codon usage per se. It should 
be noted that for 96% of the sequences the MCB value 
of the real data was higher than the mean value for the 
random sequences.
Dinucleotide effects and preferred codons: We are 
left trying to understand why there is such a large resid­
ual variance in codon usage after background nucleo­
tide content is taken into account. One possibility is 
that the biases are caused by mutation biases or selection 
associated with particular dinucleotides. We performed 
a dinucleotide analysis on the whole sample (see m e t h ­
o d s ) and also found that the sequences o f the sample 
show significant biases in the appearance of dinucleo­
tides from the expectations based on nucleotide content 
variations, consistent with previous observations (K a r ­
l i n  and M r a z e k  1996). Dinucleotide bias explains part 
of the codon usage bias that we find in sequences in 
our sample when correcting for background nucleotide 
content. Most notably both TA and CG are avoided. It 
has been suggested that the dearth o f CpG is probably 
related to the mutation of methylated CpG sites to TpG 
dinucleotides. By contrast, the dearth of TA may be 
owing to selection related to the susceptibility o f UA in 
mRNA to RNase activity (B e u t l e r  et al. 1989; but see 
D u r e t  and G a l t ie r  2000). A similar bias is also found 
in noncoding regions (K a r l in  and M r a z e k  1996), sug­
gesting some RNA-independent mechanism; however, 
the bias is significantly more profound in coding re­
gions.
It is not the case, however, that dinucleotide effects 
can explain the totality of the residual bias. If there are 
significant biases that cannot be explained by dinucleo­
tide effects, then this should be revealed by comparing 
the relative frequencies o f the codons that encode amino 
acids with the same degree o f degeneracy and that share 
the second nucleotide in their codons. So, for example, 
if dinucleotide biases explain codon usage bias, then 
the relative frequency of A-ending codons among the 
codons that specify glutamine (CAA, CAG) should be 
the same as the relative frequency o f the A-ending co­
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dons among the codons that specify glutamic acid (GAA, 
GAG).
For each gene, the relative frequencies for each co­
don were calculated with respect to the other codons 
that encode the same amino acid. Those amino acids 
whose codons have the same nucleotide at the second 
site and that have the same type o f degeneracy were 
grouped. Three such groups can be formed: (1) tyro­
sine, histidine, asparagines, and aspartic acid; (2) gluta­
mine, lysine, and glutamic acid o f twofold degeneracy; 
and (3) proline, threonine, and alanine o f fourfold 
degeneracy. Within each group o f amino acids, sub­
groups o f those codons that have the same nucleotides 
at the first and the second sites were formed. Within 
each subgroup the relative frequencies o f codons were 
compared against each other with Mann-Whitney tests. 
A total o f 21 comparisons were made (for amino acids 
with twofold degree o f degeneracy, only one subgroup 
of codons was formed since the second subgroup is 
complementary). In this test, the CG content variations 
do not affect the comparisons because the relative fre­
quencies for each amino acid are calculated with respect 
to the other codons that encode the same amino acid. 
Assuming that there are no diamino acid biases or other 
factors o f bias than dinucleotide effects, then we can 
expect that the relative proportions o f codons o f differ­
ent amino acids are nearly identical (i.e., not signifi­
cantly different) since they are expected to interact with 
similar proportions of nucleotides at the first position 
of the next codon. The major difference was found in 
the comparison o f the codons CAA and GAA (encoding 
for glutamine and glutamic acid, respectively) with 
mean frequencies o f 0.24 and 0.38, respectively. From 
all 21 possible comparisons within subgroups, only the 
comparison of the codons TAT and AAT (that encode 
for tyrosine and asparagine, respectively) was not sig­
nificant with an a  value o f 0.05. All but 4 were signifi­
cantly different with an a  value o f 0.01.
Some of the differences observed might be due to the 
existence o f trinucleotide biases, diamino acid biases, or 
any more elaborated mutation patterns. These results 
show, however, that dinucleotide effects cannot alone 
account for all o f the observed distribution o f codons 
in human genes.
DISCUSSION
We found that codon usage bias in mammalian genes 
is not completely explained by background nucleotide 
content variation. We therefore developed a method to 
study the influence of other variables on codon usage. 
Unlike other methods ours appears to be insensitive to 
influence from rare amino acids. When we apply this 
method to a sample o f human sequences, correcting 
expected distributions for background nucleotide con­
tent, we find that codon usage bias covaries with breadth 
o f expression and is inversely correlated with the rate
of synonymous substitution. This could suggest selective 
pressures related to translation efficiency, as has been  
conjectured (D e b r y  and M a r z l u f f  1994). However, 
the fact that these two correlations disappear when the 
effect o f gene length is included suggests that gene 
length could be a more relevant variable and that the 
suggestive results arejust artifacts. It is nonetheless inter­
esting to find a weak tendency for short genes to have 
broader expression and lower synonymous substitution 
rates. These effects are, however, so weak that it may 
be improper to suppose that they have any biological 
meaning.
We also observe that there are codons that are consis­
tently over- or underrepresented. This pattern can be 
explained in part by dinucleotide biases that also influ­
ence codon usage. However, we have also shown that not 
all the bias can be explained by such a simple mutational 
bias. While the cause o f the remaining bias is uncertain, 
we fail to provide support for the hypothesis that codon  
usage is owing to selection.
Can we be sure that selection does not affect codon  
usage in mammals? While the above results would tend 
to suggest an absence o f selection, as might be assumed 
to be the dominant position, several caveats must be 
noted. First, the dearth of TA dinucleotides may be a 
result o f selection, as we discussed. However, D u r e t  
and G a l t ie r  (2000) argue that this is a methodological 
artifact. Second, our expression analysis looked at 
breadth of expression, not rate o f expression. Nonethe­
less, the breadth o f expression is known to covaiy with 
the intensity of purifying selection acting on the nonsyn- 
onymous sites (D u r e t  and M o u c h i r o u d  2000), so may 
reasonably be taken as a covariate to the strength of 
purifying selection.
Third, we need to understand how to resolve the 
present findings with the result that there are dramatic 
increases in the amount o f gene expression observed 
when foreign sequences, to be expressed in mammalian 
cells, are modified to avoid having rare codons. One 
possibility is that negative results are not reported and 
therefore we are left only with the cases in which the 
increase in expression could be due to the change in 
some synonymous sites rather than the effect o f codon  
usage per se. On the other hand, this observation could  
indeed be indicative o f selective pressures related to 
translation efficiency acting on codon usage distribu­
tions. However, because we are using a method that 
measures distance from random use, rather than the 
degree in which optimal codons are used, we might not 
have adequate resolution to detect the patterns. Using 
a method to measure codon bias based on the degree 
of use o f optimal codons, but correcting for the back­
ground nucleotide bias, could allow recovery of evidence 
of weak selective pressures acting on coding sequences in 
mammals. In the meantime, we may conclude that codon  
usage bias covaries with expression breadth and the rate
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of synonymous evolution in humans but that this is not 
evidence for selection.
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The Signature of Selection Mediated by Expression 
on Human Genes
Araxi O. Urrutia and Laurence D. Hurst1
Department of Biology and Biochemistry, University of Bath, Bath BA2 7AY, UK
As the efficacy of natural selection is expected to  be a function of population size, in humans it is usually presumed 
that selection is a weak force and hence that gene characteristics are mostly determined by stochastic forces. In 
contrast, in species with large population sizes, selection is expected to  be a much more effective force. Evidence for 
this has come from examining how genic parameters vary with expression level, which appears to  determine many of 
a gene's features, such as codon bias, amino acid composition, and size. However, not until now has it been possible 
to  examine whether human genes show the signature o f selection mediated by expression level. Here, then, to 
investigate this issue, we gathered expression data for >10,000 human genes from public data sets obtained by 
different technologies (SAGE and high-density oligonucleotide chip arrays) and compared them with gene 
parameters. We find that, even after controlling for regional effects, highly expressed genes code for smaller 
proteins, have less intronic DNA, and higher codon and amino acid biases. We conclude that, contrary to  the usual 
supposition, human genes show signatures consistent with selection mediated by expression level.
It is usually assumed that in humans, gene characteristics such as 
gene length and amino acid composition are mostly determined 
by stochastic processes (Eyre-Walker 1991; Sharp et al. 1995; 
Smith and Hurst 1999). The only sources of significant selective 
pressure would be those related to protein function optimization. 
Because protein synthesis has an associated cost to the cell, se­
lection should favor changes in gene sequences that make pro­
tein synthesis more efficient or reduce its costs. The strength of 
selection related to protein synthesis efficiency should be higher 
for those genes transcribed in large quantities. Observations from 
several unicellular and invertebrate species have shown that ex­
pression profiles of genes covary with a variety of sequence pa­
rameters (Akashi 2001) such as gene length (Coghlan and Wolfe 
2000; Jansen and Gerstein 2000), codon usage bias (Gouy and 
Gautier 1982; Sharp et al. 1986; Duret and Mouchiroud 1999; 
Coghlan and Wolfe 2000), and amino acid composition (Jansen 
and Gerstein 2000; Akashi and Gojobori 2002). These patterns 
have been interpreted as evidence of selection acting to increase 
protein synthesis efficiency and to reduce associated costs.
In human and other mammalian species, it has been sug­
gested that gene sequences should not show the effects of natural 
selection to increase protein synthesis efficiency because of their 
small population sizes. Therefore, no relationship between ex­
pression and gene characters is expected (Eyre-Walker 1991; 
Sharp et al. 1995; Smith and Hurst 1999). Some evidence of se­
lection acting on codon usage in mammalian genes has been 
reported in the past, but these studies are based on samples of 
limited size and/or do not test directly whether codon usage is 
related to activity levels of genes (Eyre-Walker 1991; Debry and 
Marzluff 1994; Iida and Akashi 2000). Recently, it was shown 
(Castillo-Davis et al. 2002) that expression patterns are related to 
intron sizes in human genes. However, this study does not take 
into account the possible influence of regional mutational biases 
influencing the local level of insertions and deletions. In addi­
tion, some reservations should be taken when using data derived 
from EST libraries used in this study to estimate levels of activity. 
Here, using two independent data sets of gene expression and 
correcting for regional effects, we provide a systematic analysis to
1 Corresponding author.
E-MAIL l.d.hurst@ bath.ac.uk; FAX 44-1225-826779.
Article and publication are at http://www.genome.org/cgi/doi/10.1l01/ 
gr.641103. Article published online before print in September 2003.
clarify whether human genes show signatures consistent with 
expression-mediated selection.
If selection is acting on gene sequences, then we expect 
them to be modified to maximize expression efficiency. This ef­
fect should be particularly pronounced for highly expressed 
genes. To address this issue, we compared estimates of expression 
against gene characteristics. For this purpose, we assembled ex­
pression data from publicly available SAGE libraries from NCBI 
collected at different laboratories and representing 22 different 
tissues (see Methods). Serial Analysis of Gene Expression tech­
nology (SAGE) allows the measurement of expression profiles for 
large numbers of genes in a relatively unbiased way by avoiding 
gene-specific mRNA screening (Velculescu et al. 1995). In addi­
tion, we also used the comprehensive analysis of gene expression 
data using high-density oligonucleotide array technology re­
cently released and representing 29 different tissues (Su et al. 
2002; see Methods). Because in this data set all tissues were tested 
for the same genes, there is no sampling bias caused by the 
screening for different sets of genes in different tissues.
RESULTS
Transcription-Translation Efficiency and Gene 
Expression
Does selection act on coding sequences of genes to maximize 
translation and/or transcription efficiency and gene position? If 
so, then we may expect highly expressed genes to produce 
shorter proteins to reduce translation costs. This is what we find: 
Genes of higher expression produce only short proteins, and we 
find a significant negative correlation between protein length 
and mean level of expression (R = 0.182, p  < 0.0001; N  = 8212; 
see Table 1). Similarly, if transcription is costly, we might expect 
selection to act on intron length (Hurst et al. 1996). We found 
that, indeed, highly expressed genes have reduced total intron 
content (R = 0.181, p  < 0.0001; N  = 7967; Fig. 1). We found that 
intron and protein length are correlated. To examine whether 
both exon and intron lengths are independently related to ex­
pression levels, we performed multiple regression analyses cor­
recting for intron and protein length, respectively. Expression 
levels are significantly related to intron and protein lengths after 
correction (3 = -0.221, p  < 0.0001; 3 = -0.100, p  < 0.0001).
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Table 1 . Results From M ultiple-Regression Analyses of Level of 
G ene Expression and Length W ith G ene Param eters W hen 
Including GC3 C onten t
Pearson Effect of
correlation expression when
with level of controlling for
Dependent expression regional effects
variable Database (p<  0.0001) (p<  0.0001)*
Protein length6 SAGE fi = 0.182 P = -0 .1 7 5
Chip Array fi = 0.194 p = -0 .2 0 0
Intron length6 SAGE R = 0.181 P = -0 .4 0 3
Chip Array R = 0.198 P = -0 .3 6 9
Codon bias (MCB)6 SAGE R = 0.122 p = 0.019
Chip Array R = 0.180 p = 0.032
AA complexity6 SAGE R = 0.062 P = -0 .0 0 6
Chip Array R = 0.045 NS
“Regional effects are gene density (average intergenic distance of two 
adjacent genes), base composition (intergenic base composition of 
5000 bp at either side of gene), and recombination rate (average of 
recombination rate of nearest markers weighted by distance). 
‘’Variables log transformed for analysis.
The compact nature of highly expressed genes is then con­
sistent with the activity of selection. If selection has acted to 
maximize the efficiency of translation (as suggested by the cor­
relation with protein size), we might also expect patterns of gene 
expression to be related to codon bias, as they are in several 
unicellular and invertebrate species (Gouy and Gautier 1982; 
Sharp et al. 1986; Duret and Mouchiroud 1999). In these species, 
certain tRNAs are more abundant than others, and selection fa­
vors, in highly expressed genes, the codons that match the most 
abundant isoacceptor (Sprinzl et al. 1996) or the most accurate 
one (Dix and Thompson 1989; Akashi 1994), thus resulting in a 
correlation between codon bias and expression level.
In mammals, evidence of codon usage bias and its possible 
relation to expression profiles has remained scarce. In these spe­
cies, there is a great degree of heterogeneity in base composition 
along the genome (Bernardi 1995), and codon usage bias in 
mammalian genes has been interpreted as the result of regional 
base composition variations (Eyre-Walker 1991; Sharp et al. 
1995; Smith and Hurst 1999). Nevertheless, some previous stud­
ies indicate that codon bias might be related to expression pro­
files. Two studies, one using histone genes, which are highly 
expressed (Debry and Marzluff 1994), and a second comparing 
codon preferences of alternatively spliced and constitutive exons 
(Iida and Akashi 2000), conclude that codon choice in highly 
expressed genes/constitutive exons deviates from the expected 
distribution, from flanking regions/alternatively spliced exons, 
respectively. Further support for a possible relationship between 
codon usage and expression levels of genes comes from studies in 
which the expression of nonmammalian genes in mammalian 
cells has been dramatically increased by the replacement of rare 
codons in the mammalian genome with common ones. This 
method of "codon optimization" has been used to increase ex­
pression of several genes (Levy et al. 1996; Wells et al. 1999; Zhou 
et al. 1999). All of these studies used a very limited sample size, 
and therefore their findings cannot be generalized to all mam­
malian genes.
Are the above isolated cases or is there is a broad relationship 
between expression and codon choice? In a previous study using 
a sample size of >2000 hum an genes, we showed that for most of 
the genes, codon usage bias is significantly higher than expected 
from background nucleotide composition (Urrutia and Hurst
2001). We now examine whether this residual bias is related to
expression levels. To test this, we compared expression levels 
with codon bias in our gene data set. We measured codon bias 
using the methods of KM (Karlin and Mrazek 1996) and MCB 
(Urrutia and Hurst 2001; see Methods). Unlike more conven­
tional measures (e.g., ENC), these two methods attempt to cor­
rect for background nucleotide variation. MCB has the advantage 
over KM of being less biased by amino acid composition. When 
correcting for nucleotide bias, we found that codon bias is cor­
related with level of expression (for KM, R = 0.130, p < 0.0001; for 
MCB, R = 0.122, p < 0.0001; N  = 6071; Fig. 2). In a previous study 
(Urrutia and Hurst 2001), we showed that the MCB method is 
biased by protein length. Therefore, we assessed the correlation 
of expression level and codon bias after correction by length of 
protein. The correlation of MCB index with expression level re­
mains significant after correcting for length of protein (p = 0.048, 
p <  0.0001).
Protein Synthesis and  Expression Rates
Because of differences in the costs and biochemical properties 
associated with amino acid biosynthesis and/or with acquisition 
through the diet, we might expect genes expressed in large quan­
tities to have a biased amino acid usage from that expected by 
their base composition. Evidence for a relation between expres­
sion levels and amino acid biases has been reported for yeast and 
bacteria (Jansen and Gerstein 2000; Akashi and Gojobori 2002). 
We examined the amino acid composition of genes and its rela­
tion to expression patterns. We observed a significant relation 
between amino acid usage and expression level for 16 out of 20 
amino acids (after Bonferroni correction; see Table 2). However, 
because amino acid composition is also affected by background 
GC content (Singer and Hickey 2000), we corrected for the effect 
of GC3 content. All relationships remained significant even after 
correcting for gene length and GC3 content (after Bonferroni 
correction; see Table 2). It may be expected that the bias in the 
use of amino acids that we found would correspond to the avoid­
ance of expensive to produce or scarce amino acids. Dufton 
(1997) developed an index of amino acid size/complexity based 
on the molecular weight and the shape of amino acids. We used 
this index as an indirect estimate of amino acid cost and exam­
ined its relationship to expression level. We find that, indeed,
Figure 1 Intron content and expression level in human genes. Genes 
were split into 10 groups of an equal num ber of cases according to 
expression level. White dots represent the mean expression value for each 
group. Black boxes and error bars show the standard error with 68% and 
95% of confidence.
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Figure 2 Codon bias (MCB) and level of expression. Codon usage bias 
MCB after correcting for background nucleotide content. Genes were 
split into 10 groups of an equal num ber of cases according to  expression 
level. White dots represent the mean expression value for each group. 
Black boxes and error bars show the standard error with 68% and 95% of 
confidence.
there is a tendency to avoid the use of complex amino acids in 
highly expressed genes (R = 0.062, p < 0.0001; N = 6223; Table 1). 
More accurate estimates of the true cost of amino acid synthesis/ 
acquisition for mammals would allow us to resolve the extent of 
the relationship between expression and amino acid choice.
G ene Position and  Density A re  Related 
to  Expression Level
It has been previously reported that highly expressed genes tend 
to cluster in the human genome (Caron et al. 2001; Lercher et al.
2002). We confirm this: When we compared expression patterns 
of pairs of adjacent genes, we found significant similarity in ex­
pression level (R = 0.09, p < 0.001; N = 4376; see Methods). Note 
that all pairs of duplicated genes were removed (see Methods). 
We found that intergene spacers tend to be shorter for highly 
expressed genes (R = 0.029, p < 0.0001; N = 8076). This may pos­
sibly reflect an adaptation for more efficient gene transcription, 
but might alternatively reflect some regional mutational bias 
that tends to compact sequences in these regions, or differences 
in recombination rates (Hey and Kliman 2002). In addition, in­
tron and protein lengths are correlated to intergenic distances 
(data not shown). Therefore, it is necessary to ask whether, con­
trolling for regional effects, there remains a significant relation­
ship between both intronic and protein sizes and expression 
level. On a multiple regression test, expression level is a relevant 
predictor of both protein and intron lengths after correcting 
them for intergenic length (see Table 1).
We have recently reported that highly expressed genes tend to 
be in GC-rich regions of the genome (Lercher et al. 2002); consis­
tent with this, we found that highly expressed genes tend to have a 
higher GC content in the adjacent intergenic regions (R = 0.065, 
p < 0.0001; N  = 6430; see Methods). Expression data derived from 
SAGE technologies could overestimate expression measures for GC- 
rich genes (Margulies et al. 2001). However, we find a similar pat­
tern with chip-array-technology-derived data, for which no system­
atic errors have been reported, indicating that the relationship be­
tween expression level and GC content is not an artifact. We 
assessed, nevertheless, the relationship between expression level 
and protein and intron lengths, controlling for GC effects. The
results of multiple regression analysis, however, show that level of 
expression is a relevant parameter for the above-discussed gene 
characteristics after correcting for GC content (see Table 1). Similar 
results were obtained correcting for GC3s (data not shown).
The control for GC content, in addition, in part controls for 
ancestral recombination rates (Marais 2003). But we also cor­
rected our results using present estimates of recombination rates 
(Kong et al. 2002). There is a weak tendency for highly expressed 
genes to  be situated  in regions of higher recom bination  
(r = 0.013, p < 0.0001, N = 7987). Expression level remains a rel­
evant predictor of gene parameters after incorporation of recom­
bination rate in the multiple regression analysis (see Table 1). 
However, as noted (Marais 2003), the present measures are both 
noisy and may well have little correlation to ancestral recombi­
nation rates; hence, interpretation of the above results from the 
best direct estimates must be limited.
DISCUSSION
Here we have evaluated the interaction between expression level 
of hum an genes and gene sequence characteristics. In sum, we 
find that highly expressed genes code for small proteins, have 
little intronic content, high codon bias, and tend to encode 
cheaper amino acids. These signatures found in human genes are 
consistent with the action of selective pressures to maximize pro­
tein synthesis efficiency in highly expressed genes.
In addition, we confirmed previous results on gene sorting 
by expression patterns and the relationship between expression 
patterns and GC content. We performed multiple regression 
analysis to rule out the possibility that these regional characters 
could potentially explain the relationship between expression 
patterns and gene characteristics. The relationship between ex­
pression level and intron and protein size can only in part be 
accounted for by regional compaction effects. Biases in codon 
and amino acid usage are not accounted for by GC bias or gene 
size. The relationship between expression rates and amino acid










( p <  0.0001)
Effect of expression 
when controlling 
for GC3 content 
and gene length
(p <  0.0001)
Alanine A 0.100 (3 = 0.336
Arginine R NS —
Aspargine N NS —
Aspartic acid D 0.100 (3 = 0.562
Cysteine C -0 .0 7 7 (3= -0 .4 5 8
Glutamine Q -0 .0 7 1 (3= -0 .2 5 6
Glutamic acid E 0.055 (3 = 0.561
Glycine G 0.084 (3 = 0.418
Histidine H -0 .1 1 8 (3= -0 .3 4 9
Isoleucine 1 NS —
Leucine L -0 .1 0 5 p =  -0 .8 8 8
Lysine K 0.126 (3 = 1.049
Methionine M 0.071 (3= -0 .1 4 2
Phenylalanine F -0 .0 3 2 (3 = -0 .1 5 5
Proline P -0 .0 4 5 B = -0 .4 0 1
Serine S -0 .1 4 5 (3 = 0.785
Threonine T 0.045 (3= -0 .0 8 6
Tryptophan W -0 .071 (3= -0 .2 1 1
Tyrosine Y NS —
Valine V 0.055 (3 = 0.227
Threshold of significance is defined after Bonferroni correction.
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composition could be partly due to functional properties of the 
proteins associated with different expression levels.
Although the effects presented here are weak, it should be 
noted that similar results were obtained with two independent 
databases of gene expression obtained with different methodolo­
gies. In addition, in doing this work we have assumed a conser­
vative approach when correcting all results for intergene spacers 
and GC content corrections not done in previous analysis (Cas- 
tillo-Davis et al. 2002). The compaction of intergenic regions of 
highly expressed genes, however, need not reflect a mutation 
bias, but selective forces directly or indirectly related to expres­
sion patterns. In addition, codon bias has been estimated taking 
out any compositional biases, but these themselves could be 
partly driven by selection. Moreover, the correspondence be­
tween libraries representing the same tissue obtained with the 
same method is usually high (r > 0.80), whereas the correspon­
dence of data obtained with different methods is low (r < 0.60; 
data not shown). These discrepancies are likely to add noise to 
our analyses and possibly derive from errors in the correspon­
dence between oligonucleotides and/or tags and the gene repre­
sented. This should not affect our conclusions.
The results presented on gene length and expression pat­
terns are consistent with those obtained in other multicellular 
eukaryotes but differ from observations in unicellular eukaryotes 
and bacteria, in which intron (Vinogradov 2001) and protein 
sizes (Moriyama and Powell 1998) are positively correlated to 
expression estimates. The patterns in unicellular organisms 
might be caused by increased expression gained by the inclusion 
of functional elements important for transcription regulation or 
splicing efficiency. The reversal of this along the evolutionary 
scale could be explained by the increased gene and genome size 
where most intergenic and intron sequences do not possess a 
function in gene regulation.
Where do our results leave the usual supposition that hu­
man population sizes are too small for selection to affect the 
properties that we have analyzed? Our results are probably 
largely in agreement with this general position. It is most notable 
that many of the results that we describe are not strong effects 
and in many cases appear to affect only the most highly ex­
pressed set of genes. We can imagine two reasons for this. First, 
only in this subset of genes is selection strong enough to have an 
appreciable effect. Classical theory postulates that for deleterious 
mutations not to be deterministically eliminated by selection, 
the selective coefficient, s, must be less than 1/2Ne. Should these 
mutations not be eliminated, they would lead to genes tending 
to move away from optimal structure and codon usage. In the 
human genome, there may well be more mutations that are ef­
fectively neutral than in flies (humans having a smaller Ne), there 
nonetheless remains a respectable number of genes (the most 
highly expressed) in which s >  1/2N e for many mutations affect­
ing level of expression. Second, and not mutually exclusively, we 
may be witnessing, in some part, the decay of selected features. 
As many of the features concerned may take time to reach equi­
librium, we would expect that the most highly expressed genes 
would still retain many of the features of the prior action of 
selection. Analysis of the population genetics of insertion muta­
tions in introns in highly expressed genes would then be inter­
esting as the former model predicts that they may still be under 
counter selection, whereas the latter predicts that they may in­
stead be effectively neutral.
METHODS 
Sequence Information
Sequence information was obtained for genes from human ge­
nome annotations from build 30 of the NCBI site (ftp://
ftp.ncbi.nih.gov/genomes/H_sapiens/). Although 26,297 genes 
were considered for the analysis, data for each parameter were 
not obtained for all of the genes; therefore, the actual number of 
genes used in comparisons varied as indicated in the text. 
Nucleotide sequences were retrieved from the Fa file from the 
NCBI site (ftp://ftp.ncbi.nih.gov/genomes/H_sapiens/RNA/). 
Nucleotide composition was determined, and KM (Karlin and 
Mrazek 1996) and MCB values of codon bias were obtained after 
nucleotide corrections were obtained according to methods 
stated elsewhere (Urrutia and Hurst 2001). Nucleotide expecta­
tions for codon usage were based on the coding sequence of each 
gene and obtained according to Urrutia and Hurst (2001). This is 
preferable to using noncoding regions as these typically contain 
repetitive elements, regulatory sequences, and even RNA genes 
that would bias base composition. In all cases in which more 
than one alternative transcript was available, the largest was ana­
lyzed. Incomplete sequences were removed from analysis.
Intron-Exon Boundaries
Intron-exon boundaries, intergenic length, and the identity of 
neighboring genes were established from contig annotations 
from the human genome sequence (ftp://ftp.ncbi.nih.gov/ 
genomes/H_sapiens/). All overlapping genes were removed. Be­
cause contigs are not always continuous, adjacent genes were not 
determined for genes that were either the first or last genes 
within their contig.
Intergenic GC Content
The intergenic GC content was obtained from masked chromo­
some assembly in fasta format of build 30 at the NCBI site (ftp:// 
ftp.ncbi.nih.gov/genomes/H_sapiens/). A section adjacent to 
each side of each gene of a minimum 500 bp and a maximum of 
5000 bp was used to estimate intergenic GC content. The GC 
content was not calculated for all overlapping genes. The analy­
ses presented here refer to global GC content percentage, but 
similar results were obtained with the GC content of nonrepeti- 
tive sequences only or GC3s from coding regions of genes.
Duplicated Genes
Duplicated genes were removed from the analysis of adjacent 
genes. All genes were blasted against the two adjacent genes us­
ing the BLASTN downloadable version from the NCBI site 
(http://www.ncbi.nlm.nih.gov/BLAST/). All pairs of adjacent 
genes with an expected value of sequence similarity <0.01 were 
removed from analysis. The correlation coefficient was obtained 
from the comparison of rates of expression of adjacent genes, in 
which the order of the genes of each pair was randomly assigned. 
The correlation coefficient shown for expression rates of adjacent 
genes refers to the mean value of 100 of such correlations.
Recombination Data
Recombination data were obtained from Kong et al. (2002). The 
recombination rate indexes for each gene were derived from 
composing the recombination rates of the nearest marker at each 
side. The relative weight for each adjacent marker was determined 
by the distance separating the gene from the marker at each side.
Expression Data
SAGE expression data were collected from the NCBI site (http:// 
www.ncbi.nlm.nih.gov/SAGE/). Only tags that matched to a 
single gene were taken into account. In addition, because tags 
were matched against reported sequences in GenBank and only a 
small percentage of these sequences contain a poly(A), tags con­
taining poly(A) tails would only be matched against a small sub­
set of the sequences. Therefore, all tags that ended in a stop 
codon followed by more than five As were discarded. All genes 
for which only one tag was detected in all libraries were also 
eliminated from the analysis as they potentially represent a se­
quencing error. Only libraries from normal tissues (noncancer- 
ous) were used in the study (43). Transcript counts for libraries 
corresponding to the same tissue were joined, and tags per mil­
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lion were then calculated for each gene. The data on 8220 genes 
for 22 tissues were taken into account: brain, cerebellum, spinal 
cord, skin, vascular, T-cells, lymphocyte, muscle, retina, cornea, 
mammary glands, heart, lung, kidney, stomach, liver, pancreas, 
colon, peritoneum, uterus, ovary, and prostate. Those corre­
sponding to the same tissue were averaged before obtaining a 
global measure of expression level.
High-density oligonucleotide array data was collected from 
the gene expression atlas site (http://expression.gnf.org). For any 
gene to be counted as expressed in a given tissue, a cutoff value 
on the expression index of 20 was defined. The data for 101 
samples were available, corresponding to 28 noncancerous tis­
sues: cerebellum, brain, cerebral cortex, caudate nucleus, amyg- 
dale, thalamus, corpus callosum, spinal cord, whole blood, testis, 
pancreas, placenta, pituitary gland, thyroid, prostate, ovary, 
uterus, dorsal root ganglia, salivary gland, trachea, lung, thymus, 
spleen, adrenal gland, kidney, liver, heart, umbilical vein, and 
endothelial cells.
From SAGE and chip array data, we could define two mea­
sures of level of expression: Peak expression, which is the highest 
value of expression of a gene in any tissue, and mean level of 
expression, the mean quantity of expression of a gene in all tis­
sues in which it is expressed (if divided among all tissues, then 
this measure would be dependent on breadth of expression). As 
these two measures proved to be highly correlated (R -  0.99; data 
not shown), only mean expression is referred to here as level of 
expression. However, the results presented also apply to peak of 
expression of genes (data not shown).
The figures presented here refer to the analysis of SAGE data; 
similar results were also obtained when using chip-array data 
unless otherwise indicated in text and tables. Similar data are 
obtained when only genes not known to undergo alternative 
splicing are taken into account (data not shown). Indexes of ex­
pression level and lengths of coding and noncoding regions were 
log-transformed prior to analyses.
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It is o ften  supposed tha t, except fo r tandem  duplicates, genes 
are random ly distributed throu ghou t the  human genom e. 
H owever, recent analyses suggest th a t w h en  all the  genes 
expressed in a given tissue (no tab ly  placenta1 and skeletal 
muscle2) are exam ined, these genes do no t m ap to  random  
locations but instead resolve to  clusters. W e have asked three  
questions: (i) is this clustering true  fo r m ost tissues, or are  
these the  exceptions; (ii) is any clustering simply the  result o f 
th e  expression o f tandem  duplicates and (iii) how, if a t all, 
does this relate to  the  observed clustering o f genes w ith  high 
expression rates3? W e provide a unified model o f gene cluster­
ing th a t explains the  previous observations. W e exam ined Ser­
ial Analysis o f Gene Expression (SAGE)4 data fo r 14 tissues and  
found  significant clustering, in each tissue, th a t persists even  
a fte r  th e  rem oval o f tandem  duplicates. W e confirm ed cluster­
ing by analysis o f independent expressed-sequence tag (EST) 
data . W e then tested the  possibility th a t the  human genom e is 
organized in to subregions, each specializing in genes needed  
in a given tissue. By com paring genes expressed in d ifferent 
tissues, w e  show th a t this is not th e  case: those genes th a t  
seem to  be tissue-specific in their expression do not, as a rule, 
cluster. W e report th a t genes th a t are expressed in most tis­
sues (housekeeping genes) show strong clustering. In addi­
tion , w e  show th a t the apparent clustering o f genes w ith  high 
expression rates3 is a consequence o f the  clustering o f house­
keeping genes.
Tight clustering of co-expressed genes, most notably in operons, 
is common in prokaryotes. Genes that encode proteins that 
interact tend to be linked and to stay linked5. Operons have also 
been described in Caenorhabditis elegant, but in eukaryotes it is 
typically assumed that genes are randomly distributed. Nonethe­
less, reports have suggested that gene location might not be ran­
dom 1-3,7,8. A recent study showed that genes with high median
Table 1 • C orrelations b e tw een  b read th  and peak ra te  o f  
expression, GC content and gene density
N r 1*
Breadth gene  density 11,612 0.042 0.002
Breadth GC 11,549 0.167 0.028
Log (peak rate) gene  density 8,224 0.062 0.004
Log (peak rate) GC 8,170 0.185 0.034
Log(peak rate) b read th 8,224 0.693 0.480
All co rre la tions a re  highly s ignificant (P<  10-5 from  random izations).
rates of expression tend to cluster in the human genome3; how­
ever, this report incorporated data from several cancerous tis­
sues, and did not control for the correlation between tandem 
duplicates. A systematic analysis of the clustering of comparably 
expressed human genes is thus currendy lacking.
We obtained SAGE expression profiles for 11,612 human genes 
across 14 normal tissues (see Methods). We found a high correla­
tion of breadth of expression and logarithm of peak expression 
rate (r2 = 0.48, P < 10"5). Although both breadth and peak rate 
are correlated with gene density and nucleotide composition 
(Table 1), these correlations are weak and do not account for the 
observed clusters. Both rate and breadth of expression show sig­
nificant chromosomal heterogeneity, even when sex chromo­
somes are excluded (P < 10"5 in each case; Table 2). The strongest 
oudier is the Y chromosome, with low mean breadth (0.7, com­
pared with 3.8 for the whole genome), and low mean rate 
(log(peak rate) = 1.5, compared with 1.9 for the whole genome). 
There is also strong within-chromosome heterogeneity in 
expression breadth, consistent with clusters of housekeeping 
genes (as an example, see chromosome 11 in Fig. 1).
As genes duplicated in tandem may be similarly expressed for 
purely mechanistic reasons (such as HOX  clusters and globin 
genes), we excluded such genes from further analyses (see Meth­
ods). This reduced the sample size to 5,112 genes with known 
positive expression in at least one normal tissue. To test for 
breadth-specific clustering, we subdivided the data into tissue- 
specific (breadth s  2), intermediate and housekeeping (breadth 
a 9) genes. For each class, we calculated the gene dispersion as 
the mean over variance of gene density, in sliding windows of 
300 kb. Under a null model without clustering and with genes 
evenly distributed along chromosomes, gene counts per window 
should show a Poisson distribution, with an expected dispersion 
of 1. Owing to the uneven distribution of gene density along 
chromosomes, observed and expected dispersion o f each class is 
below 1 (Table 3). The dispersion of housekeeping genes is sig­
nificantly smaller than expected (P < 10-5), whereas no such 
effect is seen for intermediate or tissue-specific genes (the 
apparent ‘over-dispersion’ of tissue-specific genes is due to ran­
domization with clustered housekeeping genes). We confirmed 
this result for SAGE data with independent EST expression data 
for 6,298 genes in 60 tissues (see Methods). Housekeeping genes 
defined by EST (breadth a  19) also show highly significant 
under-dispersion, whereas no such effect is seen for genes with 
low or intermediate expression breadth (Table 3).
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Table 2 • Chrom osom al h e te ro g en e ity  in expression b read th  and rate
Chromosome 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X Y
N 1227 726 649 416 540 664 514 382 442 434 690 644 202 378 349 483 684 184 789 329 135 286 439 26
Breadth mean 3.90 3.73 3.61 3.21 3.41 3.42 4.02 3.56 3.73 3.70 3.98 3.57 3.11 4.02 3.78 4.70 4.02 2.86 4.54 4.07 3.79 4.37 3.13 0.73
P* 0.820 0.321 0.112 0.001 0.011 0.006 0.903 0.117 0.360 0.304 0.885 0.069 0.006 0.857 0.471 1 0.931 0.0003 1 0.890 0.492 0.992 <10-* <io-s
N 863 528 454 278 357 437 365 257 324 319 491 441 150 285 272 391 489 119 568 244 92 219 270 11
Log (rate) mean 1.91 1.85 1.84 1.88 1.88 1.85 1.93 1.91 1.85 1.85 1.92 1.88 1.75 1.85 1.83 1.89 1.92 1.77 2.02 1.90 1.93 1.89 1.82 1.50
P* 0.964 0.029 0.023 0.427 0.387 0.041 0.951 0.755 0.065 0.101 0.934 0.407 <10-s 0.125 0.031 0.633 0.964 0.002 1 0.634 0.799 0.525 0.007 0.0004
*P indicates the  probability of finding a smaller m ean value for a randomized genome. Significant values (P < 0.025/24 or P>  1-0.025/24, with Bonferroni correction) are shown 
in bold.
We then examined the peak rate of expression, the highest rate 
found for each gene across all tissues. We calculated the disper­
sion of genes with low (s  37 cpm), intermediate and high (a 134 
cpm) peak rates of expression for the SAGE data, purged of tan­
dem duplicates (Table 3). We found significant clustering of 
highly expressed genes, confirming that the previous observa­
tion3 was not the result of similar expression of tandem dupli­
cates. As expression rate and breadth are correlated (Table 1), the 
two clustering effects may not be independent. To test this, we 
repeated our dispersion calculation with an altered randomiza­
tion protocol. When calculating ‘random’ dispersion values for 
housekeeping genes, we permuted only genes with similar 
expression rates. Although this reduces the difference between 
observed and expected dispersion (Table 3), housekeeping genes 
remain significantly under-dispersed. Conversely, when calculat­
ing ‘random’ dispersion values for highly expressed genes by per­
muting genes only in classes of similar expression breadth, the 
under-dispersion becomes nonsignificant. Thus, the clustering 
of genes with high expression rates is caused by the nonrandom 
distribution of housekeeping genes. When randomizing within 
classes of genes with similar nucleotide composition, or similar 
surrounding gene density, the significant under-dispersion of 
both housekeeping and highly expressed genes remains 
unchanged (P < 10-5 in each case). Thus, neither composition 
nor gene density underlies the observed effects.
To examine the clustering of co-expressed genes, we calcu­
lated an index of co-expression (ICE) for the tandem 
duplicate-free SAGE and EST data sets (Fig. 2). The local simi­
larity in expression is higher than expected by chance for all dis­
tances d s  1 Mb. It is significant for d  < 500 kb in the SAGE data 
and d < 300 kb in the EST data. Although this measure can 
indicate the size of expression modules, it does not reveal how 
many clusters there are. We analyzed the distribution of physi­
cal cluster sizes from SAGE data, using a restrictive definition of 
clusters (see Methods). There is an excess of expression clusters
over random  expectations for cluster sizes up to approximately 
350 kb (see Web Fig. A online). As an example, the largest such 
un-interrupted cluster is listed in Web Table A online. All genes 
in this cluster are expressed in at least seven tissues and can thus 
be classified as housekeeping genes. We therefore investigated 
whether the clustering of tissue-specific genes is an artifact of 
the clustering of housekeeping genes. We repeated the calcula­
tion of ICE for ‘random ’ genomes, but this time permuting 
genes only within classes of similar expression breadth. In con­
trast to the results shown in Fig. 2, now only the nearest neighbors 
showed significant co-expression (SAGE: d < 100 kb, P = 0.011; 
EST: d < 200 kb, P = 6 x 10"5) . As EST data allows only an 
imprecise estimate of expression breadth (there are many false 
negatives), it is not unexpected to find stronger remnants of 
under-dispersion in these data.
Of all the genes expressed in any individual tissue, it seems 
that only a small m inority are restricted to the tissue, whereas 
most carry out housekeeping functions2. Locating all genes 
expressed in a tissue thus reveals clustering of housekeeping 
genes. When studying the gene distribution for the tandem 
duplicate-free SAGE data, we found that all 14 tissues showed 
significant under-dispersion. When permuting genes only 
within classes of similar breadth, this under-dispersion becomes 
nonsignificant for all except one tissue (Table 4). A similar result 
is found for EST data: 40 of 60 tissues show significant under­
dispersion; this is reduced to 17 tissues when randomizing genes 
within classes of similar breadth (data not shown). The less dra­
matic result of the EST data may be expected, as EST studies do 
not give an exhaustive overview of expression, and the available 
data contain many false negatives.
We have shown that housekeeping genes cluster and that this 
leads to both the clustering of highly expressed genes and the 
apparent clustering of all genes expressed in any one tissue. The 
selective pressure that promotes clustering is not simply related 
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Fig. 1 M ap o f b rea d th  o f  expression o f  th e  g en es  on  chrom osom e 11 . The solid line show s a  sliding w in d o w  av erag e  over 15 n e ighboring  genes.
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*P  indicates the  probability o f finding an equal or lower dispersion from  100,000 random permutations of gene positions.
are active across all tissues. Why do we see clustering of house­
keeping genes? Higher-order chromatin structure9, and thus 
accessibility of different genomic regions to the transcription 
machinery, may vary according to cell type. In this case, it might 
be advantageous to assemble housekeeping genes to some ‘com­
mon ground’ that remains in an open conformation across all 
cells. However, such a speculative link between expression and 
clustering requires analysis of chromosomal organization and 
gene control in the genomic regions concerned.
For the tissues examined here, we have shown that little clus­
tering exists beyond that of housekeeping genes. However, we do 
not exclude the possibility of special cases of tissue-specific clus­
tering. It has been suggested that clustering may be selectively 
favored because it allows linkage disequilibrium to more easily be 
maintained10; one example is the MHC7,11. Imprinting, such as 
that of placentally expressed genes, may provide another mecha­
nism underlying tissue-specific clustering12.
Methods
SAGE data. We used publicly available SAGE4 data. We obtained a reliable 
mapping of UniGene13 groups to N/aIII SAGE tags from SAGEmap14 at 
NCB1. Each UniGene group consists of all GenBank sequences represent­
ing the same human gene. Hereafter, each such group is referred to as a 
‘gene’ and represented by its longest RefSeq sequence. Tags mapping to 
more than one gene were excluded. We located 11,612 RefSeq genes on the 
August 2001 Golden Path assembly of the human genome, each labeled 
unambiguously by at least one SAGE tag. This set of gene-tag combina­
tions was cross-linked to the quantitative expression profiles at SAGEmap. 
We found that 8,367 genes showed positive expression in at least 1 of 35 
libraries representing 14 normal tissues. If a tag had been counted only 
once in one tissue, this was most likely due to a sequencing error, and we 
discounted the observation. Adding all counts for libraries representing 
the same tissue type, we converted absolute tag counts to relative tag
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Fig. 2 Index o f co-expression between genes, shown in a histogram in distance 
windows o f 100 kb, for SAGE data (solid dots) and EST data (open diamonds). 
The significance level from  randomizations is indicated w ith  asterisks: *, P < 
0.05; * * ,  P < 0 .0 1 ; * * * ,  P <  0.001.
counts (cpm, counts per million). For each gene, we then calculated 
breadth of expression (number of tissues with positive expression). For 
those genes with positive expression in at least one tissue, we also calculat­
ed the peak rate of expression (maximum cpm). We sorted genes according 
to breadth, and independendy according to rate, into eight classes of 
approximately equal size, respectively.
We obtained nucleotide composition (GC fraction) in contiguous 20-kb 
windows from the Golden Path assembly. We estimated gene density by 
counting the number of confirmed (RefSeq) genes in contiguous 300-kb 
windows on the Golden Path assembly. Genes were further sorted accord­
ing to GC fraction and gene density into eight and seven classes of approx­
imately equal size, respectively.
EST data. Each UniGene14 group contains not only the RefSeq coding 
sequence, but also all ESTs mapping to the gene. We used these ESTs to 
cross-link genes to EST libraries constructed from normal tissue samples, 
including only libraries containing at least 50 ESTs. This resulted in a data 
set of 11,382 genes, each known to be expressed in at least 1 of 60 normal 
tissues (13 prenatal and 47 postnatal). We calculated breadth of expression 
as the number of tissues with positive expression information; genes were 
sorted accordingly into eight classes of approximately equal size.
Removal of tandem duplicates. We developed a criterion to remove dupli­
cated genes, as these are likely to have similar expression profiles resulting 
from their common history. From gene family trees in HOVERGEN15, we 
selected sets of homologous human genes that diverged early in the evolu­
tion of vertebrates—that is, genes whose branches contained a high num­
ber of internal non-primate branches between them. This resulted in a set 
of70 genes in 18 gene families. We carried out pair-wise, stand-alone pro­
tein BLAST (standard settings, word size 2 or 1) for 124 gene pairs within 
families and 306 gene pairs between different families. We found that 93% 
of gene pairs resulting from a duplication after the appearance of verte­
brates had expect (E) values of less than 0.2, whereas 90% of gene pairs 
from different gene families had E i  0.2. We therefore used this value to 
define tandem duplicates. To remove tandem duplicates from our expres­
sion profile data set, we carried out pair-wise BLAST for all gene pairs 
within 1 Mb of each other and removed one gene of each pair having E < 
0.2. This resulted in a duplicate-free data set of 5,112 genes known to be 
expressed in at least 1 of 14 normal tissues (SAGE), and a second data set of 
6,298 genes known to be expressed in at least 1 of 60 normal tissues (EST).
Statistics. To assess correlations, we calculated Pearson’s correlation coeffi­
cient (r) and compared this with 100,000 random data pairings. We assessed 
chromosomal heterogeneity of expression breadth with the test function,
2 _  y  (b j-b )2 
X  ^  b
with mean breadth bt of the genes on chromosome i, and mean breadth b 
of all genes. This was compared with the corresponding values from 
100,000 random genomes, each obtained by permuting the chromosomal 
positions of all genes. We estimated chromosomal heterogeneity of expres­
sion rate in a similar manner.
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Table 4  • Dispersion fo r  co-expressed genes in in d iv idua l tissues fro m  SAGE data
All genes W ithin b read th  classes





W hite m a tte r 3,016 0.730 <10-5 0.941 0.77 1.008
P rostate 2,991 0.698 <10'5 0.898 0.0088 0.977
Ovary epithelium 2,528 0.717 <10'5 0.890 0.027 0.979
Vascular endothelium 2,506 0.751 <10'5 0.930 0.987 1.024
Lung 2,254 0.791 0.0037 0.962 1.000 1.052
M amm ary g land epithelium 2,144 0.750 <io-5 0.904 0.39 0.997
Kidney (embryonic) 1,991 0.751 <10"5 0.894 0.046 0.978
Colon epithelium 1,776 0.768 <10-5 0.899 0.063 0.978
Pancreas epithelium 1,581 0.737 <io-5 0.849 <10-5 0.931
Astrocyte 1,567 0.796 <io-5 0.917 0.799 1.012
Thalamus 1,349 0.806 <10-5 0.910 0.16 0.984
Peritoneum 1,346 0.820 <io-5 0.926 0.51 1.000
Kidney 933 0.835 <10"5 0.911 0.11 0.979
Leukocyte 912 0.870 <10-5 0.944 0.66 1.008
*P  indicates the  probability o f finding an equal or lower dispersion from  100,000 random permutations o f gene positions. All tissues show highly significant 
under-dispersion (P <  0.05/14, w ith  Bonferroni correction); this becomes non-significant (except for pancreas) w hen comparing to  randomizations w here genes 
are perm uted only w ithin classes o f similar expression breadth.
To determine whether genes cluster according to breadth of expression, we 
subdivided the data into genes with low expression breadth (SAGE: breadth s 
2, 32% of data; EST: breadth s  5, 26% of data), intermediate expression 
breadth and high expression breadth (SAGE: breadth a 9,22% of data; EST: 
breadth 2  19,25% of data). We then calculated the dispersion of the gene den­
sity for each of these classes: d = mean/variance of breadth-specific gene num­
ber in sliding windows of 300 kb width and a step size of 100 kb. To compare 
this with the results expected under a model in which gene order is random, 
we randomly permuted the gene positions of all genes 100,000 times and 
recalculated the breadth-specific dispersion. To test if any breadth-specific 
under-dispersion is a secondary effect caused by clustering according to rate 
of expression, we repeated this randomization procedure for the SAGE data, 
this time permuting gene positions only within each of the eight classes of 
similar expression rate. We used a corresponding protocol to test the SAGE 
data for clustering according to rate of expression. Genes were subdivided 
into classes of low expression rate (rate £ 37 cpm, 26% of data), intermediate 
expression rate and high expression rate (rate a 134 cpm, 24% of data). This 
was compared with the results expected from a model with random gene 
order by permuting all gene positions 100,000 times. It was then also com­
pared with the expected results from a model where genes are clustered 
according to breadth of expression, by permuting gene positions within only 
the eight classes of similar expression breadth.
We used a similar protocol to test which tissues show significant cluster­
ing. For each tissue, we calculated the dispersion of the gene density of all 
genes known to be expressed in this tissue. We then compared this with the 
corresponding dispersion values from 100,000 random permutations of 
the positions of all genes. To test whether any under-dispersion was caused 
by clustering according to expression breadth, we repeated these random­
izations, this time permuting gene positions within each of the eight classes 
of similar breadth.
To estimate the range of co-expression clusters, we defined an index of 
co-expression (ICEo fc) between two genes (a,b) as the number of tissues 
with common positive expression, weighted by the geometric mean of the 
two breadths (f runs over all tissues, fa<t E (0,1} indicates not 
expressed/expressed):
ICE , =a,b
Thus, lCEa j) ranges from 0 (no co-expression) to 1 (perfect co­
expression). From this, we calculated a distance-based index of co­
expression (ICEj) as the mean of all gene pairs that are within a physical 
distance bracket [d, d + 100 kb] apart on a chromosome. We compared 
ICErf with the results expected under the null hypothesis (no spatial pat­
tern in co-expression), by recalculating it for 100,000 data sets with ran­
domly permuted gene positions.
To obtain size distributions of clusters, we defined a gene cluster as any con­
tiguous group of co-expressed genes (ICE^ a 0.5 for all gene pairs a,b in the 
cluster). Ouster size was histogrammed according to cluster length (distance 
between the two outermost genes) in 10-kb windows. We compared this with 
random distributions from 1,000,000 permutations of gene positions.
URL. The UCSC Human Genome Project Working Draft, 6 August 2001 
assembly (hg8) can be found at http://genome.cse.ucsc.edu/.
Note: Supplementary information is available on the Nature 
Genetics website.
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The human genome is a mosaic structure on many levels: there exist cytogenetic bands, GC composition 
bands (isochores) and clusters of broadly expressed genes. How might these inter-relate? it has been 
proposed that to optimize gene regulation, housekeeping genes should concentrate on transcriptionally 
competent chromosomal domains. Prior evidence suggests that regions of high GC and R bands are 
associated with such domains. Here we report that broadly expressed genes cluster in regions of high GC, 
and in R and lightest Giemsa bands. This is not only a confirmation of the adaptive hypothesis, but is also the 
first direct systematic evidence of a general interdependence of expression patterns with base composition 
and chromosome structure.
INTRODUCTION
What determines gene order in the human genome? Genes are 
not randomly distributed along chromosomes. We have recently 
shown that they are arranged according to their breadth of 
expression: broadly expressed genes tend to cluster (1), 
although factors that account for this clustering remain 
unknown. In prokaryotes, genes related to a particular function 
are clustered in operon structures and their expression is 
co-regulated. While in eukaryotes co-regulatory gene units 
have been observed, in some cases, as in the case o f HOX 
genes, there is no evidence for these to be a common case.
Unlike prokaryotes and other invertebrates, mammalian 
genomes show great variability in their base composition (2). 
Several hypotheses have been proposed to explain this pattern. 
Some authors favouring a selectionist explanation 
argue that high contents o f G +  C in some regions of the 
genome help to preserve chromatin structure in thermo- 
regulated organisms (2). Theories o f mutational processes to 
explain base compositional differences have also been 
proposed (3). Nevertheless, the reason for the heterogeneity 
in base composition is still a matter o f debate. How, if at all, do 
the compositional mosaic structure of the genome and the gene 
expression patterns interact?
If selectively neutral processes determine both the mosaic 
structure of chromosomes and the clustering of broadly 
expressed genes, then we expect no relationship between 
regional composition and functional properties o f the genes 
such as their expression patterns. On the other hand, regions
differing in their base composition may be differently suitable 
for transcription. If local chromatin characteristics affect access 
to the transcription machinery (4-6), then we expect genes 
expressed in many cell types to be concentrated in transcrip­
tionally competent regions, even when gene density effects are 
corrected for.
It is well known that chromosomal regions of high GC 
exhibit higher gene densities (7). These regions also contain a 
higher density of CpG islands (8). Because it has been reported 
that housekeeping genes—in contrast to tissue-specific genes—  
are always associated with CpG islands (9), this has led to the 
widely accepted notion that housekeeping genes are preferen­
tially located in regions of high GC (2). However, a detailed 
analysis found that the association between CpG islands and 
the expression patterns of genes is more complex: 10% of 
housekeeping genes are not associated with CpG islands, while 
this fraction varies for tissue-specific genes between GC-poor 
and GC-rich regions (10). Furthermore, the latter study 
concluded that housekeeping genes are slightly more prevalent 
in GC poor regions, once gene density has been accounted for. 
Thus, this systematic study (as well as two others from the same 
group) (11,12) contradicts widely held beliefs on the associa­
tion between expression breadth and regional nucleotide 
composition. However, these reports measured expression 
breadth from expressed sequence tag (EST) data, and GC 
content from coding sequences; both are not ideal measures. 
Thus, the question o f how housekeeping genes are distributed 
in relation to tissue specific genes in the human genome is 
currently not fully resolved.
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RESULTS
Our aim is to evaluate whether such a relation between regional 
base composition and gene expression exists. Until recently it 
was not possible to systematically address this question due to 
the lack of reliable quantitative expression data necessary to 
discriminate expression rate from expression breadth. Serial 
Analysis of Gene Expression (SAGE) technology (13) allows 
quantitative identification of genes expressed in a particular 
tissue. To examine whether gene order in the genome is related 
to base composition variation, we compared expression 
patterns of over 10000 autosomal human genes across 19 
normal tissues with the GC content of their introns. It has 
recently been shown that under some experimental conditions, 
SAGE libraries may tend to over-represent GC rich sequences 
(14). As this could bias our results, all analyses are based on a 
curated dataset, which excludes libraries that showed a bias 
towards GC rich sequences (see Materials and Methods).
There appear to be two types of models that predict a 
correlation between local chromatin characteristics and expres­
sion pattern. The first type assumes that chromatin remodelling 
acts like a switch, either allowing or preventing the transcrip­
tion of genes. This would predict a correlation of GC and 
banding pattern with expression breadth (the number of tissues 
where a gene is expressed), but not with measures of 
expression rate. The second type of model assumes that 
chromatin remodelling dominantly affects the rate of transcrip­
tion, e.g. by ensuring that highly expressed genes (be they 
tissue-specific or broadly expressed) are in open chromatin. 
This model would predict an association of chromatin 
characteristics with peak expression rate, but not necessarily 
with expression breadth. To distinguish between these two 
models, we report results for both of these measures (1): 
breadth of expression and peak rate of expression. We also 
performed corresponding analyses for other measures of 
expression rate (mean across all tissues, mean across tissues 
with positive expression, standard deviation over mean across 
all tissues), although we are not aware of a model that would 
predict a direct effect on these measures. All measures of 
expression rate are highly correlated, and all results are in 
qualitative agreement with those presented here for the peak 
rate (data not shown).
Analysis of expression breadth and local nucleotide compo­
sition (GC) reveals a highly significant correlation (r2 =  0.24, 
P  <  10-5 ; for an example see Fig. 1). A similar although 
weaker pattern appears when comparing GC content and the 
logarithm of the expression rate (^  =  0.05, P  < 10-5). To 
account for the great degree of variability in expression patterns 
at a one-gene resolution, these correlations were assessed after 
averaging all variables over 15 neighbouring genes. 
Furthermore, after sorting individual genes according to their 
surrounding DNA composition into GC categories o f 5% 
width, mean expression breadth and log(rate) both have a 
strikingly strong linear relationship with base composition 
(^  =  0.89, P <  0.0005; ^  =  0.83, P <  0.005, respectively; 
Fig. 2). We previously reported a limited although significant 
correlation between expression patterns and base composition 
on a one-gene basis (1). Correlation coefficients rise as the 
number of genes per window is increased (Fig. 3; all 
correlations are highly significant, P <  0.0005). Thus, while
much of the variation in expression breadth and rate is based in 
the properties of individual genes, a large fraction of the long- 
scale variability (up to almost 50%, see Fig. 3) is predicted by a 
related variation in GC composition. This strongly supports the 
notion that isochores are real and may have some functional 
importance.
Our earlier analyses showed that clustering of genes was 
related to expression breadth and that the previously described 
clustering of highly expressed genes (15) is a by-product o f the 
dependence of rate on breadth (1). Accordingly we found that 
the correlation o f log(rate) with GC content fades out when we 
look at residuals from the breadth correlation. In contrast, when 
examining the residuals from breadth on log(rate), the 
correlation with GC remains unchanged (Table 1). These 
results provide evidence for a strong relationship between 
breadth of expression of a gene and the base composition at the 
genomic region where it is situated.
In contrast to the above results, some previous analyses have 
reported a small negative correlation between local GC content 
and the breadth of expression estimated from expressed 
sequence tag (EST) data (10-12). To reconfirm that our results 
are not an artefact o f the SAGE method, we therefore repeated 
our analysis using the breadth of expression obtained from the 
ESTs contained in the UniGene database (16). In qualitative 
agreement with the SAGE analysis in Figure 3, we found a 
highly significant positive correlation between intron GC and 
EST breadth of expression, which increased with the number 
of neighbouring genes averaged (Supplementary Material 
Figure A). The discrepancy between our results and previous 
studies appears to be caused mainly by the previous studies 
examining individual genes rather than regional averages. 
Another contribution to this difference may stem from the use 
of (total or third site) coding sequence GC instead of intron 
GC; coding region and intron GC appear to measure different 
genomic properties. However, we found qualitatively similar 
results for intergenic GC, intron GC excluding repetitive 
sequence and transcript GC (data not shown). It has been 
suggested that a discrepancy between SAGE and EST results 
might be due to a differential decay of SAGE tags with 
different GC (12). This appears not to be relevant: there is 
hardly any correlation between SAGE tag GC and expression 
breadth in our curated data set (^  =  0.0001).
GC content has been associated with CpG density. Given that 
housekeeping genes tend to be located near CpG islands 
(10,17), the concentration of housekeeping genes was expected 
to be higher in GC rich regions (2). This suggests a possible 
explanation for our findings, i.e. the correlation between 
expression breadth and GC content might simply reflect the 
higher CpG density rather than GC content per se. However, 
we found very similar results when correlating expression 
breadth with intron GC excluding CpG islands (r2 =  0.79 for 
5% bins of GC). Thus, CpG island preference alone fails to 
explain the concentration of housekeeping genes in GC rich 
regions. From the above we might presume that isochores are, 
to a very large extent, regions of comparable breadth of 
expression.
The mammalian genome is also heterogeneous in its 
structure. Giemsa staining of metaphasic chromosomes reveals 
a banding pattern. The Giemsa bands are related to chromatin 
compaction and distribution of chromosomes inside the
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Figure 1. Expression breadth (black dots) and intron GC (grey diamonds) for genes on chromosome 11. Each point represents the average of GC content /breadth 
for 15 neighbouring genes.
log(rate)
Table 1. Correlations for rate and breadth with base composition; 15-gene 
averages
r ? P
Breadth versus log(rate) 0.43 0.19 <10~5
Breadth versus GC 0.49 0.24 <10-5
Residuals of breadth = 0.43 0.19 <10-5
a + b x log(rate) versus GC
Log(rate) versus GC 0.23 0.05 <10-5
Residuals of log(rate) = 0.02 0.0005 0.58
a + b x breadth versus GC
Figure 2. Expression breadth and log(rate) averaged over contiguous intron GC 
windows of 5% width. The correlation coefficients give P =  0.89 (breadth) and 
0.83 (rate), respectively.
nucleus, where darker and more compacted regions tend to 
occupy the nuclear periphery (4). Moreover, band types have 
been correlated with base composition: GC-poorest DNA 
segments are preferentially located on the most intensely 
staining G bands, while a subset of the R bands contains the 
GC-richest isochores (18,19). Therefore we asked whether 
clustering of housekeeping genes in GC-rich regions relates to 
these chromosome bands. Indeed, we found that broadly 
expressed genes are preferentially located in the lightest 
staining G and R bands (Fig. 4), which contain the most GC- 
rich segments. Overall 81% of housekeeping genes (expressed 
in 13 or more tissues) are in one of these two bands. Gene 
density is generally higher in these two bands (19,20); 
nonetheless, controlling for gene density we still find 
enrichment of broadly expressed genes in the R and lightest 
staining G bands (747 genes compared with 687 expected; 
P =  0.023 from x2 test).
The observed mean expression breadth decreases much 
steeper from R- to dark G-bands than predictions derived 
from either total band GC or from the intron GC of the 
genes under study (Fig. 4). This suggests that at least part of 
the correlation between banding patterns and expression 
breadth is independent of GC. Consequently, examining the 
regression residuals of expression breadth versus intron GC 
for individual genes, we find that genes are not randomly
distributed across cytogenetic bands (ANOVA; P =  0.038 
from F-test). Thus, broadly expressed genes show indepen­
dent preferences for regions of high GC as well as for the R 
and lightest staining G bands.
DISCUSSION
Our results provide the first direct systematic evidence of a 
general relationship between expression patterns and chroma­
tin structures and base composition. This however leaves 
unresolved the issue of the evolution of isochores. Might GC 
content evolve as a by-product? Or is it necessary that regions 
of broad expression have a high GC content, i.e. is the GC 
content itself under selection? Assuming that housekeeping 
genes tend to concentrate in regions of open chromatin in 
order to facilitate transcription (4), our data could be 
consistent with two models that explain the higher GC 
content in DNA segments containing housekeeping genes. In 
the first model, GC content is selectively driven since GC-rich 
DNA tends to be open and taken to the centre of the nucleus. 
Alternatively, high GC content could, via biased gene 
conversion, be a by-product of open chromatin being more 
prone to recombination.
Both models are consistent with the correlation between 
recombination rates and base composition (21-25). In the 
former model this would be a side consequence of the fact 
that open chromatin is GC rich and open chromatin may be 
prone to recombination. In the latter model, the GC content is
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•  breadth 
o  log(rate)
N = # genes averaged
Figure 3. Pearson’s r for the correlation between intron GC and expression 








•  SAGE data 
O expected from intron GC  
□  expected from band GC
lightest G light G dark G darkest G
Figure 4. Mean expression breadth of genes in differently staining cytogenetic 
bands and predictions from intron GC and from total band GC. Error bars show 
standard errors of the means.
caused by recombination. Therefore both models are also 
consistent with a correlation between breadth and recombina­
tion. Indeed we find such pattern, although the correlation is 
extremely weak, possibly due to the low resolution of the data 
available (r2 =  0.0034, P < 10-4 for 15-gene averages; 
recombination data from 25). However, we can imagine a 
discriminating prediction. Under the second model, all genes 
expressed exclusively in germ cells just prior to chiasmata 
formation are prone to recombination and hence to high GC 
content, while the former predicts that, as such genes are 
tissue specific, they need not be GC rich. When SAGE 
libraries for these cell types become available, the test could 
be performed.
How might the association between expression patterns and 
local chromatin characteristics shown above be tested experi­
mentally? The above model predicts that when genes are 
inserted into a non-native chromosomal environment together 
with their promoter regions, their expression pattern should 
depend on local GC content and cytogenetic banding pattern. It 
is indeed well known that randomly inserted transgenes are 
often not transcribed. In agreement with the competent 
chromatin model, transgene expression—at least in the case 
of globin genes—can be rescued with locus control region 
elements that modify chromatin structure (26). By a systematic 
examination of the local chromatin characteristics and the 
expression pattern for a large number of randomly located 
transgene insertions, the predictions of our model can thus in 
principle be tested. Unfortunately, currently available data is not 
of adequately high resolution to address this issue (F. Grosveld, 
personal communication), and we have to leave this test for 
future work.
In summary, our results are consistent with gene location 
being an adaptive property related to regional base composition 
and chromosome structure (2), where selective pressures favour 
the concentration of housekeeping genes in genomic regions 
with particular structural properties, most probably to facilitate 
access to transcription machinery (4). In accord with this 
picture, it has been shown that actively transcribed chromatin is 
predominantly located within the nuclear interior comprising 
early replicating R bands, which contain the GC richest and 
gene richest domains (27). The null model, in which genes in 
the genome are randomly assorted with respect to their 
expression, is no longer tenable.
MATERIALS AND METHODS
The Serial Analysis of Gene Expression (13) (SAGE) data was 
obtained from SAGEmap (28) (ftp://ncbi.nlm.nih.gov/pub/ 
sage). The dataset was curated to avoid possible GC biases in 
SAGE libraries following the approach of Margulies et al. (14); 
we removed 14 libraries with mean tag GC > 0.5. The resulting 
SAGE tag/tissue data set was based on 40 libraries representing 
19 tissues. Tag counts were converted to relative values (cpm, 
counts per million) after joining all libraries representing the 
same tissue type. If tags were found only once in one tissue 
type, we discarded the observation as a likely sequencing error. 
This data was cross-linked to the mRNA sequences in RefSeq 
(ftp://ncbi.nlm.nih.gov/refseq), by extracting the 3'-most MoIII 
SAGE tag for each mRNA. If the same tag occurred more than 
once in RefSeq, all corresponding genes were excluded. To be 
conservative, the gene set was further restricted to those 
sequences who’s tag was also reported by NCBI as reliable for 
the corresponding UniGene cluster (16) (UniGene build #155, 
ftp://ncbi.nih.gov/pub/sage/map/Hs/NlIII/SAGEmap_tag_ug- 
rel.zip). For the remaining genes, we calculated breadth of 
expression as the number of tissues with positive expression. 
For genes expressed in at least one tissue, we also calculated 
the peak rate of expression (maximum cpm across tissues). As 
with all forms of expression assay, the SAGE data employed 
here will inevitably miss some genes expressed at low levels. 
However, this is not likely to unduly bias our results: as we 
have demonstrated earlier (1), controlling for rate of expression 
hardly affects regional variation in expression breadth.
Of the genes with valid expression information, 10774 could 
be located unambiguously on the June 2002 UCSC genome 
assembly (29) (ftp://genome-archive.cse.ucsc.edu). Gene posi­
tion was defined as the midpoint between 5' and 3' ends of the 
transcribed sequence.
For each gene, we extracted the coding sequence from the 
RefSeq mRNA. We also extracted transcripts (containing both 
exon and intron sequences, and including information on 
repetitive DNA) from the genomic data at the UCSC web site. 
Owing to sequencing errors, mistakes in the assembly, or mis- 
annotations, intron sequences may be wrongly identified from 
this kind of data. To ensure proper identification, we compared 
the coding part of the corresponding exons against the 
RefSeq sequences. Genes were excluded if we found a length 
difference or if an internal stop codon occurred in the genomic
5 8
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coding sequence. Nucleotide composition was measured as the 
guanine and cytosine (GC) fraction. Intron GC was calculated 
for 8128 genes with total intron length >100 bp. For 7986 
genes with total intron length >500 bp, we also calculated 
intron GC excluding CpG islands. CpG islands were defined as 
regions o f at least 200 bp, with mean G C >0.5, and CpG 
observed/CpG expected >0.6 (10).
Recombination data (25) and cytogenetic band positions 
(based on FISH data) (30) were also obtained from the UCSC 
web site. Band positions are imprecise by up to several 100 kb 
or even more. When including only genes at least 1 Mb away 
from start and end of their cytogenetic band, results are 
qualitatively unchanged (data not shown).
To reconfirm that the observed patterns are not due to any 
remaining bias of the SAGE data, we also examined the 
correlation between nucleotide composition and local breadth of 
expression obtained from expressed sequence tag (EST) data. 
Each UniGene group not only contains the RefSeq mRNA 
sequence, but also all ESTs believed to map to the same gene. We 
used these to cross-link genes to 622 EST libraries constructed 
from normal tissue samples, each containing at least 50 ESTs. 
This resulted in a data set of 8763 genes, each known to be 
expressed in at least one out of 73 normal tissues (16 prenatal and 
57 postnatal). We calculated breadth of expression as the number 
of tissues with positive expression information.
For all correlations, r is Pearson’s coefficient. Significance 
levels were estimated from 10000 random pairings of the raw 
data value pairs: P =  ( 1 +  number of random pairings with 
smaller or equal +  number of random pairings). Corre­
lations and regressions for expression rate were calculated after 
taking the logarithm.
SUPPLEMENTARY MATERIAL
Supplementary Material is available at HMG Online.
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DISCUSSION
In this thesis I have addressed the possible role of selective pressures associated with 
protein synthesis in the evolution of human genes. At the time the work presented here 
begun, the most widely accepted view was that mammalian genes were not significantly 
affected by pressures related to gene transcription or translation efficiency; this was 
because of the relatively small sizes of mammal populations. Using bioinformatics tools on 
large samples of human genes, I have shown gene expression to be, unexpectedly, related 
to a variety of gene sequence parameters. Highly expressed genes are encoded by shorter 
genes and tend to have shorter intervening sequences. Codon and amino acid usage show a 
higher deviation from random expectations in genes that are highly transcribed. All of these 
patterns are difficult to explain under a neutral scenario and are consistent with expression 
mediated selection on gene sequences. In addition, evidence for a role of chromosome 
organisation and structure in gene expression regulation has been observed. Highly 
expressed genes are clustered in the genome and tend to concentrate in regions of high gene 
density. These gene distribution patterns are closely related to structural characteristics of 
the genome such as base composition and Giemsa bands. Highly expressed genes tend to 
concentrate in regions of higher G+C content and lightest Giemsa bands that characterise 
open chromatin. These are presumed to be located towards the centre of the nucleus. These 
observations are in accordance with a previously proposed hypothesis of transcription 
competency heterogeneity along chromosomes, and subsequent selection on genes 
(particularly on highly expressed genes) to concentrate in these regions.
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Codon usage has been associated with expression levels in non-mammalian species 
where highly expressed genes tend to have higher biases in the use of alternative codons 
(Duret and Mouchiroud 1999; Gouy and Gautier 1982; Sharp et al. 1986; Stenico et al. 
1994). These results are consistent with selection acting on silent sites to optimise protein 
synthesis. I analysed this parameter in a sample of human genes in Chapters 2 and 3. 
Chapter 2 presented a novel index for measuring codon bias (MCB) that corrects for 
background base composition. So how effective it is for measuring codon bias? In Chapter 
2 MCB is shown to correct for background variation in nucleotide composition, and 
additional analysis showed that it is highly insensitive to variations in amino acid 
composition and rare amino acids. MCB index has been independently reviewed and 
compared against other methods used to calculate codon bias (Novembre 2002). The results 
of this analysis confirmed that MCB correctly accounts for background base composition. 
As for the majority of codon bias indexes, however, the method is unfortunately strongly 
dependent on gene length. Therefore this variable should be corrected for when interpreting 
MCB indexes. Because the index can be used to correct for base composition variation, it 
may be suitable for interspecies comparisons.
From the publication of the method of MCB to the time of this writing, more 
indexes for measuring codon bias have been added to the list (see for example Novembre
2002). From personal communications I am aware of even more being developed. This 
diversity of indexes partly stems from the difficulties of accurately measuring codon bias.
So, what exactly are we trying to measure? The use of alternative codons can be 
thought of as an ensemble of several random variables: one per amino acid. Each of these 
variables has 2-6 possible different outcomes or codons (amino acids encoded by only one 
codon cannot have codon usage bias). Each outcome (or codon) has an associated
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probability of appearance within the sequence. For any given gene, biases for all 18 amino 
acids (Methionine and Tryptophan are encoded by only one codon) can be arranged in a 
vector (or observed distribution) which can in turn be compared to the expected 
distribution. We can then obtain an index of departure from expectations for each amino 
acid in a fairly straightforward manner. In order to obtain a single-value index of codon 
usage bias for a particular gene, however, biases of individual amino acids have to be added 
in a sensible way. And it is this step that is the more problematic one. Different amino acids 
within a gene vary in two aspects: number of times a particular amino acid appears within 
the sequence and their degree of degeneracy. If an amino acid is rare, then the observed 
distribution is more likely to be far from the expected just by chance, therefore the bias of a 
rare amino acid should have less impact on the overall index of codon bias. In addition, it 
requires a greater selective pressure to cause a particular codon to take 90% of the times of 
appearance of the amino acid it encodes, for a four fold than a two fold degenerate amino 
acid. Therefore, biases in four fold degenerate amino acids should have a higher weight.
Is a perfect codon bias estimate likely to be developed? Given all these 
considerations, it is my thought that a near-perfect method for estimating codon bias as 
departure of randomness of codon distributions, which can cope with differences in gene 
length, variation in amino acid proportions and base composition, might not be constructed 
in the near future. As computer power increases, then strict maximum likelihood indexes 
might provide a more accurate codon bias estimate.
The initial analysis of the relationship of codon bias presented in Chapter 2 showed 
that over 80% of the genes do have a higher codon bias than that expected from their base 
composition. In addition, after correcting for background nucleotide composition, most 
genes tend to favour the same set of codons. However I found only a relatively weak
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correlation between codon bias and gene expression. This was mostly explained by gene 
length variation. Setting aside the considerations on measuring codon bias mentioned 
above, the lack of evidence for codon bias as being influenced by expression patterns could 
derive from the type of data used to estimate expression. Here, breadth of expression was 
used as an estimate of expression levels. The number of tissues where a gene is being 
expressed might not necessarily be a good estimate of its level of expression.
In Chapter Three a re-evaluation of codon bias is presented using a larger sample 
size and quantitative gene expression data. The relationship between codon bias and 
expression is maintained even after correction for gene length. Is codon bias related to 
expression patterns in human genes? Biases in mutational patterns favouring specific 
nucleotides over others may influence codon choice. Those processes coupled with 
transcription frequency, in particular might explain the relationship I found between codon 
bias and expression patterns. GC content is higher in highly expressed genes (Urrutia and 
Hurst 2003). This expression dependence of base composition could explain a possible 
relationship between expression and the use of alternative codons. In addition, Green et al. 
(2003) showed that there is a mutation asymmetry in the DNA transcribed strand compared 
to the non-transcribed strand, favouring nucleotide changes to G and T. A further analysis 
performed on a sample of human genes (Majewski 2003) showed that nucleotide 
composition is in fact related to expression patterns. However, because the MCB method 
corrects for background nucleotide compositional biases, these do not increase the codon 
bias index. Therefore, my results cannot be explained by nucleotide biases even when 
related to expression patterns of genes.
In comparison to other species, such as S. cerevisiae, the strength of the relationship 
between expression and codon bias is relatively moderate in human genes. One possible
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reason for this difference is that the use of coding regions to estimate expected codon 
distributions might be too conservative. If similarly ending codons are favoured (as is the 
case of Drosophila), then expected distributions based on coding regions will be closer to 
the actual distribution and codon bias would be underestimated. The use of intergenic 
regions, on the other hand, might produce an overestimation of codon usage bias. This is 
because transcription-coupled mutation/repair processes may cause a departure of base 
composition of transcribed sequences from surrounding intergenic regions. Using intronic 
regions to obtain expected codon distributions might provide a better estimate. Intronic 
regions are subject to the same transcription rates as coding regions but are not translated. 
Therefore these sequences should be more suitable for setting expected distributions to 
examine translational selection (although codon bias might partly reflect selection acting 
over transcription efficiency as well Vinogradov 2001a; Vinogradov 2003). Caution should 
be paid to the impact of transposable elements and functional elements within introns that 
compose an important percentage of intronic sequences.
In Chapter Three, I evaluated the relationship between expression patterns and other 
sequence characteristics. A recent large scale study in human and C. elegans genes 
(Castillo-Davis et al. 2002) had shown that intron content is related to expression levels i.e. 
highly expressed genes have short introns. This result could be interpreted as the action of 
selection to reduce the amount of sequence to be transcribed. This result suggests that 
selection might be acting to reduce the cost of transcribing long introns in highly expressed 
genes in mammalian genes. However, when I examined the relation between length of 
intron and intergenic regions, I found that intron length is strongly related to intergenic 
distances. Therefore, the Castillo-Davis (2002) study does not address whether the 
observed pattern is the result of a direct link between expression levels and intron length or
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a by-product of a general compaction in regions where highly expressed genes reside. To 
evaluate whether the reduced intron sizes found in highly expressed genes were compatible 
with transcription cost reduction, rather than with a regional compaction, I repeated the 
analysis after correcting for regional effects. I found that intron sequences are significantly 
influenced by expression patterns even after correcting for intergenic distance. Length of 
coding region is also strongly influenced by expression patterns and, as expected, the 
relation between expression levels and protein size is little affected by regional effects.
The above results suggest that both regional genomic parameters as well as 
expression mediated pressures determine resulting intron sizes and coding regions. The 
relation between intergenic distances with gene characteristics shows that regional mutation 
patterns and indel ratios are a significant factor shaping gene sequences and should be taken 
into account when evaluating the input of other variables.
Highly expressed genes benefit from lower intron content. That is, the total number 
of bp constituted by introns in each gene is lower in highly expressed genes. But how do 
genes achieve this reduction? One possibility is a reduction in the number of introns. 
Consistent with this, highly expressed genes have fewer introns. However, in fact, number 
of introns per bp is not strongly related to expression levels (Castillo-Davis et al. 2002). 
Therefore the reduction in intron number in highly expressed genes is a by-product of the 
reduction in coding sequence size of highly expressed genes. The observed reduction in 
intron content in highly expressed genes is the result of the reduced size of individual 
introns. This leaves us to explain the prevalence of introns in mammalian genes. This issue 
goes beyond the scope of this thesis but there are a number of possible reasons for the 
maintenance of introns. Introns might facilitate alternative splicing which is very common 
in mammalian genes (Hickey and Benkel 1986), increase recombination between exons
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(Comeron and Kreitman 2000) and/or correct chromatin structure to facilitate transcription 
(Vinogradov 2001a; Vinogradov 2003). Interestingly, Lynch and Kewalramani (2003) 
recently proposed that introns, regularly spaced along genes, might facilitate the 
identification of aberrant RNA sequences with early termination codons to be degraded 
before translation; this operates by the coupling of an RNA surveillance mechanism that 
requires nearby exon junctions to recognize premature termination codons.
Interestingly, I also found that amino acid composition is significantly influenced 
by expression levels. The frequency of the majority of amino acids is correlated with 
expression level. Dufton (1997) calculated amino acid complexity indexes in terms of 
molecular weight and tri-dimentional conformation and found that low complexity amino 
acids are more common in proteins. Akashi and Gojobori (2002) obtained similar results by 
calculating metabolic costs of producing each amino acid in the bateria E. coli and B. 
subtilis. In addition, they found that amino acids of lower metabolic cost tend to be more 
common in genes with high codon bias. In accordance with a selection scenario for cheap 
amino acids, I found that human highly expressed genes tend to encode a larger proportion 
of low complexity amino acids (as defined by Dufton 1997). More accurate estimates of the 
true metabolic cost of production/acquisition of amino acids in mammals are needed to 
reveal the extent of these pressures in shaping amino acid choice.
The studies presented in Chapters Two and Three are among the first studies that 
systematically address the relationship between expression patterns and gene 
characteristics, with the aim of evaluating whether human genes show significant signatures 
of selection related to protein synthesis efficiency. The results obtained support the 
conclusion that, despite previous expectations, human genes possess signatures compatible
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with an optimization of protein synthesis related costs both at the transcriptional and 
translational level.
The release of the human genome sequence allowed further study of the effects of 
expression patterns on genes even beyond the gene sequences themselves. Chapter Four 
presents the analysis of gene sorting with respect to expression patterns. The results show 
that genes are sorted according to their expression. Broadly expressed genes are more likely 
to have neighbours which are also broadly expressed rather than lowly expressed ones. I 
examined further gene distribution along chromosomes in order to investigate the reasons 
for the non-uniformity of gene distribution with respect to their expression patterns. In 
particular, I analysed the possibility of the clustering of broadly expressed genes to be the 
result of heterogeneity in transcription competency along chromosomes as proposed by 
Cremer & Cremer (2001). If different regions of the genome have different transcription 
competencies, then these differences should affect all genes, since they also need to be 
expressed. The amount of selective pressure to be located in regions of higher transcription 
competency, however, would vary from gene to gene according to their breadth of activity. 
From this we can draw two main expectations; first, we should observe heterogeneity in 
gene densities along the chromosome. Second, since broadly expressed genes are under 
greater pressure to be located in regions of higher transcription competency, they should 
tend to be over represented in regions of higher gene density.
It is well known that gene density is highly heterogeneous along chromosomes 
(Mouchiroud et al. 1991); however, gene density heterogeneity cannot in itself be proof of 
transcription related selection. Neutral processes related to variation in indel ratios could 
result in such a distribution. If gene densities along chromosomes are determined by neutral 
processes, unrelated to expression regulation, then we should find highly expressed genes
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to be equally distributed among high and low gene density regions. Alternatively, for 
example, if genes in densely packed areas tend to interfere with one another by competing 
for transcription factors then we would expect to find highly expressed genes preferentially 
located in lowly populated areas of chromosomes. One possible way to test this is, for 
example, to take a subset ten percent of genes with highest expression rates, then one in 
every ten genes located in regions of low density should correspond to our subset, and the 
same when we look in regions of high gene density. If on the other hand, gene densities are 
related to expression patterns of genes, then the above distributions should not be 
recovered. Chapter Three shows that highly expressed genes in regions of high gene density 
are over represented relative to random expectations. These observations are consistent 
with the notion that some chromosomal regions are more suitable for transcription. Also it 
suggests that gene density might be at least partly determined by selection for occupying 
more suitable regions.
The above analyses suggest that genes are not distributed randomly along the 
genome but that their location is related to their levels of activity possibly to favour their 
location in regions of higher transcription competency. However, these analyses do not 
address what actually makes a region more suitable for transcription. The human genome is 
composed of 23 pairs of chromosomes all densely packed inside the nucleus, and 
chromosome regions vary in their nuclear location. Cremer and Cremer (2001) have 
proposed that genes in chromosome regions located in more interior parts of the nucleus 
have better access to the transcription machinery than genes located in regions in the 
periphery of the nucleus. This being so, genes with broader expression would be expected 
to concentrate in competent regions. Performing an experimental assessment of 
transcription rates of genes located in different parts within the nucleus is technically
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difficult (particularly for an in silico graduate student). An alternative approach to test 
Cremer & Cremer’s hypothesis is to examine the relation between expression patterns with 
variables related to chromosome structure. Chromosome Giemsa staining reveals a striped 
pattern of chromosome banding. These bands have been related to chromosome nuclear 
arrangements (Ferreira et al. 1997). Darker bands of highly compacted chromatin tend to be 
located at the periphery. In addition, it has been observed that lighter Giemsa bands of open 
chromatin possess a higher G+C content (Saccone et al. 1993). In Chapter Five I analysed 
in detail the relationship between expression levels of genes with base composition and 
chromosome banding patterns.
I show that expression patterns of genes are strongly related to regional non-coding 
base composition of both intron and intergenic regions: highly expressed genes concentrate 
in regions of high G+C content. Furthermore, Giemsa bands are also negatively related to 
expression patterns of genes. These results suggest that, as Cremer & Cremer (2001) have 
proposed, broadly expressed genes are preferentially located in open chromatin closer to 
the centre of nucleus.
Together the results presented in this thesis show that, contrary to expectations, 
genes show clear signs of significant selective pressure for the optimization of protein 
synthesis, i.e. broadly/highly expressed genes tend to encode for shorter proteins, possess 
smaller intron sequences, have higher codon bias and are biased towards the encoding of 
cheaper amino acids. In addition, evidence supporting a relation between gene location and 
genome structural features is presented. Highly expressed genes are located in highly gene 
dense areas of higher G+C content open chromatin, presumably at the centre of the nucleus. 
These observations show that chromosome structure may play a more important role in 
gene regulation than previously thought.
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The validity of the results here presented depends on the accuracy of expression 
data estimates. Errors in estimating expression levels of individual genes are likely to 
increase the noise of the data and obscure the patterns found. In this thesis, different 
sources of gene expression data have been used. These include EST, SAGE and chip-array 
data. All of these datasets present different technical limitations and types of errors which 
have been discussed in the Introduction. I compared expression data for the two datasets 
that allow estimation of expression levels, SAGE and chip array. For 10 tissues, there are 
data available using the two datasets (whole brain, lung, liver, pancreas, ovary, prostate, 
spinal cord, cerebellum, heart, kidney). I found that expression indexes are correlated by an 
r=0.344 on average (but see Ishii et al. 2000) for a direct experimental comparison). 
Differences may partly derive from inaccurate assignment of sequence tag for SAGE or 
unspecific oligo binding to mRNAs for chip array data. An additional source of variability 
between samples corresponding to the same tissue comes from the fact that tissue samples 
from individuals with different death cause, age and gender are used as well as from 
variations in the particular sections of tissue extracted. Indeed, when comparing expression 
data for different libraries using SAGE methodology I found that gene expression level 
estimates differ (r=.724 on average). I expect that, with the availability of more accurate 
expression, estimates the signals here recovered would become stronger.
Some forms of systematic bias in the acquisition of expression estimates, however, 
have been identified and could in fact contribute to the patterns observed (Balazsi et al.
2003). As discussed in the Introduction, these sources of error are specific to the method 
used to recover expression data. It is for this reason that we have refrained from any 
attempt to use composite estimates when data were obtained using different techniques. In 
the manuscripts presented in this thesis, at least two independent datasets of gene
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expression have been used. This approach increases the validity of observations using 
expression estimates (Detours et al. 2003). A recent study has used an integrative approach 
for obtaining expression estimates from SAGE and chip array and compared them with 
gene length and base composition, reaching similar conclusions (Versteeg et al. 2003).
The aim of the work I have reported was to find out whether human genes showed 
signs consistent with the action of selection related to protein synthesis cost optimization. 
The results therefore add to the understanding of gene sequence evolution and the impact of 
genome structure on gene regulation in human genes. However they can also be compared 
to other species along the evolutionary scale (by this, I do not try to imply progression), to 
get a better perspective of the evolution o f the forces shaping genes and genomes.
Codon usage bias, for example, has been strongly related to expression patterns in 
yeast. In this species, codon bias is a very good predictor of expression levels of genes. In 
other non-vertebrate species, codon bias is also strongly related to levels of expression. 
Direct measures of expression levels in bacterial species for large number of genes are not 
available, but there is no evidence of a different picture to that found from non-vertebrate 
eukaryotes. In contrast, in vertebrates -at least in mammals- the relationship between codon 
bias and expression levels is significantly weaker. Here, regional base composition appears 
to be a major determinant of synonymous sites. In fact, even amino acid determining codon 
positions also tend to match regional base composition in mammalian genes but to a lesser 
extent (Clay et al. 1996).
Codon bias also appears to shift in terms of the main factors determining it in 
different species. In this case, mammals appear to be the ones showing a great dependency 
of codon bias on surrounding base composition. I have shown evidence that suggest that
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codon bias is partly dependent on expression levels, but background base composition 
remains the main determining factor. This has usually been interpreted as evidence for a 
greater influence of mutation patterns and relaxed selection on mammalian genes. The 
analyses performed in chapters 4 and 5 show that expression levels of genes are related to 
regional characteristics, in particular to base composition. G+C content is associated with 
open chromatin and inner location in the nucleus and it is elevated in highly expressed 
genes. This could suggest that an elevated G+C composition is important for higher 
transcription. This being so, third site base composition might not be reflecting mutation 
patterns only, but rather selection for proper DNA structure suitable for transcription 
(Vinogradov 2001a; Vinogradov 2003). Were this the case, then relaxed constraints may 
not be the full explanation for the differences, but rather a greater relevance of chromatin 
structure for gene expression in larger genomes.
If we turn to gene length distributions, we also find marked differences in how they 
relate to expression across species. Introns, for example, appear to be under pressure to be 
reduced in humans as suggested by highly expressed genes having shorter introns than 
lowly expressed genes. The same appears to be true for the nematode C. elegans (Castillo- 
Davis et al. 2002). Assuming that codon bias is an indicator of expression levels, many 
other multicellular species should show a similar pattern. However, the same relation is not 
found in unicellular species such as yeast. Here it is the most highly expressed genes that 
are the ones with larger introns (Vinogradov 2001b; Vinogradov 2001c). A similar shift in 
distribution is found when looking at coding region length (Moriyama and Powell 1998).
If reducing gene sizes to minimize transcription and translation costs is favoured by 
selection, how can we explain the fact that some species show a negative correlation with 
expression estimates while others show a positive one? A possible explanation is that genes
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of different species are shaped by different processes. Alternatively, the general processes 
influencing sequence evolution are similar across lineages but their relative importance to 
gene evolution varies. From the second alternative, it could be that reduction of 
transcription/translation costs may be relevant for all species, including unicellular species 
such as yeast; in some of them, however, pressure on genome compaction is so great that 
almost all non-relevant DNA has already been eliminated; any further compaction is likely 
to interfere with the proper function and regulation of a gene. Therefore selection may 
favour highly expressed genes to keep their regulatory regions and splicing sites while 
genes under lower selection may be subject to more deletion events. In contrast, in 
organisms with larger genomes, where genes have been bombarded with repetitive 
elements and transposons in their intervening and even coding sequences (Nekrutenko and 
Li 2001), selection would favour highly expressed genes to reduce length to maximise 
protein synthesis speed.
What about the relationship between expression and gene location? What are the 
expectations for smaller genomes in terms of the relationship between gene expression and 
gene location? The results of the analyses in human genes support the notion that genomic 
location is strongly determined by transcription competency of chromosomal regions. 
Regional effects, at least as far as base composition in synonymous sites are concerned, 
seem to be of less importance in smaller genomes. Following this line of thinking, we may 
expect that gene order in these genomes would be less determined by the transcription 
potential of different regions. In these species, co-regulation and operon-like structures 
might be greater determiners of gene order. Analysis of the C. elegans genome has showed 
that gene order is not random. While co-expression of linked genes is mostly due to operon 
structures (Lercher et al. 2003), essential genes tend to be found in clusters associated with
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lower recombination rates (Pal and Hurst 2003). Interestingly, a recent study analysing 
Drosophila genes has shown that clusters of coexpressed genes are found along the genome 
(Spellman and Rubin 2002). In contrast to the results obtained with human genes, in 
drosophila no evidence for a relation of these clusters with chromosome structural 
parameters was recovered. Further studies are required to understand the nature of the 
variations of the relative importance of different factors influencing gene order.
In conclusion, highly/broadly expressed human genes are distinct from the rest of 
the genes both in terms of their sequence parameters and their location along the 
chromosomes. Highly expressed genes encode shorter proteins, have shorter introns, higher 
codon bias and favour particular amino acids in their composition. All of these signatures 
suggest that, contrary to previous expectations, gene sequence parameters in human genes 
are tuned for expression efficiency. The results relating expression patterns with gene order 
and chromosome structure make evident that the human genome despite its size is a highly 
ordered structure. Results here presented suggest that maximising expression efficiency is a 
significant factor that has shaped genes and their place in the genome during evolution.
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Evidence That the Hum an X Chromosome Is Enriched for Male-Specific 
bu t not Female-Specific Genes
Martin J. Lercher, Araxi O. Urrutia, and Laurence D. Hurst
Department of Biology and Biochemistry, University of Bath, Bath, United Kingdom
There is increasing evidence that X chromosomes have an unusual complement of genes, especially genes that have sex- 
specific expression. However, whereas in worm and fly the X chromosome has a dearth of male-specific genes, in mice 
genes that are uniquely expressed in spermatogonia are especially abundant on the X chromosome. Is this latter 
enrichment true for nongermline, male-specific genes in mammals, and is it found also for female-specific genes? Here, 
using SAGE data, we show (1) that tissue-specific genes tend to be more abundant on the human X chromosome, (2) 
that, controlling for this effect, genes expressed exclusively in prostate are enriched on the human X chromosome, and 
(3) that genes expressed exclusively in mammary gland and ovary are not so enriched. This we propose is consistent with 
Rice’s model of the evolution of sexually antagonistic alleles.
Introduction
Increasing evidence suggests that X chromosomes in 
diverse species contain unusual complements of genes, 
especially sex-specific genes. In Caenorhabditis elegans, 
sperm-enriched and germline-intrinsic genes are nearly 
absent from the X chromosome (Reinke et al. 2000). 
Similarly, in Drosophila, there is a dearth of male-specific 
accessory gland protein genes on the X chromosome 
(Swanson et al. 2001). More generally, Drosophila’s 
testes-specific genes tend to be especially abundant on 
autosomes, having been derived by retroposition from X- 
linked genes (Betran, Thornton, and Long 2002). This 
observation may be explained by natural selection favor­
ing those new retrogenes that moved to autosomes and 
avoided the spermatogenesis X inactivation (Betran, 
Thornton, and Long 2002; Boutanaev et al. 2002). This 
is supported by the finding that clusters of testes-specific 
genes are described in the only known segment of the X 
chromosome devoid of the MSL-induced H4 acetylation 
(Boutanaev et al. 2002). The same may also apply in C. 
elegans, it too having an inactive X chromosome in the 
male germline (Fong et al. 2002; Kelly et al. 2002; Reuben 
and Lin 2002). Some credence is given to this hypothesis 
from the finding that in worm, the X chromosomes in the 
XX germline are silenced only in early meiosis (Kelly et al. 
2002) and that ovary-expressed genes are present on the 
X chromosome (Reinke et al. 2000).
Is germline X chromosome inactivation (or more 
generally male-specific X chromosome-associated chro­
matin remodeling complexes [Boutanaev et al. 2002]) the 
sole cause of the unusual gene complement of X chro­
mosomes? In contrast to the above, human genes whose 
mutants disrupt sexual development are especially com­
mon on the X chromosome (Saifi and Chandra 1999). 
Similarly, Wang et al. (2001), using a cDNA subtraction 
method, identified 25 mouse genes that appeared to be 
uniquely expressed in spermatogonia: three of these were 
Y linked and 10 were X linked. Were gene distribution
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random, they argued that about an order of magnitude 
fewer X-linked genes would be expected.
Rice’s Hypothesis
One interpretation (Hurst 2001; Wang et al. 2001) of 
this enrichment of spermatogonial genes on the mamma­
lian X chromosome is that it is a consequence of the 
evolution of sexually antagonistic alleles (i.e., alleles that 
are beneficial to one sex but detrimental to the other). Rice 
(1984) noted that, despite the fact that an X chromosome 
spends only one third of its time in the male germline, 
a perfectly recessive allele of an X-linked gene that is 
favorable to the hemizygous sex (hereafter males) is much 
more likely to spread than an autosomal counterpart. This 
is because selection would act strongly on the hemi- 
zygously expressed favorable effects, whereas the delete­
rious effects in females would initially be masked, owing 
to heterozygosity in females. The autosomal counterpart 
would have all effects hidden and hence be likely to be 
lost.
If the allele is not perfectly recessive then for the 
autosomal case, the beneficial effects in males must 
counterbalance the deleterious effects in females. For the 
X-linked gene the beneficial effects could be relatively 
weak if the allele has no great fitness consequences in 
heterozygous females. Hence, even an allele with great 
negative fitness consequences when homozygous in 
females might spread. Consequentially, once the allele 
attains a significant frequency, the evolution of modifiers 
that force the gene to be expressed only in males is 
expected (Rice 1984). As most mutations are recessive, we 
expect an enrichment of male-specific genes on the X 
chromosome. Comparable logic predicts enrichment of 
male-benefit traits on the Y chromosome as well.
Support for the premise of Rice’s model comes from 
the findings that the X chromosome appears to harbor 
a disproportionately large amount of variation in sexually 
selected traits (Reinhold 1998) and is, more generally, 
enriched for sexually antagonistic fitness variation (Gib­
son, Chippindale, and Rice 2002). These findings need 
not, however, reflect a greater abundance of genes of any 
given type on the X chromosome.
If Rice’s hypothesis holds, we might make two 
predictions. First, genes expressed exclusively in other 
male-specific tissues will also be especially common on
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the mammalian X chromosome, assuming there is no 
interaction with inactivation of the X chromosome (the X 
chromosome in murine spermatogenesis is inactivated 
probably by a highly conserved mechanism [Reuben and 
Lin 2002]). We examine this issue by looking at genes that 
are expressed exclusively in a somatic male-specific tissue, 
the prostate. Second, genes expressed in female-specific 
tissues need not be enriched on the X chromosome.
The latter is owing to the fact that, under Rice’s 
model, two forces act antagonistically. Consider first a 
dominant allele that is beneficial to females but detrimental 
to males. As the X chromosome spends two thirds of its 
time in females, the favorable effects of the allele are 
evident more commonly than the deleterious effects in 
males, compared with the same dominant allele when 
autosomal. This acts as a force to increase the chances that 
a female-benefit /male-detriment allele might spread, were 
it X linked, and hence is a force leading to enrichment 
on the X chromosome of female-specific genes (after a 
modifier has suppressed the genes’ expression in males). 
However, this force will be counterbalanced by the 
greater relative ease of female-advantageous/male-detri- 
mental alleles to spread on autosomes when partially reces­
sive, the X-linked version being relatively heavily counter 
selected from the outset owing to hemizygosity in males. 
Hence enrichment of female-specific genes on the X 
chromosome is not necessarily expected. We shall examine 
this issue by investigating the genomic location of genes 
expressed exclusively in human mammary gland or ovary.
Tissue Specificity and the Human X Chromosome
One important difference between the present anal­
ysis and all prior analyses is that we control for tissue 
specificity. We recently showed that on the average, genes 
on the X chromosome are expressed in fewer tissues than 
genes on autosomes (Lercher, Urrutia, and Hurst 2002). 
One might speculate that this may be the result of selection 
to minimize the deleterious effects of mutations in X- 
linked genes. This speculation aside, if X-linked genes do 
tend to be tissue specific per se, then we expect enrichment 
on the X chromosome for any class of genes that are tissue 
specific regardless of sex specificity. This could indeed go 
some way to explain prior results. Hence, we establish 
a data set of expression patterns for over 8,000 genes but 
then extract only those expressed in just one tissue.
Materials and Methods
The SAGE Data Set
We used publicly available data from Serial Anal­
ysis of Gene Expression (Velculescu et al. 1995; SAGE). 
From SAGEmap (Lash et al. 2000) at NCBI, we obtained 
a reliable mapping of UniGene (Schuler et al. 1996) 
groups to M ain SAGE tags. Each UniGene group consists 
of all GenBank sequences representing the same human 
gene. In the remainder, we will refer to each such group as 
a gene and represent it by its longest RefSeq sequence. 
Tags mapping to more than one gene were excluded. We 
located 11,612 RefSeq genes on the August 2001 Golden 
Path assembly of the human genome (http://genome.
cse.ucsc.edu/), each labeled unambiguously by at least one 
SAGE tag. This set of gene/tag combinations was cross- 
linked to the quantitative expression profiles at SAGEmap. 
Positive expression was seen in 8,367 genes in at least one 
out of 35 libraries representing 14 normal (i.e., non- 
pathological) tissues. If a tag had been counted only once 
in one tissue, this was most likely due to a sequencing 
error, and we discounted the observation. Adding all 
counts for libraries representing the same tissue type, we 
then calculated breadth of expression (number of tissues 
with positive expression) for each gene. Genes were 
counted as tissue specific if they were expressed in only 
one of the 14 tissues.
Statistics
To determine the significance of the observed number 
of genes of a given class (prostate, ovary/mammary) on the 
X chromosome against null expectations, we employed 
a randomization strategy. We reassigned all genes at 
random to chromosomes while maintaining the total gene 
count, the total count of genes within each class, and the 
total number of genes on each chromosome as found in 
the original data set. The P value was then specified as the 
proportion of randomizations in which the actual number, 
or a greater number, of genes within the class in question 
appeared on the X chromosome.
The expectations for the number of genes on the X 
chromosome can be derived by this method or by par­
titioning the data into tissue-specific genes that are not sex 
specific and using the X:A ratio to deduce the expected 
number of X-linked genes within any given class, given 
the total number of genes in this class. Both method esti­
mates are provided. The first estimate given below 
is always from the X:A ratio, and the second is from 
randomization.
Results
Our prior work suggested that genes on the X 
chromosome are not expressed in as many tissues as 
autosomal genes (Lercher, Urrutia, and Hurst 2002). Does 
it follow that the X chromosome has more tissue-specific 
genes? If we examine genes expressed in at least nine 
of the 14 tissues (N =  1,897) (our prior definition of 
housekeeping genes [Lercher, Urrutia and Hurst 2002]), 
we find 50 that are X linked (i.e., 2.7% of the total). By 
contrast, of genes expressed in three or fewer tissues (N =  
3,441), 3.8% are X finked (P <  0.02 by randomization, 
two tailed). Of those expressed in just one tissue, 3.6% of 
the total of 1,511 are X finked. Although this latter result is 
not significant at the 5% level (P =  0.069, by randomi­
zation, two tailed), given the apparent tendency, it is best 
to be conservative and to control for tissue specificity.
Are prostate-specific genes especially prevalent on 
the X chromosome? Of the tissue-specific genes that are 
not expressed in the sex-specific tissues (ovary, mammary 
gland, or prostate)1,046 are autosomal and 35 (3.3%) are 
X finked. Of the prostate-specific genes, 189 are autosomal 
compared with 13 (6.9%) that are X finked. This repre­
sents an approximate doubling of the frequency of
83
Prostate Genes Enriched on the Human X Chromosome 1115
prostate-specific genes on the X chromosome and 
represents a significant enrichment (6.5/ 7.3 are expected, 
P =  0.02, one tailed, derived by 100,000 randomizations). 
Pairwise Blast of all of the X-linked prostate-specific genes 
against all the others on the X chromosome revealed no 
duplicate genes, so the enrichment is not owing to higher 
rates of duplication on the X chromosome.
It may be notable that our estimate of the extent of 
the enrichment of male-specific genes (an approximate 
doubling) is lower than that observed by Wang et al. 
(2001). This is unlikely to be owing solely to methodo­
logical differences (of which control for tissue specificity 
would be one), as the difference appears to be quite large: 
Wang et al. report that nearly 40% of the spermatogonia- 
specific genes are X linked, which compares with just 7% 
for prostate. Perhaps there is significant heterogeneity 
between male-specific tissues? When high-quality expres­
sion data is available for more male-specific tissues, this 
should be testable.
In our sample, female-specific genes, in contrast to 
the male-specific genes, show no X-linked enrichment 
when compared against tissue-specific genes. Whereas 222 
genes expressed in ovary or mammary gland are auto­
somal, only six (2.7%) are X-linked genes expressed in 
either tissue. If anything then, female-specific genes are 
underrepresented on the X chromosome, although the 
difference is not statistically significant (six observed, 
7.4/8.2 are expected, P =  0.33). Analyzing ovary alone 
(under the supposition that some mammary gland genes 
might also be in male breast tissue) does not alter the 
conclusions: 107 are autosomal, four are X linked, and 
four are expected (by both methods) (P =  0.57).
Discussion
The above results provide support, by no means 
definitive, that Rice’s hypothesis may be important to 
understanding mammalian X chromosome evolution. 
However, this should be regarded as a provisional in­
terpretation, as numerous caveats must be noted. For ex­
ample, in several years time SAGE data will, no doubt, be 
available for many more tissues, in which case, it is all 
but inevitable that some of our “tissue-specific” genes will 
turn out not to be tissue specific at all, just expressed 
in relatively few tissues. This need not prove be too 
problematic for the current provisional interpretation, as 
Rice’s model does not require the genes to be expressed 
exclusively in one tissue. However, more problematically, 
it may yet prove to be the case that some “ovary-specific” 
genes are in fact germline-specific genes and expressed 
in both males and females. Prior evidence suggests that 
genes expressed in both germlines are not enriched on 
the X chromosome (Wang et al. 2001). SAGE analysis 
on testicular tissue would allow us to eliminate this 
possibility.
Further, in our presentation of Rice’s hypothesis, we 
assumed the presence of alleles expressed in both sexes for 
genes already present on the X chromosome. It is uncertain 
whether it is reasonable to suppose that there were genes 
expressed both in prostate and in females as well. Sim­
ilarly, it may possibly be that the genes were originally
autosomal and their sexually antagonistic phenotype 
predisposed them to becoming X linked (Charlesworth 
and Charlesworth 1980). Even were our finding statisti­
cally robust, the interpretation is by no means certain.
Despite the above caveats, given the present results 
and those of Wang et al. (2001), we can tentatively 
suggests that, consistent with Rice’s hypothesis, the 
mammalian X chromosome is enriched for male-specific 
but not female-specific genes. What also of the Y 
chromosome? As expected, in our sample, no mammary- 
specific or ovary-specific genes are Y linked. Two of the 
seven Y-linked sequences in our sample were prostate 
specific, the others being expressed (apparently in a sex- 
specific manner) either in brain or in peritoneum. Overall 
enrichment of prostate-specific genes on the X or Y 
chromosome is significant (P =  0.01, by randomization).
The description of some brain-specific, Y-linked 
genes is especially notable, as it has also recently been 
suggested that selection for sex differences in cognitive 
ability might explain why genes that affect cognitive 
ability appear also to be enriched on the X chromosome 
(Zechner et al. 2001). Although there are too few brain- 
specific, Y-linked genes to perform meaningful statistics, 
there may be weak enrichment of these: we expect about 
one and observe three. This and the putative X 
chromosome enrichment may also reflect the processes 
envisaged by Rice. However, brain-specific genes (white 
matter, astrocyte, and thalamus) in our sample are not 
enriched on the X chromosome: we expect 13.5/12.9 X- 
linked genes, which compares with 14 observed (P =  0.43) 
(of 406 brain-specific genes, 389 are autosomal and 14 
[2.1%] are X linked; of non-brain-specific, non-sex- 
specific genes, 657 are autosomal and 21 [3.2%] are X 
linked). This brain sample presumably includes both sex- 
specific and non-sex-specific genes, and it would be 
valuable to return to the issue using direct expression 
assays when sex specificity of gene expression in non-sex- 
specific tissues can be assayed.
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Un modelo de orden genico en el genoma humano
Araxi Urrutia Odabachian
Biology & Biochemistry, University of Bath, BA2 7AY, UK. bspauo@bath.ac.uk.
El genoma humano contiene aproximadamente 32000 genes que codifican proteinas que 
regulan el desarrollo, metabolismo y demas funciones en el organismo. Todos los genes del 
nucleo estan distribuidos entre los 23 cromosomas que constituyen el genoma humano. La 
totalidad de los genes ocupan menos del 5% del genoma, por lo que de estar distribuidos de 
manera uniforme cada gen deberia estar aislado de los demas. Este, sin embargo, no es el 
caso, la densidad de genes varia significativamente a lo largo de los cromosomas. Grandes 
regiones estan practicamente desiertas, mientras en otras los genes estan tan proximos que 
se sobreponen. ^Que determina la posicion y el orden de los genes en el genoma?
Normalmente se asume que las presiones selectivas sobre la distribucion de genes son 
minimas. De ser asf, la posicion y orden actual de los genes serian entonces las que se 
esperan por azar. Sin embargo, los analisis realizados han revelado patrones, dificiles de 
explicar por simple azar, que sugieren que la distribucion de genes esta ligada a la compleja 
estructura de los cromosomas.
Los cromosomas se encuentran divididos en regiones que difieren tanto en estructura como 
en composicion de bases. Asi, de las cuatro bases nitrogenadas en el DNA, la proportion de 
Guanina y Citosina respecto a Adenina y Timina puede ser tan alta como 60% en algunas 
regiones del genoma, y en otras tan baja como 35%. La densidad de genes esta asociada a 
estas variaciones en composicibn de nucleotidos. Se ha observado que los genes tienden a 
concentrarse en regiones ricas en Guanina y Citosina (G+C).
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De modo independiente, desde finales de 1800's, usando tecnicas de coloracion Giemsa, en 
c^lulas en mitosis, se identificaron bandas transversales a lo largo de los cromosomas que 
varian en la intensidad de la coloracion. Ferreira, Carmo-Fonseca y colaboradores de la 
Universidad de Lisboa en Portugal observaron que, durante la division celular, las bandas 
m£s p&lidas se replican antes que las bandas m£s obscuras. Las bandas m&s obscuras son 
mas compactas y tienden a ocupar regiones hacia la periferia del nucleo. Se ha observado 
que las variaciones en bases nitrogenadas estan relacionadas con las bandas de Giemsa: las 
bandas mas claras y menos compactas contienen una mayor proporcion de G+C, mientras 
que las bandas mas obscuras y compactas son mas ricas en Adenina y Timina. Podria 
esperarse por tanto que la densidad de genes siga de cerca los patrones de coloracidn de los 
cromosomas. En efecto, aproximadamente 80% de los genes se concentran en las bandas 
mas claras.
Podemos concluir entonces que en el genoma hay regiones m&s habitables que otras. Aun 
podria ser que dentro de las regiones competentes los genes podrian estar ordenados al azar. 
De nuevo, los datos obtenidos sugieren lo contrario. El orden de los genes depende de sus 
patrones de actividad. Los genes varian en sus niveles de actividad ya que no todas las 
proteinas son requeridas en todos los tipos celulares y/o en las mismas cantidades. En una 
muestra de 10000 genes, Lercher y colaboradores de la Universidad de Bath en el Reino 
Unido, observaron que los genes se agrupan segun el numero de tejidos en los que se 
expresan, esto es; genes que se expresan en numerosos tejidos y genes que se expresan en 
pocos tejidos tienden a estar cerca de los genes de expresion similar.
El modelo de compartamentalizacion funcional del genoma provee un marco comun para 
explicar las irregularidades tanto en la densidad como en el orden de los genes a lo largo de 
los cromosomas. Este modelo propone que la estructura en una region cromosomica
88
particular es un factor determinante para el potencial de actividad de los genes. Las 
regiones correspondientes a bandas de Giemsa mas claras y menos compactas se situan en 
la periferia del nucleo donde los complejos de transcripcion pueden acceder mas 
facilmente. Es ahi donde se espera la mayor densidad de genes tal y como se ha observado. 
Cremer y Cremer, basados en las universidades de Alemania Ludwig Maximilians y 
Ruprecht Karls respectivamente, establecieron la hipotesis de que aquellos genes que se 
expresan en mas tipos celulares, deberian estar concentrados donde la actividad de 
transcripcion es mas intensa. Los datos de Lercher y colaboradores son consistentes con 
este escenario. De particular relevancia es la observation de que los genes de mayor 
espectro de expresion, estan en regiones ricas en G+C. Si el modelo propuesto por Cremer 
& Cremer es correcto, entonces podemos esperar que los genes de amplia expresion se 
localicen en las bandas de Giemsa mas claras y menos compactas de los cromosomas.
De confirmarse esto ultimo, la visidn del genoma como depdsito pasivo de genes tendria 
que dar paso a un modelo en el que la estructura de los cromosomas juega un papel activo 
en la determinacion de los patrones generales de expresion y en la evolution de las 
especies. Por ejemplo, el efecto de mutaciones en las que secciones de los cromosomas son 
eliminadas o duplicadas podria derivarse no solo de la ausencia de los genes eliminados o 
anadidos sino de los cambios en la organization de los cromosomas dentro del nucleo que 
ocurren como consecuencia de esta mutation.
Las observaciones anteriores sugieren que factores relacionados con la estructura 
cromosomica son un factor relevante en la determinacion del orden de los genes en 
eucariontes, en particular en genomas mamiferos. En contraste, en los genomas de 
organismos procariontes, como las bacterias, es comun que genes implicados en un mismo 
proceso celular se encuentren agrupados en operones en el genoma y su actividad es
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regulada en conjunto. En los organismos eucariontes, como los insectos y los mamiferos 
hay poca evidencia de que la co-regulacion sea un determinante importante en la 
localization para la mayorfa de los genes.
Agradecimientos. A Humberto Gutierrez y Yazmm Odabachian por sus valiosas 
contribuciones a este manuscrito. A CONACYT, ORS y Komer Award por flnanciamiento.
90
Figural. La figura muestra los puntos mas relevantes del modelo propuesto de orden genico 
y su relacion con la estructura cromosomica. El esquema tiene por proposito mostrar las 
expectativas del modelo, sin embargo, algunos de los puntos no han sido confirmados. Los 
niveles de actividad promedio de los genes en cada region correlaciona con la densidad 
genica, el contenido de guanina y citosina y las bandas de Giemsa. Las bandas de Giemsa a 
su vez se distribuyen desigualmente dentro del nucleo. Las bandas mas obscuras y 
compactas se situan en la periferia, mientras que las bandas mas claras y ricas en genes se 
encuentran en el interior del nucleo donde el acceso a las enzimas de transcripcion es 
mayor.
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SELECTION ON TERMINATION CODON USAGE IN HUMAN GENES
Araxi Urrutia Odabachian
ABSTRACT
I  analyse the use o f  termination codons in a sample o f 2396 human genes and its relation 
with GC content, codon bias, expression breadth and rates o f  synonymous substitutions. We 
found that TGA is the termination codon used in half o f  the sample. The strength o f the 
preference is influenced by GC content, breadth o f expression, and to a lesser extent, codon 
usage bias. We conclude that, in contrast with other species, the choice o f termination 
codon in human genes is mainly driven by nucleotide content and dinucleotide 
concentrations.
Codon usage bias has been extensively studied in several unicellular and multicellular 
species (Marais and Duret 2001), and it has been found that the level of codon bias 
correlates with expression levels, highly expressed genes showing higher codon bias 
(Gouy and Gautier 1982; Sharp et al. 1986; Stenico et al. 1994), and it is inversely 
correlated with rates of synonymous substitutions (Powell and Moriyama 1997). However 
the factors determining the use of termination codons has received less attention in part 
because of their low frequency. In unicellular and invertebrate species the choice of stop 
codon has been found to be not random but show biases (Duret and Mouchiroud 1999; 
Sharp and Bulmer 1988). The choice of stop codon (CSC) is related with levels of codon 
usage bias (Duret and Mouchiroud 1999; Sharp and Bulmer 1988). In mammals because 
of the great variation in nucleotide content across different regions of the genome 
(Bemardi 1995; Bemardi et al. 1997), studies so far have failed to determine if there are
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any significant selective pressures determining codon usage bias (Eyre-Walker 1994; 
Eyrewalker 1991; Urrutia and Hurst 2003). Here we analyse the choice of stop codons in 
human genes and its relationship with nucleotide content within the coding sequence. 
Also we study the relationship between CSC and variables that have been shown to be 
important in other species such as codon usage bias, expression patterns and rates of 
evolution.
MATERIALS AND METHODS
Coding sequences from 2396 human genes were used for this study. Termination codon 
(SC) was determined for each sequence. Information about breadth of expression and 
synonymous rates of substitution were obtained from Duret and Mouchiroud database 
(2000). G+C content at third sites and termination codon used was obtained for each 
sequence and codon usage bias was measured by MCB method correcting for background 
nucleotide biases (Urrutia and Hurst 2003).
RESULTS AND DISCUSSION
We investigated the distribution of stop codons in our sample. In figure 1, it can be 
observed that there is a strong preference in the sample towards TGA as a termination 
codon over TAA and TAG codons. This is probably related to the avoidance of TpA 
dinucleotides that is observed in the human genome even at non-coding regions (Karlin 
and Mrazek 1996). However we found little effect of the levels of dinucleotide bias and 
CSC (Fig. 2a).
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We investigated whether the termination codon preferences are related to 
characteristics of the coding sequence such as nucleotide content and breadth of expression. 
We found that CSC is particularly influenced by the GC content at third sites of the 
sequence, there being an increase in the use of TGA and TAG codons in genes with higher 
GC content, while the use of TAA is greatly reduced (Fig. 2b). We also observe an increase 
in preference of TAA in broadly expressed genes (Fig. 2c). A much weaker interaction is 
observed between codon usage bias corrected by background nucleotide biases and the 
choice of termination codon, there is a slight increase in the use of TAG at the expense of 
TAA (Fig. 2d). A similarly weak effect on termination codon by gene length is observed in 
this case TAA is avoided in larger genes (Fig. 2e).
Here we showed that the choice of termination codons in human genes is not 
random but that there are strong biases in the use of stop codons. The most important 
factor determining CSC appears to be the avoidande of the dinucleotide TpA. Almost half 
of the genes in the sample use TGA as termination codon. However only a weak effect 
can be observed between the extent of dinucleotide biases on termination codon choice. 
The two factors that are strongly related with termination codon choice are GC3 content 
and expression breadth, while the first indicates that mutation processes or biased gene 
conversion favouring specific nucleotides are in action, the second could be indicative of 
selective pressures favouring a specific choice in termination codon. The fact that these to 





50 -  
40 -J 
30 -  
20 -  
10 -  
0 -
. Stop codon usage distribution in sample o f 2396 human genes.
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Figure 2. Relationship between choice of termination codon and A. dinucleotide bias, B. 
G+C content, C. breadth of expression, D. codon usage bias, E. rate of synonymous 
substitutions, F. gene length. The graphics show the differences in percentage for each 
termination codon with respect to the value of the lowest values in the x axis.
98
REFERENCES
Bemardi, G. 1995. The human genome: Organization and evolutionary history. Annu. Rev. 
Genet. 29: 445-476.
Bemardi, G., D. Mouchiroud, and C. Gautier. 1997. Isochores and synonymous 
substitutions in mammalian genes. In DNA and Protein Sequence Analysis (eds. 
M.J. Bishop and C.J. Rawlings). IRL Press, Oxford.
Duret, L. and D. Mouchiroud. 1999. Expression pattern and, surprisingly, gene length 
shape codon usage in Caenorhabditis, Drosophila, Arabidopsis. Proc. Natl Acad. 
Sci. U.S.A. 96: 4482-4487.
—. 2000. Determinants of substitution rates in mammalian genes: Expression pattern 
affects selection intensity but not mutation rate. Mol. Biol. Evol. 17: 68-74. 
Eyre-Walker, A. 1994. Dna mismatch repair and synonymous codon evolution in 
mammals. Mol. Biol. Evol. 11: 88-98.
Eyrewalker, A.C. 1991. An Analysis of Codon Usage in Mammals - Selection or Mutation 
Bias. J. Mol. Evol. 33: 442-449.
Gouy, M. and C. Gautier. 1982. Codon usage in bacteria - correlation with gene 
expressivity. Nucleic Acids Res 10: 7055-7074.
Karlin, S. and J. Mrazek. 1996. What drives codon choices in human genes? J. Mol. Biol. 
262: 459-472.
Marais, G. and L. Duret. 2001. Synonymous codon usage, accuracy of translation, and gene 
length in Caenorhabditis elegans. J. Mol. Evol. 52: 275-280.
Powell, J.R. and E.N. Moriyama. 1997. Evolution of codon usage bias in Drosophila. Proc. 
Natl Acad. Sci. U.S.A. 94: 7784-7790.
99
Sharp, P.M. and M. Bulmer. 1988. Selective Differences among Translation Termination 
Codons. Gene 63: 141-145.
Sharp, P.M., T.M.F. Tuohy, and K.R. Mosurski. 1986. Codon usage in yeast - cluster- 
analysis clearly differentiates highly and lowly expressed genes. Nucleic Acids Res 
14: 5125-5143.
Stenico, M., A.T. Lloyd, and P.M. Sharp. 1994. Codon usage in Caenorhabditis elegans: 
delineation of translational selection and mutational biases. Nucleic Acids Res 22: 
2437-2446.
Urrutia, A.O. and L.D. Hurst. 2003. The signature of selection mediated by expression on 
human genes. Under review at Genome Research.
100
