Previous works on reconstruction of a three-dimensional (3D) point shape model commonly use a two-step framework. Precisely localizing a series of feature points in an image is performed on the first step. Then the second procedure attempts to fit the 3D data to the observations to get the real 3D shape. Such an approach has high time consumption, and easily gets stuck into local minimum. To address this problem, we propose a method to jointly estimate the global 3D geometric structure of car and localize 2D landmarks from a single viewpoint image. First, we parametrizing the 3D shape by the coefficients of the linear combination of a set of predefined shape bases. Second, we adopt a cascaded regression framework to regress the global shape encoded by the prior bases, by jointly minimizing the appearance and shape fitting differences under a weak projection camera model. The position fitting item can help cope with the description ambiguity of local appearance, and provide more information for 3D reconstruction. Experimental results on a multi-view car dataset demonstrate favourable improvements on pose estimation and shape prediction, compared with some previous methods.
INTRODUCTION
The 2D shape analysis, such as 2D face/car alignment has been studied over the last decades in multimedia applications. In recent years, 3D geometry reasoning has been received more and more attention for high-level computer vision applications such as 3D face detection and reconstruction (Nair and Cavallaro, 2009; Guo et al., 2014; Ferrari et al., 2017) , and vehicle surveillance (Tan et al., 1998; Li et al., 2011; Leotta and Mundy, 2011; Zhang et al., 2012; Zia et al., 2013b; Zia et al., 2013a) . Model the intrinsic 3D nature of the object can provide richer information for understanding the scene and improving the performance of fine-grained recognition (Xiang and Savarese, 2012; Hejrati and Ramanan, 2012) . Therefore, it is important to estimate the 3D shape instead of only 2D shape under a specific viewpoint. To efficiently utilize the global geometric structure, discriminative shape regression has been proved to be a promising method over Point Distribution Model (PDM) (Xiong and De la Torre, 2013; Cao et al., 2014; Weng et al., 2016) , Active Appearance Model (AAM (Cootes et al., 2001) ), and Constrained Local Models (CLM) (Saragih, 2011) . They are able to encode the global shape constraints adaptively, and have great capabilities to use large scale of available training data. In this paper, we focus on establishing a model to estimate the 3D shape of object from a single image, by utilizing the regression-based method.
To estimate the 3D shape, a commonly used method is a two-step procedure. The 2D positions of landmarks under a certain viewpoint image are first detected. In the second stage, the pre-learned 3D shape model is fitted to the detected landmarks according to the correspondences. Yet, this kind of methods has some drawbacks. Reconstructing the 3D shape from 2D primitives is generally an underdetermined problem. Even if with the 3D prior geometric information introduced, the predicted shape cannot be estimated accurately, due to the ambiguity of the projection from 3D space to a single image plane. As demonstrated in some previous works, the knowledge absent of both camera pose and and real 3D shape makes the estimation more difficult. There are also some works fit the 3D-ASM model to a likelihood response map. This kind of method do not need accurate semantic correspondences between the observations and the 3D model (This means that the projected landmarks or edges are not necessary to be 222 Figure 1 : A brief interpretation of the proposed method. We predict the object 3D shape directly from an input image (bottom row), instead of fitting a model to the 2D observations (top row).
detected accurately). The optimization objectives are usually non-convex and highly non-linear, where the solutions rely much on the quality of initializations. The solution can easily get stuck at local minimums.
Compared with the above, the regression-based method has great merits of utilizing the global geometric constrains. The regressed shape is always constrained to reside in the linear subspace constructed by all training shapes. Motivated by this, we propose to regress the 3D shape of the object from a single 2D image (see Fig. 1 ). Although it seems a natural extension of 2D regression, however, the estimation problem in 3D shape are very different. Some landmarks are essentially invisible due to self-occlusion, accompanied by some visible ones occluded by other objects. In addition, the appearance of the object is always more textural than the face, and may change greatly under various viewpoints. The local landmark description can cause false alarms in image space due to the deceptive similarity in feature space (Vondrick et al., 2013) . To address the above drawbacks, we propose to jointly regress the pose and the 3D shape of object, and localize the 2D landmarks. The results of our method benefit from the following highlights 1. Both the appearance and the 2D position information are considered for 3D estimation, which help cope with the discrimination from the local description of 2D landmarks. The projection position constrains can prevent the real 3D geometric shape from severe deformations and encourage 2D landmarks localization.
2. We introduce a method to establish a pairwise annotation dataset of the 3D car shape and corresponding 2D landmarks. We use 2D aligned shape samples and predefined 3D basis to get the 3D ground-truth.
3. We extend the supervised descent method to implicitly encode the 3D geometric topology into a series of cascaded regressors. The remainder of this paper is structured as follows. In Section 2, we first review some related works. Section 3 describes the regression-based model for joint 3D shape estimation and landmarks localization in detail. In Section 5 we do some experiments to validate the effectiveness of the proposed framework. The last section draws a conclusion and introduces some future works.
RELATED WORK
Our work is related to the following research in the literature, including face alignment, 3D model fitting of object. Many different types of geometric models have been applied to machine vision scene. We briefly review some works on fitting 3D shape model to 2D image and regression-based alignment methods.
Existing works about multi-view shape estimation can be roughly categorized into two class: hypothesis-test-based and optimization-based. The hypothesis-test-based approach (Leotta and Mundy, 2011; Li et al., 2011; Zhang et al., 2012; Zia et al., 2013b) first generates some hypotheses, and then finds the correspondences between the hypothesised and actual images primitives. The hypotheses are evaluated to find the best that minimizing the shape predicted errors. Leotta et al. (Leotta and Mundy, 2011 ) align a kind of deformable model to image by predicting and matching image intensity. Li et al. (Li et al., 2011) develop a Bayesian inference algorithm for generating shape and pose hypothesis from a randomly sampled subsets of landmarks in a first stage. Then they adopt RANSAC paradigm to identify the optimal one with robust measure. The shape and the pose are adjusted by minimizing errors between the hypothesized and the detected edges in image. Zhang et al. (Zhang et al., 2012) propose to use gradient-based fitness score to evaluate the matching quality under a generated hypothesis. The object shape and the pose are recovered through a samplingbased method, where the samples with better score are selected as seed for the next generation. In Zia's work (Zia et al., 2013b) , the local part detectors are first trained from rendered CAD model across multiview images. Then the 3D ASM is fitted to the image by measure similarities with likelihood map under unknown pose. This kind of method suffers from great time-consuming, amount of occlusions, or limited applicable under specific discrete viewpoint. In this paper, we try to establish a 3D shape prediction framework with low computation complexity.
In optimized-based method, the correspondence are predefined according to the geometric model, and the estimation problem became a optimization problem to find the best fitting parameters. In (Hejrati and Ramanan, 2012 ), a part-based model estimate the 2D positions of landmarks, which are then refined in a second stage by fitting a coarse 3D model to these landmarks with SfM. The reconstruction of 3D human poses (non-rigid) or 3D car shape (rigid) given single images has been investigated (Ramakrishna et al., 2012; Lin et al., 2014; Wang et al., 2014; Zhou et al., 2015; Miao et al., 2016) . Ramakrishna et al. (Ramakrishna et al., 2012) represent the 3D pose by a linear combination of a series of pose basis that are learned from motion databases. The pose are predicted by minimizing the projection residuals of sum of squared limb lengths as constraint. Towards improvement of this work, Wang et al. (Wang et al., 2014) extend this model by enforce the proportions of eight selected limbs to be constant, and use 1 measurement to enhance the robustness. However, these constraints are not general for all cases while the the human poses have great variations. In Zhou's work (Zhou et al., 2015) , they propose a convex relaxation version of (Ramakrishna et al., 2012) to estimate the rotation matrix, which need not care the initializations. Miao et al. (Miao et al., 2016) propose a fast and robust method to estimate the 3D car shape with additional type information for initialization. Different from these works, propose to use the object class to refine the estimation of the shape, and the pose parameters are estimated with a modified version from (Leotta and Mundy, 2011) by evaluate a Jacobian system. However, in those approaches, predetection of parts or positions of landmarks should be provided in advance. We aim to develop a method to predict the 3D shape from images directly.
Most related works to our method are regressionbased method. Boosted regression method (Cristinacce and Cootes, 2007) has been presented early by Tim Cootes for ASM. Then, there has been numerous papers on face alignment proposed using such a kind of framework (Saragih, 2011; Xiong and De la Torre, 2013; Cao et al., 2014; Kazemi and Sullivan, 2014; Tulyakov and Sebe, 2015) . Dollár (Dollár et al., 2010) minimizes model parameter errors in the training, to cascadedly estimated the parametrized variation of the objects appearance. Instead of regressing each local part independently as (Cristinacce and Cootes, 2007) , Cao et al. (Cao et al., 2014) propose to learn a vectorial regression function to infer the whole facial shape from the image and explicitly minimize the alignment errors over the training data to exploit the correlations of the landmarks. Although this method is very accurate, the predicted shapes are limited as the linear subspace of the training data, which is not very robust for multiview problems. In our work, the accuracy of the localization is not the first important target. Tulyakov et al. (Tulyakov and Sebe, 2015) have similar motivation with ours. They succeed the work from (Kazemi and Sullivan, 2014) by extending the shape invariant splits to 3D space, and can estimate the face pose accurately. Their work relies on RGBD dataset, and the 3D regression is only available under limited view pose changing. In contrast, in our method, the training stage and datasets are all different, and we aim to regress the full 3D shape of objects.
METHOD
In this section, we describe in detail how to regress the 3D shape from a single viewpoint image with localizing the 2D landmarks at the same time. We start from the 3D representation of the shape, and derive the regression-based shape prediction method. Then we extend it to the joint estimation of the 3D shape and the 2D landmarks. In the test stage, an monocular image and an initial pose of the object are given as input, and the shape increment is predicted at each regressor.
3D Representations
Point Distributed Model (PDM) is widely used for shape representations such as in face alignment. By using of such a model, the 3D shape of an object is represented by n-landmarks PDM X = [x 1 , y 1 , z 1 , . . . , x n , y n , z n ] T . Suppose the shape X is under the rigid transform of the canonical shape S by
where parameters {R, t} 1 denote 3D rotation and translation respectively, which specifying the pose of the object. The canonical shape is learned from a series of labelled training samples and defined as
where µ is the mean shape, and
is a group of shape bases . With the above model, In the above definition, the canonical shape are denoted in model coordinate system (MCS) and the 3D shape is defined in world coordinate system (WCS). We can get the 2D locations
with the specific orthogonal projection matrix
where M is a weak-projection camera matrix (Hartley and Zisserman, 2003) and s is the scaling parameter. Therefore, the objective of 3D shape estimation is equivalent to estimate the pose parameters and shape coefficients p = {s, R, t, α} from a given input image.
Cascaded Regression of 3D Shape
Many cascaded methods can be utilized, such as cascaded pose regressor (Eldén and Park, 1999) , which produces object pose as output, and supervised descent method (SDM) (Xiong and De la Torre, 2013) , which aims to output the estimated coordinates. We start from a general regression-based method which produce an estimation p of the truth 3D shape parameter p of an object from an input image I ∈ R W ×H . p can be progressively refined by shape increment ∆p t at each stage t (t = 1, . . . , T ) through a cascaded framework. Then the 3D shape estimation problem can be described as follows:
where u = g( p) generates the 3D shape and projects them to 2D plane following (1)- (3). h is a non-linear feature extractor, and φ = h(I, u) ∈ R Dn×1 in the case of a D-dimensional feature representation for each landmark. The features depend on both the image and the previous estimation, which means that we must extract the feature at each level in the cascaded framework. R t is a regression function learned at t-th stage and T is the total number of the cascaded regressors.
Encouraged by the success of those methods on 2D face alignment, we design a 3D regression framework for pose estimation by means of SDM. Specifically, we first derive update rule of the 3D shape estimation. We find the parameters by fitting the 3D shape to 2D images through minimizing the differences between the features extracted against the projected and the ground-truth landmarks.
Given an initial p t at stage t, the cost function can be approximated by the Taylor expansion and we can evaluate an incremental parameter ∆p
where φ * denotes the feature at correct landmarks (manually labelled), and the the Jacobian matrix J f and Hessian H f are both with respect to f evaluated on the current parameter p t . Take derivation of both side in (6) with respect to ∆p, and set it to zero, we can acquire
In fact, due to the high non-linearity and nondifferentiable of the feature extractor, we cannot get the explicit form of Hessian H and Jacobian to minimizing (6) . Moreover, it costs expensive numerical approximations to compute the Hessian. The core idea behind the SDM is to directly learn the descent directions from the training data by linear regression,
, where b t is a bias estimation based on the fact that in a testing stage, the ground-truth is unknown. With a learned regressor, the new estimation is acquired by following the update rule in (5)
After a series of regressors, the estimated shape will be converged to the correct p * for each corresponding images in training set.
In previous works on multi-view face alignment, each landmark is represented in 2D coordinates, or extended by adding a binary label to each point to indicate the visibility, or use the 3D coordinates directly. In our model, we have some differences from those approaches. In each stage, we parametrize the under-estimated shape and pose, which can normalize the effect from various pose in the training samples. What's more, both the object appearance and 2D geometric consistence are considered in the proposed model. In the next, we will introduce the model in detail.
Joint Estimation with 2D Alignment
We add a 2D alignment item to enforce the matching of the 2D landmarks under the model projection with parameter p with the ground-truth 2D landmarks. This can help to avoid the possible ambiguity when use the local image patch to describe each landmark, due to the fact of the lack of global constraints. The objective function became
which means that, the projected shape and the corresponding appearance should be consistent with the ground-truth. Therefore, given an initial p t at stage t, the cost function can be approximated by the Taylor expansion, and we can evaluated an incremental parameter ∆p
Take derivation of both side in (10) with respect to ∆p, and set it to zero, we can acquire
Therefore, we can get a new update rule as the following equation
where the regressor is R t = {W t , G t , b t }.
Learning and Test
In this section, we describe in detail how to learn the regressor sequences {R 1 , R 2 , . . . , R T } from the training sets.
Given some images I = {I 1 , I 2 , . . . , I M } with the labelled pose and shape parameters {p 1 * , p 2 * , . . . , p M * } as training-set, each regres-
where ∆p * t = p * − p t−1 is the objective update. Since we extract HoG features in a neighbour region for each landmark, the dimension number will be very large. This leads to over-fitting easily of the learned regressors, and high computation. To avoid this problem, we consider to imposing a penalty item to regularize object function in (3.4). And the parameter λ t is selected to control the strength of the penalty. Therefore, the objective function for learning t-th regressor is reformulated as follows
where we find that β = 0.1 is appropriate. It is easily solved in closed-form. However, training stage needs a lot of perturbation samples to enhance the generality of the model, where many outliers are inevitable. Therefore, solve (14) can result in great estimation bias. In real applications, we use support vector regression with ε-loss (Ho and Lin, 2012) instead of quadratic loss to penalize large error samples, which can strengthen robustness to outliers. The equivalent dual problem can also be solve with low computation cost.
Algorithm 1: Training Regressor Sequences.
Input: K training images
with manually labelled shape ground-truth
1: Initialize Generate M training perturbation parameters 2: for t ← 1 to T do 3: 
jection to 2D according to shape and pose 6:
end for 8: (14) 9:
for all i do 10:
end for 12: end for
The supervised learning of the model needs pregenerated perturbation parameters according to certain distribution. In the training stage, we first get the 2D mean shape from the labelled data. Then, we generate randomly some shifts of the mean shape uniformly as the perturbations and calculate the pose and 3D shape parameters. Hence the objective updates are acquired by calculate the parameter differences between the shifted and labelled shapes. The full training procedure of the proposed training method is summarized in Algorithm 1.
To apply the model to a new input, we first give a initial pose and shape parameters, then extract features. To get a reliable pose guess effectively, we first get a coarse object detection result, which is helpful to shrink the search range to improve the landmark localization. Here we utilize Deformable Part-based Model (DPM) (Felzenszwalb et al., 2010) to get a bounding-box, which has shown the-state-of-the-art performance for object detection.
The initial shape parameters should be generated by the procedure as the same as the training step, so as to ensure the same distribution, which is important Input: A test image J, and the learned regressors
Output: u o , p 1: Initialization the shape parameters p 0 = {s 0 , R 0 , t 0 , α 0 } 2: for k ← 1 to T do 3:
to guarantee the convergence of updating. Using the trained regressors cascadedly, the inferred parameters are used to calculate the shape as described in Algorithm 2.
DATA ANNOTATION
To train such a kind of framework, one should perform annotation of the training samples. For 3D cases, it is not enough to train the model with just 2D locations of the object shape. Moreover, it is also difficult to label the third dimension of the landmarks by only observing a single monocular image. And there are rarely datasets provide the corresponding 3D annotations to the 2D. To the best of our knowledge, there are no images and shapes pairwise annotated car dataset. Here, we use the available 3D shape data provided by (Zia et al., 2013a) to annotate. As showed in Fig. 2 , each 3D model contains 36 salient points, which are selected from CAD data to cover important features for description of the object. We first calculate the pose parameters and shape representations from the manually defined 2D landmarks. Given some 2D images annotated with 2D the landmarks x, and the predefined or pre-learned shape bases B, we first estimate the camera pose parameters and the shape representations by the following optimization problem.
arg min s,R,t,α
Many approaches have been proposed such as in (Ramakrishna et al., 2012; Zhou et al., 2015; Miao et al., 2016) to solve similar problems with different formulations. To solve the problem (4), a common approach is alternatively optimizing the camera pose and the shape representations. This kind of method highly relies on the initializations, while bad ones can generate infeasible 3D shapes. The 3D annotation from 2D should recovery the real geometric structure. Therefore, we adopt the convex relaxation method (Zhou et al., 2015) to make the 3D annotations. The reprojected points in 2D are regarded as the new 2D annotations. The regularization parameter η is set to 0.1, in avoid of large errors between re-projected and the original labelled points.
Another issue is about how to represent the three dimensional rotation matrix R. It is not appropriate to directly optimize the 9-dimensional space matrix, which may lose the manifold constraints. Here we use a Rodrigues' vector w = [w x , w y , w z ] T , which is an axis-angle representation of rotation. Then the axis of rotation is equal to the direction of w, and the angle of rotation against this axis is equal to the magnitude θ = w . According to a Lie-algebraic derivation (Marsden and Ratiu, 1999) , the exponential map has a closed-form expression to transform a rotation vector w into a 3 × 3 rotation matrix R by tr(R) + 1 2 , and the axis of rotation w is recovered as
We then artificially simulate a large amount of data from K annotations. we generate M random perturbations as training data, according to the same procedure described in 3.4.
EXPERIMENTS
To show the performance to the proposed framework, we assess the accuracy of pose and shape estimation in terms of both viewpoints and empirical error distribution. We present the landmarks localization results on different views images and different types of cars, both the 2D results and the 3D fitted results. We also give the visual results of the shape reconstruction on the test dataset.
Dataset
Training Data: We use the annotated data from (Zia et al., 2013b) . The image data has been roughly divided into 8 discretized views as the Front, Front-Left, Left, Rear-Left, Rear, Rear-Right, Right, and Front-Right of the car.The left side view pose is set as 0 • . The 2D cars are annotated by 8, 22, 18, 22, 8, 22, 18 , 22 landmarks for each viewpoint respectively. The cars in this dataset span a wide variety of type, size under different illumination conditions and background environment with various partial occlusions. There are totally 2910 images across all the whole dataset. We randomly choose 70 percentage of them for training, and use the rest images to test in each viewpoint. For the purpose of training on a consensus feature scale, and control the pose variety, the labelled 2D landmarks in all the training images are approximately aligned to a reference template as a normalized input. Fig. 3 shows some training instances under different viewpoints. 3D model Data: As introduced in section 4, the 3D point-based models are trained on a set of labelled 3D CAD models. It provides a deformable wireframe representation based on a set of vertices of the object class of interest. We used the car model trained by the author (Zia et al., 2013a) . Each shape is represented by a 36-landmarks point distribution model. In our experiments, we use 30 different samples as the shape basis. They are rich enough to cover the basic types of cars.
Experimental Settings
Feature: To train the regression models, we should generate the local patches to be used for feature extraction. For each landmark, we extract an image patch with 40 × 40 pixels size to capture the local appearance. Considering the excellent performances of HoG descriptor in detection Andriluka et al., 2009; Saragih, 2011) , we then computed HoG features (Dalal and Triggs, 2005) on each extracted patch to describe the local appearance. We set the block size to 2 × 2 cells, where the cell size is 8 × 8 pixels. We compute HoG descriptors on overlapping grids of spatial blocks densely, with gradients extracted on 9 orientations. The HoG dimension for each local patch is 4 × 4 × 2 × 2 × 9 = 576. This lead to extremely high-dimensional feature vectors after concatenation, thus we use principle component analysis to reduce the dimension and whiten the features. With 96% energy preserved, the corresponding eigenvectors are selected as the feature whitening parameters. Model:. There are some parameters about the model to be set-up. The regularization parameter λ in (14) is selected by cross-validation, and finally fixed to 0.1 in each training stage. To determine how many cascaded stages should be used, we record the objective update values ∆p * in the training process. Fig. 4 presents the ∆p * changing with respect to the training stage. We set the total stage as T = 5 based on the fact that ∆p * changes very slowly with a very small deviation from stage 4 to 5. To efficiently solve the objective in (14) as mentioned above, we use the LibSVM (Chang and Lin, 2011) , where the tolerance threshold is fixed to 10 −6 . Evaluation: To evaluate the accuracy of the pose estimation, we use different metric to measure the errors. The scale estimation accuracy are computed by
which measure the disagree extent to the groundtruth. As for the 3D rotation, we follow a logarithm map definition in (Engø, 2001) to calculate the geodesic distance of two rotation matrix in SO(3). It is defined as
For the translation and re-project 2D points errors, we use the root-mean-square-error (RMSE) as the evaluation criterion. The in-pixel localization errors are then normalized by the bounding-box size of the ground-truth shape, which is computed as the mean of the width and height. Then we investigate the 3D shape recovery performance under the second layer and the refined localization results. We use the Procrustes distance errors (PDE) (Dryden and Mardia, 1998) to measure the accuracy for the estimated 3D shape. The Procrustes distance errors are computed between the predicted 3D shape X and the groundtruth 3D annotation X g . Specifically, the Procrustes distance between X and X g is
where I 3 denotes identity matrix. This measurement can avoid from the influences from the inaccurate pose estimation while we only focus the 3D shape itself. Comparison: We compare the proposed method with the two kinds of approaches. One is the 3D regression method derived in Section 3.2, which is an extent version of the SDM framework to 3D shape estimation. The other kind of method is a two-step estimation framework. In the first step, 2D landmarks are firstly localized by certain approaches. In the second step, the 3D shape is reconstructed by solving the same problem in annotation procedure (4), provided the results in step one. In comparison, we realize the 2D regression by SDM to detect the landmarks as the results in the first step. Then, we use a modified the method proposed in (Ramakrishna et al., 2012) to solve (4). We also compare a different rotation estimation algorithm by manifold optimization (Boumal et al., 2014) .
Quantitative Results
We access the estimation performance of the pose and 3D shape, and use the re-projected points to evaluate the localization accuracy.
Comparison of Pose Estimation
First, We present the pose estimation results in Fig. 5 . According to the cumulative scale error distribution, the proposed method has similar performance with SDM-3D. The percentage with errors no large than 0.5 is 99.66 and improve 3.44% and 19.98% compared with the two two-step framework. As for the rotation estimation, the accuracy by SDM-3D is as well as the joint framework, while the results by the other two methods are far away from the proposed method. The translation error distribution demonstrates that the proposed method is not the best when the normalised error is within 0.5. However, we notice that the proposed method have significantly advantages in rotation estimation. The reason can be that, the rotation in the two-step framework is solved as non-convex constraint, and its numerical precision can not be guaranteed. For the results under different viewpoints, all these methods have better performance on view 2, 4, 6, 8 than the left viewpoints for the pose estimation. This can be interpreted from the number of visible landmarks which are used for 3D reconstruction. The observations under front-left, front-right, rear-left and rear-right can provide more information to estimate the 3D car shape than the other viewpoints. The proposed method is not better than the compared ones on average, where the performance degeneration may be caused by the joint estimation (e.g. the translation errors under front or rear samples are larger than SDM-3D). We also find that, the rotation estimation cannot be guaranteed by Manopt toolbox for some specific viewpoints. Figure 7: Cumulative distribution of localization errors on the test-set. The re-projection error is used to measure the landmarks localization accuracy.
Comparison of Shape Estimation
Then, we evaluate the shape estimation by assess the accuracy of 2D landmarks localization and 3D shape reconstruction. We use the re-projected landmarks of the estimated 3D shape as the 2D localization results. In other words, this measure reflects how well the estimations matching with the observations. Fig. 7 presents the error distribution of different compared methods. The proposed method shows better performance, which benefits from the more accurate estimation of the pose and the 3D shape. In perspective of different viewpoints, our method achieve lower errors compared with the other three except for the rear view. The SDM2D+Manopt have also good matching results, although the rotation matrix is not estimated perfectly. This phenomenon demonstrates that, SDM2D+Manopt tends to make the 2D matching more accurate rather than 3D shape estimation under the same parameters setup for problem (4). Finally, we examine the 3D prediction accuracy on this multiview car test-set. Fig. 8 shows the 3D shape estimation results. Compared with the twostep framework, the proportion of samples with normalised errors within 0.15 are 46.81% and 65.96% higher than SDM2D+Manopt and SDM2D+ALT respectively. The performance has been improved 8.51% to SDM3D. The reason can be that, our method enhance the landmarks position constraints to provide more information for 3D shape estimation. What's more, we find that bad results are acquired by SDM2D+ALT method. This means alternative optimization is sensitive to the initialization of the solution. In contrast, the two-step framework by Manopt is more robust.
Qualitative Results
To show the shape estimation results intuitively, we present the visual results of landmarks localization and the 3D car shape with the estimated camera pose in Fig. 6 . The results cover various cases with different viewpoints and type of the car. It can be obviously observed that, the localization results by the proposed method appear nearly the same to the results of directly 2D regression method (SDM2D). At the same time, the 3D shape and camera pose can be seen well estimated.
CONCLUSIONS
In this paper, we have proposed a method for 3D shape reconstruction and landmarks localization. By representing the 3D shape as a linear combination of a set of shape bases, we have proposed a cascaded framework to regress the global geometry structure and the object pose. We proposed a new objective to train the regressors, by minimizing the appearance and the shape differences at the same time, which can overcome the ambiguity of the landmarks description in feature space. Experimental results showed competitive performance on shape and pose estimation without degenerating the localization performance, compared with some previous methods.
