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本文剩余部分有：第 2 节，简要介绍了 Kmeans 改进算法的





























Bradley 和 Fayyad 的方法[9]首先将样本点集随机分成 J 个
子集，每个子集分别用 MacQueen' 方法中提出的第二种方法进
行 kmeans 聚类，得到 J 个聚类中心集，这些数据集组成超集，










Astrahan 的方法[12]先根据阈值 d1 获得高密度点集，以密度
最高的点作为第一个初始中心，剩下的中心点至少距离已选的
中心点距离为 d2，直到没有中心点可选，若最后产生的中心点
大于 k，合并中心点到 k。缺点是 d1，d2 的值敏感。

















（厦门大学软件学院 福建 厦门 361005）
【摘 要】Kmeans是一种经典聚类算法，应用范围很广。但该算法有着自身的一些缺点，如不能消除离群点的影响，
对初始聚类中心的选取敏感，聚类结果不稳定等。本文基于单点密度来屏蔽离群点和选取初始聚类中心，达到优化
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离均值，即 D/d，得到评价指标 v。即密度向量 VD/距离均值向量
Vd，得到评价指标向量 V。




(7) 执行传统 Kmeans 算法。不同于传统的 Kmeans 算法，初
始中心点集不是通过随机方式产生的。





间复杂度为 O(n2 )；Kmeans 聚类的时间复杂度为 O(tkmn)，其中，




下比较传统 Kmeans 和 SDKmeans 算法的聚类效果，并对聚类








(2) Seeds 数据集：该数据集包含 3 类不同的小麦品种，每





面进行改进，提出了 SDKmeans 改进算法，通过 NMI 得分来比
较两种算法的应用效果。
表 1 为 Iris 数据集应用 Kmeans 及其改进后的 SDKmeans
算法进行聚类的 NMI 值：
表 1 Iris 数据集聚类结果（%）
从表 1 可以看出，实验进行了 10 次聚类，传统 Kmeans 的
聚类结果不稳定，NMI 得分出现明显波动，利用 SDKmeans 算法
的聚类结果稳定且较好，SDKmeans 算法的初始中心点集是稳
定的，这就决定了它的聚类结果的稳定。
表 2 为 Seeds 数 据 集 应 用 Kmeans 及 其 改 进 后 的 SD－
Kmeans 算法进行聚类的 NMI 值：
表 2 Seeds 数据集聚类结果（%）
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图 1 SDKmeans算法流程图
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