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Abstract
We introduce a nonstandard Euler scheme for solving the di0erential equation y′′ + g(y)y′ + f(y)y = 0
which has the same linear stability properties as the di0erential equation and is conservative when g=0. The
method is based on a physically motivated reduction of the equation to a system of two 3rst-order equations
and the use of Lie group integrators. The method is demonstrated on a few examples and compared to a
standard MATLAB adaptive solver.
c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 65L.06; 34A.50
Keywords: Euler method; Lie group method; Nonstandard 3nite di0erence scheme; Conservative method; Splitting
1. Introduction
We consider the di0erential equation
y′′ + g(y)y′ + f(y)y = 0 (1)
together with initial conditions y(0)=y0, y′(0)=y′0. The functions f and g are continuous functions.
The Hamiltonian
H = H (t) ≡ y
′2
2
+
∫ y
y0
f(z)z dz + C (2)
of the solution of the resulting initial-value problem satis3es the relation
H = H0 −
∫ t
0
g(y(s))(y′(s))2 ds (3)
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for all t¿ 0 and any C ∈R, with H0=H (0). The term T=T (y′) ≡ y′2=2 represents the kinetic energy
of the system at the current state y. On the other hand the quantity U = U (y) ≡ ∫ yy0 f(z)z dz + C
corresponds to the potential energy at the state y, with level C at the initial state y0. In the following
we assume f(z)z can be integrated explicitly, U (y)¿ 0 for all y, and C is chosen such that U (y)=0
for at least one value y. The condition U (y)¿ 0 essentially guarantees the ellipticity of (1) for small
(perturbation) terms g(y). The particular choice of C is a technical requisite for the recovery of y
from U . When f(y)¿ 0 we can set C =
∫ y0
0 f(z)z dz, provided f is de3ned on (0; y0].
The Hamiltonian H = T + U represents the total energy of the system and H − H0 its variation
between the initial state y0 and the current state y. In many cases, g is a nonnegative friction
coeEcient and the integral term appearing in (3) is thus a measure of the dissipation of energy. In
the case g(y) = 0 Eq. (1) is energy conservative and we should expect any numerical scheme used
to solve it to respect this property.
Our goal is to present a simple approach for integrating (1) which has desirable properties in
terms of stability and conservation of invariants. It is hoped that the engineering community will
view this approach as a viable alternative to other more standard lower-order methods, especially
when long-time behavior of the solution rather than high accuracy is sought.
This approach is based on a nonstandard reduction of (1) to a system of 3rst-order di0erential
equations. The explicit numerical scheme presented exploits the (skew-)symmetry of this system and
numerical results on a few test problems illustrate the overall good behavior of the method.
2. Standard vs. Hamiltonian reduction
The standard reduction of (1) to a system of two 3rst-order di0erential equations is based on the
new variables
u= y;
v= y′: (4)
The resulting system in the unknown functions u= u(t) and v= v(t) then becomes
u′ = v;
v′ =−f(u)u− g(u)v (5)
or in matrix form[
u′
v′
]
=
[
0 1
−f(u) −g(u)
][
u
v
]
≡ A(u)
[
u
v
]
: (6)
When g=0 the Hamiltonian H (u; v)=H (y; y′) is usually not a quadratic function of u and v (unless
f is constant). It is known that no standard Runge–Kutta method exists that conserves all polynomial
Hamiltonians [1, Theorem 4.2].
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Fig. 1. Functions f(y)¿ 0 yield potentials U (y) as shown on the left: each value of the potential corresponds to two
values of y which can be distinguished by the sign of u. More general functions f give rise to potentials such as the one
the right: more than two values of y may correspond to the same potential and the sign of u is not suEcient anymore to
determine y from U in a unique way.
A reduction of (1) to a more suitable system of 3rst-order di0erential equations which implicitly
recognizes the underlying Hamiltonian nature of the system (6) is based on the variables
u= h(y)
√
2U = h(y)
√
2
∫ y
y0
f(z)z dz + 2C;
v= sign(y′)
√
2T = y′ (i:e:; T = 12v
2); (7)
where h(y) =±1 is for now an arbitrary sign function. The relation
U = U (y) = 12u
2 (8)
shows that u represents a “potential” velocity and plays for U a role similar to the one played by
v for T . As a result, we may expect that the system of equations in u and v equivalent to (1) will
possess more symmetry than the system obtained from the classical reduction (4). We also note that
the Hamiltonian H now reduces to H =U +T =(u2 + v2)=2, a quadratic form of u and v. From (7)
we obtain
uu′ =
dU
dt
= f(y)yy′ = f(y)yv (9)
or
u′ =
f(y)y
u
v; (10)
while
v′ = y′′ =−f(y)y − g(y)y′ =−f(y)y
u
u− g(y)v: (11)
The position y is implicitly, via (7), a function of u, at least on each interval of monotonicity
of u(y), and thus of U (y) (see Fig. 1). The function h can be de3ned to help recover y from
a given value of u. For potentials U with a unique minimum at y = 0 (e.g., when f(y)¿ 0
for y = 0) the choice h(y) = sign(y) yields a unique value y (see Examples 4.1, 4.2 and 4.3).
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For more general functions f the choice of function h can be made to facilitate the recovery
of y from u but multiple sign functions are then necessary to match the multiplicity of solu-
tions (see Example 4.4). This recovery may need to be performed numerically (see
Example 4.5).
Eqs. (10)–(11) can then be written in matrix form[
u′
v′
]
=
[
0 F(u)
−F(u) −G(u)
][
u
v
]
= B(u)
[
u
v
]
(12)
with F(u) = f(y(u))y(u)=u for u = 0 and G(u) = g(y(u)). Note that u = 0 implies U = 0, i.e.,
U ′(y) = f(y)y = 0. Thus F(u) can, in general, be de3ned by continuity at u= 0.
The real advantage of form (12) of the di0erential system occurs in the case g=0, i.e., G(u)=0.
The matrix B(u) is then skew-symmetric so that Lie type symplectic integrators can be used to
preserve the quadratic invariant H = (u2 + v2)=2.
3. Numerical schemes
In this section, we de3ne a uniform time grid t0¡ · · ·¡tn = nh¡ · · · and corresponding ap-
proximations un = yn 
 y(tn) and vn 
 y′(tn) of u = y and v = y′ at tn. We consider explicit
time integrators for the solution of (12) which are also symplectic in the no-friction case g = 0.
(Irreducible) symplectic traditional Runge–Kutta (RK) methods applied directly to (12) as a global
system are necessarily implicit and are thus excluded. Existing explicit symplectic methods which
take advantage of the special structure of either (6) or (12) include speci3c partitioned RK methods
and RK–NystrLom methods [5]. The method[
un+1
vn+1
]
=
[
un
vn
]
+ hB(un)
[
un
vn+1
]
(13)
is the simplest example of such methods [7, p. 105]. This scheme can be written in explicit
form by solving a linear equation for vn+1. A variant of (13) is used in [4] with a nonstan-
dard step size hˆ = (h) such that (h) = O(h) as h → 0; |(h)| bounded, in lieu of h. If
g = 0, method (13) typically preserves the Hamiltonian (3) only approximately but keeps the (lin-
early increasing) accumulated error at a level which is usually several orders of magnitude below
the error generated by nonsymplectic integrators (including standard variable step size methods)
[7, p. 140].
More recently, methods based on the Lie formalism [1, Chapter 3] and splitting strategies [1,
Chapter 4] have gained some popularity. A basic scheme that combines these ideas for solving
problem (12) relies on the splitting
B(u) =
[
0 F(u)
−F(u) 0
]
+
[
0 0
0 −G(u)
]
≡ B1(u) + B2(u) (14)
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and the successive time linearizations[
uˆ′
vˆ′
]
= B2(un)
[
uˆ
vˆ
]
;
[
uˆ(0)
vˆ(0)
]
=
[
un
vn
]
(friction step); (15)
[
u′
v′
]
= B1(un)
[
u
v
]
;
[
u(0)
v(0)
]
=
[
uˆ(h)
vˆ(h)
]
(rotation step) (16)
of (12) [6]. The new iterates are then de3ned by[
un+1
vn+1
]
=
[
u(h)
v(h)
]
: (17)
The skew-symmetric term B1(u) is an energy preserving term (trace(B1) = 0) while the diagonal
part B2(u) accounts for possible variations in the energy (3), according to the sign of G(u) = g(y).
Scheme (15)–(17) is equivalent to[
un+1
vn+1
]
= ehB1(un)ehB2(un)
[
un
vn
]
: (18)
This scheme is in general di0erent from the method obtained by directly applying a time linearization
to (12) because ehB1(un)ehB2(un) = ehB(un), unless B1(un) and B2(un) commute (i.e., either F(un)= 0 or
G(un) = 0). The exponential matrices in (18) can be explicitly computed as
ehB1(un) =
[
cos n sin n
−sin n cos n
]
(19)
with n = hF(un) = h(f(yn)yn)=un and
ehB2(un) =
[
1 0
0 e−n
]
(20)
with n = hG(un) = hg(yn). The approximation yn+1 is then obtained from un+1 by solving the
discrete equivalent 12u
2
n+1 =U (yn+1) of (8). Thus, method (18) amounts to a scaling of the velocity
v followed by an energy-preserving rotation in the (u; v) plane. This rotation can be interpreted as
a transfer between potential and kinetic energies.
A simple calculation shows that the solution (un+1; vn+1) satis3es
u2n+1
2
+
v2n+1
2
=
u2n
2
+
v2n
2
+ hˆg(yn)v2n (21)
with hˆ = (e2hg(yn) − 1)=2g(yn) = h + O(h2). This is a discrete version of (3)—the last term of
(21) corresponds to a nonstandard left-point approximation of the integral
∫ tn+1
tn
g(y(s))y′(s)2 ds =∫ tn+h
tn
g(y(s))v(s)2 ds. In particular, the numerical scheme exactly duplicates the energy behavior of
the exact solution—it is conservative when g=0, dissipative when g¡ 0, and energetic when g¿ 0.
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4. Numerical examples
To illustrate the above method, we consider several examples of di0erential equations of form (1).
4.1. Damped oscillator
In this case, the functions f and g are constant and de3ned by f(y)=!2¿ 0; g(y)= , i.e., the
di0erential equation to be solved is
y′′ + y′ + !2y = 0: (22)
The total energy of the system is conserved if = 0. We obtain
U =
∫ y
y0
f(y)y dy + C = !2
y2 − y20
2
+ C = !2
y2
2
with C =!2y20=2, so that the variable u introduced in the nonstandard reduction (7) with the choice
h(y) = sign(y) reduces to
u= sign(y)
√
2!2
y2
2
= !y:
This is simply the standard reduction (4) when != 1. It yields F(u) = ! and G(u) = .
Fig. 2 shows the iterates yn = un=! and y′n = vn as well as the phase plane representation and the
energy levels compared to the solution computed via the adaptive MATLAB solver ode45 in the case
!=4 and =0 and for 06 t6 20. The initial conditions and time step used are y0 =3, y′0 =0 and
h = 0:1. Note the quasi-linear departure of the energy from its initial level for the adaptive solver
(see for example [1] for an explanation). Fig. 3 shows similar results for != 4 and = 1.
Scheme (18) can be written in terms of y only, namely
yn+1 − 2yn + yn−1
hˆ2
+ 
cos(h!)yn − yn−1
hˆ
+ !2yn = 0 (23)
with hˆ ≡ sin(h!=2)=(!=2) = h + O(h3) and  ≡ (1 − e−h)=hˆ = 1 + O(h). Note the nonstandard
modeling of the derivative terms from (22).
When ||¡ 2! the exact solution of (1) is given by
y(t) = et
(
y0 cos(t) +
y′0 − y0

sin(t)
)
;
where  = −=2 and  = !(1 − 2=4!2)1=2. On the other hand the roots rj; j = 1; 2, of the
characteristic equation for the recurrence relation (23) are complex if 0¡h¡!!=2 and (1 −
sin h!)=cos h!¡ e−h=2¡ (1− sin h!)=cos h!, which to second order in h is equivalent to ||¡ 2!.
In this case the contraction/expansion and oscillation rates h and h, respectively, for the numerical
solution are obtained from rj as
h + ih =
1
h
ln rj =− 2 + i
(
!
√
1− 
2
4!2
+
2!
24
√
1− 2=4!2 h
2 + O(h4)
)
:
In particular h =  and h = (1 + (2!2=242)h2 + O(h4)). Thus, the numerical scheme captures
the exact dissipation rate  but increases the frequency of oscillations (precession) compared to
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Fig. 2. Harmonic oscillator with != 4 and  = 0. Top: y(t) and y′(t) obtained from the Euler scheme with h= 0:1 and
MATLAB ode45 adaptive solver (RelTol = AbsTol = 10−10). Bottom: phase plane and energy variation as functions of
time.
the exact solution. Such phase acceleration is hardly visible on Fig. 3 because of the fast drop in
energy, but it can for example be more clearly observed in Example 4.3 (for this example we have
 
 2(1− y2), see Fig. 5).
One way to correct the phase discrepancy is to introduce an e9ective oscillation rate !e0 =!(1−
Ch2) with C¿ 0 to be determined such that
e0
(
1 +
2!2e0
242e0
h2 + O(h4)
)
=  +O(h4) (24)
342 H. Kojouharov, B. Welfert / Journal of Computational and Applied Mathematics 151 (2003) 335–353
Fig. 3. Same as Fig. 2 for != 4 and  = 1.
with e0 =!e0 (1− 2=4!2e0 )1=2. A Taylor expansion of the left-hand side of (24) yields C = 2=24,
i.e.,
!e0 = !
(
1− 
2
24
h2
)
: (25)
Note that the correction term is, perhaps against intuition, independent of the sign of the friction
term  but naturally vanishes with .
A similar correction can be used 1 when ||¿ 2! and leads to
h = +O(h4); h =  = 0:
1 There exists a zone 2!¡ ||¡ 2!(1 + !2h2=6 + O(h4)) for which the exact solution does not oscillate while the
numerical solution does oscillate, although at a frequency less than O(h3=2).
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Remark 1. It is tempting to attribute the phase acceleration to the nonsymmetry between the friction
phase (15) and the rotation step (16). However the symmetrized version (“Strang splitting”)[
un+1
vn+1
]
= e(h=2)B2(un)ehB1(un)e(h=2)B2(un)
[
un
vn
]
of the scheme (18) yields exactly the same relation (23), since the matrices e(h=2)B2(un)ehB1(un)e(h=2)B2(un)
and ehB1(un)ehB2(un) are similar, and thus exhibits the same phase shift.
Remark 2. The strategy used to correct the solution is similar to a backward error analysis: the
original problem is transformed (! is replaced by !e0 ) in such a way that the same numerical
method applied to the modi3ed equation yields a solution which is closer to the exact solution of
the original problem.
4.2. Du<ng oscillator
The DuEng oscillator corresponds to f(y)=!2(1+y2="2) with !; "¿ 0 and g(y)= 0. The total
energy T + U is thus preserved. We obtain
U =
∫ y
y0
f(y)y dy + C = !2
(
y2 − y20
2
+
y4 − y40
4"2
)
+ C = !2
(
y2
2
+
y4
4"2
)
with C = !2(y20=2 + y
4
0=4"
2). With the choice h(y) = sign(y) we obtain
u= sign(y)
√
2!2
(
y2
2
+
y4
4"2
)
= !y
√
1 +
y2
2"2
: (26)
Then F(u) =!(1 + y2="2)=
√
1 + y2=2"2 and G(u) = 0. The position y can be recovered from u by
inverting relation (26):
y = sign(u)
√√
"4 + 2
"2
!2
u2 − "2 =
√
2
"
!
u√√
"4 + 2 "
2
!2 u
2 + "2
:
Fig. 4 shows the numerical solution when != "= 1 and y0 = 1; y′0 = 0; h= 0:5. The total energy
is preserved by the Euler scheme even over long time intervals, while the adaptive solution again
deviates from the original level quasi-linearly as a function of time.
4.3. Van der Pol oscillator
The Van der Pol oscillator provides an example with a nonconstant friction. The functions f and
g are given by f(y) = !2 and g(y) = (y2=#2 − 1). As in Example 4.1 we have u = !y, so that
F(u)=! and G(u)= (u2=!2#2−1). The iterates yn and y′n=vn are plotted in Fig. 5 (top two rows)
for !=1; =2; #=1; y0 =3; y′0 =0 and h=0:1 (so that |g(y)|¡ 2|f(y)| for any y, see Example
4.1). Notice how these values have the right behavior but the wrong phase compared to the solution
obtained from the adaptive MATLAB ode45 solver. The solution obtained after a phase correction
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Fig. 4. DuEng oscillator with !="=1; y0 =1; y′0 =0. Top: y(t) and y
′(t) obtained from the Euler scheme with h=0:5
and MATLAB’s ode45 adaptive solver (RelTol = AbsTol = 10−10). Bottom: phase plane and energy variation as functions
of time.
according to (25) is shown in the same 3gure (bottom two rows). In this case the correction is
implemented by replacing F(yn) = ! by
Fe0 (yn) = !e0 = !
(
1− g(yn)
2
24
h2
)
= !
(
1− 
2
24
(
1− y
2
n
#2
)2
h2
)
:
The dependence of the e0ective oscillation rate !e0 on the friction rate g(y), which controls the
amplitude of the oscillation in the (u; v) plane, is characteristic of nonlinear oscillators [7, p. 5].
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Fig. 5. Van der Pol oscillator with != #=1 and =2 (y0 = 3, y′0 = 0). Rows 1 and 3: y(t) and y
′(t) obtained from the
Euler scheme with h= 0:1 and MATLAB’s ode45 adaptive solver (RelTol = AbsTol = 10−10). Rows 2 and 4: phase plane
and energy variation as functions of time.
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4.4. Quantum potential
This example arises in the determination of quantum tunneling e0ects in particle physics [2]. The
functions f and g are de3ned by f(y) =!2(y2="2 − 1) and g(y) = (y2=#2 − 1) with !; "; ; #¿ 0.
Note that the function f is no longer positive for smaller values of |y|, i.e., the state y now exhibits
periods of hyperbolic growth/decay. The associated potential becomes
U =
∫ y
y0
f(z)z dz + C = !2
(
y4 − y40
4"2
− y
2 − y20
2
)
+ C =
!2
4
(
y2
"
− "
)2
with C=(!2=4)(y20="−")2. This potential is shown in Fig. 1 (right). The choice h(y)=sign(y2="−")
then yields
u=
!√
2
(
y2
"
− "
)
:
Here the state y can be recovered from u only up to sign. The following strategy is used to de-
termine yn+1 from un+1: if $ =
√
2un+1=! + "¿ 0 set yn+1 = sign(yn)
√
$; otherwise ($¡ 0) set
yn+1 = −sign(yn)
√−$. The latter case may arise due to an “overshoot” in |un+1| as the particle
crosses the potential barrier located at y = 0. This is only possible if the initial (total) energy
level is larger of equal to the potential energy !2"2=4 at y = 0. The choice “−sign(yn)” then
forces the particle to move to the side of the origin opposite to yn; the term “
√−$” is some-
what arbitrary but guarantees a step in y of the same size as in the case $¿ 0. As a result,
the value yn+1 obtained when $¡ 0 is nonphysical and could be discarded from the plots. When
 = 0 (i.e., g(y) = 0) the value of yn+1 = O(h) only a0ects the phase n+1 = hf(yn+1)yn+1=un+1 =√
2(!=")hyn+1 (see (19)) but not the total energy H = (u2n+2 + v
2
n+2)=2. Thus, the phase por-
trait of the trajectory remains accurate for subsequent values of (yj; y′j); j ¿n + 1. Also, since
each occurrence of $¡ 0 at O(h−1) time intervals yields a phase shift of at most  = O(h2),
a noticeable shift of order O(1) only appears in O(h−3) time. When  = 0 the discrepancy
in yn+1 also modi3es the quantity n+1 = hg(yn) = h(1 − y2n+1=#2) (see (20)) by an amount
=O(h3).
We present the results of the numerical simulation for three test cases, all with ! = " = # = 1,
so that the potential energy is minimal (zero) at y = ±1. The 3rst case uses  = 0, i.e., conserves
the energy, and starts with the initial conditions y0 =
√
2; y′0 = 0. The Euler solution is com-
pared with the adaptive RK45 method available in MATLAB with the settings RelTol = AbsTol =
10−p; p = 5; 13. The initial level of energy is just enough for the exact solution to asymptoti-
cally reach the unstable equilibrium y0 = 0; y′0 = 0 (the phase portrait is one fourth of the “8”
loop). Because of round-o0 errors all numerical approximations eventually leave this equilibrium
by following one of the four branches leaving the point (0; 0) in the phase plane. Note that for
y 
 0 the ODE reduces to y′ − y 
 0, i.e., y 
 Cet with C = O(10−p). Thus, the adap-
tive solution remains at the equilibrium a time Qt such that O(1) = CeQt or Qt = O(p ln(10)).
Fig. 6 illustrates this behavior. What is more striking is that the Euler solution remains at the
equilibrium an amount of time comparable to the best possible adaptive solution. Note that the
case $¡ 0 does not arise here—the Euler solution y remains positive at all times in the given
window.
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Fig. 6. Quantum oscillator with !="=#=1 and =0. Initial conditions are y0=
√
2 and y′0=0. Rows 1 and 3: y(t) and y
′(t)
obtained from the Euler scheme with h=0:1 and MATLAB’s ode45 adaptive solver (RelTol =AbsTol = 10−p; p=5; 13).
Rows 2 and 4: phase plane and energy as functions of time.
Remark 3. When the initial condition y0 is changed to y0=
√
2+10−6 the adaptive solution typically
requires a setting of the accuracy tolerance to values smaller than 10−6 to properly determine the
behavior of the solution (y; y′) around the origin (0; 0) while the Euler approximation follows the
correct path.
Fig. 7 is obtained with y0 =
√
2 + 10−1. In this case the solution remains away from the ori-
gin of the phase plane. The occurrence of $¡ 0 at each passage through y = 0 introduces a
phase shift of order O(h2) which becomes visible in the graphs of y and y′ as functions of t.
Note, however, that the phase plane curve remains indistinguishable from the adaptive solution with
RelTol=AbsTol=10−13. The energy plot still contains, for comparison purposes, the values associ-
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Fig. 7. Quantum oscillator with !="=#=1 and =0. Initial conditions are y0=
√
2+10−1 and y′0=0. Rows 1 and 3: y(t)
and y′(t) obtained from the Euler scheme with h= 0:1 and MATLAB’s ode45 adaptive solver (RelTol = AbsTol = 10−5).
Rows 2 and 4: phase plane and energy as functions of time.
ated to the nonphysical points created when y changes sign. These values are somewhat lower than
the correct energy level, indicating that the chosen value of |yn+1| is slightly too large in size (recall
that U is a decreasing function of |y| for small |y|). Accordingly, this results in an acceleration of the
phase n+1.
Fig. 8 illustrates the nonconservative case with  = 0:2 and all other values unchanged. Because
of the decrease in energy the particle moves a few times between the left and right of the position
y=0 before being trapped on one side when the energy level falls below the barrier at y=0. Note
the only two occurrences of $¡ 0.
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Fig. 8. Same as Fig. 7 with  = 0:2.
4.5. A “Aat” potential
For our 3nal example we consider the functions f(y) = y2=(1 + y2) and g(y) = 0. The resulting
potential function is
U =
∫ y
y0
f(z)z dz + C = !2
(
y2 − y20
2
− 1
2
ln
1 + y2
1 + y20
)
+ C =
y2
2
− 1
2
ln(1 + y2)
with C = 12y
2
0 − 12 ln(1 + y20). With the choice h(y) = sign(y) we obtain
u= sign(y)
√
y2 − ln(1 + y2): (27)
The diEculty of this example is threefold:
• First y cannot be expressed analytically in terms of u so that a numerical scheme such as Newton’s
method must be used to retrieve yn+1 from (27). We used MATLAB’s fzero function (based on a
combination of bisection and Newton’s methods) with tolerances TolX = TolFun = 10−10 for the
solution and the function residual.
• Second the potential U (y) is relatively “Tat” around y = 0 so that the nonlinear problem is
relatively ill-conditioned around this value (see Fig. 9); in particular a good starting point y(0)n+1
for the nonlinear iteration needs to be speci3ed. Based on the approximation u 
 y|y|=√2 for small
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3
45 y
Fig. 9. Potential function U (y) = y2=2 − 12 ln(1 + y2) for Example 4.5 (5) compared to potentials of Examples 4.1–4.4
(1–4).
|y| we used y(0)n+1 = sign(un+1)
√√
2|un+1|. Other choices such as y(0)n+1 = yn or y(0)n+1 = sign(un+1)
will in general lead to the wrong solution to (27) or will prevent the routine fzero from 3nding
a suitable interval containing a solution.
• Third, and as a result, inaccuracies in the determination of un+1, essentially due to local truncation
errors of the method and their propagation, lead in this case to increased errors in yn+1, which in
turn translate into larger than usual phase shifts in the numerical solution. This can be observed
by comparing for example Figs. 7 and 10.
Fig. 10 shows the numerical solution starting from y0 = 2; y′0 = 0. Note that the level of en-
ergy for the Euler solution is constant within an error which is comparable to the accuracy with
which the nonlinear equation (27) is solved (i.e., this error depends on TolX and TolFun). The
error seems, however, to vanish on average and should not have a strong inTuence on the
phase .
A simple perturbation analysis of (27) for y 
 0 shows that a change u in u (e.g., a truncation
error) produces a change y = O(u=y) in y. Since  = hf(y)y=u = hO(y) for small y this will
result in a change = hO(y) = hO(u=y) in the phase . The factor 1=y is large for small y and
explains the increase in the phase and the resulting acceleration of the oscillation observed in Fig.
10. More speci3cally, u=y=O(h) implies =O(h) rather than the O(h2) we might expect without
the large factor 1=y (e.g., for larger y). One way to “compensate” the loss of the factor h is to
perform the numerical simulation using h2 instead of h. For larger values of h (6 1) such increase
in the cost of the Euler iteration remains reasonable while leading to dramatic improvements in the
solution. Fig. 10 also includes the Euler solution using a step size h=0:01 rather than h=0:1. The
Euler and adaptive solutions are virtually identical.
Remark 4. The ill-conditioning of the problem of solving (27) can be related to the increased
sti0ness of system (6). Standard adaptive solvers such as ode45 also tend to reduce the step size in
this case.
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Fig. 10. Oscillator from Example 4.5 with h=0:1 (rows 1 and 2) and h=0:01 (rows 3 and 4) in Euler’s method (y0=2 and
y′0 = 0). Rows 1 and 3: y(t) and y
′(t) obtained from the Euler scheme (TolX=TolFun = 10−10 in MATLAB’s fzero) and
MATLAB’s ode45 adaptive solver (RelTol=AbsTol=10−10). Rows 2 and 4: phase plane and energy as functions of time.
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5. Conclusions
We have presented a simple Euler scheme to integrate a second-order di0erential equation with
nonlinear dampening and sti0ness. The method is based on a transformation of the original equation
to a system of 3rst-order equations in Hamiltonian variables and the use of a Lie splitting which
simpli3es the determination of the total Tow.
Numerical experiments demonstrate the robustness of the scheme as well as its conservation
properties even with relatively large step sizes compared to traditional methods. For small dampening
coeEcients g(y) (compared to f(y)) the scheme captures the exact decay rate of the solution but
introduces a phase shift. A phase correction formula was determined to reduce this shift and was
successfully applied to a nonlinear dampening term. A more general strategy to determine the correct
phase and energy of the solution is under investigation.
The transformation (y; y′)→ (u; v) may become ill-conditioned in regions of slow change of the
potential function (e.g., close to equilibrium points) as the problem becomes sti0er. Consequently
smaller step sizes must be used, as in standard (adaptive) solvers. However, the conservation prop-
erties of the Euler method presented guarantee that the method does not break down when applied
to sti0er problems, while an adaptive solver specially designed for sti0 problems (e.g., MATLAB’s
ode15s) must in this case replace ode45.
Table 1 compares the number of Tops and cpu time used in Matlab to compute the numerical
solutions show in the 3gures. We note that the relative advantage of our procedure may be due to
the overhead generated by accuracy checks in the adaptive routine. Similar overheads in MATLAB’s
fzero.m also heavily weight on the global eEciency of our method when the state yn+1 has to be
determined numerically from un+1. As a comparison Table 1 contains timing/Tops 3gures obtained
using a general Newton solver rather than fzero.m, which is based on a combination of bisection,
linear and inverse quadratic interpolation. The results show a dramatic improvement in eEciency.
Table 1
Comparative cost of the adaptive and nonstandard strategies implemented on a PC Pentium III 128 MHz platform with
128 Mb RAM
Problem Fig. Adaptive Nonstandard Remarks
Flops cpu (s) Flops cpu (s)
Harmonic 2 1,584,324 14.94 2214 0.04
3 811,413 7.56 2614 0.04
DuEng 4 1,348,688 13.43 2322 0.03
Van der Pol 5 791,877 7.84 4413 0.05
Quantum 6 66,472 0.64 10,021 0.14 TolX = 10−5
1,326,216 13.09 TolX = 10−13
7 186,184 1.25 10.021 0.13
8 973,710 9.75 13,521 0.15
Flat potential 10 980,133 9.69 557,357 31.22 h= 0:1, fzero
5,552,678 318.36 h= 0:01, fzero
60,697 2.81 h= 0:1, Newton
593,074 31.51 h= 0:01, Newton
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We have assumed in this work that the potential function U (y) can be explicitly determined, i.e.,
f(y)y can be integrated. If this is not the case a suitable quadrature rule and/or interpolation scheme
might be used and possibly integrated in the Euler scheme.
6. Uncited references
[3,8]
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