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Résumé
Le développement actuel de robots manipulateurs dédiés à l’interaction avec l’homme permet
d’envisager des scénarios d’assistance pour lesquels l’homme et le robot partagent un même
espace de travail, aussi bien dans le contexte industriel de production que dans les domaines
d’aide à la personne. Les flexibilités des structures mécaniques, innovantes et légères, conçues à
cet effet, peuvent constituer une source de limitations dynamiques pour la commande en position
de tels robots, tout comme des robots industriels sous charge importante, en particulier lorsque
les informations provenant de capteurs moteur sont seules disponibles.
La problématique traitée dans cette thèse concerne la commande de mouvement de robots ma-
nipulateurs à articulations flexibles à partir des seules mesures moteur, devant être performante
malgré la présence des flexibilités, et compatible avec un scénario de fonctionnement interactif.
Le premier objectif de performance est atteint grâce à l’identification expérimentale d’un modèle
flexible représentatif du système, et l’usage de ce modèle pour la synthèse de lois de commande
prédictives et robustes. La procédure d’identification expérimentale mise en œuvre résulte en une
caractérisation du système flexible dans le domaine fréquentiel adaptée à la synthèse de lois de
commandes robustes. Afin de satisfaire à la fois les spécifications de performance en suivi de
trajectoire, d’amortissement et de robustesse en stabilité, une structure de commande cascade est
ensuite envisagée, composée d’une boucle interne amortissante, et d’une boucle externe mettant
en œuvre des stratégies de commande prédictive et robuste. Les aspects prédictifs et robustes sont
abordés à travers deux approches complémentaires fondées sur la commande prédictive de type
GPC (Generalized Predictive Control) et la commande H∞. Des méthodes permettant d’une part
de tenir compte de gabarits fréquentiels pour la robustification dans le cadre de la synthèse GPC,
et d’autre part d’introduire un comportement anticipatif dans la synthèse H∞ sont présentées.
Les performances de ces deux stratégies sont analysées à travers une évaluation expérimentale
des lois de commande ainsi synthétisées.
Le deuxième objectif de sécurité est abordé à travers un algorithme de détection de collisions du
robot avec son environnement sans capteur d’effort et en présence d’incertitudes de modélisation.
Afin de séparer efficacement les effets dynamiques des collisions de ceux des erreurs de modélisa-
tion, une stratégie de filtrage et de décision tenant compte de l’état du système est proposée. Afin
de rendre la méthode proposée robuste aux variations paramétriques du système et de s’affran-
chir d’un nombre élevé d’expérimentations, une procédure d’adaptation en ligne des paramètres
des filtres est mise en place. La validation expérimentale montre une très bonne sensibilité de
détection, compatible avec les normes et les recommandations de sécurité relatives à la robotique
collaborative.

Abstract
In the past few years, safety concerns in the context of human-robot interaction fostered the de-
velopment of lightweight robot manipulators, with numerous applications in industrial and service
fields where human operators and robot share the same physical workspace. These lightweight
innovative mechanical structures often exhibit flexibilities which can limit performances of tradi-
tional control designs, especially when measurements from motor sensors are only available.
The present thesis addresses the problem of motion control of robot manipulators with flexible
joints using motor sensors only, for an improved performance in presence of flexibilities, and
compatible with an interactive operational scenario.
The primary objective of performance is achieved through the experimental identification of a
flexible model of the system and the use of this model for the design of predictive and robust
control laws. An experimental identification procedure is first proposed, providing a characteriza-
tion of the flexible system in the frequency domain suitable for robust control design. In order to
satisfy the requirements relative to the trajectory tracking, vibration damping and robust stability,
a cascade control structure is considered, consisting of an inner damping loop and an outer pre-
dictive and robust control loop. Both predictive and robust properties are achieved through two
complementary approaches based either on predictive (Generalized Predictive Control, GPC) or
H∞ control frameworks. The first approach consists in a robustification of predictive control laws
under frequency constraints, and the second aims at introducing an anticipative behavior in the
H∞ design problem. An experimental evaluation and analysis of the two strategies is provided.
The second objective of security is addressed by the development of an algorithm for human-robot
collision detection, without force sensors and in the presence of modeling uncertainties. In order
to efficiently separate the dynamic effects of the collisions of the effects due to modeling errors,
the proposed approach is based on a gray-box modeling of the residual between the applied and
the estimated torques, appropriate filtering and state-dependent dynamic thresholding. An on-line
adaptation of the parameters of the filters is proposed to avoid extensive identification experiments
and to assure a good robustness of the detection algorithm to the variations in the system
parameters under different operating conditions. The experimental evaluation demonstrates a good
detection sensitivity consistent with the safety standards and recommendations for collaborative
robotics.
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1.1 Contexte de l’étude
Les nombreuses applications potentielles dans les domaines industriel, spatial, médical ou
de service placent aujourd’hui l’interaction homme-robot (Human Robot Interaction, HRI)
au cœur de la recherche robotique (Goodrich et Schultz, 2007). Au croisement de domaines
d’ingénierie, d’informatique, des sciences sociales et cognitives, ce champ de recherche pluri-
disciplinaire a pour objectif la conception de systèmes robotiques dédiés à un fonctionnement
interactif, ainsi que l’étude et l’évaluation de ces systèmes dans leur usage par l’homme.
La notion d’interaction est indissociable d’une communication entre l’homme et le robot,
qui peut prendre différentes formes selon le contexte et s’établir notamment par le biais de
signaux visuels ou auditifs, interfaces haptiques (à retour d’effort ou tactiles) ou neuronales.
La proximité spatiale entre l’humain et le robot est l’un des critères fondamentaux définissant
les modalités de cette communication. Ainsi, on parle de télé-opération ou télé-manipulation
en cas d’interaction à distance, tandis que le partage d’un même espace par l’homme et le
robot pose le problème de l’interaction physique (De Santis et al., 2008).
Cette dernière forme d’interaction présente un fort potentiel d’application dans le milieu
industriel pour la réalisation collaborative de tâches complexes (EUROP, 2009). En effet,
tandis que les machine-outils et les robots traditionnels sont utilisés pour effectuer des tâches
spécialisées pré-programmées de façon autonome et dans un environnement isolé, certains
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Figure 1.1 – Coûts de production selon le volume et le type d’automatisation du poste
(Hägele et al., 2002).
procédés ne sont que partiellement automatisables. Ils requièrent par exemple des reconfi-
gurations ou interventions fréquentes de la part de l’opérateur humain, et dépendent de ses
capacités de perception, d’interprétation, de décision et d’apprentissage qui constituent son
savoir-faire. Sont concernées en particulier les productions de faible ou moyen volume qui ne
justifient pas le développement d’un robot spécialisé (Fig. 1.1) ou des tâches présentant une
forte variabilité intrinsèque (Hägele et al., 2002).
Les applications visées par la robotique interactive dans le milieu industriel sont donc fon-
damentalement différentes de celles qui ont motivé la conception des robots industriels tra-
ditionnels. Les besoins spécifiques de l’interaction, vis-à-vis notamment de la sécurité, ont
conduit au développement d’une catégorie particulière de robots manipulateurs. Ces robots
se distinguent par leurs caractéristiques mécaniques et posent également des problèmes de
commande spécifiques.
1.1.1 Assistant robotique en milieu industriel
Afin d’étudier plus en détail les fonctionnalités attendues des robots manipulateurs dans le
contexte d’assistance dans le milieu industriel, nous considérerons dans la suite un fonction-
nement de type « troisième bras » sur un poste de travail, où le robot peut réaliser des tâches
aussi bien en mode autonome qu’en collaboration directe avec l’opérateur (Fig. 1.2).
Tandis que les manipulateurs industriels sont traditionnellement conçus dans l’objectif prin-
cipal de précision et de rapidité dans un environnement structuré et isolé de l’homme, les
robots interactifs destinés à évoluer dans un environnement ouvert doivent avant tout être
sûrs. Sont notamment recherchées des propriétés de sécurité intrinsèque du robot et une ré-
activité vis-à-vis de son environnement physique (Table 1.1). Ces spécifications ont à la fois
des conséquences sur la conception mécanique de robots manipulateurs interactifs et leur
commande.
Le risque principal que subit l’opérateur lors d’une collaboration avec un système robotique
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Figure 1.2 – Assistant robotique sur chaîne de production.
est celui de collisions pouvant entraîner des dommages corporels. Afin de prévenir les collisions
inattendues, une planification en ligne de la trajectoire suivie par le robot en fonction de son
environnement peut être envisagée, associée à un système de supervision intégrant simulation
3D et capteurs extéroceptifs 1 permettant de localiser l’opérateur humain (Kulić et Croft,
2007). Toutefois, en cas de contact imprévu, ce sont les propriétés intrinsèques du robot,
ainsi que celles de la trajectoire et de la stratégie de commande, qui influent sur le niveau de
danger encouru par l’opérateur.
Plusieurs études portant sur l’évaluation et la classification des blessures potentielles en cas
d’interaction physique homme-robot sont actuellement en cours afin de déterminer les facteurs
de risques principaux et d’établir à terme des normes de sécurité applicables dans le milieu
industriel (Haddadin et al., 2009; Fryman et Matthias, 2012). Il a été montré que les risques
associés à des contacts de différents types (quasi-statique ou dynamique, dans un espace
libre ou contraint, contact avec le corps du robot ou un outil potentiellement pointu ou
coupant) sont influencés principalement par la vitesse de collision, la masse et la rigidité du
1. Les capteurs extéroceptifs fournissent des informations permettant de situer le robot par rapport à son
environnement, tandis que les capteurs proprioceptifs donnent l’accès à l’état interne du robot.
Tableau 1.1 – Particularités des robots interactifs dans les fonctionnalités recherchées
Robot traditionnel Robot interactif
Fonctionnement en environnement isolé ↔ Partage sûr de l’espace de travail avec l’opé-
rateur humain
Programmation en langage informatique par
un spécialiste
↔ Programmation intuitive par l’opérateur (ap-
prentissage par démonstration, lead-through
programming)
Positionnement précis à vitesses élevées ↔ Positionnement précis et robuste à des vitesses
compatibles avec la présence humaine
Pas d’interaction physique en fonctionnement ↔ Interaction fréquente avec l’opérateur, pos-
sible coopération et assistance au geste
Spécialisation pour un type de tâche fixe, peu
de reconfigurations
↔ Adaptabilité à des tâches et des espaces de
travail variés
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Mode de sécurité
- Réaction à une collision détectée
Mode interactif
- Apprentissage de trajectoire
- Assistance / collaboration 
Positionnement ou suivi de
trajectoire
- Commande en position
Collision inopinée
- Détection de collision 
Figure 1.3 – Scénario de fonctionnement interactif avec détection de collision, réaction à
une collision détectée et reprise du fonctionnement nominal.
robot, ainsi que le couple maximal développé. Les exigences envers les robots manipulateurs
interactifs portent donc à la fois sur leur structure mécanique, le type de capteurs employé
et la commande : (i) une structure mécanique du robot plus légère et plus souple présente
moins de risques ; (ii) une sensibilité proprioceptive1 du robot aux contacts extérieurs permet
la mise en place de stratégies de détection de collision rapides et efficaces ; (iii) des stratégies
de réaction adéquates doivent être mises en place dès qu’une collision est détectée.
Un scénario de fonctionnement tenant compte des particularités évoquées ci-dessus est pré-
senté Fig. 1.3. Le comportement nominal inclut un mode de suivi de trajectoire pour les tâches
autonomes et un mode interactif pour la collaboration. Une collision avec l’environnement
provoque le passage dans un mode de sécurité, à partir duquel le fonctionnement nominal
peut être repris sans danger.
1.1.2 Des robots légers et flexibles
En réponse aux exigences spécifiques formulées précédemment, des bras manipulateurs in-
novants se distinguant par leur conception légère et flexible (lightweight robots) ont connu
récemment un essor considérable. Parmi les prototypes de recherche ou les manipulateurs
légers commercialisés, citons le robot à deux bras Frida d’ABB (ABB, 2013), le Whole Arm
Manipulator (WAM) de Barrett Technology (Barrett, 2013), le bras réversible ASSIST du
CEA-LIST (Bonnemason et al., 2010), le robot à câbles ALEXA du Frauenhofer Institute
(IFF, 2013), le Light-Weight Robot (LWR) de KUKA-DLR (KUKA, 2013; Bischoff et al.,
2010), le modèle PA-10 de Mitsubishi (Higuchi et al., 2003), les robots Cyton de Robai (Robai,
2013), et les bras robotisés de Universal Robots (Universal Robots, 2013).
Malgré la grande diversité de conceptions mécaniques des manipulateurs précités, plusieurs
caractéristiques communes peuvent être mises en évidence. En plus d’une masse réduite, ces
robots présentent souvent une cinématique redondante et anthropomorphe à 7 ddl, proche
de celle d’un bras humain, qui leur confère une dextérité accrue et une capacité d’intégra-
tion dans les espaces restreints. La sensibilité au contacts extérieurs, permettant la détection
d’anomalies (collision avec l’environnement) et rendant possible la manipulation du robot par
1.2. Objectifs de la thèse 5
l’opérateur (apprentissage de trajectoire par démonstration, co-manipulation), est atteinte au
moyen de capteurs additionnels, peaux artificielles ou grâce aux propriétés mécaniques intrin-
sèques comme la réversibilité. Enfin, ces robots sont plus flexibles que les robots industriels
traditionnels, notamment du fait de principes d’actionnement spécifiques.
La sensibilité à l’environnement et la flexibilité peuvent être englobées dans la notion plus
générale de compliance qui définit la capacité du robot à adopter un comportement souple vis-
à-vis de son environnement. Lors de l’interaction homme-robot un comportement compliant
est particulièrement souhaitable (Albu-Schaffer et al., 2008). La compliance peut être passive,
résultant de la capacité de la structure mécanique à se déformer sous un effort extérieur, ou
active, qui nécessite une mesure des efforts de contact et est atteinte grâce à l’asservissement
des actionneurs (André, 1991). Certaines approches de compliance active sont réalisées par la
commande et reposent sur l’utilisation de capteurs d’effort (commande en effort, commande
en impédance, commande hybride force-position). Les actionneurs à raideur variable (variable
stiffness actuators) constituent une autre direction de recherche (Bicchi et Tonietti, 2004; Zinn
et al., 2004).
Lorsque les chaînes de transmission ne sont pas réversibles, la mise en place de capteurs
d’effort est nécessaire afin de rendre le robot sensible aux contacts extérieurs. En cas d’un
capteur d’effort situé à l’organe terminal, les forces appliquées en amont ne pourront pas être
détectées. Dans un autre cas de figure, des capteurs de couple peuvent directement équiper
les articulations du robot (ex. : KUKA-DLR LWR). En cas de réversibilité mécanique des
actionneurs (rendements proches de l’unité), les efforts extérieurs sont reflétés avec une haute
fidélité directement au niveau des couples moteurs (ex. : bras ASSIST).
Ce bref examen des fonctionnalités pour l’interaction homme-robot et des propriétés des
robots légers met en évidence l’importance du choix des technologies d’actionnement et des
capteurs dont est équipé le robot. Ces choix sont déterminants pour la mise en place de
stratégies de commande efficaces. Quatre exemples de bras à 7 ddl sont comparés vis-à-vis
de ces caractéristiques dans le Tableau 1.2.
1.2 Objectifs de la thèse
Tenant compte du contexte applicatif et des propriétés mécaniques distinctives des robots
conçus pour l’interaction et du dispositif expérimental particulier considéré dans cette thèse,
le cahier des charges pour la commande de manipulateurs légers et flexibles est établi vis-
à-vis du scénario de fonctionnement présenté Fig. 1.3, et les problématiques de recherche
résultantes sont ensuite formulées.
1.2.1 Dispositif expérimental - le robot ASSIST
La démarche de synthèse de lois de commande pour les robots légers et flexibles dédiés à
l’interaction est illustrée dans ce travail à travers le cas du bras robotique ASSIST développé
au CEA LIST dans le contexte de la manipulation robotisée à proximité de l’opérateur humain
(Fig. 1.4). L’architecture mécanique du robot est de type série à 7 ddl, comportant deux
segments principaux « bras »et « avant-bras ». Présentant des dimensions et une cinématique
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anthropomorphes (Fig. 1.5), ce bras robotique a une capacité de charge de 3kg pour une
masse propre de 9,3kg.
Tableau 1.2 – Exemples de robots légers à 7 degrés de liberté 1
Robot Spécifications2 Technologie d’actionnement et ins-trumentation
KUKA-DLR LWR
mr = 16 kg
mc = 7 kg
lp = 0,936 m
• réducteurs Harmonic drive R©
• jauges de contrainte intégrées, cap-
teurs de positions moteurs et articu-
laires
Barrett WAM
mbrasr = 5,8 kg
mtotalr = 27 kg
mc = 3 kg
lp = 1 m
• transmissions à câbles sans engrenages
• capteurs de positions moteurs (et arti-
culaires)
Mitsubishi PA10-7CE
mr = 38 kg
mc = 10 kg
la = 0,93 m
• servo-moteurs AC, réducteurs Harmo-
nic drive R©
• capteurs de positions moteurs
Bras ASSIST (CEA-LIST)
mr = 9,3 kg
mc = 3 kg
la = 0,8 m
• transmissions à câbles, moto-
réducteurs
• capteurs de positions moteurs
1 : (KUKA, 2013; Barrett, 2013; Higuchi et al., 2003; Bonnemason et al., 2010)
2 : mr - masse du robot, mc - charge utile
l - dimension caractéristique (distance maximale entre articulations la ou portée lp)
Le système d’actionnement du robot repose sur des vérins à câbles entrainés par des mo-
teurs à courant continu (Garrec, 2001). Cette technologie peu encombrante, réversible et à
forte capacité de charge est particulièrement adaptée pour les robots évoluant dans un en-
vironnement complexe en présence de personnes. La technologie d’actionnement hautement
réversible et à haut rendement assure une transmission fidèle des efforts extérieurs appliqués
au robot jusqu’au niveau moteur, ce qui assure une bonne sensibilité du robot aux contacts
avec l’environnement sans capteurs d’effort et ce sur tous les axes. De bonnes propriétés de
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j1
j4
j2
j3
j5
j6
j7
Figure 1.4 – Robot ASSIST avec les deux axes actionnés j3, j4 et les autres ddl.
transparence sont atteintes grâce à une mécanique à faible inertie et faibles niveaux de frotte-
ments. Le niveau d’effort réduit à fournir pour actionner le mécanisme par la sortie permet à
l’opérateur de manipuler librement le robot par exemple pour l’apprentissage de trajectoires
par démonstration. Les axes des moteurs sont équipés de capteurs incrémentaux de position
assurant une résolution minimale de 6× 10−3 degrés sur chaque axe.
Dans un souci de simplification et sans perte de généralité, ce robot sera considéré dans la
suite comme un mécanisme à 2 ddl avec les articulations j3 (épaule) et j4 (coude) uniquement
actionnées, les cinq autres étant bloquées. Le mouvement résultant est ainsi restreint au
plan vertical, et les deux segments étudiés, soumis à la gravité, représentent la contribution
principale à la masse totale du robot.
Epaule
Coude
Poignet
(a) Cinématique simplifiée du bras
humain.
Axe3
Axe4
Bras
Avant-bras
Axe2
Axe5
Axe7
Axe1
Axe6
(b) Cinématique du bras ASSIST.
Figure 1.5 – Architectures des bras humain et robotique.
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1.2.2 Cahier des charges
Les attentes vis-à-vis de la commande dans le contexte précédemment décrit sont formulées
dans le cahier des charges suivant.
1.2.2.1 Commande de mouvement
La commande de mouvements doit permettre un positionnement et un suivi de trajectoire
précis et robuste vis-à-vis des incertitudes de modélisation dans tout l’espace de travail. Les
trajectoires considérées dans le contexte applicatif de l’interaction homme-robot pourront no-
tamment être apprises par l’utilisateur pour l’exécution d’une tâche à une vitesse soutenue.
Les problématiques générales de génération de trajectoire et d’apprentissage par démonstra-
tion constituent des champs de recherche à part entière et dépassent le cadre de cette thèse.
Le lecteur intéressé pourra se référer par exemple à (Argall et al., 2009; Calinon, 2009).
Les flexibilités mécaniques, bénéfiques du point de vue de la sécurité, peuvent induire des vi-
brations non souhaitées et limiter les performances de suivi. La synthèse de lois de commande
doit en tenir compte, particulièrement dans le contexte où les capteurs moteurs uniquement
sont disponibles. Un rejet amorti de perturbations est recherché. Les perturbations affectant
le système consistent principalement en des variations de charge ou contacts involontaires
non dangereux avec l’environnement (non classés comme collision) lors des différentes tâches
de manipulation. Une erreur statique nulle en régime permanent devra être assurée, en plus
d’une erreur en suivi de trajectoire minimale. Enfin, la commande proposée devra être robuste
vis-à-vis des incertitudes de modélisation qui devront être caractérisées.
En conclusion, on cherchera à maximiser les performances de suivi sous des contraintes de
robustesse qui devront être définies. En plus de ces exigences, on cherchera à minimiser la
complexité de réglage et de calcul de la commande afin de la rendre adaptée au contexte indus-
triel, aisément généralisable au cas des sept axes commandés simultanément, et implantable
dans le contrôleur temps réel du robot.
1.2.2.2 Interaction sûre
Afin de compléter les propriétés de sécurité intrinsèque partiellement assurées par l’archi-
tecture mécanique des robots légers, un procédé de détection de collisions rendant le robot
sensible aux contacts extérieurs devra être mis en place. En particulier, une détection à partir
uniquement de signaux moteurs est recherchée. Les efforts extérieurs peuvent être mesurés
directement, soit à l’aide de couplemètres placés au niveau des articulations du robot, soit
à l’aide d’un capteur d’effort 6 axes placé au niveau de l’organe terminal. Les inconvénients
des couplemètres sont l’encombrement, la multiplication des fils à ramener à la baie de com-
mande ainsi que les problèmes de dérives et de calibration. Les inconvénients des capteurs 6
axes sont le prix et l’impossibilité à détecter la zone d’interférence avec le robot en amont
du capteur. Les propriétés de réversibilité du bras ASSIST sont particulièrement favorables
dans ce contexte, garantissant une bonne transmission des efforts extérieurs au niveau des
moteurs des sept axes du robot.
En contrepartie, la détection des efforts extérieurs à partir des informations moteur seules
repose sur une modélisation du robot et est par conséquent affectée par les erreurs de mo-
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délisation. Le compromis entre la sensibilité de détection de l’algorithme et la fréquence de
fausses alertes dues aux incertitudes de modélisation peut mener à des seuils de détection
conservatifs. On cherchera donc une stratégie de détection tenant explicitement compte des
incertitudes de modélisation et capable de s’adapter aux conditions de fonctionnement va-
riables du robot afin d’en augmenter la sensibilité aux contacts extérieurs.
1.2.3 Problématiques de recherche
Au regard du cahier des charges énoncé dans la Section 1.2.2, les objectifs de la thèse en
termes de problématiques de recherche sont résumés ci-dessous.
Modélisation et identification pour la commande
Les spécifications de performance et de robustesse exprimées dans le cahier des charges Sec-
tion 1.2.2.1 se traduisent aisément en termes de gabarits fréquentiels dans le cadre de l’au-
tomatique linéaire. Cependant, la représentation physique de robots manipulateurs légers
conduit à des modèles non-linéaires multivariables couplés et flexibles. Dans ce contexte,
l’objectif de la première partie de ce travail est la recherche d’une formulation du problème
adaptée à l’application de techniques de commande linéaires avancées et à l’identification
expérimentale du système flexible en présence de capteurs moteurs uniquement. Ce problème
est abordé par une pré-compensation fondée sur le modèle dynamique rigide dont les effets
sont étudiés.
Synthèse de lois de commande avancées pour la commande de mouvements
Le deuxième objectif concerne la synthèse de lois de commande avancées satisfaisant les
exigences d’amortissement, de précision et de robustesse à partir d’un retour d’informations
moteurs seules pour le système identifié lors de l’étape précédente. La décomposition du
problème pour la prise en compte séparée des différents groupes de spécifications conduit à
une structure de commande cascade, dont l’architecture de la boucle externe à deux degrés
de liberté comprenant une action anticipative permet de découpler les problématiques de
performance et robustesse. La synthèse de telles lois de commande est explorée à travers
d’une part la robustification de lois de commande prédictives de type GPC (Generalized
Predictive Control), et d’autre part la synthèse H∞ comportant une action anticipative.
Détection de collisions
Dans une perspective d’interaction sûre homme-robot, le troisième objectif de cette thèse
consiste en la mise en place d’une procédure de détection à la fois sensible aux efforts extérieurs
appliqués au robot et robuste aux incertitudes de modélisation. La comparaison classique de
la différence entre le couple moteur réel et le couple calculé à partir du modèle dynamique
(appelée résidu) avec un seuil constant ne permet pas de distinguer les effets d’une collision
des effets dynamiques des erreurs de modélisation. Par ailleurs, la variabilité des conditions
de fonctionnement rend les réglages de ce type de méthode particulièrement fastidieux. Ce
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problème est ici traité par l’ajout d’une étape supplémentaire de traitement de signal adaptatif
visant à minimiser les effets des erreurs de modélisation.
1.3 Organisation du document
Le Chapitre 2 rappelle le formalisme utilisé pour la description de robots manipulateurs en
vue de leur commande. Les propriétés remarquables du modèle dynamique à articulations
flexibles pour la commande sont soulignées, ainsi que ses spécificités par rapport au modèle
entièrement rigide. L’utilisation de la structure du modèle à articulations flexibles et de ses
propriétés pour la synthèse de lois de commande est exposée à travers un état de l’art de la
commande de mouvement. Les approches majeures développées dans la littérature en réponse
aux problèmes tels que l’amortissement de vibrations, la robustesse vis-à-vis des incertitudes
paramétriques et les mesures réduites sont détaillées.
Le Chapitre 3 aborde la problématique de l’identification de modèles dynamiques de robots
manipulateurs. Un état de l’art des méthodes pratiques pour l’identification de paramètres
flexibles est réalisé, et la caractérisation dynamique de ces systèmes en vue de leur com-
mande est décrite et classifiée suivant l’objectif poursuivi et les mesures disponibles. Dans le
contexte de capteurs moteurs uniquement disponibles, une approche d’identification orientée
commande est proposée et appliquée expérimentalement au cas du robot ASSIST.
Le Chapitre 4 est dédié à la synthèse de lois de commande prédictives et robustes pour la
commande de mouvements de robots à articulations flexibles. La mise en œuvre pratique de
ces commandes s’appuie sur la modélisation précédemment développée. Les aspects prédictifs
et robustes sont abordés à travers la commande prédictive de type GPC et la commande H∞.
Des méthodes permettant d’une part de tenir compte de gabarits fréquentiels dans le cadre de
la synthèse GPC, et d’autre part d’introduire un comportement anticipatif dans la synthèse
H∞ sont présentées. Les performances de ces deux approches de synthèse en comparaison
avec la commande CTC (Computed Torque Control) sont analysées à travers une évaluation
expérimentale.
Le Chapitre 5 aborde en ouverture la thématique de l’interaction homme-robot à travers
un algorithme de détection de collisions avec l’environnement extérieur sans capteurs d’effort
et sous des incertitudes de modélisation. Afin de séparer efficacement les effets dynamiques
de la collision de ceux des erreurs de modélisation, une modélisation boite grise est d’abord
proposée afin de décrire les contributions des incertitudes au résidu. A partir de cette mo-
délisation, une stratégie de filtrage et de décision tenant compte de l’état du système est
proposée. Afin de rendre la méthode proposée robuste aux variations paramétriques du sys-
tème et s’affranchir d’un nombre élevé d’expérimentations, une procédure d’adaptation en
ligne des paramètres des filtres est mise en place.
Chapitre 2
Robots manipulateurs à articulations
flexibles - modélisation et commande
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L’objectif de ce chapitre est de rappeler dans un premier temps les principaux modèles uti-
lisés pour la description de robots manipulateurs à corps rigides. Les spécificités liées aux
flexibilités articulaires ainsi mises en évidence sont examinées dans un deuxième temps selon
la perspective de synthèse de lois de commande. Un état de l’art des outils théoriques et
approches de commande de mouvement développées au cours des deux dernières décennies
est présenté.
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2.1 Modèles de robots manipulateurs
Après avoir présenté la terminologie générale liée à l’étude des robots manipulateurs, on
rappelle dans la Section 2.1.2 les caractéristiques principales des modèles de robots à corps
et articulations rigides, représentant le cas idéal de transmissions sans élasticités ni non-
linéarités de type jeu mécanique. La Section 2.1.3 est dédiée au cas de robots à corps rigides
et à articulations flexibles, représentant une situation plus proche de la réalité et constituant
une extension du premier cas. Lorsque les corps eux-mêmes du robot présentent des élasticités
importantes, un modèle à corps déformables peut également être envisagé. Pour plus de détails
sur ce dernier type de modélisation qui ne sera pas traité dans le présent cas d’étude, le lecteur
pourra se référer à (Benosman et al., 2002; Benosman et Le Vey, 2004; Boyer et Belkhiri,
2012; Halalchi et al., 2012).
2.1.1 Terminologie générale
On considère les robots manipulateurs constitués d’une chaîne cinématique ouverte simple
de corps rigides connectés entre eux au moyen de liaisons appelées articulations. Plus parti-
culièrement, on considère des structures à n degrés de liberté avec n articulations motorisées
de type pivot.
La situation de tous les corps du robot les uns par rapport aux autres définit une configuration
du robot, décrite dans l’espace articulaire de dimension n par les coordonnées articulaires
notées q = (q1 . . . qn)T ∈ Rn.
La situation de l’organe terminal du robot est décrite dans l’espace opérationnel de dimension
nX par des coordonnées opérationnelles notées X (nX = 6 coordonnées décrivent la position
et l’orientation dans l’espace tridimentionnel).
Le Modèle Géométrique Direct (MGD) permet d’exprimer la situation de l’organe terminal
dans l’espace opérationnel de façon unique en fonction de ses coordonnées articulaires :
X = MGD(q) (2.1)
Le Modèle Dynamique Inverse (MDI) décrit le comportement dynamique d’un robot manipu-
lateur à partir des paramètres physiques des différents corps et des liaisons qui le constituent :
τ = MDI(q,q˙,q¨) (2.2)
avec τ ∈ Rn les couples moteurs, q,q˙,q¨ positions, vitesses et accélérations articulaires.
2.1.2 Robots à corps et articulations rigides
2.1.2.1 Description géométrique
La description géométrique d’un robot à corps rigides associe à chaque corps Ci un repère Ri
(Fig. 2.1), défini par exemple suivant les conventions de Denavit-Hartenberg modifié (Khalil et
Dombre, 2004). L’agencement spatial de ces repères est décrit par les paramètres géométriques
(distances et angles), et permet de définir le MGD comme l’enchaînement de transformations
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Figure 2.1 – Agencement des corps dans une chaine cinématique ouverte et repères associés.
géométriques exprimant la situation de l’organe terminal dans le repère de base de l’espace
opérationnel R0 :
X =0 T1(q1)1T2(q2) . . .n−1 Tn(qn)Xend (2.3)
où Xend représente la situation de l’organe terminal dans le repère Rn, X la situation de
l’organe terminal dans le repère de base du robot R0, et i−1Ti(qi) la matrice de passage du
repère Ri au repère Ri−1.
2.1.2.2 Modèle dynamique rigide
Soit un robot à n degrés de liberté (ddl) avec les notations suivantes : θm ∈ Rn désigne les
positions angulaires en sortie des arbres moteurs, τm ∈ Rn les couples moteurs et q ∈ Rn
les positions angulaires articulaires. On note θ ∈ Rn et τ ∈ Rn respectivement les positions
et couples moteurs après l’étage de réduction, de sorte que θm = Rredθ et τ = Rredτm avec
Rred ∈ Rn×n la matrice de transmission faisant intervenir de façon purement algébrique les
rapports de réduction. On utilisera dans ce qui suit les variables moteur ramenées côté charge
θ et τ afin de ne pas surcharger les équations. Dans le cas de moteurs à courant continu, le
couple exercé par le moteur est défini par τm = Kemim, avec Kem la constante de couple et
im le courant moteur.
qiMii
τextτi , θi
Jmotτmiθmi
Jred
Figure 2.2 – Représentation schématique de l’articulation rigide i avec l’inertie moteur Jmot,
l’inertie de l’étage de réduction Jred et l’inertie côté charge Mii.
Sous l’hypothèse de transmissions idéales et articulations rigides, les positions articulaires et
moteurs sont confondues : θ = q (Fig. 2.2). Le MDI peut s’obtenir à partir des équations de
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Lagrange et s’écrit :
Mrig(q)q¨ + C(q,q˙)q˙ + τG(q) + τf︸ ︷︷ ︸
H(q,q˙)
= τ + τext (2.4)
avec
– Mrig(q) = M(q) +Jm avec M(q) ∈ Rn×n : la matrice d’inertie de la chaine de corps rigides
du robot ;
– Jm ∈ Rn×n : la matrice diagonale des inerties des actionneurs ramenées côté charge telle
que Jm = R2redJmot+Jred avec Jmot l’inertie des rotors des moteurs, Jred celle des réducteurs
et Rred > 1 ;
– C(q,q˙)q˙ ∈ Rn : les couples de Coriolis et centrifuges ;
– τG(q) ∈ Rn : les couples de gravité ;
– τf ∈ Rn : les couples de frottement. Pour les vitesses non nulles, le couple de frottement de
l’axe j peut habituellement être modélisé en première approximation par les composantes
de frottement visqueux et de frottement sec de coefficients Fvj , Fsj :
τfj = Fvj q˙j + Fsj sign(q˙j) (2.5)
D’autres modèles non-linéaires de frottements peuvent être envisagés (Armstrong et al.,
1994; Olsson et al., 1998).
– τext ∈ Rn : les couples extérieurs ramenés au niveau articulaire. Pour une force extérieure
Fext s’exerçant à l’extrémité de la chaîne polyarticulée, τext = J(q)TFext, où J(q) ∈ Rn×n
est la matrice Jacobienne du robot exprimant la relation entre les vitesses articulaires et
la vitesse de l’effecteur avec X˙ = J(q)q˙.
Propriétés du MDI rigide
(P1) Le membre de gauche du système d’équations (2.4) peut être exprimé sous une forme
linéaire vis-à-vis des paramètres physiques. Cette propriété est fondamentale pour l’identifi-
cation et la commande adaptative.
(P2) La matrice d’inertie M(q) est symétrique, définie positive. M(q) ainsi que son inverse
peuvent être bornées par une fonction de q pour une large classe de robots (Ghorbel et al.,
1993).
(P3) Pour une définition appropriée de la matrice C(q,q˙) décrivant les termes de Coriolis et
centrifuges C(q,q˙)q˙, la matrice M˙(q)− 2C(q,q˙) est anti-symétrique (Ortega et Spong, 1989).
2.1.3 Robots à corps rigides et articulations flexibles
2.1.3.1 Origine des flexibilités
Le modèle à articulations flexibles a pour but de représenter les élasticités concentrées dans
la chaîne de transmission mécanique entre les moteurs et les segments rigides entrainés par
les couples articulaires (Fig. 2.3-2.4). Selon le contexte applicatif, les flexibilités peuvent être
spécialement recherchées, comme dans le cas des robots interactifs, ou au contraire subies,
comme dans le cas de robots industriels – la rigidité de ces derniers est classiquement optimisée
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Poulie articulaire
θm
q
Câble
Moteur
(a) Actionneur avec transmission à câbles (CEA)
Circular Spline
Flexspline
Wave
Generator
(b) Réducteur Harmonic Drive R©
Figure 2.3 – Eléments de transmission flexibles.
afin d’en augmenter la précision, mais dont les flexibilités peuvent devenir non négligeables
lors des opérations sous charge importante ou des mouvements à fortes dynamiques.
Les principales élasticités proviennent des éléments de transmissions déformables tels que les
courroies, les câbles (Fig. 2.3(a)) ou encore les réducteurs. Parmi ces derniers, les réducteurs de
type Harmonic Drive (Fig. 2.3(b)) sont couramment employés en robotique car ils permettent
d’obtenir des rapports de réduction élevés tout en présentant un jeu mécanique très faible. Un
composant déformable (Flexspline) est à la base de leur principe de fonctionnement. Notons
que si le recours à des transmissions à câbles présente notamment l’intérêt de déporter les
actionneurs à la base du robot, ce qui permet de minimiser la masse en mouvement, de
grandes longueurs de câbles induisent des flexibilités d’autant plus importantes.
2.1.3.2 Modèles dynamiques à articulations flexibles
Lorsque les transmissions présentent des élasticités, les positions moteurs θ et articulaires q ne
sont plus confondues et présentent des dynamiques différentes. Les flexibilités de transmission
sont représentées par un modèle à deux masses reliées par un ressort en torsion de raideur
Ki (Fig. 2.4). Comme dans le cas purement rigide, le formalisme de Denavit-Hartenberg
modifié (DHM) peut être employé pour la modélisation géométrique de la chaîne des corps
rigides composant le robot et la définition des repères associés. Les paramètres inertiels des
différents corps sont définis dans ces repères. Les équations de Lagrange tenant explicitement
compte de l’énergie potentielle des transmissions flexibles permettent d’aboutir au modèle
dynamique, composé de 2n équations différentielles non-linéaires couplées pour un robot à
n ddl. On présente dans ce qui suit d’abord le modèle dynamique général, puis le modèle
dynamique réduit dans lequel les couplages inertiels entre les moteurs et les segments du
robot sont négligés.
Modèle dynamique général
On considère les hypothèses suivantes :
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τi
θi
Ki
Jmi Mii qi
τext
Figure 2.4 – Représentation schématique d’une articulation flexible.
(H1) Les déformations élastiques sont concentrées au niveau des articulations et le robot est
composé de corps rigides connectés entre eux par des ressorts en torsion linéaires de raideur
constante (hypothèse réaliste pour des déformations de faibles amplitudes).
(H2) Les rotors des moteurs n’ont pas d’autre mouvement que celui effectué selon leur axe
de rotation et ne présentent pas d’excentricité, i.e. ils peuvent être modélisés par des corps
uniformes dont le centre de masse est situé sur leur axe de rotation. Ceci implique que la
matrice d’inertie et le terme de gravité du système sont indépendants des positions angulaires
des moteurs.
θ2
θ1
q2
q1
K2
K1
Axe 1
Axe 2
Figure 2.5 – Représentation schématique d’un robot 2 axes à corps rigides et articulations
flexibles.
Le modèle dynamique général du robot à n ddl et à articulations flexibles s’écrit (De Luca et
Book, 2008) :
Mg(q)q¨ + S(q)θ¨ + c(q,q˙) + c1(q,q˙,θ˙) + τG(q) + τfa +K(q − θ) = τext (2.6)
ST (q)q¨ + Jm(q)θ¨ + c2(q,q˙,θ˙) + τfm −K(q − θ) = τ (2.7)
avec
– Mg(q) ∈ Rn×n : la matrice d’inertie d’expression générale Mg(q) = M(q) + MR(q) +
S(q)J−1m ST (q), où M(q) représente la matrice d’inertie des segments articulés du robot,
MR(q) regroupe les masses et les termes dûs aux excentricités éventuelles des rotors, et
S(q) représente les couplages inertiels entre les rotors et les segments les précédant dans la
structure du robot ;
– c(q,q˙) ∈ Rn, c1(q,q˙,θ˙) et c2(q,q˙,θ˙) : les différentes contributions aux couples de Coriolis et
centrifuges ; lorsque S est une matrice constante, c1 = c2 = 0 ;
– τfa ∈ Rn et τfm ∈ Rn : les couples de frottement articulaire et moteur ;
– K ∈ Rn×n : la matrice diagonale des raideurs articulaires Ki
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Les n premières équations (2.6) décrivent la dynamique articulaire, et les n suivantes (2.7)
décrivent la dynamique moteur. Les deux jeux d’équations sont couplés à travers le couple
élastique K(θ − q) et les couplages inertiels via la matrice S(q).
Modèle dynamique réduit
Une hypothèse simplificatrice supplémentaire peut être considérée :
(H3) L’énergie cinétique des rotors est due uniquement à leur propre rotation. Ceci revient
à négliger les couplages inertiels entre les moteurs et les segments du robot.
Le modèle dynamique réduit du robot à n ddl et à articulations flexibles s’écrit (Spong, 1987;
Spong et al., 2006) :
M(q)q¨ + C(q,q˙)q˙ + τG(q) + τfa +K(q − θ) = τext (2.8)
Jmθ¨ + τfm −K(q − θ) = τ (2.9)
De même que dans le modèle général, les n premières équations (2.8) décrivent la dynamique
articulaire, et les n suivantes (2.9) décrivent la dynamique moteur. Les deux jeux d’équations
sont couplés seulement à travers le couple élastique K(θ − q).
Il est à noter que le modèle réduit (2.8-2.9) et le modèle général (2.6-2.7) présentent des
caractéristiques fondamentalement différentes pour certains problèmes de commande. Alors
que le modèle réduit est linéarisable par retour statique (Spong et al., 2006), il n’en est pas
de même pour le modèle complet (De Luca et Book, 2008).
Propriétés du modèle dynamique réduit
Pour des raideurs articulaires très élevées (Ki → ∞), le robot est considéré comme entiè-
rement rigide avec θ = q, et le modèle (2.8- 2.9) correspond au modèle entièrement rigide.
Le modèle réduit à articulations flexibles et le modèle rigide partagent donc les propriétés
(P1-P3) utiles pour la synthèse de lois de commande.
Notons que dans le cas d’un robot entièrement rigide, un nombre d’entrées de commande
égal au nombre de degrés de liberté du robot est disponible et la connaissance des variables
en sortie des arbres moteurs suffit pour mesurer l’état du système aux rapports de réduction
près (2.4). Ce n’est plus le cas pour un robot à articulations flexibles qui comporte des degrés
de liberté supplémentaires dus aux déformations élastiques. L’état du système se compose
aussi bien des variables moteurs que des variables articulaires, et une instrumentation plus
complète est nécessaire afin d’accéder à l’état complet. Le choix de capteurs additionnels
(capteurs de position articulaire, jauges de contraintes ou capteurs d’effort, accéléromètres)
ou leur absence joue un rôle déterminant dans les stratégies d’identification et de commande
envisagées.
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2.2 Commande de mouvement de robots manipulateurs
à articulations flexibles
La nécessité de modèles réalistes de robots manipulateurs, notamment vis-à-vis de flexibilités,
pour la synthèse de lois de commande de mouvement a été soulignée dès 1984 (Sweet et
Good, 1984). Depuis, le grand nombre de publications liées à ce problème atteste d’un intérêt
particulier de la communauté scientifique pour les robots à articulations flexibles, avec un
essor notable dans les années 1990. Aujourd’hui, cette thématique retrouve une nouvelle
importance face au développement de robots légers.
Les propriétés liées à la chaîne de corps rigides étant conservées par le modèle à articulations
flexibles, le problème de commande posé relève du domaine de la commande de systèmes non-
linéaires et multivariables. Un degré de complexité supplémentaire provient de l’augmentation
de l’état du système avec les déformations élastiques, qui ne sont pas toujours directement
mesurables et qui peuvent limiter les performances du système. En suivi de trajectoire, la
spécification d’une grande bande passante pour un suivi précis peut être en conflit avec des
modes résonants éventuels situés en basses fréquences. Se pose plus globalement le problème
d’amortissement de vibrations, en suivi de consigne ou en rejet de perturbations, et celui des
déflexions dues à la gravité.
L’objectif de cette section est de rappeler les principaux concepts utilisés pour la synthèse
de lois de commande de robots à articulations flexibles, ainsi que de mettre en évidence les
développements en réponse aux problèmes spécifiques rencontrés. Sous l’hypothèse de raideurs
importantes, l’approche par perturbations singulières permet de faire le lien avec les approches
rigides en séparant la commande de la dynamique lente du robot de celle de la dynamique
rapide. La linéarisation par bouclage transforme le modèle initial non-linéaire en un système
linéaire et découplé, permettant ainsi l’application des techniques de commande linéaires.
Face à la complexité de la mise en œuvre pratique de la linéarisation par bouclage dans le
cas flexible, des compensations fondées sur le modèle physique du robot peuvent également
s’effectuer suivant un schéma d’anticipation (par exemple la méthode du couple calculé).
Enfin, en réponse aux problèmes particuliers d’amortissement de vibrations, de robustesse
vis-à-vis des incertitudes paramétriques et des dynamiques non modélisées, et de mesures
réduites, plusieurs approches plus spécifiques sont évoquées.
Certaines des méthodes proposées initialement pour la commande de robots rigides trouvent
une extension au cas des robots à articulations flexibles. Plus de détails concernant les mé-
thodes de commande de robots rigides peuvent être trouvés dans (Khalil et Dombre, 2004),
(Chung et al., 2008). Les principales méthodes de commande robuste dans le contexte rigide
ont été résumées dans (Abdallah et al., 1991) et (Sage et al., 1999), cette dernière référence
présentant également certaines méthodes relatives aux robots à articulations flexibles. Plus
spécifiquement, le lecteur pourra se référer à : (Benallegue et M’Sirdi, 2002) ; (Ozgoli et
Taghirad, 2006) où une bibliographie extensive des approches de commande est présentée ;
(De Luca et Book, 2008) qui traite en détail de la modélisation de robots à articulations
flexibles et présente les concepts majeurs utilisés pour la commande en régulation et en suivi
de trajectoire.
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2.2.1 Approche par perturbation singulière
Les approches par perturbation singulière s’appuient sur la séparation des échelles de temps,
lente et rapide, des dynamiques du système considéré (Kokotovic et al., 1987). Dans le cadre de
l’étude des robots à articulations flexibles, cette méthode s’applique principalement au cas des
raideurs articulaires élevées et induisant des dynamiques flexibles suffisamment rapides pour
pouvoir être séparées de la dynamique lente du robot, représentée en première approximation
par son modèle rigide. Cette approche permet la synthèse d’une commande composite traitant
ces deux dynamiques séparément.
Eléments théoriques : On considère un système lent-rapide d’équations différentielles sui-
vantes :
dx1
dt
= f(x1,x2,,t) (2.10)

dx2
dt
= g(x1,x2,,t) (2.11)
avec x1 ∈ Rm, x2 ∈ Rp, t ∈ R, et 0 <  1 un paramètre scalaire. f , et g sont des fonctions
régulières, x1 regroupe les variables d’état à dynamique lente et x2 les variables à dynamique
rapide. On définit l’échelle de temps rapide par la variable ν = t/, avec par conséquent
dt = dν. L’objectif de l’étude par perturbation singulière est l’approximation des solutions
du système (2.10-2.11) par celles du problème réduit obtenu pour → 0 :
dx¯1
dt
= f(x¯1,x¯2,0,t) (2.12)
0 = g(x¯1,x¯2,0,t) (2.13)
Ce cas correspond à l’approximation quasi-statique du système, et décrit son comportement
à l’échelle de temps lente t sous l’hypothèse de la convergence de x2 vers un point d’équilibre.
On note x¯1 et x¯2 l’état correspondant à ce cas limite, et on suppose dans la suite que l’équation
algébrique (2.13) admet une solution unique x¯2. A l’échelle de temps rapide, les variations de
x2 autour de x¯2 notées y = x2 − x¯2 sont décrites par l’équation
dy
dν
= g(x1,y + x¯2,0,t) (2.14)
où x1 et t sont traités comme des paramètres fixes. Le problème réduit (2.12, 2.13, 2.14)
permet alors l’analyse du système initial à  près. D’après le théorème de Tikhonov (Khalil,
2002), sous l’hypothèse de la stabilité asymptotique du sous-système rapide (2.14), les effets
de celui-ci peuvent être négligés à l’échelle de temps lente t dans la dynamique (2.12). Le
théorème de Tikhonov, valable sur un intervalle de temps fini, peut être étendu au cas infini
sous les conditions de stabilité exponentielle.
Application au cas de robots à articulations flexibles : Dans le contexte robotique, le modèle
flexible réduit (2.8-2.9) peut être mis sous une forme singulièrement perturbée en introduisant
le paramètre  tel que la raideur s’exprime K = K/2. En notant z = K(θ − q) le couple
élastique, on obtient dans le cas sans frottements et avec τext = 0 :
M(q)q¨ + C(q,q˙)q˙ + τG(q) = z (2.15)
2z¨ +K
(
J−1m +M(q)−1
)
z = KJ−1m τ +KM(q)−1 (C(q,q˙)q˙ + τG(q)) (2.16)
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La représentation d’état (2.10-2.11) s’obtient à partir de ces équations en notant x1 =
(qT,q˙T)T et x2 = (zT,z˙T)T :
dx1
dt
=
[
q˙
M(q)−1 [z − C(q,q˙)q˙ − τG(q)]
]
(2.17)
2
dx2
dt
=
[
z˙
KJ
−1
m τ +KM(q)−1 (C(q,q˙)q˙ − τG(q))−K
(
J−1m +M(q)−1
)
z
]
(2.18)
Lorsque → 0, x¯2 est défini de manière unique par ˙¯z = 0 et(
In + JmM(q¯)−1
)
z¯ = τ¯ + JmM(q¯)−1
(
C(q¯, ˙¯q) ˙¯q + τG(q¯)
)
(2.19)
où la notation ( ·¯ ) marque les variables correspondant à l’état quasi-statique du système, et In
dénote la matrice identité de dimension n. On obtient la représentation quasi-statique en rem-
plaçant z par l’expression précédente dans l’équation (2.15) pré-multipliée par
(
In + JmM(q¯)−1
)
.
Cette représentation est équivalente au modèle rigide (2.4) :
(M(q¯) + Jm) ¨¯q + C(q¯, ˙¯q) ˙¯q + τG(q¯) = τ¯ (2.20)
En posant y = z − z¯, et considérant q comme un paramètre fixe, la dynamique à l’échelle de
temps rapide est décrite par l’équation différentielle linéaire suivante :
d2y
dν2
+K
(
J−1m +M(q)−1
)
y = KJ−1m (τ − τ¯) (2.21)
Au vu de la théorie de la perturbation singulière, une structure de commande composite
peut être considérée (Fig. 2.6). Cette commande se compose de deux termes τs et τf conçus
séparément :
τ = τs + τf (2.22)
Commande
du sous-système 
rapide
qqd τ ySous-système 
rapide
Sous-système 
lent
Commande
du sous-système 
lent
τs
τf
++
Figure 2.6 – Structure de commande cascade dans l’approche par perturbation singulière.
La synthèse de la commande τs du sous-système lent s’appuie sur l’approximation quasi-
statique du système (2.20) et n’affecte que celui-ci, tandis que la commande du sous-système
rapide τf a pour objectif de stabiliser le sous-système rapide (2.21). On recherche typiquement
τs = τ |→0 = τ¯ et τf |→0 = 0. Ainsi, τs peut être choisie parmi les méthodes de commande
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de robots rigides, alors que le terme de commande rapide τf est souvent choisi de façon à
amortir le sous-système rapide avec KD matrice de gains définie positive :
τ = τs(q,q˙)− KDy˙ (2.23)
Dans le raisonnement précédent, la description réduite de la dynamique lente a été obtenue
pour  = 0. Afin d’améliorer le comportement de la commande lente τs, des représentations
d’ordre supérieur du sous-système lent peuvent être obtenues en considérant un développe-
ment asymptotique autour de  = 0 en accord avec le concept de la variété intégrale dans
une approche géométrique de la théorie des perturbations singulières (Khorasani et Spong,
1985), (Spong et al., 1987), (Ghorbel et Spong, 2000). La commande du sous-système lent
peut alors être augmentée par des termes correctifs d’ordre supérieur τs = τ0 +τ1 +2τ2 + . . .
avec τs = τ0 dans l’approche précédente. Il est à noter qu’une formulation alternative du
modèle singulièrement perturbé avec la variable rapide construite à partir de l’erreur moteur
a été proposée dans (Ge, 1996).
2.2.2 Linéarisation et compensations
Une autre façon d’exploiter la structure du modèle à articulations flexibles est couramment
employée afin de simplifier le problème de commande non-linéaire. La propriété sous-jacente
est la platitude du système considéré, idée exploitée aussi bien en calcul de trajectoires et
compensations que pour la commande linéarisante. Une comparaison des approches par per-
turbation singulière et retour linéarisant a été présentée dans (Spong et al., 1989).
2.2.2.1 Linéarisation par bouclage
Eléments théoriques : Lorsque les flexibilités sont importantes et ne peuvent plus être traitées
séparément de la dynamique rigide, une approche théorique intéressante est la linéarisation
par bouclage, notamment adaptée au problème de suivi de trajectoire. Elle s’inscrit dans
le cadre plus général de la commande de systèmes différentiellement plats (Fliess et al.,
1995). Un système est dit différentiellement plat si ses variables d’état et d’entrée peuvent
s’exprimer algébriquement en fonction d’une variable appelée sortie plate et d’un nombre fini
de ses dérivées par rapport au temps. Un système plat peut être transformé en un système
linéaire par changement de coordonnées, bouclage statique ou bouclage dynamique.
On considère un système non-linéaire suivant d’état x ∈ Rp et d’entrée u ∈ Rm
x˙ = f(x,u) (2.24)
Une trajectoire t 7→ (x(t),u(t)) solution de (2.24) n’est pas facilement accessible dans le cas
général. Le système (2.24) est plat si et seulement si il existe m sorties
y = h(x,u,u˙,...,u(r)) (2.25)
telles que, à t 7→ y(t) donnée, les trajectoires (x(t),u(t)) s’expriment algébriquement en fonc-
tion de y et de ses dérivées :
u = ψ(y,y˙,...,y(β)) (2.26)
x = ϕ(y,y˙,...,y(α)) (2.27)
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avec f , h, ϕ et ψ des fonctions régulières et r, α et β entiers. La sortie y est alors appelée
sortie plate et les vecteurs d’état et de commande peuvent donc être entièrement caractérisés
à partir de la donnée de celle-ci. Si y est une sortie plate de (2.24), il est possible de trouver un
bouclage linéarisant et un difféomorphisme 1 qui transforme le système bouclé en des chaines
d’intégrateurs purs formées à partir de y.
Application au cas de robots rigides : On rappelle que les robots manipulateurs rigides repré-
sentés par le modèle (2.4) sont linéarisables par bouclage statique suivant :
τ = Mrig(q)v +H(q,q˙) (2.28)
où v est la nouvelle loi de commande pour le système linéarisé et découplé qui se compose de
n doubles intégrateurs indépendants :
q¨ = v (2.29)
Pour le suivi d’une trajectoire définie par qd et ses dérivées, la commande v dans (2.29) peut
être choisie sous la forme :
v = q¨d +Kp(qd − q) +Kd(q˙d − q˙) (2.30)
Ce type de commande particulière prend souvent le nom de « commande par couple cal-
culé » (computed torque control ou CTC) dans la littérature. Le système étant découplé, en
notant l’erreur de suivi e = qd − q, la dynamique de l’erreur pour l’axe i s’exprime par la
relation :
e¨i +Kdi e˙i +Kpiei = 0 (2.31)
Les gains Kpi et Kdi sont ainsi réglés en fonction de la dynamique de l’erreur désirée. Ty-
piquement, pour une bande passante ωc prescrite, un point de départ du réglage peut être
choisi avec Kp = ω2c , Kd = 2ωc (pour un amortissement ζ = 1). Lorsque cette commande est
appliquée aux robots présentant des flexibilités, il est recommandé de choisir ωc ≤ ωr/2, où
ωr est la première fréquence de résonance.
Application au cas de robots à articulations flexibles : On montre que le modèle réduit (2.8-
2.9) de robots à articulations flexibles est linéarisable par bouclage statique et que la variable
articulaire y = q est une sortie plate. En isolant θ dans (2.8) et en dérivant deux fois, on peut
exprimer θ¨ en fonction de q et ses dérivées :
θ¨ = q¨ +K−1
[
M(q)q(4) + 2M˙(q,q˙)q(3) + M¨(q,q˙,q¨)q¨ + H¨(q,q˙,q¨,q(3))
]
(2.32)
En additionnant (2.8) et (2.9), et en remplaçant θ¨ par (2.32), on obtient une expression du
couple moteur en fonction de q et de ses dérivées jusqu’à l’ordre 4 :
τ = Jmθ¨ +M(q)q¨ +H(q,q˙) ⇒ τ = ψ(q,q˙,q¨,q(3),q(4)) (2.33)
On voit donc que lors de la commande de mouvement, la référence articulaire q doit être au
moins 4 fois dérivable afin de garantir l’existence d’un couple nominal continu correspondant.
1. On appelle difféomorphisme une application bijective différentiable dont la bijection réciproque est aussi
différentiable. Un difféomorphisme permet notamment de définir un changement de coordonnées.
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En choisissant l’état x = [xT1 xT2 xT3 xT4 ]T = [qT q˙T q¨T q(3)T ]T et y = x1 = q, une représentation
d’état du système est
x˙1 = x2 (2.34)
x˙2 = x3 (2.35)
x˙3 = x4 (2.36)
x˙4 = f4(x) + g4(x)τ (2.37)
avec
f4(x) =−M(x1)−1KJ−1m [M(x1)x3 +H(x1,x2)]−M(x1)−1
[
K + M¨(x1,x2,x3)
]
x3
− 2M(x1)−1M˙(x1,x2)x4 −M(x1)−1H¨(x1,x2,x3,x4) (2.38)
g4(x) =M(x1)−1KJ−1m (2.39)
La commande linéarisante par bouclage statique pour ce système est
τ = g4(x)−1(v − f4(x)) (2.40)
où v est la nouvelle loi de commande pour le système linéarisé et découplé qui se compose de
n quadruples intégrateurs indépendants (Fig. 2.7) :
q(4) = v (2.41)
Les conditions qui rendent cette linéarisation possible sont l’existence de l’inverse de g4(x)
dans (2.40) et l’absence de dynamique interne dans le système multivariable. La première
condition est remplie grâce à la non-singularité de la matrice M(q)−1KJ−1m (M est définie
positive). La deuxième condition est vérifiée car le degré relatif de chaque composante qi de q
est di = 4 (qi doit être dérivée 4 fois pour s’exprimer algébriquement en fonction de l’entrée
τ), et pour un robot à n ddl, la somme des degrés relatifs ∑ di = 4n est égal à la dimension
de l’état.
Dans le cas du modèle non réduit (général) de robots à articulations flexibles, incluant des
couplages inertiels entre les dynamiques moteurs et articulaires, on montre que le système
est linéarisable par bouclage dynamique (De Luca et Book, 2008).
Linéarisation
par bouclage
Robot 
à articulations 
flexibles
Commande
linéaire_+
Système linéarisé = 
++xd = 
qd(3)
qd
qd
qd
x = 
q(3)q
qqτ
qd(4) diag(1/s4,...,1/s4)
Figure 2.7 – Commande linéarisante par bouclage pour le suivi de trajectoire.
Pour le suivi d’une trajectoire définie par qd et ses dérivées, à laquelle correspond une trajec-
toire xd de l’état, la commande v dans (2.41) peut être choisie sous la forme
v = q(4)d + L(xd − x) (2.42)
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avec L ∈ Rn×4n une matrice de gains L = [L1 L2 L3 L4] de composantes Li ∈ Rn×n
diagonales. Le système étant découplé, en notant l’erreur de suivi e = qd − q, la dynamique
de l’erreur pour l’axe i s’exprime par la relation :
e
(4)
i + L1(i,i)e
(3)
i + L2(i,i)e¨i + L3(i,i)e˙i + L4(i,i)ei = 0 (2.43)
et les valeurs de gains peuvent être choisies par placement de pôles pour chacun des axes
pour garantir la stabilité exponentielle globale.
Du point de vue de l’implantation pratique de ce type de commande linéarisante, il a été
montré que les états [qT q˙T q¨T q(3)T ]T , [qT θT q˙T θ˙T ]T , [qT τTelast q˙T τ˙Telast]T avec τelast = K(θ−q)
peuvent être utilisés de façon équivalente pour construire le retour linéarisant (De Luca et
Book, 2008). Notons également qu’une inversion de la matrice d’inertie M(q) et le calcul de
ses dérivées par rapport au temps est nécessaire, contrairement à la commande linéarisante
du modèle rigide (2.4) donnée par (2.28).
2.2.2.2 Commande autour d’une trajectoire
Il ressort de la section précédente que le couple moteur τ peut être exprimé en fonction de
la sortie plate q et de ses dérivées (2.33). Il est donc possible de calculer le couple nominal τd
et la trajectoire de l’état du système correspondant à une trajectoire de sortie désirée définie
par qd et ses dérivées :
xd = ϕ(qd,q˙d,q¨d,q(3)d ,q
(4)
d ) (2.44)
τd = ψ(qd,q˙d,q¨d,q(3)d ,q
(4)
d ) (2.45)
Si la trajectoire de référence est connue à l’avance, le couple nominal peut ainsi être calculé
hors ligne. Une commande plus simple que la linéarisation par bouclage se compose alors d’un
terme linéaire dont le rôle est de stabiliser localement le système autour de sa trajectoire d’état
de référence, et du couple nominal qui maintient le robot sur cette trajectoire à erreur nulle :
τ = τd + L˜(xd − x)︸ ︷︷ ︸
τ˜
(2.46)
Modèle
dynamique
inverse
Commande
autour de la 
trajectoire nominale_+
++ Robot à articulations 
flexibles
qd(4)
xd = 
qd(3)
qd
qd
qd
x = 
q(3)q
qq
τd
ττ
Figure 2.8 – Commande autour d’une trajectoire nominale.
Il est à noter qu’à la différence de la matrice de gains L constante utilisée dans la linéarisation
par bouclage statique, les valeurs L˜ doivent être réglées localement autour de divers points
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de fonctionnement du robot, par exemple dans un schéma de commande par séquencement
de gain.
Cette approche de commande par compensations calculées à partir du modèle a notamment
été étudiée dans (Loria et Ortega, 1995; De Luca, 2000; Albu-Schäffer et Hirzinger, 2001a).
Lorsque tout l’état du système flexible n’est pas mesurable, des observateurs peuvent être mis
en place. Dans le cas particulier de robots à mesures moteur seulement, une version simplifiée
par retour de sortie de cette commande est :
τ = τd + L˜P (θd − θ) + L˜D(θ˙d − θ˙) (2.47)
où les trajectoires moteurs désirées s’obtiennent à partir de la sortie plate qd par
θd = qd +K−1 (M(qd)q¨d +H(qd,q˙d)) (2.48)
2.2.2.3 Compensation de gravité
Lorsque l’on considère simplement le problème de régulation où une position finale constante
qd est recherchée, il a été montré qu’une commande proportionnelle-dérivée associée à un
terme de compensation de gravité constant assurait la stabilité asymptotique globale sous la
condition (H4) (Tomei, 1991) :
τ = KP (θd − θ) +KD(θ˙d − θ˙) + τˆG(qd) (2.49)
θd = qd + Kˆ−1τˆG(qd) (2.50)
(H4) Les articulations sont suffisamment rigides pour qu’il existe, sous l’action du poids
propre du robot, un équilibre articulaire unique qe correspondant à une position moteur fixe
θe. Formellement, cette condition s’écrit miniKi > α, où α est une constante positive définie
par
∥∥∥∂τG(q)∂q ∥∥∥ ≤ α, ∀q ∈ Rn.
Différentes stratégies ont été proposées pour améliorer le comportement transitoire de cette
commande, notamment avec des compensations de gravité non constantes mais estimées
récursivement en ligne (De Luca et Book, 2008).
2.2.3 Approches de commande particulières
Tandis qu’une grande partie des stratégies de commande pour les robots manipulateurs à
articulations flexibles exploite les concepts de perturbation singulière, de linéarisation par
bouclage et de l’inversion dynamique, divers développements ont été menés en réponse à des
problématiques particulières telles que les vibrations induites par les flexibilités, les incer-
titudes paramétriques et la dépendance du modèle dynamique à la configuration du robot,
ainsi que l’instrumentation réduite.
2.2.3.1 Contrôle de vibrations
Les vibrations résiduelles peuvent limiter les performances lorsqu’un positionnement précis
et rapide est nécessaire. Le problème de la commande de vibrations est rendu plus complexe
par les variations des modes flexibles avec la configuration et la charge du robot. En réponse
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à ce problème, deux directions dans les approches de commande consistent en (i) la mise en
forme particulière des entrées du système de façon à minimiser les vibrations induites, (ii)
le développement d’une rétroaction robuste et amortissante. Ces approches sont illustrées
ci-dessous par des exemples expérimentaux de la littérature.
La première approche peut être appropriée lorsque l’objectif est d’amortir les vibrations tran-
sitoires résultant d’un mouvement à haute dynamique, par exemple lors d’un positionnement
rapide du robot. Dans la commande par mise en forme de l’entrée (input shaping) (Sin-
ghose, 2009), deux ou plusieurs impulsions successives sont appliquées au système vibratoire
de sorte que les réponses impulsionnelles générées s’annulent entre elles après une première
phase transitoire, produisant une réponse totale sans vibrations résiduelles. En pratique, les
impulsions sont convoluées avec des trajectoires de référence continues pouvant être issues
d’un générateur de trajectoires classique. Initialement conçue pour les systèmes linéaires in-
variants, cette technique est sensible aux variations de la période des oscillations et au facteur
d’amortissement. Elle a été appliquée dans le cadre robotique grâce à une mise à jour en ligne
de ces paramètres, à partir de valeurs stockées dans un tableau ou de formules d’adaptation
en fonction des conditions de fonctionnement (Chang et Park, 2005). Une estimation en ligne
des fréquences des résonances et un algorithme d’apprentissage pour des tâches répétitives
ont également été envisagés (Park et al., 2006). Par ailleurs, l’efficacité d’une compensation
calculée à partir du modèle inverse non-linéaire dans un schéma anticipatif a été montrée
expérimentalement dans (Thümmel et al., 2001).
Les stratégies de contrôle de vibrations par rétroaction apportent une certaine robustesse,
mais dépendent également du modèle dynamique afin d’amortir ou annuler les modes ré-
sonants. Une commande à deux degrés de liberté, robuste aux variations de la charge, a
ainsi été proposée afin de tenir compte des incertitudes paramétriques du robot (Kang et al.,
1997). Des observateurs peuvent également être mis en place pour un retour amortissant (Hori
et al., 1994; Itoh et Yoshikawa, 2003; Tungpataratanawong et al., 2004; Petit et Albu-Schaffer,
2011).
2.2.3.2 Commande adaptative
La commande adaptative a été étudiée afin de faire face aux incertitudes paramétriques du
modèle physique du robot en ajustant en ligne les paramètres de la loi de commande. La
propriété fondamentale exploitée dans l’objectif d’adaptation est la possibilité de reformuler
le modèle dynamique linéairement vis-à-vis de ses paramètres, pouvant ainsi être estimés
en ligne. En ce sens, la plupart des commandes adaptatives rencontrées sont des méthodes
adaptatives indirectes. Cette approche a permis le développement des versions adaptatives des
commandes conçues sous l’hypothèse de paramètres connus. Dans le contexte des robots ri-
gides, les versions adaptatives de commandes exploitant les propriétés d’inversion dynamique
ou de passivité ont été décrites (Ortega et Spong, 1989), la stabilité et la robustesse des
commandes adaptatives ont été étudiées (Sadegh et Horowitz, 1990) et plusieurs approches
ont été comparées expérimentalement (Whitcomb et al., 1993).
Une première partie des approches adaptatives proposées dans le cas des robots à articulations
flexibles peut être vue comme une généralisation des stratégies adaptatives développées dans
le contexte rigide. Parmi celles-ci, on peut distinguer les approches s’appuyant sur l’algorithme
adaptatif proposé par Slotine et Li (Slotine et Li, 1987) d’une part, et celles s’appuyant sur
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le principe d’inversion dynamique d’autre part. Ces stratégies, issues du champ de recherche
des robots rigides, ont été généralisées au cas à articulations flexibles grâce à la théorie de
la perturbation singulière, résultant en des structures de commande composite. Une refor-
mulation similaire du modèle associée à une commande à deux étages a été présentée dans
(Benallegue, 1995).
– L’algorithme adaptatif de Slotine et Li (Slotine et Li, 1987) a été appliqué au cas des
robots à articulations flexibles dans (Spong, 1989; Ghorbel et al., 1989; Spong, 1995) et
une comparaison expérimentale de ces méthodes a été réalisée dans (Ott et al., 2002). Les
approches par perturbation singulière ont été généralisées grâce au concept de la variété
intégrale (Section 2.2.1) permettant d’établir des modèles de la dynamique lente d’ordre
supérieur. Le terme de commande correspondant à la dynamique lente est alors augmenté
par rapport au cas précédent par des termes correctifs. Une version adaptative d’une telle
commande associée à l’algorithme de Slotine et Li est présentée dans (Ghorbel et Spong,
1992a).
– Le principe d’inversion dynamique intervient à deux niveaux dans la commande adaptative
de robots à articulations flexibles. Ce principe a été d’une part employé dans une stratégie
proche de la linéarisation par bouclage dans (Khorasani, 1992; Al-Ashoor et al., 1993; Ge,
1996). D’autre part, ce principe est exploité dans les approches qui incluent une compensa-
tion calculée à partir de la trajectoire souhaitée dans un schéma anticipatif, ce qui permet
le calcul hors ligne de la matrice de régression à partir de la trajectoire de référence (Dixon
et al., 2000b).
D’autres approches s’appuient sur des techniques de commande non-linéaire, synthétisées
notamment par backstepping (Dixon et al., 2000b; Huang et Chen, 2004; Kim et Lee, 2004;
Chatlatanagulchai et Meckl, 2005). Des méthodes adaptatives directes ont également été
envisagées (Mrad et Ahmad, 1992), dont la méthode adaptative par modèle de référence
(Chien et Huang, 2007).
2.2.3.3 Commande robuste
Tandis que la commande adaptative permet de tenir compte des incertitudes paramétriques,
le problème de robustesse vis-à-vis des dynamiques non modélisées ou des perturbations reste
présent. Une classification des stratégies mises en œuvre en réponse à ce problème dans le
contexte robotique a été proposée dans (Sage et al., 1999). Cinq principales catégories sont
dégagées, avec (i) les techniques linéaires, (ii) les approches par passivité, (iii) les commandes
non-linéaires à partir de fonctions de Lyapunov (Bridges et al., 1995), (Kim et Oh, 2006),
(Chang et Yen, 2011) ou à structure variable (Hernandez et Barbot, 1996), (iv) les techniques
H∞ non-linéaires (Yim et Park, 2001), (Yeon et Park, 2008), et (v) les commandes adapta-
tives robustes (Ghorbel et Spong, 1992b). Une étude comparative expérimentale de plusieurs
commandes non-linéaires a été réalisée (Brogliato et al., 1996), (Brogliato et Rey, 1998). Les
deux premières catégories, approches linéaires et par passivité, sont brièvement rappelées
ci-dessous avec leur applications particulières pour les robots à articulations flexibles.
Pour l’application des techniques de commande robuste linéaire dans le contexte robotique, le
problème non-linéaire initial est soit simplifié en considérant des dynamiques monovariables
(Aoustin, 1993; Wang et Liu, 1992), soit approché par développement de Taylor (Elmaraghy
et al., 2002), soit transformé par une compensation partielle rigide, les incertitudes modéli-
sant les dynamiques résiduelles (Kang et al., 1997; Moghaddam et Goldenberg, 1997). Les
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techniques de synthèse H2, H∞, µ-synthèse, LQG ont ainsi été mises en œuvre sur ces mo-
dèles transformés. Plusieurs autres solutions linéaires ont été comparées dans (Moberg et al.,
2009).
Les approches de commande par passivité sont fondées sur des considérations énergétiques
liées aux propriétés dissipatives du système physique. Qualitativement, un système est passif
(ou dissipatif) vis-à-vis d’un couple entrée/sortie si la puissance stockée au niveau du sys-
tème reste inférieure ou égale à la puissance extérieure fournie. L’énergie est ici définie par
l’intégrale du produit scalaire des variables d’entrée/sortie considérées. Du point de vue de
la commande, ces propriétés physiques en lien direct avec la stabilité et les propriétés de
composition et d’interconnexion de systèmes passifs sont exploitées. Il a été montré que pour
les robots à articulations flexibles, un tel couple entrée/sortie est constitué du couple mo-
teur et de la vitesse moteur (Brogliato et al., 1995). Puisque les approches par passivité ne
tentent pas de compenser les non-linéarités du système physique, de meilleures propriétés de
robustesse sont attendues (Ortega et al., 1995; Kelly et Santibánez, 1998; Bickel et Tomizuka,
1999; Albu-Schäffer et al., 2007).
2.2.3.4 Mesures réduites et observateurs
Les capteurs disponibles ne permettent pas toujours de mesurer directement l’état complet
d’un robot à articulations flexibles, représenté de façon équivalente par les vecteurs (θ, θ˙, q, q˙),
(θ, θ˙, (θ − q), (θ˙ − q˙)) ou (q,q˙,q¨,q(3)) ∈ R4n pour un robot à n ddl. Dans ce contexte, trois
objectifs sont généralement poursuivis : l’observation de l’état complet à partir de mesures
partielles, l’estimation des quantités dérivées par rapport au temps, et l’observation d’un état
augmenté avec les perturbations.
Le problème d’observation de l’état de robots à articulations flexibles a été abordé dans
un premier temps par la mise en place d’observateurs non-linéaires (Nicosia et al., 1988;
Tomei, 1990). Des observateurs d’état partiel ou complet pour la reconstruction des variables
articulaires à partir de mesures moteur sont notamment motivés par le contexte industriel, où
les mesures côté moteur sont souvent les seules disponibles (Jankovic, 1995; Ailon et Ortega,
1993; Ailon et Lozano, 1996). Le problème inverse a également été envisagé (Nicosia et Tomei,
1995). L’utilisation de mesures issues d’accéléromètres fixés sur la structure rigide du robot,
en plus de mesures de positions moteurs, représente une autre stratégie intéressante, testée
expérimentalement par exemple dans le cadre de la mise en place d’observateurs linéaires
décentralisés (De Luca et al., 2007) ou de l’estimation de la position cartésienne de l’effecteur
d’un robot industriel (Henriksson et al., 2009).
L’estimation des quantités dérivées par rapport au temps à partir des mesures de positions
constitue une autre préoccupation en l’absence de mesures tachymétriques ou d’un niveau de
bruit important sur celles-ci. Un observateur d’ordre réduit des vitesses à partir des positions
moteur et articulaire pour le suivi de trajectoire a été envisagé (Chang et al., 1996). Dans
le cadre de la commande par modes glissants à partir des mesures de position articulaire et
de couples élastiques, un observateur non-linéaire de vitesses articulaires et de dérivées des
couples élastiques a été décrit (Hernandez et Barbot, 1996). Deux observateurs, à structure
variable ou adaptatif, ont été développés (Lechevin et Sicard, 1997). En pratique cependant,
les méthodes de dérivation numérique et de filtrage pour l’estimation des vitesses à partir des
positions sont les plus facilement réalisables. Une analyse de ces solutions est proposée dans
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Figure 2.9 – Modèle monovariable simplifié avec perturbation (Hori et al., 1994; Park et
Lee, 2007; Bang et al., 2010).
(Belanger, 1992). L’utilisation de la dérivation approchée par un filtre de type bs/(s+a), a,b ∈
R+ a été étudiée d’un point de vue théorique (Kelly et al., 1994), montrant la préservation
de la stabilité asymptotique globale dans le schéma de commande pour la régulation issu de
(Tomei, 1991). L’utilisation de ce type de filtre pour le suivi de trajectoire a également été
étudiée (Loria et Ortega, 1995).
Enfin, on peut mentionner l’utilisation d’observateurs d’état étendu permettant notamment
d’estimer les perturbations simultanément à l’état du système dans un objectif de robustifi-
cation ou de compensation des incertitudes. Un modèle monovariable linéaire simplifié est ty-
piquement utilisé, avec le couple de perturbation à observer τpert regroupant les dynamiques
articulaires non modélisées (gravité, couplages inertiels, couples de Coriolis et centrifuges)
(Fig. 2.9). Cette méthode a été proposée dans le cadre de l’atténuation des vibrations pour
systèmes flexibles à n inerties (Hori et al., 1994). Un observateur d’état augmenté avec per-
turbations a été étudié dans un objectif de robustification vis à vis des incertitudes de modèle
et les effets des flexibilités pour la linéarisation par bouclage (Patel et al., 2006). L’observa-
teur d’état augmenté associé à une commande axe par axe par retour d’état complet a été
expérimentalement testé sur un robot industriel (Park et Lee, 2007). Une validation expéri-
mentale d’un observateur d’état étendu associé à la commande linéarisante est proposée dans
(Talole et al., 2010). Une autre application d’un observateur d’état étendu dans le cadre de
la commande robuste de trois axes d’un robot industriel est décrite dans (Bang et al., 2010).
2.2.3.5 Autres approches de commande
D’autres méthodes de commande avancées ont été appliquées au cas des robots à articulations
flexibles. Des méthodes de commande prédictive permettent de tenir explicitement compte
des contraintes (saturations, etc.) et comportent une action anticipative selon le principe
de l’horizon glissant (Upreti et al., 2004; Ghahramani et Towhidkhah, 2009) 2. Des modèles
Linéaires à Paramètres Variants (LPV) ont été utilisés afin de tenir compte des variations
de la dynamique avec la configuration du robot (Namerikawa et al., 1997; Niu et Zhang,
2012). Le caractère répétitif des tâches a été exploité dans la commande par apprentissage
itératif (iterative learning control) (Wang, 1995; Ailon, 1996). Enfin, des techniques issues du
domaine de l’intelligence artificielle telles que la modélisation par réseaux de neurones (Chat-
latanagulchai et Meckl, 2005; Abdollahi et al., 2006) ou encore des techniques de commande
par logique floue ont été appliquées (Lih-Chang et Chiang-Chuan, 1995; Malki et al., 1997;
Subudhi et Morris, 2006; Chaoui et Gueaieb, 2008; Ahmad et al., 2010).
2. Les applications de la commande prédictive en robotique seront analysées plus en détail au Chapitre 4.
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2.3 Discussion
Ce chapitre a présenté les notions fondamentales liées à la modélisation et à la commande
de robots manipulateurs aussi bien à articulations rigides que flexibles, soulignant les pro-
priétés communes et les différences majeures de ces deux types de modèles. L’examen des
concepts et méthodes utilisés pour la commande de robots à articulations flexibles fait res-
sortir l’exploitation de la structure et des propriétés remarquables du modèle physique de ces
systèmes à travers notamment les approches par perturbation singulière, les approches par
linéarisation et compensations, et d’autres méthodes de commande linéaires ou non-linéaires
développées en réponse aux problématiques de l’amortissement de vibrations, de la robustesse
aux incertitudes paramétriques ou encore des mesures réduites.
Le grand nombre et la diversité des stratégies de commande proposées dans la littérature
attestent de l’intérêt de la communauté scientifique pour l’étude de cette classe de systèmes.
Cependant, face à la maturité de certains outils théoriques, on peut noter la faible part
de cas d’études consacrés aux manipulateurs robotiques multi-axes réels. Ce type d’étude
semble pourtant indispensable afin de favoriser l’application pratique des lois de commande
avancées ainsi développées. De plus, la plupart des exemples de la littérature cités reposent
sur la connaissance complète ou partielle des paramètres des modèles utilisés. Peu d’approches
considèrent les relations entre les étapes d’identification expérimentale et de synthèse de lois
de commande, ces deux aspects étant pourtant indissociables en pratique.
Dans le contexte particulier de mesures réduites, le Chapitre 3 est dédié à la formulation du
modèle à articulations flexibles pour l’identification et la commande, tandis qu’au Chapitre 4
le modèle précédemment identifié est exploité pour la synthèse de lois de commande avancées.
Une approche intégrée tenant compte des interactions entre identification et synthèse de lois
commande est ainsi développée. Ce point de vue permet également de décomposer le problème
général de commande en sous-objectifs relatifs à chaque type de spécification, afin de les
résoudre à l’aide d’outils adaptés et de systématiser les procédures de réglage.
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Les spécificités du modèle dynamique de robots à articulations flexibles soulignées précédem-
ment rendent nécessaire la mise en place d’approches particulières pour leur identification
expérimentale, notamment lorsque la mesure de l’état complet n’est pas disponible. Au-
delà d’une identification des valeurs des paramètres physiques représentatifs des flexibilités,
l’objectif de ce chapitre est de présenter une approche d’identification orientée commande
fournissant des modèles adaptés à la synthèse de lois de commande avancées.
Dans une première partie, les méthodes d’identification de robots manipulateurs rigides et
à articulations flexibles proposées dans la littérature sont présentées suivant les capteurs
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utilisés et les objectifs poursuivis. Dans une deuxième partie, le système expérimental, et
en particulier le système d’actionnement du robot ASSIST, est analysé afin d’en préparer
l’identification. Enfin, une approche d’identification multivariable pour la commande robuste
est proposée.
3.1 Méthodes d’identification de robots manipulateurs
3.1.1 Identification de robots rigides
Dans l’objectif d’identification, le modèle dynamique inverse rigide (2.4) peut être réécrit sous
une forme linéaire vis-à-vis d’un vecteur paramètres de base χ (Gautier, 1997) :
τ = D(q,q˙,q¨)χ (3.1)
Le vecteur de paramètres χ minimal identifiable est formé d’un sous-ensemble de paramètres
dynamiques, consistant pour chaque axe i en un jeu de paramètres inertiels du corps rigide
entraîné Ci, exprimés dans le repère associé Ri à ce corps (6 composantes inertielles , 3
composantes du premier moment d’inertie, masse) 1, auquel s’ajoute le moment d’inertie
global du rotor du moteur et des réducteurs, ainsi que les paramètres de frottement sec et
visqueux.
Les valeurs des paramètres inertiels et de masse peuvent être obtenues à partir d’outils CAO,
ou bien d’expériences d’identification sur le système réel. Dans ce dernier cas, χ est estimé
comme solution au sens des moindres carrés du système d’équations linéaires (3.2) surdé-
terminé obtenu à partir de l’évaluation du modèle (3.1) suivant un ensemble de trajectoires
excitantes (q, q˙, q¨), comme détaillé ci-dessous. Les positions articulaires sont calculées sous
l’hypothèse de transmissions rigides idéales (rapports de réduction algébriques constants),
tandis que les couples articulaires sont estimés à partir des courants moteurs. Le système
d’équations considéré s’écrit :
Y = W (q,q˙,q¨)χ+ ρ (3.2)
avec Y ∈ Rr le vecteur des mesures (couples), W (q,q˙,q¨) ∈ Rr×np la matrice d’observation, r
le nombre d’échantillons suivant la trajectoire d’identification, et np le nombre de paramètres
inconnus. Le vecteur d’erreur ρ est modélisé comme un bruit blanc indépendant additif de
moyenne nulle et d’écart-type σρ tel que :
Cρρ = E
[
ρTρ
]
= σ2ρIr (3.3)
où E [ · ] représente l’opérateur espérance mathématique, et Ir est la matrice identité r × r.
Un estimateur non biaisé de σρ est :
σˆ2ρ =
‖Y −Wχˆ‖2
r − np (3.4)
1. On appelle paramètres de base le jeu minimal de ninertp paramètres inertiels caractérisant complètement
le modèle dynamique, obtenu à partir des paramètres standard en éliminant ceux qui n’ont pas d’effet et en
regroupant certains autres entre eux. Dans le cas d’un robot comportant uniquement n articulations rotoïdes,
un majorant du nombre de paramètres de bases inertiels est ninertp ≤ 8n− 5− 2ng0, où ng0 = 1 si la première
articulation est parallèle à la pesanteur (Khalil et Dombre, 2004).
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Les moindres carrés pondérés sont utilisés dans le contexte d’identification de robots rigides
pour faire face au problème de mesures hétérogènes entre les différents axes et différents es-
sais (Gautier, 1997). En effet, le système d’équations global (3.2) résulte de la concaténation
de nr sous-systèmes correspondant aux différents axes du robot et aux différents essais effec-
tués. On note rj le nombre d’échantillons constituant le sous-système j, et σˆjρ l’écart-type de
l’erreur correspondant au sous-système j calculée séparément à partir de (3.4). Ces écarts-
types variant d’un sous-système d’équations à l’autre, les rj lignes de (3.2) correspondant au
sous-système d’équations j sont pondérées par 1/σˆjρ, l’inverse de l’écart-type de l’erreur. Le
système d’équations pondéré global s’écrit :
Yw = Wwχ+ ρw (3.5)
Yw = GY, Ww = GW, ρw = Gρ
avec
G = diag
(
1
σˆ1ρ
Ir1 . . .
1
σˆjρ
Irj . . .
1
σˆnrρ
Irnr
)
(3.6)
G ∈ Rr×r est la matrice diagonale d’inverses d’écarts-types de l’erreur des différents sous-
systèmes.
La solution χˆw au sens des moindres carrés pondérés minimise la norme 2 du vecteur des
erreurs pondérées ρw, et est calculée comme la solution au sens des moindres carrés de (3.5) :
χˆw = argminχ ‖ρw‖2 = W+w Yw (3.7)
où W+w = (W TwWw)−1W Tw est la pseudo-inverse de Ww. Les écarts-types correspondants σχˆwi
sont estimés en considérant Ww comme déterministe :
Cχˆwχˆw = E
[
(χ− χˆ)(χ− χˆ)T
]
=
(
W TwWw
)−1
, (3.8)
et σχˆwi = Cχˆwχˆwii est le i-ème élément diagonal de la matrice de covariance Cχˆwχˆw . L’écart-
type relatif du i-ème paramètre est :
%σχˆwi = 100
σχˆwi
|χˆwi |
(3.9)
En pratique, en cas de mesures discrètes bruitées, W n’est pas déterministe et indépendante
de Y . L’étape de filtrage des données est donc essentielle pour une bonne estimation par cette
méthode (Gautier, 1997).
Le choix des trajectoires d’identification, dont l’objectif est de permettre le recueil de don-
nées riches en informations, fait partie de l’étape de planification d’expérience. Les trajectoires
adaptées peuvent être sélectionnées à partir de la minimisation de critères relatifs au condi-
tionnement de la matrice d’observation W ou celui de la matrice d’observation pondérée par
les valeurs a priori χ¯ des paramètres à identifier χ. Les mouvements solutions de ces pro-
blèmes d’optimisation permettent respectivement une uniformisation des écarts-types absolus
σχˆ, et celle des écarts-types relatifs aux valeurs χ¯. Dans une approche plus pragmatique, des
trajectoires excitant séparément les différents groupes de paramètres (inertiels, de gravité, de
frottement) peuvent également être choisies (Swevers et al., 1997; Khalil et Dombre, 2004).
L’exemple du modèle rigide du robot ASSIST à 2 ddl est présenté en Annexe A.2.
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3.1.2 Identification de robots à articulations flexibles
Les paramètres physiques du modèle flexible réduit (2.8-2.9) peuvent être séparés en deux
groupes distincts : d’une part les paramètres dynamiques de la chaîne polyarticulée de corps
supposés rigides et ceux des actionneurs, et d’autre part les paramètres de raideur et de
frottement. Les premiers, correspondant aux paramètres dynamiques du modèle rigide (2.4),
peuvent aujourd’hui être estimés avec précision à partir d’outils CAO ou de protocoles ex-
périmentaux bien développés (Gautier, 1997; Swevers et al., 2007). L’estimation a priori
des paramètres restants, caractérisant le comportement flexible des articulations, reste plus
complexe et rend indispensables des étapes spécifiques d’identification expérimentale.
La raideur articulaire de chacun des axes peut être caractérisée dans un premier temps par des
méthodes statiques, à partir de mesures axe par axe des déflexions à moteur ou articulation
bloqués selon l’instrumentation disponible :
• d’après (2.9), en bloquant l’articulation i de façon à figer qi, et en appliquant un couple
moteur i constant, on obtient ∆τ = K∆θ à partir de deux mesures au niveau moteur
{τ1, θ1}, {τ2, θ2} = {τ1 + ∆τ, θ1 + ∆θ}.
• d’après (2.8), en bloquant le moteur i de façon à figer θi, et en appliquant une charge
externe, on obtient de la même façon ∆τext = K∆q à partir de deux mesures au niveau
articulaire {τext1, q1}, {τext2, q2} = {τext1 + ∆τext, q1 + ∆q}.
Cette caractérisation permet notamment de vérifier dans une étape préliminaire l’hypothèse
(H1) de ressort linéaire. Notons que des approches statiques complètes existent pour la
caractérisation des flexibilités dans l’espace cartésien (Alici et Shirinzadeh, 2005; Abele et al.,
2007).
Au delà de l’étude statique, une identification du comportement dynamique de ces systèmes
caractérisant le comportement transitoire oscillant est indispensable dans un objectif de syn-
thèse de lois de commande. On présente ci-dessous plusieurs méthodes d’identification ex-
périmentale issues de la littérature et mises en œuvre sur des robots réels à articulations
flexibles. Les méthodologies sont classifiées selon l’instrumentation utilisée (Table 3.1). En
effet, les robots industriels classiques sont souvent équipés de capteurs de position angulaire
moteur seulement, ce qui ne permet pas de mesurer tous les degrés de liberté engendrés par
les flexibilités du robot. Une première famille d’approches fait donc usage de capteurs addi-
tionnels afin de mesurer les déformations élastiques. Une autre famille d’approches n’utilise
que les capteurs côté moteur pour l’identification de modèles à validité locale ou globale.
3.1.2.1 Identification à partir de mesures complémentaires
Capteurs de position articulaire
Eléments théoriques : L’écriture du modèle rigide (2.4) sous une forme linéaire par rapport
à ses paramètres (Section 3.1.1) ne fait intervenir que les variables côté moteur, confondues
dans ce cas avec les variables articulaires :
τ = (M(q) + Jm) q¨ +H(q,q˙) = Drig(q,q˙,q¨)χrig (3.10)
Dans le cas flexible, le modèle réduit (2.8-2.9) peut également s’écrire sous une forme linéaire
vis-à-vis des paramètres, faisant intervenir cette fois-ci les variables moteur et articulaires.
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Tableau 3.1 – Méthodes d’identification de robots à articulations flexibles
Méthode Capteurs SISO MIMO
Statique
Niveau moteur Mesure de déflexion à articulation bloquée
-
Additionnels Mesure de déflexion à moteur bloqué
Dynamique
Niveau moteur - Méthodes locales (approximations linéaires locales, modèles simplifiés)- Méthodes globales (validité dans tout lʼespace de travail, modèle rigide connu)
Additionnels Capteurs articulaires / Capture de mouvement / Accéléromètres / Capteurs de couple
Identification des raideurs articulaires
Identification des paramètres flexibles, caractérisation du comportement dynamique du système
On étudiera dans la suite le cas où les frottements moteur sont modélisés par un modèle
de Coulomb de coefficient de frottement visqueux Fvm et de frottement sec Fsm : τfm =
Fvmθ˙ + Fsmsign(θ˙). Le modèle réduit se réécrit alors de la façon suivante :
(
0
τ
)
︸ ︷︷ ︸
Yflex
=
(
D˜rig(q,q˙,q¨) Dq−θ 0 0 0
0 −Dq−θ Dθ¨ Dθ˙ Dsign(θ˙)
)
︸ ︷︷ ︸
Dflex(q,q˙,q¨,θ,θ˙,θ¨)

χ˜rig
χK
χJm
χFvm
χFsm

︸ ︷︷ ︸
χflex
(3.11)
en notant M(q)q¨ + H(q,q˙) = D˜rig(q,q˙,q¨)χ˜rig par analogie avec (3.10) mais en se limitant à
la contribution articulaire. La matrice d’observation totale est notée Dflex(q,q˙,q¨,θ,θ˙,θ¨), asso-
ciée au vecteur des paramètres χflex et le vecteur des mesures Yflex. Dflex est constituée des
matrices diagonales d’observation Dq−θ, Dθ¨, Dθ˙, Dsign(θ˙) dépendantes chacune d’une com-
binaison de variables articulaires et moteurs telles que Dvar = diag(var1, . . . ,varn) ∈ Rn×n
(var ∈ {q − θ, θ˙, θ¨, sign(θ˙)}). Les vecteurs de paramètres associés sont χK , χJm , χFvm , χFsm
tels que χpar = [par1 . . . parn]T ∈ Rn (par ∈ {K, Jm, Fvm, Fsm}).
Cas d’étude monovariable : Dans le cas particulier de l’étude d’un seul ddl i, les autres ddl
étant éventuellement fixés pour un robot multi-axe, les termes Dflex ∈ R2×9 et χflex ∈ R9 de
(3.11) peuvent être exprimés de la façon suivante :
Dflex =
(
q¨i g cos(qi) g sin(qi) q˙i sign(q˙i) qi − θi 0 0 0
0 0 0 0 0 −(qi − θi) θ¨i θ˙i sign(θ˙i)
)
(3.12)
χflex =
(
Mii MXi MYi Fvi Fsi Ki Jmi Fvmi Fsmi
)T
(3.13)
où g est l’accélération de la pesanteur,Mii l’inertie du corps rigide considéré, et MXi etMYi
les composantes du premier moment d’inertie du corps rigide autour de l’origine Oi du repère
associé à ce corps (Khalil et Dombre, 2004).
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On voit donc que les paramètres du modèle réduit peuvent être identifiés à partir des mesures
des positions moteur et articulaires et de leurs dérivées. En pratique, on ne dispose souvent
pas de mesures directes des vitesses et accélérations. Celles-ci peuvent être obtenues par
filtrage des positions mesurées. Cette approche est illustrée expérimentalement dans (Pham
et al., 2001) sur le cas à un ddl.
Capture de mouvement
La capture de mouvement peut être utilisée afin de reconstruire les positions articulaires à
partir de mesures extéroceptives. Cette approche a été proposée dans (Lightcap et Banks,
2007) pour l’identification dynamique du robot à six ddl Mitsubishi PA10-6CE. Les mesures
articulaires reconstituées sont utilisées dans une procédure d’identification axe par axe par
moindres carrés linéaires décrite plus haut (3.1.2.1). Il est à noter que dans le cas de faibles
déformations élastiques, le problème peut être mal conditionné à cause de la différence dans
l’ordre de grandeur entre q, θ et q − θ et peut nécessiter une reformulation mathématique
du problème. Dans (Lightcap et Banks, 2010), la capture de mouvement est utilisée pour
l’estimation en ligne de l’état et des paramètres inertiels du système dans un schéma de
commande adaptative.
Accéléromètres
Tandis que les capteurs de mesures articulaires imposent des contraintes d’intégration et ne
sont pas toujours disponibles pour des robots industriels, les mesures côté moteur peuvent être
complétées par des mesures issues d’accéléromètres temporairement placés sur les segments
du robot lors de l’étape d’identification expérimentale.
Dans (Pham et al., 2002), une approche similaire à celle utilisant les mesures des positions ar-
ticulaires décrite dans la Section 3.1.2.1 est proposée. Les auteurs utilisent le modèle exprimé
linéairement par rapport aux paramètres et dérivé deux fois afin de faire apparaître explicite-
ment les accélérations articulaires reconstruites à partir de mesures issues des accéléromètres.
Afin de pallier le problème des non-linéarités non différentiables comme le frottement sec, les
auteurs proposent d’adjoindre le modèle non dérivé évalué sur une trajectoire excitant peu
les flexibilités. L’approche est illustrée expérimentalement sur le cas d’un seul axe.
Dans (Oaki et Adachi, 2012) une procédure en trois étapes est appliquée au cas d’un ro-
bot plan à deux ddl. Les paramètres rigides sont tout d’abord identifiés et les contributions
des couples de frottement de Coulomb non-linéaires sont retranchées. Le problème multiva-
riable non-linéaire est ensuite transformé en deux problèmes monovariables linéaires en uti-
lisant comme entrée supplémentaire le couple d’interaction non-linéaire entre les deux axes.
Celui-ci est déterminé à partir des paramètres rigides et des mesures de positions moteurs
et accélérations articulaires reconstruites à partir de mesures issues des accéléromètres. Le
problème d’identification de système linéaire ainsi formulé est résolu dans l’espace d’état par
la méthode d’erreur de prédiction à partir de réponses en boucle ouverte à un signal binaire
pseudo-aléatoire. Les paramètres flexibles sont alors estimés par comparaison au modèle pa-
ramétré à partir d’une modélisation physique. L’ensemble des paramètres physiques rigides,
flexibles et de frottement, est finalement ajusté par une procédure d’optimisation non-linéaire.
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Capteurs de couple
L’identification expérimentale du robot léger à sept ddl LWR III du DLR décrite dans (Albu-
Schäffer et Hirzinger, 2001b) est réalisée à partir de capteurs de positions moteur et articu-
laires ainsi que de jauges de contraintes permettant d’estimer le couple articulaire. Un modèle
à articulations flexibles avec amortissement est considéré :
M(q)q¨ + C(q,q˙)q˙ + τG(q) = τelast +DK−1τ˙elast (3.14)
Jmθ¨ + τelast +DK−1τ˙elast + τfm = τ (3.15)
τelast = K(θ − q) (3.16)
avec D la matrice de coefficients d’amortissement élastique, et τfm le couple de frottement
moteur non-linéaire dont le coefficient de frottement sec est considéré comme dépendant
du couple articulaire. Les paramètres rigides sont supposés connus et les auteurs envisagent
l’identification séparée de chaque groupe de paramètres restants (les frottements moteurs
d’une part, les paramètres de ressorts amortis d’autre part) à partir d’expériences indépen-
dantes. Les frottements moteurs sont identifiés à partir des mesures des positions moteurs et
des couples articulaires pour des trajectoires axe par axe en paliers de vitesse. Les paramètres
élastiques sont identifiés pour deux segments consécutifs avant l’assemblage du robot complet
à partir des réponses articulaires temporelles oscillantes à moteur bloqué.
3.1.2.2 Identification à partir de mesures moteur seules
La mise en place de capteurs additionnels n’étant pas toujours possible dans un contexte in-
dustriel, des méthodes d’identification utilisant seulement les positions et les couples moteurs
ont été proposées. Les méthodes employées dépendent fortement de l’objectif de modélisa-
tion poursuivi. Les méthodes locales, approchant le comportement du robot autour d’une
configuration donnée par un modèle linéaire, visent à identifier les paramètres d’un système
masses-ressorts. Ces méthodes s’appuient souvent sur une analyse modale et s’inscrivent par
exemple dans une démarche d’identification autour de plusieurs points de fonctionnement
et de commande par séquencement de gains. Des représentations locales de type « boîte
noire » ou « boîte grise » reposant sur une paramétrisation physique sont employées. L’objec-
tif des méthodes globales est l’identification du modèle non-linéaire du robot valable dans tout
l’espace de travail. A cette fin, la connaissance préalable du modèle rigide est généralement
supposée, soit ramenant le problème à l’identification des paramètres flexibles uniquement,
notamment à partir de plusieurs modèles locaux, soit servant de point initial à une procédure
d’optimisation.
Approximations linéaires locales
Approche 1 : L’approche par moindres carrés linéaires rappelée dans la Section 3.1.2.1 est
envisagée dans (Pham et al., 2001) pour l’identification d’un système à un ddl à partir des
informations moteur seules. A cette fin, les variables articulaires sont éliminées du modèle
monovariable par double dérivation de l’équation côté moteur. Le modèle est ensuite simplifié
et rendu linéaire vis-à-vis de paramètres identifiables Xi, i=1...7, eux-mêmes fonctions non-
linéaires de paramètres physiques (3.17-3.18). La trajectoire d’identification est choisie afin
de ne pas exciter les termes négligés, à savoir les termes de gravité et de frottement sec
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articulaire τfa.
τi =
MiiJmi
Ki
θ
(4)
i +
MiiFvmi + JmiFvi
Ki
θ
(3)
i +
(
Mii + Jmi +
FviFvmi
Ki
)
θ¨i + . . .
(Fvi + Fvmi) θ˙i + Fsmisign
(
θ˙i
)
− Mii
Ki
τ¨i − Fvi
Ki
τ˙i (3.17)
⇔ τi =
(
θ
(4)
i θ
(3)
i θ¨i θ˙i sign
(
θ˙i
)
−τ¨i −τ˙i
)
X1
...
X7
 (3.18)
avec
X1 =
MiiJmi
Ki
, X2 =
MiiFvmi + JmiFvi
Ki
, X3 = Mii + Jmi +
FviFvmi
Ki
(3.19)
X4 = Fvi + Fvmi , X5 = Fsmi , X6 =
Mii
Ki
, X7 =
Fvi
Ki
(3.20)
Cette approche est illustrée expérimentalement sur une maquette à un ddl et comparée à
d’autres approches d’identification suivant les mesures disponibles (Janot et al., 2011).
Approche 2 : Dans certains cas, le modèle d’articulation flexible à deux masses (Fig. 2.4)
peut s’avérer insuffisant pour décrire le comportement d’un robot réel. Un modèle flexible à
trois masses est ainsi proposé et identifié dans (Östring et al., 2003) pour l’axe 1 du robot
ABB IRB 1400 (Fig. 3.1), et les approches d’identification de type « boîte noire » et « boîte
grise » sont comparées. Dans (Berglund et Hovland, 2000) le problème d’identification d’un
modèle flexible à masses réparties d’ordre quelconque est considéré. Dans la méthode pro-
posée, les frottements et l’élasticité sont identifiés séparément. Les raideurs sont identifiées
par résolution d’un problème inverse de valeurs propres, à partir des fréquences de résonance
et d’anti-résonance issues d’une analyse modale. Cette approche est appliquée à un axe d’un
robot industriel ABB. Une généralisation au cas multivariable est présentée dans (Hovland
et al., 2001).
Ki
Mii
τi
θi
Kgi
Jmi Jgi qi
τext
qgi
Figure 3.1 – Modèle d’une articulation flexible à 3 corps
Approche 3 : Une approche d’identification de type « boîte noire » est proposée dans (Jo-
hansson et al., 2000). Tandis que les équations dynamiques de systèmes robotiques peuvent
être obtenues en fonction des paramètres physiques par les formalismes de Newton ou de
Lagrange, le protocole proposé permettrait une identification rapide du système en cas de
variations de conditions de fonctionnement (modification de la charge ou interaction avec
l’environnement) dans un objectif de ré-ajustement en ligne de lois de commande par mo-
dèle. Les auteurs s’intéressent à l’identification expérimentale des axes 1 et 4 du robot ABB
Irb-2000, et montrent qu’un modèle local d’ordre réduit identifié sous forme d’état par la
méthode des sous-espaces, et augmenté par un modèle non-linéaire de frottements, permet
de représenter efficacement le comportement dynamique de systèmes robotiques.
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Méthodes globales
Visant à identifier un modèle valable dans tout l’espace de travail, les méthodes globales
décrites ci-dessous reposent souvent sur la connaissance des paramètres rigides du robot,
soit afin d’isoler l’identification des paramètres flexibles, soit afin d’initialiser un algorithme
d’optimisation non-linéaire.
Suivant la première approche, connaissant les variations de la matrice d’inertie M(q) en
fonction de la configuration, les paramètres flexibles restant à identifier sont estimés à partir de
plusieurs identifications locales. Dans (Hovland et al., 2000), les paramètres d’amortissement
et de raideur sont identifiés par moindres carrés linéaires dans le domaine fréquentiel. Cette
méthode tenant compte des couplages inertiels entre les axes est appliquée expérimentalement
à 2 axes d’un robot industriel ABB.
Une méthode d’identification de type boîte grise de modèles non-linéaires à l’aide de mo-
dèles linéaires locaux intermédiaires est décrite dans (Wernholt et Moberg, 2011). Le modèle
considéré est une généralisation du modèle à articulations flexibles. Plusieurs points de fonc-
tionnement sont choisis dans une procédure d’optimisation visant à maximiser l’identifiabilité
des paramètres inconnus. Les réponses fréquentielles expérimentales multivariables non para-
métriques sont estimées dans les configurations ainsi retenues. Les paramètres flexibles (élas-
ticités, amortissements) sont finalement identifiés par minimisation de l’écart entre réponses
fréquentielles non paramétriques et paramétriques. Cette dernière est obtenue à partir de la
linéarisation du modèle non-linéaire aux points de fonctionnement considérés. Cette méthode
est illustrée expérimentalement sur le robot industriel IRB6640 d’ABB.
Dans une autre approche reposant sur une procédure d’optimisation non-linéaire, les mesures
de couples moteur sont uniquement utilisées (Gautier et al., 2011a, 2012). Cette méthode
constitue une extension au cas flexible de l’approche DIDIM (Direct and Inverse Dynamic
Identification Model) développée initialement dans le cadre de l’identification rigide (Gau-
tier et al., 2011b). Les paramètres dynamiques sont identifiés par minimisation de l’erreur
quadratique entre le couple moteur réel en boucle fermée et celui simulé à partir du mo-
dèle dynamique direct, ne nécessitant pas la mesure des angles moteur et articulaires. Dans
le cas flexible, le problème d’optimisation est non-linéaire et est résolu par la méthode de
Nelder-Mead. Cette approche est validée expérimentalement sur une maquette à un ddl.
3.1.2.3 Discussion
Les exemples précédents mettent en évidence la très forte dépendance des approches d’iden-
tification expérimentale vis-à-vis du contexte de leur mise en œuvre. Le niveau de détail des
modèles recherchés (modèle monovariable ou multivariable avec prise en compte des cou-
plages, linéaire ou non-linéaire, « boîte noire » ou « boîte grise » paramétré physiquement,
avec identification de tout ou partie des paramètres) est notamment déterminé par l’usage
qui en est envisagé (étude locale pour un modèle nominal de synthèse ou commande par
séquencement de gains, ou globale couvrant tout l’espace de travail), le mode opératoire
possible (choix de l’instrumentation du robot, opération en boucle ouverte ou fermée) et
les particularités physiques des robots (généralisation du modèle de l’articulation flexible à
deux masses à un ordre plus élevé, divers modèles de frottements non-linéaires). Le choix
des méthodes d’identification s’ensuit, privilégiant le domaine temporel ou fréquentiel, et des
méthodes d’optimisation linéaires ou non-linéaires.
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En outre, des modélisations plus détaillées des effets non-linéaires inhérents aux composants
mécaniques ont été envisagées dans les travaux suivants : raideurs non-linéaires dans le cadre
de la modélisation des réducteurs de type Harmonic Drive (Tuttle et Seering, 1996; Kircanski
et Goldenberg, 1997; Kennedy et Desai, 2005), non-linéarités de raideur liées à la configura-
tion du robot (Kim et Streit, 1995), modélisation et estimation en ligne des élasticités des
actionneurs à raideur variable (Flacco et al., 2011), non-linéarités de type hystérésis et jeu
(Ruderman et al., 2009).
3.2 Analyse du système expérimental
L’objectif de cette section est l’analyse de l’actionnement du robot ASSIST en vue de l’iden-
tification d’un modèle à articulations flexibles du robot. Après une brève description du
principe d’actionnement, une mise en évidence qualitative des flexibilités est présentée et une
vérification de linéarité des transmissions est effectuée.
Le dispositif expérimental et les paramètres des corps rigides du robot sont présentés en
Annexe A.
3.2.1 Principe d’actionnement
Dans le contexte de robots interactifs, l’actionnement par vérins à câbles représentent une
technologie avantageuse car peu encombrante, réversible et à forte capacité de charge. En
contrepartie, les flexibilités introduites dans l’architecture du robot doivent être prises en
compte pour la commande. La Fig. 3.2 illustre le principe d’actionnement du robot ASSIST
et met en évidence les éléments constituant la transmission depuis le moteur jusqu’à la poulie
articulaire actionnée (Bonnemason et al., 2010; Garrec, 2001).
Sertissage
de câble
Transmission par
poulie/courroie
Boucle de câble
Sertissage
de câbleEcrou
rotatif
Codeur
Moteur
Vis
Poulie articulaire
actionnée
Figure 3.2 – Vérin à câble.
La boucle de câble est composée de deux brins, court et long, dont l’élasticité contribue de
manière majoritaire à l’élasticité totale de la transmission (Fig. 3.3). Notons Kc et KL les
raideurs des brins court et long, de longueurs respectives lc et lL liées à l’angle articulaire de
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l’articulation actionnée 2.
Poulie articulaire
actionnée
Boucle de câble
Moteur
brin long (longueur lL)
brin court
(longueur lc)
Kc
KL
Figure 3.3 – Brins long et court constitutifs de la boucle de câble.
L’examen de cette structure d’actionnement montre que la raideur articulaire totale Ki cor-
respondant à l’actionnement de l’axe i dépend de plusieurs facteurs :
1. Dépendance vis-à-vis du pré-chargement des câbles (Fig. 3.4(a)) :
– si les deux brins sont tendus (|τelast| ≤ τpré−charge), la raideur équivalente totale est
due à la mise en parallèle des deux brins : Ki = K// = Kc +KL ;
– si l’un des deux brins est seulement tendu (|τelast| > τpré−charge), la raideur totale est
soit Kc soit KL.
2. Dépendance vis-à-vis de la configuration des axes en aval de l’axe i : selon les positions
des axes en aval, la charge vue par l’axe i varie et peut influer sur la raideur impliquée
(Kc, KL ou K//) selon les brins tendus.
3. Dépendance vis-à-vis de la position de l’axe i : lors d’un déplacement angulaire de l’axe
i, les longueurs des brins varient, entraînant une variation des valeurs des raideurs Kc,
KL et K// (Fig. 3.4(b)).
Si l’on peut supposer qu’une seule raideur K// est impliquée pour des mouvements de faible
amplitude à faible charge, une charge utile variable en opération peut modifier les raideurs
impliquées. De plus, les caractéristiques qualitatives présentées en Fig. 3.4 décrivent le com-
portement statique. Afin d’évaluer les effets des élasticités durant l’opération, on privilégiera
donc une méthode d’identification dynamique. Par ailleurs, en l’absence de codeurs articu-
laires, l’évaluation en ligne de la raideur ou le positionnement dans l’un des trois régimes
de fonctionnement selon les brins tendus reste difficile. Dans ce contexte, on s’orientera vers
des techniques de commande robuste pouvant tolérer des variations de la raideur et donc des
fréquences de résonance du système.
3.2.2 Evaluation de la linéarité des transmissions
Comme souligné dans la Section 3.1.2.3, la prise en compte de non-linéarités de transmission
supplémentaires (jeu, hystérésis) peut être nécessaire afin de traduire avec précision la réalité
2. En première approximation, la raideur K d’une longueur l de câble de section S et de module d’Young
en traction/compression E peut être évaluée selon K = ES/l.
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τelast
Δ=q-θ
τpré-charge 1
τpré-charge 2
Kc
K//
KL
(a) Dépendance vis-à-vis du pré-chargement
τelast
Δ=q-θ
Kc
K//
KL
qpos 1
qpos 2 < qpos 1τpré-charge
(b) Dépendance vis-à-vis de la position de
l’axe
Figure 3.4 – Caractéristique statique qualitative de la raideur d’une transmission.
physique d’un robot particulier. Dans un contexte d’identification à partir de codeurs moteur
seuls, il est particulièrement important de s’assurer de l’absence ou de la présence de telles
non-linéarités dans l’objectif éventuel de leur compensation. Leur présence est également
déterminante vis-à-vis du niveau de précision pouvant être atteint sans capteurs supplémen-
taires, et influence donc la spécification des objectifs de commande.
En l’absence de codeurs articulaires fournissant une information temps réel pour la com-
mande ou permettant une validation stricte du comportement entrée-sortie de la transmission
moteur-articulation, des mesures externes obtenues à l’aide d’un laser de poursuite LTD800
LEICA R© sont utilisées. Localement, et en considérant un à un les axes du robot comme
des systèmes monovariables, d’éventuelles non-linéarités statiques entre les positions moteurs
et les positions articulaires sont recherchées. L’expérience consiste en une acquisition syn-
chronisée des angles moteur avec celle de la position cartésienne d’une cible solidaire de la
poulie articulaire. Le déplacement angulaire articulaire est ensuite reconstruit à partir du
déplacement cartésien de la cible et est comparé avec le déplacement moteur. Sont considérés
des mouvements sinusoïdaux d’amplitude et de fréquence faibles afin de ne pas exciter les
flexibilités, mais suffisantes pour dominer les frottements moteur. Les déplacements moteurs
et articulaires ainsi reconstruits des deux axes sont représentés Fig. 3.5(a) et 3.5(c), pour
des mouvements lents de faible amplitude en configuration « bras tendu » (q3 = q4 = 0).
La différence entre ces déplacements est représentée Fig. 3.5(b) et 3.5(d), avec une erreur de
l’ordre de 1× 10−3 rad. Une bonne linéarité peut être observée (Fig. 3.6).
Pour déterminer les sources de erreurs constatées, examinons le modèle théorique à articu-
lations flexibles, en régime quasi-statique où les effets des accélérations et des vitesses sont
négligeables. Les deux variables moteur et articulaire sont alors liées par la relation :
θ = q +K−1(τG(q) + τfa) (3.21)
Pour des mouvements de faible amplitude autour d’une configuration donnée, la contribution
de la gravité τG(q) est proche d’une constante et résulte en une erreur statique, pouvant
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Figure 3.5 – Comparaison des angles moteur et articulaire reconstruit pour des mouvements
quasi-statiques des axes 3 et 4.
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Figure 3.6 – Absence d’hystérésis notable.
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éventuellement être compensée par le calcul des références moteurs en fonction des références
articulaires désirées. Les frottements articulaires τfa représentent alors la source principale de
la partie variable de la différence entre θ et q. En l’absence de codeurs articulaires, l’influence
des frottements articulaires ne peut être contrôlée sans une modélisation fine du processus
permettant la mise en place d’observateurs et/ou de compensations. Cette influence résulte
pour le système étudié en des erreurs de l’ordre de 1×10−3 rad, soit environ un millimètre en
bout de bras pour une longueur de bras inférieure à 1m (Fig. 3.5). Dans la suite, on cherchera
par conséquent à concevoir des lois de commande minimisant tous les autres facteurs d’erreur.
Le comportement articulaire de l’axe 3 en réponse à un créneau filtré de position moteur
est illustré Fig. 3.7. La fréquence des oscillations est de l’ordre de 4.35Hz, un dépassement
de 66% est observé. L’amplitude crête-à-crête maximale des oscillations atteint 10−2 rad, ce
qui pour un bras de longueur de l’ordre du mètre représente environ 1 cm de déplacement
vertical.
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Figure 3.7 – Réponse articulaire à un créneau filtré de position moteur (axe 3).
Cette première analyse du système expérimental a permis d’établir une bonne linéarité de
transmissions moteur à articulation des axes 3 et 4 du bras ASSIST, ainsi que de mettre en
évidence son comportement dynamique oscillatoire. Au vu des élasticités inhérentes à son
système d’actionnement à câbles et de ces observations expérimentales, le robot ASSIST sera
modélisé dans la suite de cette étude comme un manipulateur à corps rigides et à articulations
flexibles. L’identification expérimentale de ce système devra également permettre la mise en
place d’une approche de commande robuste aux variations potentielles de raideur au cours
de l’opération inhérentes au principe d’actionnement de ce robot.
3.3 Approche d’identification pour la commande
Les motivations d’une approche d’identification orientée commande sont doubles. D’une part,
les modèles recherchés doivent être adaptés à la synthèse de lois de commande, i.e. présenter
une complexité réduite, et être suffisamment représentatifs du comportement du système
étudié dans les plages de fréquence d’intérêt. D’autre part, les incertitudes associées aux
modèles identifiés doivent pouvoir être caractérisées et décrites sous une forme adaptée à la
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synthèse robuste (Gevers, 2005; Ninness et Goodwin, 1995). L’importance de la planification
d’expérience vis-à-vis de ce double objectif est soulignée dans (Hjalmarsson, 2005).
Les objectifs poursuivis par l’approche proposée dans le cadre de cette thèse sont donc l’ob-
tention d’un modèle pour la commande décrivant les flexibilités du robot, la description des
incertitudes associées, et leur minimisation en vue de la commande.
3.3.1 Objectifs et modélisation
3.3.1.1 Motivations et résumé de la méthode proposée
Si les méthodes d’identification dédiées aux robots manipulateurs à articulations flexibles
issues de la littérature (Section 3.1) varient en fonction du contexte de leur mise en œuvre
(instrumentation, objectifs), notons qu’en cas de flexibilités articulaires limitées, un modèle
rigide du robot peut aujourd’hui être connu sans difficultés majeures grâce aux outils CAO
et aux méthodologies expérimentales bien développées. Un tel modèle sans prise en compte
des effets élastiques représente une première approximation, et peut ne pas suffire à l’éla-
boration d’une commande performante, notamment vis-à-vis des vibrations. Cependant, il
décrit les effets dynamiques majeurs de la chaîne polyarticulée de corps rigides. Partant de
cette observation, la première étape de l’approche proposée consiste en une boucle de pré-
compensation interne fondée sur le modèle rigide, appliquée au système considéré afin de
réduire l’influence des non-linéarités dues à la structure rigide du robot (Fig. 3.8(a)). Les
effets de cette pré-compensation sont étudiées dans la Section 3.3.1.2 et en Annexe B. Notons
que cette analyse s’applique aux robots industriels classiquement considérés comme rigides
et pouvant être commandés comme tels dans des conditions de fonctionnement accentuant
leurs flexibilités (charge importante, mouvements à fortes dynamiques).
(Σ)
(a)
⇔
(b)
Figure 3.8 – (a) Boucle de compensation interne appliquée au robot ASSIST et (b) repré-
sentation équivalente pour la commande.
Le système résultant (Σ) est modélisé en fonction des paramètres rigides supposés connus
et des paramètres flexibles à déterminer. Afin d’identifier ces derniers, et en même temps
caractériser le comportement multivariable et résonant de (Σ), une étude dans le domaine
fréquentiel est adaptée à plusieurs égards :
1. l’étude des réponses fréquentielles non paramétriques multivariables permet de mettre
en évidence les multiples modes flexibles du système et les couplages entre les différents
axes du robot ;
2. la comparaison des réponses fréquentielles expérimentales avec les modèles paramé-
triques locaux obtenus à partir de la linéarisation du modèle physique complet permet
46 Chapitre 3. Identification pour la commande de robots à articulations flexibles
d’identifier les paramètres flexibles inconnus, et d’aboutir à des modèles de structure
prédéfinie et d’ordre réduit ;
3. la dispersion des modèles locaux autour d’une configuration nominale permet d’évaluer
les incertitudes associées à un modèle de synthèse nominal.
La méthodologie d’identification fréquentielle en deux étapes employée est inspirée des tra-
vaux de Wernholt et Moberg (2011) développée dans le cadre de l’identification des flexibilités
de robots industriels. Elle est ici appliquée au système (Σ) dans la perspective d’une com-
mande robuste. Cette démarche s’appuie d’une part sur l’estimation de réponses fréquentielles
non paramétriques multivariables, présentée dans la Section 3.3.2.2, et l’identification para-
métrique à partir de ces réponses, détaillée dans la Section 3.3.2.3. Les étapes clés de la
planification d’expérience sont abordées dans la Section 3.3.2.1.
Les incertitudes associées au modèle choisi pour la synthèse robuste sont ensuite déduites des
résultats de l’identification expérimentale. En effet, bien que l’identification des paramètres
flexibles donne accès au modèle physique non-linéaire (2.8-2.9), la pré-compensation rigide
permet de considérer un modèle de synthèse nominal linéaire. Les non-linéarités résiduelles
dues à la variation de configuration du robot sont alors regroupées sous forme d’incertitude
additive non structurée (Fig. 3.8(b)). Cette représentation pour la commande est définie et
les incertitudes associées sont caractérisées dans la Section 3.3.3.3.
La Figure 3.9 résume l’approche proposée. Les résultats expérimentaux obtenus pour le robot
ASSIST sont présentés dans la Section 3.3.3.
Représentation pour la
commande robuste
Réponses fréquentielles
MIMO expérimentales
du système résultant
Modèles théoriques
locaux
Pré-compensation
sur modèle rigide
Identification 
des paramètres 
rigides
Identification 
des paramètres 
flexibles
Figure 3.9 – Résumé de l’approche d’identification pour la commande proposée.
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3.3.1.2 Pré-compensation rigide
Comportement dynamique niveau moteur
La compensation représentée Fig. 3.8(a) correspond dans le cas d’un robot rigide à n ddl
modélisé par (2.4) à une linéarisation par bouclage ayant pour effet de découpler entièrement
la dynamique des différents axes, de sorte que le système résultant (Σ) représente n doubles
intégrateurs indépendants. Le couple moteur τ et le nouveau vecteur de commande u sont
liés par :
τ = Mˆrig(q)u+ Hˆ(q,q˙) ⇒ q¨ = u (3.22)
Sachant que q = θ dans le cas rigide, et avec s la variable de Laplace, la relation entrée-sortie
du système résultant est :
Θ(s) = diag
( 1
s2
, . . . ,
1
s2
)
U(s) (3.23)
Cependant, lorsque la commande (3.22) est appliquée à un robot à articulations flexibles, le
système (Σ) effectivement obtenu présente encore des non-linéarités et des couplages. Afin
d’évaluer ces effets, les équations du modèle flexible réduit (2.8-2.9) avec la commande issue
du modèle rigide (3.22) sont tout d’abord exprimées en fonction des variables moteur. On
suppose que les termes de frottement τfa et τfm représentent les contributions du frottement
visqueux de coefficients Fv et Fvm :
τfa = Fv q˙, τfm = Fvmθ˙ (3.24)
A partir de (2.9), avec K la matrice des raideurs diagonale définie positive et donc inversible,
la position articulaire peut être exprimée en fonction des variables moteur comme suit :
q = K−1Jmθ¨ +K−1Fvmθ˙ + θ −K−1τ (3.25)
En remplaçant q, q˙, q¨ à partir des dérivations successives de (3.25) avec τ donné par (3.22)
supposée deux fois dérivable par rapport au temps (hypothèse d’une commande suffisamment
lisse), la dynamique moteur (2.8) peut être exprimée par l’équation différentielle non-linéaire
d’ordre 4 suivante :
θ(4) +A3θ(3) +A2θ¨ +A1θ˙ = B2u¨+B1u˙+B0u+ dH (3.26)
avec les coefficients matriciels Ai et Bj ∈ Rn×n dépendant de q et de q˙ :
A3 = J−1m Fvm + LJm (3.27)
A2 = J−1m K(I +M−1Jm) + LFvm
A1 = J−1m KM−1(Fv + Fvm)
B2 = J−1m Mˆθ
B1 = LMˆθ + 2J−1m
˙ˆ
Mθ
B0 = J−1m KM−1Mˆθ + L
˙ˆ
Mθ + J−1m
¨ˆ
Mθ
L = J−1m KM−1FvK−1
dH = J−1m KM−1(Hˆθ −Hq + FvK−1 ˙ˆHθ +MK−1 ¨ˆHθ)
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Notons qu’en pratique, les estimées de M(q) et de H(q,q˙) = Hq intervenant dans (3.22)
sont obtenues à partir de mesures de θ 6= q dans le cas flexible, ce qui est signifié par les
notations indicielles Mˆθ = Mˆ(θ) et Hˆθ = Hˆ(θ) dans (3.27). Les termes trigonométriques
intervenant dans le calcul de la matrice d’inertie et évalués pour les deux variables θ et q
restent raisonnablement proches pour de faibles déflexions. Lorsque K est connue, pour une
estimation plus précise des termes Hˆθ, une mesure moteur θ˜ modifiée par la gravité peut être
envisagée dans les calculs de compensation (De Luca et Book, 2008) :
θ˜ = θ −K−1τG(θ) (3.28)
Ce calcul, inspiré de l’équation (2.8) à l’état statique, peut être éventuellement rendu itératif
au sein d’une période d’échantillonnage de la commande jusqu’à convergence de θ˜ vers une
valeur proche de q.
Représentation pour la commande
Dans cette section, le modèle (3.26) est reformulé dans une perspective de synthèse ro-
buste. Le système (Σ) résultant de la commande (3.22) appliquée à (2.8-2.9) est considéré
comme incertain du fait des variations de configuration du robot. L’équation différentielle non-
linéaire (3.26) décrivant le comportement moteur est linéarisée autour d’un point d’équilibre
et réécrite sous une forme de matrice de transfert locale. Les variations de ses représenta-
tions locales autour d’une configuration nominale sont décrites par une incertitude additive
(Fig. 3.8(b)).
Un équilibre du système flexible (2.8-2.9) sous la compensation (3.22) est défini par :
θ˙0 = 0, q˙0 = 0 (3.29)
θ0 = q0 +K−1τG0 (3.30)
u0 = −Mˆ−1θ0 (τˆG(θ0)− τG0)) (3.31)
avec τG0 = τG(q0) le couple de gravité à q0.
La linéarisation de (3.26) autour du point d’équilibre (3.29) permet d’écrire la relation entrée-
sortie de (Σ) sous forme d’un système LTI dans le domaine de Laplace :
Θ(s) = G(s)U(s) (3.32)
Nous avons montré que sous l’hypothèse d’une compensation de gravité parfaite, auquel cas
u0 = 0, la matrice de transfert locale G(s) ∈ Cn×n prend la forme :
G(s) = A(s)−1B(s) (3.33)
A(s) = s4In + s3A˜3 + s2A˜2 + sA˜1 (3.34)
B(s) = s2B˜2 + sB˜1 + B˜0 (3.35)
où les termes matriciels A˜i et B˜i correspondent à Ai et Bi décrits par (3.27) et évalués au
point d’équilibre considéré. Les calculs détaillés sont présentés en Annexe B.
Le terme Gij(s) de la matrice G dans (3.32) représente l’influence de l’entrée uj sur la sortie
θi. Dans le cas à deux ddl (n = 2), Gij(s) prend la forme suivante :
Gij(s) =
a0(s+ a1)(s2 + a2s+ a3)(s2 + a4s+ a5)
s(s+ b1)(s+ b2)(s2 + b3s+ b4)(s2 + b5s+ b6)
(3.36)
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Figure 3.10 – Réponse fréquentielle théorique locale d’un robot à deux ddl flexible pré-
compensé sur modèle rigide.
avec ai et bj coefficients scalaires réels.
Sans frottements (Fv = Fvm = 0), les termes L, A˜3, A˜1 et B˜1 disparaissent ce qui conduit à :
A(s) = s4In + s2A˜2 (3.37)
B(s) = s2B˜2 + B˜0, (3.38)
auquel cas les termes diagonaux de G sont réduits à :
Gii(s) =
a′0(s2 + a′3)(s2 + a′5)
s2(s2 + b′4)(s2 + b′6)
(3.39)
avec a′i et b′j coefficients scalaires réels.
Cette écriture permet d’étudier les effets d’une pré-compensation rigide appliquée à un robot
comportant des flexibilités articulaires. En particulier, les différences par rapport à un modèle
double intégrateur (3.23) peuvent être appréciées afin d’en tenir explicitement compte lors
de la synthèse de la commande.
La Figure 3.10 représente la réponse fréquentielle typique d’un robot à articulations flexibles
à deux ddl autour d’une configuration q0, sous l’hypothèse de la partie rigide parfaitement
connue, avec et sans frottements, comparée à un double intégrateur idéal. Notons que le
comportement double intégrateur attendu dans le cas rigide idéal sur les termes diagonaux
est affecté par les anti-résonances et résonances dues à une matrice de raideurs finie K.
Sans frottements, ces anti-résonances et résonances présentent des amplitudes infinies avec
un amortissement nul (3.39). Avec frottement visqueux, le système ne présente plus qu’un
comportement simple intégrateur en basses fréquences. De plus, le système est toujours couplé
avec des termes extra-diagonaux non nuls.
La dispersion des représentations locales (3.36) en fonction de la configuration en compa-
raison avec celle d’un modèle flexible non pré-compensé est étudiée en Annexe B. La pré-
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compensation permet de réduire les variations du comportement dynamique du système par
rapport à une configuration nominale en basses et moyennes fréquences.
3.3.2 Identification
L’identification de systèmes inclut deux grandes familles d’approches, souvent utilisées conjoin-
tement lors d’un processus de modélisation : les méthodes d’identification non paramétriques
et les méthodes paramétriques.
L’étape d’identification non paramétrique fournit une représentation du comportement entrée-
sortie du système sans informations sur la structure du modèle. Ces représentations sont les
réponses indicielle et impulsionnelle dans le domaine temporel, ou la réponse fréquentielle
du système. L’étude des représentations non paramétriques fréquentielles procure des infor-
mations sur les caractéristiques dynamiques majeures du système en fonction des plages de
fréquence d’intérêt (couplages entre entrées et sorties de systèmes multivariables, comporte-
ment intégrateur, fréquences de résonance).
L’étape d’identification paramétrique a pour objectif de produire des modèles mathématiques
exploitables pour la simulation ou la synthèse de lois de commande. Elle suppose donc une
certaine structure et paramétrisation du modèle, choisie à partir d’une modélisation physique
du système ou parmi les structures pré-définies – dans le cas des systèmes linéaires, citons les
structures courantes ARX (AutoRegressive with eXogeneous input), ARMAX (AutoRegres-
sive Moving Average with eXogeneous input), OE (Output Error) et BJ (Box-Jenkin). Parmi
les méthodes d’identification de ces modèles, deux grandes familles d’approches peuvent être
distinguées, avec les méthodes fondées sur la minimisation de l’erreur de prédiction (pre-
diction error method, Ljung (2002)), et les méthodes fondées sur les sous-espaces (subspace
methods, Qin (2006)), visant à identifier les matrices de la représentions d’état du système.
Ces méthodes s’appliquent aussi bien dans le domaine temporel que fréquentiel.
Afin de permettre la validation du modèle théorique (3.32) précédemment décrit et préparer
l’identification des paramètres flexibles, on présente ci-dessous la méthode employée pour
l’estimation de réponses fréquentielles non paramétriques multivariables de (Σ) et des para-
mètres flexibles du modèle. Les aspects expérimentaux liés à l’identification en boucle fermée
et le choix des signaux d’entrée sont également examinés.
3.3.2.1 Mise en place du protocole expérimental
Identification en boucle fermée
L’identification de robots manipulateurs comme de nombreux systèmes industriels s’effectue
de manière préférentielle en boucle fermée, en raison de l’instabilité potentielle du système
considéré, pour des considérations de sécurité ou afin de se rapprocher des conditions opéra-
toires réelles.
Soit G le système à identifier, et Fident le correcteur employé lors des expériences d’identifi-
cation (Fig. 3.11). Les signaux d’intérêt sont la référence r, l’entrée u la sortie y du système.
En boucle fermée, l’entrée u devient corrélée avec le bruit de mesure v, ce qui induit un biais
significatif dans les résultats de l’identification en cas de bruit de mesure important (faible
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Figure 3.11 – Schéma d’identification en boucle fermée.
rapport signal à bruit). Dans ce contexte, les méthodes d’identification en boucle fermée sont
généralement classées de la façon suivante en fonction des connaissances a priori apportées :
– Identification directe : le systèmeG est identifié à partir des données entrée-sortie u et y sans
tenir compte de la boucle fermée (correcteur et signaux de référence supposés inconnus) ;
– Identification indirecte : le système en boucle fermée est identifié à partir des données r
et y, et le système G est obtenu par inversion à partir de la connaissance du correcteur
linéaire Fident (correcteur et signaux de référence supposés connus) ;
– Identification simultanée : le système augmenté d’entrées r et v et de sorties u et y est
estimé, puis le système en boucle ouverte et le correcteur sont identifiés sous des hypothèses
de structure de Fident (correcteur supposé inconnu, mais de structure déterminée).
Compte tenu des faibles niveaux de bruit de mesure observés sur le dispositif expérimental
employé, on adoptera dans la suite la démarche d’identification directe. Pour plus de détails
sur les problématiques d’identification en boucle fermée, le lecteur pourra notamment se
référer à Söderström et Stoica (1989); Van den Hof et al. (1995); Hansen et al. (1989); Van
Den Hof et Schrama (1995); Ljung (1999); Forssell et Ljung (1999).
Choix des signaux d’entrée
Parmi les signaux d’entrée utilisés pour l’identification de systèmes on peut distinguer les si-
gnaux de nature aléatoire ou pseudo-aléatoire (bruit blanc gaussien filtré, signal binaire aléa-
toire, signal binaire pseudo aléatoire) et les signaux de nature sinusoïdale (sinus à fréquence
constante, sinus modulé en fréquence, multi-sinusoïdes). Parmi ces derniers, les signaux multi-
sinusoïdaux possèdent des propriétés intéressantes pour l’identification fréquentielle car ils
offrent une bonne maitrise de l’amplitude et des fréquences excitées, un temps d’essais réduit
par rapport aux signaux sinusoïdaux mono-fréquence, et sont exempts de distorsions liées
dans le cas des sinus modulés en fréquence à la vitesse de la modulation. Notons qu’une
attention particulière doit être apportée au choix des amplitudes si le système est affecté par
des non-linéarités. En effet, la réponse du système variant dans ce cas avec l’amplitude du
signal d’entrée, des amplitudes sollicitées devront être proches du mode opératoire nominal.
Un caractère aléatoire de signaux d’entrée peut cependant être souhaitable dans le cadre
de l’identification de systèmes affectés par des non-linéarités, comme c’est le cas de robots
manipulateurs. L’étude de la moyenne des réponses du système étudié à plusieurs réalisations
d’un signal aléatoire contribue à réduire l’influence des non-linéarités non modélisées.
Dans ce contexte, l’usage de multi-sinusoïdes à déphasage aléatoire est particulièrement
adapté, ces signaux combinant les propriétés des signaux périodiques et aléatoires. Ces si-
gnaux ont été proposés pour l’identification d’approximations linéaires d’un système affecté
par des distorsions non-linéaires, et la détection de ces non-linéarités dans (Schoukens et al.,
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2001; Pintelon et Schoukens, 2001b). Un signal multi-sinusoïdal à déphasage aléatoire est
défini par :
u(t) =
Nf∑
k=1
Akcos(ωkt+ φk) (3.40)
avec ωk ∈
{
2pil
NpTs
, l = 0,1..Np2 − 1
}
les fréquences choisies parmi les points de calcul de la
transformée de Fourier Discrète (Annexe C.1). Nf est le nombre de fréquences excitées ωk,
Ak les amplitudes associées aux différentes fréquences, φk les déphasages aléatoires distribués
uniformément sur l’intervalle [0,2pi], Ts le temps d’échantillonnage et Np la longueur d’une
période du signal (choisi en puissance de 2 pour le calcul de la transformée de Fourier rapide
FFT). Les multi-sinusoïdes dites impaires avec ωk ∈
{
2pi
NpTs
(2l + 1), l = 0,1..Np4 − 1
}
à dé-
phasage aléatoire ont été suggérées afin de minimiser plus encore l’influence des non-linéarités
dans l’estimation (Schoukens et al., 2001).
Une densité spectrale de puissance spécifique Φu(ω) du signal u peut être réalisée à partir
des amplitudes choisies comme suit :
Ak = 2
√
Φu(ωk)/Np (3.41)
Notons que lors des expériences en boucle fermée (Fig. 3.11) seule la densité de puissance Φr
du signal de référence r est explicitement définie. Cependant, le spectre Φu de l’entrée u du
système a une importance cruciale pour la qualité de l’estimation des réponses fréquentielles
expérimentales. Ainsi, dans le cas des robots à articulations flexibles, un spectre plat de réfé-
rence Φr résulte typiquement en un rapport signal à bruit réduit en basses fréquences et aux
résonances, et par conséquent une variance importante des réponses fréquentielles dans ces
plages de fréquence pourtant cruciales pour la bonne estimation de modèles. D’autre part,
augmenter uniformément Φr n’est souvent pas souhaitable du fait des limitations des action-
neurs (saturations) et des distorsions des réponses fréquentielles à amplitudes importantes,
incluant un décalage des fréquences des résonances. Ces phénomènes sont illustrés Fig. 3.13.
Le spectre de référence Φr peut être modifié afin d’obtenir un spectre d’entrée Φu mieux
adapté. Considérons un système SISO y = Gu+v sous la commande u = −Fidenty+r, avec v
le bruit de mesure (Fig. 3.11). Les densités spectrales de puissance (Annexe C.2) des signaux
d’entrée et de référence sont liées par la relation :
Φu = |SG|2 Φr + |SG|2 |Fident|2 Φv (3.42)
où SG = (1 + FidentG)−1 représente la fonction de sensibilité directe, et Φv le spectre du bruit
v. Si le correcteurs Fident et le système G sont connus, le spectre de référence permettant
d’atteindre un spectre d’entrée proche du spectre désiré Φdu (au bruit près) est :
Φr =
1
|SG|2
Φdu (3.43)
Dans une procédure d’identification visant à identifier G, Gident peut représenter une pre-
mière estimée de G, obtenue soit à partir d’un modèle paramétrique et valeurs a priori des
paramètres, soit à partir d’une première expérience d’identification ayant fourni une première
estimée à raffiner.
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3.3.2.2 Estimations de réponses fréquentielles multivariables
Dans le cas mono-variable, l’estimateur empirique de la réponse fréquentielle d’un système
linéaire G (empirical transfer function estimate, ETFE) est défini par :
Gˆ(ωk) =
YN (ωk)
UN (ωk)
(3.44)
avec YN et UN les TFD de la sortie et de l’entrée échantillonnées et périodiques, et ωk les
fréquences de calcul de la TFD.
Considérons maintenant un système linéaire G multi-variable avec nu entrées u et ny sorties
y. Sous l’hypothèse de signaux périodiques affectés d’un bruit de mesure v, avec U(ωk), Y (ωk)
et V (ωk) les TFD de l’entrée, de la sortie et du bruit à la fréquence ωk, la relation entrée-sortie
s’écrit :
Y (ωk) = G(ωk)U(ωk) + V (ωk). (3.45)
Afin d’estimer G(ωk) ∈ Cny×nu , les données doivent être collectées à partir de ne ≥ nu
expériences différentes :
Y(ωk) = G(ωk)U(ωk) +V(ωk) (3.46)
avec U(ωk) ∈ Cnu×ne et Y(ωk) ∈ Cny×ne .
Plusieurs estimateurs fondés sur différents types de moyennes (arithmétique, harmonique,
logarithmique) ont été proposés pour le calcul de la réponse fréquentielle expérimentale à
partir de (3.46) (Guillaume, 1998; Wernholt, 2007). La moyenne arithmétique est ici utilisée :
Gˆ(ωk) =
1
Ne
Ne∑
m=1
[
Gˆ[m]
]
, (3.47)
Gˆ[m] = Y[m](ωk)
[
U[m](ωk)
]−1
(3.48)
en supposant que ny = nu et que ne = Ne × nu expériences sont réalisées afin de partition-
ner le système d’équations (3.46) en un nombre entier Ne de blocs de taille nu × nu, ce qui
permet de définir U[m](ωk) et Y[m](ωk) comme les matrices nu×nu constituées des TFD des
entrées et sorties correspondantes à l’expérience m = 1..Ne. L’équation (3.48) fait ressortir
l’importance d’un recueil de données conduisant à U[m] inversible. Le choix des excitations
multi-variables optimales et des propriétés des multisinusoides orthogonales à déphasage aléa-
toire est notamment analysé dans (Guillaume et al., 1996; Dobrowiecki et Schoukens, 2007).
Le biais et la variance de l’estimateur par moyenne arithmétique en boucle fermée, avec
des signaux périodiques et en présence de bruits sont étudiés du point de vue théorique
dans (Pintelon et Schoukens, 2001a). Les auteurs concluent que le biais relatif défini par
b(k) = E[(Gˆ(ωk)−G(ωk))/G(ω(k))] est négligeable si les rapports signal sur bruit de l’entrée
et de la sortie sont supérieurs à 10 dB. Bien que la variance théorique de l’estimateur par
moyenne arithmétique ne soit pas définie, une expression approchée est proposée, inversement
proportionnelle aux carrés des rapports signal à bruit de l’entrée et de la sortie, et inversement
proportionnelle au nombre d’essais réalisés. En outre, la variance empirique de l’estimateur
par moyenne arithmétique (3.47) peut être obtenue à partir de :
σˆGˆ (ωk)
2 = 1
Ne (Ne − 1)
Ne∑
m=1
∣∣∣Gˆ[m] (ωk)− Gˆ (ωk)∣∣∣2 (3.49)
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Les aspects liés à l’estimation des réponses fréquentielles non paramétriques examinés ci-
dessus devront être pris en compte lors de la mise en œuvre expérimentale de l’identification.
On cherchera notamment à obtenir des rapports signal à bruit élevés dans la plage de fré-
quences étudiée.
3.3.2.3 Identification des paramètres flexibles
L’objectif de la deuxième étape de la procédure d’identification est l’identification du modèle
paramétrique discrétisé flexible (3.36) à partir des réponses fréquentielles expérimentales non
paramétriques précédemment obtenues. Les paramètres rigides sont fixés aux valeurs utilisées
dans la boucle de compensation rigide. Les paramètres flexibles devant être identifiés sont les
raideurs articulaires K ∈ Rn×n, ainsi que les coefficients de frottement visqueux moteur et
articulaire Fv et Fvm.
Les algorithmes d’identification de modèles G(ωk,p) dépendant de paramètres p à partir des
réponses fréquentielles estimées Gˆ(ωk) reposent pour la plupart sur une minimisation d’une
fonction de l’erreur quadratique entre les mesures et le modèle, qui est dans le cas général
une fonction non-linéaire des paramètres à identifier p et des mesures expérimentales Z :
popt = arg min
p
V (p, Z) (3.50)
Le critère V à minimiser considéré peut être basé sur l’erreur de sortie (3.51), ou directement
sur les réponses fréquentielles (3.52). En cas de signaux bruités, ce dernier critère possède de
meilleures propriétés en termes de biais comparativement au critère (3.51) basé sur l’erreur
de sortie (Pintelon et Schoukens, 2001b, Chap. 7).
VIO(p, Z) =
Nf∑
k=1
|Y (ωk)−G(ωk)U(ωk)|2 (3.51)
VFRF (p, Z) =
Nf∑
k=1
∣∣∣Gˆ(ωk)−G(ωk)∣∣∣2 , Gˆ(ωk) = Y (ωk)/U(ωk) (3.52)
Le problème de minimisation non-linéaire (3.50) est typiquement résolu à l’aide d’algorithmes
d’optimisation numériques (méthode de Newton, Levenberg-Marquardt, etc.). Le problème
de minima locaux inhérent à ces méthodes peut être traité par une recherche itérative à partir
de valeurs initiales choisies aléatoirement parmi les valeurs de paramètres admissibles. Pour
une meilleure stabilité numérique de l’estimation et robustesse vis-à-vis des points aberrants,
le critère (3.52) peut être modifié en un critère de moindres carrés logarithmiques (Pintelon
et Schoukens, 2001b) :
VLOG(p, Z) =
Nf∑
k=1
∣∣∣log(Gˆ(ωk))− log(G(ωk))∣∣∣2 (3.53)
L’influence des points aberrants est en effet amoindrie à l’échelle logarithmique, ce qui peut
présenter un avantage en cas de mesures bruitées.
Dans l’approche proposée, le vecteur des paramètres pflex est estimé à partir de la minimisation
des moindres carrés logarithmiques pondérés des réponses fréquentielles en amplitude :
poptflex = arg minpflex
Nf∑
k=1
∣∣∣log (|G (ωk) |)− log (|Gˆ (ωk) |)∣∣∣2Wk (3.54)
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Les matrices de pondérationWk = W (ωk) permettent d’attribuer plus ou moins d’importance
à un intervalle de fréquence particulier dans l’optimisation. Ici, l’inverse de l’écart-type de
l’estimation Wk =
(
σˆGˆ (ωk)
)−1 est utilisé afin de privilégier les intervalles fréquentiels pour
lesquels l’estimation des réponses fréquentielles expérimentales est meilleure (De Vries et
Van den Hof, 1995).
3.3.3 Application au robot ASSIST
3.3.3.1 Protocole expérimental
Configurations
Le modèle local (3.32) dépendant de la configuration du robot q0, les expériences d’identi-
fication sont réalisées dans nconfig = 7 configurations différentes sélectionnées à partir des
valeurs extrémales et intermédiaires de positions articulaires (Fig. 3.12). Dans le cas d’une
identification d’un robot avec un plus grand nombre de ddl, une procédure d’optimisation
peut permettre de sélectionner les configurations maximisant l’identifiabilité des paramètres
flexibles. La configuration P1 (bras tendu à l’horizontale, q1 = q2 = 0) sera choisie dans
la suite comme nominale, correspondant au cas le plus défavorable avec le couple maximal
demandé au robot (couple de gravité maximal), et une erreur maximale propagée en bout de
bras depuis les erreurs articulaires (bras de levier maximal).
g
P4a P4b P2a
P2bP1
P3a
P3b
Figure 3.12 – Configurations utilisées pour l’estimation expérimentale des réponses fréquen-
tielles.
Influence des frottements
Dans le cadre d’une étude fréquentielle d’un système robotique, les effets non-linéaires des
frottements moteur et articulaire (par exemple frottement sec) peuvent affecter les réponses
fréquentielles estimées, sont source d’une variabilité entre les réponses observées plus im-
portante qu’un simple bruit de mesure, et peuvent masquer les propriétés importantes du
système linéaire sous-jacent comme les résonances.
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Lorsqu’ils sont connus avec précision, et à condition d’une fréquence d’échantillonnage du
contrôleur suffisamment élevée, les frottements moteurs peuvent être compensés, ce qui repré-
sente le cas idéal. Notons qu’en pratique, un modèle complexe de frottement peut être requis
pour représenter le comportement à faibles vitesses (frottement dépendant de la charge). Dans
le cas présent, une compensation des frottements avec la période d’échantillonnage considérée
(Ts = 4ms) risque d’affecter l’identification fréquentielle de façon imprévue, la différence entre
le couple de frottement réel et le couple de compensation calculé pouvant être vue comme un
couple de perturbation en impulsions (dues à la différence entre les instants de changement
de signe de la vitesse). Cette méthode n’a donc pas été privilégiée. Une autre approche repose
sur le choix de trajectoires d’identification spécifiques, par exemple celles dont la vitesse ne
s’annule pas (Wernholt, 2007).
Les actionneurs du robot ASSIST sont réversibles, et présentent de faibles niveaux de frot-
tements. Sans compensation, les effets de ces frottements réduits sont intégrés au sein de
l’approximation linéaire du système identifié, au prix d’une variance plus élevée des réponses
fréquentielles en basses fréquences. Ce problème est traité par une modification appropriée
du spectre de référence comme expliqué dans la Section 3.3.2.1.
Signaux d’entrée
Des multi-sinusoïdes impaires à déphasage aléatoire (3.40) sont utilisées comme signaux de
référence pour l’identification en boucle fermée, avec les fréquences sélectionnées parmi l’en-
semble ωk ∈
{
2pi
NpTs
(2l + 1), l = 0,1..Np4 − 1
}
dans l’intervalle d’intérêt pour la commande
0,5-50Hz, avec une période du signal de longueur Np = 212, et la période d’échantillonnage
Ts = 4ms. Trois périodes du signal sont collectées, dont seules les deux dernières sont utilisées
afin de s’affranchir des effets transitoires. Chaque axe est excité séparément afin de constituer
des blocs de données Y[m](ωk) et U[m](ωk) adaptés à l’estimation (3.48), avec 6 réalisations
de chaque signal, résultant en 6× 2 expériences dans une configuration.
La Fig. 3.13 illustre l’influence de l’amplitude sur la réponse fréquentielle de l’axe 4 lorsque
des signaux de référence à spectre plat sont utilisés. En cas de faible amplitude du signal de
référence, une faible qualité d’estimation est obtenue en basses fréquences où les frottements
prédominent, et la première résonance n’est pas clairement identifiée. Une augmentation de
l’amplitude du signal de référence ne permet de résoudre ce problème que partiellement,
l’amplitude ne pouvant pas être augmentée uniformément pour toutes les fréquences du fait
des limitations des actionneurs. De plus, une amplitude importante entraîne un décalage de
la deuxième fréquence de résonance identifiée à cause des non-linéarités du système.
Afin de pallier ces insuffisances, le spectre de référence est modifié selon (3.43) pour chaque axe
du robot en utilisant le modèle double intégrateur résonant obtenu à partir d’une expérience
préliminaire, et avec un correcteur proportionnel-dérivé Fident(s) = Kp +Kds :
Gident(s) =
ω2r/ω
2
a(s2 + 2ξωas+ ω2a)
s2(s2 + 2ξωrs+ ω2r )
(3.55)
L’apport d’une modification du spectre selon (3.43) comparativement à un spectre plat est
illustré Fig. 3.14. Cette modification autorise des amplitudes plus importantes en basses
fréquences et aux fréquences d’anti-résonance afin d’améliorer le rapport signal à bruit et la
qualité de l’estimation. Le spectre du signal d’entrée u effectivement réalisé est ainsi rendu
plus uniforme que celui résultant d’une spectre de référence plat.
3.3. Approche d’identification pour la commande 57
0.5 1 10 500
5
10
15
20
25
30
35
40
45
50
Hz
dB
A1
A2
(a) Spectres du signal de référence Φr
0.5 1 10 50
−60
−50
−40
−30
−20
−10
0
Hz
dB
A1A2
(b) Réponses fréquentielles Gˆ22
Figure 3.13 – Spectre plat - influence de l’amplitude sur la réponse fréquentielle de l’axe 4
(bleu : amplitude A1, rouge : amplitude A2 > A1).
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3.3.3.2 Résultats expérimentaux
Les réponses fréquentielles expérimentales Gˆ obtenues avec la méthode décrite précédemment
dans les configurations P1 à P4B sont représentées Fig. 3.15. Elles sont en accord avec les pré-
dictions théoriques exposées plus haut, avec deux modes flexibles observés correspondant aux
deux articulations élastiques. Comme attendu dans le cas de paires de capteurs-actionneurs
colocalisés au niveau moteur, chaque anti-résonance sur les termes diagonaux est suivie d’une
résonance. La première résonance moteur est centrée autour de 6Hz avec une dispersion d’en-
viron 1Hz à cause des variations de configuration. L’anti-résonance correspondante est centrée
autour de 4,5Hz, ce qui est en accord avec les observations préliminaires (Section 3.2.2), les
anti-résonances moteur correspondant aux résonances articulaires. La seconde résonance mo-
teur, surtout visible sur la réponse de l’axe j2, varie entre 13 et 30Hz. Le comportement
résonant ainsi observé confirme la nécessité d’une stratégie de commande amortissante.
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Figure 3.15 – Réponses fréquentielles expérimentales de (Σ) en fonction des configurations
testées, et configuration nominale P1 (rouge).
La qualité de réponses fréquentielles expérimentales peut être évaluée à partir de la mesure de
cohérence définie en Annexe C.3. Comprises entre 0 et 1, des valeurs inférieures à 1 indiquent
une moins bonne qualité d’identification, notamment à cause des problèmes dûs au bruit, aux
distorsions spectrales liées au calcul de la DFT ou aux non-linéarités, ou encore l’influence
d’autres entrées contribuant à la sortie considérée. Les mesures de cohérence correspondant
à l’estimation de chacune des réponses fréquentielles en configuration nominale P1 sont re-
présentées Fig. 3.16 et indiquent une bonne qualité à partir de 5Hz, avec une dégradation au
niveau de la deuxième résonance.
Afin de mieux comprendre la source des dégradations observées dans ces plages fréquentielles,
les signaux utilisés pour l’estimation sont analysés au regard de leur variabilité selon les
expériences afin de déduire le niveau de bruit associé (Fig. 3.17). Les amplitudes des TFD
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Figure 3.16 – Cohérences pour l’estimation en configuration P1.
des signaux d’entrée et de sortie correspondants à Ne expériences sont représentées avec leurs
moyennes empiriques et les écarts-types empiriques corrigés σˆU et σˆY . Les rapports signal à
bruit sont de l’ordre de 20 dB, sauf en très basses fréquences et à la deuxième résonance (pour
laquelle aucune correction au niveau du spectre de référence n’a été apportée). On conclut
donc à une bonne qualité d’identification sauf en très basses fréquences, et le niveau de bruit
ainsi constaté est satisfaisant pour l’estimation de réponses fréquentielles (voir section 3.3.2.2).
A partir des réponses fréquentielles non paramétriques ainsi obtenues, les paramètres flexibles
sont identifiés selon la procédure présentée dans la section 3.3.2.3. La Figure 3.18 illustre la
correspondance entre la réponse fréquentielle expérimentale estimée Gˆ0, donnée avec l’écart-
type de son estimation σˆGˆ (3.49), et le modèle paramétrique ajusté G0 dans la configu-
ration nominale P1. Les paramètres flexibles obtenus pour cette configuration sont K =
diag {699,7; 645,0} Nm rad−1, Fv = diag {1,79; 0,42} Nm s rad−1, Fvm = diag {41,44; 5,41}
Nm s rad−1. La forte différence dans les coefficients de frottement visqueux moteur Fvm peut
s’expliquer par la présence de réducteur sur l’axe 3 seulement. Les phases correspondantes
sont représentées Fig. 3.19, et montrent une bonne concordance entre modèle paramétrique
et réponse expérimentale entre 2 et 10Hz. On observe cependant une décroissance des phases
expérimentales en hautes fréquences non prévue par le modèle, qui pourrait indiquer par la
présence d’un mode flexible non modélisé situé au-delà de 50 Hz.
Les valeurs des paramètres flexibles ainsi obtenus sont regroupées dans le tableau 3.2. Les
écarts-types relatifs montrent que les paramètres sont identifiés avec une assez grande varia-
bilité suivant les configurations, sauf la raideur K1 qui est bien identifiée. Les variations de la
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Figure 3.17 – Spectres des signaux d’entrée et de sortie pour les deux axes pour les différentes
réalisation d’un signal d’entrée (gris foncé), valeurs moyennes (bleu) et niveau de bruit associé
(gris clair).
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matrice d’inertie seule ne suffisent donc pas à décrire les différences des comportements selon
les configurations. Ces différences peuvent avoir une origine physique (influence différente des
frottements secs dépendants de la charge, variation des raideurs due à la longueur des câbles),
ou provenir de la procédure d’identification appliquée (minimum local du problème d’optimi-
sation). Notons aussi que l’identifiabilité des paramètres est dépendante de la configuration -
en configuration « coude plié » les mouvements de l’axe 4 excitent peu l’axe 3, et inversement,
tandis que les flexibilités des deux axes sont bien excitées dans la configuration P1, définie
comme nominale. Du fait de ces variations des paramètres identifiés d’une configuration à
l’autre, une optimisation globale sur l’ensemble des expériences dans le but de trouver un
jeu de paramètres moyen n’a pas été privilégiée, au profit d’une approche robuste traitant
les différences entre le modèle nominal identifié et les réponses fréquentielles dans d’autres
configurations comme une incertitude additive en sortie.
Tableau 3.2 – Paramètres flexibles identifiés à partir de réponses fréquentielles dans diffé-
rentes configurations.
P1 P2A P2B P3A P3B P4A P4B moyenne écart-type
relatif (%)
Fv1 1,79 0,73 1,91 2,18 0,85 2,16 2,22 1,69 37,52
Fv2 0,42 1,12 1,10 0,40 0,52 0,59 0,49 0,66 47,07
Fvm1 41,44 33,66 19,90 42,71 53,17 16,23 21,45 32,65 42,56
Fvm2 5,41 7,11 7,27 6,79 7,19 4,36 3,66 5,97 25,03
K1 699,74 578,45 603,22 664,81 644,75 572,90 582,49 620,91 7,95
K2 644,96 680,88 707,03 316,29 270,31 412,52 437,97 495,71 36,32
3.3.3.3 Caractérisation des incertitudes
La procédure d’identification précédente permet d’identifier nconfig modèles paramétriques
correspondant chacun à une configuration du robot. Dans l’approche de commande propo-
sée, l’une de ces configurations est considérée comme nominale (P1, voir Fig. 3.15), tandis
que les variations de modèle entre différentes configurations sont traitées par la commande
robuste. Plus spécifiquement, les incertitudes sont constituées des différences entre la réponse
fréquentielle paramétrique nominale et les réponses fréquentielles expérimentales. Le système
(Σ) est ainsi représenté par un modèle nominal G0 associé à une incertitude additive ∆G
(Fig. 3.8(b)) définie comme suit :
∆G(ωk) = max
i
∣∣∣G0(ωk)− Gˆi(ωk)∣∣∣ , i = 1 . . . nconfig (3.56)
L’amplitude de ∆G obtenue sur le système expérimental est représentée Fig. 3.20. Comme
il sera vu au chapitre 4, la contrainte de robustesse en stabilité liée à cette incertitude est
relativement limitante pour la commande du fait du compromis performance-robustesse, qui
devra être traité de façon appropriée afin d’atteindre des performances satisfaisantes en suivi
de trajectoire.
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Figure 3.20 – Amplitudes de la différence G0(ωk)− Gˆi(ωk) en fonction des configurations et
valeur maximale représentative de l’incertitude ∆G(ωk).
3.4 Conclusion
Dans ce chapitre, l’examen de plusieurs méthodes d’identification de robots à articulations
flexibles issues de la littérature a permis de mettre en évidence les principaux facteurs dé-
terminant leur choix (contexte de mise en œuvre, objectifs, instrumentation) et les stratégies
d’identification employées (mono- ou multi-variable, identification dans le domaine temporel
ou fréquentiel, linéaire ou non-linéaire, modèle boîte noire ou boîte grise etc.).
Les spécificités liées au système d’actionnement par vérin à câble ont été détaillées, dans
le but de valider les hypothèses de modélisation et afin de formuler des spécifications de
commande réalistes. Dans le cadre d’une stratégie de commande robuste envisagée, les effets
d’une pré-compensation basée sur le modèle rigide ont été étudiés, et le système résultant
identifié à travers ses représentations locales dans une approche fréquentielle.
Les résultats de cette étape d’identification sont les valeurs des paramètres flexibles, ainsi
qu’un ensemble de modèles linéaires multivariables et résonants représentatifs des variations
du système en fonction de la configuration. Parmi ces derniers, un modèle de synthèse nominal
est choisi avec l’incertitude associée caractérisée dans le domaine fréquentiel pour l’élaboration
de commandes avancées robustes.
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Le présent chapitre est consacré à la synthèse de lois de commandes avancées pour un suivi
de trajectoire capable de traiter le compromis entre robustesse et précision notamment en
présence d’oscillations à amortir. Deux approches de commande sont proposées, tenant ex-
plicitement compte des contraintes de robustesse, et comportant un mécanisme de prédiction
permettant d’exploiter la connaissance de la trajectoire future. Ces propriétés sont obtenues
à partir de deux stratégies opposées, la première consistant en une robustification de lois de
commande prédictives, et la seconde dotant une synthèse robuste initiale d’un mécanisme
d’anticipation.
Dans la première section de ce chapitre, le problème de commande est défini, et la structure
générale du schéma de commande est introduite. La section 4.2, dédiée à la synthèse de lois
de commande prédictives robustes, présente un état de l’art des applications de la commande
prédictive en robotique, introduit ensuite le principe de synthèse de correcteurs de type GPC
(Generalized Predictive Control), puis expose la méthode de robustification employée. Dans
la section 4.3, un état de l’art des applications de la commande H∞ en robotique est présenté,
une première synthèse H∞ à 1 ddl est ensuite réalisée et ses limites sont soulignées, puis la
méthode de synthèse de correcteurs H∞ à deux degrés de liberté et anticipation est décrite.
Les résultats de la comparaison expérimentale de ces deux approches de commande, d’origine
prédictive ou H∞, font l’objet de la section 4.4.
4.1 Position du problème de commande
Les compromis entre les différentes spécifications du problème de commande considéré sont
d’abord mis en évidence à travers un exemple introductif, l’emploi d’une structure de com-
mande cascade avec une boucle d’amortissement interne est ensuite justifié, et le cahier des
charges pour la synthèse de la boucle de commande externe principale est finalement détaillé.
4.1.1 Exemple introductif
Une commande simple de type Proportionnel-Dérivé (PD) monovariable est tout d’abord
appliquée au système (Σ) résultant de la pré-compensation par modèle rigide (Fig. 4.3), et
évaluée pour deux réglages différents. Notons que pour les robots rigides, ce type de commande
est à rapprocher de la commande par couple calculé (2.30). Le premier réglage considéré, noté
CTC1, conduit à une bande passante inférieure à la première fréquence de résonance identifiée
(ωc = 2pi · 3 rad/s). Le second réglage, noté CTC2, conduit à une bande passante supérieure
à la première fréquence de résonance identifiée (ωc = 2pi · 6 rad/s).
Le comportement de suivi moteur est d’abord analysé (Fig. 4.1). Un mouvement sinusoïdal est
imposé aux deux axes simultanément. Une référence de grande amplitude et faible fréquence
est tout d’abord appliquée à l’axe 3 pour explorer une grande région de l’espace de travail,
tandis qu’une référence de faible amplitude et fréquence plus élevée est appliquée à l’axe 4
pour évaluer l’influence des couplages (t =0 à 15s), puis l’expérience est répétée en inversant
les axes (t =15 à 32s). Les amplitudes utilisées sont de {1; 0,05}rad pour l’axe 3 et {0,1; 1}rad
pour l’axe 4 (un mouvement d’amplitude 1 rad pour l’axe 3 correspond à un déplacement
vertical de 1,35m), avec les fréquences respectives de {0,1; 1} et {1; 0,15}Hz. L’erreur de suivi
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maximale obtenue avec la commande CTC2 est environ quatre fois plus petite que celle
obtenue avec la commande CTC1, de plus faibles gains.
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Figure 4.1 – Référence et erreur en suivi moteur obtenue avec deux réglages différents d’une
commande PD appliquée à (Σ).
Le comportement en rejet de perturbation est ensuite comparé pour les deux réglages (Fig. 4.2).
Le bras étant étendu à l’horizontale (q1 = q2 = 0rad), une masse de 1kg est attachée à son
extrémité puis, une fois le régime permanent atteint, subitement détachée. La perturbation
ainsi induite peut être vue comme un échelon de perturbation sur le couple articulaire. La
position cartésienne d’une cible fixée en bout de bras est mesurée avec un tracker laser Leica
(voir Annexe A, Fig. A.5).
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Figure 4.2 – Effet d’une perturbation (masse de 1kg supprimée brusquement en bout de
bras) pour deux réglages différents d’une commande PD appliquée à (Σ).
La figure 4.2(a) représente le déplacement vertical de la cible, et la figure 4.2(b) représente
le même déplacement normalisé par rapport à la valeur finale atteinte pour une comparaison
plus aisée. Du fait de leur structure, les deux commandes présentent une erreur statique (plus
68 Chapitre 4. Commande de mouvements prédictive robuste
faible pour CTC2 en raison de gains plus élevés). Les flexibilités articulaires sont excitées, ce
qui permet de comparer les propriétés amortissantes des commandes. La commande CTC1
de plus faible bande passante conduit comme attendu à une réponse plus amortie car les
flexibilités articulaires sont moins excitées.
Cette première expérience simple montre qu’une commande précise au niveau moteur ne
résulte pas nécessairement en une commande satisfaisante au niveau articulaire, mais aussi
qu’une commande simple, même à bande passante réduite, n’est pas nécessairement satis-
faisante vis-à-vis de l’amortissement des vibrations. Dans la suite, on s’attachera donc à la
synthèse de lois de commandes avancées peu excitantes pour la dynamique articulaire, et
visant à maximiser les performances en suivi tout en respectant les contraintes de robustesse.
4.1.2 Structure générale de commande proposée
4.1.2.1 Approche de commande générale
Il a été vu au Chapitre 3 que le système (Σ) résultant d’une pré-compensation rigide appliquée
à un robot flexible pouvait être approché par une représentation linéaire nominale, entachée
d’incertitudes additives représentant les variations de la configuration du robot (structure
rappelée Fig. 4.3). Dans la continuité de la démarche d’identification réalisée dans le domaine
fréquentiel, le problème de la stabilité robuste de la commande vis-à-vis des incertitudes ainsi
mises en évidence peut être formulé en termes de gabarits fréquentiels sur les transferts du
système en boucle fermée. Le formalisme de synthèse H∞ apparaît comme bien adapté à la
résolution de ce problème mettant en jeu le compromis entre performance et robustesse.
(Σ)
(a)
⇔
(b)
Figure 4.3 – Rappel de la structure avec (a) une boucle de compensation interne, et (b)
représentation équivalente pour la commande.
D’autre part, la commande recherchée doit répondre à un objectif de précision. Une structure
de commande à deux degrés de liberté permet de décomposer le problème de synthèse vis-à-vis
des spécifications de robustesse et de rejet de perturbation d’une part, et de précision de suivi
d’autre part. La connaissance de la trajectoire a priori peut être avantageusement exploitée
grâce à des stratégies prédictives afin d’améliorer la précision. La commande prédictive fournit
un cadre de synthèse de lois de commande adapté à ce contexte.
L’objectif de ce chapitre sera donc la synthèse d’une loi de commande à deux degrés de
liberté tenant compte des spécifications de robustesse formulées dans le domaine fréquentiel à
partir des expériences d’identification, et comportant un mécanisme de prédiction, permettant
d’exploiter la connaissance de la trajectoire future sur un horizon fini. Cet objectif sera exploré
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dans ce chapitre à partir de deux points de vue différents : celui d’une robustification de lois de
commande prédictives, et celui d’une commande robuste dotée d’un mécanisme d’anticipation
(tableau 4.1). Ces approches seront comparées vis-à-vis de leurs performances et du degré de
complexité de leurs réglage et mise en œuvre pratique.
Tableau 4.1 – Lois de commande proposées dans l’objectif de précision et robustesse.
Type de correcteur GPC GPC H∞ H∞ à 2 ddl avec
robustifié à 1 ddl anticipation
Prise en compte explicite de contraintes de
robustesse
non oui oui oui
Mécanisme d’anticipation par rapport à la
trajectoire future
oui oui non oui
4.1.2.2 Structure cascade pour l’amortissement de vibrations
En plus du compromis performance-robustesse, l’objectif d’amortissement de vibrations doit
être prise en compte. Une façon de combiner l’objectif d’amortissement avec celui de précision
en suivi de trajectoire est de concevoir la commande de mouvements principale sur le système
préalablement amorti par une boucle interne de commande amortissante. Une telle structure
cascade est souvent dénommée « structure HAC/LAC » (High-/Low-Authority Controller)
dans la littérature (Preumont, 2002; Symens et al., 2004; Verscheure et al., 2006). Le schéma
de commande global avec les deux correcteurs HLAC et HHAC appliqué au système incertain
issu de l’identification expérimentale est représenté Fig. 4.4, avec les notations introduites au
chapitre 3.
d
rd
Figure 4.4 – Schéma-bloc de la structure de commande HAC/LAC.
On détaille ci-dessous le réglage de la boucle interne (LAC), commune aux deux stratégies
de synthèse de la boucle externe prédictive et robuste (HAC). Les effets sur les incertitudes
sont également examinés, mettant en évidence une simplification du problème de synthèse
robuste de la boucle externe.
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Réglage de la boucle interne amortissante
La synthèse de la boucle interne est réalisée séparément pour chaque axe en temps discret.
Le modèle de synthèse correspond aux éléments diagonaux du modèle G0 évalué dans la
configuration nominale P1, et de forme générale continue (3.36) rappelée ci-dessous, avec s
la variable de Laplace :
Gii(s) =
a0(s+ a1)(s2 + a2s+ a3)(s2 + a4s+ a5)
s(s+ b1)(s+ b2)(s2 + b3s+ b4)(s2 + b5s+ b6)
(4.1)
avec ai et bj coefficients scalaires réels. Cette situation correspond à des paires capteurs/ac-
tionneurs colocalisés. Différentes stratégies peuvent être adoptées pour le choix de correcteur
amortissant pour ce type de système (Preumont, 2002). Dans un compromis entre l’effet
amortissant obtenu et la simplicité du correcteur LAC, un correcteur par avance de phase est
considéré dans le cas présent pour chaque axe, discrétisé à partir de son expression continue :
H iLAC(s) = gi
1 + Tleads
1 + aleadTleads
, alead < 1 (4.2)
alead et Tlead sont choisis afin de réaliser une avance de phase suffisante à la fréquence
wlead = 1/T
√
a. Dans un objectif d’amortissement et de réduction d’incertitudes, la fré-
quence correspondant à l’incertitude maximale (voir σ¯(∆G) dans Fig. 4.7) est sélectionnée
(wlead = 36rad/s, alead = 1/6 pour les deux axes). Le gain gi du correcteur est ajusté dans
le plan complexe afin de maximiser l’amortissement ζ du premier pôle résonant. Le lieu des
pôles discret de la boucle fermée nominale obtenue avec le correcteur (4.2) discrétisé à la
période d’échantillonnage Ts = 4ms est représenté Fig. 4.5 pour les axes 3 et 4. Les pôles
complexes conjugués résonants décrivent des boucles caractéristiques vers les zéros du sys-
tème quand le gain gi augmente, préservant la stabilité du système, ce qui permet de choisir
le gain correspondant à l’amortissement maximal. Suivant ce principe, g1 = 180 est choisi
pour l’axe 3 avec ζ1 = 0,42 (amortissement augmenté de 50%), et g2 = 250 est choisi pour
l’axe 4 avec ζ2 = 0,37 (amortissement augmenté de 32%).
Effets sur l’incertitude
Afin d’évaluer les effets de la boucle interne amortissante sur l’incertitude ∆G, le modèle
MIMO complet (3.36) est utilisé. On considère le système avec la boucle interne amortissante
vu par la boucle HAC (Fig. 4.4 et les notations associées, et Fig. 4.6).
Le système incertain initial non amorti G∆ correspond au modèle nominal G0 avec l’incerti-
tude associée ∆G :
G∆(z) = G0(z) + ∆G(z) (4.3)
Pour la synthèse du correcteur externe HHAC, le système incertain (4.3) amorti par le cor-
recteur interne (4.2) peut être vu comme un nouveau système incertain Gd∆, associé à une
incertitude ∆dG :
Gd∆(z) = Gd0(z) + ∆dG(z) (4.4)
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Figure 4.5 – Superposition des lieux des pôles discrets en boucle fermée pour les axes 3 et
4, en fonction du gain gi de la boucle interne (le diagramme est symétrique par rapport à
l’axe réel).
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Figure 4.6 – Schéma bloc de la structure de commande HAC/LAC - représentation équiva-
lente après amortissement.
où Gd0 représente le système nominal G0 après amortissement (Fig. 4.6), et ∆dG peut être
exprimée comme :
∆dG = (In + (G0 + ∆G)HLAC)−1(G0 + ∆G)− (In +G0HLAC)−1G0 (4.5)
La borne supérieure de l’incertitude ∆G pouvant être obtenue à partir des expériences d’iden-
tification, la borne supérieure de ∆dG peut être calculée. La Figure 4.7 représente les valeurs
singulières maximales des incertitudes des systèmes initial et amorti. On remarque que la
nouvelle borne supérieure de l’incertitude est diminuée de 10dB à la première résonance.
Afin d’examiner les conséquences de cette réduction sur la synthèse de la boucle externe, on
considère le schéma d’analyse de la robustesse en stabilité (Fig. 4.8). D’après le théorème
du petit gain (Zhou et al., 1996), et puisque le système commandé nominal est stable, la
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condition suffisante de stabilité robuste sous l’incertitude ∆ de borne supérieure W∆ est :
‖∆Ty∆→u∆‖∞ < 1 ⇔ ∀ ω σ¯(Ty∆→u∆) <
1
σ¯(∆) (4.6)
⇔ ∀ ω σ¯(Ty∆→u∆) <
1
|W∆| (4.7)
avec σ¯( · ) représentant la valeur singulière maximale, ‖ · ‖∞ la norme H∞ (voir Annexe C), et
Ty∆→u∆ le transfert en boucle fermée de y∆ à u∆. L’incertitude associée au système incertain
amorti, avec 1/
∣∣∣W d∆∣∣∣ ≥ 1/ |W∆|, est par conséquent moins restrictive dans un contexte de
synthèse robuste.
Δ yΔuΔ
TyΔ   uΔ(HHAC,G0)
Figure 4.8 – Schéma d’analyse de la robustesse de la stabilité.
La borne W∆ approchant σ¯(∆dG) représentée Fig. 4.7 correspond à la fonction de transfert
(4.8) et sera utilisée par la suite dans la robustification de lois de commande GPC (discrétisée
par la transformée bilinéaire dans les méthodes de synthèse en temps discret) et lors de la
synthèse H∞ :
W∆(s) = 10−53/20
(s2/702 + 2× 0,7/70s+ 1)(s2/6002 + 2× 0,7/600s+ 1)
(s2/212 + 2× 0,7/21s+ 1)(s2/1002 + 2× 0,4/100s+ 1) (4.8)
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Les correcteurs de la boucle externe HAC seront synthétisées par la suite sur le système Gd∆,
comprenant la boucle interne d’amortissement LAC qui ne sera plus modifiée.
4.1.3 Cahier des charges de la boucle de commande externe
L’objectif de cette section est de préciser les critères entrant en compte dans la synthèse de la
boucle de commande externe. Tout d’abord, le problème de suivi articulaire est examiné dans
le contexte de mesures côté moteur. Les principales fonctions de transfert d’intérêt utilisées
pour la synthèse sont ensuite rappelées.
Par ailleurs, la synthèse de lois de commande avancées se fait en gardant à l’esprit les consi-
dérations pratiques suivantes :
– les informations moteurs seules sont mesurées ;
– les performances sont optimisées pour un niveau de robustesse donné (déterminé par les
résultats de l’identification expérimentale) ;
– la stratégie proposée doit pouvoir être implantée en temps réel, et étendue sans difficulté
aux sept axes du robot. A cet effet, le temps de calcul doit rester réduit, ainsi que l’ordre du
correcteur et le nombre de paramètres mis en jeu. Le principe de synthèse de la commande
devra également être similaire pour les différents axes afin d’en simplifier le réglage.
4.1.3.1 Suivi de trajectoire articulaire
Stratégies possibles
Etant donné une trajectoire définie dans l’espace articulaire, le suivi de cette trajectoire à
partir d’informations moteurs uniquement peut être réalisé suivant deux approches. La pre-
mière consiste à estimer l’état articulaire à l’aide d’un observateur d’état afin de commander
les variables articulaires directement par rapport à la trajectoire articulaire souhaitée. La
deuxième approche consiste en un suivi de trajectoire moteur adéquate. Les deux approches
sont toutes les deux soumises à la qualité du modèle des transmissions flexibles entre moteurs
et articulations.
Lorsque celle-ci peut être mise en place, la première approche de commande présente l’avan-
tage d’être exprimée directement par rapport à la sortie articulaire. Cependant, la nature
non-linéaire du modèle liant positions moteurs et articulaires nécessite la mise en place d’ob-
servateurs non-linéaires, tels que le filtre de Kalman étendu par exemple. Dans le cas mul-
tivariable, et dans le contexte d’un robot à 7 ddl, la complexité numérique de ces méthodes
d’observation ne peut être négligée.
La deuxième approche consiste en un suivi de trajectoire moteur θd calculée au préalable à
partir de la trajectoire articulaire définie par qd et ses dérivées 1 (Fig. 4.9) :
M(qd)q¨d + C(qd,q˙d)q˙d + τG(qd) + τfa +K(qd − θd) = 0 (4.9)
⇒ θd = qd +K−1(M(qd)q¨d + C(qd,q˙d)q˙d + τG(qd) + τfa) (4.10)
1. Rappelons que la trajectoire articulaire imposée doit être au moins quatre fois dérivable pour qu’un
couple moteur nominal continu correspondant existe (Chapitre 2).
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Le choix dans l’élaboration de la stratégie de commande du robot ASSIST s’est porté sur cette
deuxième approche, plus aisée à mettre en œuvre même dans un cas multivariable une fois la
trajectoire articulaire définie et le modèle connu. Cependant, elle impose des limitations sur
le choix de la trajectoire articulaire et pose le problème de synthèse d’un correcteur moteur
adéquat, soumis au compromis entre les spécifications de précision (faibles erreurs de suivi) et
d’amortissement (n’excitant pas les modes flexibles articulaires non commandés directement).
Modèle
articulaire
inverse
τCorrecteur_+
θdqd qROBOT θ
Figure 4.9 – Suivi d’une trajectoire moteur pré-définie à partir de la trajectoire articulaire.
Expression de l’erreur articulaire
Analysons la dynamique de l’erreur articulaire en fonction de l’erreur moteur dans le schéma
de commande proposé Fig. 4.9. L’équation articulaire (2.8) évaluée en fonction de la trajec-
toire de référence qd, comparée avec celle réellement obtenue fonction de q, permet d’exprimer
la dynamique de l’erreur articulaire ea = qd − q en fonction de l’erreur moteur em = θd − θ :
M(qd)q¨d +H(qd,q˙d) + Fv q˙d + τfad +K(qd − θd) = 0 (4.11)
M(q)q¨ +H(q,q˙) + Fv q˙ + τfa +K(q − θ) = 0 (4.12)
⇒ M(q)e¨a + Fv e˙a +Kea + ∆Mq¨d + ∆H + ∆τfa︸ ︷︷ ︸
d(q¨d,ea,e˙a)
= Kem (4.13)
où ∆M = M(qd) −M(q), ∆H = H(qd,q˙d) − H(q,q˙) et ∆τfa = τfad − τfa sont des termes
dépendant de l’écart entre la trajectoire réelle et la trajectoire de référence. L’erreur arti-
culaire est directement dépendante de l’erreur moteur, mais également de l’accélération de
la trajectoire de référence. Ceci impose des limitations sur le choix et les dynamiques des
trajectoires de référence. Dans ce qui suit, on s’attachera à minimiser l’influence de l’erreur
moteur.
4.1.3.2 Fonctions de transferts d’intérêt
On précise ici les notations et les dénominations des principaux transferts utilisés dans la
synthèse de la boucle externe, avec les signaux correspondant aux notations du schéma-bloc
représenté Fig. 4.10 pour un correcteur K et un système G donnés. Suivant la structure
particulière du correcteur envisagé, l’expression exacte des transferts varie et ne sera pas
toujours explicitée.
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Figure 4.10 – Schéma de commande général - notations employées pour les signaux.
Tableau 4.2 – Principaux transferts considérés.
Notation Transfert Description
Sy Tr→e fonction de sensibilité directe
Ty Tr→y fonction de sensibilité complémentaire
SyG Td→e transfert d→ e
KSy Tb→u transfert b → u ou y∆ → u∆ (pour le schéma Fig. 4.10, également
transfert r → u)
Tu Td→u transfert d→ u
Pour une synthèse raisonnable, on veillera aux valeurs maximales des amplitudes de Sy et
Ty (typiquement choisies afin d’être respectivement inférieures à 6dB et 3dB). Le transfert
Sy devra par ailleurs être minimisé afin d’assurer la plus grande bande passante sous le com-
promis performance-robustesse. Le transfert KSy sera modelé pour une commande modérée
et robuste en stabilité vis-à-vis d’incertitudes additives en sortie ∆, et afin de désensibiliser
la commande par rapport au bruit de mesure en hautes fréquences. Enfin, le transfert SyG
modélisant l’influence des perturbations en entrée d est particulièrement important dans le
contexte de la commande décentralisée envisagé ici où l’influence des couplages entre les axes
est vue comme une perturbation de couple.
4.2 Commande prédictive robuste
Dans le contexte de manipulation robotisée où la trajectoire de référence est connue à l’avance,
la précision du suivi peut être améliorée par la commande prédictive et son caractère antici-
patif intrinsèque. Dans cette section, une méthode d’application de lois de commandes prédic-
tives de type GPC est présentée. On montre comment une synthèse initiale peut être modifiée
pour satisfaire des contraintes fréquentielles et temporelles issues du cahier des charges décrit
plus haut.
Dans la section 4.2.1, le principe général de la commande prédictive est exposé, et les exemples
d’application de la commande prédictive en robotique sont détaillés. La section 4.2.2 est consa-
crée aux méthodes de synthèse de lois de commande de type GPC, tout d’abord dans le cas
général, puis avec un objectif de robustification sous contraintes fréquentielles et temporelles
sur différents transferts en boucle fermée. Enfin, la section 4.2.3 présente la synthèse de lois
de commande prédictives pour le robot ASSIST, considéré comme rigide dans un premier
temps, puis tenant compte des flexibilités identifiées et mettant en œuvre la procédure de
robustification.
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4.2.1 Commande prédictive et robotique
Les apports d’une anticipation de la trajectoire de référence vis-à-vis de la précision sont
exploités de façon implicite dans la commande par couple calculé de robots rigides (2.30), où
l’accélération désirée est ajoutée aux termes correctifs proportionnel et dérivé. La commande
prédictive formalise et étend ce principe intuitif d’anticipation à un horizon temporel donné 2.
4.2.1.1 Principe général
La commande prédictive repose sur la connaissance d’un modèle du système à commander, et
celle de la trajectoire de référence future sur un certain horizon fini, avec éventuellement une
prise en compte de contraintes. Le modèle permet de prédire l’évolution future du système
commandé, afin d’évaluer l’erreur entre la sortie prédite et la trajectoire de référence en
fonction de la séquence de commande appliquée. Selon le principe de l’horizon glissant, une
séquence de commande est calculée à chaque pas de temps par minimisation, sur un horizon
fini, d’un critère quadratique sur l’erreur entre la trajectoire de référence future et la sortie
prédite du système. Seul le premier échantillon de cette séquence de commande est appliqué
au système et la procédure est répétée à l’instant suivant (Fig. 4.11). Un horizon de prédiction
N2 définissant les points de calcul de l’erreur, et un horizon de commande Nu définissant la
longueur de la séquence de commande calculée, sont habituellement spécifiés.
futurpassé
sortie mesurée y
référence w
t t+Nu t+N2
séquence calculée de 
commandes futures u
échantillon de commande 
appliqué
sortie prédite y
tempshorizon de commande
horizon de prédiction
Δu
commandes passées
Figure 4.11 – Principe de l’horizon glissant dans la commande prédictive.
Historiquement employée dans la commande de procédés lents, la commande prédictive avec
contraintes représente un défi dans le domaine de systèmes rapides et non-linéaires tels que les
robots manipulateurs. En effet, le problème d’optimisation sous contraintes à résoudre étant
en général non convexe, il reste difficile de garantir sa convergence dans le temps de calcul
imparti (période d’échantillonnage du système), ainsi que la stabilité du système en boucle
fermée résultant. La paramétrisation des profils de commande et l’optimisation distribuée
dans le temps font partie des directions de recherche actuelles (Murilo, 2009; Boucher et
Dumur, 2006, chap. 5). Dans le cas des systèmes linéaires sous contraintes, des solutions
explicites peuvent être pré-calculées hors ligne en fonction de l’appartenance de l’état du
2. Le lien entre la commande CTC et la commande prédictive de robots rigides sera examiné plus en détail
dans la section 4.2.1.2.
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système à des régions prédéfinies, et embarquées ensuite sous forme de tableaux (look-up
table) dans le contrôleur temps réel (Boucher et Dumur, 2006, chap. 3).
Dans le cas d’un robot manipulateur, les contraintes proviennent des limitations physiques
des composants utilisés (saturations des courants moteurs, débattements maximaux des axes,
vitesses maximales atteignables, etc.) ou des limitations que l’on souhaite imposer dans un
cas d’utilisation particulier (espace de travail restreint, vitesses maximales autorisées, couple
maximal fourni, etc.). Dans le contexte considéré, ces contraintes peuvent être respectées à
partir d’un choix de trajectoires de référence adéquates, qui fait partie de la problématique
plus générale de génération de trajectoire.
Dans la continuité de la démarche d’identification, on se placera pour la suite dans le contexte
de la commande prédictive de systèmes linéaires sans contraintes, pour lesquels une solution
explicite linéaire peut être obtenue. La commande prédictive a été employée avec succès dans
des contextes industriels variés (Qin et Badgwell, 2003), sous de nombreuses formulations
différentes. On considèrera en particulier la commande prédictive de type GPC (Clarke et al.,
1987; Clarke, 1988).
4.2.1.2 Applications en robotique
On présente ci-dessous les développements menés pour l’application de la commande prédic-
tive rapportés dans la littérature.
Face au caractère non-linéaire de robots manipulateurs, et afin d’éviter la résolution d’un
problème d’optimisation en ligne, des approches de la commande prédictive visant à obtenir
une forme analytique de la commande ont été proposées. La plupart des travaux concerne
les robots rigides. Dans ce cas, deux groupes principaux d’approches se distinguent : i) les
approches fondées sur un modèle de synthèse linéaire, soit par hypothèse simplificatrice, soit
après une linéarisation par bouclage du système, ce qui permet de synthétiser la commande
sur un système linéaire découplé ; ii) les approches traitant le problème non-linéaire à travers
une simplification des critères à minimiser et un développement de Taylor de la dynamique
des variables d’état, ce qui permet d’aboutir à des solutions non-linéaires calculables hors
ligne. D’autres approches, par exemple fondées sur les réseaux de neurones pour le modèle
de prédiction (Wei et Fang, 1999), ont été proposées. Dans le cas à articulations flexibles,
la linéarisation par bouclage étant complexe à mettre en œuvre, on retrouve les approches
fondées sur un modèle linéaire approché, et celle par développement de Taylor.
Robots rigides
Modèles de prédiction linéaires par hypothèse : Un modèle linéaire ARMA d’ordre 2, à para-
mètres constants ou adaptés en ligne dans un schéma de Moindres Carrés Récursifs (MCR, ou
RLS pour Recursive Least Squares), est considéré dans (Hashimoto et al., 1990) ; un modèle
multivariable d’un robot à 2ddl linéarisé autour d’un point de fonctionnement est considéré
dans (Alvarez et al., 1998), utilisé dans une optimisation en ligne d’un critère proche de
celui du GPC, sous contraintes portant sur la commande, l’incrément de commande et les
positions. Seuls des résultats en simulation sont présentés dans ces deux références.
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Approche par linéarisation par bouclage : Plusieurs implantations de la commande prédictive
sans contraintes après la linéarisation par bouclage du système sont décrites dans (Berlin et
Frank, 1991; Poignet et Gautier, 2000; Vivas, 2004; Vivas et Poignet, 2005).
Dans (Berlin et Frank, 1991), une étude théorique de la commande prédictive de type DMC
(Dynamic Matrix Control) associée à la linéarisation par bouclage sous l’hypothèse rigide est
présentée. Les auteurs examinent en particulier la robustesse vis-à-vis des incertitudes liées
à la variation de la matrice d’inertie par rapport à une matrice de modèle constante.
Dans (Poignet et Gautier, 2000), une procédure comportant une étape de linéarisation rigide
est proposée et testée en simulation sur un robot de type SCARA. La commande prédictive de
type PFC (Predictive Functional Control) est synthétisée sur le double intégrateur résultant
de la linéarisation par bouclage dans le cas idéal. Comparativement à une commande CTC
traditionnelle, les avantages de cette stratégie prédictive sont mis en évidence vis-à-vis du
rejet de perturbation et de la robustesse face aux variations des paramètres.
Dans (Vivas et Poignet, 2005), les auteurs s’intéressent à la modélisation et la commande du
robot parallèle H4 considéré comme rigide. Les commandes PID dans l’espace cartésien, CTC
et PFC sont comparées, ces deux dernières étant basées sur la linéarisation par bouclage rigide.
Les gains de la commande CTC sont réglés de manière conventionnelle à partir de l’hypothèse
de n doubles intégrateurs découplés résultant de la pré-compensation, et un terme intégrateur
est ajouté afin de réduire l’erreur statique. La commande PFC est quant à elle appliquée au
système ré-identifié avec sa pré-compensation, et stabilisé par une boucle interne de vitesse
de gain Kv.
Approches par développement de Taylor : Une autre approche de commande prédictive de
systèmes non-linéaires sans contraintes est décrite dans (Hedjar et al., 2005; Merabet et Gu,
2008; Feng et al., 2002). Une solution analytique au problème d’optimisation est obtenue
à partir du modèle continu du système et d’un développement de Taylor à l’ordre égal au
degré relatif de l’erreur dans la fonction de coût avec un horizon de prédiction fini. Il est
remarquable que cette approche aboutit à une commande proche du type CTC avec des
coefficients dépendant de l’horizon de prédiction et des matrices de pondération utilisées
dans la fonction de coût. Un développement similaire est décrit dans le cas discret dans
(Duchaine et al., 2007), et la commande est obtenue sous forme analytique dans le cas sans
pondération sur la commande dans le critère.
Les travaux de (Merabet et Gu, 2008; Feng et al., 2002) considèrent un critère sans pondéra-
tion sur la commande, tandis que le cas plus général est décrit dans (Hedjar et al., 2005), que
l’on se propose d’examiner brièvement afin de mettre en évidence le lien avec la commande
CTC. On considère le modèle du système affine en la commande τ et d’état x = (xT1 ,xT2 )T
(x1 vecteur des positions, x2 vecteur des vitesses) de forme suivante :
x˙1 = x2 (4.14)
x˙2 = f(x) + g(x)τ(t) (4.15)
y = x1 (4.16)
On définit e1 = x1 − xref1 et e2 = x2 − xref2 l’erreur par rapport à la trajectoire de référence.
Le critère à minimiser (continu) considéré est :
Jcoût =
1
2
∫ h
0
(
e1(t+ T )
e2(t+ T )
)T (
Q1 0
0 T 2Q2
)(
e1(t+ T )
e2(t+ T )
)
dT + 12τ
T (t)Rτ(t) (4.17)
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avec h l’horizon de prédiction, et Q1, Q2 et R des matrices de pondération. Le critère Jcoût
étant une fonction quadratique de la commande τ , son minimum est obtenu pour ∂Jcoût/∂τ =
0 correspondant à :
τopt = −g(x)−1
(
h5
20(Q1 + 4Q2) + g
−T (x)Rg−1(x)
)−1(
h3
6 Q1e1 + . . .
+h
4
8 (Q1 + 2Q2)e2 +
h5
20(Q1 + 4Q2)
(
f(x)− x¨ref1
))
(4.18)
Appliquée au cas d’un robot rigide représenté par le modèle (2.4), la solution optimale ainsi
obtenue pour la commande s’écrit :
τopt = M(q)
(
K3 +M(q)TRM(q)
)−1 (
K1(qref − q) + . . .
+K2(q˙ref − q˙) +K3
(
q¨ref +M(q)−1H(q,q˙)
))
(4.19)
avec
K1 =
h3
6 Q1, K2 =
h4
8 (Q1 + 2Q2), K3 =
h5
20(Q1 + 4Q2) (4.20)
En cas de pondération nulle sur la commande R = 0, on retrouve la forme classique de la
commande CTC fondée sur un découplage rigide, avec la nouvelle commande constituée d’un
terme anticipatif sur l’accélération associé à une commande PD :
τopt = M(q)
(
q¨ref +K1/K3(qref − q) +K2/K3(q˙ref − q˙)
)
+H(q,q˙) (4.21)
Les gains de la commande PD (K1/K3 et K2/K3) dépendent dans ce cas de l’horizon de
prédiction h et des pondérations Q1 et Q2.
Robots à articulations flexibles
Modèles de prédiction linéaires par hypothèse : Dans (Kuntze et al., 1988), la commande PFC
est appliquée expérimentalement à un robot KUKA 160 à six ddl présentant des flexibilités
de transmissions avec la première fréquence de résonance identifiée à 8Hz. Les commandes
sont réglées à partir de modèles linéaires axe par axe d’ordre 4, construites à partir des
sorties moteurs ou articulaires. Les expériences mettent en évidence de bonnes propriétés de
robustesse vis-à-vis de variations paramétriques dans les modèles de synthèse.
Approches par développement de Taylor : Dans (Upreti et al., 2004), une approche par déve-
loppement de Taylor similaire à celle développé dans (Hedjar et al., 2005) est appliquée au
cas d’un axe avec transmission flexible. Les auteurs montrent que dans le cas particulier sans
pondération sur la commande ni sur l’erreur moteur (mais seulement sur l’erreur articulaire),
la commande prédictive obtenue conduit à la même dynamique de l’erreur que celle obtenue
avec la commande par linéarisation par bouclage statique du modèle flexible réduit (2.40) et
(2.42).
Autres exemples d’application : Une approche proche du GPC est examinée en simulation
dans (Ghahramani et Towhidkhah, 2009) avec une contrainte sur l’incrément de commande
visant à pallier les problèmes d’instabilité rencontrés du fait de la saturation des actionneurs.
Dans (Thomsen et al., 2011), la commande GPC est implantée dans le contexte de commande
80 Chapitre 4. Commande de mouvements prédictive robuste
en vitesse d’un système d’entraînement de charge avec une transmission élastique et mesure
côté moteur uniquement. La commande GPC est comparée à une commande Proportionnelle-
Intégrale (PI) classique, et une commande PI associée à un observateur d’état, affichant de
bonnes performances.
Toujours dans le contexte robotique, bien que dans une problématique légèrement différente,
une comparaison de lois de commande GPC et H∞ est présentée pour l’asservissement visuel
d’un robot médical avec flexibilités (Cuvillon et al., 2005). Les correcteurs étant réglés pour
atteindre la plus grande bande passante, les expériences mettent en évidence un compor-
tement moins amorti pour le correcteur GPC, tandis que le correcteur H∞ conduit à une
commande plus lisse, avec un compromis performance-robustesse plus facile à régler dans le
domaine fréquentiel.
Discussion
Trois remarques principales peuvent être formulées à partir de l’analyse précédente :
1. Les approches par développement de Taylor mettent en évidence le lien entre la com-
mande par découplage, rigide ou flexible, avec le cas particulier de la commande pré-
dictive non-linéaire sans terme de pondération sur la commande.
2. La commande prédictive linéaire est majoritairement appliquée sous l’hypothèse de ro-
bot rigide linéarisé par bouclage. L’influence des flexibilités présentes dans le système
résultant réel est reconnue (Vivas et Poignet, 2005), mais pas analysée de façon systé-
matique.
3. Les multiples expériences mettant en œuvre la commande prédictive dans le contexte
robotique soulignent les bonnes performances obtenues en termes de temps de réponse et
de suivi, avec une certaine robustesse inhérente à la commande. Cependant, le réglage de
la commande prédictive est parfois ressenti comme moins aisé par rapport par exemple
à celui de la commande H∞ lorsqu’un compromis entre différentes spécifications doit
être trouvé.
Dans la continuité de la remarque 2, l’approche présentée dans cette thèse tient compte de
l’influence des flexibilités dans un robot pré-compensé à partir du modèle rigide, à partir de
la modélisation explicite du système résultant sous l’hypothèse d’articulations flexibles. Par
ailleurs, la robustification de lois de commande GPC sous contraintes fréquentielles permet
d’apporter une réponse à la remarque 3, en intégrant les spécifications de robustesse dès
l’étape de synthèse.
4.2.2 Commande prédictive de type GPC
4.2.2.1 Méthode de synthèse
Dans le cas monovariable, la commande GPC repose sur le modèle CARIMA (Controlled
AutoRegressive Integrated Moving Average) du système considéré :
A(z−1)y(t) = B(z−1)u(t− 1) + C(z
−1)ξ(t)
∆(z−1) (4.22)
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où A(z−1) et B(z−1) sont deux polynômes, ξ(t) est un bruit blanc centré, et le polynôme
C(z−1) modélise l’influence du bruit. L’opérateur ∆(z−1) = 1− z−1 permet d’introduire une
action intégrale dans le correcteur, z−1 étant l’opérateur retard 3.
Le critère classique minimisé par la commande GPC est un critère quadratique composé
d’erreurs futures entre la référence w et les sorties prédites yˆ, et d’un terme de pondération
sur les incréments de commande ∆u :
J =
N2∑
j=N1
[w(t+ j)− yˆ(t+ j)]2 + λ
Nu∑
j=1
∆u(t+ j − 1)2 (4.23)
N1 et N2 sont les horizons de prédiction sur la sortie, Nu l’horizon de prédiction sur la
commande, λ est le coefficient de pondération de la commande.
Dans le cas sans contraintes, cette stratégie de commande conduit à un régulateur à deux
degrés de liberté sous forme RST (Fig. 4.12) avec une action anticipative sur le signal de
référence, le polynôme T (q) étant ici non causal (Clarke et al., 1987; Maciejowski, 2002) :
S(z−1)∆u(t) = −R(z−1)y(t) + T (q)w(t) (4.24)
+-
+
+
w(t)
T(z)
ΔS(z-1)
R(z-1)
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+
+
Figure 4.12 – Commande GPC - correcteur polynomial RST équivalent.
Principe de réglage
Les paramètres de réglage de la commande GPC sont l’horizon de prédiction sur la commande
Nu, l’horizon minimal de prédiction sur la sortie N1, l’horizon maximal de prédiction sur la
sortie N2, ainsi que le coefficient de pondération sur la commande λ. Quelques principes
généraux peuvent être dégagés pour le réglage de ces différents paramètres (Godoy, 2007,
Chap. 13) :
– N1 : dans le cas de systèmes à retard, l’horizon minimal de prédiction sur la sortie peut
être choisi de façon à correspondre au retard pur du système en nombre d’échantillons ;
– N2 : l’horizon maximal de prédiction sur la sortie est lié au temps de réponse du système ;
plus il est grand, et plus le système est stable et lent ;
– Nu : l’horizon de prédiction sur la commande peut généralement être choisi égal à 1, seul
le premier échantillon de la séquence de commande calculée étant appliqué ; ce choix ne
pénalise pas les marges de stabilité ;
3. La notation z−1 a été préférée à la notation traditionnelle q−1 de l’opérateur retard temporel, cette
dernière s’avérant problématique dans le cas présent puisque q désigne la position articulaire du robot.
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– λ : ce paramètre est lié au gain du système, et une valeur de départ pour le réglage peut être
choisie comme λ = trace(GTG), où G est la matrice des coefficients de la réponse indicielle
discrète du modèle (4.22). On peut également voir λ comme une contrainte limitant les
variations de la commande.
Le problème de réglage se réduit donc dans la plupart des cas à une recherche bidimensionnelle
de paramètres N2 et λ, réglés par exemple à partir de critères fréquentiels de stabilité usuels
sur la boucle ouverte corrigée et les fonctions de sensibilité. D’autres approches pour le réglage
de correcteurs prédictifs mettant en œuvre des procédures d’optimisation ont été proposées
(Coelho et Krohling, 2005; Ben Aicha et al., 2010). Le polynôme C(z−1) du modèle CARIMA
peut être également vu comme un paramètre de réglage, et son rôle vis-à-vis de la robustesse
est expliqué au paragraphe suivant.
Rôle du polynôme de perturbation
Le polynôme dit de perturbation C(z−1) du modèle CARIMA modélise l’influence du bruit
dans le système. Ce polynôme peut être utilisé comme un degré de liberté supplémentaire
de réglage afin d’améliorer les propriétés de la commande GPC, et peut être vu comme un
paramètre de réglage de la dynamique de l’observateur de la loi de commande (Yoon et Clarke,
1995; Rodriguez-Ayerbe, 2003). Il influence les propriétés de robustesse de la commande et
la dynamique du rejet de perturbation.
Plus précisément, en cas de modèle parfaitement connu du système à commander, le poly-
nôme C(z−1) ne modifie pas la fonction de transfert en boucle fermée entre l’entrée w et la
sortie y, mais affecte le transfert entre la perturbation b (bruit de mesure) et la sortie y. Ce
polynôme peut donc être choisi de façon à améliorer le rejet des bruits de mesure à hautes
fréquences, en induisant un comportement passe-bas du transfert y/b. Sans modifier le com-
portement entrée/sortie par rapport à une synthèse effectuée avec C(z−1) = 1, il est alors
possible d’accroître la robustesse du GPC initial vis-à-vis d’incertitudes hautes fréquences et
d’atténuer l’influence des bruits de mesure.
4.2.2.2 Robustification de lois de commande GPC
Le choix du polynôme C(z−1) à des fins de robustification n’étant pas aisé, une approche a été
développée afin de tenir directement compte de critères fréquentiels et temporels, permettant
de trouver un compromis entre les différentes spécifications (Rodríguez et Dumur, 2005;
Rodriguez-Ayerbe et Boucher, 2006). Cette section résume les principales étapes de cette
méthode dans le cas général, tandis que son application au cas du robot ASSIST est détaillé
dans la section 4.2.3.2.
L’approche envisagée de robustification de lois de commande GPC repose sur la paramétrisa-
tion de Youla, appelée aussi paramétrisation Q (voir Annexe D). L’ensemble des correcteurs
stabilisant le système est d’abord paramétré à partir d’un correcteur RST initial par l’en-
semble des transferts stablesQ (Q ∈ RH∞, oùRH∞ désigne l’espace des matrices de transfert
propres et stables à coefficients réels). Le problème de robustification du correcteur initial est
ensuite formulé sous forme d’un problème de recherche du paramètre Q. Dans la méthode
appliquée ici, le paramètre Q est élaboré de façon à satisfaire un compromis, consistant à
maximiser la robustesse tout en respectant un gabarit donné pour le rejet de perturbations.
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La formulation sous forme de problème d’optimisation convexe permet d’appliquer une dé-
marche de programmation linéaire sous contraintes de type inégalité.
Paramétrisation des correcteurs stabilisants
A partir de la paramétrisation de Youla (voir Annexe D), en considérant Q = [Q1 Q2],
l’ensemble des correcteurs stabilisants à deux degrés de liberté de type RST s’exprime à
partir d’un correcteur initial R′, S′, T ′ par :
KQ(z−1) =
[
T ′ −AoQ2
S′ − z−1BQ1 −
R′ + ∆AQ1
S′ − z−1BQ1
]
(4.25)
ce qui conduit à la nouvelle structure RST :
T (z−1) = T ′(z−1)−Ao(z−1)Q2(z−1) (4.26)
R(z−1) = R′(z−1) + ∆(z−1)A(z−1)Q1(z−1) (4.27)
S(z−1) = S′(z−1)− z−1B(z−1)Q1(z−1) (4.28)
avec Ao le polynôme stable tel que l’équation caractéristique en boucle fermée obtenue avec le
correcteur initial appliqué au modèle CARIMA s’écrive ∆AS′+ z−1BR′ = AoAc. Dans cette
factorisation, Ac correspond à la dynamique de commande, tandis que Ao correspond à la
dynamique de l’observateur. R, S et T ainsi définis sont en toute généralité des fonctions de
transfert, car Q1 et Q2 sont des fonctions de transfert. Toutefois, une expression polynomiale
du correcteur peut s’en déduire en scindant Q1 et Q2 en un numérateur et un dénominateur.
Le correcteur initial peut être ainsi modifié afin de satisfaire les objectifs prescrits de stabilité
et robustesse par un choix adapté des fonctions de transfert stables Q1 et Q2 composant
Q. Q2 affecte le comportement entrée/sortie, tandis que Q1 influence la régulation. Pour
la robustification de la loi de commande GPC, on s’intéressera particulièrement au choix
de Q1 avec Q2 = 0, supposant que le comportement entrée/sortie désiré est obtenu avec le
correcteur initial. Le choix de Q1 résulte d’un compromis entre les spécifications de robustesse
en stabilité et l’influence de cette robustification sur les transferts entre différents signaux du
système, par exemple le rejet de perturbation.
Robustesse en stabilité
Pour un système incertain affecté par une incertitude ∆P , et commandé par un correcteur à
deux degrés de liberté RST paramétré en fonction du paramètre Q1 comme décrit précédem-
ment, les transferts du système P vu par l’incertitude ∆P (Fig. 4.13) sont résumés dans la
Table 4.3 en fonction du type d’incertitude non structurée considéré. Selon le cas envisagé,
et dans l’objectif de stabilité robuste vis-à-vis de ∆P , on cherchera à modeler le transfert P
correspondant, par exemple en accord avec la condition suffisante de stabilité robuste issue
du théorème du petit gain.
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Figure 4.13 – Système incertain et commande RST - exemple de l’incertitude additive
directe.
Tableau 4.3 – Transfert P selon le type d’incertitude non structurée considérée.
Incertitude ∆P Transfert P Incertitude ∆P Transfert P
additive directe − R
′A
AoAc
− A
2∆
AoAc
Q1 multiplicative directe −z
−1BR′
AoAc
− z
−1B∆A
AoAc
Q1
additive inverse z
−1B∆S′
AoAc
− z
−1B2∆
AoAc
Q1 multiplicative inverse
S′∆A
AoAc
− ∆Az
−1B
AoAc
Q1
Influence des perturbations
Afin de préserver un comportement souhaité vis-à-vis des perturbations dans la recherche du
paramètre Q1, un gabarit peut être imposé aux transferts choisis parmi (4.29) en fonction
des perturbations considérées. Avec les notations de la figure 4.12 :
u(t)
y(t)
 =

−z
−1BR′
AoAc
− z
−1B∆A
AoAc
Q1 − R
′A
AoAc
− ∆A
2
AoAc
Q1
z−1B∆S′
AoAc
− q
−2B2∆
AoAc
Q1 −z
−1BR′
AoAc
− z
−1B∆A
AoAc
Q1

︸ ︷︷ ︸
H=
(
Td→u Tb→u
Td→y Tb→y
)
d(t)
b(t)
 (4.29)
Recherche du paramètre Q1
Les spécifications liées à la robustification vis-à-vis d’incertitudes non structurées (Table 4.3),
ainsi que celles liées à des contraintes spécifiques que l’on souhaite imposer sur les transferts
(4.29) peuvent être formulées sous une forme fréquentielle ou temporelle.
Domaine fréquentiel : SiW (z−1) représente une contrainte formulée dans le domaine fréquen-
tiel sur les transferts P ou Hij de l’équation (4.29) à modeler, les contraintes correspondantes
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s’écrivent :
min
Q1∈RH∞
∥∥∥P (z−1)W (z−1)∥∥∥∞ (4.30)
min
Q1∈RH∞
∥∥∥Hij(z−1)W (z−1)∥∥∥∞ (4.31)
Domaine temporel : Si smin et smax définissent un gabarit temporel pour la sortie sij(t)
affectée par la perturbation considérée, la contrainte temporelle correspondante s’écrit :
Cenv = {Q1/∀t ≥ 0, smin ≤ sij(t) ≤ smax} (4.32)
= {Q1/Φenv ≤ 0} (4.33)
où
Φenv(Q1) = max
(
max
t≥0
(sij(t)− smax(t),smin(t)− sij(t))
)
(4.34)
Les transferts dépendant linéairement de Q1, les spécifications définies par (4.30), (4.31) et
(4.32) sont convexes en Q1. Le problème est donc un problème de recherche de Q1 ∈ RH∞
minimisant une normeH∞ et satisfaisant une contrainte temporelle. L’ensemble des transferts
stables RH∞ étant un ensemble de dimension infinie, une solution sous-optimale du problème
d’optimisation peut être obtenue en restreignant l’espace de recherche à un sous-ensemble de
dimension nq généré par une base orthonormale de transferts stables Q1i :
Q1 =
nq∑
i=0
αiQ1i (4.35)
Une solution dans le cas discret consiste à considérer la base constituée de Q1i(z−1) = q−i,
auquel cas Q1 est un polynôme. Les spécifications sur les contraintes fréquentielles et tempo-
relles peuvent alors être approchées par des inégalités linéaires, et le problème peut ensuite
être résolu par une optimisation sous contraintes de type inégalité (Rodriguez-Ayerbe, 2003).
Dans la décomposition (4.35), le degré du polynôme nq constitue un paramètre de réglage.
Afin de satisfaire toutes les contraintes imposées, il peut être nécessaire de considérer un degré
nq élevé, ce qui impliquerait à son tour un correcteur robustifié d’ordre élevé et peu adapté
à une implantation pratique en temps réel. Ce problème peut être résolu en approchant le
polynôme Q1 résultant de la procédure d’optimisation par une fonction de transfert d’ordre
réduit. Cette approximation peut être obtenue en minimisant la distance entre les réponses
fréquentielles de Q1 et le transfert recherché (Rodriguez-Ayerbe, 2003; Deczky, 1972; Fletcher
et Powell, 1963).
4.2.3 Application au cas du robot ASSIST
On illustre ci-dessous les méthodes de commande GPC décrites précédemment par une appli-
cation au cas du robot ASSIST. Une première synthèse GPC a été réalisée sous l’hypothèse
de robot rigide et découplage parfait, correspondant au modèle de synthèse de type double
intégrateur. Les résultats de l’évaluation expérimentale Dans un premier temps, le robot
est considéré comme rigide, et une commande GPC classique est synthétisée sur un modèle
double intégrateur. Dans un deuxième temps, les flexibilités du robot sont prises en compte,
et la synthèse, suivie d’une robustification, repose sur le modèle nominal identifié au Chapitre
3 et complété de la boucle amortissante interne décrite dans la section 4.1.2.2.
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4.2.3.1 Synthèse à partir du modèle double intégrateur
La première synthèse est réalisée sous l’hypothèse de robot rigide, et comparée expérimenta-
lement aux correcteurs PID et CTC.
Synthèse
Lorsque le robot est considéré comme rigide, la pré-compensation (3.22) réalise une linéa-
risation par bouclage du système, conduisant à un système de n doubles intégrateurs in-
dépendants. Le premier correcteur testé est donc synthétisé à partir du modèle CARIMA
correspondant au double intégrateur discret avec :
A(z−1) = 1− 2z−1 + z−2, B(z−1) = T
2
s
2 (1 + z
−1) (4.36)
Afin d’illustrer les effets du polynôme de perturbation C(z−1) sur le transfert bruit-commande
u/b, deux correcteurs notés GPC1 (C(z−1) = 1) et GPC2 (C(z−1) = 1 − 0,6z−1) sont
comparés. Le correcteur GPC1 est d’abord synthétisé afin de satisfaire les spécifications de
stabilité et robustesse suivantes : marge de phase Mϕ ≥ 45◦, marge de gain MG ≥ 6dB
fonction de sensibilité directe Sy telle que |Sy| ≤ 6dB, fonction de sensibilité complémentaire
Ty telle que |Ty| ≤ 3dB. Les paramètres de réglage suivants ont ainsi été sélectionnés :
N1 = 1, N2 = 20, λ = 2 10−5, Nu = 1 (4.37)
A partir de cette synthèse initiale, le correcteur GPC2 est formé en modifiant le polynôme
C dans un objectif de robustification vis-à-vis des incertitudes hautes fréquences. Comme
illustré Fig. 4.14, considérer un polynôme C de degré 1 conduit à une réponse fréquentielle
de u/b atténuée en hautes fréquences, réduisant de ce fait l’influence du bruit de mesure et
des incertitudes à hautes fréquences sur la commande, tout en préservant le comportement
entrée/sortie en boucle fermée. Les marges de stabilité et robustesse correspondant à ces deux
synthèses sont résumées Table 4.4, avec ωc les fréquences de coupure de la boucle ouverte
corrigée, Mτ la marge de retard exprimée en nombre d’échantillons. Le choix du polynôme
C(z−1) = 1− 0,6z−1 est réalisé dans un compromis entre l’apport en terme d’atténuation de
u/b, et une légère dégradation des marges de stabilité. Dans la suite, le correcteur GPC2 sera
comparé expérimentalement aux correcteurs PID et CTC2.
Tableau 4.4 – Marges de stabilité des correcteurs GPC1 et GPC2 évalués sur le double
intégrateur de synthèse.
C(z−1) Mϕ (◦) ωc (Hz) MG (dB) Mτ (×Ts) |Sy|maxdB |Ty|maxdB
GPC1 1 54,6 22,9 10,8 1,69 3,64 1,96
GPC2 1− 0,6z−1 51,6 14,7 14,3 2,5 3,05 2,86
Comparaison expérimentale
La commande CTC a été réglée sur un double intégrateur résultant de l’hypothèse du robot
rigide, identique pour chaque axe. Le réglage a été fait de façon à obtenir un temps de réponse
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Figure 4.14 – Effets du polynôme de perturbation C(z−1).
en boucle fermée comparable à celui du GPC en simulation. Un terme intégral a été ajouté
afin de réduire l’erreur statique. Les gains correspondant aux expériences sont Kp = 682, Kd
= 50, Ki = 3270 (pour une formulation du correcteur PID Kp +Kds+Ki/s).
La commande PID a été réglée indépendamment pour chaque axe en considérant le modèle
simplifié Mmaxii q¨ + τd(q,q˙) = τ où Mmaxii représente l’inertie maximale de l’axe i, et τd(q,q˙)
regroupe les non-linéarités dues aux couples de gravité, de Coriolis, centrifuges et de frot-
tement. Les gains ont été réglés en simulation sur ce modèle avec τd = 0 afin d’obtenir un
temps de réponse en boucle fermée comparable à celui du GPC. Les valeurs des gains utilisés
en expérimentation sont Kpaxe 3 = 363,6 ; Kdaxe 3 = 38,6 ; Kiaxe 3 = 1142,2 ; Kpaxe 4 = 44,3 ;
Kdaxe 4 = 4,7 ; Kiaxe 4 = 139,1.
Le correcteur GPC2 est comparé avec les correcteurs PID et CTC du point de vue du suivi
moteur dans les conditions nominales et avec une charge de 1kg fixée à l’extrémité du robot.
Une trajectoire polynomiale d’ordre 5 est appliquée pour un mouvement vertical entre les
configurations initiale et finale respectives (pi/2 ; 0) pour l’axe 3 et (0 ; +pi/2) pour l’axe
4 (Fig. 4.16). Les erreurs et courants moteur correspondants sont illustrés Fig. 4.17. La
robustesse de la commande GPC2 sous charge par rapport aux autres lois de commande est
illustrée Fig. 4.18, et les erreurs de suivi moteur maximales obtenues sont résumées dans le
tableau 4.5.
En plus d’assurer un très bon suivi moteur avec une erreur statique nulle sans cycles limites
dûs au frottement sec comme dans le cas d’une commande PID, les performances de la com-
mande GPC2 sont très robustes vis-à-vis des variations de charge. Cependant, des oscillations
sont visibles à t = 0,5s au niveau du courant de commande (Fig. 4.17(c) et 4.17(d)), pouvant
être dues à des perturbations d’origine mécanique.
Un comportement vibratoire au niveau moteur a également pu être constaté en réponse aux
perturbations externes appliquées en bout de bras, ce qui tend à montrer les limites de ce
premier réglage à grande bande passante sans prise en compte des flexibilités. Les fonctions
de sensibilités directe et complémentaire du GPC1 évalué sur les modèles flexibles des deux
axes (4.1) confirment ce phénomène, avec des pics aux fréquences de résonance du système
(Fig. 4.15). Afin de dépasser les limitations de cette première commande, on envisagera donc
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dans la suite la synthèse de lois de commande prédictive robuste tenant compte du modèle
flexible.
Tableau 4.5 – Erreur de suivi moteur maximale (rad) avec ou sans charge obtenue pour les
correcteurs synthétisés sous l’hypothèse rigide.
sans charge avec charge (1kg)
axe 3 axe 4 axe 3 axe 4
GPC2 2.93 10−3 3.37 10−3 3.20 10−3 4.05 10−3
CTC 4.19 10−3 7.87 10−3 3.98 10−3 1.35 10−2
PID 9.73 10−3 4.39 10−2 1.42 10−2 7.50 10−2
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Figure 4.15 – Evaluation du correcteur GPC sur le système flexible.
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Figure 4.16 – Expérience de suivi de trajectoire - position de l’axe 3 obtenue avec les
correcteurs PID, CTC et GPC2 sans charge.
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Figure 4.17 – Expérience de suivi de trajectoire - erreurs et courants moteurs obtenus avec
les correcteurs PID, CTC et GPC2 sans charge.
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Figure 4.18 – Expérience de suivi de trajectoire - erreurs moteur obtenues avec les correcteurs
PID, CTC et GPC2 avec et sans charge (les courbes correspondant au GPC sont superposées).
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4.2.3.2 Application de lois de commande robustifiées
La synthèse du correcteur prédictif initial dans cette partie s’effectue de façon monovariable
sur les termes diagonaux issus du modèle nominal (4.1) amorti par la boucle interne LAC
(voir section 4.1.2.2). Afin de réduire l’ordre des correcteur synthétisés, cl modèle amorti est
au préalable approché par une modèle d’ordre 3 pour les deux axes de façon à représenter au
mieux le système amorti et conserver le même temps de réponse à 90% (Fig. 4.19 et 4.20) :
Gapprox0 (s) =
K0(1 + s/ω1)
(1 + s/ω2)(s2/ω23 + 2ζ/ω3s+ 1)
(4.38)
avec ζ = 1, ω1 = 15rad/s et ω2 = 100rad/s pour l’axe 3 et 4, ω3 = 7,5rad/s pour l’axe 3
et ω3 = 8rad/s pour l’axe 4, K0 étant le gain statique des modèles considérés. Le modèle
Gapprox0 (s) est discrétisé pour la synthèse de la commande GPC par un bloqueur d’ordre
zéro. Les diagrammes de Bode et les réponses indicielles des modèles amortis et des modèles
simplifiés (4.38) sont comparés Fig. 4.19 et 4.20.
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Figure 4.19 – Diagrammes de Bode des modèles amortis et des modèles simplifiés considérés
pour la synthèse de la commande GPC robustifiée.
Le correcteur GPC initial est réglé selon la méthode classique (voir section 4.2.2.1) dans
l’objectif de maximiser le gain de la boucle ouverte corrigée (performance en suivi), sans
chercher à respecter toutes les spécifications de marges de stabilité qui seront modifiées lors
de l’étape de la robustification. Les paramètres suivants ont été ainsi choisis :
Axe 3 : N1 = 1, N2 = 20, λ = 5,4 10−5, Nu = 1, C(z−1) = 1 (4.39)
Axe 4 : N1 = 1, N2 = 20, λ = 3,5 10−5, Nu = 1, C(z−1) = 1 (4.40)
Les polynômes R′, S′ et T ′ correspondants sont de degrés respectifs nr0 = 3, ns0 = 2 et
nt0 = 20.
Le GPC ainsi synthétisé est ensuite robustifié sous la contrainte fréquentielle de robustesse
W∆ d’expression (4.8) décrite dans la section 4.1.2.2, et un gabarit temporel sur la réponse
à une perturbation en entrée afin de minimiser l’influence des perturbations de couple sur
les positions moteurs. Ces gabarits, avec les transferts en boucle fermée correspondants, sont
représentés Fig. 4.22 et 4.21 pour le GPC initial et le GPC robustifié.
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Figure 4.20 – Réponses indicielles discrètes des modèles amortis et des modèles simplifiés
considérés pour la synthèse de la commande GPC robustifiée.
Afin de satisfaire toutes les contraintes imposées, une recherche du paramètre Q1 dans un
espace de polynômes de degré important peut être nécessaire. Dans le cas présent, et suite
à plusieurs essais, on considère l’espace de recherche formé des polynômes de degré 220. Le
paramètre Q1 ainsi obtenu sous forme polynomiale est ensuite approché par une fonction de
transfert de numérateur de degré 3 et de dénominateur de degré 4. Les polynômes R, S et
T du correcteur robustifié sont de degrés respectifs nr = 7, ns = 6 et nt = 24. Le nombre de
paramètres et d’opérations à embarquer en ligne augmente donc par rapport au correcteur
avant robustification, mais reste très raisonnable.
Le modèle d’évaluation (modèle amorti) différant du modèle de synthèse (modèle simplifié),
la robustification ne conserve pas le comportement entrée-sortie exact qui est préservé uni-
quement si le modèle d’évaluation est identique à celui de synthèse. Le correcteur doit par
conséquent être validé a posteriori sur le modèle amorti non simplifié. A cet effet, les marges
de stabilité correspondantes sont données dans le tableau 4.6. Le GPC robustifié possède de
meilleures qualités pour les deux axes, les marges de stabilité étant augmentées et les maxima
des fonctions de sensibilité étant réduits. La comparaison des transferts KSy obtenus avant
et après robustification, sur le modèle de synthèse et d’évaluation, est présentée Fig. 4.22. La
réduction des zones de dépassement de la borne 1/W∆ indique une meilleure robustesse en
stabilité du correcteur GPC robustifié. Les résultats expérimentaux correspondant au GPC
robustifié sont présentés dans la section 4.4.
Tableau 4.6 – Marges de stabilité des correcteurs GPC avant et après robustification évalué
sur le modèle amorti non simplifié.
axe Mϕ (◦) ωc (Hz) MG (dB) Mτ (×Ts) |Sy|maxdB |Ty|maxdB
GPC avant robustification 3 34,6 34,9 8,12 0,71 5,85 4,734 34,3 42,3 7,08 0,58 6,58 4,56
GPC robustifié 3 52,6 32,5 9,95 1,15 4,18 1,194 58,1 38,2 9,73 1,08 4,23 0,26
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Figure 4.21 – Gabarit temporel sur le rejet de perturbation en entrée, et réponses temporelles
avant et après robustification de la commande GPC (modèle de synthèse).
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Figure 4.22 – Transferts KSy pour la commande GPC avant et après robustification évalué
sur le modèle amorti complet, comparés à la borne de robustesse 1/W∆ (zones de dépassement
ombrées).
4.3. Commande H∞ pour le suivi de trajectoire 93
4.3 Commande H∞ pour le suivi de trajectoire
L’approche H∞ pour la synthèse de lois de commande permet de tenir naturellement compte
de spécifications formulées dans le domaine fréquentiel en modelant les différents transferts
du système asservi. Cependant, la structure de commande à un ddl présente des limitations
intrinsèques de performance, et est soumise au compromis performance-robustesse. De plus, le
critère de stabilité robuste vis-à-vis d’incertitudes non-structurées issu du théorème de petit
gain s’avère souvent trop strict en pratique et conduit à des synthèses pessimistes dont les
performances se trouvent réduites. Les limitations dues au compromis performance-robustesse
peuvent être en partie atténuées par l’utilisation d’une structure de commande à 2 ddl. De
plus, la prise en compte d’une anticipation sur la trajectoire future à suivre permet d’améliorer
la précision de suivi. Cette dernière approche est désignée par le terme preview control dans
la littérature consacrée.
Dans cette section, un état de l’art des applications de la commandeH∞ dans la manipulation
robotique est tout d’abord présenté. La commande H∞ classique est ensuite brièvement
introduite, et ses limites dans le cas du robot ASSIST sont mises en évidence. Enfin, le
problème de commande preview H∞ est présenté, et la méthode employée pour la synthèse
d’une loi de commande à 2 ddl comportant un mécanisme d’anticipation est détaillée. Les
résultats expérimentaux correspondant à cette dernière commande sont présentés dans la
section 4.4.
4.3.1 Applications de la commande H∞ en robotique
La mise en œuvre de la commande H∞ en robotique est très souvent intégrée au sein de
structures de commande décrites au chapitre 2, telles que la commande composite issue de la
modélisation par perturbation singulière et les compensations (linéarisation par bouclage ou
commande autour d’une trajectoire). Ces compensations dépendant fortement de la qualité du
modèle utilisé, l’intérêt d’une synthèseH∞ robuste a été mis en évidence très tôt dans le cas de
robots rigides en association avec la commande linéarisante (Stout et Sawan, 1992). Plus ré-
cemment, une commande H∞ associée à la commande par découplage et réseaux de neurones
a été proposée et validée expérimentalement sur un robot Puma 560 considéré comme rigide
(Zuo et al., 2010). Dans le contexte de robots à articulations flexibles, plusieurs approches
sont proposées dans la littérature afin de tenir compte du compromis performance-robustesse
dans le domaine fréquentiel. On détaille ci-dessous plusieurs exemples de correcteurs H∞
développés dans ce contexte flexible.
Dans (Wang et Liu, 1992), une boucle de rétroaction synthétisée dans le domaine fréquentiel
à partir d’un critère de sensibilité mixte est associée à un compensateur feedforward, calculé
à partir du modèle dynamique et lié notamment à la compensation des perturbations dues
à la gravité. Cette approche est comparée expérimentalement avec un correcteur PD sur un
système flexible à un ddl. Pour une extension au cas multivariable, les auteurs supposent que
la compensation permettant une inversion dynamique complète est réalisable, ramenant le
problème au problème monovariable.
Le problème de robustesse par rapport aux incertitudes liées à une compensation linéarisante
imparfaite est envisagé dans (Kang et al., 1997). L’étude porte sur un robot SCARA à trois
ddl, dont les deux premiers sont considérés comme rigides et le dernier est source de vibra-
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tions. Le modèle multivariable non-linéaire est décomposé en une partie nominale, affectée
par une première incertitude due aux non-linéarités, et une deuxième incertitude due aux
variations paramétriques. La partie nominale et une partie des non-linéarités sont compen-
sées à partir du modèle, avec un terme correctif de type PD. Les variations paramétriques
du système résultant sont ensuite décrites par une incertitude structurée, et la µ-synthèse est
appliquée. Enfin, une structure de correcteur à 2ddl est envisagée, avec un terme feedforward
calculé à partir du système nominal compensé inverse et d’un filtre stabilisant. Une améliora-
tion de performances en atténuation de vibrations et en suivi par rapport à un correcteur PD
est montrée expérimentalement. Les incertitudes considérées sont uniquement issues d’hypo-
thèses sur les variations maximales, suivant une trajectoire de référence donnée, des termes
non-linéaires dépendant de la configuration, et les variations paramétriques de ±10% par
rapport aux valeurs nominales. La synthèse proposée ne tient donc pas explicitement compte
des erreurs de modélisation effectives par rapport au système réel.
Plusieurs méthodes de commande de robots à articulations flexibles impliquant la commande
H∞ ont été décrites par H. D. Taghirad (Taghirad et Bakhshi, 2002; Taghirad et Shaterian,
2005). Une structure de commande composite a été explorée dans (Taghirad et Bakhshi, 2002)
et testée expérimentalement sur une maquette à un ddl. Le correcteur global est constitué
d’un terme stabilisant le sous-système rapide, et de la commande du sous-système lent, com-
posée à son tour d’un terme issu d’une synthèse H∞ et d’un terme correctif d’ordre supérieur.
Le système résultant vu par le correcteur H∞ est modélisé comme un système linéaire no-
minal affecté d’une incertitude multiplicative en entrée. La synthèse H∞, réalisée à partir de
pondérations sur la fonction de sensibilité, la fonction de sensibilité complémentaire, et sur
la commande, a dans ce travail pour objectif principal de limiter l’effort de commande afin
de satisfaire les contraintes liées aux saturations des actionneurs. Cette première approche
est complexe dans sa mise en œuvre car la commande H∞ est synthétisée sur un modèle re-
présentant le système corrigé avec deux commandes (rapide et terme correctif) dépendantes
des flexibilités du système, et devant être réglées au préalable. Dans (Taghirad et Shaterian,
2005), une commande autour d’une trajectoire est envisagée, composée du couple nominal
calculé à partir du modèle dynamique inverse et d’un terme correctif maintenant le système
sur cette trajectoire. Un modèle non-linéaire du système correspondant à l’erreur par rap-
port à la trajectoire nominale est utilisé dans la synthèse d’une commande H∞ non-linéaire
obtenue à partir d’un développement en série de Taylor de l’inégalité de Hamilton-Jacobi.
Cette méthode est testée en simulation sur un système à un ddl. Bien que potentiellement
intéressante, cette deuxième approche n’examine pas l’influence des variations de trajectoires
de référence par rapport à la trajectoire utilisée en synthèse. Une autre méthode de com-
mande à base de commande H∞ non-linéaire et commande composite est proposée et testée
en simulation dans (Yeon et Park, 2008).
Dans (Moghaddam et Goldenberg, 1997), une commande robuste avec capteur de couple est
envisagée afin de traiter les incertitudes modélisant les non-linéarités des réducteurs Harmonic
Drive (raideur non-linéaire, frottements, hystérésis). La structure de commande composite
proposée comporte i) une commande robuste de position au niveau articulaire (positions
et vitesses articulaires étant supposées mesurées), construite à partir d’une commande par
découplage rigide dans laquelle un correcteur H∞ remplace le correcteur PD conventionnel ;
ii) une commande robuste de couple articulaire en sortie de l’étage de réduction (supposé
mesuré), lequel est asservi au couple de référence généré à l’étape précédente, produisant
le courant de référence moteur. Les correcteurs issus de synthèse H∞ ou µ-synthèse sont
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comparés en simulation.
Toujours dans le contexte robotique et dans un objectif de réduction de vibrations résiduelles
aux points d’arrêts, la synthèse H∞ sous des contraintes de rejet de perturbations et de
robustesse a été appliquée au robot parallèle Par2 à 2 ddl, en considérant des actionneurs
piézoélectriques localisés sur la structure du robot (Douat et al., 2011).
Discussion : La commande composite est donc souvent à la base des approches précédentes.
Cependant, peu de travaux considèrent les incertitudes liées à une compensation imparfaite
comme c’est le cas dans (Kang et al., 1997). Les techniques de synthèse H∞ sont le plus sou-
vent employées en présence de perturbations introduites par les non-linéarités de transmission
(Moghaddam et Goldenberg, 1997), afin de formaliser le compromis entre diverses spécifica-
tions fréquentielles (Wang et Liu, 1992), ou encore de répondre au problème de saturation
des actionneurs (Taghirad).
4.3.2 Commande H∞ classique
La commande H∞ dans sa formulation standard à 1 ddl est détaillée dans cette section à
travers son application au robot ASSIST.
4.3.2.1 Approche standard
On considère le système P d’entrées de commande u, sorties mesurées y, d’entrées exogènes
w (références, perturbations) et sorties commandées z (Fig. 4.23).
e
y
w
u
P(s)
K(s)
Figure 4.23 – Problème H∞ standard.
Le problème H∞ standard consiste à trouver un correcteur K(s) stabilisant P (s) tel que
‖Fl(P (s),K(s))‖∞ < γ, où Fl(P (s),K(s)) représente le système en boucle fermée, et γ est
un niveau de performance donné. Le système P peut être augmenté avec des filtres de pon-
dération afin de modeler plus spécifiquement les différents transferts en boucle fermée, et le
correcteur K(s) minimisant γ est habituellement recherché.
4.3.2.2 Application au cas du robot ASSIST
Dans cette section, un correcteur H∞ est synthétisé sur le système amorti Gd0. Un critère
quatre-blocs est appliqué, tenant compte des spécifications de performance et de robustesse
en stabilité vis-à-vis de l’incertitude ∆dG définie précédemment. Le schéma bloc du système
augmenté considéré est représenté Fig. 4.24, où H∞HAC représente le correcteur recherché. La
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synthèse s’effectue sur le modèle à temps continu, et le correcteur obtenu est discrétisé par
la transformée bilinéaire après réduction d’ordre.
d∞
W2 W3W1
yr ue
e' u' d
d'
Figure 4.24 – Système augmenté pour la synthèse de la commande H∞ à 1 ddl.
Pondérations
Le système augmenté P prend en entrée la référence r, la perturbation en entrée d, et a pour
sorties commandées e′ et u′. Les filtres de pondération Wi sont choisis afin de modeler les
transferts de P : (
e′
u′
)
=
(
W1Sy −W1SyGd0W3
W2H∞HACSy −W2TuW3
)(
r
d
)
(4.41)
avec Sy et Tu les fonctions de transfert définies par
Sy =
(
1 +Gd0H∞HAC
)−1
(4.42)
Tu =
(
1 +H∞HACGd0
)−1
H∞HACG
d
0 (4.43)
Choix de W1 La pondération W1 modèle le transfert de r à e′ et définit la dynamique de
la boucle fermée, pour laquelle on recherche la plus grande bande passante possible sous le
compromis performance-robustesse. Un filtre de premier ordre est choisi pour pondérer Sy. Ses
paramètres de réglage sont le gain en hautes fréquences KW1 (spécifications de dépassement),
le gain en basses fréquences εstat1 (spécifications d’erreur statique), et la pulsation de coupure
ωc1 (rapidité). Dans le domaine de Laplace :
1
W1(s)
= KW1s+ ωc1εstat1
s+ ωc1
(4.44)
Choix deW2 La pondérationW2 modèle le transfert de la référence r à la commande u, qui
est également le transfert de la sortie de l’incertitude du système amorti y∆dG à ur (Fig. 4.6).
Le filtre W2 agit principalement sur le signal de commande u afin de satisfaire les contraintes
de saturation des actionneurs, réduire la sensibilité de la commande par rapport aux bruits de
mesures hautes fréquences et également lié à la condition de stabilité robuste (4.7) résultant
du théorème du petit gain (Zhou et al., 1996). Ici, W2 est choisi égal à la borne supérieure
σ¯(∆dG) obtenue expérimentalement (Fig. 4.7) et approchée par W∆ et d’expression (4.8).
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Choix de W3 La pondération W3 définit une spécification supplémentaire sur le rejet
de perturbations en entrée, particulièrement importante dans un contexte de commande
décentralisée où les couplages entre les axes peuvent être vus comme des perturbations de
couple. Selon (4.41), W1W3 modèle le transfert de la perturbation en entrée d à la sortie
e′. Cette pondération définit la sensibilité du système asservi aux perturbations en entrée et
peut être utilisée afin de spécifier la dynamique du rejet de perturbation. Dans le cas présent,
1/W1W3 a été construit à partir d’une spécification de la dynamique du rejet similaire à
(4.44), et d’une atténuation en hautes fréquences. Cette construction résulte en un filtre de
quatrième ordre en cloche avec une amplitude maximale de -65dB choisi de façon itérative
afin de satisfaire les spécifications du rejet de perturbation.
Synthèse du correcteur
Le problème H∞ considéré s’écrit :∥∥∥∥∥ W1Sy −W1SyGd0W3W2H∞HACSy −W2TuW3
∥∥∥∥∥∞ < γ, (4.45)
et est résolu à partir de l’approche par Inégalités Matricielles Affines (Linear Matrix Inequa-
lities, LMI) implantée dans la boite à outils MATLAB Robust Control Toolbox (Gahinet et
Apkarian, 1994). Deux correcteurs SISO d’ordre 19 sont ainsi obtenus pour des valeurs de γ
de 2,09 et 2,02 respectivement pour chaque axe. Ces correcteurs sont réduits à l’ordre 10 par
la méthode de la réalisation équilibrée (Moore, 1981), et les termes intégrateurs sont isolés
afin d’assurer une erreur statique nulle.
Les résultats de cette synthèse sont résumés dans la Table 4.7, avec les marges de phasesMϕ,
de gain MG, les fréquences de coupure en boucle ouverte corrigée ωc, ainsi que les amplitudes
maximales des fonctions de sensibilité directe et complémentaire Sy et Ty.
Tableau 4.7 – Marges de stabilité du correcteur H∞ à 1 ddl.
Mϕ (◦) ωc (Hz) MG (dB) |Sy|maxdB |Ty|maxdB
axe 3 51.7 32.5 10.4 4.04 1.24
axe 4 53.1 31.8 11.8 3.63 1.26
La figure 4.25 illustre la condition de stabilité robuste (4.6) pour le correcteur H∞HAC ainsi ob-
tenu appliqué à Gd∆. Cette méthode est comparée à la commande CTC (2.30) conventionnelle,
synthétisée sur un double intégrateur et appliquée à G∆. La commande CTC s’appliquant
normalement aux manipulateurs rigides, sa bande passante est ici restreinte à la moitié de la
première fréquence de résonance, 3Hz dans le cas présent (le correcteur correspond au réglage
CTC1 introduit dans la section 4.1.1). En plus de la restriction sur la bande passante qui
conduit à des performances limitées, il apparait que cette commande est moins robuste que
la commande proposée.
Résultats expérimentaux
L’approche HAC/LAC avec la commande H∞HAC à 1 ddl est évaluée sur le bras ASSIST.
Dans une première expérience, les réponses indicielles axe par axe sont effectuées dans les
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Figure 4.25 – Condition de stabilité robuste - comparaison du correcteur CTC1 avec le
correcteur H∞ à 1 ddl et structure HAC/LAC.
sept configurations utilisées pour l’identification (Fig. 3.12) afin d’évaluer la robustesse en
stabilité du correcteur synthétisé dans la configuration nominale P1. De faibles amplitudes
de référence sont employées afin d’éviter la saturation des actionneurs, et correspondent à un
déplacement d’environ 1cm en bout de bras. Un comportement similaire stable est observé
pour l’ensemble des configurations (Fig. 4.26).
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Figure 4.26 – Réponses indicielles dans les sept configurations d’identification obtenues avec
le correcteur H∞ à 1 ddl et structure HAC/LAC.
Dans l’expérience de suivi de trajectoire, les axes 3 et 4 sont actionnés simultanément
(Fig. 4.27) avec les signaux de référence de mêmes caractéristiques que ceux introduits dans
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la section 4.1.1. Comme le montre la figure 4.28, l’amplitude de l’erreur est réduite de moitié
avec la structure de commande proposée, excepté pour des mouvements de grande amplitude
de l’axe 3. Les effets des couplages et l’influence de la gravité sont avantageusement réduits,
puisque l’erreur est moins perturbée par les mouvements à haute fréquence des axes et ne
présente pas de dissymétrie suivant le sens du mouvement.
0 10 20 30 40 50 60−1
0
1
Ax
e 3
 (ra
d)
0 10 20 30 40 50 60−1
0
1
Ax
e 4
 (ra
d)
Temps (s)
Figure 4.27 – Signaux de référence moteur pour l’expérience de suivi.
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Figure 4.28 – Erreur moteur obtenue avec le correcteur CTC1 (rouge) et le correcteur H∞
à 1 ddl et structure HAC/LAC (bleu).
Remarques :
– Alors que la condition de stabilité robuste théorique (4.6) n’est pas respectée pour la
commande CTC (Fig. 4.25), celle-ci est stable en pratique. Ce phénomène confirme le
caractère pessimiste de cette condition, auquel s’ajoute en pratique l’effet stabilisant des
frottements non modélisés.
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– Malgré les apports observés de la commande H∞ sur la robustesse, l’amplitude de l’erreur
maximale de suivi reste de l’ordre de 0,08 rad, et doit être améliorée. La structure à 1
ddl ne permet pas de satisfaire à la fois les spécifications de performance et de robustesse
imposées. Pour surmonter cette limitation, on envisage donc une structure anticipative à
2 ddl détaillée dans la section suivante.
4.3.3 Commande H∞ à deux degrés de liberté et anticipation
Afin de réduire l’erreur en suivi de trajectoire sous les contraintes spécifiées précédemment, on
envisage dans la suite une structure de commande à 2 ddl, recevant en entrée une information
anticipée sur le signal de référence. On introduit dans les sections suivantes le principe de cette
commande et ses cas d’utilisation rencontrés dans la littérature, et on présente la synthèse
effectuée dans le cas du robot ASSIST.
4.3.3.1 Principe général et exemples
Le caractère anticipatif, recherché dans un objectif de précision de suivi, peut être atteint
au moyen d’une structure de commande avec preview, dans laquelle une information sur les
signaux d’intérêt futurs est fournie au correcteur avec un horizon d’anticipation ta (Fig. 4.29).
Le correcteur associé peut alors consister en une boucle de rétroaction simple (feedback), ou
être augmenté par un ddl supplémentaire (feedforward) prenant en entrée uniquement les
signaux exogènes (signaux de référence par exemple) et indépendant dans son action du
correcteur feedback (Peng et Tomizuka, 1991).
K Gu(t) y(t)
r(t+ta)
Figure 4.29 – Principe de la commande avec preview.
Les méthodes de synthèse du correcteurK dans le schéma de commande avec preview reposent
entre autres sur les approches LQG, H2 ou H∞ (Tomizuka, 1996; Cohen et Shaked, 1997;
Takaba, 2003; Hoover et al., 2004; Mianzo et Peng, 2007; Ryu et al., 2008; Kristalny et Mirkin,
2010). Le problème de commande avec preview est habituellement formulé en matérialisant
l’effet d’anticipation à l’entrée du correcteur par un retard entre la référence anticipée et le
système (noté D dans la Fig. 4.31). La résolution du problème de commande passe alors par
l’augmentation du système initial par le système dynamique représentatif de ce retard. Dans
le cas discret, si Na est le nombre d’échantillons correspondant à l’horizon d’anticipation ta,
cela signifie que l’ordre du système de synthèse est augmenté de Na, ce qui peut être un
facteur limitant en termes de complexité du problème à résoudre, et de l’ordre du correcteur
correspondant.
Parmi les propriétés obtenues avec une telle structure de commande, on note que la norme
H∞ du transfert entre la référence et les sorties commandées en boucle fermée et avec anti-
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cipation, est inférieure à la performance obtenue sans anticipation, et diminue avec l’horizon
d’anticipation jusqu’à atteindre une valeur limite minimale (Takaba, 2003; Kojima et Ishijima,
2003). Dans (Middleton et al., 2004), les limitations fondamentales en suivi sont analysées
pour la combinaison de la commande à 2 ddl et de la commande avec preview dans le cas des
systèmes à non-minimum de phase. Les auteurs montrent notamment que les performances
en suivi sont améliorées avec la longueur de l’horizon d’anticipation, et que la commande
avec preview présente des avantages vis-à-vis des limitations de performances inhérentes au
systèmes à non-minimum de phase.
La situation où le signal anticipé n’est pas la trajectoire de référence mais un signal de
perturbation constitue un cas particulier de la commande avec preview (Fig. 4.30) :
– La commande avec preview est régulièrement décrite dans les travaux portant sur la suspen-
sion active de véhicule depuis (Bender, 1968). Récemment, le problème de la commande de
suspensions actives par retour de sortie, dans une synthèse multi-objectif, et tenant compte
d’une anticipation des perturbations dues aux variations de profil de la route a été proposée
dans (Akbari et Lohmann, 2010).
– Dans le domaine de la robotique médicale, une stabilisation active pour la chirurgie à cœur
battant est proposée dans (Bachta et al., 2011). L’objectif étant de rejeter les harmoniques
principales des perturbations dues au battement du cœur et la respiration, une commande
H∞ à 2 ddl est proposée, associée à une anticipation vis-à-vis de la perturbation dont
l’évolution future est estimée à partir d’un modèle de prédiction. Les composantes feedback
et feedforward du correcteur global sont synthétisées simultanément à partir de modèles à
temps continu, avec une approximation de Padé du terme de retard entre la perturbation
anticipée et le système.
Problème de suivi Problème de régulation
correcteur
feedback
correcteur
feedforward
système
etas
+
- ++yd
y
correcteur
feedforward
correcteur
feedback système+ -
++
yd= 0 y
d
etas
Figure 4.30 – Structures de commande avec preview de référence ou de perturbation (Peng
et Tomizuka, 1991).
4.3.3.2 Application au cas du robot ASSIST
De même que pour le correcteur GPC robustifié, la synthèse du correcteur H∞ à 2 ddl et
anticipation se fait à partir de modèles monovariables simplifiés (4.38) du modèle amorti dans
un objectif de réduction de l’ordre du correcteur global. La synthèse est réalisée en continu
selon le schéma global représenté Fig 4.31, et les correcteurs obtenus sont discrétisés par la
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transformation bilinéaire après réduction par la méthode de la réalisation équilibrée (Moore,
1981). L’évaluation des correcteurs se fait par rapport au modèle amorti non simplifié.
La procédure de synthèse est décomposée en deux étapes :
– Etape 1 : synthèse du correcteur de la boucle de rétroaction (noté feedback ou Hfb) ;
– Etape 2 : synthèse du deuxième ddl du correcteur, tenant compte de l’anticipation sur la
référence (noté feedforward ou Hff ).
La décomposition de la procédure de synthèse en deux étapes successives est guidée par des
considérations pratiques, et permet une meilleure compréhension des effets des composantes
feedback et feedforward ainsi qu’une meilleure maîtrise des ordres des correcteurs.
Dans le schéma de commande global envisagé (Fig 4.31), D représente un retard équivalent
à Na échantillons (horizon d’anticipation), avec lequel le signal de référence parvient au
correcteur feedback par rapport au correcteur feedforward.
d yr e fbw
ff
ufb
uff
D
Figure 4.31 – Schéma de commande à deux degrés de liberté avec anticipation.
Synthèse du correcteur feedback
La première étape de synthèse vise à satisfaire en priorité les exigences sur la robustesse
et le rejet de perturbations. On considère pour la synthèse le schéma du système augmenté
représenté dans le Tableau 4.9.Selon les considérations similaires à celles exposées au para-
graphe 4.3.2.2, et avec les mêmes notations, sont choisis les filtres de pondération W2 (ordre
4) et W3 (ordre 3, obtenu à partir de W1W3 d’ordre 1), auquel est ajouté le filtre W1 (ordre
2) de type coupe-bande au niveau de la première résonance. Les formes canoniques des filtres
considérés dans la synthèse du correcteur H∞ à 2 ddl sont résumées dans le Tableau 4.9.
Un correcteur continu d’ordre 12 est ainsi obtenu pour chaque axe (γaxe 3 = 1,96, γaxe 4 =
3,09). Les correcteurs sont réduits à l’ordre 8, et l’action intégrale est isolée afin d’assurer
une erreur statique nulle (Fig. 4.32), puis sont discrétisés (γaxe 3 = 2,25, γaxe 4 = 2,79). Les
transferts en boucle fermée obtenus avec le correcteur feedback non réduit discrétisé, et les
pondérations utilisées dans la synthèse sont représentés Fig. 4.33. Les modes flexibles sont bien
atténués, la contrainte de robustesse respectée, et le rejet de perturbations en entrée efficace
aussi bien en hautes qu’en basses fréquences. Le manque de rapidité constaté sur le transfert
Sy (pente insuffisante en basses fréquences) sera compensé par le correcteur feedforward. Les
marges de stabilité correspondantes au correcteur feedback final (réduit discrétisé) appliqué
au modèle d’évaluation sont résumées dans le tableau 4.8.
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Figure 4.32 – Correcteurs feedback continus initiaux et réduits.
Tableau 4.8 – Marges de stabilité des correcteurs feedback réduits discrétisés appliqués au
modèle d’évaluation.
Mϕ (◦) ωc (Hz) MG (dB) Mτ |Sy|maxdB |Ty|maxdB
Axe 3 71,3 26,7 8,37 1,9 4,89 0
Axe 4 65,9 31,7 9,09 1,5 4,96 0,20
Synthèse du correcteur feedforward
Dans une deuxième étape, le degré de liberté feedforward du correcteur est synthétisé afin de
minimiser l’erreur en suivi de trajectoire. Le système augmenté utilisé pour la synthèse est
représenté Tableau 4.9.En plus du modèle de synthèse simplifié, on considère ici le correcteur
feedback Hfb continu non réduit (ordre 12), ainsi que le bloc D(s) équivalent à un retard de
Na échantillons, obtenu à partir de D(z) = z−Na par la transformation bilinéaire inverse.
La pondération W1 est choisie afin de contraindre le transfert Sy en basses fréquences pour
minimiser l’erreur de suivi (filtre d’ordre 4), et la contrainte W2 (filtre d’ordre 4) utilisée
dans la synthèse de Hfb est maintenue pour éviter un niveau excessif de commande. Dans un
compromis entre les performances et l’ordre du correcteur obtenus, un horizon de Na = 7 est
sélectionné. Un correcteur continu d’ordre 30 est ainsi obtenu pour chaque axe, puis réduit à
l’ordre 12 (Fig. 4.34) et discrétisé.
L’évaluation du correcteur complet feedback et feedforward et sa comparaison au correcteur
feedback seul est représentée Fig. 4.35 à partir des fonctions Sy (sensibilité directe) et KSy
(transfert bruit-commande). On constate que le transfert Sy est sensiblement amélioré, pour
une dégradation limitée du transfert KSy vis-à-vis de la borne W∆. Les réponses indicielles
sont comparées Fig. 4.36(a) et 4.36(b), illustrant le caractère anticipatif du correcteur final
et sa rapidité par rapport au système initial amorti corrigé par le correcteur feedback unique-
ment. Un dépassement inférieur à 10% est observé, même si l’axe 3 présente des oscillations
résiduelles. Les réponses temporelles en rejet de perturbation en entrée sont représentées
Fig. 4.36(c) et 4.36(c), et sont comparables en amplitude aux gabarits et réponses obtenues
dans le cas du GPC robustifié (Fig. 4.21), pour un temps d’atténuation plus élevé.
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Tableau 4.9 – Résumé de la synthèse H∞ à 2ddl et anticipation.
Correcteur Système augmenté de synthèse et pondérations
feedback
d
W2 W3W1
yr ue
e' u' d
d'
fb
W fb1 = KfbW1Wnotch
W fb2 = KfbW2W∆
W fb3 =
1
W13W1
, avec 1
W13
= KW13
Ks+ ωc13ε
s+ ωc13
feedforward
d yr
W1
e
e'
W2
u
u'
fb
w
ff
ufb
uff
D
Wff1 = KffW1WnotchW10, avec
1
W10
=
(√
Ks+ ωc1
√
ε
s+ ωc1
)2
Wff2 = KffW2W∆
Wnotch =
s2 + αs+ ωmin0 ωmax0
s2 + maxαs+ ωmin0 ωmax0
, α = ω
max
0 − ωmin0
¯
√
1− ¯2
1− 2max
, max < ¯
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Figure 4.33 – Transferts en boucle fermée du modèle d’évaluation avec le correcteur feedback
non réduit discrétisé (traits pleins), et pondérations utilisées dans la synthèse pour les axes
3 et 4 (traits pointillés).
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Figure 4.34 – Correcteurs feedforward continus initiaux et réduits.
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Figure 4.35 – Comparaison du correcteur complet feedback et feedforward avec le correcteur
feedback seul à travers les transferts Sy et KSy (modèle d’évaluation non simplifié).
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Figure 4.36 – Evaluation en simulation du correcteur complet feedback et feedforward sur le
modèle d’évaluation non simplifié : comparaison des réponses temporelles indicielles obtenues
avec le correcteur feedback, et rejet de perturbation (pas d’effect du correcteur feedforward).
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4.4 Comparaison expérimentale
Dans cette section, les correcteurs développés sont évalués expérimentalement sur le robot
ASSIST et comparés entre eux (pour un résumé des commandes développées dans ce chapitre,
voir le Tableau 4.10). Les correcteurs de l’exemple introductif sont rappelés pour référence.
Les correcteurs implantés sont :
◦ CTC1 : proportionnel-dérivé sans boucle interne, réglage lent ;
◦ CTC2 : proportionnel-dérivé sans boucle interne, réglage rapide ;
◦ GPC avant robustification, réglage maximisant le gain (avec boucle interne) ;
◦ GPC après robustification, avec transferts KSy et SyG modelés (avec boucle interne) ;
◦ H∞ à 2 ddl et anticipation (avec boucle interne).
Tableau 4.10 – Résumé des lois de commande synthétisées dans ce chapitre.
Correcteur Section Modèle de synthèse Objectif de synthèse
1/s2
modèle flexible
amorti
(sec. 4.1.2.2)
modèle flexible
amorti simplifié
(éq. 4.38)
précision robustesse
CTC1 (lent) 4.1.1 • ◦
CTC2 (rapide) 4.1.1 • ◦
GPC1 (C = 1) 4.2.3.1 • •
GPC2 (C = 1− 0.6z−1) 4.2.3.1 • • ◦
H∞ à 1ddl 4.3.2.2 • •
GPC robustifié 4.2.3.2 • • •
- synthèse initiale • •
- robustification • •
H∞ à 2ddl 4.3.3.2 • • •
- feedback • •
- feedforward • •
On compare en particulier :
• au niveau moteur, les performances de suivi de trajectoire, pour la trajectoire de référence
représentée Fig. 4.27 (section 4.4.1) ;
• au niveau de l’effecteur dans l’espace cartésien, la qualité du rejet d’une perturbation
générée par la suppression brusque d’une masse de 1kg en bout de bras (section 4.4.2).
Les mesures dans l’espace cartésien de la position de l’effecteur sont effectuées à l’aide du
tracker laser Leica. Le dispositif expérimental est décrit en Annexe A.1.
4.4.1 Suivi moteur
Les erreurs maximales pour chaque type de correcteur sont résumées dans le tableau 4.11.
L’erreur minimale est obtenue avec le GPC avant robustification, et est identique pour les
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deux axes. Pour les autres correcteurs, l’erreur maximale obtenue pour l’axe 4 est toujours
supérieure à celle de l’axe 3, traduisant notamment les effets des couplages (l’axe 4 est en-
traîné par les mouvements à grande amplitude de l’axe 3). Ces effets sont minimisés dans la
commande H∞ à 2 ddl et anticipation, qui est la plus performante de ce point de vue après
le GPC non robustifié.
Tableau 4.11 – Erreurs moteur maximales observées en suivi de trajectoire.
axe 3 (×10−3 rad) axe 4 (×10−3 rad)
CTC1 22,7 77,6
CTC2 5,00 20,0
GPC avant robustification 2,50 2,50
Hinf 1ddl 25,0 40,0
GPC après robustification 5,00 15,0
Hinf à 2 ddl anticipatif 6,00 8,00
Les courbes expérimentales présentent la comparaison des correcteurs suivants :
– Figure 4.37 (correcteur GPC avant et après robustification) : le GPC avant robustification
à grands gains minimise l’erreur de suivi, alors que l’erreur obtenue avec le GPC robustifié
est comparable à celle du CTC2 ; l’influence de la gravité et des couplages est réduite avec
les deux commandes (amplitudes indépendantes du sens du mouvement), excepté pour les
mouvements à grande amplitude de l’axe 3 (t = 0 à 15s) se traduisant par des pics d’erreur
au niveau de l’axe 4 ;
0 5 10 15 20 25 30−0.01
−0.005
0
0.005
0.01
Err
eu
r a
xe
 3 
(ra
d)
0 5 10 15 20 25 30−0.02
−0.01
0
0.01
0.02
Temps (s)
Err
eu
r a
xe
 4 
(ra
d)
Figure 4.37 – Comparaison de l’erreur moteur en suivi de trajectoire avec les correcteurs
GPC avant robustification (rouge), GPC après robustification (bleu), et CTC2 (gris).
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– Figure 4.38 (correcteur GPC robustifié et correcteur H∞ à 2 ddl et anticipation) : les deux
correcteurs, synthétisés sous des contraintes équivalentes, présentent des erreurs similaires,
mis à part pour les mouvements à grande amplitude de l’axe 3 (t = 0 à 15s), qui ont une
moindre influence avec le correcteur H∞.
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Figure 4.38 – Comparaison de l’erreur moteur en suivi de trajectoire avec les correcteurs
GPC après robustification (bleu), H∞ à 2 ddl et anticipation (vert), et CTC2 (gris).
Les figures 4.39, 4.40 et 4.41 représentent l’influence d’une charge de 1kg fixée en bout de
bras sur l’erreur moteur respectivement pour la commande GPC avant robustification, la
commande GPC robustifié, et la commande H∞ à 2 ddl et anticipation. Les deux derniers
correcteurs sont plus robustes vis-à-vis des variations de la charge avec une augmentation
réduite de l’erreur, présente essentiellement sur l’axe 4. Celle observée pour le correcteur H∞
est la moins importante.
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Figure 4.39 – Erreur moteur en suivi de trajectoire avec le correcteur GPC avant robustifi-
cation sans charge (trait plein) et avec charge de 1kg (trait pointillé).
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Figure 4.40 – Erreur moteur en suivi de trajectoire avec le correcteur GPC robustifié sans
charge (trait plein) et avec charge de 1kg (trait pointillé).
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Figure 4.41 – Erreur moteur en suivi de trajectoire avec le correcteur Hinf à 2 ddl et
anticipation sans charge (trait plein) et avec charge de 1kg (trait pointillé).
4.4.2 Rejet de perturbations au niveau de l’effecteur du robot
L’expérience de rejet de perturbations présentée dans l’exemple introductif (section 4.1.1) est
ici reproduite pour les correcteurs GPC avant robustification, GPC après robustification et
H∞ à 2 ddl et anticipation. Le bras étant étendu à l’horizontale (q1 = q2 = 0rad), une masse
de 1kg est attachée à son extrémité puis, une fois le régime permanent atteint, subitement
détachée. Les essais sans charge et avec charge sont réalisés. Dans l’expérience avec charge, le
bras est agrémenté de deux masses de 1kg à son extrémité, dont une est détachée pour créer
la perturbation.
Les figures 4.42 et 4.43 illustrent le comportement nominal sans charge. L’essai avec le cor-
recteur CTC2 est représenté en gris clair pour référence. Tandis que la commande GPC non
robustifiée entraine un comportement vibratoire similaire au CTC2, les correcteurs GPC ro-
bustifié et H∞ permettent d’amortir efficacement les oscillations résiduelles, la commande
GPC étant dans ce cas un peu plus amortissante.
Les expériences avec charge sont représentées Fig. 4.44, 4.45 et 4.46. On peut observer sur la
réponse du système avec le correcteur GPC avant robustification une variation de la fréquence
de résonance due à la variation de la masse, et un moindre amortissement. Les réponses avec
les commandes GPC robustifé et H∞ subissent des modifications semblables, celle de la H∞
variant toutefois moins par rapport à la réponse sans charge. Le caractère amortissant est
globalement préservé, avec des oscillations secondaires plus marquées.
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Figure 4.42 – Rejet de perturbation avec les correcteurs GPC avant robustification (rouge),
GPC après robustification (bleu) et CTC2 (gris).
0 2 4 6 8 10 12 14−2
0
2
4
6
8
10
12x 10
−3
Dé
pla
ce
me
nt 
ve
rtic
al 
se
lon
 l’a
xe
 Z(
m)
Temps (s)
(a) Déplacement vertical selon Z.
0 2 4 6 8 10 12 14−0.5
0
0.5
1
1.5
2
2.5
Dé
pla
ce
me
nt 
ve
rtic
al 
no
rm
alis
é
Temps (s)
(b) Déplacement vertical normalisé par rapport à
la valeur finale atteinte.
Figure 4.43 – Rejet de perturbation avec les correcteurs GPC robustifié (bleu) et H∞ à 2
ddl et anticipation (vert).
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Figure 4.44 – Rejet de perturbation avec le correcteur GPC avant robustification sans charge
(trait plein) et avec charge de 1kg (trait pointillé).
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Figure 4.45 – Rejet de perturbation avec le correcteur GPC robustifié sans charge (trait
plein) et avec charge de 1kg (trait pointillé).
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Figure 4.46 – Rejet de perturbation avec le correcteur H∞ à 2 ddl sans charge (trait plein)
et avec charge de 1kg (trait pointillé).
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4.5 Conclusion
Dans cette section, deux méthodes de synthèse de commande robuste pour le suivi de trajec-
toire et amortissement de vibrations ont été présentées. La première s’inscrit dans le forma-
lisme de la commande prédictive GPC, permettant de robustifier un correcteur initial sous
des contraintes fréquentielles et temporelles. La deuxième repose sur les techniques H∞, et
consiste en une synthèse en deux étapes d’un correcteur à 2 ddl et anticipation. Ces méthodes
permettent de pallier les insuffisances des correcteurs GPC et H∞ initiaux qui se traduisent
pour la commande GPC par un comportement non amortissant et non robuste, et pour la
commande H∞ par une précision insuffisante en suivi moteur. Les correcteurs finaux com-
binent les propriétés anticipatives, robustes et amortissantes, confirmées lors de l’évaluation
expérimentale sur le robot ASSIST. Les commandes GPC robustifiée et H∞ à 2 ddl et antici-
pation étant synthétisées sous des contraintes similaires, des performances comparables sont
observées, la commande H∞ étant légèrement plus robuste et moins sensible aux couplages,
et la commande GPC robustifiée étant légèrement plus amortissante sur le système nominal.
Du point de vue de la complexité de réglage, les deux méthodes sont ici mises en œuvre
via une synthèse sur des modèles simplifiés des deux axes, rendus très similaires par la
pré-compensation rigide et la boucle interne d’amortissement. Les réglages sont donc très
semblables entre les axes du robot, ce qui constitue un point positif dans une perspective
d’extension à un cas à plus de degrés de liberté. Les deux méthodes ont en commun le choix
de filtres de pondérations fréquentielles et de gabarits. Les différences consistent en une syn-
thèse GPC initiale dans la première approche (sans exigences particulières sinon la stabilité et
la maximisation du gain en boucle ouverte corrigée), et les deux étapes de synthèse H∞ dans
la deuxième approche, dont les différents choix des filtres peuvent être un peu plus délicats.
Le choix de l’horizon de prédiction n’est pas équivalent entre les deux approches, celui-ci
augmentant significativement l’ordre et la complexité du problème H∞. Du point de vue de
la complexité numérique, le correcteur H∞, d’ordre plus important que la commande GPC
robustifiée, est implanté sous forme d’état, et nécessite le stockage d’un plus grand nombre
de paramètres et plus d’opérations à effectuer en ligne.
En conclusion, les deux approches de commande, H∞ à 2 ddl et anticipation et GPC robus-
tifié, conduisent à des niveaux de performance similaires pour des synthèses réalisées sous
des contraintes comparables, et résultent en un comportement satisfaisant au niveau de l’ef-
fecteur dans le cadre applicatif considéré. Dans une perspective d’extension multivariable, la
commande H∞ offre un cadre adapté sans modifications majeures, tandis que dans le cas du
GPC, des techniques plus complexes de robustification de lois de commande prédictives mul-
tivariables doivent être mises en œuvre (Stoica, 2008), faisant appel à un formalisme d’état.
Notons enfin que les performances de suivi ont été ici optimisées pour un critère de robustesse
donné, issu dans le cas étudié de l’identification expérimentale, et probablement pessimiste.
Une analyse plus fine de la robustesse, en considérant par exemple une description structurée
des incertitudes, devrait permettre d’alléger cette contrainte pour améliorer la précision du
suivi de trajectoire.

Chapitre 5
Vers une interaction sûre avec
l’opérateur humain
Sommaire
5.1 Robots collaboratifs et sécurité . . . . . . . . . . . . . . . . . . . . 118
5.1.1 Evaluation des risques . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.1.2 Méthodes de détection de collision . . . . . . . . . . . . . . . . . . . 120
5.2 Détection de collision sous incertitudes de modélisation . . . . . 121
5.2.1 Nécessité de méthodes avancées de détection . . . . . . . . . . . . . 121
5.2.1.1 Exemple introductif . . . . . . . . . . . . . . . . . . . . . . 121
5.2.1.2 Analyse de la génération de résidus . . . . . . . . . . . . . 123
5.2.2 Méthode proposée . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2.2.1 Modélisation du résidu . . . . . . . . . . . . . . . . . . . . 125
5.2.2.2 Evaluation du résidu - filtrage et seuil dynamique . . . . . 126
5.2.2.3 Formulation récursive . . . . . . . . . . . . . . . . . . . . . 127
5.2.3 Mise en œuvre expérimentale . . . . . . . . . . . . . . . . . . . . . . 130
5.2.3.1 Réglages et analyse préliminaire . . . . . . . . . . . . . . . 130
5.2.3.2 Caractérisation expérimentale de la sensibilité . . . . . . . 134
5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Différentes directions de recherche visent à pourvoir les robots collaboratifs d’un niveau de
sécurité suffisant pour un fonctionnement à proximité de l’opérateur humain. Une première
catégorie d’approches, souvent désignée par le terme soft robotics dans la littérature (Albu-
Schaffer et al., 2008), s’intéresse à la commande de la compliance du robot (contrôler sa
capacité à adopter un comportement souple vis-à-vis de son environnement), et propose entre
autres l’emploi de structures mécaniques innovantes, comme par exemple les actionneurs à
raideur variable (rigides en mouvement libre, souples lors de l’interaction). Dans une catégorie
d’approches complémentaire, des méthodes de détection de collisions sont envisagées afin de
rendre le robot manipulateur, y compris de structure mécanique industrielle classique, sensible
vis-à-vis de son environnement et des actions mécaniques extérieures appliquées. Dans le
scénario interactif décrit Fig. 1.3, la détection de collision permet ainsi le passage d’un mode
de commande en position vers un mode de sécurité dans lequel l’opérateur peut déplacer
librement le robot. Dans ce chapitre, après avoir présenté la problématique de sécurité dans
la robotique interactive, une nouvelle méthode est proposée pour la détection de collisions avec
l’environnement du robot, sans capteur d’effort et robuste aux incertitudes de modélisation.
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5.1 Robots collaboratifs et sécurité
Cette section introduit dans un premier temps les principaux critères entrant en jeu lors de
l’évaluation des risques liés à l’interaction physique homme-robot. Dans un deuxième temps,
les méthodes de détection de collisions existantes sont présentées.
5.1.1 Evaluation des risques
Différents critères d’évaluation des risques liés à une collision avec un robot ont été proposés
ces dernières années dans la perspective d’une normalisation de l’interaction homme-robot
dans le contexte industriel (Haddadin et al., 2009; Fryman et Matthias, 2012). L’objectif
de cette section est de présenter quelques-uns de ces critères pour mettre en évidence ceux
pouvant être minimisés par une stratégie de détection de collision adéquate.
Types de contacts
Une classification des scénarios de contact a été proposée par (Haddadin et al., 2009), rappelée
ici Fig. 5.1. Ces différents scénarios sont liés à des risques de nature différente, et influencés par
des facteurs différents tels que la vitesse, la masse, et le couple maximal développé, mais aussi
la rigidité du robot, la nature de l’outil manipulé ou encore la distance aux configurations
singulières du robot dans le cas d’un contact avec contrainte. On s’intéressera dans la suite
principalement aux impacts sans contrainte (scénario 1).
1
2 3
4
5
Figure 5.1 – Scénarios de contact possibles (Haddadin et al., 2009) : 1) impact sans
contrainte, 2) impact avec contrainte partielle, 3) impact avec contrainte, 4) coincement dans
la structure du robot, 5) impact secondaire.
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Critères liés aux risques de dommages corporels
En complément aux normes existantes EN ISO 10218-1, -2 et ISO/TS 15066, qui définissent
les mesures de prévention de risques de collision, l’organisme allemand IFA 1 fournit des
recommandations pour l’évaluation des risques des postes de travail comportant des robots
collaboratifs (IFA, 2009).
Ces recommandations établissent, à partir des caractéristiques biomécaniques du corps hu-
main, les facteurs de risque en termes de force de compression (CSF), de force d’impact (IMF)
et de pression par surface (PSP) exercés par le robot, et définit les valeurs limites indicatives
correspondant à des lésions de niveau de gravité 1 selon l’échelle AIS 2005 2. Les critères
fournis par l’IFA supposent que les collisions ne doivent provoquer ni pénétration profonde
de la peau et des tissus sous-jacents accompagnée de plaies saignantes, ni fractures ou autres
lésions du système musculo-squelettique. Les limites maximales des forces de compression
s’échelonnent de 35N à 220N en fonction des parties concernées du corps, et celles des forces
d’impact de 35N à 250N (voir tableau E.1 en Annexe E).
Autres critères et discussion
Dans le cas où le contact dû à la collision ne cause pas de blessure directe, le niveau de douleur
ressentie au contact a également été examiné. En particulier, plusieurs travaux ont cherché à
établir le seuil de douleur physique tolérée en cas de collision avec un robot (Yamada et al.,
1997; Povse et al., 2011).
– Dans (Yamada et al., 1997), les forces maximales tolérées Fm sont établies expérimentale-
ment en fonction de la durée ∆t d’application d’une force de contact supérieure ou égale à
Fm. L’amplitude de la force tolérée diminue lorsque ∆t augmente, mettant en évidence la
nécessité de détection rapide de collisions. La limite globale de 50N est proposée pour la
force de contact tolérée.
– (Povse et al., 2011) établit expérimentalement le lien entre le niveau de douleur ressenti et
la densité d’énergie de l’impact définie par e =
∫ tfin
tdeb
Fimpact(t)dt/Seff , où Fimpact désigne
la force de contact au niveau de l’effecteur, et Seff représente la surface de l’effecteur.
Notons enfin que le ressenti psychologique du danger en présence d’un robot a également
été évalué. Yamada et al. (1997) rapporte notamment les valeurs indicatives maximales de
la vitesse v et de l’accélération a pour un mouvement sans contact ressenti comme sûr (v ≤
0,6m/s, a ≤ 4,9m/s2), ces valeurs étant cependant affectées d’une grande variabilité en
fonction des individus.
Les critères précédents définissent des valeurs limites de forces de contact (compression, im-
pact) entre l’humain et le robot en cas de collision. Devant la nécessité de supprimer rapi-
dement les forces potentiellement dangereuses lors d’une collision, il est essentiel de pouvoir
détecter tout contact du robot avec son environnement i) le plus rapidement possible, ii) avec
la meilleure sensibilité de détection possible.
1. Institut pour la sécurité et la santé au travail de l’Assurance sociale allemande des accidents de travail
et maladies professionnelles (DGUV).
2. L’échelle AIS (Abbreviated Injury Scale), publiée par l’AAAM (Association for the Advancement of
Automotive Medicine) (AAAM, 2005), fournit une description et une classification de la gravité des lésions
traumatiques. Le degré de sévérité s’échelonne de 1 (gravité mineure, blessures superficielles) à 6 (gravité
maximale).
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5.1.2 Méthodes de détection de collision
Le problème de détection de collision d’un robot avec son environnement sans capteurs de
force additionnels peut être englobé dans le cadre plus général de la détection et isolation
de faute. Les stratégies de détection peuvent souvent être décomposées en deux étapes dis-
tinctes (Chow et Willsky, 1984), qui sont 1) la génération de résidu, 2) l’évaluation du résidu
(Fig. 5.2). Dans la première étape, le signal appelé résidu et contenant la signature de la
faute est généré par comparaison du comportement dynamique du système considéré avec les
prédictions issues d’un modèle. Dans la deuxième étape, ce résidu est traité et évalué afin de
produire la décision logique indiquant la faute détectée ou non.
Etat
Etape 1: Génération de résidu Etape 2: Evaluation du résidu Etape 3: Stratégie
post-impact
Résidu
Traitement du signal
et comparaison 
avec seuil Décision,signal 
d'alerte
ROBOT
Modèle
dynamique
du robot
ext
Arrêt / 
Evitement /
Recalcul de la 
trajectoire /
Passage en mode 
transparent sûr...
Figure 5.2 – Etapes d’un algorithme de détection de collision.
Différentes approches de génération de résidu sont issues du domaine de l’automatique puis-
qu’une faute dans un système dynamique se traduit généralement par une variation de ses
variables d’état ou de ses paramètres. Les méthodes de diagnostic quantitatives par modèle
reposent ainsi sur l’observation de l’état, au moyen d’observateurs ou filtres de Kalman, ou
sur l’estimation en ligne de paramètres, faisant par exemple usage de techniques de type
moindres carrés (Frank et Ding, 1997; Venkatasubramanian et al., 2003). Une méthode asso-
ciant observateur et compensation de frottement non-linéaire est proposée pour la détection
de couple extérieur appliqué à un robot industriel dans (Schneider et Frank, 1996).
Une stratégie de génération de résidu classique en robotique consiste à comparer le couple τ
réellement appliqué au robot avec le couple τˆ estimé à partir d’un modèle dynamique inverse
embarqué (Haddadin et al., 2008). Une amélioration de cette approche consiste en une compa-
raison des quantités de mouvements, dans une procédure ne nécessitant pas la connaissance
des accélérations, importante source de bruit lorsque celles-ci sont estimées par dérivation
numérique (De Luca et al., 2006; Haddadin et al., 2008). Une autre approche reposant sur un
filtrage du couple et ne nécessitant pas de mesures ou estimées de l’accélération est présentée
dans (Dixon et al., 2000a).
Toutes les méthodes de génération de résidu faisant usage d’un modèle peuvent être sensibles
aux incertitudes de modélisation. Une étape d’évaluation du résidu robuste doit par consé-
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quent permettre de différencier les effets de fautes des effets des erreurs de modélisation. Une
méthode d’évaluation basique consiste à comparer le résidu avec un seuil constant, qui doit
alors être supérieur à l’erreur de modèle maximale (Haddadin et al., 2008). Afin de dépas-
ser le compromis inhérent à cette méthode entre la sensibilité de l’algorithme aux collisions
extérieures et sa robustesse aux erreurs de modèle, un seuil adaptatif, calculé à partir de
règles de la logique floue, est proposé dans (Schneider et Frank, 1996). La difficulté de cette
méthode est liée au grand nombre d’essais et de mesures nécessaires pour formuler et tester
les règles d’inférence les mieux adaptées au problème. Dans (Dixon et al., 2000a) et (De Luca
et Mattone, 2004), des seuils dynamiques sont également proposés, associés à la mise à jour
en ligne des paramètres du modèle dynamique du robot. Ces techniques reposent sur la li-
néarité du modèle dynamique rigide de robots manipulateurs vis-à-vis de ses paramètres, et
utilisent des algorithmes d’optimisation, comme par exemple l’algorithme du gradient. Ce-
pendant, l’adaptation en ligne des paramètres doit éviter de décrire également les variations
du système dues à la faute à détecter. Dans (Dixon et al., 2000a), les étapes d’adaptation
et de détection sont découplées, les paramètres étant adaptés sur toute nouvelle trajectoire
du robot avant que le mécanisme de détection ne soit activé. De Luca et Mattone (2004)
proposent de surmonter les limites de cette détection en deux temps, pour une adaptation et
une détection simultanées, à l’aide d’une sur-paramétrisation du modèle dynamique rigide.
Cette sur-paramétrisation consiste à autoriser les mêmes paramètres physiques du modèle
rigide à prendre des valeurs différentes selon les différents axes.
5.2 Détection de collision sous incertitudes de modélisation
On propose dans cette section une méthode d’évaluation améliorée du résidu permettant de
détecter une collision avec une haute sensibilité en présence d’incertitudes de modélisation. Le
problème principal réside dans l’isolation des perturbations dues à une collision potentielle,
qui se manifestent au même niveau que les perturbations dues aux incertitudes de modélisa-
tion sur le résidu non traité, et ne peuvent donc pas être simplement observées. On montre
qu’un filtrage approprié associé à un seuil fonction de l’état du système permet d’extraire
l’information de collision à partir de ses effets dynamiques.
Dans une première partie 5.2.1, la nécessité de méthodes avancées de détection est mise
en évidence à partir d’un exemple introductif et de l’analyse de la méthode de génération
de résidus utilisée en robotique. Les étapes de la méthode proposée sont ensuite détaillées
dans la section 5.2.2, et une caractérisation expérimentale de la sensibilité de l’algorithme est
finalement effectuée pour le robot ASSIST dans la section 5.2.3.
5.2.1 Nécessité de méthodes avancées de détection
5.2.1.1 Exemple introductif
Afin de mettre en évidence les effets d’une collision non détectée, on réalise deux expériences
successives sur le robot ASSIST asservi en position. La première est une expérience de mou-
vement libre, tandis que la deuxième, avec la même trajectoire de référence, comporte deux
collisions (effort résistant exercé ponctuellement par l’opérateur et opposé au sens du mouve-
ment). Aucune méthode de détection n’est employée à ce stade, on étudie donc les effets des
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collisions par comparaison des signaux enregistrés lors de ces deux expériences identiques en
tout point excepté les collisions.
L’expérience est réalisée avec le robot contrôlé en position avec un correcteur PD simple axe
par axe suivant une trajectoire triangulaire filtrée (créneaux de vitesse), les deux axes étant
actionnés simultanément avec des mouvements de fréquences différentes. Ces choix impliquent
une situation défavorable car le suivi n’est pas particulièrement précis, la dynamique du robot
est bien sollicitée lors des changements de signe de la vitesse, et l’influence des couplages est
importante.
Les effets des deux collisions d’amplitudes modérées sont illustrés Fig. 5.3 à travers la com-
paraison des signaux de position (Fig. 5.3(a)), de l’erreur de suivi (Fig. 5.3(b)) et de courant
moteur (Fig. 5.3(c)) pour les deux expériences. On présente également le résidu entre le couple
réellement demandé et celui calculé à partir du modèle dynamique rigide (5.1) dans les deux
cas avec ou sans collision (Fig. 5.3(d)).
0 5 10 15 20
−0.2
0
0.2
0.4
Ax
e 3
 (ra
d)
sans collision
avec collision
0 5 10 15 20
−0.4
−0.2
0
0.2
Ax
e 4
 (ra
d)
Temps (s)
collision 1 collision 2
(a) Positions moteur.
0 5 10 15 20
0.05
0.1
0.15
Ax
e 3
 (ra
d)
sans collision
avec collision
0 5 10 15 20
0
0.05
0.1
0.15
Ax
e 4
 (ra
d)
Temps (s)
collision 1 collision 2
(b) Erreurs de suivi moteur.
0 5 10 15 20
0.5
1
1.5
2
Ax
e 3
 (A
)
sans collision
avec collision
0 5 10 15 20
−1.5
−1
−0.5
0
0.5
Ax
e 4
 (A
)
Temps (s)
collision 1 collision 2
(c) Courants moteur.
0 5 10 15 200
5
10
15
0 5 10 15 200
1
2
3
4
5
Temps (s)
Ax
e 3
 (N
)
Ax
e 4
 (N
)
sans collision
avec collision
collision 1 collision 2
(d) Résidus r = τ − τˆ (5.3).
Figure 5.3 – Mise en évidence des effets d’une collision non détectée à partir de la com-
paraison de deux essais identiques réalisés sans, puis avec collisions indiquées par les zones
ombrées.
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Les effets des collisions se manifestent essentiellement sur l’axe 4, et dans une moindre mesure
sur l’axe 3. Si la stratégie de détection était fondée sur l’erreur de suivi moteur, les collisions
seraient impossibles à détecter sur la trajectoire présentée et avec le correcteur employé,
l’erreur de suivi en mouvement libre présentant des pics d’amplitude plus importants que ceux
dûs aux collisions. Si la stratégie de détection était fondée sur le courant moteur en imposant
un courant maximal à ne pas dépasser, les collisions seraient également indétectables pour la
même raison. Enfin, une stratégie de détection fondée sur la comparaison du résidu avec un
seuil statique réglé de façon à ne pas produire de fausses alertes s’avère également insuffisante.
5.2.1.2 Analyse de la génération de résidus
Une analyse plus détaillée de la méthode de génération des résidus permet de mieux com-
prendre les limitations constatées. Le résidu est ici calculé à partir du modèle dynamique
inverse rigide. Le couple réel appliqué au robot est supposé modélisé par :
τ = Mrig(q)q¨ +H(q,q˙) + τext (5.1)
avec H(q,q˙) = C(q,q˙)q˙+ τG(q) + τf , τf = Fv q˙+Fssign(q˙), et τext le couple extérieur appliqué
au robot dû à une collision. Le couple estimé à partir du modèle du robot correspond à :
τˆ = Mˆrig(q)q¨ + Hˆ(q,q˙) (5.2)
La différence entre le couple réel appliqué au robot (mesuré directement ou estimé à partir
des courants moteur), et le couple estimé, forme le résidu r qui représente une image fidèle
du couple extérieur τext dans le cas d’un modèle parfaitement connu :
r = τ − τˆ =
idéal
τext (5.3)
Cependant, le couple estimé τˆ est affecté par des perturbations provenant notamment des
incertitudes de modélisation des termes Mˆrig(q) et Hˆ(q,q˙), ce qui conduit à l’expression
suivante :
r = τext + δM(q)q¨ + δH(q,q˙) (5.4)
avec : {
δM(q) = Mrig(q)− Mˆrig(q)
δH(q,q˙) = H(q,q˙)− Hˆ(q,q˙) (5.5)
En pratique, les termes perturbateurs δM(q) et δH(q,q˙) sont non nuls, et le résidu r n’est pas
égal à zéro en l’absence de collision mais dépend également de l’état du robot. Ce phénomène
est illustré Fig. 5.4 à travers la comparaison des couples réel et fourni par le modèle dynamique
inverse rigide dans le cas du robot ASSIST, pour des trajectoires de validation sinusoïdales
modulées en fréquence. La dépendance du résidu à l’accélération et à la vitesse est illustrée
Fig. 5.5(a) et 5.5(b) à partir d’un autre essai sur l’axe 3 (trajectoire en créneaux de vitesse,
avec une vitesse maximale atteinte correspondant à 20% de la vitesse moteur maximale
autorisée), traduisant respectivement des incertitudes de la matrice d’inertie et des termes
de frottement à faibles vitesses.
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Figure 5.4 – Comparaison du couple réel appliqué au robot avec le couple prévu par le modèle
rigide identifié - couples et résidus pour une trajectoire sinusoïdale modulée en fréquence.
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Figure 5.5 – Dépendance du résidu à l’état du robot (exemple de l’axe 3, trajectoire en
créneaux de vitesse d’amplitude croissante).
5.2. Détection de collision sous incertitudes de modélisation 125
Ainsi, la simple comparaison du résidu avec un seuil statique s’avère insuffisante dans le cas
où le résidu dépend fortement de la qualité du modèle (structure du modèle physique choisie
et valeurs des paramètres identifiés), comme le montre la Fig. 5.6 à travers la comparaison
qualitative de trois seuils d’évaluation du résidu : 1) seuil statique supérieur au maximum des
erreurs de modélisation, minimisant les fausses alertes, mais peu sensible aux collisions, 2)
seuil statique de faible amplitude, sensible aux collisions, mais générant des fausses alertes,
3) seuil dynamique dépendant de l’état, à la fois sensible aux collisions et évitant les fausses
alertes. Afin de dépasser le compromis entre sensibilité de l’algorithme et nombre de fausses
alertes, inévitable dans le cas d’un seuil constant, et de discriminer efficacement les effets
dynamiques d’une collision des perturbations dues aux incertitudes, on s’attache donc dans
la suite au développement d’une méthode d’évaluation du résidu composée d’une étape de
filtrage, et d’une comparaison avec un seuil dynamique fonction de l’état du système.
Résidu
Seuil statique
Ts1
Seuil statique
Ts2<Ts1
Temps
Seuil dynamique
Td
Dépassement dû aux
erreurs de modélisation
Dépassement dû à
une collision externe
Détection (  ), mais fausse alerte (  )
Pas de fausse alerte,
faible sensibilité de détection
Détection (  ) plus sensible, 
pas de fausse alerte
Figure 5.6 – Méthodes d’évaluation du résidu - comparaison avec différents seuils en présence
d’incertitudes de modélisation.
5.2.2 Méthode proposée
La méthode exposée ci-dessous repose sur une modélisation particulière du résidu introduite
dans la section 5.2.2.1. Le modèle proposé, écrit sous une forme linéaire multivariable, explicite
les dépendances vis-à-vis de l’état du robot dues aux incertitudes paramétriques, et inclut un
terme regroupant l’influence du bruit ou des dynamiques non modélisées. Ce modèle linéaire
est utilisé pour définir un filtrage adéquat du résidu, et construire un seuil dynamique selon
la méthode exposée dans la section 5.2.2.2. Enfin, la section 5.2.2.3 détaille l’estimation en
ligne des paramètres des filtres impliqués dans la procédure précédente afin de rendre celle-ci
indépendante des variations des conditions de fonctionnement et d’en simplifier le réglage.
5.2.2.1 Modélisation du résidu
Afin de décrire les différentes sources d’erreurs dépendant de l’état du système et affectant
le résidu en l’absence de collisions, un modèle linéaire du résidu pour un robot à n ddl est
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construit sous la forme suivante, avec z la variable discrète :
rm(z) = τext(z) +
3∑
i=1
Si(z)ei(z) +Gb(z)b(z) (5.6)
Le modèle du résidu rm(z) ∈ Rn×1 est composé de trois types de termes :
• le couple de collision τext(z) ∈ Rn×1 à détecter ;
• les contributions Si(z)ei(z) ∈ Rn×1 dues aux incertitudes paramétriques, avec Si(z) ∈ Rn×n
la matrice de transfert, et ei(z) ∈ Rn×1 l’entrée correspondante telle que :
◦ S1(z)e1(z) dépend de l’accélération q¨ = e1, et reflète par conséquent l’influence des
incertitudes paramétriques δM(q)q¨. Ce terme est particulièrement important lorsque le
robot suit des trajectoires rapides ;
◦ S2(z)e2(z) dépend de la vitesse q˙ = e2, et reflète par conséquent une partie des incer-
titudes affectant le terme δH(q,q˙), incluant le frottement visqueux et les incertitudes
paramétriques des couples de Coriolis ;
◦ S3(z)e3(z) dépend du signe de la vitesse sign(q˙) = e3, et représente les incertitudes sur
le frottement sec ;
• le terme Gb(z)b(z) est introduit pour tenir compte de l’influence du bruit de mesure et des
dynamiques non modélisées, avec Gb(z) ∈ Rn×n une matrice diagonale de filtres passe-bas,
et b(z) ∈ Rn×1 un bruit blanc.
Cette modélisation est utilisée dans la suite pour l’élaboration d’une stratégie d’évaluation
du résidu.
5.2.2.2 Evaluation du résidu - filtrage et seuil dynamique
Afin d’isoler les effets dynamiques d’une collision des erreurs de modélisation, une procédure
d’évaluation comportant deux étapes est proposée.
Le résidu est tout d’abord filtré par G−1b (z), ce qui permet de s’affranchir des contributions
statiques dues par exemple aux erreurs du modèle de gravité (y compris en cas de variations
de charge), et isoler ainsi les contributions à moyennes et hautes fréquences (Gb(z) étant un
filtre passe-bas, G−1b (z) est un filtre passe-haut). Cette opération conduit à l’expression du
résidu filtré suivante :
rfilt(z) = G−1b (z)rm(z) (5.7)
Tenant compte de l’expression de rm (5.6), et en développant (5.7), on obtient :
rfilt(z) = G−1b (z)τext(z) +
3∑
i=1
∆i(z)ei(z) + b(z) (5.8)
avec ∆i(z) = G−1b (z)Si(z). Le résidu filtré comporte ainsi les trois types d’éléments suivants :
• le couple de collision filtré G−1b (z)τext(z) à détecter ;
• les erreurs de modélisation dépendantes d’un signal ei(z) du système. Ces termes peuvent
être utilisés pour construire un seuil dynamique dépendant de l’état du robot ;
• le bruit blanc b(z). Ce signal ne pouvant être prédit, un seuil statique supérieur à sa variance
doit être considéré.
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La procédure d’évaluation proposée consiste donc en une étape de filtrage associée à une
comparaison avec un seuil comportant une partie statique et une partie dynamique (Fig. 5.7).
Le résidu filtré est comparé avec le seuil T (z) ∈ Rn×1 défini à partir d’une composante statique
Tstatic, qui dépend du niveau du bruit blanc b(z), et des composantes dynamiques T∆1(z),
T∆2(z), T∆3(z), dépendant respectivement des signaux e1(z) (accélération), e2(z) (vitesse) et
e3(z) (signe de la vitesse) :
T (z) = Tstatic +
3∑
i=1
T∆i(z) (5.9)
Les termes T∆i(z) sont calculés à partir des matrices de transfert ∆ˆi(z), estimées de ∆i(z).
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Tstatic
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r rfilt > 0 : collision< 0 : pas de collision
alerte
Evaluation Décision
Figure 5.7 – Procédure d’évaluation du résidu proposée, comportant une étape de filtrage
et une comparaison avec un seuil dynamique.
5.2.2.3 Formulation récursive
La procédure proposée dépend de plusieurs matrices de transfert inconnues, telles que Gb(z)
ou ∆ˆi(z) entrant dans le calcul de T (z). Dans l’approche proposée, aucune connaissance a
priori issue de la modélisation physique sur la structure ou les paramètres de ces matrices de
transfert n’est nécessaire. L’ordre de ces transferts est considéré comme fixe, et représente un
paramètre de réglage. Les coefficients de ces transferts sont identifiés en ligne pour assurer
une robustesse suffisante de l’algorithme vis-à-vis des variations paramétriques du système et
pour représenter les non-linéarités.
On envisage dans la suite un algorithme de type Moindres Carrés Récursifs (MCR, Landau
(2002)) à facteur d’oubli fixe afin d’identifier en ligne les coefficients des matrices de transfert
Gb(z) et ∆i(z). Après une présentation de cet algorithme, son application au cas de G−1b (z)
et ∆ˆi(z) est détaillée.
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Moindres carrés récursifs avec facteur d’oubli fixe
Soit un filtre discret d’entrée u et de sortie y dont on souhaite identifier les coefficients :
y(k) = B(z
−1)
A(z−1)u(k) (5.10)
avec k représentant ici l’instant d’échantillonnage, et :
A(z−1) = 1 + a1z−1 + . . .+ anaz−na (5.11)
B(z−1) = b1z−1 + . . .+ bnbz−nb (5.12)
Sous forme d’équation aux différences, ce filtre s’écrit encore :
y(k) = −
na∑
i=1
aiy(k − i) +
nb∑
i=1
biu(k − i) = θ(k)Tφ(k) (5.13)
où θ(k)T = [a1, . . . ,ana ,b1, . . . ,bnb ] est le vecteur des paramètres (coefficients du numérateur
et dénominateur du filtre), et φ(k)T = [−y(k − 1), . . . , − y(k − na),u(k), . . . ,u(k − nb)] le
vecteur des mesures (ou régresseur).
Le vecteur des paramètres estimé θˆ(k) à l’instant k minimise le critère suivant portant sur
l’erreur quadratique entre la sortie mesurée et la sortie prédite du filtre :
min
θˆ(k)
J(k) (5.14)
avec : J(k) =
k∑
i=1
λk−i[y(i)− θˆT (k)φ(i− 1)]2 (5.15)
où 0 < λ < 1 désigne le facteur d’oubli qui permet d’introduire une pondération de plus en
plus faible sur les données anciennes (i < k), et θˆ est l’estimée de θ.
Le vecteur des paramètres estimé θˆ(k) à l’instant k est calculé à partir sa valeur θˆ(k − 1)
à l’instant précédent, corrigé par un terme proportionnel à l’erreur de prédiction fondé sur
θˆ(k − 1). Les équations de l’algorithme récursif s’écrivent :
θˆ(k) = θˆ(k − 1) + F (k)φ(k − 1)0(k) (5.16)
F (k) = 1
λ
(
F (k − 1)− F (k − 1)φ(k − 1)φ
T (k − 1)F (k − 1)
λ+ φT (k − 1)F (k − 1)φ(k − 1)
)
(5.17)
0(k) = y(k)− θˆT (k − 1)φ(k − 1) (5.18)
où 0 désigne l’erreur de prédiction a priori, et F (k) est le gain variable de l’algorithme, appelé
gain d’adaptation, et pouvant également être interprété comme la matrice de covariance du
vecteur de paramètres. Son amplitude (sa trace) donne une mesure de l’incertitude sur les
valeurs des paramètres.
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Application à l’estimation de G−1b (z)
En négligeant dans un premier temps toutes les autres contributions, les MCR sont d’abord
appliqués à l’estimation d’un modèle de processus autorégressif d’ordre nGb (supposé ici égal
pour tous les axes) du résidu rj de l’axe j :
rj(k) = θTGbj (k − 1)φGbj (k − 1) (5.19)
avec φGbj (k − 1) = [rj(k − 1), . . . ,rj(k − nGb)]T le vecteur des mesures, θTGbj le vecteur des
coefficients du filtre, et y(k) = rj(k) la sortie mesurée. A partir du vecteur des paramètres
estimé et du vecteur des mesures, le résidu filtré de l’axe j est obtenu comme suit :
rfiltj (k) = rj(k)− θˆTGbj (k − 1)φGbj (k − 1) (5.20)
ce qui s’écrit encore, en notant θˆTGbj (k − 1) = [−a1, . . . ,− anGb ] :
rfiltj (k) = rj(k) + a1rj(k − 1) + . . .+ anGb rj(k − nGb) = G
−1
bj (z)rj(k) (5.21)
où Gbj(z) est défini par :
Gbj(z) =
1
1 + a1z−1 + . . .+ anGbz
−nGb
(5.22)
D’après la définition (5.8), en l’absence d’autres perturbations et de collision, rfilt = b avec
b représentant un bruit.
Application à l’estimation de ∆ˆi(z)
L’estimation des transferts ∆ˆi impliqués dans le calcul du seuil dynamique T∆i lié aux en-
trées ei (5.9) s’effectue en négligeant la contributions des autres entrées el 6=i. Cette façon de
considérer les seuils séparément les uns des autres, au lieu de les identifier simultanément
dans la somme de leurs contributions (5.9), peut être vue comme une sur-paramétrisation
du problème. En effet, les filtres ∆ˆi sont ainsi identifiés séparément avec des dénominateurs
différents selon le type d’entrées ei. Pour l’axe j, on considère le modèle suivant en l’absence
d’autres perturbations et de collision :
rfiltj (k) = ∆ij (z)ei(k) (5.23)
Afin de tenir compte des couplages entre les axes, ei représente ici le vecteur de taille n avec
toutes ses composantes : ei = [ei1 , . . . ,ein ]T . Ainsi, dans le cas à deux ddl (n = 2), l’équation
(5.23) s’écrit à partir de la décomposition de ∆ij (z) en numérateurs et dénominateur de la
façon suivante :
rfiltj (k) = ∆ij (z)ei(k) =
Bi1(z)
Ai(z)
ei1(k) +
Bi2(z)
Ai(z)
ei2(k) = θT∆ij (k − 1)φ∆ij (k − 1) (5.24)
avec :
φ∆ij (k−1) = [ei1(k), . . . ,ei1(k−nBi1),ei2(k), . . . ,ei2(k−nBi2),T∆ij (k−1), . . . ,T∆ij (k−nAi)]T
le vecteur des mesures, θT∆ij (k− 1) le vecteur des coefficients des numérateurs et du dénomi-
nateur, et y(k) = rfiltj (k) la sortie mesurée. A partir du vecteur des paramètres estimé et du
vecteur des mesures, le seuil dynamique T∆i de l’axe j est obtenu comme suit :
T∆ij (k) = θˆT∆ij (k − 1)φ∆ij (k − 1) (5.25)
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5.2.3 Mise en œuvre expérimentale
L’algorithme précédemment décrit est mis en œuvre sur le cas du robot ASSIST. On pré-
sente dans la section 5.2.3.1 l’analyse préliminaire de l’algorithme avec les réglages réalisés.
Dans la section 5.2.3.2 la sensibilité de l’algorithme est caractérisée expérimentalement pour
différentes conditions de vitesses et de raideurs de l’environnement.
5.2.3.1 Réglages et analyse préliminaire
On détaille ci-dessous le principe de réglage de l’algorithme et les choix particuliers effectués.
L’algorithme est ensuite appliqué hors ligne à l’essai présenté dans l’exemple introductif
(section 5.2.1.1). Enfin, les conditions de détectabilité d’une force sont exposées.
Réglages
Dans sa réalisation pratique, l’algorithme représenté Fig. 5.7 est augmenté par un filtrage
passe-bas du premier ordre en sortie du calcul du résidu filtré et des seuils, ainsi que par le
calcul d’une valeur efficace (notée RMS d’après root mean square) sur un horizon donné des
différentes grandeurs comparées. Ces étapes supplémentaires sont représentées Fig. 5.8 par
les blocs « Filtreseuil », « Filtreres » et « RMS ». Ces choix sont motivés par les considérations
suivantes :
• les filtres passe-bas sont ajoutés afin de réduire l’influence des bruits hautes fréquences,
pouvant notamment être dûs à la dérivation numérique dans le calcul des vitesses et accé-
lérations. L’ajout de ces filtres après le calcul des seuils permet de les régler en fonction du
niveau de bruit observé. Notons que ces filtres sont une source de retards dans la procé-
dure de détection, ils doivent donc être choisis avec soin et en fonction de la performance
requise. Notons également que le filtre « Filtreseuil » ne doit pas présenter de retard supé-
rieur à celui induit par le filtre sur le résidu « Filtreres » au risque d’augmenter le nombre
de fausses alertes, et doit donc avoir une fréquence de coupure supérieure. L’expression
continue équivalente de ces filtres de fréquence de coupure ωfilt est donnée par :
Filtreres, seuil(s) =
1
s
ωfilt
+ 1 (5.26)
• la valeur efficace (RMS) est introduite ici comme une fonction d’évaluation alternative
à la valeur absolue : au lieu de comparer les valeurs absolues du résidu filtré et du seuil
dynamique à l’instant k, on compare leurs valeurs efficaces calculées sur un horizon temporel
Nrms. Cet horizon intervient comme un paramètres de réglage permettant de tenir compte
non seulement de l’information à l’instant k mais également de l’évolution des résidus
filtrés comparativement au seuil sur quelques échantillons passés, diminuant ainsi le risque
de fausses alertes. La valeur efficace d’un signal u est calculée à l’instant k comme suit :
urms(k) =
√√√√ 1
Nrms
Nrms∑
i=0
u2(k − i) (5.27)
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Figure 5.8 – Implantation pratique de la méthode d’évaluation de résidu proposée, avec
adaptation des coefficients des filtres par moindres carrés récursifs (MCR), et filtrage addi-
tionnel.
Les autres paramètres de réglage de l’algorithme sont :
◦ la valeur du seuil statique Tstatic, choisie en fonction du niveau de bruit ou incertitudes
non prises en compte par les seuils dynamiques ;
◦ l’ordre des fonctions de transfert G−1b (z) et ∆i(z) dont les coefficients sont adaptés en ligne.
Un ordre plus élevé se traduit par un meilleur pouvoir descriptif, mais augmente la taille
du vecteur de coefficients à estimer et le nombre d’opérations à effectuer en temps réel. Les
valeurs d’initialisation des coefficients ont peu d’influence et ne requièrent pas de réglage
particulier.
◦ les paramètres de l’algorithme MCR : le facteur d’oubli λ, choisi généralement très proche
de 1 (plus λ est petit, et moins les données passées ont de l’importance) ; valeurs initiales
des matrices de gain d’adaptation F (0), généralement choisies diagonales de forme F (0) =
f0In, avec f0 paramètre constant choisi d’autant plus grand que les valeurs initiales des
paramètres à estimer sont incertaines (adaptation rapide).
Dans le réglage effectué, deux seuils dynamiques sont calculés, le premier prenant en entrée
la consigne en accélération (e1 = q¨d), et le second - une combinaison linéaire de la vitesse
de consigne et de sa fonction signe (e2 = αq˙d + sign(q˙d), α paramètre constant pré-réglé
par exemple à partir de l’identification des frottements), regroupant ainsi l’influence des
frottements de Coulomb dans un souci de réduction du nombre de coefficients à estimer.
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Notons que ce dernier choix de regroupement est suffisant dans le cas particulier du robot
considéré, mais n’a pas de vocation générale car il limite les degrés de liberté de l’algorithme.
Les valeurs numériques utilisées des différents paramètres de réglages dans le cas du robot
ASSIST à deux axes sont : Tstatic = [0,78; 0,28], dénominateur de G−1b (z) de degré 9, ∆1(z) et
∆2(z) de numérateurs de degré 7 et de dénominateurs de degré 8 pour chaque axe, θˆ(0) = 0,
F (0) = 10In, λ = 0,999, ωresfilt = 2pi10rad/s, ωseuilfilt = 2pi50rad/s, Nrms = 10.
Evaluation sur l’exemple introductif
On présente ci-dessous l’évaluation hors ligne de l’algorithme ainsi réglé sur l’essai présenté
dans l’exemple introductif (section 5.2.1.1). On rappelle que cet essai présente deux collisions,
dont les effets sur le résidu r sont inférieurs aux effets des incertitudes de modélisation,
rendant inefficace une simple comparaison avec un seuil constant. Le résidu, correspondant à
une même expérience avec et sans collisions, est rappelé Fig. 5.9, et le signal logique d’alerte
issu de l’algorithme proposé est superposé. Les deux collisions sont bien détectées au niveau
de l’axe 4. Cependant, un retard de détection dû au filtrage est présent, avec ∆tdetect = 0,24s
(collision 1) et 0,36s (collision 2) entre le maximum du pic du résidu dû à la collision et
l’instant d’alerte.
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Figure 5.9 – Evaluation de l’algorithme sur l’exemple introductif - résidu (non filtré), et
signal logique d’alerte produit par l’algorithme de détection.
La quantification de la sensibilité de l’algorithme en termes de couple équivalent, comparable
avec un seuillage constant simple du résidu non filtré, et permettant de prévoir la force mini-
male détectée au niveau de l’effecteur n’est pas immédiate. En effet, si l’on tient uniquement
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compte de la contribution statique du seuil considéré, Tstatic est comparé dans l’algorithme
proposé avec rrms, résidu en sortie du bloc RMS, et ayant subi plusieurs filtrages. Le bloc
RMS n’a pas d’influence si on considère un résidu constant, et le filtre « Filtreres » est de
gain unitaire. En revanche, le filtre G−1b (z) varie car ses coefficients sont adaptés en ligne.
A titre d’exemple, l’évolution de son gain statique en fonction du temps pour l’essai consi-
déré dans cette section est représentée Fig. 5.10. On remarque qu’en dehors d’une période de
convergence initiale de l’algorithme, ce gain peut être borné. Suivant ses bornes maximales et
minimales pour chaque axe, il est donc possible d’estimer les valeurs minimales et maximales
du seuil statique équivalent sur r selon le calcul suivant :
rfilt = G−1b r (5.28)
|rfilt| ≤ Tstatic ⇔ |r| ≤ Tstatic|G−1b |ω=0
(5.29)
Pour l’exemple considéré, le niveau de détection correspondant est ainsi compris entre 4,6Nm
et 11,4Nm pour l’axe 3, et entre 1,8Nm et 4,1Nm pour l’axe 4. Pour comparaison, le seuil
statique simple, englobant les variations du résidu dues aux incertitudes, ne pourrait être
dans ce cas inférieur à 17Nm pour l’axe 3, et 5Nm pour l’axe 4 (Fig. 5.9).
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Figure 5.10 – Evaluation de l’algorithme sur l’exemple introductif - gain statique de G−1b (z)
en fonction du temps.
Les diagrammes de Bode de Gb(z), évalué en 50 échantillons temporels uniformément espacés
et sélectionnés à partir de l’essai présenté, apparaissent en figure 5.11 pour les deux axes 3 et
4. Le caractère adaptatif se manifeste essentiellement au niveau du gain statique de ce filtre,
la fréquence de coupure variant relativement peu.
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Figure 5.11 – Evaluation de l’algorithme sur l’exemple introductif - diagramme de Bode de
Gb(z) au différents instants de la trajectoire.
5.2.3.2 Caractérisation expérimentale de la sensibilité
L’objectif de cette section est d’évaluer expérimentalement la sensibilité intrinsèque de l’al-
gorithme de détection proposé, dans les conditions de détectabilité maximale pour une force
d’impact verticale, c’est-à-dire le bras tendu à l’horizontale (q3 = q4 = 0). Après une descrip-
tion du dispositif et du protocole expérimental, on présente une analyse de la sensibilité de
l’algorithme pour différentes vitesses de collision et différentes raideurs de l’environnement.
Détectabilité d’une force
Il est à noter qu’indépendamment de l’algorithme de détection employé, la direction de la force
exercée sur le robot détermine sa détectabilité au niveau articulaire. Plus particulièrement, le
couple articulaire dû à une force externe s’exerçant à l’extrémité du robot peut être calculé
à partir de la Jacobienne du robot, dépendant de la configuration :
τext = JTc (q)Fext (5.30)
Cette relation montre que les forces appartenant au noyau de JTc (q) ne sont pas observables
au niveau articulaire, et que l’observabilité d’une force au niveau des couples articulaires
dépend de la configuration du robot, comme illustré Fig.5.12 pour un exemple d’une force
verticale de 1N. Une analyse de la sensibilité à partir des Jacobiennes de différents segments
d’un robot PA-10 à sept ddl a été présentée dans (Morinaga et Kosuge, 2004).
Dans le cas de figure simple à deux ddl représenté Fig.5.12, les conditions de détectabilité
maximale pour une force d’impact verticale correspondent à la configuration q3 = q4 = 0.
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Figure 5.12 – Observabilité d’une force appliquée au niveau de l’effecteur en fonction de
la configuration - couples articulaires correspondant à une force verticale de 1N, pour des
positions de l’axe 3 et 4 comprises entre −pi/2 et pi/2.
Dispositif et protocole expérimental
Pour la caractérisation expérimentale de la sensibilité de détection, un capteur d’effort est
employé dans le dispositif représenté Fig. 5.13 et 5.14. Un matériau élastomère placé entre
le capteur d’effort et l’extrémité du robot permet de contrôler la raideur de l’environnement
de collision. Trois matériaux différents sont utilisés, de raideurs linéaires en compression
k1 = 10,12 N/mm, k2 = 5,93 N/mm, k3 = 2,12 N/mm. Ces valeurs sont à comparer avec les
raideurs en compression des différentes régions du corps humain données en Annexe E, dont
les valeurs minimales (10 N/mm) correspondent à la région du cou et du ventre.
Le robot est commandé en position, l’axe 3 étant asservi suivant une trajectoire triangulaire
(créneaux de vitesse) autour de la configuration « bras tendu » à l’horizontale (q3 = q4 = 0)
selon la figure 5.13. Différentes amplitudes de vitesses sont testées, permettant de varier la
force exercée au niveau de l’élastomère au moment de l’impact. Les vitesses cartésiennes
maximales de l’extrémité du robot selon l’axe vertical correspondant aux essais effectués
sont : v1 = 243mm/s, v2 = 164mm/s, v3 = 86mm/s, v4 = 66mm/s, v5 = 47mm/s.
Axe 3 Axe 4
Elastomère (raideur k)
Capteur d'effort
Figure 5.13 – Représentation schématique des conditions de collision.
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Figure 5.14 – Dispositif expérimental.
Analyse expérimentale de la sensibilité de l’algorithme
La figure 5.15(a) représente la force exercée par le robot au niveau du capteur d’effort lorsque
la collision n’est pas détectée, et correspond à un essai réalisé avec la raideur la plus faible,
avec la force d’impact en partie absorbée par la déformation du matériau. Le robot effectue
une trajectoire triangulaire en position préprogrammée (Fig.5.15(b)), ce qui se traduit par une
augmentation de la force lorsque le robot entre en contact avec l’élastomère, jusqu’au moment
d’inversion du sens du mouvement du bras à partir duquel le robot s’éloigne du capteur et la
force diminue. Les oscillations observées sont dues à la faible raideur de l’élastomère employé.
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Figure 5.15 – Effets d’une force non détectée et trajectoire en position suivie.
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La figure 5.16 représente les forces mesurées au niveau du capteur d’effort dans les cas
où la collision est effectivement détectée, avec les signaux d’alerte correspondants. Les fi-
gures 5.16(a), 5.16(b), 5.16(c) et 5.16(d) correspondent chacune à une vitesse différente au
moment de l’impact, ce qui se traduit par des amplitudes différentes des forces mesurées.
Chacune de ces figures représente les essais réalisés dans trois conditions de raideurs diffé-
rentes, la raideur k1 la plus importante présentant le temps de montée le plus faible. Pour
les raideurs k2 et k3, les essais représentés Fig. 5.16(d) correspondent à la limite de la sen-
sibilité de détection (pour des vitesses d’impact inférieures à la vitesse 4, la collision n’est
plus détectée), tandis que pour la raideur 1, la collision est encore détectée pour des vitesses
inférieures à la vitesse 4.
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Figure 5.16 – Forces mesurées lors d’impacts détectés en fonction de la vitesse de collision
et de la raideur, et signaux d’alertes produit par l’algorithme de détection.
Les amplitudes maximales de forces mesurées correspondant à la collision minimale détecté
avec ce dispositif sont résumées dans le tableau 5.1. Notons que le niveau de force exact
déclenchant la détection n’est pas connu à cause du retard présent dans l’étape d’évaluation.
On relève donc les valeurs des forces maximales exercées.
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Tableau 5.1 – Forces minimales détectées dans les conditions expérimentales considérées.
Raideur de Force minimale Masse
l’environnement (N/mm) détectée (N) équivalente (g)
k1 = 10,12 4,44 452
k2 = 5,93 5,61 572
k3 = 2,12 5,87 598
On constate donc à partir de ces expériences que l’algorithme proposé est particulièrement
performant pour des raideurs ”élevées” 3, ce qui s’explique par la nature passe-haut du filtrage
par G−1b (z). Un inconvénient lié à ce filtrage est néanmoins une moins bonne détection de
contacts à faible dynamique, par exemple dans le cas d’un écrasement avec la force exercée
par le robot augmentant lentement.
Les figures 5.18 et 5.18 représentent plus en détail les signaux impliqués dans la détection sur
l’exemple de deux essais. Dans le premier cas la détection se passe sur l’axe 4, plus sensible,
tandis que dans le deuxième, la détection se passe sur l’axe 3, comme l’illustre la comparaison
du résidu filtré avec le seuil dynamique. Les oscillations observées sur la force au moment de
l’arrêt sont propres à la stratégie mis en place après la détection, consistant en un arrêt de
l’asservissement en position, et un passage en mode transparent avec une simple compensation
de gravité. Lors d’un impact détecté à une vitesse très lente comme dans le cas présent, il n’y
a pas de mouvement de recul, et le robot reste en contact avec l’élastomère après le passage
en mode transparent. On observe alors les vibrations introduites par la collision entre le bras
et l’élastomère.
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Figure 5.17 – Exemple de collision détectée sur l’axe 4.
3. Relativement aux raideurs testées, k1 correspondant à la raideur minimale du corps humain rapportée
dans l’Annexe E. Dans un contexte industriel, la raideur d’un revêtement protecteur souple éventuel serait
également à prendre en compte.
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Figure 5.18 – Exemple de collision détectée sur l’axe 3.
5.3 Conclusion
Dans ce chapitre, certains aspects indispensables à une interaction sûre entre l’opérateur
humain et un robot manipulateur ont été examinés. Les principaux critères définissant la sé-
curité de l’opérateur en cas de contact avec le robot ont été exposés. L’analyse des algorithmes
de détection de collisions existants a permis de mettre en évidence la nécessité d’une isolation
efficace des effets dynamiques d’une collision de ceux liés aux incertitudes de modélisation
dans l’objectif d’une amélioration de la sensibilité de détection.
En réponse à cette problématique, une nouvelle méthode de détection de collision sans cap-
teur d’effort et robuste aux incertitudes paramétriques a été présentée. L’apport principal
consiste en une méthode améliorée d’évaluation du résidu, composée d’un filtrage et d’une
comparaison avec un seuil dynamique fonction de l’état du système, permettant i) d’isoler
les effets dynamiques à moyennes et hautes fréquences de la collision, et ii) de différencier les
variations du résidu dues aux incertitudes et liées à l’état du système des variations dues à la
collision. Une approche modulaire de type « boîte noire » permet notamment de tenir compte
de différents types d’incertitudes dominantes pour le robot considéré, sans qu’un modèle raf-
finé du comportement physique (par exemple des frottements) ne soit nécessaire. L’approche
proposée inclut un mécanisme d’adaptation en ligne, ce qui réduit considérablement la pro-
cédure de réglage et assure l’efficacité de l’algorithme dans des conditions de fonctionnement
variables.

Conclusion générale
Bilan
Le développement actuel de robots manipulateurs dédiés à l’interaction avec l’homme permet
d’envisager des scénarios d’assistance où l’homme et le robot partagent un même espace de
travail, aussi bien dans le contexte industriel de production que dans les domaines d’aide à
la personne. Le cas du robot ASSIST illustre l’usage de structures mécaniques innovantes,
intrinsèquement sûres et réversibles, permettant au robot d’être sensible à son environnement
sans capteur d’effort additionnel. Cependant, des flexibilités inhérentes à ce type de structures
induisent des limitations dynamiques pour la commande en position de tels robots, tout
comme des robots industriels sous charge importante, en particulier lorsque les informations
provenant de capteurs moteur sont uniquement disponibles. La problématique traitée dans
cette thèse concerne la commande de mouvement de tels systèmes à partir de mesures moteur
uniquement, devant être performante malgré la présence des flexibilités et compatible avec un
scénario de fonctionnement interactif. Le premier objectif de performance est atteint grâce à
l’identification expérimentale d’un modèle flexible représentatif du système, et l’usage de ce
modèle pour la synthèse de lois de commande prédictives et robustes. Le deuxième objectif
de sécurité est abordé à travers un algorithme de détection de collisions du robot avec son
environnement sans capteur d’effort et en présence d’incertitudes de modélisation.
Deux types de modèles dynamiques ont été identifiés et envisagés pour représenter le compor-
tement du robot à des degrés de précision différents. Le premier modèle, rigide, est représenta-
tif de la dynamique de la chaine polyarticulée formant le corps du robot. Le deuxième modèle
rend compte du caractère flexible de ses transmissions. Dans la perspective d’une commande
robuste décentralisée, une pré-compensation fondée sur le modèle rigide a tout d’abord été
appliquée. Cette pré-compensation a pour effet de réduire les variations du comportement
dynamique du robot en fonction de sa configuration spatiale, et permet de décrire le système
résultant par un modèle linéaire, associé à une incertitude additive caractérisée dans le do-
maine fréquentiel à partir d’expériences d’identification. Une structure de commande cascade,
avec une boucle interne amortissante de faible complexité appliquée à ce système, a pour ef-
fet de réduire plus avant le niveau d’incertitudes, et uniformise le comportement dynamique
des différents axes du robot, simplifiant ainsi le réglage d’une commande décentralisée de la
boucle externe.
Face à l’insuffisance des commandes classiques, et afin de satisfaire à la fois les spécifications
de performance en suivi de trajectoire et celle de robustesse en stabilité, deux approches ont
été mises en œuvre pour la synthèse de lois de commande prédictives et robustes de la boucle
externe. La première approche est issue du formalisme de la commande prédictive de type
GPC, avec un correcteur initial robustifié a posteriori sous des contraintes fréquentielles et
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temporelles. La seconde approche consiste en une commandeH∞ à deux degrés de liberté avec
anticipation, et poursuit une démarche complémentaire, pour laquelle un correcteur robuste
initial est augmenté par une structure anticipative pour une meilleure précision de suivi. Les
correcteurs obtenus avec ces deux méthodes de synthèse sous des contraintes comparables ont
été implantés sur le robot ASSIST, conduisant à des performances similaires satisfaisantes
dans le cadre applicatif considéré.
Enfin, dans l’objectif de doter le robot d’une sensibilité vis-à-vis de son environnement, un
algorithme de détection de collisions sans capteur d’effort a été proposé et validé expérimen-
talement. La structure mécanique hautement réversible du robot ASSIST garantit une resti-
tution fidèle des efforts extérieurs appliqués au manipulateur au niveau de ses actionneurs.
Sans être un cas restrictif d’application de l’algorithme de détection proposé, cette situation
permet la détection de forces externes très faibles et est donc favorable à un fonctionnement
interactif. Le modèle rigide étant employé pour générer le résidu représentatif d’une collision,
on montre qu’une très bonne sensibilité de détection peut être atteinte malgré les incerti-
tudes de modélisation, et qu’elle est compatible avec les normes et les recommandations de
sécurité relatives à la robotique collaborative. A cet effet, une stratégie adaptative composée
d’un filtrage et d’un calcul de seuil dynamique est proposée, permettant de discriminer les
effets dynamiques d’une collision des contributions des incertitudes dépendantes de l’état du
système.
Perspectives
Les travaux présentés dans cette thèse ouvrent plusieurs perspectives de développements :
• Dans la perspective d’une application industrielle, les techniques développées dans cette
thèse sur l’exemple de deux axes du robot ASSIST devraient être étendues au robot com-
plet :
– Commande : les comportements des différents axes étant uniformisés par la pré-com-
pensation et la boucle interne amortissante, les réglages des lois de commande avancées
diffèrent peu d’un axe à l’autre. L’extension au robot complet ne présente donc pas de
difficultés du point de vue méthodologique, mais une évaluation des perturbations dues
aux couplages entre les axes devra permettre de vérifier que ceux-ci restent acceptables
pour une commande décentralisée. Dans le cas contraire, la synthèse de typeH∞ peut être
directement appliquée à un cas multivariable, tandis que des techniques de robustification
multivariables doivent être spécifiquement considérées pour la commande GPC ;
– Détection de collisions : l’extension de la méthode de détection de collisions au robot
complet présente le risque d’une complexité accrue du fait du caractère multivariable du
calcul du seuil dynamique. L’influence des axes principaux contribuant aux variations du
résidu pourra alors être considérée en priorité. Par ailleurs, une validation extensive de
l’algorithme de détection sur des scénarios de fonctionnement réalistes est indispensable
dans le cadre d’applications d’assistance à la personne.
• Dans l’approche de commande envisagée, les performances de suivi sont optimisées pour
un niveau de robustesse donné. Plusieurs points détaillés ci-dessous pourraient permettre
d’améliorer encore la précision en suivi de trajectoire :
– Les méthodes de synthèse présentées tiennent compte d’un critère de stabilité en robus-
tesse issu du théorème du petit gain. Le pessimisme de ce critère limite la précision de
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suivi pouvant être obtenue sous le niveau de commande maximal prescrit. Une analyse
plus détaillée de la robustesse à travers un critère moins pessimiste devrait permettre
d’améliorer la précision de suivi, en considérant par exemple une incertitude structurée
décrivant de façon ciblée les différentes sources d’incertitudes propres au robot, comme
les variations de configuration, de charge ou de raideur ;
– Dans la mesure où les incertitudes considérées dans ce travail résultent majoritairement
des variations du système étudié en fonction des configurations, il serait intéressant
d’étudier les critères de choix d’une pré-compensation optimale permettant de minimiser
les variations en fonction des configurations. Par exemple, une telle compensation serait à
situer entre les modèles purement rigide et flexible selon le niveau des flexibilités constaté
et des capteurs disponibles ;
– Enfin, les incertitudes liées à l’identification expérimentale du système en boucle fermée
pourraient être minimisées par une approche itérative d’identification pour la commande,
dans laquelle la commande est progressivement choisie à partir d’expériences d’identifi-
cation successives dans l’objectif de minimiser les incertitudes d’identification induites.
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Annexe A
Dispositif expérimental et
pré-déterminations
A.1 Dispositif expérimental
Le dispositif de commande du bras robot ASSIST est représenté Fig. A.1. Les moteurs à
courant continu de chacun des axes sont pilotés par des amplificateurs de puissance asservis en
courant. Les arbres moteurs sont équipés de codeurs de position incrémentaux. Les consignes
de courant sont calculées dans un contrôleur dédié temps réel fonctionnant sous VxWorks,
avec une période d’échantillonnage Ts = 4ms.
Poste de commande Bras manipulateur
ethernet
signaux
logiques
références
état
commande 
moteurs
signaux 
capteurs
Architecture de contrôleur temps réel
PC industriel
cartes E/S
amplificateurs de puissance
Composants logiciels
VxWorks
TAO2000
Pilotes E/S
Composants matériels
Figure A.1 – Représentation schématique du dispositif expérimental.
A.2 Paramètres des corps rigides
A.2.1 Description géométrique
La description géométrique du robot peut s’effectuer à l’aide du formalisme de Denavit-
Hartenberg modifié, selon lequel le repère Rj , associé au corps Cj , est défini à partir des
considérations suivantes :
– l’axe zj est porté par l’axe de l’articulation j ;
– l’axe xj est porté par la perpendiculaire commune aux axes zj et zj+1 ;
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– Si les axes zj et zj+1 sont parallèles, l’axe xj se trouve dans le plan défini par eux. Dans
ce cas le choix de xj n’est pas unique : des considérations de symétrie ou de simplicité
permettent alors un choix rationnel.
– Si les axes zj et zj+1 sont concourants, l’axe xj passe par leur point d’intersection et est
normal au plan formé par zj et zj+1.
– l’axe yj est défini de façon unique à partir de xj et zj afin de former un repère orthonormé
direct.
Le passage du repère Rj−1 au repère Rj s’exprime en fonction des quatre paramètres géo-
métriques suivants (Fig. A.2) :
– αj : angle entre les axes zj−1 et zj correspondant à une rotation autour de xj−1 ;
– dj : distance entre zj−1 et zj le long de xj−1 ;
– θj : angle entre les axes xj−1 et xj correspondant à une rotation autour de zj ;
– rj : distance entre xj−1 et xj le long de zj .
FigureA.2 – Paramètres géométriques selon le formalisme DHM pour des structures ouvertes
simples.
Lorsque l’on considère les deux axes épaule et coude du robot ASSIST, le mouvement est
restreint au plan vertical, et la cinématique du système considéré comme rigide peut être
schématiquement représentée Fig. A.3. Les paramètres géométriques correspondants sont
donnés dans le Tableau A.1.
Figure A.3 – Modélisation géométrique et repères DHM associés.
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Tableau A.1 – Paramètres du modèle géométrique.
axe j αj dj θj rj
1 +pi/2 0 q1 0
2 0 d2 = 0,35m q2 − pi/2 0
A.2.2 Paramètres dynamiques du robot 2 axes
Une première identification expérimentale du modèle rigide 2 axes a été réalisée dans la
perspective d’un découplage rigide associé à une commande GPC, dont les résultats sont pré-
sentés dans Makarov et al. (2011). Suite à diverses opérations de maintenance effectuées sur
le robot, une nouvelle identification expérimentale du modèle rigide a été réalisée en vue de
l’identification flexible et à la mise en place des lois de commandes avancées. En particulier,
les trajectoires ont été choisies afin d’exciter dans une moindre mesure les flexibilités. Les dif-
férences principales à noter par rapport à la première identification concernent les paramètres
de frottement :
– des coefficients de frottement sec symétriques ont été considérés, associés à un paramètre
d’offset pour chacun des axes,
– les coefficients de frottements visqueux ont été mieux identifiés.
Les notations utilisées pour les paramètres et leurs significations sont détaillées dans le Ta-
bleau A.2. Pour le modèle rigide 2 axes, ainsi que pour le modèle rigide 7 axes (non présenté
dans le cadre de cette thèse), les regroupements de paramètres des corps rigides sont calculés
à l’aide du logiciel SYMORO+ (Khalil et al., 1997).
Tableau A.2 – Paramètres du modèle dynamique inverse rigide - notations
Paramètre Description Unité (SI)
ZZR1 ZZ1+d22M2 + Ia1 kg m2
MXR1 MX1 + d2M2 kg m
ZZj moment d’inertie du segment j kg m2
MXj , MYj premiers moments du segment j kg m
Iaj inertie du rotor du moteur j kg m2
d2 longueur du segment 2 m
M2 masse du segment 2 kg
Pour la mise en œuvre pratique de la procédure d’identification décrite au Chapitre 3, Section
3.1.1, le filtrage des données a été réalisé selon les recommandations présentées notamment
dans (Gautier, 1997; Pham et al., 2001). En particulier, les dérivées numériques des positions
sont obtenues par différence centrée de positions moteur filtrées au préalable par un filtre
passe-bas. Afin d’éviter les distorsions de phase et d’amplitude dans la bande passante, un
filtrage « aller-retour » par un filtre passe-bas de Butterworth d’ordre 6 est choisi (commande
filtfilt dans Matlab). Les résultats de l’identification finale sont résumés dans le Ta-
bleau A.3, et une comparaison de couples estimés avec les couples appliqués au robot est
présentée Fig. A.4. Les valeurs des paramètres obtenues sont utilisées dans l’ensemble de la
thèse à l’exception de la Section 4.2.3.1.
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Tableau A.3 – Paramètres dynamiques identifiés.
Paramètres Valeur CAO Valeur identifiée Ecart-type relatif (%)
ZZR1 1,5321 1,1184 0,29
MXR1 1,7347 1,3869 0,15
MY1 0,0017 -0,1773 0,51
Fv1 – 1,2083 1,35
Fs1 – 3,8030 0,15
OFS1 – 0,9819 1,86
ZZ2 0,0884 0,0579 1,23
MX2 -0,0041 0,0218 1,17
MY2 0,4372 0,3872 0,09
Ia2 0,1228 0,0800 0,96
Fv2 – 0,3470 0,66
Fs2 – 1,4615 0,16
OFS2 – 0,2757 1,04
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Figure A.4 – Validation de l’identification rigide sur des trajectoires sinusoïdales autour de
0,2 ; 0,0 rad - axe 3 (amplitude 0,3rad, fréquence 0,3Hz) et axe 4 (amplitude 0,4rad, fréquence
0,5Hz)
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A.3 Dispositif expérimental de mesure externe
En l’absence de capteurs articulaires, un dispositif de mesure externe est employé afin de
valider l’effet des lois de commande développées au niveau de l’effecteur du robot. Un tracker
laser LEICA est utilisé pour enregistrer la position cartésienne d’une cible fixée en bout de
bras (Fig. A.5) de façon synchronisée avec les mesures issues du contrôleur temps réel. La
mesure est caractérisée par une précision de 1,4× 10−5m selon les axes xleica, yleica, zleica du
repère associé au tracker.
axe 3 axe 4
yleica
xleica
zleica
Oleica
yrobot
xrobot
zrobot
Orobot
segment « bras » segment « avant-bras »
g
Figure A.5 – Représentation schématique du dispositif expérimental pour la mesure au
tracker laser.

Annexe B
Effets de pré-compensations - étude
des systèmes linéarisés
Dans cette annexe, le modèle flexible réduit (2.8-2.9) est étudié à partir de ses linéarisations
autour de plusieurs points de fonctionnement. Dans une première partie B.1, l’influence d’une
pré-compensation à partir du modèle rigide est étudiée à partir de la linéarisation du système
d’équations (2.8-2.9) exprimé sous forme d’état, avec le vecteur d’état fonction de q et de
θ. Dans une deuxième partie B.2, le modèle linéarisé est exprimé sous formé d’état, avec le
vecteur d’état fonction de θ seulement en lien avec la représentation (3.26).
B.1 Forme d’état en fonction de θ et q
B.1.1 Linéarisation
On considère le système d’équations différentielles non-linéaires (2.8-2.9) associé à la com-
mande moteur τ sans pré-compensation et avec une pré-compensation fondée sur le modèle
rigide simplifié donnant lieu aux systèmes linéarisés {Alin1, Blin1} et {Alin2, Blin2} :
1. τ = u ⇒ Alin1, Blin1
2. τ = Mˆrig(q)u+ Gˆ(q) ⇒ Alin2, Blin2
On définit l’état X =
(
qT θT q˙T θ˙T
)T
et le nouveau vecteur de commande u. Les équa-
tions (2.8-2.9) sont formulées sous forme d’état :
X˙ = f(X,u) =

q˙
θ˙
f3(X,u)
f4(X,u)
 (B.1)
Le système linéarisé autour du point d’équilibre {X0, u0} est défini par :
X˙ = AlinX +Blinu (B.2)
avec
Alin =
∂f
∂X
∣∣∣∣
X=X0,u=u0
, Blin =
∂f
∂u
∣∣∣∣
X=X0,u=u0
(B.3)
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Dans le premier cas sans pré-compensation les matrices d’état s’expriment comme suit :
Alin1 =

0n 0n In 0n
0n 0n 0n In
−M−1(q0)K −M−1(q0) ∂τG∂q
∣∣∣
X0
M−1(q0)K −M−1(q0)Fv 0n
J−1m K −J−1m K 0n −J−1m Fvm
 (B.4)
Blin1 =

0n
0n
0n
J−1m
 (B.5)
Dans le deuxième cas avec pré-compensation les matrices d’état s’expriment comme suit :
Alin2 =

0n 0n In 0n
0n 0n 0n In
−M−1(q0)K −M−1(q0) ∂τG∂q
∣∣∣
X0
M−1(q0)K −M−1(q0)Fv 0n
J−1m K + J−1m
∂Mˆ(q)
∂q
∣∣∣∣
X0
Mˆ−1(q0)∆τG(q0) + J−1m ∂τˆG∂q
∣∣∣
X0
−J−1m K 0n −J−1m Fvm

(B.6)
Blin2 =

0n
0n
0n
J−1m Mˆrig(q0)
 (B.7)
B.1.2 Evaluation d’une pré-compensations fondée sur le modèle rigide
L’objet de cette section est l’étude en simulation des effets d’une pré-compensations fondée
sur le modèle rigide. On étudie en particulier les variations des systèmes linéarisés autour
d’une configuration nominale comparativement au système flexible non pré-compensé. Le cas
d’un robot à 2 ddl dans le plan est considéré. Les configurations évaluées sont représentées
Fig. B.1.
Au vu des linéarisations (B.4-B.5) et (B.6-B.7), on compare ici le système non compensé
{Alin1, Blin1} au système {Alin2, Blin2} avec la compensation τ = Mˆrig(q)u + τˆG(q) (prise
en compte de l’inertie totale et gravité). L’effet de cette pré-compensation sur les variations
avec la configuration du robot par rapport au système non compensé est illustré Fig. B.2.
Les valeurs singulières minimale et maximale en différentes configurations sont représentées
Fig. B.2(a), mettant en évidence leurs enveloppes inférieure et supérieure. La dispersion par
rapport à la configuration nominale « bras tendu » q0 = (0 0)T est représentée Fig. B.2(b)
par les valeurs singulières maximales de l’écart entre les systèmes en configuration qi et q0.
La dispersion du système linéarisé est réduite avec une pré-compensation. La section suivante
présente l’écriture du système ainsi obtenu sous forme d’état dépendant seulement de θ afin
de mettre en évidence l’influence des erreurs de compensation, et faisant le lien avec la
représentation sous forme de transfert obtenue dans la section 3.3.1.2.
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Figure B.1 – Ensemble des configurations évaluées.
B.2 Forme d’état en fonction de θ
Cette annexe présente les calculs de la matrice de transfert locale (3.33-3.35). On considère
le système non-linéaire décrit par (3.26). Avec le vecteur d’état X = (θT θ(1)T θ(2)T θ(3)T )T
et le vecteur d’entrée U˜ = (uT vT wT ), v = u(1), w = u(2), (3.26) peut être réécrit :
X˙ = f(X,U˜) =

θ(1)
θ(2)
θ(3)
f4(X,U˜)
 (B.8)
avec
f4(X,U˜) = −A3θ(3) −A2θ¨ −A1θ˙ +B2u¨+B1u˙+B0u+ dH (B.9)
Un point d’équilibre de ce système est décrit par :
0 = f(X0,U˜0) ⇔

θ
(3)
0 = θ
(2)
0 = θ
(1)
0 = 0
u
(2)
0 = u
(1)
0 = 0
u0 = −Mˆ−1θ0 (τˆGθ0 − τGq0 )
(B.10)
Le système linéarisé autour de ce point d’équilibre est défini comme suit :
X˙ = AlinX +BlinU˜ (B.11)
avec
Alin =
∂f
∂X
∣∣∣∣
X=X0,U˜=U˜0
, Blin =
∂f
∂U˜
∣∣∣∣
X=X0,U˜=U˜0
(B.12)
Si A˜i et B˜i dénotent les termes Ai et Bi de l’équation (B.9) évalués au point d’équilibre
considéré :
A˜i = Ai(X0), B˜i = Bi(X0), (B.13)
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Figure B.2 – Variations du système linéarisé non compensé (bleu) et compensé avec prise
en compte de l’inertie totale et gravité (rouge) en fonction de la configuration.
on montre que
Alin =

0 In 0 0
0 0 In 0
0 0 0 In
f41 −A˜1 −A˜2 −A˜3
 (B.14)
Blin =

0 0 0
0 0 0
0 0 0
B˜0 B˜1 B˜2
 (B.15)
(B.16)
avec
∆τG0 = τˆG0 − τG0 (B.17)
f41 = J−1m KM−1(q0)(−
∂Mˆθ
∂θ
Mˆ−1θ0 ∆τG0 +
∂∆τG
∂θ
) (B.18)
Sous l’hypothèse d’une gravité parfaitement compensée, i.e. ∆τG0 = 0, le terme f41 dans
Alin est réduit à 0. Ainsi, le système linéarisé (B.11) dépend uniquement des termes A˜i et
B˜i, et sa représentation équivalente dans le domaine de Laplace est donnée par les équations
(3.33-3.35).
Annexe C
Outils mathématiques
Transformée de Fourier discrète
La transformée de Fourier discrète (TFD) d’un signal x(k), k = 0,1,2..N − 1 est définie par :
X(ωk) =
N−1∑
n=0
x(n)e−jωknTs , k = 0..N − 1 (C.1)
avec ωk = 2pik/NTs
La complexité de calcul de la TFD est en O(N2). Des algorithmes de calcul de la transformée
de Fourier rapide (FFT, Fast Fourier Transform) permettent de réduire cette complexité
jusqu’à O(N log2N) pour la FFT ”radix 2”, avec N puissance de 2.
Densité spectrale de puissance
La densité spectrale de puissance d’un signal x(t) peut être estimée à partir d’une séquence
mesurée de N points x(t), t = Ts, 2Ts, . . . ,NTs à l’aide du périodogramme, défini par :
Φˆx(ωk) =
1
N
|X(ωk)|2 (C.2)
où X(ωk) est donné par (C.1).
Cohérence
La mesure de la cohérence entre l’entrée u et la sortie y utilisées dans l’estimation fréquentielle
peut être vue comme un coefficient de corrélation (dépendant de la fréquence) entre les
séquences d’entrée et de sortie. Lorsque la cohérence est proche de 1 pour une fréquence
donnée, il y a une bonne corrélation entre l’entrée et la sortie à cette fréquence. Le cas
contraire indique notamment des perturbations dues au bruit.
Dans le cas étudié, où Ne expériences sont utilisées dans l’estimation des réponses fréquen-
tielles, la mesure de la cohérence peut être définie par (Pintelon et Schoukens, 2001b) :
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γ2(ω) = |SY U (jω)|
2
SUU (jω)SY Y (jω)
(C.3)
avec :
SY U (jωk) =
1
Ne
Ne∑
m=1
Y [m](k)U¯ [m](k) (C.4)
Norme H∞
La norme H∞ représente l’amplification maximale d’un système suivant les fréquences et la
direction de l’entrée. Pour un système G(s) d’entrée u et de sortie y,
‖G(s)‖∞ = sup
u
‖y(t)‖2
‖u(t)‖2
(C.5)
avec
‖u(t)‖22 =
∫ ∞
0
uH(t)u(t)dt (C.6)
La norme H∞ s’exprime en fonction de la valeur singulière maximale σ¯ du système G :
‖G(s)‖∞ = sup
ω∈R
σ¯ (G(jω)) (C.7)
Annexe D
Paramétrisation de Youla
Soit K0 un correcteur stabilisant du système bouclé Fig. D.1.
+
r(t) K0(q-1)
u(t) y(t)G(q-1)
+
Figure D.1 – Boucle fermée avec correcteur stabilisant K0.
Soient les factorisations fractionnelles co-premières de G et de K0 telles que
G = NM−1 = M˜−1N˜ K0 = U0V −10 = V˜ −10 U˜0 (D.1)(
V˜0 −U˜0
−N˜ M˜
)(
M U0
N V0
)
=
(
I 0
0 I
)
(D.2)
Tout correcteur stabilisant ce même système peut s’écrire sous la forme suivante dépendante
du paramètre Q (fonction de transfert stable) (Zhou et al., 1996)
K = UV −1 = V˜ −1U˜ (D.3)
avec
U = U0 +MQ V = V0 +NQ (D.4)
U˜ = U˜0 +QM˜ V˜ = V˜0 +QN˜ (D.5)

Annexe E
Critères de sécurité
Tableau E.1 – Extrait des recommandations de l’IFA établissant les valeurs maximales des
forces, pressions et constantes de déformation pour le corps humain (IFA, 2009).


Résumé
La problématique traitée dans cette thèse concerne la commande de robots manipulateurs à articulations flexibles.
Les méthodes développées visent à satisfaire les spécifications de performance et de robustesse en suivi de trajec-
toire, ainsi qu’à assurer un niveau de sécurité compatible avec un scénario de fonctionnement interactif dans lequel
l’homme et le robot partagent un même espace de travail. Seules les mesures moteur sont utilisées dans un contexte
d’instrumentation réduite. Le premier objectif de performance de la commande de mouvement est atteint grâce à
l’identification expérimentale d’un modèle flexible représentatif du système, et l’usage de ce modèle pour la synthèse
de lois de commande avancées intégrées au sein d’une structure cascade. Deux approches complémentaires fondées
d’une part sur la commande prédictive de type GPC (Generalized Predictive Control), et d’autre part sur la commande
H∞, sont considérées pour la synthèse de lois de commande à deux degrés de liberté, prédictives et robustes. Les
performances de ces deux approches sont analysées et évaluées expérimentalement. Le deuxième objectif de sécurité
est abordé à travers un algorithme de détection de collisions du robot avec son environnement, sans capteur d’effort
et en présence d’incertitudes de modélisation. Afin de séparer efficacement les effets dynamiques des collisions de ceux
des erreurs de modélisation, une stratégie adaptative de filtrage et de décision tenant compte de l’état du système
est proposée. La validation expérimentale montre une très bonne sensibilité de détection, compatible avec les normes
et les recommandations de sécurité relatives à la robotique collaborative.
Mots-clés : robots manipulateurs flexibles, identification fréquentielle, commande prédictive, commande robuste,
détection de collision
Abstract
The present thesis addresses the problem of motion control of flexible-joint robot manipulators using motor sensors
only. The global objective is to guarantee tracking performance and robustness with respect to modeling uncertainties,
together with safe human-robot interaction in a collaborative scenario where the robot and the human operator share
the same workspace. The first objective of performance is achieved through the experimental identification of a flexible
model of the system and the use of this model for the design of advanced control laws implemented in a cascade
structure. Two complementary approaches, based either on predictive (Generalized Predictive Control, GPC) or H∞
control frameworks, are considered to design predictive and robust two degrees-of-freedom controllers. Experimental
evaluation and analysis of the proposed strategies is provided. The second objective of safety is addressed by a novel
algorithm for human-robot collision detection, without force sensors and in the presence of modeling uncertainties.
In order to efficiently separate the dynamic effects of the collisions from the effects due to modeling errors, the
proposed approach includes adaptive filtering and uses dynamic thresholds depending on the robot state. Experimental
evaluation demonstrates a good detection sensitivity which is consistent with safety standards and recommendations
for collaborative robotics.
Keywords : flexible-joint robot manipulators, frequency-domain identification, predictive control, robust control, col-
lision detection
