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GENERALIZED REFLECTION COEFFICIENTS
CHRISTIAN REMLING
Abstract. I consider general reflection coefficients for arbitrary
one-dimensional whole line differential or difference operators of
order 2. These reflection coefficients are semicontinuous functions
of the operator: their absolute value can only go down when limits
are taken. This implies a corresponding semicontinuity result for
the absolutely continuous spectrum, which applies to a very large
class of maps. In particular, we can consider shift maps (thus
recovering and generalizing a result of Last-Simon) and flows of
the Toda and KdV hierarchies (this is new). Finally, I evaluate
an attempt at finding a similar general setup that gives the much
stronger conclusion of reflectionless limit operators in more spe-
cialized situations.
1. Introduction
A Herglotz function is a holomorphic map F : C+ → C+ on the
upper half plane C+ = {z ∈ C : Im z > 0}. Given a pair of Herglotz
functions m±, we define generalized reflection coefficients as follows:
(1.1) R+(z) =
m+(z) +m−(z)
m+(z) +m−(z)
, R−(z) =
m+(z) +m−(z)
m+(z) +m−(z)
While, on a formal level, it is convenient to make Herglotz functions
the basic objects, I’m really motivated by the spectral theory of whole
line differential or difference operators. We thus like to think of m± as
representing the half line Titchmarsh-Weyl m functions of, for example,
a Jacobi matrix
(Ju)n = anun+1 + an−1un−1 + bnun
on ℓ2(Z), or perhaps of a Schro¨dinger operator
(Hu)(x) = −u′′(x) + V (x)u(x)
on L2(R), or of more general operators. This abstract and general
framework provides the natural setting for what I want to do here.
Date: June 4, 2014.
Key words and phrases. Reflection coefficient, absolutely continuous spectrum.
2010 Mathematics Subject Classification. Primary 34L40 47B36 81Q10.
CR’s work has been supported by NSF grant DMS 1200553.
1
2 CHRISTIAN REMLING
It is in fact always possible to interpret a given pair of Herglotz
functions as the half line m functions of a sufficiently general whole
line spectral problem. Namely, the Herglotz functions are in one-to-
one correspondence to trace-normed (that is, tr H(x) = 1) canonical
systems
Ju′(x) = zH(x)u(x)
on the half line 0 ≤ x < ∞. Here, J = ( 0 −11 0 ), and H(x) ∈ R
2×2
is positive semidefinite. See [13] for this fundamental result, which is
based on important earlier work by de Branges [3] and Potapov [8].
Thus pairs of Herglotz functions can be parametrized by whole line
trace-normed canonical systems (one half line for each Herglotz func-
tion). In particular, Jacobi and Schro¨dinger equations can be rewritten
as canonical systems. We will often find it convenient to write H(x)
(with x ∈ R) to refer in this way to a pair of Herglotz functions. This
is mainly a notational device.
As we will see, the reflection coefficients R± have very remarkable
properties. Their use was first advertised by Rybkin in [11], and Breuer-
Ryckman-Simon [2] work with closely related general reflection coeffi-
cients. Here, we want to use R± to analyze the absolutely continuous
spectrum in completely general situations.
We will be especially interested in the set (more precisely, equivalence
class of sets, defined up to sets of Lebesgue measure zero)
Σac = {x ∈ R : Im m±(x) > 0}.
This is the set where the underlying whole line operator has absolutely
continuous spectrum of multiplicity 2.
Another important notion in the study of the absolutely continuous
spectrum is the following:
Definition 1.1. We call the canonical system H(x) reflectionless on
a Borel set A ⊂ R of positive Lebesgue measure if
m+(x) = −m−(x) for almost every x ∈ A.
If H(x) is reflectionless on A, then A ⊂ Σac. Conversely, however,
a general canonical system can not be expected to be reflectionless on
Σac; quite on the contrary, reflectionless operators are very rare. These
points are also illuminated by Proposition 1.1 below.
Reflectionless operators are important because they can be thought
of as the basic building blocks of arbitrary operators with absolutely
continuous spectrum; see [10] for more on this.
We can read off both Σac and the set where H is reflectionless
from the reflection coefficients. This immediately recommends them
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for further use if one is interested in the absolutely continuous spec-
trum. Observe first of all that we may define R±(z) by the formulae
given for all z ∈ C+. Since Herglotz functions have boundary values
F (x) ≡ limy→0+ F (x+ iy) for (Lebesgue-)almost all x ∈ R, we can also
consider the almost everywhere defined functions R±(x). The bound-
ary value of the Herglotz function m++m− cannot be equal to zero on
a positive measure set, so there are no problems with the denominators
here.
It is also helpful to observe that |R+| = |R−|, so we can unambigu-
ously write |R| if we are only interested in the absolute values of the
reflection coefficients. More generally, we will frequently use the sim-
plified notation R to refer to an unspecified reflection coefficient (R+
or R−).
Proposition 1.1. (a) Up to sets of measure zero,
Σac = {x ∈ R : |R(x)| < 1}.
(b) H is reflectionless precisely on the set where R(x) = 0.
Proof. This is immediate from the definition of R and the fact that
Im m±(x) ≥ 0. 
We could similarly recover Σ
(σ)
ac , defined as the set where Im mσ > 0,
for σ = + or −: indeed, x ∈ Σ
(σ)
ac precisely if Rσ(x) 6= 1. However, we
will make no use of these sets here.
The following is the main result of this paper; recall our notational
convention to write H (thought of as the coefficient of a canonical
system) to refer to a pair of Herglotz functions m±.
Theorem 1.2 (Semicontinuity of R(x) and Σac). If m
(n)
± (z)→ m±(z)
locally uniformly on z ∈ C+, then the reflection coefficients satisfy
|R(x;H)| ≤ lim sup
n→∞
|R(x;Hn)|
for almost every x ∈ R.
In particular, if A denotes the set where the lim sup is < 1, then
Σac(H) ⊃ A.
It is obvious from the definition that the reflection coefficients are
continuous off the real line, that is, R(z;Hn) → R(z;H) locally uni-
formly on z ∈ C+. It is also clear that R(x;H) for x ∈ R will not, in
general, be continuous (rather than just semicontinuous) in the second
argument. For example, an arbitrary pairm± of Herglotz functions can
be approximated by Herglotz functions with purely singular measures,
and then R(x;Hn) = 1 for almost every x ∈ R and all n. Or, as will
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become clear in a moment (see Proposition 1.4 below), we can have
|R(x;Hn)| ≥ c > 0 and R(x;H) = 0 on a positive measure set x ∈ A
even if the approximating problems have purely absolutely continuous
spectra. In fact, the results on reflectionless limit points [10] say that
something of this sort will always happen in certain situations.
Theorem 1.2 deals with completely general sequences of operators
Hn, and then the lim sup could easily equal one and we are not getting
a non-trivial statement. It is therefore worth pointing out that in
the situations of greatest interest, |R(x;Hn)| will actually be constant
along the whole sequence, and then the lim sup just equals the reflection
coefficient |R(x;H1)| of the first operator of the sequence.
Let me elaborate on this in more detail. We are often interested in
sequences that are generated by iterating a map on the associated oper-
ators. Of particular interest are the shift map and flows of an integrable
hierarchy such as the Toda (Jacobi operators) or KdV (Schro¨dinger op-
erators) hierarchies. These maps are induced by an associated transfer
matrix, and this will imply that they preserve |R|.
Let me state this more formally. Let T (z) be an entire, SL(2,C)
valued function with T (x) ∈ SL(2,R) for x ∈ R. If m
(1)
± are the
half line m functions of the canonical system H1(x), define two new
functions m
(2)
± on C
+ as follows:
(1.2) m
(2)
− (z) = T (z)m
(1)
− (z), m
(2)
+ (z) = IT (z)I m
(1)
+ (z)
Here I = ( 1 00 −1 ), and a matrix acts on a complex number as a linear
fractional transformation, that is,(
a b
c d
)
z =
az + b
cz + d
.
(So I implements multiplication by −1.) The new functions m
(2)
± are
not guaranteed to be Herglotz functions, but if they are, we obtain a
transformation m
(1)
± 7→ m
(2)
± .
Definition 1.2. We say that a transformation of canonical systems
H1 7→ H2 is of type TM (as in transfer matrix) if the m functions of
the new system H2 are obtained as in (1.2), for some T (z) as above.
This definition may not, at first sight, look especially natural. The
next two Propositions will, I hope, show that it is useful here.
Proposition 1.3. The following maps are of type TM:
(1) shift maps;
(2) (time t maps of) flows from the Toda hierarchy;
(3) (time t maps of) flows from the KdV hierarchy
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By a shift map, we of course mean a map that sendsH(x) toH(x−a),
for some a ∈ R. This includes (as restrictions) shifts V (x) 7→ V (x− a)
of Schro¨dinger operators and shifts (an, bn) 7→ (an−k, bn−k) of Jacobi
matrices.
The list from Proposition 1.3 is, of course, not exhaustive. For ex-
ample, we do not go beyond polynomial dependence on z here in the
sense that either T (z) itself is a polynomial (Jacobi shift) or is obtained
by solving a differential equation with coefficients that are polynomials
in z.
Sketch of proof. This follows from the fact that the m functions can be
represented by formulae of the type m±(z) = ±u2(0, z)/u1(0, z), where
u solves the canonical system (or other associated equations, in cases
(2), (3)) Ju′ = zHu. If we now shift H by a, then u is updated by the
transfer matrix T (a, z), which indeed leads to (1.2).
We obtain the same conclusion for Toda and KdV type flows because
these also have associated SL(2,C)/SL(2,R) cocycles that update so-
lutions. See, for example, [4, 5, 12] for a discussion of this. 
Proposition 1.4. If H1 7→ H2 is of type TM, then
|R(x;H2)| = |R(x;H1)|
for almost all x ∈ R.
Proof. Since T (z) is assumed to be continuous, (1.2) will also hold
for almost all z = x ∈ R. Then we can obtain R(x;H2) directly
from R(x;H1) by using formula (1.1) for z = x and updating m±(x)
according to (1.2). We can then verify by a direct computation that
this will not change |R(x)|. More explicitly, if T (x) = ( a bc d ), then we
find that
R+(x;H2) =
cm− d
cm− d
R+(x;H1), m = m
(1)
+ (x).

In the next Corollary, I’ll focus on the version for Jacobi operators,
but analogous results hold in other settings, with the same proof.
Corollary 1.5. Suppose that Jn → J in the weak operator topology
(equivalently, assume pointwise convergence of the coefficients a, b). If
Jn+1 is obtained from Jn by:
(1) a shift, or
(2) a (time t map of a) flow from the Toda hierarchy,
then Σac(J) ⊃ Σac(J1).
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Proof. These transformations are of type TM by Proposition 1.3. By
Proposition 1.4, |R(x; Jn)| is constant along the whole sequence, so the
result is immediate from Theorem 1.2 if we also recall that pointwise
convergence of the coefficients of a Jacobi matrix is equivalent to the
locally uniform convergence of the m functions. 
The pure shift version of the Corollary was obtained earlier by Last-
Simon [7], and this is now also an immediate consequence of the fact
that limit points under the shift map are reflectionless on Σac(J1) (see
[10] for this); the result for Toda flows is new. Here we can in particular
consider ω limit points J = limφtn(J1) under a fixed Toda flow φt; of
course, much more general limits are possible, too.
If we only allow shifts and consistently shift in one direction only (say
(an, bn) 7→ (an−k, bn−k) with k ≥ 0), then we have the much stronger
statement available that all limit points are reflectionless on Σac(J1) [10,
Theorem 1.4]. Such a statement cannot possibly hold in the general
setup of Theorem 1.2 or Corollary 1.5; for example, we could have that
Jn = J1 for all n ≥ 1. We must impose an irreversibility condition on
the evolution to have any right to expect such a result. It does not
seem ridiculous, however, to hope that if J = lim φtn(J1) with tn →∞
and φ a Toda type flow, then J will be reflectionless on Σac. Kotani
[6] has such a result for the KdV flow with special initial conditions.
In this work, Kotani runs a localized (in energy) version of the proof
from [10], making use of the associated cocycle of the KdV flow.
Inspired by this and Corollary 1.5, it is now tempting to ask what
class of evolutions of this type lets one run the original proof and obtain
reflectionless limit points. I’ll give in to this temptation in the final
section of this paper. The answer we obtain here will be satisfying and
disappointing at the same time: we essentially recover the class of shift
maps, but now in the generality of canonical systems.
Theorem 1.2 is proved in Section 3, and Section 2 discusses a criterion
for convergence of Herglotz functions that will be a crucial ingredient
to this proof.
2. Convergence of Herglotz functions
Our proof of Theorem 1.2 will be based on the following criterion
for convergence of Herglotz functions. Recall again that the boundary
value F (x) (x ∈ R) of a Herglotz function cannot be equal to zero
on a positive measure set, so we can certainly define lnF (x) almost
everywhere. We will always use the value with 0 ≤ Im lnF (x) ≤ π.
In fact, we will be working with (complex) logarithms a lot in this
section and the next, and much ink can be saved if at this point already
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we agree once and for all that
(2.1) 0 ≤ Im lnw < 2π
is the value we want whenever a logarithm makes an appearance some-
where.
Theorem 2.1. Let Fn, F be Herglotz functions, and fix R > 0. Then
lnFn(x), lnF (x) ∈ L
2(−R,R). Moreover, if Fn(z)→ F (z) locally uni-
formly on z ∈ C+, then
lnFn(x)→ lnF (x) weakly in L
2(−R,R).
The converse is also true and follows automatically from this, by com-
pactness. More precisely, if Fn, F are Herglotz functions and lnFn →
lnF weakly in L2(A) for some bounded A ⊂ R of positive Lebesgue
measure, then Fn(z) → F (z) locally uniformly on C
+. Indeed, if this
were false, then Fn(z) → G(z) on a subsequence for some G not iden-
tically equal to F , by normal families. Since Herglotz functions are
determined by their boundary values on a positive measure set, this
contradicts the Theorem. (To tell the truth, we really need a slightly
more general version here because in this argument, we could have
G ≡ a ∈ R∞.)
Proof. Any Herglotz function F has a holomorphic logarithm lnF (z),
which is a Herglotz function itself (recall (2.1)!). Since Im lnF < π,
the representing measure of lnF is purely absolutely continuous; its
density, up to a factor of π, is called the Krein function of F :
ξ(x) =
1
π
lim
y→0+
Im lnF (x+ iy).
So we have that 0 ≤ ξ ≤ 1.
The Herglotz representation of lnF then reads
lnF (z) = C +
∫ ∞
−∞
(
1
t− z
−
t
t2 + 1
)
ξ(t) dt(2.2)
= C +
∫ ∞
−∞
1 + tz
t− z
ζ(t) dt;
here we have introduced ζ(t) = ξ(t)/(t2 + 1).
It is well known that locally uniform convergence of Herglotz func-
tions implies (in fact, is essentially equivalent to) weak ∗ convergence
of the associated measures. See, for example, [10, Sect. 2] for a more de-
tailed discussion. If now Fn → F locally uniformly, then also lnFn(z)→
lnF (z), so we obtain that ζn dt→ ζ dt in weak ∗ sense, as Borel mea-
sures on the one-point compactification R∞ of R. The absence of a
term linear in z in the Herglotz representation of lnF implies that our
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measures don’t give weight to the added point ∞, so it is enough to
extend the integrations over R. We then have that∫ ∞
−∞
f(t)ζn(t) dt→
∫ ∞
−∞
f(t)ζ(t) dt
for all test function f that have a continuous extension to R∞.
Our assignment is to analyze the sequence of functions
lnFn(x) ≡ lim
y→0+
lnFn(x+ iy),
as n → ∞. We will do this by looking separately at the various con-
tributions from (2.2).
Since C = ln |F (i)|, it is certainly clear that Cn → C. Next, the
weak ∗ convergence ζn dt → ζ dt together with the uniform bound on
the ζn give that∫
|t|>R+1
1 + tx
t− x
ζn(t) dt−
∫
|t|>R+1
1 + tx
t− x
ζ(t) dt→ 0,
uniformly on |x| ≤ R. So let’s now focus on the integrals from the
right-hand side of (2.2), cut off at |t| = R + 1. Then both summands
from the first line of (2.2) become integrable separately, and
∫ R+1
−R−1
t
t2 + 1
ξn(t) dt→
∫ R+1
−R−1
t
t2 + 1
ξ(t) dt,
by the weak ∗ convergence again. It remains to analyze
fn(x) ≡ lim
y→0+
∫ R+1
−R−1
1
t− x− iy
ξn(t) dt,
for |x| < R and as n → ∞. It is clear that Im fn = πξn converges
to Im f = πξ weakly on L2(−R,R): this follows from the weak ∗
convergence ζn dx→ ζ dx and the fact that 0 ≤ ξn ≤ 1.
The real part of fn can alternatively be computed as a Hilbert trans-
form:
(2.3) Re fn(x) = lim
y→0+
∫
{t∈R:|t−x|>y}
χA(t)
ξn(t)
t− x
dt ≡ (H(χAξn))(x)
This holds for almost all x ∈ (−R,R), and we have abbreviated A =
(−R− 1, R+1). The Hilbert transform defines a bounded operator on
L2(R), and it satisfies H∗ = −H . This shows, first of all, that indeed
lnF ∈ L2(−R,R) for any Herglotz function F : since χAξ ∈ L
2(R),
we have that Re f ∈ L2(−R,R) by (2.3), and the other contributions
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from (2.2) are bounded on x ∈ (−R,R). Next, the desired weak con-
vergence in L2(−R,R) also follows: write B = (−R,R) for notational
convenience, and let g ∈ L2(B) be a test function. Then
〈g,Re fn〉L2(B) = 〈χBg,H(χAξn)〉L2(R) = −〈H(χBg), ξn〉L2(A)
→ −〈H(χBg), ξ〉L2(A) = 〈g,Re f〉L2(B).
Here, the convergence follows from the weak convergence ξn → ξ in
L2(A) that was observed earlier, and the last equality is established by
reversing the first two steps. 
3. Proof of Theorem 1.2
If C < 1 and L > 0 are given and we define
B = {x ∈ [−L, L] : lim sup
n→∞
|R(x;Hn)| < C},
then we can find an A ⊂ B of almost full measure inside B and N ≥ 1,
such that |R(x;Hn)| ≤ C for all x ∈ A and n ≥ N . It thus suffices to
show that |R(x;H)| ≤ C almost everywhere on A for such an A.
We consider the functions
L(n)σ (x) = ln (Rσ(x;Hn)− 1) ,
for x ∈ A (and n ≥ N , σ = ±). The argument of the logarithm lies in
the left half plane; so L(n) has imaginary part in (π/2, 3π/2) by (2.1).
Since R is bounded away from 1, the L(n) are uniformly bounded on A.
Thus they converge weakly in L2(A) on a suitable subsequence, which,
for notational convenience, we assume to be the original sequence. The
weak limits will take values in the closed convex hull of the union of the
ranges of the L(n). We now make use of the following elementary fact;
this will be proved after we have completed the proof of the theorem.
Lemma 3.1. Let C < 1. Then {ln(z−1) : |z| ≤ C} is a convex subset
of C.
So we can now introduce two new functions rσ(x) on x ∈ A to
describe the weak limits, as follows:
(3.1) ln (Rσ(x;Hn)− 1)
w
−→ ln (rσ(x)− 1)
By the Lemma, these may be required to take values in |r| ≤ C.
From the definition (1.1), we have that
(3.2) Rσ − 1 = −
2i Immσ
m+ +m−
= 2ig Immσ;
Here we have abbreviated g = −1/(m++m−). Note that g is a Herglotz
function, too. We would now like to take logarithms on both sides, but
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to be able to do this, we also need to make sure that Imm > 0 or,
equivalently, R 6= 1. This is of course clear for R = R(x;Hn), from the
definition of the set A, but we will also want to use these formulae for
R = R(x;H). This issue will be addressed in a moment.
Let’s first use (3.2) for R = R(x;Hn). As planned, take logarithms
to obtain that
(3.3) ln (Rσ(x;Hn)− 1) = ln 2ign(x) + ln Imm
(n)
σ (x).
The hypothesis of Theorem 1.2 implies that also gn(z) → g(z) locally
uniformly. Thus ln 2ign(x)
w
−→ ln 2ig(x) weakly in L2(A) by Theorem
2.1. This shows that the weak limit
(3.4) Pσ(x) ≡ w–lim
n→∞
ln Imm(n)σ (x);
exists, at least if we take it along the subsequence that makes (3.1)
happen. We obtain the following limiting version of (3.3):
(3.5) ln (rσ(x)− 1) = ln 2ig(x) + Pσ(x)
We have the following fundamental estimate on Pσ.
Lemma 3.2. For almost every x ∈ A, we have that
Immσ(x) ≥ e
Pσ(x).
Proof of Lemma 3.2. Drop σ in the notation, and let I = (a, b) be an
interval with ρ({a}) = ρ({b}) = 0, where ρ is the measure from the
Herglotz representation of m. Then
πρ(I)
|I|
= lim
n→∞
πρn(I)
|I|
≥ lim sup
n→∞
1
|I|
∫
I∩A
Immn(x) dx
≥
|I ∩ A|
|I|
lim
n→∞
exp
(
1
|I ∩A|
∫
I∩A
ln Immn(x) dx
)
=
|I ∩A|
|I|
exp
(
1
|I ∩ A|
∫
I∩A
P (x) dx
)
.
We have used Jensen’s inequality to pass to the second line, and the
limit in this formula exists by (3.4). Now take I = (x − h, x + h), fix
x and send h→ 0+. For almost every x ∈ A, the following statements
will be true:
|I ∩A|
|I|
→ 1,
1
|I|
∫
I∩A
P (t) dt→ P (x),
πρ(I)
|I|
→ Imm(x)
Thus, if we also avoid those h > 0 for which ρ({x± h}) > 0, we obtain
that Imm(x) ≥ eP (x) for these x, as claimed. 
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In particular, this implies that Immσ(x) > 0 for almost all x ∈
A, so we may indeed take logarithms in (3.2) also for R = R(x;H).
Comparison of this formula with (3.5) then yields
(3.6) ln (Rσ(x;H)− 1) = ln (rσ(x)− 1) + ln Immσ(x)− Pσ(x).
(Note that it would of course have been too naive to expect, based on
(3.1) perhaps, that R(x;H) = r(x).) We reformulate this one more
time: For almost all x ∈ A, we have that
Im ln (Rσ(x)− 1) = Im ln (rσ(x)− 1) = Im ln 2ig(x),(3.7)
Re ln (Rσ(x)− 1) ≥ Re ln (rσ(x)− 1) .(3.8)
To obtain this, we just take real and imaginary parts of (3.6); the
inequality in (3.8) is obtained from Lemma 3.2.
To finish the proof, we now discuss conditions (3.7), (3.8) for fixed
x. We know that |r+(x)|, |r−(x)| ≤ C, and we wish to show that then
|R±(x)| ≤ C also. Recall that we of course have that |R+| = |R−|,
but r± were obtained from certain weak limits, so we cannot be sure if
these quantities satisfy the same identity.
Write R± − 1 = ρ±e
iϕ, with π/2 < ϕ < 3π/2. Note that both
numbers indeed have the same phase ϕ by (3.7). From (3.8), we know
that ρ± ≥ ρ0, where ρ0 = |z0| is defined as the absolute value of the
smaller of the (usually two) points of intersection of the ray teiϕ, t ≥ 0
with the circle {z − 1 : |z| = C}. Also, let ρ1 = |z1| ≥ ρ0 be the
absolute value of the other point of intersection. We are trying to show
that |R+| ≤ C or, equivalently, ρ+ ≤ ρ1.
By elementary geometry, if we compute the points where {teiϕ : t ≥
0} and {z − 1 : |z| = C} intersect, we find that
(3.9) ρj = − cosϕ±
√
C2 − sin2 ϕ (j = 0, 1);
more precisely, we obtain ρ1 if we take the plus sign (notice that
− cosϕ > 0 for our range of ϕ’s). Notice also that only those values of
ϕ for which the ray teiϕ, t ≥ 0, intersects the circle {z − 1 : |z| = C}
are compatible with (3.7), (3.8), and this implies that | sinϕ| ≤ C.
Next, observe that
−
R+
R−
= −
g
g
=
2ig
2ig
= e−2iϕ.
The last step is by (3.7). It follows that
R− = −R+e
2iϕ = −
(
1 + ρ+e
−iϕ
)
e2iϕ,
so R− − 1 = (−ρ+ − 2 cosϕ)e
iϕ, and this yields
ρ− = −2 cosϕ− ρ+ ≡ f(ρ+).
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From (3.9), we see that f(ρ1) = ρ0, so we would obtain smaller values
f(ρ+) < ρ0 if we had ρ+ > ρ1, but we also know that ρ− ≥ ρ0, so this
can’t happen. We have proved that ρ+ ≤ ρ1, as desired. 
Proof of Lemma 3.1. The set under consideration can be described as
{w = x+ iy : 1− C ≤ ex ≤ 1 + C, ϕ(x) ≤ y ≤ 2π − ϕ(x)},
where ϕ(x) ∈ (π/2, 3π/2) is the angle determined by that ray teiϕ(x),
t ≥ 0, that intersects the circle {z − 1 : |z| = C} for the first time at
t = ex. We want to show that the complementary angle ψ(x) = π−ϕ(x)
is a concave function of x in the range indicated.
Elementary geometry shows that
cosψ(x) =
1
2
(ex + Ae−x),
with A = 1− C2 > 0. From this, we learn that (cosψ)′′ = cosψ, so
−ψ′′ sinψ = (1 + ψ′2) cosψ.
Since 0 ≤ ψ < π/2, this implies that ψ′′ ≤ 0, as desired. 
4. Reflectionless limits
As mentioned in the introduction, if we only apply (let’s say: left)
shifts to (let’s say) a Jacobi matrix, then any limit not only has a Σac
that contains the original Σac (which is constant along the approximat-
ing sequence, by Propositions 1.1, 1.3, 1.4), but it satisfies the much
stronger condition of being reflectionless on this set [10, Theorem 1.4].
We now ask the following perhaps somewhat artificial, but not easy
to resist question: What is the most general version of this result that
can be obtained by running a sufficiently abstract version of the orig-
inal proof, using the setup of the present paper? To make this more
concrete, let’s define:
Definition 4.1. A transformation H1 7→ H2 of type TM is said to be
of type S if the associated T (z) can be chosen so that we have that
T (z)w ∈ C+ whenever w, z ∈ C+. If, in addition, T (0) = 1, then we
say that the transformation is of type S0.
In other words, in addition to the properties from Definition 1.2, we
now also demand that the linear fractional transformation w 7→ T (z)w
is a Herglotz function for all z ∈ C+ (equivalently, z 7→ T (z)w is
Herglotz for all w ∈ C+). This condition played a key role in the proof
of [10, Theorem 1.4], and this is our reason for introducing it here.
Abusing notation, we will also write T ∈ S.
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The relation of the restricted class S0 to S is easily clarified: if
T (z) ∈ S and we set A = T (0) ∈ SL(2,R), then both T (z)A−1 and
A−1T (z) will be in S0. Conversely, if A ∈ SL(2,R) and T0(z) ∈ S0,
then AT0, T0A ∈ S. All this is immediate from the definitions if we
recall that an A ∈ SL(2,R) induces an automorphism of C+.
We will indeed be able to generalize [10, Theorem 1.4] to this setting.
However, nothing essentially new is obtained. Rather, the transforma-
tions of type S0 are precisely the left shifts, and if we work with S,
then this is perhaps followed (or preceded, if we prefer) by an SL(2,R)
transformation.
Theorem 4.1. T (z) ∈ S0 precisely if there exist L ≥ 0 and a trace-
normed coefficient H(x) on [0, L] so that T (z) = T (L, z) where T (x, z)
solves
JT ′(x, z) = zH(x)T (x, z), T (0, z) = 1.
So this says that the suspense built at the beginning of this section
was completely unjustified: we are not getting beyond the class of shift
maps with this attempt at increasing the scope of [10, Theorem 1.4].
We will obtain a rather general version of this result, though, which
we’ll state and prove below.
Theorem 4.1 follows from the characterization of the transfer matri-
ces of canonical systems that is due to Potapov [8] and de Branges [3,
Theorem 37]. Namely, T (z) = T (L, z) for a T (x, z) as above precisely
if T (z) is entire with values in SL(2,C) and T (x) ∈ SL(2,R) if x ∈ R,
T (0) = 1 and
(4.1) − i (T ∗(z)JT (z)− J) ≥ 0
for z ∈ C+. If we compare these conditions with the ones from Defini-
tion 4.1, we see that in order to establish Theorem 4.1, we must show
that in the presence of the other conditions just listed, (4.1) is equiva-
lent to the Herglotz property from Definition 4.1. This is known, but
we sketch a proof anyway for the reader’s convenience. The claim boils
down to showing the following:
Lemma 4.2. LetM ∈ SL(2,C). Then w 7→Mw is a Herglotz function
precisely if
(4.2) − i(M∗JM − J) ≥ 0.
Proof. If (4.2) is assumed, then ImMw > 0 follows at once from the
observation that
(4.3)
1
2i
(w, 1)J
(
w
1
)
= Imw.
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So assume now that Mw is Herglotz. Then M maps R∞ to a circle
(possibly a line parallel to R∞ or even R∞ itself, if M ∈ SL(2,R)) in
C
+. We shift so that the bottom point of this circle touches the real
line at 0 after shifting. In other words, we choose z ∈ C+ ∪{0} so that
M1 = (
1 −z
0 1 )M is still a Herglotz function, but now M1t = 0 for some
t ∈ R∞. We also move t to the origin, that is, we introduce
P =
(
1 −z
0 1
)
M
(
1 t
0 1
)
.
This of course assumes that t 6= ∞; the case t = ∞ is similar and is
left to the reader. So we have that
M =
(
1 z
0 1
)
P
(
1 −t
0 1
)
≡ APB.
It suffices to show that −iC∗JC ≥ −iJ for the individual factors C =
A, P,B. This is obvious for B (with equality, since B ∈ SL(2,R)) and
A (by a calculation), so we can focus on P .
Since P0 = 0, we have that
P =
(
a 0
b a−1
)
,
with a 6= 0. Write w = x+ iy and compute
(4.4)
1
2i
(w, 1)P ∗JP
(
w
1
)
= Ay2 +By + Ax2 + Cx ≡ F (x, y)
with
A = Im ab, B = Re a/a, C = Im a/a.
We are interested in the range x ∈ R, y ≥ 0. By (4.3), the left-hand
side of (4.4) computes a positive multiple of ImPw, so we know that
F (x, y) ≥ 0, and we wish to show that in fact F (x, y) ≥ y. From the
condition that F ≥ 0, we infer that A ≥ 0, C = 0, so a/a = ±1, that
is, either a = id or a = d for some d ∈ R. The first case would make
B = −1, but then F (0, y) < 0 for small y > 0, so this is impossible.
Hence a ∈ R and B = 1, so
F (x, y) = Ay2 + y + Ax2 ≥ y,
as desired. 
Theorem 4.3. Suppose that Hn 7→ Hn+1 is of type S and the sequence
Hn approaches a limit H in the sense that m±(z;Hn) → m±(z;H)
locally uniformly on C+. Then either:
(1) H is reflectionless on Σac(H1), or
(2) Tn(z) · · ·T1(z)→ T (z) locally uniformly on C for some T ∈ S (see
comments below).
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An equivalent way of stating (1) is to say that R(x;H) = 0 on
Σac(H1). This is the conclusion we were hoping for; in case (2), the
whole sequence Hn just approaches the result of mapping H1 by a single
shift type map. Actually, a few comments on the precise formulation of
part (2) are in order: Observe that ifH1 7→ H2 is a given transformation
of type S, then the corresponding matrix T (z) is determined up to a
sign. Indeed, if we again write T = AT0, T0 ∈ S0, A ∈ SL(2,R),
then A as a linear fractional transformation can be found from (1.2).
This gives A as a matrix, up to a sign (A and −A generate the same
linear fractional transformation). We can then see from Theorem 4.1
that (the matrix) T0(z) is uniquely determined. Thus the Tj(z) from
case (2) are well defined, up to signs, and the claim really is that after
suitably choosing these signs, we will have the asserted convergence of
the matrices.
So in case (2), we obtain that H(x) is H1(x − a), possibly followed
by an SL(2,R) transformation. In particular |R(x,H)| = |R(x,H1)|.
Obviously, this second case cannot be ruled out in general; for instance,
we could be dealing with the sequence of shifts H(x) 7→ H(x− 2−n).
To prove Theorem 4.3, we follow the proof of [10, Theorem 1.4] that
was given in this reference as closely as possible. I will not try to
summarize the whole argument here. Rather, I’ll focus right away on
the one place where new ingredients are needed. Namely, Lemma A.2
and Corollary A.3 of [10] were established by a direct calculation that
depended on the specific form of transfer matrices of Jacobi operators.
In our more general setting, we will use a function theoretic version
of the Weyl theory of nested disks for m functions of problems with
variable endpoints.
Let me introduce some notation. Let Tn(z) ∈ S. We abbreviate
Pn(z) = Tn(z) · · ·T1(z).
Observe that Pn ∈ S also. For fixed z ∈ C
+ and n ≥ 1, the set
{Pn(z)w : w ∈ C
+} is a disk in the upper half plane (possibly degen-
erate, that is, of the form {x + iy : y > y0}), and we let Rn(z) be its
hyperbolic diameter:
Rn(z) = sup
w,w′∈C+
γ (Pn(z)w, Pn(z)w
′) ∈ (0,∞]
As explained, γ denotes hyperbolic distance in the upper half plane.
Rn(z) = ∞ is possible if the disk {Pn(z)w} touches R∞ or is a half
plane. Since holomorphic self-maps of C+ (aka Herglotz functions)
decrease hyperbolic distance, Rn(z) is decreasing in n for fixed z ∈ C
+.
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Thus
R(z) = lim
n→∞
Rn(z) ∈ [0,∞]
exists for all z ∈ C+.
By normal families, given a sequence of Herglotz functions, we can
always pass to a locally uniform limit on a subsequence. In particular,
we can do this for a sequence of the form Pn(z)wn, with wn ∈ C
+.
Any such limit will either be a Herglotz function itself, or it will be
identically equal to a for some a ∈ R∞.
Theorem 4.4. Suppose that for some w0, z0 ∈ C
+, the sequence Pn(z0)w0
has a subsequence that converges to a ζ ∈ C+. Then either:
(1) R(z) ≡ 0 on z ∈ C+, or
(2) R(z) > 0 for all z ∈ C+.
In the first case, Rn(z)→ 0 locally uniformly on C
+.
This can be viewed as a function theoretic version of Weyl’s limit
point/limit circle alternative. Note, however, that our disks {Pn(z)w :
w ∈ C+} move around and are not nested.
Proof. I will, as expected, work on the upper half plane in this proof,
but our intuition is actually better served if we imagine our functions
taking values in the disk model instead, with its hyperbolic metric.
For wn, w
′
n ∈ C
+, consider the Herglotz functions Pn(z)wn, Pn(z)w
′
n.
As explained above, these will approach limits F (z), G(z) along suitable
subsequences. If we also take wn 6= w
′
n, then Pn(z)wn 6= Pn(z)w
′
n for all
z ∈ C+, so by Hurwitz’s Theorem, either F −G is zero free or F ≡ G.
Now suppose that R(z0) = 0 for some z0 ∈ C
+. Then F (z0) = G(z0),
so F ≡ G for any two limits F , G. If we had R(z1) > 0 for some z1 ∈
C+, then we could pick wn, w
′
n so that γ(Pn(z1)wn, Pn(z1)w
′
n) ≥ c > 0,
but we also just saw that these two sequences must have the same limit
if we make them both converge by passing to a subsequence. This is
only possible if in fact Pnj(z1)w → a ∈ R∞ for all w ∈ C
+; here, a is
independent of w. However, this condition implies that Pnj (z)w → a
for all z ∈ C+. In this whole argument, we are free to choose nj as
a subsequence of the sequence from the hypothesis of the Theorem.
So this scenario is not possible, and thus indeed R ≡ 0 as soon as
R(z0) = 0.
The locally uniform convergence of Rn in this case follows by essen-
tially the same argument. Fix a sequence nj →∞ as in the hypothesis,
that is, Pnj(z0)w0 → ζ ∈ C
+. Now if we had Rn(z
′
n) ≥ 2ǫ > 0 for ar-
bitrarily large n and certain z′n’s drawn from a compact set K ⊂ C
+,
then, since Rn is decreasing, we could also arrange that Rnj(zj) ≥ 2ǫ
for certain arbitrarily large j. We could then find wj, w
′
j ∈ C
+ so that
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γ(Pnj(zj)wj, Pnj(zj)w
′
j) ≥ ǫ > 0, even though both sequences approach
the same limit, uniformly on K (after passing to another subsequence).
This leaves only one possible excuse: the common limit must lie in R∞,
but this contradicts the choice of the sequence nj , which makes sure
that all limits are genuine Herglotz functions. 
Let us now return to Theorem 4.3. First of all, the hypothesis of
Theorem 4.4 is clearly satisfied here: we know that Pn(z)m
(1)
− (z) →
m−(z) ∈ C
+.
We wish to show that cases (1), (2) of Theorem 4.4 lead to (1) and
(2) of Theorem 4.3, respectively.
If we are in case (1) of Theorem 4.4, then the additional statement
that Rn(z)→ 0 uniformly on compact subsets of C
+ can now take the
role of Corollary A.3 of [10] (which was used in the original proof). The
argument now proceeds exactly as in [10], with no further modifications
necessary. I’ll leave the matter at that.
Now consider case (2) (of Theorem 4.4). By the observations made
above, a T ∈ S can be written as either T = AT0 or T = T1A, with
A = T (0) ∈ SL(2,R) and Tj ∈ S0. This means that in the product Pn,
we can move the constant SL(2,R) factors all the way to the left and
write
Pn(z) = BnSn(z) · · ·S1(z),
with Bn ∈ SL(2,R) and Sj ∈ S0. Observe also that the Sj, 1 ≤ j ≤ n,
don’t change if we add new factors on the left and consider Pk with k >
n. By Theorem 4.1, each Sj is a transfer matrix of a canonical system on
an interval Ij . The product Sn · · ·S1 then is the transfer matrix of the
concatenation of these canonical systems. More specifically, arrange
this so that Sj is the transfer matrix across (xj−1, xj). I now claim
that limj→∞ xj < ∞. This will follow from the important result of
de Branges [3, Theorem 42] that a trace-normed canonical system on
a half line is in the limit point case at the singular endpoint. See also
[1] for a transparent alternative proof.
So assume, to obtain a contradiction, that xj → ∞. We shift the
intervals so that we now have canonical systems on [−xj , 0], and we
want to consider limits of these problems; these will be canonical sys-
tems on a left half line (−∞, 0]. We are taking these limits with respect
to a metric that is built in a similar way as the metric on (Schro¨dinger
operator) potentials that was used in [9]. Two canonical systems are
close if their coefficient functions almost agree (in a weak sense, not
pointwise) on a sufficiently long initial interval [−L, 0]; the metric pays
little attention to what happens far out. We will not spell out the de-
tails here; the important features are that this gives a compact space
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of canonical systems, and convergence with respect to this metric is
equivalent to the locally uniform convergence of the m functions. (In
fact, this property could almost serve as the definition.)
Fix any limit point H0(x), x < 0. By standard Weyl theory and
what we just reviewed, any limiting function of the type
(4.5) M(z) = limPnj (z)wnj
is a half linem function of this problem. By the result just quoted, there
can be only one such function. However, we are currently assuming that
R(z) > 0 on C+, and this makes sure that we can get more than just
one function from (4.5). Indeed it suffices to fix z0 ∈ C
+, then pick
wn, w
′
n so that γ(Pn(z0)wn, Pn(z0)w
′
n) ≥ c > 0 and pass to limits along
a subsequence.
This contradiction shows that the collection of intervals (xj−1, xj)
is of bounded total length. So there exist L ≥ 0 and a trace-normed
H(x) on (0, L) so that Pn(z) = BnT (xn, z), where T (x, z) is the transfer
matrix of this system across (0, x), and 0 = x0 ≤ x1 ≤ . . ., xn → L. So
in particular, we have that T (xn, z)→ T (L, z) locally uniformly on C,
and this matrix is in S0.
It remains to show that with suitable choices of (n dependent) signs,
we will also obtain that ±Bn → B for some B ∈ SL(2,R). Recall that
(4.6) BnT (xn, z)m
(1)
− (z)→ m−(z).
By normal families again, Bn (as a sequence of linear fractional trans-
formations) converges locally uniformly on C+ along suitable subse-
quences. The limit cannot be identically equal to an a ∈ R∞, by (4.6),
so it is a linear fractional transformation B ∈ SL(2,R) itself. More-
over, (4.6) identifies B (as a map) uniquely, so there is no need to pass
to a subsequence. For the matrices, this means that ±Bn → B, as
desired (note that we originally derived the convergence of the maps,
not the matrices).
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