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ABSTRACT 
If R is an n x n matrix over the complex field which is the product of a 
diagonal matrix D and a permutation matrix P, then R is called a diagonally 
scaled permutation matrix. We present the eigenstructure of R by observing 
that R is permutation similar to the direct sum of diagonally scaled permutation 
matrices of the form DC where D is a diagonal matrix and C is the circulant 
permutation. 
. . . . 
The matrix DC is called a scaled circulant permutation matrix. We consider two 
cases for R = DC: when the scaling matrix D is nonsingular, and when D is 
singular. In the singular case R is nilpotent, and we are able to obtain upper 
and lower bounds on the index of nilpotency of R. We conclude with information 
about matrices that commute with a scaled permutation matrix. We are also 
able to represent an arbitrary n x n Toeplitz matrix as a sum of matrices of the 
form D(k, a, p) C” for k = 1,. . . , n where D(k, a, ,B) is a diagonal matrix. 
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1. INTRODUCTION 
A diagonally scaled permutation matrix R over the complex field C is 
the product of a diagonal matrix D and a permutation matrix P. In this 
paper we are able to link the eigenstructure of DP”, where Ic is a positive 
integer, with the eigenstructure of diagonally scaled circulant permutation 
matrices DC,, where C, is the s x s matrix 
-0 1 0 0 .” o- 
0 0 1 0 .” 0 
. . . . . . . . . 
0 0 0 0 ‘.’ ; 
,1 0 0 0 “. o_ 
The circulant matrices, long a fruitful subject of research [3], have in 
recent years been extended in many directions [3, 9, lo]. Scaled circu- 
lant permutation matrices and the matrices that commute with them are 
another natural extension of this well-studied class, and can be found in 
[l, 4, 6, 71. In particular, it will be seen that circulant matrices are pre- 
cisely those matrices commuting with a scaled circulant permutation matrix 
whose scaling matrix is the identity. We are able to represent an arbitrary 
n x n Toeplitz matrix as a sum of matrices of the form D(k, a, ,d)C” for 
k = 1,. . , n where D(k,a, p) is a diagonal matrix. 
We begin by examining the structure of a diagonally scaled permutation 
matrix R = DP, showing that R is permutation similar to a direct sum of 
diagonally scaled circulant matrices DC,. When the scaling matrix D is 
nonsingular, we are able to determine the complete eigenstructure of DC,. 
We also examine both the eigenstructure of DP”, where Ic is a positive 
integer, and the eigenstructure of matrices A that commute with DP”. 
2. PROPERTIES OF PERMUTATION MATRICES AND DIAGONAL- 
PERMUTATION PRODUCTS 
The following useful result is well known [9]. 
LEMMA 2.1. Let P be an n x n permutation matrix. Then there exist 
both an n x n permutation mattix Q and a unique sequence of positive 
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integers hl 5 h2 5 . . . < h,, for some m, such that 
QtPQ = &,.. 
a=1 
(2.1) 
For each v in @lXn, the n x n diagonal matrix D = diag(v) is defined 
to be the diagonal matrix such that Dii = vi for 1 < i 5 n. For vectors u 
and v in Clxn, let u 0 v denote the Hadamard product of u and u. 
LEMMA 2.2. Let P be an n x n permutation matrix. Let D = diag(w) 
for some u in @lxn. Then PD = diag (wP”)P and DP = Pdiag (VP). 
Proof These two results follow immediately from the fact that 
PtDP = diag(vP). n 
COROLLARY 2.3. Let P be an n x n permutation matrix. Let D = 
diag(v) for some Y in @ 1 Xn. If k is a positive integer, 
(DP)k = diag(v o vPt o vU(P~)~ o . . . o v(P~)~-‘) Pk. 
Proof Observe that diag (u)diag (v) = diag (u o v). Now apply the 
preceding lemma and use induction to show that 
(DP)” = diag(v) diag(vPt) . . .diag(v(Pt)“-l)P’“. 
Another direct consequence of Lemma 2.2 is 
COROLLARY 2.4. Let P be an n x n permutation matrix, let v E Clxn 
have no zero entries, and let w be the vector such that wi = (vi)-’ for all 
i. If D = diag(v), then (DP)-’ = diag(zuP)Pt. 
3. THE MAIN SPECTRAL THEOREM 
For an n x n matrix A, let a(A) denote the spectrum of A. 
THEOREM 3.1. Let P be an n x n permutation matrix, D = diag(v) for 
some v in Clxn, and & the permutation matrix given by Lemma 2.1. Let 
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p =’ QtPQ and D = diag(vQ). The m diagonal matrices ntl), B(Z), . . . , 






D P = QtDPQ = @:=I &&b,; 
o(DP) = U~zlWet Dlcy)l l/hati~jl < j _< h,}, where w, = exp(F); - 
Eigenvectors and generalized null vectors for -dlajCb naturally ex- 
e- 
tend to eigenvectors and generalized null vectors for D P by embed- 
ding into the a-block of the n x 1 zero vector. 
-- 
Proof. Statement (i) follows from the definitions of D, P, ancllt,), 
and the fact the D = Q”DQ. From (i), it follows that a(DP) = a(D P) = 
Uzcl o(Dc,) Cb,). Thus it remains to examine a(nta) Ch,). Note that (iii) 
follows from (i). The proof that a(Dl,~Ch,) is the given set is Theorem 5.1. 
n 
COROLLARY 3.2. Let P be an n x n permutation matrix. Let D = 
diag(v) for some v in (Clxn. Let f be a function that is analytic on a 
neighborhood of a(DP). Then 
Gf (o&b,) Qt. 
a=1 1 
4. DP WHEN P IS A CIRCULANT PERMUTATION 
For the remainder of the paper, the indices 1,2,. . . , n are congruence 
classes modulo n. We will use n instead of 0. Subscripts of the diagonal 
entries of matrices are always computed modulo n. 
The matrix C will always be the circulant permutation matrix C,. The 
matrix D will always be the n x n diagonal matrix D = diag(v), where 
v = (di, dz, . . ,d,) is in (Clxn. 
Finally, if D is singular, let 5’ = {i 1 di = 0}, and let s = JSJ. 
The matrix R = DC is called a scaled circulant permutation matrix. 
For convenience we will refer to such a matrix as an SCPM. 
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We now determine the basic properties of R. The determinant of R is 
found in 
LEMMA 4.1. If R = DC is a scaled circulant permutation matrix, then 
det R = (-l)“-l fi dj. 
j=l 
Proof Note that det R = det Ddet C = (-l)“-’ ny=, dj. 
The structure of R” for a positive integer k is found in 
LEMMA 4.2. If R = DC is a scaled circulant permutation matrix, and 
if k is a positive integer, then, Rk = D(k)Ck, where DC”) is the diagonal 
matrix whose (j, j) entry is n’z”-’ t 3 dt for1 <j <n. 
Proof By Corollary 2.3, Rk = diag(v o vCt 0. . . o v(Ct)lc-‘) C”. Since 
C is the circulant permutation, (w(C’)“)j = dj+,. for each j and each r. n 
5. EIGENSTRUCTURE OF R WHEN R IS NONSINGULAR 
To develop the results in the nonsingular case the following notation is 
utilized. Let w = eaxiin be a primitive nth root of unity, and F be the 
n x n unitary Fourier matrix such that 





A = diag(&, 62,. . ,6,), (5.2) 
where the elements Sj of A can be computed by the recursion formula 
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The choice of Sr = dn gives 
sj = dj-’ fid, 
t=j 
for 1 5 j < n. 
The eigenstructure of R = DC is given in 
THEOREM 5.1. If R = DC is a nonsingular SCPM, then R has n 
distinct eigenvalues 
Xk = dw”, l<k<n. (5.3) 
The eigenvector of R corresponding to & is the kth column of AF, that is, 
t’k = (AF)k. (5.4) 
Hence the j-entry of vk is 
[uk]j = [AF]jk 
J-l)(k-1) 
3 l<jFn. (5.5) 
Proot Note that 
C = F diag(l,w,w2,. . ,wnpl)F* (see [2,31). 
Using (5.1) and (5.2), R = DC is diagonally similar to dC, that is, 
R = DC = A(dC 
= AF diag(d,dw,dw2,. . ,dw”-l)F*A-l. (5.6) 
n 
6. EIGENSTRUCTURE FOR R WHEN R IS SINGULAR 
LEMMA 6.1. If det D = 0, then the SCPM R = DC is a nilpotent 
matrix, and all of its eigenvalues are zero. 
Proof. From Lemma 4.2 we have that R” = D(“)Ck, so Rk = 0 if and 
only if DC’) = 0. The (j, j) entry of DC”) is fl$-’ dt, so Dck) = 0 if and 
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only if fl’?’ t--3 dt = 0 for j = 1,2,. . . , n. Since di = 0 for some i, there 
exists Ic such that DC”) = 0, and consequently, Rk = 0. Since R is nilpotent, 
its eigenvalues are all zero. n 
To continue our study of the eigenstructure of R = DC when R is 
singular, we introduce the nilpotent matrix Nk, the simple Jordan block of 
size k x k with zeros on the diagonal. That is, 
0 1 0 0 . 0 o- 
0010~“00 
. . 
. . . 
0000~~‘01 
0 0 0 0 . . . 0 0, 
Since R is nilpotent, the index of nilpotency of R is defined as the 
smallest positive integer q such that RQ = 0 and is denoted by index(R). 
Theorem 6.2 below is now an immediate consequence of Lemma 6.1. 
THEOREM 6.2. If R = DC is a singular SCPM, then the minimum 
polynomial of R is p(X) = Xi”dex(R). 
We turn now to the determination of the Jordan block structure of R 
when R is nilpotent. R nilpotent implies that S # 0. This leads to two 
cases, I and II, with case II having two parts. 
Case I. Let S = {n}. Then R = DC is diagonally similar to the 
nilpotent matrix N,, that is, 
R = DC = DN, = AN,A-i, (6.1) 
where the elements S, of A = diag(&, &, . . . , &) can be computed by the 
recursion formula 
6, = Sj,,dj for j=n-l,n-2 ,..., 1. (6.2) 
The choice of S, = 1 gives 
n-1 
Sj = n dt, l<j<n-1. (6.3) 
t=j 
Case II. Let S = {ii, iz,. . , is) with 1 5 ii < iz < . . < i, 5 n, let 
np = i, - $_I, 25P<S, 
404 JEFFREY L. STUART AND JAMES R. WEAVER 
and let 
721 = ii + n - i,. 
Case IIa. If i, = n, then define 
D@) = diag(4p--l+li 4,_,+2,. . . ,dip) 
forp=1,2,..., s and is = 0. In this subcase, R = DC is diagonally similar 
to the direct sum of the nilpotent matrices Nnp, that is, 
R = DC = diag(D(i), Dcz), . . . , Dc,))C 
= &p,J%T, = &p~X&;, 
p=l p=l 
(6.4) 
where the diagonal entries Scpjj of Acp) can be computed in terms of the 
elements of DC,) by (6.3). 
Case IIb. If i, < n, consider R = DC. Then 
z = Ci.RC-i. = Ci.DC-i.C = DC, 
(6.5) 
and ?? satisfies the conditions of case IIa. 
The spectral decomposition and index(R) for a singular SCPM R = DC 
are found using the information found in case I and case II. 
THEOREM 6.3. If R = DC is a singular SCPM, then 





p = 1, 
for llp<s. 
Further, [n/s] I index(R) I n - s + 1. 
Proof. Consider the set S. If S = {n}, then index(R) = n = ma+ np 
follows from (6.1). If S = {ii, 12,. . . , is} with i, = n, then index(R) = 
max,np follows from (6.4). If i, < n, then index(R) = maxp np follows 
from (6.5) followed by (6.4). 
To make index(R) as large as possible, the longest possible nonzero 
string of di’s on the diagonal of D is required. This is achieved by using 
consecutive zeros. Without loss of generality assume that di = . . = d, = 
0. Then index(R) = ii + n - i, = 1 + n - s. 
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The minimal index occurs when the widest gap between adjacent zeros 
is made as small as possible. Since the zeros can be thought of as being on 
a ring, uniform spacing of n/s spreads out the zeros as evenly as possible. 
More specifically, space the diagonal entries at [n/s] and In/s] intervals as 
necessary. Assume d, = 0. Thus index(R) = [n/s], and the bounds [n/s] 
and n - s + 1 are tight. n 
Let ej denote the jth column vector in the standard basis for Rn. 
THEOREM 6.4. Let R = DC be a singular SCPM. If S= {il, i2, . . . , is}, 
where 1 5 il < ... < i, 5 n, then Jordan chains for R are generated by 
ei,,%,%,..., ei* with corresponding lengths 
n - i, + il, i2 - il, is - ia,. . . , i, - i,_i. 
A Jordan form. of R is 
Proof If i, = n, then Equation (6.4) gives (6.7) directly with A = 
@iZIAcP) and A-lRA = J. Th ere ore the Jordan chains for R are gener- f 
ated byeil,eiz,... ,eis withlengthsn-i,+ii,is-ii,is-iz,...,i,-i,_r. 
If i, < n, apply (6.5) followed by (6.4), and the conclusion is the same 
as before. n 
COROLLARY 6.5. If R = DC is a singular SCPM; then Jordan forms 
of R for the maximal and the minimal index(R) are J = N,_,+l @ 0,-l 
when index(R) = n - s + 1, and 
when index(R) = [n/s] and n= sq + r with 0 < r < s. 
Proof The maximal index occurs when there are s adjacent zeros, 
which gives J = N,-s+l @0,-l. The minimal index occurs when the zeros 
are evenly spaced. This gives the second form in Corollary 6.5. W 
An immediate consequence of Corollary 6.5 is 
COROLLARY 6.6. If R = DC is a singular SCPM and s = 1, then the 
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Jordan form of R is N,, and the Jordan chain for R is generated by ej, 
where dj is the zero entry on the diagonal of D. 
‘7. EIGENSTRUCTURE FOR R = DC” 
Let 0 < k < n, S = {il,ia,. . , i,}, and consider R = DC”. Let 
g = (k,n) = gcd(k,n), h = / n g, and Q be the permutation matrix from 
(2.1) such that QCkQt = @i=iCh. Note that h does not depend on CX. 
Then 
QRQt = f&&b. (7.1) 
a=1 
The spectral properties of R are determined by the diagonal matrices 
D(a). 
THEOREM 7.1. Let R= DC”, where 0 < k < n. Then R is permuta- 
tion similar to a direct sum of nonsingular SCPMs all of the same order 
and nilpotent SCPMs each of nullity one. 
Proof Consider Dca) in (7.1). If Dca) is a nonsingular, then DcalCh 
is a nonsingular SCPM. n 
If BcoI, is singular, then search is diagonally similar to a direct sum of 
SCPMs of nullity one, by (6.4) and (6.5). 
If k and n are relatively prime integers, we have 
THEOREM 7.2. If R = DC”, where (k, n) = 1 then R is permutation 
similar to DC for some diagonal matrix D that is obtained from D by 
reordering its diagonal entries. 
Proof. If (k, n) = 1, then Ck corresponds to an n-cycle. By Theorem 
3.10 of [8], there exists a permutation matrix Q such that C” = QCQt and 
DC” = DQCQt. Thus Q”(DC”)Q = (QtDQ)C. Let z = QtDQ. n 
The following corollary is a consequence of Theorem 7.1. 
COROLLARY 7.3. Let 0 < k < n. If R = DC” is nonsingular and 
(k, n) = g, then R is permutation similar to a direct sum of g nonsingular 
SCPMs. 
Proof Apply (7.1): since R is nonsingular, then Dca) is nonsingular 
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and Dc~Y,C’~ are nonsingular SCPMs for 1 < cx 5 g. n 
The eigenstructure of R = DC” in Corollary 7.3 can be computed using 
Theorem 5.1 on each of the Dca,C’h in (7.1). 
8. MATRICES THAT COMMUTE WITH AN SCPM 
Suppose R = DC. Then by Lemma 4.2, Rh = Dch)Ch. Clearly, 
Cm+n = Cm, since C” = I,. The matrix Dch) is also in some sense peri- 
odic, since it depends on the powers of C. Observe that for positive m, 
D(m+n) = diag (v 0 vCt 0.. . o v(Ct)n-l 0 ‘. 0 V(Ct)n+m-l) 
= diag ( volJc”o~ . . o Us-‘) diag (v ovCt o ... 0 vU(C~)~-~) 
ZZ D(n)D('d. 
Further, DC”) = (nT=idj)l,. Let S = nT=“=, dj = det(D). Then for 
nonnegative integers k and j, D (kn+j) = (*D(n))kD(j) = @D(j). Thus 
R(kn+j) = 6kD(j)Cj. The following result is an immediate consequence. 
THEOREM 8.1. If f(x) = c”= k O akx’ converges on a neighborhood of 
o(DC), then 
n-1 
f(DC) = c b,D(j)Cj, 
j=o 
where b, = ~~=“=, a,k+j?ik for 0 5 j 5 n - 1, and 6 = det D 
THEOREM 8.2. Assume that R = DC is an SCPM, A is an n x n 
matrix, and D has at most one zero entry on its diagonal. Then AR = 
RA if and only if A = g(R), where g(x) is a polynomial of degree less 
than n. Further, if D is nonsingular, then A has a full set of independent 
eigenvectors xk corresponding to the eigenvalues g(&) for 1 < k < n (xk 
and xk are given in Theorem 5.1). If D has exactly one zero on the diagonal, 
then o(A) consists of n copies of g(0). 
Proof By Theorem 5.1 or Theorem 6.4, R is nonderogatory. The 
existence of g(z) follows from [5, Theorem 3.2.4.21. The spectral results 
follow from Theorem 5.1 or Theorem 6.1. n 
Focusing in on the case where R = DC is nonsingular gives 
408 JEFFREY L. STUART AND JAMES R. WEAVER 
THEOREM 8.3. Let R = DC be a nonsingular SCPM. Let A be an 
n x n matrix whose first row is (an,ar, . . . ,a,_~) with d as given by (5.1). 
Then AR = RA implies 
o(A) = 
n-1 ai(d&)i 
a0 + C p 




A = aoI + c -%-dtRi. 
i=l l-L1 
(8.2) 




A(dACA-l) = dACA-iA 
A-rAAC = CA-‘AA. 
Thus A-i AA is a circulant matrix whose first row is 
aid azd’ an_ldn-’ 
ao~“‘d,‘..” nt”-ild, 
It then follows that a(A) = cr(A-lAA), which is given by (8.1). 
Since A-lAA is a circulant matrix, 
n-1 
aidi 
A-lAA = aoI + c Y 
i=l n:=, dt ‘“’ 
Therefore 
n-1 
A = aoI + c AR’. 
i=l IYE=, dt 
A also has a representation involving the Fourier matrix F given in 
Section 5. 
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COROLLARY 8.4. If R and A are as given in Theorem 8.3 and F is the 
Fourier matrix such that 
Fij = &(i-l)(.i-1) 
fi for l<i,j<n, (8.3) 
then 
A = AFdiag(w c11,. . , P~AF)-‘, 
where A is given in (5.2) and 
(8.4) 






Proof. APiAA is circulant matrix whose spectrum is given by (8.1). 
It then follows that 
F-‘A-lAAF = diag(pe, ~1,. . ,pL,_l), 
where the pj are given in (8.5). 
It should be noted if R = DC is a nonsingular SCPM, then R has n 
distinct eigenvalues. Let CR be the set of all complex n x n matrices which 
commute with R. Let D, denote the multiplicative semigroup of all n x n 
diagonal complex matrices. By Lemma 1 in [2, p. 271 the mapping 
A -+ (AF)-IA( 
where A is given by (5.2) and F by (8.3), is a semigroup isomorphism of 
CR onto D,. 
Let R and A satisfy the hypotheses of Theorem 8.3. Given that A has 
first row (ao, al,. . . ,an-i), then 
o(A) = {pj[O 5 j 5 n - 1) by (8.1) and (8.5). 
Let 
{ 
0 Pj =O, 
?= l/Pj, Pjfo, 
for O<j<_n-1. 
If 
B = (AF)diag(ra,q,. . . ,T~_~)(AF)-~, 
then by Theorem 1 of [2], B = AS, the spectral inverse of A. n 
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9, TOEPLITZ MATRICES 
In this section, all matrices are n x n and all vectors are 1 x n. For 
1 5 j < n, let w(j, Q, p) be the vector in @rxn given by 
Let W, a, P) = W (4.A a, P)) . 
THEOREM 9.1. For 1 5 r < s < n and for CY,~, y, E @, the matrices 
D(r, a, /3)C’ and D(s, y, S)C” commute if and only if cd = ,0-y. 
Proof. Using Lemma 2.2, we have 
D(r, a’, p)C'D(s, y, 6)Cs = D(r, a, P)diag(C’v(s, y, 6)) C’C” 
= diag(v(r, o’, p) 0 Gw(s, y, 6)) C”+’ 
and similarly 
O(s, y, S)C’D(r, o, P)C’ = diag(v(s, y, 6) 0 C’v(r, o, P))C’+“. 
Commutativity is equivalent to 
dr, a, P) 0 CTv(s, -f,h) = ~(5 Y, 6) 0 Cs4r, a, P). 
Checking corresponding entries for the two cases r + s 2 n and r +s > n 
shows that this is equivalent to the condition ~16 = /3r. n 
Observe that the n x n Toeplitz matrix 
do di da ... d,_r 
d-r do di ‘.. i 
T = d_z dLl do ‘.. d2 
. . ‘. 
dl 
dl:, dzLn .. 1 d_; do 
can be expressed as 
T = do1 + 2 D(j, d,, dj_,)C? 
j=l 
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Theorem 9.1 can be applied to the summands in T provided d,d, = 
d,_,d,_, for each pair r, s with 1 5 r 5 s < n. In this case T is a sum of 
pairwise commuting matrices, each of whose eigenstructures is completely 
determined as indicated in the previous sections. Further, this product 
condition for the entries of the D(j, dj, dj_-n) is equivalent to the existence 
of a k in Cc such that dj_-n = kdj for each j. That is, T is a k-circulant 
matrix [2]. The following is a consequence of this observation. 
THEOREM 9.2. If T is an arbitrary Toeplitz matrix, then T can be 
represented as a sum of matrices of the form DCj for positive integers j. 
In the special case the dj = dj+ for 1 2 j < n,T is a circulant matrix 
and we have the following corollary. 
COROLLARY 9.3. If T is an arbitrary circulant matrix, then T can be 
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