Utilizing 3D models to initialize algorithm for camera localization in augmented reality by Loboda, Luka
Univerza v Ljubljani
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Sočasna lokalizacija in kar-
tiranje
SURF Speeded up robust features Pospešene robustne značilke
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Naslov: Uporaba 3D modelov za inicializacijo algoritma lokalizacije kamere
v obogateni resničnosti
Določanje lege kamere v obogateni resničnosti zgolj na podlagi vizualne
informacije je velik izziv. Problematična je predvsem inicializacija algoritma
ob popolni odsotnosti predhodnih informacij o strukturi scene. V tem delu
smo razvili rešitev na osnovi obstoječega algoritma za lokalizacijo kamere v
obogateni resničnosti (PTAM), ki omogoča vstavitev predhodno rekonstrui-
rane scene ali njenega dela v algoritem za sledenje in s tem omogoči robustno
samodejno inicializacijo, posredno pa omogoča tudi določitev skale scene.
Metoda sama prepozna trenutno sceno na vhodnem posnetku in uporabi
ustrezen model za lokalizacijo. Predlagano rešitev smo evalvirali na testni
zbirki posnetkov in rekonstrukcij scen, ki smo jo zajeli s tem namenom. Po-
kazali smo, da je naš pristop izbolǰsal uspešnost in natančnost izvornega algo-
ritma PTAM. Našo rešitev smo primerjali tudi z referenčnim algoritmom za
sledenje in kartiranje ORB-SLAM2 in pokazali, da naša rešitev dosega večjo
uspešnost sledenja ob primerljivi napaki, poleg tega pa deluje hitreje. Na
koncu smo s testno aplikacijo prikazali uporabnost naše programske rešitve
v obogateni resničnosti.
Ključne besede




Title: Utilizing 3D Models to Initialize Algorithm for Camera Localization
in Augmented Reality
Determining the position of the camera in augmented reality based only
on visual information still poses a great challenge. Particularly problematic
is initialization of the algorithm in a complete absence of pre-existing in-
formation about the structure of the scene. In this thesis, we developed a
solution based on an existing algorithm for camera localization in augmented
reality (PTAM) which is able to robustly and automatically initialize itself
by importing a previously reconstructed scene or part of it into the algo-
rithm for tracking and it can also indirectly determine the scale of the scene.
Method recognises the current scene on the input recording and uses appro-
priate model for localization. The proposed solution was evaluated on a test
dataset with a collection of prepared recordings and scene reconstructions.
It has been shown that our approach improved the success rate and precision
of the original PTAM algorithm. Our solution was also compared with a
reference algorithm for tracking and mapping ORB-SLAM2 and it has been
shown that our solution achieved a better success rate with comparable error
while also being faster. At the end, the usability of our software solution in
augmented reality was demonstrated with an example application.
Keywords





Obogatena resničnost je interaktivno doživljanje sveta, pri čemer so objekti,
prisotni v resničnem svetu, obogateni z računalnǐsko generiranimi informaci-
jami. Dodatne informacije so lahko podane z različnimi modalnostmi, na pri-
mer vizualno z računalnǐsko grafiko, v obliki zvoka ali pa s pomočjo haptičnih
elementov [1]. Aplikacije obogatene resničnosti so se v zadnjem času zelo
razširile, kar je omogočil razvoj prenosnih naprav, kot so mobilni telefoni
in očala za obogateno resničnost, ki imajo dovolj dobro strojno opremo za
izvajanje računsko zahtevnih aplikacij. Uporabnost takšnih aplikacij se je že
pokazala na zelo različnih področjih, od navigacije v prostoru na letalǐsčih [2]
do uporabe v medicini, kjer lahko omogoča učenje na simulacijah [3], kirur-
gom pripravo postopka operacije s pomočjo modelov tumorjev in ožilja [4]
ali pa interakcijo s pacienti in postavljanje diagnoze na daljavo [5]. Večina
aplikacij je zasnovana tako, da uporabniku omogoča premikanje po prostoru
s prenosno napravo, ki zajema sliko scene in na njej nato prikazuje elemente
obogatene resničnosti. V trenutni fazi vpeljave obogatene resničnosti v upo-
rabo so najbolj priljubljena platforma mobilni telefoni, ki že vsebujejo kamero
in dodatne senzorje, kot sta GPS in pospeškometer, informacije pa lahko pri-
kazujejo na ekranu ali preko zvočnikov. Končni cilj je uporaba na napravah,
ki omogočajo popolno izkušnjo, kot so očala in leče, ki informacije prikazujejo
neposredno v uporabnikovem vidnem polju.
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2 POGLAVJE 1. UVOD
(a) Uporaba kompasa in GPS [6] (b) Uporaba oznak [7]
Slika 1.1: Primera različnih načinov določanja lege kamere na sceni. Na
levi sliki (a) je lega določena s kompasom in GPS sistemom, na desni sliki
(b) pa s pomočjo oznake na sceni.
Vstavitev virtualnih elementov na sceno zahteva poznavanje strukture
scene. Ključni del te strukture je lega kamere na sceni. V primerih, ko
je aplikacija namenjena uporabi v točno določenem okolju, se lahko tam na
vidna mesta namestijo oznake, ki so enostavne za detekcijo na vhodnih slikah
scene. Njihova specifična struktura omogoča določanje relativne lege kamere
glede na oznako, kar ob poznavanju absolutne lege oznake na sceni omogoča
izračun absolutne lege kamere. Oznake so lahko tudi v obliki oddajnikov
signalov [2], ki jih nato naprava za obogateno resničnost sprejema in tako
določa svojo lego. Nekatere aplikacije pa predvidevajo uporabo na poljubni
sceni, o kateri nimamo na voljo nobenega predznanja.
S takšnim problemom se sooča sočasna lokalizacija in kartiranje (angl.
simultaneous localization and mapping - SLAM). SLAM izvira s področja
robotike, kjer želimo imeti avtonomne robote, ki so sposobni sami navigirati
po neznanem prostoru [8], podobno kot to sedaj pričakujemo od avtono-
mnih vozil [9]. Kakor pove že ime, mora biti avtonomni robot ali vozilo za
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reševanje problema sposobno samo graditi zemljevid svoje okolice in hkrati v
tem zemljevidu določati svojo natančno lego. Razvitih je bilo kar nekaj pri-
stopov, ki rešujejo problem SLAM, a kljub temu zaradi svoje narave še vedno
ostaja zanimiv in odprt problem, kjer je še veliko prostora za izbolǰsave [10].
Obstoječe rešitve delujejo dobro za statične, strukturirane in dovolj majhne
scene. Večina rešitev temelji na uporabi kombinacije senzorjev, poleg kamere
še pospeškometri, globinske kamere in LiDAR senzorji [11, 12, 13]. Trenutne
raziskave na tem področju se osredotočajo na reševanje slabosti trenutnih
rešitev, kot sta podpora za dinamične scene in načrtovanje učinkoviteǰsih
algoritmov, ki omogočajo procesiranje veliko večjih zemljevidov in zunanjih
scen. V tem delu se bomo osredotočili na bolj specifičen SLAM podproblem,
pri katerem imamo na voljo samo vizualno informacijo in ga lahko imenujemo
vizualni SLAM ali VSLAM. Slabost ali omejitev trenutnih SLAM rešitev je,
da za dobro delovanje v večini primerov potrebujejo kombinacije več modal-
nosti in ne zgolj slike, kar posledično zahteva tudi dodatno strojno opremo,
kot so dodatni senzorji. Poleg tega nas v tem delu zanima predvsem upo-
raba v obogateni resničnosti, za kar mora rešitev delovati v realnem času
tudi na mobilnih napravah, ki so zaenkrat najbolj priljubljena in dostopna
platforma za obogateno resničnost, hkrati pa so kljub napredku tehnologije
še vedno predstavnik vgrajenih sistemov (angl. embedded system), za katere
je značilno, da so računski in prostorski viri omejeni.
Primera dobro znanih rešitev, ki delujeta zgolj z uporabo kamere in
omogočata izvajanje v realnem času, sta PTAM [14] in ORB-SLAM2 [15].
Obe rešitvi sta si po svoji strukturi in načinu delovanja zelo podobni, obe pa
se tudi soočata s težavo začetne inicializacije. Ta je problematična v večini
SLAM rešitev, ker sistem ponavadi nima nobene informacije o svoji okolici,
poleg tega pa je zelo pomembna, saj je od dobre inicializacije odvisno nadalj-
nje delovanje algoritma. PTAM se v fazi inicializacije zanaša na interakcijo
z uporabnikom, ki mora izvesti določeno zaporedje akcij, kar je lahko zah-
tevno in v nekaterih primerih neuspešno. Problem rešitev, ki uporabljajo
zgolj zajete slike scene, je tudi določanje skale, ki je potrebna za določene
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aplikacije. Problem se najpogosteje rešuje z uporabo drugih senzorjev, kadar
so na voljo, kot je na primer pospeškometer [16].
Naš cilj je olaǰsati inicializacijo algoritmov VSLAM za uporabo v obo-
gateni resničnosti, v primerih, ko lahko sceno že vnaprej spoznamo in re-
konstruiramo. Združiti želimo algoritem za VSLAM in algoritem za rekon-
strukcijo 3D modelov iz slik tako, da bomo rekonstruiran 3D model scene
vstavili v VSLAM algoritem, ter ga s tem popolnoma samodejno inicializi-
rali. Samodejna inicializacija odstrani potrebo po interakciji z uporabnikom,
kar omogoča zanesljiveǰso in robustneǰso inicializacijo, ki omogoča bolǰse in
natančneǰse sledenje kameri. Z vstavitvijo rekonstrukcije bomo v algoritem
vstavili predznanja o sceni. To predznanje nam v obliki kalibracijskih točk
omogoča poravnavo internega zemljevida VSLAM algoritma z referenčnim
koordinatnim sistemom, kar lahko izkoristimo za enostavno vstavitev ele-
mentov obogatene resničnosti, saj lahko njihovo lego izmerimo neposredno
na sceni. Poleg tega nam kalibracijske točke omogočajo določanje ustrezne
skale modela, ki je določena pri rekonstrukciji. Omejitev takšnega pristopa
je, da za svoje delovanje potrebuje predhodno znanje o sceni, kar onemogoča
uporabo na nepoznanih scenah, nudi pa robustneǰso in uporabniku prija-
zneǰso izkušnjo v primerih, ko je scena poznana (muzeji, galerije, turizem).
Posebnost naše predlagane rešitve je tudi, da vključuje celoten cevovod, od
rekonstrukcije in priprave modela scene do njegove vstavitve v algoritem
za sočasno lokalizacijo in kartiranje, ter njegovo uporabo v obogateni re-
sničnosti.
1.1 Sorodna dela
V zadnjih letih je bilo razvitih kar nekaj algoritmov in metod [17, 18, 15, 19],
ki rešujejo problem sočasne lokalizacije in kartiranja. V tem delu se bomo
osredotočili na rešitve, ki delujejo zgolj z uporabo kamere ter se izvajajo v re-
alnem času in so s tem primerne za uporabo v obogateni resničnosti. Rešitve
lahko po svojem načinu delovanja in uporabe vhodnih slik razdelimo na dva
1.1. SORODNA DELA 5
pristopa. Razliko med pristopoma prikazuje slika 1.2. Indirektne metode na
vhodni sliki določijo ključne točke ter izvajajo lokalizacijo in izgradnjo scene
zgolj na podlagi teh točk. S tem se zmanǰsa količina vhodnih podatkov, kar
omogoča hitreǰse izvajanje. Direktne metode so se uveljavile z napredkom
strojne opreme, ki omogoča izvajanje časovno zahtevneǰsih direktnih algo-
ritmov tudi na mobilnih napravah. Direktne metode delujejo neposredno
na vhodnih slikah in ne uporabljajo njihove abstraktne predstavitve. Upo-
raba celotnih slik omogoča izrabo večje količine informacij, kar prinese večjo
časovno in prostorsko zahtevnost.
Slika 1.2: Prikaz razlike v delovanju med indirektnim (levo) in direktnim
(desno) pristopom k reševanju VSLAM problema [18].
Ena prvih in hkrati najbolj znanih rešitev, ki je bila zasnovana tako, da je
primerna za uporabo tudi na napravah z nekoliko nižjo procesorsko močjo, je
metoda vzporednega sledenja in kartiranja [14] (angl. parallel tracking and
mapping - PTAM). Glavna značilnost metode je, da se sledenje in kartiranje
izvajata v ločenih nitih, kar omogoča izvajanje časovno zahtevnega grajenja
in optimizacije zemljevida v ločeni niti, s čimer ima glavna nit na voljo več
časa in virov, da izvaja natančneǰse in robustneǰse sledenje kameri. Pristop
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ločevanja gradnje zemljevida in sledenja uporablja večina metod za določanje
lege kamere v obogateni resničnosti, ki so se razvile kasneje. Kot smo že ome-
nili, imamo pri VSLAM problemu na voljo le vhodne slike scene, ki so lahko
zajete z eno ali več različnimi kamerami. Rešitev, predstavljena v [19], im-
Slika 1.3: Shema programske rešitve OpenVSLAM z razčlenitvijo v tri mo-
dule [19].
plementira podporo za več različnih kamer in je sestavljena iz treh modulov,
kakor je prikazano na sliki 1.3. Prvi skrbi za določanje lege kamere za vsako
vhodno sliko in izbiro ključnih okvirjev, ki bodo dodani na zemljevid, ki ga
gradi in vzdržuje drugi modul. Tretji modul skrbi za globalno optimizacijo
zemljevida, detekcijo zank (angl. loop closure) in globalno minimizacijo re-
projekcijskih napak. Delovanje metode temelji na ORB [20] značilkah. Tudi
ORB-SLAM2 [15] uporablja ORB značilke za predstavitev vhodne slike, in
sicer jih uporablja v vseh korakih svojega delovanja: za lokalizacijo, izgra-
dnjo zemljevida, relokalizacijo in detekcijo zank na poti. ORB-SLAM2 se
izkaže za zelo natančno rešitev, ki oceni lego z napako, manǰso od 1 centi-
metra na majhnih scenah. Direktni metodi, predstavljeni v [18, 17], delujeta
neposredno na vhodnih slikah in ne uporabljata njihove abstraktne predsta-
vitve. Metodi za lokalizacijo in izgradnjo zemljevida uporabljata intenzitete
na sliki. Prednost direktne metode je uporaba celotne slike, na kateri je
več informacij kot le v ključnih točkah, kar ji omogoča večjo robustnost na
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slabo teksturiranih scenah. Poleg tega je gosteǰsi tudi zemljevid scene, ki je
zgrajen na podlagi globinske predstave scene in stereo primerjav posameznih
slikovnih točk.
Doslej predstavljene rešitve se VSLAM problema lotevajo na dokaj podo-
ben način, z izgradnjo zemljevida scene ter prepoznavanjem in določanjem
trenutne lege kamere na tej sceni. Vse rešitve so sposobne začeti sledenje in
gradnjo zemljevida iz nič, kar pomeni, da nimajo nobene informacije o sceni
in njeni strukturi. V primeru, da imamo na voljo podatke o sceni, kot sta
njena geometrija in izgled, pa lahko te izkoristimo za drugačen pristop, ki
izkorǐsča to predznanje za bolj učinkovito delovanje. V delu [21] so SLAM
algoritem nadgradili s podporo za prepoznavanje ArUco [22] oznak. Oznake
omogočajo robustneǰse in natančneǰse določanje lege kamere, če poznamo
njihovo lokacijo na sceni, poleg tega pa lahko na podlagi njihove vnaprej
znane velikosti določamo skalo scene. S pomočjo oznak je tudi relokalizacija
kamere veliko bolj učinkovita in zanesljiva. Sceno pa lahko predstavimo še
bolj natančno, na primer z njenim modelom ali zemljevidom. V delu [23] so
uporabili 2.5D modele zgradb kot pomoč pri določanju položaja kamere. Po-
ravnava zgrajenega zemljevida z 2.5D modelom omogoča hitro inicializacijo,
poleg tega pa lahko določimo tudi skalo scene. Poleg določanja lege kamere
z metodo SLAM so uporabili še grobo GPS pozicijo za dodatno optimizacijo
izračunane lege. Lego kamere, določeno z GPS senzorjem, so s pomočjo ocene
lege kamere znotraj 3D modela mesta poskušali izbolǰsati tudi v delu [24].
Zelo natančen 3D model scene, rekonstruiran z RGB-D kamero, so uporabili
v [25] za izgradnjo baze 3D točk, ki jim pripadajo ORB značilke. Lego ka-
mere lahko nato določimo na podlagi ujemanj med trenutnimi značilkami na
sliki in tistimi v bazi. Iz ujemanj lahko določimo pare, med 2D slikovnimi
točkami na sliki in pripadajočimi 3D točkami na sceni, iz katerih lahko nato
ocenimo lego kamere, ki preslika 3D točke v pripadajoče 2D slikovne točke.
Uporabljeni zemljevid 3D točk je določen vnaprej in statičen, kar pomeni, da
metoda deluje zgolj na področju, ki je bilo predhodno rekonstruirano in se
nova področja med izvajanjem ne odkrivajo in dodajajo na zemljevid.
8 POGLAVJE 1. UVOD
Vidimo lahko, da obstoječa dela poskušajo izbolǰsati delovanje algoritmov
za sočasno lokalizacijo in kartiranje scene z uporabo delnega predznanja o
sceni. V algoritme vstavijo modele scene ali pa delovanje izbolǰsajo s pomočjo
oznak na sceni. V tem delu smo se odločili, da poskusimo sceno predstaviti
z bolj podrobnim opisom. Predznanje o sceni, ki ga bomo uporabili v našem
delu, vključuje rekonstruiran 3D model scene s pripadajočimi legami kamer
in njihovimi slikami scene ter skalo modela. Predpriprava zanesljive pred-
stavitve scene je izvedena pred izvajanjem metode za sočasno lokalizacijo in
kartiranje, ki še vedno deluje v realnem času, kar je pomembno za aplikacije
obogatene resničnosti.
1.2 Prispevki
Glavni pričakovani prispevki našega dela so:
• Nadgradnja obstoječe programske rešitve za rekonstrukcijo 3D modelov
iz slik [26] z modulom, ki bo omogočal izvoz modela s ključnimi okvirji
v obliki, ki bo omogočala uvoz v VSLAM algoritem.
• Izbolǰsava obstoječe implementacije PTAM algoritma [14] s podporo
za popolnoma samodejno inicializacijo, brez interakcije z uporabnikom.
Inicializacija bo temeljila na uvozu rekonstruiranega 3D modela scene in
pripadajočih ključnih okvirjev v algoritem PTAM. Kalibracijske točke,
dodane izvoženemu modelu, bodo omogočale določanje skale za sceno.
Izbolǰsana različica algoritma PTAM bo omogočala tudi prepoznavanje
scene in samodejno nalaganje ustreznega modela.
• Priprava testne zbirke, ki vsebuje rekonstruirane modele scene in testne
posnetke rekonstruiranih scen s pripadajočo referenčno potjo kamere,
izračunano na podlagi ArUco oznak.
• Implementacija preproste aplikacije za obogateno resničnost, ki upora-
blja našo izbolǰsano različico algoritma PTAM za določanje lege kamere
na sceni.
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1.3 Struktura dela
V poglavju 2 predstavimo in opǐsemo metodo PTAM, ki smo jo izbrali kot
osnovo za naše delo. Poleg tega predstavimo še postopek rekonstrukcije 3D
scene iz slik ter nekaj metod in pristopov, ki smo jih uporabili v našem delu.
Poglavje 3 predstavi celoten cevovod naše rešitve, od rekonstrukcije scene do
uvoza modela v metodo PTAM in uporabe naše rešitve v aplikaciji za obo-
gateno resničnost. Rezultati evalvacije naše rešitve in priprava uporabljene
testna zbirka so predstavljeni v poglavju 4. V poglavju 5 predstavimo sklepne
ugotovitve in podamo nekaj možnosti za nadaljnje delo.
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Poglavje 2
Metodologija
V tem poglavju bomo podrobneje predstavili algoritem PTAM [14] in pro-
gramsko rešitev za rekonstrukcijo 3D modelov iz slik [26], ki predstavljata iz-
hodǐsče našega dela, poleg tega pa še nekatere pristope in metode za reševanje
problemov, s katerimi smo se soočili v našem delu in so pomembni za razu-
mevanje delovanja naše končne rešitve.
2.1 Vzporedno sledenje in kartiranje
Metode VSLAM, ki jih želimo uporabiti v aplikacijah obogatene resničnosti,
morajo delovati v realnem času, da se informacije in njihov prikaz uporabniku
posodabljajo dovolj hitro in sledijo gibanju po sceni s čim manj zamika, kar
omogoča bolǰso uporabnǐsko izkušnjo. Z upoštevanjem značilnosti uporabe v
obogateni resničnosti je bila razvita metoda PTAM, ki je zasnovana tako, da
omogoča učinkovito izvajanje tudi na napravah z omejenimi viri ter se hitro
odziva na uporabnikovo premikanje in za svoje delovanje potrebuje zgolj
sliko scene. Metoda PTAM predstavlja tudi osnovo naše končne programske
rešitve za sočasno lokalizacijo in kartiranje.
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2.1.1 Oris postopka
Poglavitna značilnost metode PTAM je, da sta lokalizacija in gradnja ze-
mljevida ločeni v dve vzporedni niti, ki lahko delujeta neodvisno. Lokali-
zacija je tako ločena od časovno zahtevnih operacij, ki jih zahteva gradnja
zemljevida, in lahko natančneje obdeluje vhodne slike, kar omogoča večjo
natančnost sledenja. Metoda za začetno inicializacijo uporablja stereo ini-
cializacijo. Gradnja zemljevida temelji na uporabi ključnih okvirjev (angl.
keyframe), ki vključujejo položaj kamere v prostoru in sliko scene, zajete v
danem trenutku. Z dodajanjem novim ključnih okvirjev se zemljevid širi in
dodajajo se tudi novo točke in njihove značilke. Sočasno se v ločeni niti iz-
vaja lokalizacija, ki sprejema vhodne slike in vzdržuje oceno položaja kamere
glede na trenutni zemljevid. Položaj kamere je najprej grobo ocenjen na
podlagi preprostega modela gibanja kamere, nato pa bolj natančno določen
z iskanjem trenutnih točk zemljevida na vhodni sliki.
2.1.2 Zgradba zemljevida
Interno strukturo zemljevida sestavlja zbirka točk, ki predstavljajo tekstu-
rirane dele scene. Vsaki točki pripada tudi njena značilka, ki je podana s
prvim ključnim okvirjem, v katerem je bila točka opažena, z nivojem znotraj
tega okvirja in slikovno točko znotraj slike, 8 × 8 okolica te slikovne točke
pa predstavlja značilko. Poleg točk zemljevid vsebuje še ključne okvirje, ki
predstavljajo posamezno lokacijo kamere na sceni. Vsak ključni okvir hrani
še štiri nivoje sivinskih slik. Slika ničtega nivoja ustreza izvorni sliki, vsak
naslednji nivo pa vsebuje pomanǰsano sliko s faktorjem 0,5. Slike se upora-
bljajo za določanje značilke posamezne točke, saj posamezna točka ne hrani
svoje značilke neposredno, temveč le nivo in položaj 8× 8 okolice na sliki, ki
vsebuje značilko te točke. Poleg tega so slike scene potrebne za iskanje novo
dodanih točk na že obstoječih ključnih okvirjih.
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2.1.3 Stereo inicializacija
Začetni zemljevid scene je zgrajen s pomočjo pettočkovnega stereo algo-
ritma [27], ki ga vodi uporabnik, saj mora zajeti dve vhodni sliki, med
katerima kamero premakne. Premik kamere pri inicializaciji ne sme vse-
bovati zgolj rotacije kamere, saj v tem primeru inicializacija ne bo uspešna.
Delovanje stereo inicializacije je prikazano na sliki 2.1. Algoritem na prvi
vhodni sliki izbere 1000 točk na sliki in jim sledi skozi premikanje kamere
do druge vhodne slike. S pomočjo ujemajočih parov točk na prvi in drugi
sliki, pettočkovnega algoritma [27] in algoritma RANSAC [28] se nato oceni
osnovna matrika in na podlagi nje triangulira prve 3D točke, ki bodo vsta-
vljene v zemljevid. Začetni zemljevid je nato med sledenjem izpopolnjen z
dodajanjem dodatnih točk in optimiziran z uporabo minimizacije reprojekcij-
ske napake. Zgrajeni zemljevid ima poljubno skalo, zato je skaliran tako, da
je razdalja med prvima dvema ključnima okvirjema enaka 10 centimetrom.
Slika 2.1: Prikaz postopka stereo inicializacije izvorne implementacije
PTAM. Črte na sliki prikazujejo povezavo med stereo pari točk.
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Slika 2.2: Shema procesa, ki skrbi za gradnjo in vzdrževanje zemljevida
scene, pri algoritmu PTAM [14].
2.1.4 Vstavljanje ključnih okvirjev in točk
Zemljevid scene po začetni inicializaciji vsebuje le dva ključna okvirja in
le majhen del scene. S premikanjem kamere po prostoru se dodajajo novi
ključni okvirji in točke. Ključni okvir se doda, ko je ocenjena kvaliteta sle-
denja dovolj dobra, je minilo dovolj časa od zadnjega dodanega okvirja in
je trenutni okvir dovolj daleč od preostalih v zemljevidu, s čimer se prepreči
potencialna nestabilnost sistema v primeru stacionarne kamere. Novo dodani
okvir prevzame lokacijo, ki je bila izračunana v fazi sledenja, poleg tega pa
se ponovno poskusi poiskati vse obstoječe točke zemljevida na sliki novega
ključnega okvirja. Dodajo se tudi nove 3D točke scene, ki so bile zaznane
na novem ključnem okvirju in triangulirane s pomočjo obstoječih ključnih
okvirjev. Najprej se za vsak nivo piramide določijo robovi z metodo FAST
in izločijo ključne točke z metodo Shi-Tomasi [29]. Na koncu se odstranijo
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ključne točke, ki so preblizu projekcij obstoječih zaznanih točk. Preostale
točke se uporabijo kot kandidati za nove točke na zemljevidu. Za triangu-
lacijo točke sta potrebna dva ključna okvirja, zato se kot drugega uporabi
najbližji obstoječi okvir na zemljevidu. Za vsakega kandidata se nato poǐsče
ujemanje na sliki drugega okvirja. Za ujemanje se preverjajo le okolice ko-
tov, ki ležijo vzdolž epipolarne črte. Ujemanja se primerjajo le znotraj istih
nivojev piramide. Kot mera ujemanja se uporablja vsota kvadratov razlik
v okolici velikosti 8 × 8 slikovnih točk. Pare ujemajočih se slikovnih točk
na dveh ključnih okvirjih nato uporabimo za triangulacijo nove točke, ki jo
vstavimo na zemljevid.
2.1.5 Minimizacija reprojekcijske napake
Minimizacija reprojekcijske napake (angl. bundle adjustment) je postopek,
pri katerem poskušamo minimizirati napako med 2D meritvami točke na sliki







(uij − π(Cj, Xi))2 (2.1)
pri čemer je uij slikovna točka, ki ustreza točki Xi na sliki kamere Cj in
π(Cj, Xi) projekcija točke Xi na slikovno ravnino kamere Cj. Postopek je
pogosto uporabljen pri gradnji strukture iz gibanja (angl. structure from
motion) ter sočasni lokalizaciji in kartiranju. Čeprav obstaja kar nekaj pri-
stopov, ki uspešno rešujejo problem minimizacije reprojekcijske napake, ta
postane prostorsko in časovno prezahteven pri veliki količini podatkov [30].
Za eno najbolǰsih rešitev problema velja metoda Levenberg–Marquardt[31,
32], v nadaljevanju LM. Naj bo f funkcija, ki preslika vektor parametrov p
v vektor ocenjenih vrednosti x̂ = f(p). Začetni parametri p0 in vektor iz-
merjenih vrednosti x sta podana, želimo pa določiti vektor p+, ki minimizira
razdaljo εT ε, kjer je ε = x − x̂. Osnovo metode LM predstavlja linearna
aproksimacija f v okolici p. Z uporabo Taylorjeve vrste lahko zapǐsemo
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aproksimacijo kot
f(p+ δp) ≈ f(p) + Jδp (2.2)
kjer je J Jacobijeva matrika ∂f(p)
∂p
. Metoda LM je iterativna, kar pomeni,
da začne v začetni točki p0 in izračuna zaporedje vektorjev p1, p2, ... in s
tem konvergira proti p+, ki lokalno minimizira vrednost f . V vsakem koraku
iteracije je potrebno določiti δp, ki minimizira vrednost
||x− f(p)− Jδp|| = ||ε− Jδp||. (2.3)
Iskano vrednost δp predstavlja rešitev enačbe
JTJδp = J
T ε, (2.4)
pri čemer metoda LM uporablja nekoliko prilagojeno enačbo
Nδp = J
T ε (2.5)
kjer so elementi izven diagonale enaki ustreznim elementom JTJ in so diago-
nalni elementi podani z Nii = µ+ [J
TJ ]ii za neko vrednost µ > 0. Vrednost
µ se zmanǰsa po vsaki iteraciji, ki je zmanǰsala napako ε, v nasprotnem pri-
meru pa se vrednost µ poveča. Dinamično prilagajanje parametra µ omogoča
metodi LM prehajanje med hitrim spustom, kadar je daleč od minimuma, in
hitro konvergenco v okolici minimuma [33].
Pri metodi PTAM se minimizacija reprojekcijske napake uporablja za
optimizacijo zemljevida in položaja kamer na podlagi opažanj točk v po-
sameznem ključnem okvirju. Poleg globalne optimizacije, ki optimizira vse
ključne okvirje, se uporablja še lokalna optimizacija, ki optimizira le pet
ključnih okvirjev, ki so blizu skupaj. Lokalna optimizacija se uporablja pri
dodajanju novih ključnih okvirjev in točk, ko je potrebno zemljevid hitro
optimizirati, za kar je globalna optimizacija časovno prezahtevna. Globalna
optimizacija se zato izvaja, ko je na voljo dovolj časa in ne raziskujemo novih
področij scene [14].
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2.1.6 Sledenje
Sledenje položaju kamere pri PTAM temelji na posameznih točkah, ki jih
vsebuje zemljevid. Ob vsaki novi vhodni sliki se najprej določi okvirni položaj
kamere glede na predhodni položaj in model gibanja. Nato so vse točke na
zemljevidu projicirane na sliko glede na okvirni položaj kamere. Določanje
natančnega položaja kamere se izvede v dveh delih.
V prvem delu se na sliki poǐsče majhno število točk. Iskanje posamezne
točke na vhodni sliki poteka podobno kot pri gradnji zemljevida. Najprej
se pripravi predloga, ki opisuje to točko. Kot smo že omenili, je to zaplata
slikovnih točk, velikosti 8× 8, na sliki, kjer je bila točka prvič opažena. Pre-
dloga je ustrezno poravnana glede na spremembo položaja kamere med prvim
opažanjem in trenutnim položajem kamere, s čimer se odpravijo učinki per-
spektivne projekcije in skaliranja. Nato se na ustreznem nivoju, kjer je bila
točka prvič zaznana, poskuša najti ujemanje med predlogo in trenutno sliko.
Ujemanje med predlogo in sliko se izračuna z vsoto kvadratov napake, in sicer
za vsak kot, izračunan z metodo FAST, v omejeni okolici ocenjene projekcije
te točke na trenutno sliko. V primeru, da je vrednost vsote kvadratov razlik
pod določenim pragom, je bila točka uspešno najdena na sliki.
Na podlagi najdenih točk se posodobi položaj kamere. Ker je točk v pr-
vem delu malo, ocena ni zelo natančna, a je izračunana hitro. Posodobitev
kamere se izračuna iterativno z zmanǰsevanjem reprojekcijske napake med
projekcijo točke in njeno najdeno lokacijo na sliki. Posodobljen položaj ka-
mere se nato uporabi za ponovno projekcijo točk na sliko. V drugem delu
se uporabi veliko več točk, ki se jih poskuša poiskati na sliki. V tem delu
je okolica, v kateri ǐsčemo posamezno točko, manǰsa kot v prvem. Najdene
točke se nato po enakem postopku kot v prvem delu uporabijo za končni
izračun položaja kamere.
Pri sledenju vedno obstaja možnost, da ta odpove. Prekinjeno sledenje
se zazna s pomočjo ocene kakovosti sledenja. Ocena temelji na deležu točk,
ki so bile iskane na sliki in tistimi, ki so bile uspešno najdene. V primeru, da
ta delež pade pod določen prag, je sledenje postalo slabo. V primeru slabega
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sledenja sistem še vedno deluje, a se ne dodajajo novi ključni okvirji in točke.
Ko ocena sledenja pade še nižje za več zaporednih vhodnih slik, je sledenje
izgubljeno. V tem primeru se uporabi relokalizacija [34], ki najprej poǐsče
ključni okvir, katerega slika je najbolj podobna trenutni. Za primerjavo se
uporabijo pomanǰsane slike, ki so zglajene z Gaussovim filtrom. Nato se
izračuna vsota kvadratov razlik med trenutno sliko ter slikami vseh ključnih
okvirjev in se izbere ključni okvir, kjer je razlika najmanǰsa. Za trenutno
translacijo kamere se uporabi translacija najbolǰsega ključnega okvirja. Ro-
tacija kamere se oceni s poravnavo zamegljene in pomanǰsane trenutne slike
in slike najbolǰsega ključnega okvirja.
2.2 Pridobivanje značilk
Značilka na področju računalnǐskega vida predstavlja del informacije o vse-
bini slike. To je lahko bodisi značilna barva ali oblika, kot je na primer kot
ali rob. S pomočjo značilk lahko razločamo en objekt od drugega. Kot je bilo
predstavljeno v poglavju 2.1.4, algoritem PTAM uporablja zaplate velikosti
8× 8 slikovnih točk kot značilke. V našem delu smo poleg tega uporabili še
nekoliko kompleksneǰse, a hkrati robustneǰse značilke ORB (angl. Oriented
FAST and Rotated BRIEF) [20]. Zaplate slikovnih točk, ki predstavljajo
značilke v algoritmu PTAM, so veliko bolj učinkovite za izračun kot značilke
ORB, saj se uporabljajo le intenzitete slikovnih točk, vendar so zaradi svoje
preprostosti manj robustne in slabše opǐsejo ključno točko. Prednost značilk
ORB je v tem, da ohranjajo natančnost, primerljivo z značilkami SIFT in
bolǰso od značilk SURF, ob tem pa so značilke ORB veliko bolj učinkovite
za izračun, kar je zelo pomembno pri aplikacijah obogatene resničnosti, kjer
želimo izvajanje v realnem času. Primer detektiranih ORB značilk na sceni
prikazuje slika 2.3.
Izračun značilk ORB se začne z detekcijo ključnih točk FAST (angl. Fea-
tures from accelerated segment test) na sliki. Algoritem FAST ne določi mere,
kako dobra ključna točka je posamezna izmed detektiranih, zato se izračuna
2.2. PRIDOBIVANJE ZNAČILK 19
Harrisova mera. Najprej se določi prag za detektor FAST tako, da ta izloči
več kot N točk, ki so nato urejene glede na Harrisovo mero, in obdržimo le
N najbolǰsih. FAST ne omogoča izračuna značilk za različno skalirano sliko,
zato se uporabi več skaliranih vhodnih slik, ki tvorijo piramidno strukturo,
na katerih se izračunajo točke FAST. Orientacija kotov v ključnih točkah se
izračuna na podlagi intenzitetnega centroida. Metoda predpostavlja, da je
centroid intenzitet kota izven sredǐsča kota, kjer je ključna točka. Momenti















in iz nje določimo enačbo za končno orientacijo kota
θ = atan2(m01,m10) (2.8)
Slika 2.3: Primer slike scene z detektiranimi ORB značilkami.
Značilke ORB kot deskriptor ključne točke uporabljajo prilagojen de-
skriptor BRIEF. Deskriptor BRIEF je niz bitov, ki je sestavljen iz nabora
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binarnih intenzitetnih testov oblike
τ(p;x, y) :=
1 : p(x) < p(y)0 : p(x) ≥ p(y) (2.9)
pri čemer je p(x) intenziteta zglajene slike v točki x. Deskriptor BRIEF je
zelo občutljiv na rotacijo, zato se točke, v katerih se izračunajo testi, ustrezno
rotirajo glede na rotacijo ključne točke, za katero računamo deskriptor. Tako
pridobljeni usmerjeni deskriptor BRIEF izgubi nekaj variance, kar zmanǰsa
zmožnost razločevanja in ni zaželeno za deskriptor, saj daje slabše rezultate.
Rešitev tega problema je izbira testov tako, da so med seboj čim manj kore-
lirani in je njihova srednja vrednost čim bližje 0,5. Testi so izbrani požrešno
iz nabora vseh možnih testov za določeno velikost okolice ključne točke, do-
kler ni izbranih 256 testov. Tako pridobljeni deskriptor, imenovan rBRIEF,
ima veliko večjo varianco in manǰso korelacijo med posameznimi testi kot
usmerjeni BRIEF [20]. Značilke ORB so predstavljene z deskriptorjem v
obliki binarnega vektorja, zato za primerjavo dveh značilk uporabimo Ham-
mingovo razdaljo, ki določi število istoležnih elementov, katerih vrednosti se
razlikujejo med obema deskriptorjema.
2.3 Vreča vizualnih besed
Prepoznavanje in klasifikacija scene sta pogost problem na področju računalnǐskega
vida, zanimiva pa sta tudi iz vidika rešitev za sočasno lokalizacijo in karti-
ranje, ki želijo prepoznati že obiskan del scene ter tako skleniti pot kamere
v zaprto zanko in na podlagi tega optimizirati zemljevid. Za prepoznavanje
scene se pogosto uporabljajo konvolucijske nevronske mreže [35, 36], v našem
delu pa smo uporabili drug pristop, ki temelji na uporabi vreče besed (angl.
bag of words).
Vreča besed je model, ki se pogosto uporablja za reševanje problemov na
področju obdelave besedil. Model pretvori poljuben tekst v vektor konstan-
tne dolžine, pri čemer vsaka vrednost predstavlja število pojavitev posamezne
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besede iz slovarja v tem besedilu. Slovar je predhodno zgrajen iz celotnega
korpusa dokumentov in vsebuje vse besede, ki se pojavljajo v katerem koli
dokumentu. Vsaka informacija o strukturi besedila in zaporedju besed je
izgubljena pri pretvorbi v vektor, ki opisuje dokument. Ideja modela je, da
podobni dokumenti vsebujejo podobne besede. Model lahko poleg besedila
apliciramo tudi na slikah, s čimer dobimo vrečo vizualnih besed (angl. bag of
visual words), kakor so to predstavili v [37], kjer so slike predstavili v obliki
vreč vizualnih besed, zgrajenih z uporabo značilk SIFT, in takšno predsta-
vitev uporabili za izgradnjo modelov, ki omogočajo klasifikacijo objektov na
sliki.
V našem delu smo uporabili implementacijo vreče vizualnih besed pred-
stavljeno v [38], kjer so sicer uporabili FAST+BRIEF značilke, vendar im-
plementacija omogoča zamenjavo s poljubnimi značilkami, kot so na primer
ORB značilke, predstavljene v preǰsnjem poglavju. Slovar besed zgradimo
pred izvajanjem z diskretizacijo prostora deskriptorjev v W vizualnih be-
sed. Prednost diskretizacije binarnih deskriptorjev je, da je slovar veliko bolj
kompakten kot na primer za SIFT in SURF značilke. Gradnja slovarja, ki
je v obliki hierarhičnega drevesa, se začne z izločanjem množice deskriptor-
jev iz učne množice, ki je nepovezana s slikami, ki bodo uporabljene med
izvajanjem. Deskriptorji so nato diskretizirani v kw binarnih gruč z metodo
k-means. Teh kw gruč tvori prvi nivo besed v slovarju. Globlji nivoji se nato
zgradijo tako, da se postopek ponovi na predstavnikih posameznih gruč, do-
kler ne dosežemo želene globine. Listi tako zgrajenega drevesa predstavljajo
posamezne besede v slovarju. Besede v slovarju so utežene glede na njihovo
pomembnost v naboru učnih značilk, pogosteǰse besede imajo nižjo utež, saj
imajo manǰso zmožnost ločevanja.
Slika je pretvorjena v vrečo vizualnih besed tako, da zanjo izračunamo
vrednosti deskriptorjev. Vsak deskriptor nato potuje skozi hierarhično drevo
slovarja in na vsakem nivoju izbere vozlǐsče, ki minimizira Hammingovo raz-
daljo s trenutnim deskriptorjem, dokler ne doseže lista, ki določa pripadajočo
vizualno besedo.
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2.4 Rekonstrukcija 3D modelov iz slik
Naša metoda za svoje delovanje potrebuje predhodno 3D rekonstrukcijo scene.
Za izdelavo rekonstrukcije smo uporabili programsko rešitev [26], ki temelji
na inkrementalni strukturi iz gibanja. Rekonstrukcija ne deluje v realnem
času, vendar je zato bolj stabilna in zanesljiva od rešitev, ki delujejo v re-
alnem času, poleg tega pa jo bomo v našem delu uporabili v predpripravi
modela, zato časovna zahtevnost ni problematična.
Slika 2.4: Oris programske rešitve za rekonstrukcijo 3D modela iz slik [26].
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Gradnja modela je razdeljena na dva dela in je predstavljena na sliki 2.4.
V prvem delu se zgradi redka rekonstrukcija, ki vsebuje oblak 3D točk na
sceni in položaje kamer, v katerih so bile zajete vhodne slike. Rekonstrukcija
je inicializirana na podlagi dveh vhodnih slik, na katerih se poǐsčejo uje-
majoči 2D pari točk, ki predstavljajo isto točko na sceni. Ujemanja se ne
izračunajo za vsako slikovno točko, temveč se uporabijo značilke SIFT [39],
ki se izračunajo le za ključne točke na sliki. Med značilkami SIFT na po-
samezni sliki se poǐsčejo ujemanja, ki se nato uporabijo za izračun osnovne
matrike. Osnovna matrika nam omogoča neposredni izračun rotacije in tran-
slacije kamere med dvema zajetima slikama, s čimer dobimo relativno lego
kamere, ki je zajela drugo sliko, glede na kamero, ki je zajela prvo sliko.
Izračunane lege kamer in ujemajoči pari značilk se nato uporabijo v triangu-
laciji, ki določi pripadajoče 3D točke na sceni. Rekonstrukcija scene se nato
inkrementalno nadgrajuje z dodajanjem novih slik. Pri dodajanju nove slike
se najprej poǐsčejo ujemanja značilk z drugimi slikami. Nekatera ujemanja
predstavljajo točke, ki so že bile dodane v model. Te značilke in pripadajoče
3D rekonstruirane točke se uporabijo za izračun absolutne lege kamere, ki
je zajela novo sliko, glede na lego prve kamere. Ujemanja, ki še niso bila
uporabljena za triangulacijo točke, se nato uporabijo za razširitev oblaka
točk z novimi trianguliranimi točkami. Kakovost rekonstrukcije se izbolǰsa
z uporabo lokalne oziroma globalne minimizacije reprojekcijske napake, po-
stopkom, predstavljenim v podpoglavju 2.1.5.
V drugem delu se redka rekonstrukcija in položaji kamer iz prvega dela
uporabijo za izbolǰsavo rekonstruiranega 3D modela. Najprej se določi površina
modela, ki ga opisuje oblak točk iz redke rekonstrukcije. Tako pridobljen mo-
del je predstavljen v obliki seznama točk in trikotnikov. Programska rešitev
omogoča tudi nadaljnjo izbolǰsavo rekonstrukcije z izbolǰsavo ločljivosti in
natančnosti, kjer se dodajo nove točke, ki bolje opisujejo površino objektov.
Rekonstruiran model je možno tudi teksturirati, kar pomeni, da se točkam
na površini modela določi barva na podlagi vhodnih slik, ki so zajele ta del
scene.
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Opisani postopek v našem delu uporabljamo za rekonstrukcijo scene iz
sekvence vhodnih slik, ki so bile zajete na sceni. Programska rešitev, pred-
stavljena v [26], poleg rekonstrukcije omogoča še napovedovanje najbolǰsega
položaja naslednje kamere, ki sistematično izbolǰsuje kakovost rekonstrukcije,
pri čemer se uporablja nova mera za oceno kvalitete 3D modela. Napovedova-
nja najbolǰsega naslednjega modela v našem delu nismo uporabljali, saj smo
za vhodno sekvenco slik uporabljali zaporedje slik, ki so bile zajete na med
seboj enakomerno razporejenih legah kamere, kar daje dovolj dobre rezultate.
Poglavje 3
Implementacija
Delovanje naše rešitve, ki smo jo poimenovali PTAM-SP (scene prior), lahko
razdelimo na dva dela. Prvi del, predstavljen v poglavjih 3.1 in 3.2, se ne
izvaja v realnem času, temveč pred uporabo naše rešitve s strani uporab-
nika. Ta del vključuje pripravo rekonstruirane scene za vstavitev v algoritem
PTAM. Drugi del se uporablja med izvajanjem algoritma PTAM in deluje
v realnem času. V drugem delu vstavimo model v algoritem ter s tem ini-
cializiramo zemljevid in začnemo sledenje kameri, kakor je predstavljeno v
poglavju 3.4. Ustrezen model določimo s prepoznavanjem scene, kar bomo
predstavili v poglavju 3.3, kjer bomo opisali tudi izbolǰsan način relokalizacije
kamere. Nato bomo predstavili še končno implementacijo naše programske
rešitve za vzporedno lokalizacijo in kartiranje s samodejno inicializacijo ter
primer njene uporabe v aplikaciji za obogateno resničnost.
3.1 Priprave rekonstrukcije scene
Naša predlagana rešitev predpostavlja, da ima na voljo rekonstrukcijo scene,
na kateri želimo izvajati algoritem PTAM. Z rekonstrukcijo bi radi v algori-
tem vnesli čim več informacij o sceni, s katerimi želimo inicializirati algoritem
PTAM. Poleg 3D modela scene, ki določa njeno strukturo, želimo uporabiti
tudi slike ključnih okvirjev, ki opisujejo njen izgled, ter sceno predstaviti v
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določenem koordinatnem sistemu, katerega skalo poznamo, kar je zelo upo-
rabno v določenih aplikacijah, poleg tega pa jo je nemogoče določiti zgolj iz
slik. Sceno želimo predstaviti v obliki, ki bo omogočala uporabo na različnih
napravah, torej ne sme biti odvisna od parametrov kamere, ki je bila upora-
bljena ob rekonstrukciji, saj bodo ti drugačni ob uporabi scene v algoritmu
PTAM. Rekonstrukcijo scene pripravimo s pomočjo programske rešitve [26]
za rekonstrukcijo scene iz slik, ki določi 3D model in slike ključnih okvirjev,
za določanje referenčnega koordinatnega sistema in skale pa smo program-
sko rešitev nadgradili z modulom, ki poleg izvoza vseh potrebnih podatkov
omogoča tudi določanje kalibracijskih točk, na katerih temeljita izračun skale
in preslikava v referenčni koordinatni sistem.
Slika 3.1: Shema postopka rekonstrukcije scene in priprave namestitvene
datoteke.
Postopek začnemo z zajemom več med seboj enakomerno razporejenih slik
na sceni. Zajete slike nato uporabimo kot vhod v program za rekonstruk-
cijo. Uspešno rekonstruiran model teksturiramo, da lahko lažje določimo
kalibracijske točke. Kalibracijske točke določimo s pomočjo enostavnega upo-
rabnǐskega vmesnika. Uporabnik določi štiri 3D točke na sceni ter nato za
vsako izmed njih določi položaj v realnem svetu. Kalibracijske točke nam
omogočajo izračun preslikave iz koordinatnega sistema rekonstruiranega mo-
dela, ki je poljuben, v referenčni koordinatni sistem realnega sveta. Pre-
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slikavo bomo lahko nato uporabili v aplikaciji PTAM, da interni zemljevid
poravnamo z realnim svetom, kar omogoča lažje vstavljanje objektov v obo-
gateni resničnosti. Poleg kalibracijskih točk uporabnik določi še razdaljo v
realnem svetu med dvema poljubnima kalibracijskima točkama. S to raz-
daljo dobimo tudi skalo modela, ki jo lahko uporabimo za merjenje razdalj
vstavljenega modela v človeku prijaznih merskih enotah. Model lahko nato
izvozimo v obliki datoteke, ki vsebuje podatke o ključnih okvirjih in oblaku
točk ter sekvence slik, ki pripadajo ključnim okvirjem. Izvoženo datoteko
imenujemo namestitvena datoteka, saj služi namestitvi rekonstruirane scene
na posamezno napravo.
Slika 3.2: Programska rešitev za rekonstrukcijo z uporabnǐskim vmesni-
kom novega modula za določanje kalibracijskih točk in izvoz modela. Na
sliki je viden rekonstruiran in teksturiran model z določenimi kalibracijskimi
točkami.
Namestitvena datoteke vsebuje tri tipe podatkov. Najprej izvozimo ključne
okvirje, pri čemer ne izvozimo pripadajoče lege kamere, saj bodo te ponovno
izračunane glede na parametre kamere, ki bo model uvozila. Za vsak ključni
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okvir shranimo le pripadajočo vhodno sliko in identifikacijsko številko, ki
enolično določa ta ključni okvir. Nato izvozimo oblak točk, ki ga določa re-
konstruiran model. Vsaka izvožena točka je predstavljena s pripadajočimi
3D koordinatami v prostoru in seznamom 2D točk, ki predstavljajo opažanja
te točke na slikah ključnih okvirjev. Za vsako 3D točko najprej določimo, ali
je vidna na posameznem ključnem okvirju. Pri tem si pomagamo s točkami
redke rekonstrukcije, za katere vemo, na katerem ključnem okvirju so bile
opažene. Za vsako 3D točko goste rekonstrukcije preverimo, ali je bila ka-
tera izmed n najbližjih točk redke rekonstrukcije opažena na sliki ključnega
okvirja, iz česar lahko sklepamo, da je vidna tudi trenutna točka goste re-
konstrukcije. Točko nato projiciramo na sliko ključnih okvirjev, na katerih je
vidna, s čimer dobimo seznam 2D točk njenih opažanj na ključnih okvirjih.
3.2 Predpriprava modela za uvoz
Rekonstruiranega modela, ki smo ga pripravili v preǰsnjem poglavju, ni mogoče
neposredno uporabiti v algoritmu PTAM, temveč je treba iz njega izločiti
uporabne informacije in jih vstaviti v algoritem PTAM v obliki internih
struktur. Pomemben korak predobdelave je prilagoditev vseh struktur para-
metrom kamere, na kateri se bodo uporabljale. Postopek uvoza in preobliko-
vanja je časovno zahteven, poleg tega pa bi ga bilo treba ponavljati vsakič, ko
bi se določen model naložil. Iz teh razlogov smo se odločili, da končno rešitev
oblikujemo tako, da omogoča shranjevanje preoblikovanih PTAM kompati-
bilnih modelov v datoteko in nato nalaganje med izvajanjem. Predhodna
priprava modela za uvoz nam omogoča, da smo pri izračunu lege kamer na-
tančneǰsi, ter točke uvoženega modela ustrezno izberemo in celotno strukturo
dodatno optimiziramo, da omogočimo čim bolǰse kasneǰse izvajanje.
Kakor smo omenili v poglavju 3.1, sta rezultat izvoza rekonstruiranega
modela datoteka s ključnimi okvirji in oblakom točk ter pripadajoče slike
ključnih okvirjev. V tem poglavju bomo predstavili postopek pretvorbe
izvoženega modela v obliko, ki jo lahko vstavimo v algoritem PTAM. Oris
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Slika 3.3: Shema postopka predobdelave izvožene rekonstruirane scene in
priprava nalagalne datoteke za sceno.
postopka je predstavljen na sliki 3.3. Vhod v postopek priprave nalagalne
datoteke predstavljajo slike ključnih okvirjev, uporabljene pri rekonstrukciji,
in namestitvena datoteka, ki smo jo predstavili v poglavju 3.1.
Skala in referenčni koordinatni sistem
Postopek predpriprave začnemo z izračunom skale modela, ki je podana v
obliki dveh kalibracijskih točk in razdalje med njima v centimetrih. Razda-
lja med točkama in pripadajoča razdalja v realnem svetu nam omogočajo
določitev skale, ki jo bo imel model po vstavitvi. Nato izračunamo trans-
formacijo tm2w med koordinatnim sistemom modela in referenčnim koordi-
natnim sistemom, ki nam bo omogočala poravnavo internega zemljevida z
realnim svetom. Za izračun uporabimo vse štiri kalibracijske točke. Cilj je
poiskati transformacijo, ki preslika izvirni nabor tako, da minimizira pov-
prečno vrednost kvadrata napak med posameznimi točkami v referenčnem in
izvirnem naboru.
Kadar pripadajoče referenčne točke za izvirne točke niso podane, se pro-
blem največkrat rešuje z metodo iterativne najbližje točke (angl. iterative
closes point - ICP) [40]. Metoda iterativno optimizira transformacije tako,
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da minimizira razdaljo med točkami v referenčnem in izvirnem naboru. Naj-
prej se za vsako točko izvirnega nabora p določi njena referenčna točka k v
referenčnem naboru. Nato se izračuna transformacija, ki minimizira razdaljo
med pari točk p in k. Izvirni nabor nato preslikamo z izračunano transfor-
macijo in postopek ponavljamo, dokler sprememba napake med naboroma
točk ni manǰsa od izbranega praga.
V primeru, da so pari točk med izvirnim in referenčnim naborom po-
dani, pa lahko uporabimo direkten pristop. V našem delu smo uporabili
metodo [41], ki temelji na dekompoziciji singularnih vrednosti (angl. singu-
lar value decomposition - SVD). Rešitev problema poravnave dveh naborov
točk lahko predstavimo s funkcijo e2, katere vrednost želimo minimizirati





||yi − (cRxi + t)||2 (3.1)
pri čemer so R, t, c iskani parametri transformacije, rotacija, translacija in

























(yi − µy)(xi − µx)T
(3.2)
Najprej izračunamo centroida µx in µy in nato kovariančno matriko Cxy
obeh naborov točk. S pomočjo dekompozicije singularnih vrednosti iz ko-
variančne matrike Cxy izločimo vrednosti UDV
T . Kadar je rang matrike
Cxy ≥ m− 1, pri čemer je m dimenzija prostora, v katerem so podane točke,
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lahko izračunamo optimalne parametre transformacije
R = USV T






I det(U)det(V ) = 1diag(1, 1, ..., 1,−1) det(U)det(V ) = −1
(3.3)
kjer so operacije det determinanta matrike, tr sled matrike in diag dia-
gonalna matrika z danimi vrednostmi. Dokazi in izpeljave so podani v [41].
Slika 3.4: Primer dveh naborov točk, označenih z različno barvo na levi
strani slike pred poravnavo in po poravnavi na desni strani slike [42]
Predstavljeno metodo v našem delu uporabimo tako, da kot izvirni nabor
točk uporabimo koordinate štirih kalibracijskih točk v koordinatnem sistemu
modela in kot referenčni nabor njihove pripadajoče koordinate v referenčnem
koordinatnem sistemu, ki smo ga podali ob rekonstrukciji. Izračunane vre-
dnosti translacije, rotacije in skaliranja lahko nato uporabimo za preslikavo
celotnega modela v referenčni koordinatni sistem. Primer uporabe transfor-
macije za poravnavo dveh naborov točk prikazuje slika 3.4.
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Vstavitev ključnih okvirjev
Skala modela in njegova lega v realnem svetu predstavljata dodatno vrednost
naše rešitve, a za delovanje algoritma PTAM nista nujno potrebna. Ključno
informacijo, poleg 3D modela scene, predstavljajo lege ključnih okvirjev, ki
predstavljajo lego kamere ob zajemu slik za rekonstrukcijo. Ključni okvirji
so predstavljeni s sliko scene, ki so jo zajeli, ter njihovo lego v prostoru. Lege
kamere ne izvozimo ob rekonstrukciji, ker lega kamere za zajem določene slike
ne bi bila enaka za različne kamere. Poleg tega velikosti slik, uporabljenih
med rekonstrukcijo, ne ustrezajo velikosti slike kamere, ki bo uporabljena
med izvajanjem, zato jih prilagodimo. Pri tem sliki dodamo črne stolpce ob
straneh ali pa vrstice zgoraj in spodaj, v primeru da razmerje stranic trenutne
naprave ni enako kot pri napravi, ki je zajela izvorne slike. Primer prilago-
jene slike za napravo z drugačnim razmerjem stranic, kot je bil uporabljen
pri rekonstrukciji, prikazuje slika 3.5. Skaliranje slike in širino oziroma vǐsino
dodanih robov shranimo, saj bo ta informacija potrebna za ustrezno skalira-
nje in zamikanje opažanj posameznih točk na sliki, ki so podane z izvoženim
modelom. Ustrezno skalirane slike nato uporabimo za inicializacijo internih
struktur ključnih okvirjev, enako kot v izvornem algoritmu PTAM. Ključnim
okvirjem sedaj manjka le še njihova lega v prostoru modela.
Za izračun lege kamere imamo na voljo 3D točke modela in njihove 2D
preslikave na slike ključnih okvirjev. Tovrsten problem je v splošnem znan
kot problem PnP (angl. Perspective-n-Point). Pri reševanju predpostavimo,
da so notranji parametri kamere znani. Metode, ki ga rešujejo, se razlikujejo
v pristopu in številu parov točk, ki jih potrebujejo za določanje rešitve. Me-
toda, predstavljena v [43], potrebuje le tri pare 3D točk in njihovih projekcij,
da določi numerične rešitve P3P problema. Zaradi majhnega števila točk je
teh rešitev več, od ene do štirih, zato se pogosto uporabi še četrta točka,
s katero izberemo ustrezno rešitev. Tudi metoda, predstavljena v [44], ni
iterativna, za svoje delovanje pa potrebuje več kot štiri točke in deluje tako
za planarne kot neplanarne točke.
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Slika 3.5: Zgornja slika prikazuje sliko ključnega okvirja po prilagoditvi za
napravo, ki ima enako razmerje stranic kot izvorne slike. Na spodnji sliki so
sliki ključnega okvirja dodane črne vrstice, ki zagotovijo ustrezno razmerje
stranic. Na slikah lahko vidimo tudi, da so ključne točke ustrezno preslikane.
V našem delu smo za reševanje PnP problema uporabili iterativno me-
todo, ki z metodo RANSAC [28] optimizira parametre, ki so v tem pri-
meru rotacija in translacija kamere. Najprej se naključno izberejo štirje pari
2D-3D točk in se zanje določijo optimalni parametri z uporabo optimizacije
Levenberg-Marquardt [31, 32], ki minimizira reprojekcijsko napako. Repro-
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jekcijska napaka je vsota kvadratov razdalj med 2D točkami in projekcijami
3D točk na sliko. Izračunano translacijo in rotacijo nato uporabimo za pro-
jekcijo 3D točk na sliko in izločimo 2D-3D pare točk, pri katerih je reprojek-
cijska napaka manǰsa od izbranega praga. V primeru, da je nabor uspešno
preslikanih točk večji od predhodnega, je trenutna transformacija bolǰsa od
predhodne in jo obdržimo. Postopek ponavljamo, dokler ne dosežemo ome-
jitve števila iteracij oziroma je verjetnost bolǰsega nabora točk manǰsa od
določenega praga. Končno transformacijo določi iterativna minimizacija re-
projekcijske napake z metodo Levenberg-Marquardt, kjer se tokrat uporabi
celoten nabor 2D-3D parov točk, ki so pripadale najbolǰsi iteraciji metode
RANSAC [28].
Nabor 2D-3D parov točk v naši rešitvi pripravimo tako, da za vsako 3D
točko modela preverimo, ali je bila vidna na trenutnem ključnem okvirju, za
katerega določamo lego kamere. Podatek o vidnosti je bil podan pri rekon-
strukciji. V primeru, da je bila točka vidna, imamo na voljo tudi njeno 2D
točko opaženja na izvorni sliki. Točka je podana v koordinatnem sistemu
izvorne slike, zato jo je treba najprej ustrezno skalirati in zamakniti glede na
spremembe izvorne slike, ki smo jih omenili prej. Za ustrezno popravljeno 2D
točko nato preverimo, ali je v okolici katere izmed FAST ključnih točk in jo
dodamo v nabor 2D-3D parov za ta ključni okvir. Pripravljen nabor 2D-3D
parov nato uporabimo za izračun lege kamere s prej predstavljeno iterativno
metodo. Kot začetno okvirno lokacijo ključnega okvirja, ki jo metoda opti-
mizira, uporabimo kar lego predhodnega ključnega okvirja, saj so ti podani
zaporedno in dovolj skupaj, da omogočajo dobro oceno. S tem so ključni
okvirji pripravljeni, manjka le še zemljevid scene.
Vstavitev oblaka točk
Začetni zemljevid naše rešitve bodo predstavljale 3D točke rekonstruiranega
modela scene. Število in gostota točk sta odvisna od scene ter uspešnosti in
natančnosti rekonstrukcije. Uvoziti želimo le točke, ki so zanimive za algori-
tem PTAM, torej označujejo področja, kot so robovi in koti ter področja z
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raznoliko teksturo. To ne velja za vse točke rekonstruiranega modela, saj smo
z rekonstrukcijo površine vnesli veliko vmesnik točk, ki predstavljajo ravnine
in zgolj povezujejo preostale točke. Glavni cilj tega poglavja je zgraditi model
z dobrimi in koristnimi točkami tako, da bo omogočal dobro sledenje, hkrati
pa točk ne bo preveč, saj ima velikost zemljevida vpliv na časovno zahtevnost.
Primer strukture zemljevida po vstavitvi rekonstrukcije prikazuje zgornji del
slike 3.6.
Oblak točk rekonstruiranega modela najprej naključno premešamo, da
preprečimo kakršno koli prostorsko odvisnost med točkami. Točke rekonstru-
iranega modela dodajamo v zemljevid, dokler ne dosežemo omejitve števila
uvoženih točk 100 ∗ nkf , pri čemer je nkf število uvoženih ključnih okvirjev.
Za vsako točko preverimo, ali je bila vidna na vsaj dveh ključnih okvirjih in
je bila opažena znotraj radija rins v okolici FAST ključnih točk nivoja 0 na
vsaj 75 % ključnih okvirjev, na katerih je opažena, s čimer želimo zagotoviti,
da je točka zanimiva za algoritem sledenja. Radij rins je določen dinamično
glede na velikost vhodne slike za trenutno napravo, in sicer z enačbo





pri čemer je wcam širina in hcam vǐsina vhodne slike. Rekonstruiran model
je lahko na določenih področjih zelo gost, zato zagotovimo, da so vstavljene
točke vsaj 1 centimeter narazen, kar nam omogoča skala, ki smo jo določili
na začetku. Točke, ki prestanejo oba testa, vstavimo v zemljevid. Njihove
3D koordinate v rekonstruiranem modelu preslikamo v referenčni koordinatni
sistem s pomočjo transformacije tm2w, ki smo jo določili na začetku. Izvorni
ključni okvir točke nastavimo na prvi okvir, ki vsebuje opaženje točke. Na
podlagi izvornega okvirja se tudi določi značilka za to točko, ki jo določajo
slikovne točke v 8×8 okolici opažanja te slike na izvornem ključnem okvirju.
Opažanja te točke vstavimo tudi v preostale ključne okvirje, za katere smo v
fazi rekonstrukcije ugotovili, da točko vidijo.
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Slika 3.6: Primerjava zemljevida po vstavitvi rekonstruiranega modela (zgo-
raj) in po razširitvi z novimi točkami na preostalih nivojih (spodaj). Točke
rekonstrukcije so obarvane rdeče, preostale pa z barvami, ki označujejo po-
samezni nivo piramide.
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Razširitev zemljevida
V tej fazi je zemljevid zgrajen, a vsebuje le 3D točke, ki so bile določene
med rekonstrukcijo in so prestale filtriranje, zato je treba dodati nove točke,
ki ne bodo izhajale iz piramidnega nivoja 0. Točke na več nivojih potrebu-
jemo, da zagotovimo odpornost na skaliranje vhodne slike oziroma na pri-
bliževanje in oddaljevanje od scene. Enako kot v preǰsnjem poglavju so tudi
ključni okvirji, ki smo jih uvozili iz rekonstrukcije, lahko preblizu drug dru-
gemu, kar lahko povzroči nestabilno delovanje algoritma PTAM, poleg tega
pa prinese dodatno časovno zahtevnost ob optimizacijah zemljevida. Vsta-
vljene ključne okvirje zato razredčimo tako, da odstranimo tiste, ki imajo
dva ključna okvirja oddaljena manj kot 10 centimetrov. Dva ključna okvirja
preverimo zato, ker predpostavljamo, da so ključni okvirji v vrsti z enako-
mernimi razmaki in na ta način preverimo levega in desnega soseda. Ko
ključne okvirje nekoliko razredčimo, opravimo prvo globalno minimizacijo
reprojekcijske napake, kakor je predstavljeno v podpoglavju 2.1.5, da zemlje-













pri čemer je nkf število ključnih okvirjev v zemljevidu in nmap število
točk v zemljevidu, ki so bile vstavljene iz rekonstrukcije. Vrednosti npL1,
npL2 in npL3 predstavljajo maksimalno število točk, ki jih dodamo za posa-
mezni ključni okvir in pripadajoč nivo piramide. Novo dodane točke nato
poǐsčemo na preostalih okvirjih in posodobimo opažanja točk. Vstavljanje
modela zaključimo z globalno minimizacijo reprojekcijske napake. Model in
ključni okvirji so se med postopkom vstavljanja novih točk in globalne mi-
nimizacije reprojekcijske napake morda nekoliko zamaknili, zato uporabimo
metodo iz poglavja 3.2, da izračunamo transformacijo, ki točke, uvožene
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iz rekonstruiranega modela, preslika iz trenutnega položaja v zemljevidu v
njihov predviden položaj v referenčnem koordinatnem sistemu. Vstavitev
modela je s tem zaključena, primer prikazuje spodnji del slike 3.6, treba je
le še pripraviti relokalizacijske strukture in zemljevid zapisati v nalagalno
datoteko.
Priprava relokalizacijskih struktur
Da bi zagotovili popolnoma samodejno inicializacijo naše rešitve, moramo
zagotoviti samodejno nalaganje ustreznega modela. Naša rešitev določa mo-
del, ki ga bo uporabila za inicializacijo, s pomočjo prepoznavanja scene. Po-
stopka prepoznavanja scene in relokalizacije sta natančneje predstavljena v
poglavju 3.3, v tem poglavju pa bomo predstavili strukture, ki so potrebne
za njuno izvajanje, in njihovo izgradnjo. Relokalizacija in prepoznavanje
scene temeljita na ORB značilkah, ki predstavljajo tako posamezen ključni
okvir kot posamezno sceno. Večino struktur hrani vsak ključni okvir zase,
in sicer svoj ORB deskriptor z značilkami, seznam 2D ključnih točk, ki so
uporabljene za izračun deskriptorja, in seznam 3D točk modela, ki pripadajo
ključnim točkam. Pare 2D-3D točk uporabimo za izračun lege kamere ob
relokalizaciji. Vse ključne točke nimajo pripadajoče 3D točke, saj so morda
na lokaciji slike, kjer še ni bila zaznana nobena točka. Pripadajočo 3D točko
modela za 2D ključno točko določimo tako, da poǐsčemo opaženje katere koli
3D točke, ki je dovolj blizu ključni točki. Za radij iskanja uporabimo kar
rins. Za vsak ključni okvir določimo 500 ključnih točk, ki določajo tudi ORB
deskriptor ključnega okvirja.
Vse deskriptorje okvirjev nato vstavimo v indeks FLANN (angl. Fast
Library for Approximate Nearest Neighbors), implementiran po [45]. Indeks
omogoča hitreǰse primerjanje deskriptorjev in iskanje ujemanj med značilkami
kot naivno primerjanje vseh z vsemi. Na račun učinkovitosti najdena uje-
manja niso vedno optimalna, vendar so za naše potrebe dovolj dobra, poleg
tega pa sta nam pomembneǰsa hitra relokalizacija in prepoznavanje scene.
Predpripravljen model lahko sedaj zapǐsemo v nalagalno datoteko.
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Nalagalna datoteka
Nalagalna datoteka vsebuje vse podatke, potrebne za nalaganje modela v
algoritem PTAM in njegov uspešen zagon. Datoteka vsebuje ključne okvirje
s podatki za relokalizacijo in prepoznavanje scene, 3D točke modela in 2D
opažanja točk na ključnih okvirjih. Vsaka nalagalna datoteka je prilagojena
napravi oziroma kameri, ki jo bo uporabljala, zato so za pripravo datoteke
potrebni predhodno znani parametri kamere.
Ključni okvir je predstavljen s translacijo in rotacijo kamere, s čimer je
določena njegova lega v prostoru. Poleg tega vsebuje še ime oziroma pot
do skalirane slike, ki mu pripada. Ob zapisu nalagalne datoteke se shranijo
tudi skalirane slike ključnih okvirjev, ki so prilagojene na velikost trenutne
naprave. Vsak ključni okvir shrani še svoje relokalizacijske strukture, pred-
stavljene v preǰsnjem poglavju.
Vsaka točka modela je predstavljena z njenimi 3D koordinatami in po-
datki, potrebnimi za določanje njene značilke. Za določanje značilke shra-
nimo identifikator ključnega okvirja, ki je točko prvi opazil, nivo piramide,
na katerem je bila točka opažena, in 2D koordinate na sliki tega nivoja.
Opažanja točk predstavimo z 2D koordinatami točke na sliki, nivojem
piramide in pripadajočim identifikatorjem ključnega okvirja, ki mu pripada
opaženje, in identifikatorjem točke modela, ki je bila opažena.
Pripravljene strukture na koncu zapǐsemo v datoteko in poleg nje shra-
nimo še slike ključnih okvirjev, ki so že ustrezno prilagojene kameri naprave
in shranjene kot sivinske slike. Slike so potrebne za izgradnjo ključnih okvir-
jev v algoritmu PTAM, poleg tega pa iz njih določimo značilke posameznih
točk. V datoteko shranimo še ime modela, ki ga podamo ob predprocesiranju
izvoženega modela, in skalo modela.
3.3 Prepoznavanje scene in relokalizacija
Naša programska rešitev omogoča popolnoma samodejno delovanje, kar po-
meni, da program sam prepozna sceno in naloži ter uporabi ustrezen model.
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Prepoznavanje scene temelji na uporabi baze slik, predstavljene v podpo-
glavju 2.3. Kot smo že omenili, moramo najprej zgraditi slovar vizualnih
besed. Slovar besed zgradimo predhodno, in sicer v fazi namestitve modelov.
Učno množico slik zgradimo iz vseh slik, ki pripadajo ključnim okvirjem mo-
delov. Za vsako vhodno sliko izračunamo 500 ORB značilk. Vse pridobljene
značilke uporabimo za izgradnjo slovarja. Nato pripravimo bazo slik, v katero
vstavimo vse slike ključnih okvirjev za vse modele, poleg tega pa pripravimo
tudi strukturo, ki preslika posamezno sliko iz baze v pripadajoč identifikator
modela. Bazo slik in pomožno strukturo za preslikavo shranimo v datoteko
za pozneǰse nalaganje v aplikaciji. Postopek relokalizacije in prepoznavanja
scene je prikazan na sliki 3.7.
Prepoznavanje scene se, tako kot relokalizacija kamere, zaradi nekoliko
večje časovne zahtevnosti izvaja v niti, ki sicer skrbi za gradnjo zemljevida,
kar omogoča hitro izvajanje glavne niti, ki poleg sledenja skrbi tudi za prikaz
uporabnǐskega vmesnika. Izvajanje v niti za kartiranje je smiselno tudi, ker
v času, ko trenutni model še ni naložen oziroma je sledenje izgubljeno, nit ne
opravlja nobene pomembne naloge. Nit za kartiranje v tem času izvaja opti-
mizacije in razširitve zemljevida, kar pa po našem mnenju ni tako pomembno
kot hitro prepoznavanje scene in relokalizacija, zato vse ostale naloge v tem
času prekinemo in nit opravlja le naloge povezane s prepoznavanjem scene in
relokalizacijo. Prepoznavanje scene lahko vzamemo kot potrebni predpogoj
za relokalizacijo, saj je treba najprej določiti sceno, da lahko nato določimo
položaj kamere na sceni, zato se oba koraka vedno izvajata skupaj oziroma
zaporedno.
Vsakič, ko glavna nit zahteva relokalizacijo, se trenutna vhodna slika scene
shrani za procesiranje. Glavna nit se nato izvaja naprej in ne čaka na rezul-
tat. Sliko nato prevzame nit za kartiranje, ki naprej preveri, kateremu modelu
pripada trenutna slika. Najprej se za vhodno sliko izračuna ORB deskriptor,
ki se uporabi za iskanje petih najbolj podobnih slik v bazi, ki vsebuje ključne
okvirje vseh modelov. Kot najbolj verjeten trenutni model se izbere model,
ki pripada najbolj podobni sliki v bazi. Vendar napovedi modela ne sprej-
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memo kar takoj, temveč uporabimo vseh pet najbolj podobnih slik in njihove
pripadajoče modele, da ocenimo, ali je ta napoved dobra. Najprej preverimo,
ali katera izmed petih slik pripada modelu, ki je trenutno uporabljen. V tem
primeru je nova napoved enaka trenutnemu modelu. Novo napoved modela
sprejmemo le v primeru, da tri od petih slik pripadajo modelu, ki pripada
najbolj podobni sliki. Nato shranimo napovedani model v vrsto desetih na-
povedi, ki jih uporabimo, da preprečimo spreminjanje in nalaganje novega
modela iz ene vhodne slike v drugo, ko napovedovanje ni najbolj stabilno
oziroma so si scene podobne med seboj in prihaja do napačnih napovedi.
V vrsti hranimo zadnjih deset napovedi oziroma prazno napoved, ko ni bila
uspešna. Nov model naložimo le v primeru, da več kot 80 % od zadnjih dese-
tih napovedi pripada novemu modelu. Po uspešno prepoznani sceni naložimo
ustrezen model, če je to potrebno, kakor smo predstavili v podpoglavju 3.4.
V primeru, da je ustrezen model že naložen in pripravljen za uporabo, to-
rej se scena ni spremenila, nadaljujemo z relokalizacijo kamere, da določimo
položaj kamere na sceni.
Relokalizacija kamere je potrebna v primeru, da je bilo sledenje kameri
izgubljeno. Kot smo že omenili v podpoglavju 2.1.6, izgubljeno sledenje
detektiramo na podlagi deleža uspešno najdenih točk na sliki. Izvorna im-
plementacija PTAM uporablja enostaven in zelo hiter način relokalizacije, ki
pa ima kar nekaj slabosti, ki so se pokazale med testiranjem. Prva slabost je,
da je relokalizacija uspešna zgolj zelo blizu ključnega okvirja. Poleg tega je
postopek zelo občutljiv na spremembe scene ali osvetlitve, saj je bil namenjen
zgolj relokalizaciji znotraj ene sekvence oziroma posnetka, v našem primeru
pa bi radi relokalizacijo uspešno izvedli večkrat na isti sceni v različnih po-
gojih osvetlitve in postavitve scene. Zato smo se odločili nadomestiti izvorno
relokalizacijo z implementacijo, ki temelji na ključnih točkah in značilkah.
V preǰsnjem poglavju smo že omenili, da izračunamo ORB značilke za
vhodno sliko. Te značilke uporabimo tudi v fazi relokalizacije. Najprej
poǐsčemo ujemanja med značilkami trenutne slike in značilkami obstoječih
ključnih okvirjev na zemljevidu. Za hitro iskanje n najbližjih sosedov upora-
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Slika 3.7: Shema postopka prepoznavanja scene in relokalizacije kamere.
Na shemi je prikazana tudi komunikacija med nitjo za sledenje in nitjo za
kartiranje.
bimo indeks FLANN [45], ki omogoča hitreǰse iskanje ujemanj med značilkami
na račun natančnosti. Indeks zgradimo ob nalaganju modela, ko vanj vsta-
vimo deskriptorje vseh ključnih okvirjev. Pri iskanju uporabimo n = 2, kar
pomeni, da za vsako značilko vhodne slike poǐsčemo dve najbolǰsi ujema-
nji z značilkami ključnih okvirjev. Drugo najbolǰse ujemanje uporabimo za
izločanje slabih ujemanj na podlagi testa, ki ga je predlagal Lowe [46]. Pre-
prost test izloči ujemanja, pri katerih je razmerje med razdaljo najbolǰsega
in drugega najbolǰsega ujemanja manǰsa od neke konstantne vrednosti. Uje-





pri čemer je d1 razdalja med vhodno značilko in najbolj podobno značilko
ključnega okvirja in d2 razdalja med vhodno značilko in drugo najbolj po-
dobno značilko ključnega okvirja. Vrednost rmin nastavimo na poljubno
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vrednost, Lowe v [46] predlaga vrednost 0,8, v našem delu smo uporabili
vrednost 0,9.
Nato za vsa uspešna ujemanja med značilkami vhodne slike in ključnih
okvirjev določimo, kateremu vhodnemu okvirju pripadajo. Okvir, ki ima
največ ujemanj z vhodno sliko, izberemo kot izhodǐsčni ključni okvir, s
pomočjo katerega bomo določili trenutni položaj kamere. Najprej za značilke
vhodne slike, za katere smo našli ujemanja, določimo pripadajočo 3D točko
modela. Kot smo že omenili, seznam pripadajočih točk hrani posamezen
ključni okvir. Pare 2D značilk in 3D točk nato uporabimo za izračun položaja
kamere. Problem določanja položaja kamere iz parov 2D-3D točk smo pred-
stavili že v podpoglavju 3.2. V tem primeru ga rešujemo popolnoma enako
kot za določanje absolutne lege kamere, z iterativnim zmanǰsevanjem repro-
jekcijskih napak in metodo RANSAC [28], da se izognemo problemu šuma v
podatkih oziroma napačnih ujemanj značilk. Kot začetni položaj kamere vza-
memo kar položaj izhodǐsčnega ključnega okvirja, ki je imel največ ujemanj
s trenutno sliko. Izračunano lego kamere nato shranimo in rezultat lahko
prevzame glavna nit, ki to lego nato uporabi za ponovni začetek sledenja.
V času, ko se je procesirala slika za relokalizacijo, je bilo na voljo že nekaj
noveǰsih vhodnih slik in kamera se je morda premaknila, vendar je čas med
oddajo vhodne slike in novim rezultat tako majhen, da ga lahko zanemarimo,
saj se kamera v tem času ob normalnem gibanju ni premaknila tako močno,
da sledenja ne bi bilo mogoče uspešno ponovno zagnati.
3.4 Uvoz modela v algoritem PTAM
Naša rešitev v primeru, da je bilo sledenje izgubljeno, vseskozi preverja, ali
se je morda spremenila scena. V primeru, da je prepoznana nova scena, je
treba naložiti nov model, ki ustreza prepoznani sceni, da bo sledenje kameri
spet mogoče. Nalaganje modela je potrebno tudi povsem na začetku, ko je
prepoznana prva scena. Model je naložen neposredno iz nalagalne datoteke.
Postopek nalaganja se začne z branjem datoteke in izgradnjo zemljevida.
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Slika 3.8: Prikaz rekonstruirane scene in pripadajočih leg ključnih okvirjev
takoj po vstavitvi v algoritem PTAM. Na sliki je prikazana scena statues,
barvo točk določa nivo piramide slik, na katerem so bile točke zaznane prvič.
Najprej ustvarimo ključne okvirje, jim določimo lego in pripadajoče slike.
Zaradi učinkovitosti še ne zgradimo interne piramide slik in ne izračunamo
FAST ključnih točk in kandidatov za nove točke, saj te strukture niso po-
trebne takoj, temveč šele za sledenje oziroma dodajanje novih točk. Ključne
okvirje zato dokončno inicializiramo med izvajanjem, ko je zemljevid že
naložen. Nato vstavimo 3D točke modela v zemljevid. Točke in ključne
okvirje povežemo z vstavitvijo opažanj točk na posameznih ključnih okvir-
jih in nivojih piramide znotraj njih. Iz nalagalne datoteke izločimo še skalo
in ime modela ter pripravimo FLANN indeks za relokalizacijo z vstavitvijo
deskriptorjev ključnih okvirjev. S tem je vstavitev modela zaključena in al-
goritem PTAM lahko uporablja zemljevid za normalno delovanje. Vstavljena
scena in pripadajoče lege kamer so prikazane na sliki 3.8. Zemljevid scene
je bil optimiziran že v fazi priprave nalagalne datoteke, poleg tega pa smo
izračunali deskriptorje ključnih okvirjev, kar pomeni, da so bile vse časovno
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zahtevne operacije opravljene že pred nalaganjem modela. To nam omogoča
zelo učinkovito in hitro nalaganje modela med izvajanjem in dobro odziv-
nost celotnega sistema. Tudi zamenjava modela z drugim med izvajanjem ne
povzroči opaznih zakasnitev.
3.5 Predstavitev programske rešitve
Glavni prispevek našega dela je programska rešitev, ki omogoča sočasno sle-
denje položaju kamere in kartiranje scene. Razvili smo jo na osnovi obstoječe
implementacije PTAM 1 v jeziku C++. Nekatere dele, kot so sledenje položaju
kamere, izgradnja scene in uporabnǐski vmesnik, smo ohranili enake kot v iz-
vorni kodi. Glavnina naših sprememb zadeva začetno inicializacijo, ki smo jo
popolnoma nadomestili z našo predlagano rešitvijo, ki namesto stereo iniciali-
zacije uporabi rekonstruiran 3D model s pripadajočimi položaji kamer. Spre-
menili smo tudi postopek relokalizacije, ki sedaj temelji na ključnih točkah,
poleg tega pa smo dodali prepoznavanje scene. Zamenjali smo tudi zastarelo
implementacijo zajema slik s sodobno podporo za zajem slik iz datoteke ali
spletne USB kamere. Razvita programska rešitev omogoča tri načine delova-
nja, ki so natančneje predstavljeni v nadaljevanju.
Program za pripravo nalagalnih datotek
Prvi način delovanja, imenovan namestitveni način, omogoča vstavitev mo-
dela in inicializacijo neposredno iz izvoženega rekonstruiranega modela, pred-
stavljenega poglavju 3.1. Namestitveni način delovanja se uporablja za pri-
pravo nalagalnih datotek za posamezen 3D model in napravo, kakor smo
predstavili v poglavju 3.2. Ta način delovanja uporablja poseben ločen pro-
gram, ki omogoča pripravo vseh nalagalnih datotek za določeno napravo.
Programu podamo kalibracijsko datoteko naprave, ki vsebuje notranje para-
metre kamere, in pot do izvoženih rekonstrukcij posameznih modelov. Končni
rezultat je datotečna struktura, ki vsebuje vse, kar potrebuje posamezna na-
1https://github.com/Oxford-PTAM/PTAM-GPL
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prava za izvajanje naše različice algoritma PTAM. Poleg kalibracijske dato-
teke vsebuje še nalagalne direktorije za posamezen model. Vsak direktorij
vsebuje nalagalno datoteko za pripadajoč model in slike ključnih okvirjev.
Poleg tega direktorij hrani še strukture, potrebne za prepoznavanje scene,
predstavljene v podpoglavju 3.3, kot je baza slik ključnih okvirjev.
Samodejna inicializacija
Stereo inicializacijo izvorne implementacije PTAM smo nadomestili z dvema
načinoma samodejne inicializacije. Oba načina delovanja sta si zelo podobna,
razlikujeta se le v tem, ali je scena in s tem uporabljen model določena vnaprej
ali pa se določa med izvajanjem. V nadaljevanju bomo podrobneje predstavili
način, ki določa sceno med izvajanjem, na koncu pa bomo izpostavili razlike
med obema načinoma. Predlagana rešitev za delovanje potrebuje pot do
datotečne strukture trenutne naprave, predstavljene v preǰsnjem poglavju.
Naša implementacija PTAM algoritma ima na začetku prazen zemljevid
in sledenje se ne izvaja oziroma je izgubljeno. Glavna nit podaja vhodne slike
niti za kartiranje in zahteva relokalizacijo. Scena in model še nista določena,
zato nit za kartiranje najprej poskuša prepoznati sceno in določiti model, ki
bo uporabljen. Postopek prepoznavanja scene smo predstavili v poglavju 3.3.
Ko je scena prepoznana, nit za izgradnjo zemljevida naloži ustrezen model iz
njegove nalagalne datoteke. Z uspešnim nalaganjem modela se zgradi zemlje-
vid scene s pripadajočim oblakom točk in ključnimi okvirji. Ključne okvirje
lahko uporabimo za relokalizacijo kamere na sceni, kakor je predstavljeno v
poglavju 3.3. Z uspešno relokalizacijo se lahko začne izvajati tudi sledenje
v glavni niti. V primeru, da je sledenje izgubljeno in prepoznana scena ne
ustreza trenutno naloženemu modelu, se trenutni zemljevid zavrže in naloži
nov model, ki ustreza prepoznani sceni. Kakor smo že omenili, nit za kartira-
nje v času izgubljenega sledenja vse svoje vire nameni procesiranju vhodnih
slik in relokalizaciji oziroma prepoznavanju scene. Izvorna implemetacija
PTAM ta čas nameni optimizaciji zemljevida, vendar je po našem mnenju
časa za to dovolj med sledenjem, poleg tega pa sta hitra relokalizacija in odziv
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na spremembo scene po našem mnenju veliko bolj pomembna. Spremenjena
relokalizacija, ki temelji na ključnih točkah in ORB deskriptorjih, zahteva
nekaj dodatnih operacij ob dodajanju novega ključnega okvirja v zemljevid.
Poleg obstoječih operacij, kot sta zaznavanje obstoječih in dodajanje novih
opaženih točk, je treba izračunati ključne točke in ORB deskriptorje, upo-
rabljene za relokalizacijo kamere. Poleg tega je treba deskriptorje ključnih
okvirjev vstaviti v FLANN indeks, ki se uporablja za hitro primerjavo značilk.
Deskriptorje novo dodanega ključnega okvirja je treba dodati tudi v bazo
slik, ki se uporablja za prepoznavanje scene. Predstavljeni način delovanja
ne potrebuje nobene akcije s strani uporabnika. Evalvacijo uspešnosti slede-
nja omogoča datoteka, v katero program zapisuje ocenjeni položaj kamere za
trenutno vhodno sliko in ocenjeno kvaliteto sledenja.
Drugi način delovanja, ki potrebuje izbiro scene s strani uporabnika, se
razlikuje samo v fazi relokalizacije. Sceno in s tem uporabljen model je
določil uporabnik, zato se takoj naloži izbrani model ter se med izvajanjem
ne spreminja. V fazi relokalizacije se zato ne določa scena, temveč le položaj
kamere na sceni.
Različica brez uporabnǐskega vmesnika
Poleg predstavljene nadgrajene implementacije PTAM, ki uporablja obstoječi
uporabnǐski vmesnik za prikaz informacij o sledenju in trenutnem zemljevidu,
smo razvili še različico programske rešitve, ki omogoča delovanje brez upo-
rabnǐskega vmesnika. Ta različica deluje povsem enako kot prej predstavljena
rešitev, le da ne izrisuje nobenih grafičnih elementov. Razvoj takšne rešitve je
bil potreben zaradi učinkovitega testiranja, ki zahteva množico ponovitev iz-
vajanja z različnimi testnimi posnetki in parametri izvajanja. Različica brez
uporabnǐskega vmesnika nam omogoča zagon programa iz našega testnega
okolja, poleg tega pa ob koncu izvajanja program izpǐse nekaj statistik izva-
janja na standardni izhod, kjer jih lahko prestrežemo in analiziramo poleg že
omenjene ocenjene poti kamere v datoteki.
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3.6 Primer uporabe v obogateni resničnosti
Naša razvita rešitev naj bi služila kot ogrodje ali knjižnica za določanje
položaja kamere na sceni iz vhodnih slik. Razvita je bila z namenom, da bi
omogočala uporabo v aplikacijah obogatene resničnosti, zato smo se odločili
za implementacijo enostavne demonstracijske aplikacije, ki temelji na naši
rešitvi za sočasno lokalizacijo in kartiranje.
Slika 3.9: Primer uporabe naše rešitve za izris elementov obogatene re-
sničnosti, znotraj naše demonstracijske aplikacije. Mreža kock, na kateri se
prikazujejo črke, je poravnana s steno.
Prvi korak je bila pretvorba obstoječe implementacije v obliko, ki omogoča
enostavno uporabo iz aplikacije z grafičnim uporabnǐskim vmesnikom. Od-
stranili smo vso komunikacijo z uporabnikom in izris grafičnih elementov ter
obdržali in združili le elemente, ki so potrebni za izvajanje sledenja in karti-
ranja. Tako pripravljena knjižnica omogoča enostavno določanje lege kamere
na sceni, saj ji le podamo vhodno sliko, na podlagi katere določi lego. Vse
ostalo delo, kot so določanje scene, nalaganje zemljevidov scene in sledenje,
opravi knjižnica, tako da je vsa kompleksnost skrita uporabniku knjižnice.
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Knjižnica za svoje delovanje potrebuje le pot do direktorij,a v katerem so
datoteka z notranjimi parametri kamere, baza slik za relokalizacijo in vsi
nameščeni zemljevidi scen, ki vključujejo nalagalne datoteke in slike ključnih
okvirjev.
Slika 3.10: Primer obogatene resničnosti z izrisom mrežnega modela izbra-
nih delov rekonstruirane scene.
Aplikacija vsebuje tri primere obogatene resničnosti, ki se prikazujejo na
določeni sceni. Prvi primer sceno garage obogati s prikazovalnikom 3D črk
na steni, kakor je prikazano na sliki 3.9. Črke so prikazane v obliki mreže
kock, ki so postavljene tako, da ustrezajo posamezni črki in s tem prikazujejo
poljuben tekst. Pri drugem primeru smo uporabili 3D model, ki se zgradi
pri rekonstrukciji scene. S pomočjo kalibracijskih točk preslikamo model v
referenčni koordinatni sistem, ki je enak koordinatnemu sistemu, ki ga nato
uporablja knjižnica za sočasno lokalizacijo in kartiranje. Model scene lahko
izrǐsemo neposredno, saj sta lega kamere in 3D model v enakem koordinatnem
sistemu in dodatne transformacije niso potrebne. Model prikažemo v obliki
mrežnega modela, tako da lažje ocenimo njegovo poravnavo s sliko scene.
Zadnji primer prikazuje video posnetek na zaslonu, ki je del scene desk PC.
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Slika 3.11: Uporabnǐski vmesnik aplikacije za obogateno resničnost s pri-
kazom trenutnega stanja sledenja in statistikami izvajanja. Slika prikazuje
tudi primer obogatene resničnosti s prikazom videa na zaslonu, ki je prisoten
na sceni.
Poleg prikaza obogatene resničnosti aplikacija omogoča še prikaz eno-
stavnega uporabnǐskega vmesnika, ki prikazuje trenutno delovanje knjižnice
v ozadju. Vmesnik vsebuje prikaz imena trenutne scene, ki je obarvana glede
na to, v kakšnem stanju je trenutno sledenje. V primeru dobrega sledenja
je obarvana zeleno, ko je sledenje slabo rumeno in ko je zelo slabo in bo
izgubljeno, rdeče. V primeru, da je sledenje izgubljeno, obroba okna utripne
rdeče. Med tem ko potekata relokalizacija in prepoznavanje scene, je tekst
obarvan modro, v primeru uspešne relokalizacije pa obroba okna utripne
modro. Vsakič, ko se doda ključni okvir v zemljevid trenutne scene, obroba
ekrana utripne zeleno. Poleg tega uporabnǐski vmesnik omogoča še prikaz
trenutnega stanja delovanja, kot sta povprečen čas za izračun lokacije kamere
in število ključnih okvirjev ter točk na zemljevidu. Uporabnǐski vmesnik ni
toliko namenjen uporabi v obogateni resničnosti, kot je uporaben za lažje
razumevanje in spremljanje delovanja knjižnice v ozadju.
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3.7 Uporabljene knjižnice
Vse razvite programske rešitve v tem delu so implementirane v program-
skem jeziku C++, le testno okolje je bilo razvito v jeziku Python, zaradi
dobre podpore za izris grafov. Področje računalnǐskega vida je zelo aktivno,
zato je na voljo veliko odprtokodnih rešitev, ki implementirajo rešitve za po-
goste probleme. Za zajem slik iz vhodnih posnetkov, uporabo ArUco oznak,
izračun ORB značilk in še nekaj drugih problemov smo uporabili knjižnico
OpenCV [47]. Problem izračuna preslikave med dvema naboroma točk smo
rešili s pomočjo knjižnice Eigen [48]. Kot smo že omenili, prepoznavanje
scene temelji na bazi slik, ki je zgrajena s pomočjo knjižnice DBoW2 [38].
Binarne datoteke, ki predstavljajo vhode in izhode v korakih predobdelave
in nalaganja scene, so pripravljene s knjižnico cereal [49].
Izvorna implementacija PTAM za svoje delovanje potrebuje nekaj knjižnic,
ki so ostale v uporabi. Za obdelavo slik se uporablja knjižnica libCVD [50],
knjižnica Toon [51] pa omogoča delo z vektorji in matrikami ter numerično
optimizacijo funkcij. Algoritem PTAM vsebuje kar nekaj različnih parame-
trov, s katerimi določamo delovanje algoritma. Podpora za konfiguracijo sis-
tema preko konfiguracijskih datotek je implementirana s pomočjo knjižnice
Gvars3 [52].
V primeru preproste aplikacije za obogateno resničnost, predstavljene v
preǰsnjem poglavju, smo za izris uporabnǐskega vmesnika uporabili knjižnico
GLFW [53], ki omogoča enostavno upravljanje z okni in interakcijo z upo-
rabnikom. Enostaven uporabnǐski vmesnik je zgrajen s pomočjo knjižnice
Dear ImGui [54], za nalaganje 3D modelov, ki so izvoženi iz programa za
rekonstrukcijo, pa smo uporabili knjižnico OpenMVS [55].
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Poglavje 4
Eksperimenti
Področje sočasne lokalizacije in kartiranja je še vedno zelo aktivno, zato ob-
staja kar nekaj različnih pristopov in metod [15, 18, 19, 17] ter posledično
testnih zbirk [56, 57, 58], ki omogočajo evalvacijo predlaganih rešitev in pri-
merjavo z ostalimi. Vendar pa je naš pristop drugačen, saj poleg testnih
posnetkov z referenčno potjo potrebuje še predhodno rekonstrukcijo scene.
Zaradi potrebe po rekonstrukciji smo bili primorani pripraviti novo testno
zbirko, ki bo omogočala izvajanje naše predlagane rešitve in njeno evalvacijo.
Testna zbirka in postopek njene priprave sta predstavljena v poglavju 4.1.
Cilj našega dela je samodejna inicializacija sledenja, zato se pri evalvaciji
osredotočamo na uspešnost inicializacije sledenja, poleg tega pa je treba oce-
niti tudi, kako dobra je. O kakovosti inicializacije lahko sklepamo iz tega,
kako dobra je ocenjena pot kamere. Postopek evalvacije učinkovitosti predla-
gane rešitve je natančneje predstavljen v poglavju 4.2, kjer smo podali tudi
pomembneǰse rezultate testiranja.
4.1 Testna zbirka
Testna zbirka, ki smo jo pripravili in nato uporabili za evalvacijo naše rešitve,
je sestavljena iz 70 posnetkov na sedmih scenah različnih velikosti. Izbrane
scene in postopek zajema posnetkov so predstavljeni v nadaljevanju.
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Rekonstruirane scene
Naša metoda predpostavlja, da smo sceno predhodno že rekonstruirali, zato
je bil prvi korak priprave testne zbirke rekonstrukcija scen s pomočjo pro-
gramske rešitve, predstavljene v poglavju 3.1. Na vsaki izbrani sceni smo
zajeli sekvenco zaporednih slik, ki so med seboj približno enakomerno od-
daljene. Število slik, zajetih na posamezni sceni, se razlikuje, od 24 do 46
na posamezni sceni. Vse slike, uporabljene pri rekonstrukciji, so bile zajete
z isto napravo, in sicer s Huawei P10 lite. Statistike posameznih scen so
predstavljene v tabeli 4.1, pri čemer je velikost scene groba ocena velikosti
scene v realnem svetu in je predstavljena v treh razredih: majhna, srednja
in velika.
Slika 4.1: Primer sekvence zaporednih slik, uporabljenih pri rekonstrukciji
scene z dobro vidno mrežo ArUco oznak.
Pri izbiri scen smo želeli zajeti različne velikosti scen in hkrati vključiti
scene z različnimi osvetlitvami in teksturami na sceni. Zaradi omejitev po-
stopka samodejnega določanja referenčne poti kamere, ki ga bomo predstavili
v nadaljevanju, testna zbirka ne vsebuje večjih zunanjih scen. Na vsaki sceni
smo pred zajemom slik namestili ArUco oznake. Oznake so omogočale eno-
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Tabela 4.1: Tabela rekonstruiranih scen in njihove lastnosti.
Ime scene Število slik Število točk modela Velikost scene
desk living room 29 4636 srednja
desk PC 46 7330 srednja
doorstep 30 7395 velika
garage 24 4685 velika
kitchen 27 4079 srednja
statues 31 5185 majhna
toys 28 6662 majhna
stavno določanje referenčnih točk v rekonstruiranem modelu, ki bodo kasneje
uporabljene za poravnavo koordinatnih sistemov. Oznake smo iz slik ključnih
okvirjev odstranili po uspešnem izvozu rekonstruiranega modela tako, da pri
pripravi nalagalnih datotek oznake niso več prisotne na slikah. Pri rekon-
strukciji smo uporabljali le prvo stopnjo goste rekonstrukcije in je nismo do-
datno izbolǰsevali, saj postopek pogosto ni bil uspešen oziroma je proizvedel
preveliko število točk. Na uspešno rekonstruiranih scenah, na katerih so že
razporejene ArUco oznake, smo nato zajeli več testnih posnetkov z različnimi
napravami.
Uporabljene naprave
Poleg različnih osvetlitev in načinov gibanja kamere na sceni smo želeli pre-
veriti tudi vpliv različnih naprav oziroma kamer na našo predlagano rešitev.
Različne resolucije kamer in njihovi notranji parametri bi lahko vplivali na
postopek uvoza modela in inicializacije, zato smo izbrali pet različnih na-
prav, s katerimi smo kasneje zajeli testne posnetke. Uporabljene naprave in
lastnosti njihovih posnetkov so podane v tabeli 4.2.
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Tabela 4.2: Tabela uporabljenih naprav in njihove lastnosti
Ime naprave Resolucija kamere Število sličic na sekundo
Huawei P10 lite 1920×1080 30
Sony Cyber-shot DSC-HX5 1920×1080 50
Sony Cyber-shot DSC-S60 640×480 25
Logitech web cam 1280×960 25
Samsung Galaxy J3 1920×1080 30
Zajem posnetkov
Na vsaki sceni smo zajeli deset testnih posnetkov, vsakega od njih z name-
nom preverjanja vplivov različnih dejavnikov na delovanje predlagane rešitve.
Vsi posnetki so zajeti tako, da je na njih vedno prisotnih vsaj nekaj ArUco
oznak, ki so razporejene na sceni. Oznake so potrebne za določanje refe-
renčnega položaja kamere, zato morajo biti prisotne na celotnem posnetku.
Pet od desetih posnetkov predstavlja enostavne posnetke scene z različnimi
napravami, kjer se kamera giba enakomerno in umirjeno na področjih scene,
kjer so bili zajeti ključni okvirji ob rekonstrukciji. Naslednjih pet posnet-
kov je zajetih z enako napravo, kot je bila uporabljena pri rekonstrukciji
scene. Prvi posnetek predstavlja zelo dinamično gibanje kamere, kjer naj
bi bilo zaradi hitrih premikov kamere sledenje izgubljeno in mora sistem ka-
mero ponovno lokalizirati na sceni. Drugi posnetek je bil zajet s kamero,
ki začne svoje gibanje na področju, ki je bilo zajeto v fazi rekonstrukcije,
nato pa se premakne na neznana področja, kar zahteva od sistema, da gradi
in razširja zemljevid scene z novimi točkami in ključnimi okvirji. Naslednji
posnetek je zajet v nekoliko slabši oziroma temneǰsi osvetlitvi scene. Eden
izmed posnetkov je zajet tako, da omogoča izvedbo stereo inicializacije iz-
vorne implementacije PTAM in se začne z enakomerno translacijo kamere
za nekaj deset centimetrov. Zadnji posnetek scene je bil zajet na sceni, ki
je bila nekoliko spremenjena. Pri tem smo odstranili kakšen element, ki je
bil prisoten ob rekonstrukciji, oziroma dodali nov element na sceno. S tem
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posnetkom smo želeli preveriti vpliv sprememb na sceni na delovanje naše
rešitve. Zajeti posnetki so dokaj kratki, med 30 in 40 sekund, saj se naše
delo osredotoča na fazo inicializacije in ne na dolgotrajno sledenje kameri.
Vsakemu testnemu posnetku smo dodali še anotacijsko datoteko, ki vse-
buje ime naprave, s katero je bil posnetek zajet, in kratek komentar, ki opisuje
posebnosti na posnetku, kot je sprememba scene ali osvetlitve.
Določanje referenčne poti in odstranjevanje oznak
(a) ArUco marker (b) Izvorna slika (c) Brez perspektive (d) Določanje kode
Slika 4.2: Primer ArUco markerja in vmesni rezultati operacij med njegovo
detekcijo in identifikacijo na sliki [59].
Referenčno pot kamere za vsak testni posnetek smo določili s pomočjo
ArUco oznak [22], ki so razporejene na sceni. Kvadratne oznake so sesta-
vljene iz črnega roba, ki omogoča enostavno zaznavo, njihovi štirje koti pa
omogočajo določanje lege kamere na podlagi enega samega markerja. V no-
tranjosti vsebujejo binarno kodo, ki omogoča identifikacijo ter zaznavanje in
odpravljanje napak pri detekciji. ArUco oznake so ene najpogosteje upora-
bljenih oznak, saj omogočajo generiranje prilagodljivih slovarjev s poljubno
velikostjo in številom markerjev, pri čemer se maksimizira razdalja med po-
sameznimi markerji v slovarju. Detekcija oznak, predstavljena na sliki 4.2, se
začne z izločanjem robov iz sivinske vhodne slike, pri čemer se obdržijo le ro-
bovi, ki predstavljajo štirikotnik. V naslednjem koraku se za vsakega izmed
detektiranih štirikotnikov preveri, ali predstavlja oznako. Najprej je treba
odpraviti vpliv perspektivne projekcije z izračunom homografije in dobljeno
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sliko binarizirati z uporabo Otsujeve metode za upragovanje [60]. Binarizi-
rana slika se nato razdeli v mrežo, kjer vsaka celica dobi vrednost 0 ali 1 gleda
na večino vrednosti v kvadrantu. Vrednosti celic predstavljajo binarno kodo,
ki ji ustrezajo štiri oznake, po ena za vsako rotacijo. V primeru, da ena od
potencialnih oznak obstaja v trenutnem slovarju, je bilo ujemanje najdeno,
v nasprotnem primeru se uporabi odpravljanje napak in poskusi s ponovnim
iskanjem ujemanja.
Slika 4.3: Primeri posnetkov z detektiranimi ArUco oznakami in izrisanim
koordinatnim sistemom v zgornji vrstici in posnetki z odstranjenimi oznakami
v spodnji vrstici.
Zajeti testni posnetki scen vsebujejo ArUco oznake, ki so zelo dobre
oporne točke za algoritme sočasne lokalizacije in kartiranja, saj izstopajo in
so enostavne za detektiranje na sceni. ArUco oznake na izvornih posnetkih
so potrebne za določanje referenčnih položajev kamere, vendar jih ne želimo
imeti na posnetkih, ki jih bomo uporabili med evalvacijo naše rešitve, da se
ob svojem delovanju ne bo preveč opirala nanje. ArUco oznake na izvornih
posnetkih zato zakrijemo. Postopek odstranjevanja oznak začnemo z njihovo
detekcijo na sliki in izračunom položaja kamere za vsako sličico izvornega
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posnetka. S pomočjo položaja kamere in notranjih parametrov lahko nato
preslikamo točke na sceni, ki ustrezajo kotom oznak na sceni in so znane
vnaprej, na sliko. Preslikane kote oznak nato uporabimo za določanje pravo-
kotnikov, s katerimi prekrijemo oznake na sliki. Barvo pravokotnika določimo
iz barve okolǐskih slikovnih točk izvorne slike ter robove nekoliko zameglimo.
S tem postopkom so oznake na večini slik izvornih posnetkov uspešno zakrite.
Na enak način odstranimo oznake tudi na slikah ključnih okvirjev izvoženih
rekonstruiranih modelov. Izračunane položaje kamer za posamezne sličice iz-
vornega posnetka scene zapǐsemo v datoteko, ki bo predstavljala referenčno
pot kamere in bo lahko uporabljena za primerjavo s potjo, ki jo bo ocenila
naša rešitev.
4.2 Evalvacija predlagane rešitve
Postopek evalvacije smo morali določiti sami, saj rešitve, ki delujejo na enak
način kot naša predlagana rešitev, niso na voljo, in kot smo že omenili, stan-
dardne testne zbirke niso zadostne za evalvacijo naše rešitve. Predlagani
postopek evalvacije temelji na primerjavi ocenjene poti kamere, ki jo določi
evalvirana rešitev, z referenčno potjo, ki jo določimo s pomočjo ArUco oznak.
Referenčne poti določimo že v fazi priprave testnih posnetkov, ko so na njih še
vidne ArUco oznake, ki jih nato zakrijemo. Med postopkom evalvacije imajo
rešitve na voljo zgolj posnetke z zakritimi oznakami, na podlagi katerih mo-
rajo določiti pot kamere. Naša predlagana rešitev s pomočjo kalibracijskih
točk omogoča preslikavo modela neposredno v referenčni koordinatni sistem,
tako da lahko poti primerjamo neposredno, saj so že poravnane in predsta-
vljene z enako skalo. V postopku evalvacije smo našo rešitev primerjali tudi
z drugimi, ki svojo pot kamere predstavijo v poljubnem koordinatnem sis-
temu. V tem primeru smo uporabili postopek, predstavljen v poglavju 3.2, za
iskanje optimalne transformacije, ki preslika pot iz izvornega koordinatnega
sistema v referenčnega tako, da je razlika med njima najmanǰsa. Pare točk
predstavljata ocenjena lega kamere za določeno sličico v testnem posnetku
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in pripadajoča referenčna lega, določena z ArUco oznakami.
Učinkovitost in natančnost delovanja posamezne rešitve smo ocenili na
podlagi dveh mer. Prva mera določa, za kolikšen delež testnega posnetka je
bila evalvirana rešitev sposobna določiti položaj kamere. Mero določimo tako,
da za vse sličice testnega posnetka, za katere imamo na voljo referenčno lego
kamere, preverimo, ali je evalvirana rešitev uspešno določila lego kamere. Ali
je bila lega kamere uspešno določena, sklepamo iz ocene kakovosti sledenja,
ki jo določa algoritem PTAM. Obdržimo le lokacije kamere, ki nimajo slabe
ocene kakovosti sledenja. Mero uspešnosti sledenja St za posamezen posnetek
določimo z naslednjo enačbo
R = {xi | xi je referenčna lega kamere za i-to sličico posnetka}
P = {yi | yi je ocenjena lega kamere za i-to sličico posnetka}





pri čemer množica R vsebuje vse referenčne lege kamer in množica P vse
ocenjene lege kamer. Množica M vsebuje razdalje med ocenjeno in referenčno
lego kamere za vse sličice, za katere imamo na voljo obe legi. Uspešnost sle-
denja St določimo z razmerjem med številom paroma podanih leg za določeno
sličico posnetka in številom vseh določenih referenčnih leg v množici R. Pri
izračunu zanemarimo sličice, kjer referenčna lega s pomočjo ArUco oznak ni
bila uspešno določena, poleg tega pa ne upoštevamo tega, kako dobra je oce-
njena lega, ki jo določi evalvirana rešitev. Natančnost ocenjene lege kamere
določa druga mera, ki jo izračunamo tako, da določimo povprečno napako
med referenčno in ocenjeno lego kamere. Izračun mere natančnosti Se lahko
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Pri izračunu mer učinkovitosti za posamezen posnetek upoštevamo le
sličice testnih posnetkov, za katere je bila določena referenčna lega kamere z
ArUco oznakami. Lego kamere ni možno določiti za prav vse sličice zgolj z
uporabo vhodne slike, še posebej v primeru dinamičnega gibanja kamere in
zamegljene slike ob avtomatskih spremembah fokusa kamere.
4.2.1 Testno okolje
Postopek evalvacije smo popolnoma avtomatizirali, saj izvajanje algoritmov
na testnih posnetkih vzame kar nekaj časa, poleg tega pa želimo algoritem
na posameznem posnetku večkrat izvesti, da dobimo zanesljiveǰse rezultate.
Evalvacijo različnih programskih rešitev opravljajo enostavni programi, ki
skrbijo za zaganjanje in podajanje ustreznih parametrov, kot so poti do ka-
libracijskih datotek kamer in vhodnih posnetkov. Pri evalvaciji uporabljamo
različico brez uporabnǐskega vmesnika, poti pa zapisujemo v datoteke. Eval-
vacijski program nato analizira poti in izračuna mere učinkovitosti, predsta-
vljene v preǰsnjem poglavju. Izračunane mere nato spet zapǐsemo v datoteko
za vsako sceno, vsak posnetek na sceni in vsako iteracijo posamezne rešitve
na posnetku. Shranjene rezultate lahko nato poljubno analiziramo in med
seboj primerjamo, kar smo s pridom uporabljali med razvojem za evalvacijo
izbolǰsav oziroma sprememb v naši programski rešitvi. V nadaljevanju bomo
bolj podrobno predstavili več načinov evalvacije in njihove rezultate.
4.2.2 Uspešnost inicializacije in natančnost sledenja
Prvi testni scenarij temelji na neposredni primerjavi ocenjene poti kamere,
ki jo določi naša predlagana rešitev, z referenčno potjo. Namen evalvacije
je oceniti, kako uspešna je samodejna inicializacija in kako dobro je sledenje
po njej. Zaradi dobre lastnosti našega sistema, ki z uporabo kalibracijskih
točk poravna interni zemljevid z referenčnim koordinatnim sistemom, lahko
poti primerjamo neposredno. Kako dobra je ocenjena pot kamere, ne da bi
jo transformirali in naknadno poravnali z referenčno potjo, je zanimivo tudi
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z vidika praktične uporabe v obogateni resničnosti. Naš sistem omogoča
zelo enostavno vstavitev elementov obogatene resničnosti na sceno, saj lahko
elemente postavimo na točke, ki jih izmerimo neposredno na sceni.
Slika 4.4: Povprečna uspešnost sledenja in napaka pri sledenju za vsako
sceno s predlagano rešitvijo. Ocenjena pot pred primerjavo ni poravnana z
referenčno, temveč uporabimo ocenjene lege kamer neposredno.
Testni scenarij začnemo s pripravo nalagalnih datotek za vse scene in
naprave. Pri testiranju uporabimo vseh 70 posnetkov testne zbirke, predsta-
vljene v poglavju 4.1. Na vsakem testnem posnetku izvedemo 30 ponovitev
izvajanja naše rešitve v načinu popolnoma avtomatskega delovanja, kar po-
meni, da sistem sam prepoznava sceno in nalaga modele med izvajanjem.
Na začetku izvajanja je zemljevid prazen, naložene so le strukture za prepo-
znavanje scene. Vsaka iteracija izvajanja proizvede datoteko s potjo, ki jo
nato primerjamo neposredno z referenčno potjo za ta posnetek in izračunamo
mere učinkovitosti St in Se. Za vsak posnetek nato določimo povprečne mere
učinkovitosti. Pri računanju povprečne vrednosti Se, upoštevamo le iteracije,
kjer velja St > 0. Kot smo že omenili, je vsaka scena predstavljena z desetimi
testnimi posnetki, iz katerih izračunamo povprečno učinkovitost predlagane
rešitve za posamezno sceno in na koncu povprečno učinkovitost za celotno
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testno zbirko.
Slika 4.4 prikazuje rezultate testnega scenarija, kjer ocenjeno pot kamere
primerjamo z referenčno neposredno, torej brez kakršne koli poravnave. Pov-
prečna uspešnost sledenja za celotno zbirko je 81,03 %, kar pomeni, da je naša
rešitev za 81 % sličic testnih posnetkov, ki imajo določeno referenčno lego,
uspela določiti lego kamere. Povprečni standardni odklon uspešnosti sledenja
na posameznem posnetku je 3,83 %. Povprečna napaka sledenja na celotni
testni zbirki je 16,81 centimetra s povprečnim standardnim odklonom 1,50
centimetra za posamezen posnetek. Napaka je v tem primeru odstopanje
ocenjene lege kamere od referenčne poti, ker sta obe poti predstavljeni v
enaki skali, jo lahko neposredno izrazimo v centimetrih. Iz grafa na sliki 4.4
vidimo opazno razliko v natančnosti med posameznimi scenami. Pri tem je
treba upoštevati razrede velikosti scen, ki smo jih omenili v poglavju 4.1.
Napaka je največja na testnih scenah doorstep in garage, ki sta uvrščeni med
velike scene. Najmanǰsa napaka je na scenah toys in statues, ki spadata med
majhne scene. Ob upoštevanju velikosti scene lahko zaključimo, da so napake
na posameznih scenah med seboj primerljive.
Poleg tega smo primerjali še uspešnost relokalizacije izvorne implemen-
tacije z našo rešitvijo, ki temelji na uporabi ključnih točk in ORB značilk.
Uporabili smo celotno testno zbirko, pri čemer smo testni program pognali
v načinu, kjer je scena določena vnaprej in se med izvajanjem ne spremi-
nja, model pa se naloži že pred zagonom programa. S tem smo primerjali
zgolj izvorno in našo implementacijo relokalizacije. Rezultati testa so pri-
kazani na sliki 4.5. Kakor lahko vidimo, se je uspešnost sledenja pri naši
implementaciji izbolǰsala, saj je povprečna uspešnost na vseh posnetkih z
uporabo izvorne implementacije 72,69 %, medtem ko je pri naši implementa-
ciji 82,45 %. Ob tem se je nekoliko izbolǰsala tudi natančnost sledenja, saj je
povprečna napaka izvorne implementacije 5,81 centimetra in naše implemen-
tacije 5,03 centimetra. Na podlagi dobljenih rezultatov lahko zaključimo,
da je naša implementacija relokalizacije izbolǰsala delovanje, saj omogoča hi-
treǰso uspešno relokalizacijo, ki poleg tega omogoča tudi natančneǰse sledenje
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Slika 4.5: Primerjava povprečne uspešnosti in napake sledenja za našo pre-
dlagano rešitev ob uporabi izvorne relokalizacija in nove implementacije, ki
temelji na ključnih točkah in ORB značilkah.
v nadaljevanju.
4.2.3 Primerjava z ORB-SLAM2
V preǰsnjem poglavju smo evalvirali le našo rešitev na naši testni zbirki, kar
bi lahko pomenilo, da smo rešitev preveč prilagodili izbranim scenam. Kot
smo že omenili, naše rešitve ne moremo preizkusiti na drugih testnih zbirkah,
zato namesto tega preizkusimo dobro znano rešitev na naši testni zbirki. Za
primerjavo smo izbrali programsko knjižnico ORB-SLAM2 [15]. Knjižnica
podpira delovanje brez uporabnǐskega vmesnika, zato smo implementirali
preprost testni program, ki izvede sledenje kameri na testnem posnetku s
pomočjo knjižnice in pot zapǐse v datoteko. Pot, ki jo določi ORB-SLAM2,
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je podana v poljubnem koordinatnem sistemu, zato jo pred evalvacijo vedno
poravnamo z referenčno potjo s pomočjo postopka, predstavljenega v po-
glavju 3.2. Enako kot v preǰsnjem scenariju rešitev ORB-SLAM2 izvedemo
30-krat na vsakem posnetku in izračunamo povprečne mere učinkovitosti St
in Se za vsak posnetek. Nato določimo še povprečne mere za vsako sceno in
na koncu za celotno testno zbirko. Dobljene rezultate lahko primerjamo z
rezultati, ki jih doseže naša rešitev, a moramo uporabiti nekoliko drugačen
pristop kot v preǰsnjem scenariju. Pot, ki jo določi naša rešitev, poravnamo
z referenčno potjo, enako kot smo poravnali pot za ORB-SLAM2. Na po-
ravnani poti nato izračunamo mere učinkovitosti, ki jih lahko primerjamo z
merami za pristop ORB-SLAM2.
Slika 4.6: Primerjava povprečne uspešnosti sledenja in napake za posamezen
testni posnetek med našo predlagano rešitvijo in rešitvijo, implementirano s
knjižnico ORB-SLAM2. Zeleno območje označuje področje dobrih rezulta-
tov, optimalen rezultat je v levem zgornjem kotu.
Na sliki 4.6 je prikazana primerjava uspešnosti delovanja naše predlagane
rešitve in rešitve, ki smo jo implementirali na osnovi knjižnice ORB-SLAM2.
Iz grafa na sliki 4.6 je lepo vidno, da je naša rešitev veliko bolj uspešna pri
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določanju lege kamere, saj so vrednosti vǐsje, kar pomeni, da je uspešnost
večja. Na celotni testni zbirki je naša rešitev v povprečju uspešno določila
lego kamere za 81,03 % sličic testnih posnetkov s povprečnim standardnim
odklonom 4,12 %, za razliko od rešitve ORB-SLAM2, ki je določila lego le za
48,47 % sličic s povprečnim standardnim odklonom 8,07 %. Po kvalitativni
analizi nekaterih posnetko smo prǐsli do zaključka, da je naša rešitev spo-
sobna veliko hitreje inicializirati sledenje, kar pomeni, da lahko določi lego
za veliko večji delež posnetka. K bolǰsemu rezultatu prispeva tudi hitreǰsa
in zanesljiveǰsa relokalizacija v primeru izgubljenega sledenja. Pričakovali
smo, da bo imela naša rešitev na račun večje uspešnosti pri sledenju nekoliko
večjo napako. Vendar ni bilo tako, kakor lahko vidimo tudi na sliki 4.6, kjer
so vrednosti le nekoliko pomaknjene v desno, saj je povprečna napaka naše
rešitve primerljiva z rešitvijo ORB-SLAM2. Na nekaterih scenah je napaka
naše rešitve celo nekoliko manǰsa. Povprečna napaka naše rešitve na celotni
testni zbirki je 5,28 centimetra s povprečnim standardnim odklonom 1,34
centimetra, medtem ko je napaka rešitve ORB-SLAM2 nekoliko manǰsa, in
sicer 4,64 centimetra s povprečnim standardnim odklonom 1,72 centimetra.
Obe poti sta pred evalvacijo preslikani v koordinatni sistem referenčne poti,
ki je predstavljena v centimetrih, zato lahko tudi napako merimo v merskih
enotah.
4.2.4 Primerjava z izvorno implementacijo
Glavni cilj tega dela je nadgradnja izvorne implementacije PTAM s samo-
dejno inicializacijo. Poleg tega smo sklepali, da bi samodejna inicializa-
cija lahko bila bolj zanesljiva in natančna ter bi posledično pripomogla k
učinkoviteǰsemu nadaljnjemu delovanju algoritma sočasnega sledenja in kar-
tiranja. Da bi preverili, kakšen vpliv ima naša predlagana rešitev na delovanje
algoritma PTAM, smo oblikovali testni scenarij, v katerem primerjamo našo
implementacijo z izvorno implementacijo algoritma PTAM. Izvorna imple-
mentacija za svoje delovanje potrebuje postopek stereo inicializacije, ki ga
opravi uporabnik. Naše testno okolje ni predvideno za interakcijo z uporab-
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Slika 4.7: Medsebojna primerjava učinkovitosti delovanja treh algoritmov:
izvorne implementacije PTAM (modro), rešitve ORB-SLAM2 (oranžno)
in naše predlagane rešitve (zeleno). Uspešnost za posamezno sceno je
izračunana le na podlagi enega posnetka, ki je zajet tako, da omogoča inici-
alizacijo izvorne PTAM rešitve.
nikom, zato smo testnim posnetkom, ki so bili zajeti tako, da omogočajo
stereo inicializacijo, dodali potrebne podatke za simulacijo interakcije z upo-
rabnikom. V datoteko z anotacijami, ki spremlja vsak testni posnetek, smo
dodali zaporedni številki sličic v testnem posnetku, ki označujeta začetno
in končno sliko za stereo inicializacijo. Izvorno implementacijo smo preo-
blikovali tako, da sprejme ti dve točki in nato sama izvede ustrezno inici-
alizacijo na določenih točkah. Točki sta določeni eksperimentalno v prvih
sekundah posnetka, in sicer tako, da je uspešnost inicializacije zagotovljena
in omogoča izvajanje PTAM algoritma. Ker vsi posnetki niso primerni za
uspešno izvedbo stereo inicializacije, smo uporabili le sedem testnih posnet-
kov, po enega za vsako sceno. Poleg izvorne implementacije PTAM smo
v primerjavi uporabili še implemetacijo s knjižnico ORB-SLAM2. Ocenjene
poti vseh treh rešitev, izvornega PTAM, naše rešitve in rešitve ORB-SLAM2,
poravnamo z referenčno potjo pred izračunom vseh mer učinkovitosti tako,
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da lahko njihove rezultate učinkovitosti neposredno primerjamo.
Slika 4.8: Primerjava povprečne uspešnosti in napake sledenja na celotni
testni zbirki za izbrane algoritme: izvorna PTAM implementacija (modro),
ORB-SLAM2 (oranžno) in naše predlagane rešitev (zeleno).
Rezultati primerjave vseh treh rešitev so predstavljeni na slikah 4.7 in 4.8.
Na zgornjem grafu slike 4.7 lahko vidimo, da se izvorna PTAM in naša rešitev
odneseta podobno in nekoliko bolje kot rešitev ORB-SLAM2. Kot je razvidno
iz levega grafa na sliki 4.8, sta obe rešitvi v povprečju na celotni testni zbirki
določili lego za več kot 80 % sličic testnih posnetkov, medtem ko je rešitev
ORB-SLAM2 lego določila v povprečju le za 62,74 % sličic. Podobnost med
izvorno in našo implementacijo algoritma PTAM lahko razložimo z dejstvom,
da je del, ki skrbi za sledenje, v obeh rešitvah praktično enak. Nekoliko
večjo povprečno uspešnost naše rešitve lahko pripǐsemo hitreǰsi inicializaciji
naše rešitve, ki se v večini primerov izvede v nekaj sličicah, medtem ko pri
izvorni implementaciji porabimo več sličic za stereo inicializacijo. Rezultati
so nekoliko drugačni pri primerjavi povprečne napake sledenja po scenah.
Pričakovano je najnatančneǰsa rešitev ORB-SLAM2, ki je v povprečju na
celotni testni zbirki lego kamere ocenila z 2,21 centimetra napake. Sledi
ji naša rešitev, ki je dosegla povprečno napako 4,44 centimetra, medtem
ko je izvorna implementacija, na račun zelo slabega delovanja na zunanji
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sceni doorstep, dosegla povprečno napako 11,49 centimetra. Naša predlagana
rešitev je tudi veliko bolj stabilna od izvorne implementacije PTAM, saj je
povprečni standardni odklon uspešnosti sledenja naše rešitve 2,71 % in za
izvorno implementacijo točno 5 %. Enako je pri napaki sledenja, kjer je
naša rešitev s standardnim odklonom 0,73 centimetra veliko bolj stabilna od
izvorne implementacije s standardnim odklonom 5,73 centimetra. Primerjavo
uspešnosti algoritmov na celotni testni zbirki prikazuje slika 4.8.
Kot smo že omenili, za evalvacijo v tem scenariju uporabimo le sedem po-
snetkov, ki so prilagojeni inicializaciji izvorne PTAM implementacije. Kljub
majhnemu številu testnih posnetkov lahko zaključimo, da smo izbolǰsali iz-
vorno implementacijo PTAM algoritma in s pomočjo hitreǰse in zanesljiveǰse
inicializacije izbolǰsali uspešnost in natančnost sledenja. Pri tem je treba
tudi upoštevati, da naša predlagana rešitev omogoča popolnoma samodejno
inicializacijo, ki ni odvisna od uporabnika. V primeru izvorne PTAM ini-
cializacije lahko le majhna sprememba v izbiri sličic za stereo inicializacijo
povzroči veliko spremembo v kakovosti inicializacije ali pa sploh ne uspe.
4.2.5 Vpliv zunanjih dejavnikov
Zbirka testnih posnetkov, ki smo jo pripravili, vsebuje posnetke z različnimi
napravami in v različnih okolǐsčinah. Naš cilj je razviti rešitev, ki deluje ne-
odvisno od zunanjih dejavnikov, kot so lastnosti kamere, osvetlitev in način
gibanja po sceni. Da bi preverili njihov vpliv na učinkovitost delovanja naše
rešitve, smo mere učinkovitosti agregirali glede na določene zunanje dejav-
nike. Pri določanju zunanjih dejavnikov si pomagamo z anotacijsko datoteko,
ki je dodana vsakemu posnetku, iz katere lahko izločimo uporabljeno kamero
in okolǐsčine zajetega posnetka, kot so slaba svetloba in sprememba scene. Za
osnovne podatke smo uporabili mere učinkovitosti naše predlagane rešitve,
pri čemer smo ocenjeno pot optimalno poravnali z referenčno potjo, enako
kot smo naredili pri preǰsnjih testih.
Najprej smo izračunali povprečno uspešnost in napako sledenja za posa-
mezen tip posnetka. Kot smo že omenili, imamo pet tipov testnih posnetkov
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Slika 4.9: Primerjava povprečne uspešnosti in napake sledenja glede na
okolǐsčine, kot so dinamično gibanje, temneǰsa scena in spremembe na sceni.
za vsako sceno. Prvi tip je osnovni posnetek, pri katerem se kamera enako-
merno giba v okolici rekonstruiranih ključnih okvirjev. Dinamičen tip vsebuje
zelo razgibano in sunkovito gibanje kamere, medtem ko tretji tip raziskuje
nova področja scene. Četrti tip je zajet na temneǰsi sceni, zadnji pa na sceni,
ki je bila spremenjena glede na sceno, ki je bila uporabljena pri rekonstrukciji
in pripravi modela za uvoz. Uporabili smo le posnetke z enako napravo, kot
je bila uporabljena pri rekonstrukciji, s čimer dobimo po sedem posnetkov
za vsak tip, po enega na vsaki sceni. Primerjava učinkovitosti glede na tip
posnetka je predstavljena na sliki 4.9. Pričakovano je delovanje naše rešitve
najbolǰse na enostavnih osnovnih posnetkih. Enako kot ORB-SLAM2 imple-
mentacija ima tudi naša rešitev največ težav s temneǰso sceno, kjer je na voljo
manj ključnih točk in so primerjave med njimi manj zanesljive. Na spodnjem
grafu slike 4.9 vidimo, da je tudi napaka najmanǰsa na enostavnih posnetkih
ter presenetljivo dobra na posnetkih s slabo osvetlitvijo. Napaka je največja
na dinamičnih posnetkih, kjer je potrebnih veliko relokalizacij kamere, ter na
posnetkih, kjer odkrivamo nova področja scene in je sledenje nezanesljivo.
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Slika 4.10: Primerjava povprečne uspešnosti in napake sledenja glede na
napravo, s katero je bil zajet testni posnetek.
Uspešnost delovanja naše rešitve smo primerjali še glede na napravo, ki
je zajela testni posnetek. V tem primeru smo uporabili le osnovni tip po-
snetkov, za vsako napravo po sedem, enega na vsaki sceni. Pri sledenju sta
bili najbolj uspešni napravi, ki imata enako resolucijo videa kot slike, ki so
bile uporabljene pri rekonstrukciji. To sta tudi sodobni mobilni napravi z
dobro kamero. Presenetljivo dobro se odreže spletna kamere, ki sicer pro-
izvede dokaj slab posnetek za oči uporabnika, a očitno sprejemljiv za našo
rešitev. Primerjavo uspešnosti sledenja vseh naprav prikazuje zgornji graf na
sliki 4.10. Pri natančnosti je opazno bolǰsa naprava, s katero so bile zajete
slike za rekonstrukcijo. Iz obeh grafov na sliki 4.10 lahko tudi pazimo, da
imajo naprave z bolǰsim odstotkom uspešnega sledenja tudi manǰso napako.
Na podlagi primerjav zunanjih dejavnikov lahko zaključimo, da imajo
izbor naprave in okolǐsčine zajema posnetka določen vpliv na delovanje naše
rešitve, a ta ni tako velik, da bi vplival na uporabnost oziroma povzročil
nedelovanje naše rešitve.
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4.2.6 Statistike izvajanja
V preǰsnjih poglavjih smo opisali postopke evalvacije in predstavili njihove
rezultate. V nadaljevanju tega poglavja pa bomo predstavili še nekaj stati-
stičnih podatkov, ki prikazujejo delovanje naše rešitve in spremembe internih
struktur med pripravo modelov in izvajanjem rešitve. Programsko rešitev
smo izvajali na namiznem računalniku s procesorjem Intel(R) Core(TM) i5-
9600K s frekvenco delovanja 3,7 GHz in delovnim pomnilnikom velikosti 16
GB. Tabela 4.3 prikazuje število ključnih okvirjev in število točk v modelu
scene po rekonstrukciji in po pripravi nalagalne datoteke za uvoz modela v
našo rešitev. Vrednosti predstavljajo povprečne vrednosti za vse naprave,
saj se postopek uvoza nekoliko razlikuje med napravami, in so zaokrožene na
najbližje celo število. Število točk modela po uvozu vključuje točke, prido-
bljene iz rekonstruiranega modela in točke, ki so bile dodatno triangulirane
iz ključnih okvirjev. Kot vidimo, se nekateri ključni okvirji odstranijo, pred-
vsem na majhnih scenah, kjer so postavljeni zelo na gosto, da rekonstrukcija
uspe. Opazimo lahko tudi, da je število točk končnih modelov zelo podobno









desk living room 29 4636 29 4227
desk PC 46 7330 35 4684
doorstep 30 7395 30 5189
garage 24 4685 24 4492
kitchen 27 4079 27 3953
statues 32 5185 27 2589
toys 28 6662 20 5153
Tabela 4.3: Primerjava števila ključnih okvirjev in točk modela rekonstru-
irane scene in scene, pripravljene za uvoz v naš algoritem.
Naša testna različica programske rešitve nam omogoča tudi spremljanje
določenih parametrov med delovanjem sistema. Tako lahko določimo pov-
prečno trajanje izračuna lege kamere tf za eno vhodno sliko v milisekundah.
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Poleg tega spremljamo še spremembe zemljevida med izvajanjem. Začetno
stanje, takoj po uvozu modela, predstavimo z številom ključnih okvirjev skfs
in številom 3D točk na zemljevidu spts. Končno stanje zemljevida zabeležimo
na koncu posnetka, spet s številom ključnih okvirjev ekfs in številom točk na
zemljevidu epts. Kakor smo že omenili, naš sistem med izvajanjem lahko spre-
meni trenutni zemljevid, zato beležimo le spremembo zadnjega naloženega
zemljevida. Poleg tega sledimo še številu naloženih zemljevidov nm in številu
uspešnih relokalizacij nr v enem posnetku. Uspešna relokalizacija je vsaka
uspešna določitev lege kamere, po tem ko je bilo sledenje izgubljeno.
Scena tf nm nr skfs ekfs spts ekfs
desk living room 4,84 1 2 29 42 4192 8807
desk PC 3,05 1 3 35 35 4835 4823
doorstep 4,83 1 2 30 42 5294 9499
garage 4,90 1 2 24 44 4724 8288
kitchen 3,61 1 2 27 35 3949 4561
statues 2,98 1 3 26 27 2680 2509
toys 4,00 1 3 21 21 5282 5255
Tabela 4.4: Izbrane statistike izvajanja naše rešitve na posameznih scenah.
Vrednost tf predstavlja povprečni čas za izračun lokacije kamere v milise-
kundah. Ostale vrednosti v tabeli so zaokrožene na najbližje celo število.
Stolpec nm vsebuje število naloženih scen in stolpec nr število uspešnih re-
lokalizacij kamere med izvajanjem. Preostali stolpci prikazujejo spremembe
zemljevida med izvajanjem, in sicer sta skfs število ključnih okvirjev in spts
število točk v zemljevidu takoj po vstavitvi modela ter ekfs in epts število
ključnih okvirjev in točk v zemljevidu na koncu izvajanja.
Povprečne vrednosti omenjenih statistik za posamezno sceno so prikazane
v tabeli 4.4, v kateri lahko najprej opazimo, da ima velikost modela vpliv na
časovno zahtevnost tf določanja lege kamere, kar je pričakovano. Poleg tega
lahko vidimo, da je delovanje sistema za prepoznavanje scene zelo stabilno,
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saj je v povprečju naložen le en zemljevid nm. Vrednosti v tabeli so zao-
krožene, vendar v vseh testnih posnetkih ni naložen natančno en model. Kot
smo že ugotovili, je sledenje zelo uspešno na naši testni zbirki, zato je tudi
število uspešnih relokalizacij nr zelo nizko. Iz podatkov o spremembah ze-
mljevida lahko opazimo, da razširjanje zemljevida zelo dobro deluje na večjih
scenah, kjer je tudi gibanje po prostoru večje in je potrebnih več ključnih
okvirjev, s katerimi se dodajajo tudi nove točke. Opazimo lahko tudi, da se
na dveh scenah niso dodajali novi ključni okvirji in točke, kar je posledica
majhnosti scene in delovanja algoritma, ki ne dodaja novih ključnih okvir-
jev, če je trenutno sledenje ocenjeno kot slabo. Zanimivo situacijo imamo pri
sceni statues, kjer so novi ključni okvirji dodani, zemljevid pa ima na koncu
manj točk kot na začetku. Razlog za to je spet v algoritmu, ki v fazi priprave
nalagalne datoteke ustvari točke, ki pa se kasneje izkažejo za slabe in so zato
odstranjene.
Scena Huawei P10 DSC-HX5 DSC-S60 Logitech webcam Samsung J3
desk living room 5,4 50,3 5,8 50,4 2,7 15,7 4,0 36,0 6,6 53,0
desk PC 3,6 42,9 3,6 44,5 1,0 14,5 2,2 28,9 3,5 42,5
doorstep 6,1 49,0 5,0 44,2 2,0 17,7 2,5 28,2 5,6 47,0
garage 6,3 48,3 4,9 46,9 3,0 17,8 4,0 30,6 5,8 46,1
kitchen 3,9 45,3 4,6 45,5 2,1 15,9 2,7 29,5 4,4 44,8
statues 3,1 42,8 3,6 43,6 1,6 14,4 2,5 30,2 3,4 44,1
toys 4,6 48,9 4,1 47,4 2,2 16,3 3,0 31,5 4,3 48,3
Skupaj 4,7 46,9 4,5 45,8 2,1 16,1 3,0 30,8 4,8 45,7
Tabela 4.5: Primerjava naše rešitve in rešitve ORB-SLAM2 glede na pov-
prečni čas izračuna lokacije kamere za eno vhodno sliko za vsako sceno glede
na uporabljeno kamero pri zajemu posnetka. Odebeljene vrednosti predsta-
vljajo čas za našo rešitev, vrednosti poleg njih pa čas za rešitev ORB-SLAM2.
Vrednosti so podane v milisekundah in so bile določene ob izvajanju na na-
miznem računalniku.
V našem delu smo imeli vseskozi v mislih uporabo v obogateni resničnosti,
kjer je poleg natančnosti in zanesljivosti delovanja pomemben dejavnik tudi
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hitrost delovanja, saj moramo položaju kamere slediti v realnem času, da
lahko uporabniku zagotovimo najbolǰso izkušnjo. Kot lahko razberemo iz
tabele 4.5, ima opazen vpliv na hitrost izračuna lege kamere velikost vhodne
slike. Jasno lahko vidimo, da so posnetki, zajeti z napravami, ki imajo reso-
lucijo slike 1920× 1080 slikovnih točk, časovno najzahtevneǰsi. Upoštevajoč
dejstvo, da sledenje deluje dobro tudi na posnetkih z manǰso resolucijo, bi
bilo morda dobro poskusiti vhodne slike nekoliko pomanǰsati pred procesira-
njem, s čimer bi nekoliko zmanǰsali časovno zahtevnost. Čas določanja lege
kamere smo primerjali tudi z rešitvijo ORB-SLAM2, ki se izkaže za veliko
bolj časovno zahtevno, čas izvajanja pa je, enako kot pri naši rešitvi, odvisen
od velikosti vhodne slike. V grobem lahko ocenimo, da je naša rešitev v
povprečju 10-krat hitreǰsa pri določanju lege kamere.
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Poglavje 5
Sklepne ugotovitve
V tem delu smo zasnovali in implementirali nov pristop za inicializacijo al-
goritma za lokalizacijo kamere v prostoru, ki temelji na uporabi rekonstru-
iranega 3D modela scene, na kateri želimo slediti kameri. Naša predlagana
rešitev sama prepozna sceno na podlagi vhodnih slik in uporabi pripadajočo
rekonstrukcijo scene s položaji kamer za inicializacijo algoritma za sledenje.
Kot osnovo smo uporabili algoritem PTAM [14], ki omogoča iterativno gra-
jenje zemljevida scene in določanje lege kamere na njej, ter ga nadgradili z
že omenjenim prepoznavanjem scene ter popolnoma samodejno inicializacijo,
ki ne potrebuje interakcije z uporabnikom. Poleg tega naš pristop omogoča
še uporabo kalibracijskih točk v fazi rekonstrukcije, s katerimi lahko model
poravnamo s poljubnim koordinatnim sistemom in hkrati določimo skalo mo-
dela, kar je pomanjklivost večine obstoječih rešitev. Pomembno je omeniti
tudi, da smo v našem delu razvili in predstavili celoten cevovod, od rekon-
strukcije scene do uporabe rekonstruiranega modela v algoritmu PTAM [14]
in kasneje v preprosti aplikaciji za obogateno resničnost.
Zaradi specifičnosti naše rešitve, ki poleg vhodnih posnetkov potrebuje
tudi predhodne rekonstrukcije scene, smo za potrebe evalvacije pripravili
novo testno zbirko. Zbirka vsebuje slike sedmih scen, ki jih lahko uporabimo
za rekonstrukcijo scene, ter 10 testnih posnetkov za vsako sceno s petimi
različnimi napravami. Vsi testni posnetki so anotirani s podatki o upora-
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bljeni kameri in posebnostih na sceni. Testno zbirko smo uporabili za eval-
vacijo naše rešitve ter primerjavo z izvorno implementacijo PTAM [14] in
dobro znano VSLAM rešitvijo ORB-SLAM2 [15]. Naši testi so pokazali, da
je predlagana rešitev v poprečju sposobna določiti lego kamere za 81,03 %
sličic testnih posnetkov, pri čemer je napaka sledenja glede na referenčno
lego, določeno z ArUco oznakami, v povprečju 16,81 centimetra. Napaka je
izračunana na podlagi neposredne primerjave ocenjene poti kamere z refe-
renčno, brez poravnave poti, poleg tega pa je absolutna velikost napake pro-
porcionalna glede na velikost scene. Programska rešitev ORB-SLAM2 [15]
je na naši testni zbirki uspešno določila lego kamere za 48,47 % sličic te-
stnih posnetkov, medtem ko je naša rešitev v tem testnem scenariju dosegla
povprečno uspešnost 81,03 %. Ob veliko večji uspešnosti sledenja je bila pov-
prečna napaka naše rešitve z 5,28 centimetra le nekoliko slabša od napake
rešitve ORB-SLAM2 [15], ki je imela povprečno napako 4,64 centimetra.
Tudi primerjava predlagane rešitve z izvorno implementacijo PTAM [14] je
pokazala, da se je uspešnost sledenja izbolǰsala, pri čemer se je napaka slede-
nja več kot prepolovila. Iz tega lahko zaključimo, da predlagana samodejna
inicializacija omogoča hitreǰso in zanesljiveǰso inicializacijo, ki omogoča na-
tančneǰse sledenje v nadaljevanju izvajanja. Pokazali smo tudi, da je delova-
nje naše rešitve odporno na zunanje dejavnike, kot so svetloba in spremembe
na sceni, rekonstruiran model pa je možno uporabiti na različnih napravah z
različnimi kamerami.
Zastavljene cilje smo v našem delu uspešno dosegli, evalvacija pa je po-
kazala, da predlagana rešitev dobro deluje na različnih scenah in v različnih
pogojih. Kljub temu smo že med razvojem odkrili kar nekaj prostora za
nadaljnje delo. Algoritem PTAM [14], ki nam je služil kot izhodǐsče, za
svoje delovanje uporablja preproste značilke, ki so zelo učinkovite za izračun,
a v določenih primerih ne delujejo najbolje. Poleg tega smo uporabili še
značilke ORB [20] za relokalizacijo in prepoznavanje scene, zato bi bilo smi-
selno preoblikovati rešitev tako, da uporablja zgolj en tip značilk. Pomembna
se nam zdi tudi dodatna evalvacija naše rešitve na razširjeni testni zbirki, ki
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bi vsebovala večje zunanje scene. Kot smo omenili na začetku, smo bili v
tem delu usmerjeni v praktično uporabnost rešitve v aplikacijah za oboga-
teno resničnost, pri čemer so še posebej zanimivi mobilni telefoni, ki imajo
poleg kamere tudi pospeškometre. Uporaba dodatnih senzorjev se je že po-
kazala kot dobra rešitev za izbolǰsavo sledenja, zato bi bila podpora za in-
tegracijo pospeškometrov v našo rešitev, z namenom izbolǰsave določanja
lege kamere, dober naslednji korak v razvoju. Praktično uporabnost naše
rešitve vidimo tudi v kombinaciji s programsko rešitvijo za 3D rekonstruk-
cijo scene [26], ki smo jo uporabili v našem delu. Poleg rekonstrukcije scene
metoda omogoča tudi izračun primernega pogleda kamere, ki bi največ pri-
pomogel k izbolǰsavi 3D modela. Način podajanja predlagane naslednje lege
kamere je neintuitiven in bi ga lahko izbolǰsali s pomočjo naše predlagane
rešitve, ki bi omogočala prikaz naslednje lege kamere v aplikaciji obogatene
resničnosti tako, da bi uporabnik lažje premaknil kamero na ustrezen položaj
v prostoru.
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