We present an overview of some results we have obtained recently (A. Sain, Manu and R. Pandit, Phys. Rev. Lett. 81 (1998) 4377) from a pseudospectral study of the randomly forced Navier-Stokes equation (RFNSE) stirred by a stochastic force with zero mean and a variance ∼ k 4−d−y , with k the wavevector and the dimension d = 3. These include the multiscaling of velocity structure functions for y¿4 and a demonstration that the multiscaling exponent ratios p= 2 for y = 4 are in agreement with those obtained for the Navier-Stokes equation forced at large spatial scales (3dNSE). We also study a coarse-graining procedure for the 3dNSE and examine why it does not lead to the RFNSE.
Introduction
The development of an understanding of the scaling behaviour of the velocity v structure functions S p (r) ≡ |v i (x + r) − v i (x)| p , where the angular brackets denote an average over the statistical steady state, has been a central problem in homogeneous, isotropic uid turbulence ever since Kolmogorov's classic study (K41) [2, 3] . At large Reynolds numbers Re, his elegant dimensional considerations suggested that, for r ≡ |r| in the inertial range, which lies between the forcing scale L and the dissipation scale It is a great pleasure for us to contribute this paper to these Proceedings in honour of Professor C.K. Majumdar. He has always been a source of great inspiration for all of us. We wish him many years of active involvement in research and teaching.Á d , these structure functions scale as S p ∼ r p , with p = p=3. Experiments [4, 5] ÿnd instead that multiscaling obtains, namely, p is a nonlinear, monotonically increasing function of p that lies signiÿcantly below the K41 value K41 p = p=3 for p ¿ 3; this has also been borne out by numerical studies of the three-dimensional NavierStokes equation for an incompressible uid forced at large spatial scales (3dNSE) [4 -6] . Experimental and numerical data for these exponents are well parametrised by the She-Leveque [7] (SL) formula SL p = (p=9) + 2 [1 − (2=3) p=3 ], which we use below.
The calculation of the multiscaling exponents p for the 3dNSE has, so far, proved to be analytically intractable with realistic external forcing at large spatial scales. However, some analytical studies, which use techniques of statistical ÿeld theory, have been possible for a variant of this equation in which a Gaussian random force acts on all length scales. We refer to this as the randomly forced Navier-Stokes equation (RFNSE). In wavevector or Fourier space (henceforth k space) the RFNSE is
where time t arguments of v and f have been suppressed for notational convenience, k and q denote wave vectors, i; j; l Cartesian components, M ijl (k) ≡ [k j P il (k) + k l P ij (k)]=2, and P ij (k) ≡ [ ij − k i k j =k 2 ] the transverse projector, which enforces the incompressibility condition. Fourier transforms are implied by wavevector arguments and the statistics of the random force f(k; t) is f(k; t) = 0 and
, where t and t are times and d the dimensions (d = 3 henceforth unless speciÿed otherwise); this is consistent with the homogeneity, isotropy, and incompressibility conditions.
There have been some approximate analytical studies of this RFNSE. Those that use the dynamical renormalization-group (DRG) technique at the one-loop level [8, 9, 24, 25] obtain recursion relations to O(y) in a small-y expansion. These yield an infrared-stable ÿxed point for y ¿ 0 and the K41 scaling form for the energy spectrum, namely,
The one-loop predictions for some universal amplitudes and amplitude ratios like the Kolmogorov constant, the skewness factor (− (@ x v x ) 3 = (@ x v x ) 2 3=2 ), etc., are also close to experimental results. This is surprising because the approximations used in this DRG have been criticised [10, 11, 26] since they set y = 4 in a small-y expansion and neglect an inÿnite number of marginal operators (at y = y c = 4). An N -component generalisation of the RFNSE has also been explored and, in the limit N → ∞ [10, 26] , it has been argued that E(k) ∼ k −3=2 for y¿y c = 4. Thus, for N → ∞ and at the level of E(k); y c = 4 is the analogue of the upper critical dimension in equlibrium critical phenomena. An early numerical study [12] of the RFNSE had obtained E(k) ∼ k −5=3 , but, until our recent work [1] , there had been no studies of the multiscaling exponents p for the RFNSE with p ¿ 2. Nor had there been attempts to see how high-intensity vortical structures, which form ÿlaments in the 3dNSE [4, 5, 13, 14] , organise themselves in the RFNSE; such ÿlaments are also seen in experiments [15, 27] .
It was against this background that we carried out a direct numerical study (DNS) of the RFNSE. We present a summary of the results of this study in the next section. One of our main results is that, at the level of extended self similarity (ESS) [16] in which the exponent ratios p = q are determined from log-log plots of S p versus S q , the RFNSE with y = 4 yields 3dNSE-type multiscaling. (This procedure is called extended self similarity since it extends the apparent inertial range over which inertial-range multiscaling exponents can be ÿt [16, 17] .) Given this, it is natural to ask whether a coarse-graining procedure can be used to map the 3dNSE onto the RFNSE. Such a coarse-graining programme has been used to map the deterministic, but spatiotemporally chaotic, Kuramoto-Sivashinsky (KS) equation onto the stochastic Kardar-Parisi-Zhang (KPZ) equation in both one [18, 19] and two [20] dimensions; thus we expect the long-distance and large-time behaviours of their correlation functions to be the same. In Section III we try to carry out a similar coarse graining of the 3dNSE and show that it does not yield the RFNSE. The reasons for this are instructive and they are examined in some detail as is the relation of our coarse-grained equation to another e ective equation [21] for uid turbulence.
RFNSE Results
We have studied the RFNSE by a numerical pseudospectral method whose details are described in Refs. [1, 22] . This uses 64 3 or, in some cases, 80 3 grids in a cubic box of linear size L=2 with periodic boundary conditions. We include both a viscosity and a hyperviscosity H , i.e., our dissipation term is ( + H k 2 )k 2 v(k). The exponents p are una ected by H especilly if ¿ 0 [17, 23] . For a ÿxed grid, the Taylor-microscale Reynolds numbers Re that obtains in a DNS of the RFNSE is larger than in the 3dNSE (Re 120 compared to Re 22 in our study). [1] ; thus the inertial range is larger too. However, Re uctuates more in the RFNSE (inset of left panel of Fig. 1 ), so longer runs are required for reliable averages. Details of our averaging times, etc., are given in Refs. [1, 22] . We also emphasize that, in spite of the delta-correlated stochastic force in the RFNSE, the temporal variation of v(k) is similar to that in the 3dNSE. The modes v(k) uctuate rapidly as k increases. The time scale of their uctuation is the scale-dependent eddy-turn-over time k ∼ ( )
. We have checked the existence of this hierarchy of times in both the 3dNSE and the RFNSE [22] . In the latter, the stochastic force puts a high-frequency ripple on v(k) even for small k, but this does not a ect its overall variation signiÿcantly nor the exponent ratios if y = 4.
We are now in a position to summarise our principal results for the RFNSE: We ÿnd that the velocity structure functions S p (r) and their k-space analogues S p (k) ≡ |v(k)| p display multiscaling for y¿4. Log-log plots of S 2 (k) versus k ( Ref. [12] ); the top panel of Fig. 2 shows, via a log-log plot of E(k) versus k for an 80 3 grid and y = 4, that our result for 2 is not a ected by using a ÿner grid. We determine the ratios p = 2 by using the ESS procedure [16, 17] a 64 3 grid, y = 4 and y = 6, and p67). We see then that, for y = 4, the exponent ratios are close to the 3dNSE result (parametrised here by the She-Leveque (SL) result shown by the full line) at least for p67. The qualitative behaviours of the probability distributions P( v (r)), where v (r) ≡ v (x) − v (x + r), are also similar in the two models; a representative plot is shown in Fig. 3 . These probabilty distributions have non-Gaussian tails, for r in the dissipation ranger; and the deviations from a Gaussian form for y = 4 and y = 6 are roughly the same if comparable values of r=Á d are used (Á d is the Kolmogorov dissipation scale). As we have noted in Ref. [1] , longer runs with ÿner grids are required to settle conclusively whether the ratios p = 2 are actually di erent for y = 4 and y = 6 ( Fig. 1) .
Constant-|!| surfaces, where ! is the vorticity, are markedly di erent as we have discussed elsewhere [1, 22] ; the stochastic force destroys the ÿlamentary structures that obtain in 3dNSE studies [5, 13, 14, 22] . The smaller y is the more e cient this destruction: for y = 4 one can hardly make out ÿlaments but they start reappearing [22] faintly around y = 6. This has implications for the She-Leveque (SL) [7] formula for p , which uses the codimension of such structures as an important input.
Thus the RFNSE with y =4 seems to be in the same universality class as the 3dNSE at least in so far as our RFNSE exponent ratios are within error bars of those for the 3dNSE (Fig. 1) . Note though that the RFNSE with y = 4 falls in the same universality class as the 3dNSE only at the level of ESS. For y = 4 the energy ux through the k shell k ∼ log(kL) in the RFNSE [1, 3] , whereas, in the 3dNSE, k = constant. Thus all correlation functions in these two models do not have the same behaviours in the inertial range. These weak deviations must cancel in the ratios of structure functions since our ESS procedure works and yields, for y = 4, ratios p = 2 that are within error bars of the SL result for the 3dNSE.
Numerical coarse graining of the Navier-Stokes equation
We have shown above that the RFNSE yields the same multiscaling exponent ratios as the 3dNSE if y = 4. In view of this it is natural to ask whether we can obtain the RFNSE from the 3dNSE by a coarse-graining procedure that retains inertial-range scales. The general issue of interest here is the following: The 3dNSE is a deterministic partial di erential equation (PDE) which shows chaotic behaviour. Can we ÿnd a stochastic PDE in which the external noise mimics the deterministically generated chaos to the extent that correlation functions show the same long-distance and long-time behaviours? The RFNSE is a likely candidate for such a stochastic PDE. Such a programme has been carried out for the Kuramoto-Sivashinsky (KS) equation [18] [19] [20] where an explicit, numerical coarse-graining procedure has shown that this equation is in the universality class of the Kardar-Parisi-Zhang (KPZ) equation in spatial dimensions d = 1 and 2.
Our coarse-graining scheme for the 3dNSE employs the following strategy: Since we want to investigate the universal multiscaling of velocity structure functions, we divide the velocity modes into those in the inertial range and those outside it. We then integrate out the latter by summing over the modes which are externally driven and the ones which fall in the dissipation range; the reduced system that we are left with (see below) consists of only the inertial-range modes. Our aim is to obtain an e ective stochastic equation which will correctly describe the multiscaling of structure functions in the inertial range I and over the associated time scales (see below). Our starting point is the k−space 3dNSE It is useful to write the nonlinear term in Eq. (2) as a sum of ÿve terms as shown below:
with
The uctuation time scales of each one of the terms in the sums in T 1 − T 4 are controlled by the faster one of the modes v m (q) and v n (k − q). Thus T 1 is essentially constant since both q and k − q ∈ F and the associated modes vary very slowly for the times U ¡ ¡ L of interest for our e ective equation. By contrast, T 2 uctuates rapidly since both q and k−q ∈ D here, so, as we elaborate below, it can be thought of as an additive noise. The uctuation time scales of the terms T 3 and T 4 lie in between those of T 1 and T 2 . Our coarse-graining procedure leads to the following e ective equation for the modes v(k) with k ∈ I and ∈ [ U ; L ]:
Here ijlm (k) is the e ective viscosity tensor that is generated; we give an expression for it below. The term F A i (k) is an e ective additive forcing parts of which uctuate rapidly; these parts can, therefore, be interpreted as an additive noise. Speciÿcally
The term T 3 can be interpreted as an e ective multiplicative forcing part of which uctuates rapidly; this part can, therefore, be interpreted as a multiplicative noise. If we write
then
We now separate the slow and rapidly uctuating parts of F 
The angular brackets in Eqs. (9) - (12) denote averages over times ∼ U over which v i (q), for which q ∈ F, is essentially constant. This decomposition assumes that the uctuating parts of F (12)) this requires v i (q) = 0, for q ¿ U , when averaged over a time ∼ U . This is satisÿed since it follows from homogeneity that v(k) =0 for all k, if it is averaged over the associated eddy-turn-over-time k . For F A i (Eq. (10)), the ÿrst two terms which are proportional to v i (k) give zero when averaged over times ∼ k . We also require T 2 + T 4 = 0. We assume separately that T 2 = 0 and T 4 = 0 . This is plausible as far as T 2 is concerned since it contains only modes from D that are faster than modes in I (Eq. (12)). T 4 is identically zero for k U . This is because, only for k . U , can we construct a few terms that contribute to T 4 such that q6 L and |k − q|¿ U (since U = L 1). For k U , the region in which we are interested, there are no T 4 −type terms.
If (12)) contain at least one velocity mode from D, so they uctuate faster than the nonlinear term in Eq. (5). We impose the causality conditions
at least for su ciently large s. Eq. (14) is satisÿed because
is a faster mode than v n (k), so, when we average over the origin t for a time ∼ U , the product vanishes. If we substitute the expression for F A i (Eq. (10)) into Eq. (13) we get the following expression for ijlm (k):
Since our turbulent (statistical) steady state is isotropic and homogeneous we must have
and
which deÿne the functions A; C; D; and H ; note that these functions depend only on k = |k| and the time separation s. Furthermore, isotropy yields
which gives, in conjunction with Eq. (15),
whence we get the e ective shear viscosity c 2 ≡ + with
For our coarse-graining procedure to be valid, (k) should approach an s-independent value for U ¡s¡ L . However, this correction to the viscosity turns out to be very small here in contrast to what happens while coarse-graining the KS equation to obtain the KPZ equation [20] . The reason is as follows:
(k) is proportional to
, where v(D) denotes a mode with k ∈ D, etc. Since the v(D)'s are exponentially damped compared to the v(I)'s the correction (k) is also small. In particular, our coarse-graining procedure also generates the terms F We will show below that the multiplicative forcing term generated by our coarsegraining procedure is, in some respects, similar to the e ective viscosity used in the constrained Euler system [21] of She and Jackson (SJ hereafter). To make this clear we begin with a brief description of this constrained Euler system: It is a reduced system that consists of inertial-range (I) modes, referred to as the explicit modes v E (k) by SJ. The rest of the modes, outside the reduced system, are called the implicit modes v I (k) (these lie in our ranges F and D). In the statistically stationary state, the energy spectrum E(k) = 1 2 |k|=k |v(k)| 2 , uctuates in time around a well-deÿned mean. SJ argue that, for isotropic turbulence, the relative amplitude of the uctuation at a given k shell is ∼ 1= √ 4 k 2 , and thus becomes small for large k. So, as a ÿrst approximation, they suggest the "strong stationarity" assumption
where B(k), a function of both explicit and implicit modes, is
B E j (k) describes interactions which involve only the explicit modes v E (k). SJ use an additional assumption about the nonlinear interactions between the implicit modes, 3 While evaluating we extract D(k) from the 3-point function by choosing l; m; n and the values of k l ; km; kn judiciously. Possible choices are (m = n = l; kn = 0); (m = n = l; kn = 0); (m = n = l; km = 0), etc. 4 However, it is easy to see that F A i decays rapidly with k: For ÿxed k let the number of (q; k − q) pairs, such that q; k − q ∈ F, be n(k). It is easy to see that n(k) is proportional to the volume enclosed between two spheres, each of radius L and whose centres are separated by a distance k.
where (k; t) is real. From Eqs. (21) and (22) it follows that (k; t) = k 2 − (i=2) (k; t), so (k; t) must be purely imaginary and is
By substituting the expression for B I j (k) (Eq. (23)) into Eq. (2), we get the reduced dynamical system 
where 1 and 2 are real. If we multiply Eqs. (26) and (27) by v i (−k), sum over all the k modes belonging to a shell with |k| = k, and then average over a time U , we get
where E(k) is energy spectrum averaged over a time ∼ U . In the above equations we have made the approximation
Our
] is the analogue of the positive part of SJs [ − i (k)] and
] is the analogue of its negative part. Indeed it is quite plausible that 1 (k)+ k 2 =2 ¿ 0, at least for small k, since the modes in F force those in I much like a negative viscosity at small k. A similar argument suggests that 2 (k) + k 2 =2 ¡ 0, at least for large k, because the couplings between D and I modes drain energy from the I modes. Thus with our coarse graining and the SJ-type approximations (Eqs. (26) -(30) ) the e ective equation is
Note that, even after these approximations, there are some important di erences between our e ective equation (Eq. (31) and that of SJ (Eq. (25)).
(1) Our e ective equation has an additive forcing term F A i which is absent in that of SJ. (2) In SJs equation E(k) is held ÿxed (they obtain E(k) by running a DNS of the 3dNSE), but this is not the case in our e ective equation.
Even though our coarse-graining procedure does not yield the RFNSE or the SJ e ective equation, we give some representative data from our study to substantiate the points made above. Since we want to make order-of-magnitude comparisons, we give data from a DNS of the 3dNSE on a 16 3 grid. We have veriÿed that the additive forcing term T 1 (k) goes to zero for k ¿ 2 L and the term T 4 (k) is nonzero only for k . U (and zero for smaller k values). For a representative k mode (k x = 2; k y = 2; k z = 3) which lies halfway between L and U , the term T 2 (k) (which is responsible for ) is of the same order of magnitude as the part of the T 3 (k) term which couples I and D modes. The part of the T 3 (k) term which couples I and F modes is 10 2 times larger than the T 2 (k) term. For the same representative mode 1 is 10 3 times stronger than 2 , but 1 (k)= 2 (k) decreases as k increases, which shows that 1 (k) is dominant when k is close to L whereas 2 (k) is dominant close to U . Unfortunately 1 and 2 do not turn out to be real; the magnitudes of their real and imaginary parts are comparable over the time scales we have averaged; this we believe is a shortcoming of SJ-type approximations.
We have already noted that our coarse-graining procedure does not lead to the RFNSE. However, a very similar coarse-graining procedure has been used to map the Kuramoto-Sivashinski equation onto the KPZ equation both in one [18, 19] and two dimensionsi [20] . It is instructive to try to understand why the KS → KPZ coarse-graining works whereas the 3dNSE → RFNSE does not. The principal di erence is that, for the 3dNSE we must sum over the modes in F; as a result the additive forcing term F A i develops a nonzero mean. Also the multiplicative forcing is not negligible here as in the KS → KPZ case. In the KS equation there is no external forcing. The driving comes from the linearly unstable modes of the system (Fig. 5) . The strongest forcing comes from around the peak at k max . As k increases the modes uctuate faster. Since one is interested in the behaviour of small-k modes, all the modes upto say k 1 are integrated out. The forcing because of the fast, high-k modes shows up as an additive noise on the small-k modes. Such an additive noise also results from our coarse graining of the 3dNSE but it is much smaller than the additive and multiplicative terms that arise because of a summation of the modes in F as described above.
