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Abstract
We study the four dimensional Ising model with rst and second neigh-
bour couplings, nding a rich phase structure both with Monte Carlo and
Mean Field methods. Of particular interest is a second order transition
between disordered and plane-antiferromagnetic phases. Using Finite Size
Scaling we have found that its critical exponents are dierent from those
of the standard disordered-ferromagnetic transition (which are the mean
eld ones) indicating that it belongs to another universality class.
1
In the study of the Standard Model, 
4
theories in four dimensions play a
central role. It has been proved that the pure scalar 
4
model leads to a trivial
theory in the continuum [1, 2]. Also if an interaction with gauge elds is added
this situation seems to remain over the global phase diagram of the models [3, 4].
Besides, in relation to the nite temperature phase transition in pure gauge
SU (3), the d = 3 three state Potts model with negative second neighbour cou-
plings was unsuccessfully considered in order to nd a new critical behaviour
[5, 6].
However, no argument appears to prevent the existence of a non trivial
ultraviolet limit on an antiferromagnetic (AF) lattice 
4
theory [3]. In fact,
Gallavotti and Rivasseau more than ten years ago considered the possibility of




On the other hand, in High Temperature Superconductivity, where antiferro-
magnetism seems to play a central role, the transition from Paramagnetic (PM)
to non-pure ferromagnetic ordered phases has been considered using a great
variety of models in two and three dimensions: Z
2
, O(n), etc. [8, 9, 10, 11].
Also, in four dimensional Chiral Yukawa Models a multicritical point at
which an AF phase meets three other phases (PM, Ferromagnetic (FM) and
Ferrimagnetic) appears. This multicritical point deserves particular attention
when one is looking for the maximal values of the renormalized Yukawa coupling
or non trivial xed points [12, 13].
The very general question we address in this letter is the following: does
any AF four dimensional theory with a non trivial continuum limit exist? The
simplest model which can be used to answer this question is the Ising one.
The naive way to introduce AF in the Ising model is to consider a negative
coupling. In this case the state with minimal energy for large  is a stag-




































the system with negative  is mapped onto the positive  one, both regions
being exactly equivalents.
Therefore, to consider true AF we must take into account either dierent
geometries or more couplings, in order to make the transformation (1) not an ex-
act mapping. In four dimensions the simplest option is to add new interactions,
for instance a coupling between points at a distance of
p
2 lattice units.









(~n)(~n + ~+ ~); (2)
on a four dimensional hypercubic lattice, with periodic boundary conditions and
side L. Here ~ denotes the unitary vector in the  direction.
2
The transformation (1) maps the semiplane 
1
> 0 onto the 
1
< 0 one, and
therefore only the region with 
1
> 0 will be considered. On the line 
1
= 0 the
system decouples into two independent sublattices.
The presence of two couplings with opposite signs makes frustration to ap-





system is disordered (PM phase). On the other hand, we have computed the
congurations which minimize the energy for several asymptotic values of the
parameters. We have considered only congurations with periodicity two. More
complex structures have not been observed.
We have found the following regions:



































j. In this region the
vacuum is a FM conguration on a three-dimensional cube and AFM on
the other direction . We have 4 identical possibilities to break the symme-
try: one for every possible choice of  (more precisely 8 if we consider also
the global (~n) !  (~n) symmetry). We call this vacuum Hyperplane















j. In this region the vacuum is
a FM conguration on a two-dimensional plane and AFM on the other
two directions. We have now six equivalent vacua. We call this vacuum








, where ; ( < ) can be any direction.
We remark that to avoid undesirable (frustrating) boundary eects for or-
dered phases, we must work with even lattice side L if periodic boundary con-
ditions are imposed.
Now we must dene an order parameter for every phase.







where V is the lattice volume.











will be dierent from zero only in the HPAF phase, where the system
becomes antiferromagnetic on the  direction. We have 4 order parameters
(one for every possible value of ) and only one of them will be dierent from












that although it is not a true order parameter is more appropriate for measuring
on a nite lattice.






















To understand the behaviour of the system, we have carried out a Mean
Field analysis and a Monte Carlo simulation.
From the Mean Field analysis we can plot a general phase diagram. We
use the standard technique, also used for gauge theories [14]. We dene three






, labelling the FM, HPAF and PAF phases
respectively.
Our Mean Field ansatz is a combination of the three possible order param-
eters






























where we have selected a xed breaking direction for the HPAF and the PAF
phases.




































































= 0; i = 1; 2; 3; (9)
we nd regions in the parameter space where the minimum of F corresponds to
dierent values of V
i
.
The minimum with V
i







= 0 we are in the FM phase. If only V
2
6= 0 this corresponds
to the HPAF phase, and if only V
3
6= 0 the phase is PAF. The result for the
phase diagram is shown in Fig. 1.
After this Mean Field approach, we have run a Heat Bath Monte Carlo
computation with lattices ranging from L = 6 to L = 24.






























Figure 1: Phase diagram obtained from Mean Field (dotted line) and Monte
Carlo (solid line and symbols). The order of the errors is of the size of the
symbols.







With these quantities we have studied the global phase diagram. Using the
spectral density method [15] and hysteresis cycles, we have found the transition
lines shown in Fig. 1.
The line FM-PM which includes the standard Ising model point (
2
= 0) is
second order, with mean eld exponents.
The transition lines FM-HPAF and HPAF-PAF (see Fig. 1) for large values
of 
1
behave as strong rst order transitions: they present metastables states
and evolve very slowly with our local Monte Carlo simulations.
Concerning this, we address the question whether the ordered phases are
directly connected or there exists a PM region between them. From a MC
simulation it is not possible to give a conclusive answer since the width of the
hypothetical PM region decreases when increasing 
1
, and for a xed lattice size
there is a practical limit in the precision of the measures of critical values. We
have found that the lines PM-FM and PM-HPAF approach very fast and they
cannot be resolved for large 
1
values.
A similar situation is found when the PM-HPAF line comes near the PM-
5
PAF one. In this case the approaching is even faster.
The transition PM-HPAF presents a clear metastability all along the line
(including the regions close to the FM or PAF phases), with a large latent heat,
corresponding to a strong rst order transition.
The transition PM-PAF has a very interesting behaviour. For large values of

1
the transition is clearly rst order, with a large latent heat. When we move
towards smaller 
1
this latent heat decreases, and for a value around 
1
= 0:20
it disappears. At 
1
= 0:1 we have run with large statistics on a wide region of

2
and no signal of metastatibilty has been found up to L = 24.





 0:2 is second order.





= 0:05. We have used the spectral density method, and we have run up
to 10
6
(for L = 16) Monte Carlo iterations after thermalization.





i and the relevant order parameter which is the expectation value of
hM
3
i (hM i hereafter).










Its eigenvectors should be respectively orthogonal and parallel to the direction of




element results to be very close to the eigenvalue corresponding to







= 0:05, are far enough from the point where the transition changes from rst
to second order, so that the only relevant element of C
i;j
is the corresponding
to the orthogonal eigenvector. In short, we have extracted the exponent  from
the divergence of the C
2;2








From the order parameter hM i we extract the susceptibility
 = V (hM
2









These quantities have not a simple scaling behaviour as a function of just



























To nd the critical exponents, we start computing, for every L, the maximum
values of , 
i
, etc. and their errors with the Jackknife method.
From a weighted global t for all values of L, we compute the critical ex-
ponents. Their errors are obtained from the global t analysis, but dierent
estimations, such as comparing dierent pairs of lattice sizes, give fully compat-
ible results. This suggests that there are no signicative systematic errors.
The results are shown in Fig. 2 for 
2
, obtaining  = 0:342(6) for 
1
= 0:1
and  = 0:346(7) for 
1
= 0:05.








Figure 2: Fit to compute  from the maximum of 
2
. The solid line corresponds
to 
1
= 0:1 and the dashed one to 
1
= 0:05.
Using the scaling law (14) for the susceptibility and the previous value of ,
we obtain  = 1:08(3) (for 
1


















with  = 2 [17].
For each observable, we have (in principle) a dierent 
c
2
(L) obtained as the
position of the maximum derivative (with respect to 
2
). The ts for several
observables can be seen in Fig. 3. The resulting 
c
2
(1) is very similar for any
of them and we take the mean value.
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Figure 3: Fit of 
c
2

















 0:17543(5). As mentioned previously the transition line is almost horizontal.
Now, we use the scaling relation for the specic heat (12) to extract . The
values obtained for C
2;2
with the spectral density method in several lattices, are
shown in Fig. 4.
We obtain  = 0:44(1) (
1
= 0:1) and  = 0:37(2) (
1
= 0:05).
Once we know 
c
2






(1); L)i  L
 =
; (18)
to compute the exponent , obtaining for 
1
= 0:1;  = 0:25(1), and for 
1
=
0:05;  = 0:32(1).
 and  are slightly dierent at the two 
1
values. This could be due to the
fact that 
1
= 0:1 is nearer to the rst order line, though the goodness of the
linear t does not show any clear nite size eect.
The obtained critical  and  exponents for 
1
= 0:1 and 
1
= 0:05 are
fully compatibles and therefore we expect the same critical exponents along
this PM-PAF transition in the region where it is second order. That suggests
the existence of a new universality class.
In conclusion we have found a very interesting phase diagram in the four
dimensional Ising model with two couplings. Four regions (PM, FM, HPAF and
PAF) are present with rst and second order transitions between them. The
8


















= 0:1 for dierent lattices which maximum is
used to compute .
transition line between the PM and the PAF phases has a region where it is
second order with critical exponents dierent from the mean eld ones (those of







 0.5 0.342(6) 0.346(7)
 0 0.44(1) 0.37(2)
 1 1.08(3) 1.08(3)
 0.5 0.25(1) 0.32(1)
Table 1: Critical exponents obtained with our model. The rst column refers
to the theoretical mean eld ones.
These non trivial exponents are a signal of a new universality class and these
results make the study of more realistic eld theories, as antiferromagnetic 
4
(pure scalar or coupled to gauge elds or fermions), very interesting.
9
When nishing this paper a related result on diluted four dimensional Ising
model has been presented by G. Parisi and Juan J. Ruiz-Lorenzo [18].
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