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Abstract
Vibration isolator with dual rate spring and damper was proved to be a reliable
suspension system since it is soft when the amplitudes are low and it is stiff when
amplitudes are high. This is the requirement of an optimal practical suspension. The
vibration isolator with dual rate spring and damper is one of the type of piecewise
linear vibration isolators which have been used for a few decades. However, existing
knowledge of frequency response of piecewise linear vibration isolators rely only on
approximate methods.
In the course of current research the procedure of obtaining of the piecewise
linear vibration systems time and frequency responses have been developed. The
method is partly analytical and partly numerical and is based on combining of
linear solutions of different sections in a cycle of motion. In a row with the method
of obtaining of the exact steady state time and frequency response, also it is provided
sensitivity analysis of the vibration isolator. Numerical challenges that were raised
during the modeling of the system’s frequency response and possible solutions of
them have been considered. In addition, different normalizations of the model of
the system are reviewed and their impact on the results is discussed.
CHAPTER 1
Background
1.1 Introduction
This research deals with the problem that falls into the area of nonlinear mechanical
vibrations where nonlinearity is revealed due to presence of positional forces in a
vibrating system.
Among wide variety types of nonlinear mechanical systems there can be assorted
a class of systems that are characterized by nonlinear positional forces. This class
of systems has the title of piecewise functional vibration isolators. Piecewise linear
vibration isolator is a the linearized model of this class whose system has multiple
linear characteristics of stiffness and damping. The nonlinearity of such isolators is
modeled by a finite number of straight lines that present those characteristics. At
some point of their performance these systems have instantaneous change of their
stiffness and damping components. Mathematical analysis of such systems requires
dealing with large nonlinear terms in equations that reflect the behavior of those
systems [Nayfeh and Mook 1979].
3
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(a) Symbolic scheme (b) Stiffness-deflection graph
Figure 1.1: Simple vibration isolator
The object of the current research is a single degree of freedom vibration isolator
with dual rate spring and damper which is one of the types of piecewise linear
vibration systems. Vibration isolator in its order is flexible support for any type of
vibrating structure that serves to reduce vibrations in that structure [Den Hartog
1947]. The simplest linear vibration isolator can be presented symbolically as mass,
spring and damper (see Figure 1.1a). The response of that mechanical system has
been studied in full [Jazar 2013]. It is assumed that deflection of the system is
proportional to the applied force. In other words, the larger force is applied the
larger deflection is obtained. In this case the behavior of the vibration isolator is
described by the line in force-deflection graph and the stiffness of the system is
characterized by the slope of that line (see Figure 1.1b).
The suspensions (they also have the title of “classic” suspension) that are de-
signed on the basis of this system are used widely, however their performance is
restricted by available relative displacement motion, so as a rule they are designed
stiff. The example of this suspension is illustrated in Figure 1.2.
However, it has been proven that in order to improve the vibration behavior of
suspensions, we need to make the suspension as soft as possible [Jazar 2008]. This
strategy needs a large available relative displacement motion. On the other hand, it
is proven that frequency and relative amplitude are working inversely after resonance
frequency of the system. Therefore, high amplitudes occur at low frequency and
low amplitudes occur at high frequency [Jazar 2008]. To satisfy these requirements,
piecewise functional suspensions with dual stiffness and damping characteristics have
been suggested. So, the system would have a soft suspension for high excitation
4 (February 19, 2015)
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Figure 1.2: Example of “classic” suspension element
frequency and a stiff suspension on low excitation frequency to protect the system
from high amplitudes.
Piecewise linear vibration isolators are described by piecewise linear functions
due to their ability to change suddenly its stiffness and damping characteristics
which makes the system strongly nonlinear. Therefore, their graphs of stiffness and
damping are illustrated by a number of straight lines (see Figure 1.3).
(a) single valued (b) multi valued
Figure 1.3: Schematic of a piecewise linear functions
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Consider a piecewise linear function in a form: y = f(x). Then, the function
y = f(x) is called piecewise linear if its characteristic curve in the (x, y)-plane
consist of a finite number of straight-line segments. f(x) may be multivalued in
some certain points with respect to x. The lines have the title “branches” of the
characteristic curve. They usually are numbered as 1, 2, ...,m > 2. A piecewise
liner function y = f(x) may be completely described by specifying the following two
steps:
◦ The equation of each branch;
◦ The transition or “switching” values of x.
Switching points are the values of xij, i 6= j at which the generic point (x, y)
tracing out the characteristic curve switches from a branch i to a branch j. In
general, xij is not defined for all unequal combination i, j, because often starting
from a given branch it is possible to switch only in certain other branches.
If the piecewise linear function is single valued, then xij = xji. This is the
case for all ideal dynamical systems without history dependent characteristics (see
Figure 1.3a). However, if the piecewise linear function is multi-valued then xij 6= xji
for at least one pair of i and j. This is the case for all dynamical systems with
history dependent characteristics: these systems are usually called the ones with
dead zone or hysteresis (see Figure 1.3b) [Fleishman 1965].
In the current research a piecewise linear vibration system is single valued and
consist of two parts: primary and secondary suspensions. The primary suspension
represent linear behavior of the system. However, at some frequencies (when the
amplitude of the primary suspension’s mass exceeds some gap with the secondary
suspension) the secondary suspension comes into action as well. At that point the
whole system becomes stiffer and more viscous (although it is possible to receive
more flexible and thin system which depends on characteristics’ combination of the
primary and the secondary suspensions) because the considering system has higher
values of stiffness and damping at the secondary suspension.
The real samples of piecewise linear suspensions (and vibration isolators with
dual rate spring and damper in particular) (examples of some of them can be seen in
Figure 1.4) have been used for more then one hundred years, however the design of
those samples is mostly based firstly on trial and error method and later on approx-
imate methods, although the whole picture of piecewise linear vibration isolator’s
performance is still unclear. In addition, the real suspensions are not symmetric
because it is impossible to set them in a way that they are always subjected the
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constant compression force from the mass of the vehicle and its passengers. There
is no solution for asymmetric piecewise linear systems. However, the method of ob-
taining of the frequency response of piecewise linear systems in this study potentially
allows to find the exact solution even for the asymmetric systems.
(a) dual rate spring suspension (b) leaf spring suspension
Figure 1.4: Examples of piecewise linear suspensions
Since 1980, when the promising practical piecewise linear suspension has been
introduced, researchers faced a highly mathematically complicated problem to de-
termine its analytic solution and, as a result, some approximate solutions were
successfully developed. The exact solution has never been fully determined and er-
rors of the approximate solutions and experiments have never been compared with
the exact one. The exact solution, upon achievement, is necessary for analytical op-
timization and determination of hidden phenomena such as Frequency Island that
was discovered by [Narimani et al. 2004b].
1.2 Literature Review
Free vibrations of a single mass system with linear characteristics has been studied in
all details, although it is different situation when the system’s characteristics cease
to be non-linear. One of the first successful attempts to investigate the system with
non-linear spring was done by [Timoshenko 1928]. He examined free vibrations of
the single mass spring systems and presented relation between amplitude and corre-
sponding natural frequency of such systems by a process of graphical and numerical
calculations.
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The obtaining of amplitude-frequency dependency is even worse when forced
vibrations are considered. The first approximate solution of the non-linear single
mass spring system under the influence of a harmonic force on the mass was adapted
by [Duffing 1918] and [Ru¨denberg 1923] to mechanics from analogous electric prob-
lem solved by [Martienssen 1910]. Later more accurate approximate methods were
developed by [Den Hartog 1933] and [Rauscher 1939].
The scientific story of piecewise linear vibration isolator starts with works of
Den Hartog. In their paper, [Den Hartog and Mikina 1932] demonstrated that it
is possible to obtain an exact solution for such systems by combining together the
linear solutions of different segments of the cycle of motion. They analyzed the
bilinear stiffness system shown in Figure 1.5 and could reduce the exact solution for
the frequency response of the system to two transcendental equations. By solving
those equations, Den Hartog and Mikina presented a set of frequency response plots
for a few different values of stiffness. They presented a set of frequency response
plots using the obtained equations for stiffness ratio k1/k2 = ∞ and k1/k2 = 0.
All the following studies in some way attempts in obtaining exact solution for the
piecewise linear systems were based on the approach that was offered by Den Hartog
in this paper. The current research is not exception: the base excited piecewise lin-
ear vibration isolator with dual rate spring and damper is analyzed by combination
of the linear solutions in subsections of the system’s performance. Later in their
paper, Den Hartog and Heiles developed the aforementioned study by considering
two additional cases (k1/k2 = 2 and k1/k2 = 0.5) [Den Hartog and Heiles 1936] and
plotted the results. In parallel with the Den Hartogs work [Jacobsen and Jesper-
son 1935] received and analyzed experimental results for the system with bilinear
stiffness that were close to the Den Hartogs ones and developed an approximated
method for asymmetrical systems which gave relatively acceptable results at that
time.
[Mahaligam 1957] used modification of the Martienssen approximation method
in which a modified curve of frequency function is used in place of the actual spring
characteristic. He analyzed a vibration absorber and developed a new approximate
solution for forced vibrations. The method is particularly useful where the spring
characteristic is made up of a number of straight lines. Mahaligam’s results were
a continuation of the work done by Jacobsen and Jespersen. He showed that his
method is not only shorter than the one that was developed by Jacobsen and Jes-
persen, but also more accurate in particular cases.
Maezawa’s methodology of studying piecewise linear systems was based on de-
veloping Fourier series. In his article, [Maezawa 1961] applied Fourier series for
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Figure 1.5: Mechanical model of a bilinear stiffness system
obtaining the solution for forced vibrations of a piecewise linear system. Later,
[Maezawa 1962] used the Fourier series to analyze sub-harmonic vibration of piece-
wise linear system.
The next significant step in study of piecewise linear vibration isolator were
analyzing a single degree of freedom system with clearance in the viscous damper.
[Gurtin 1961] presented an approximate method for solving of the system mx¨ +
f(x, x˙) + kx = F sin(ωt), where the summand f(x, x˙) represent a function of a
linear viscous damping out of a clearance and zero within the clearance. He used
the equivalent viscous damper to show the performance of an amplitude-dependent
damping in vibration isolation system shown in Figure 1.6. Although a few other
researches have used the equivalent method to study the frequency response of some
piecewise linear systems, equivalent method could not be used as an accurate and
reliable method to predict the nonlinear behavior of the system, nor could be used
to design an optimal system.
The reason why it took so long for the scientists to extend the area of investiga-
tion and begin to consider the system with damping elements is the mathematical
complicity that the element brings into analysis of piecewise linear systems.
The mathematical knowledge that relates to the piecewise linear systems has
been grown in parallel to their application. [Aizerman and Gantmacher 1957] [Aiz-
erman and Gantmacher 1958] tried to ground the mathematical foundation of these
systems. Consequently, [Aizerman and Lur’e 1961] described three methods for the
exact solution of periodic motions in piecewise linear systems in the form of al-
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Figure 1.6: Mechanical model of a bilinear damping system
gorithms. However, they did not consider the problems where researching systems
consist of 2nd or 3rd degree equations. Later on [Fleishman 1965] analyzed a system
of coupled piecewise linear equations from a control viewpoint and described the re-
quired conditions for a periodic response. Fleishman illustrated how the solution of
the same system for arbitrary prescribed initial conditions reduces, in general, to the
problem of solving an infinite sequence of transcendental algebraic equations for the
successive switching times, i.e., the value of time at which one linear representation
must be replaced by another.
Because the equations we consider are the second order, the wide class of topo-
logical methods in the phase plane has been used to analyze these systems. These
methods were useful and still are applicable, in assuring the existence of periodic
solutions, but since they are not conservative, they do not always give much infor-
mation about the periodic solution itself. An important method for investigation of
the problem is the method of harmonic balance, known under the name of Galerkin,
Krylov and Bogoliuboff, Van Der Pol, etc. This method is mathematically rigorous
in a perturbation situation and is, of course, related to the famous method of aver-
aging used in a wider class of perturbation problems. [Cesari 1963] investigated this
method. In his paper, Cesari studied single systems of the straightforward nonlinear
case without analyzing of the perturbation type ones. [Loud 1968] showed on the
analyzed non-autonomous piecewise linear system that if the two slopes of restoring
force have no square integers lying between them, there will be no branching of the
odd-harmonic periodic solution family.
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SECTION 1.2: LITERATURE REVIEW
The equations that we deal with in piecewise linear systems are important in
application to the system. Hence, engineers have accumulated much experimental
evidence of the equations. [Hayashi et al. 1964] did a very notable work in application
direction. His results show that great complication is to be expected even in very
simple appearing cases, so that the full mathematical investigation of this problem
will be involved.
In his thesis work, [Masri 1965] presented analytical and experimental studies
of impact damper. Firstly, he obtained periodic symmetric two impact-cycle solu-
tions of a piecewise linear system and the asymptotic stability boundaries of these
solution. Secondly, he verified analytical solutions by: numerical step-by-step con-
struction of solution and experiments with a mechanical model. Later [Masri 1978]
investigated the dynamic system with a gap subjected to harmonic excitation (Fig-
ure 1.7). He derived an exact closed-form analytical solution for the steady-state
motion. Also, Marsi explained the difficulties that introduce in formulation of the
steady state motion and proved that experimental results completely corroborate
the theoretical predictions, especially the existence of jump phenomena associated
with multiple solutions branches of the frequency response curve. Also, in their
paper, [Masri and Stott 1978] developed an approximate analytical solution for the
stationary response of a highly nonlinear auxiliary mass damper attached to an os-
cillator that is subjected to random excitation. As a result, they proved that the
nonlinear damper that they observed is significantly more effective than the conven-
tional dynamic vibration neutralizer in controlling the response of system subjected
to random excitation.
Figure 1.7: Mechanical model of a dynamic system with a gap
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[Rosenberg 1966] developed the mathematical foundations for the existence of
steady state solution for equation x¨ + f(x) = p · g(t) = p · g(t + T ), where g(t)
is a cosine-like periodic function. He showed that the necessary conditions for the
existence of steady state periodic solution of the equation is that f(x) be everywhere
analytic, odd, monotonically increasing with x, and f(x) > 0 for x=0. The sys-
tem considering in this research without damping is of this type. Also, [Iwan 1973]
worked on mathematical basis for mechanical vibrating systems. He presented ap-
proximation method for solving non-linear second order dynamical systems which
was based on the concept that the system is replaced by a linear one. However, his
results are not general and nor applicable to highly nonlinear systems. Later, [Chat-
terjee et al. 1996] extended the method of equivalent linearization. They received
periodic responses of harmonically excited, piecewise non-linear oscillators. They
considered three different systems and fulfilled stability analysis of the solutions that
is carried out by the method of error propagation.
[Watanabe 1978] used the analytical method of approximate solutions to plot
the frequency response of a base excited cantilever beam with clearance. He used
an equivalent bilinear mass-spring vibrator as mechanical system that represents
equipment-pining systems in nuclear power plants. He showed the effect of am-
plitude of harmonic excitation in plotted resonance curves. [Nguyen et al. 1986a],
[Nguyen et al. 1986b] studied a periodically forced oscillator with limiting stops.
They used numerical integration methods and described the time domain behavior
of the system. Also, they investigated the influence of the various excitation and
physical variables of the system on the frequency and intensity of contacts with the
stops.
A bilinear hysteresis and the Reid oscillators were studied by [Badrakhan 1982].
He analyzed the existence of the systems’ first integrals in accord to Noether’s gener-
alized theorem by developing Lagrangian formulations. He proved that first integrals
exist only if the restoring force is linear. Later [Mahfouz and Badrakhan 1990a],
[Mahfouz and Badrakhan 1990b] analyzed a system with a set-up spring and three
asymmetrically elastic systems. They investigated chaos in these systems and de-
scribed combinations of parameters that cause chaotic behavior. However, the first
scientist who discovered chaos in piecewise linear systems was [Schulman 1983] who
studied a damped, sinusoidally forced harmonic oscillator with two spring-constraint
values. He found that the system reveals period doubling to chaos characterized by
Feigenbaum’s universal exponents for a certain range of parameters. Later, chaos
was analyzed in a range of piecewise linear systems. [Shaw and Holmes 1983] studied
an oscillator with a piecewise linear restoring force. The main finding of their work
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is that the solution may be bifurcated into harmonic, sub-harmonic and chaotic
motions. In their article, [Narayanan and Sekar 1995] analyzed single degree of
freedom vibrating system with asymmetric piecewise linear stiffness. The system is
subjected to combined harmonic and flow induced excitations is investigated. As a
result they presented periodic, quasi-periodic and chaotic motions of the system in
a range of flow velocities.
[Dai and Singh 1994] chose untraditional approach by studying of oscillatory
motion of spring-mass system subjected to piecewise excitation. They provided
graphical results comparing the system subjected to piecewise constant forces and
the one subjected to continuous forces. In their paper, [Padmanabhan and Singh
1995] used the technique of parametric continuation to study the steady state re-
sponse of a two degree of freedom piecewise nonlinear system. Also, they described
the differences between viscous and nonlinear impact damping models.
Dynamic response and stability of single degree of freedom system with asym-
metric piecewise linear stiffness was received by [Wang 1995]. He used finite element
method and proved that the method is efficient and reliable for non-linear dynamic
response. He applied the method to a number of examples and demonstrated its
effectiveness even for strongly non-linear problem involving both clearance and con-
tinuous stiffness non-linearities.
Natsiavas did notable work in studying a vibration isolator. In his article [Natsi-
avas 1989], he analyzed an oscillator with symmetric trilinear restoring force (which
is basically our system with exception that is the forced excited one) and developed
stability and periodic response of the system. Later, [Natsiavas and Gonzalez 1992]
analyzed asymmetric piecewise linear force excited system (see Figure 1.8) and re-
ceived its stability of steady-state response. He used methodology that was firstly
developed by Den Hartog and received system of transcendental equations that can
be used to calculate amplitudes of relative displacement exactly. The beneficial
outcome of of the researches of Natsiavas is method that illustrates how to obtain
the exact frequency response of the piecewise linear system taking into account not
only the stiffness component, but also the damping one.
Ji used the same approach of combining the linear solutions of different seg-
ments in order to present non-linear system and obtaining the set of transcendental
equations that define the system behavior. [Ji 2004] analyzed single degree of free-
dom linear system subjected to a saturation constraints and obtained symmetric one
period solutions and determined its stability characteristics. Also, [Ji and Hansen
2004] considered and found that the system may branch on nine types of symmetric
and asymmetric one period motions and devised analytical approximation solution of
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Figure 1.8: Mechanical model of an harmonically excitated oscillator with asym-
metric constraint
the primary resonance response of a periodically excited piecewise non-linear/linear
oscillator.
[Xu et al. 2003] analyzed a system with both stiffness and damping piecewise
linearity subjected to harmonic excitation by using the scheme of incremental har-
monic balance (IHB). They considered the dynamical behavior of the system in both
way as bifurcation and chaos and showed that system exhibits chaos via the route
of period-doubling bifurcation. Also, they compared the method with the fourth or-
der Runge-Kutta numerical integration routine and showed that the IHB-method is
distinctively advantageous over classical approaches in many respects. [Nakai et al.
2002] developed the analysis of the same system with boundaries in space and time
using the circumferential vibration of a gear pair structure as an example.
In their paper, [Jiang et al. 2004] slightly changed the course of studying piece-
wise linear vibration isolators. They analyzed piecewise linear autonomous systems
and presented numerical method for constructing non-linear normal modes and
showed that their approach can accurately capture the modes over a wide range
of amplitudes. Later, this work were continued by [Luo 2005] who developed the
mapping dynamics of periodic motions for a three-piecewise linear system under a
periodic excitation. He also illustrated that his methodology is applicable to other
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systems such as friction-inducted vibration, impact oscillator and power control
systems.
As can be seen from the works of aforementioned researches on piecewise linear
vibration isolator, the forced excited systems which are easier to deal with in terms
of mathematical calculations had been mainly used for investigations. However, in
real vibration mechanisms such type of excitation is hard to obtain. Whereas, about
80% of all existing vibration systems have base excitation [Jazar 2013]. This is the
reason of analysis of a base exited system in current research.
Jazar did notable work in investigating piecewise linear vibration isolator. In
their paper, [Narimani et al. 2004a] received the frequency response of the piecewise
linear vibration isolator with dual rate spring and damper with use of perturbation
method. They also compare the results with the ones that they obtained exper-
imentally. The results where close enough, although the perturbation method is
approximate one and the experimental results are not precise because it is hard to
simulate the performance of the piecewise linear system without avoiding friction
forces and other factors that impact on accuracy of the output data. In addition,
they fulfilled sensitivity analysis of the system where a phenomenon called Fre-
quency Island was discovered. At some combination of the system’s characteristics
and under some excitation frequency when amplitude is that the primary suspension
almost touches one of the constraints of the secondary one and if to the system is
added sudden step input, the constraints of primary and secondary suspension stick
together and excite on higher frequency. On the graph of amplitude displacement
there can be seen ellipse which is divided from main curve. This unusual area which
is formed in amplitude graph and the phenomenon was titled “Frequency Island”.
Later [Nakhaie Jazar et al. 2006] on the basis of analysis from previous work fulfilled
optimization of the piecewise linear vibration isolator’s secondary suspension. This
optimization may be improved by analysis of exact solution that would bring pre-
cision into the optimization’s outcome and clarify all discrepancies in the system’s
performance.
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Mathematical Model
2.1 The Model
In this chapter the simplest practical model of a piecewise linear vibration isolator
with dual rate spring and damper is considered. The system has bilinear stiffness
and dumping characteristics as it is shown in Figure 2.1. The first spring and
damper that are directly attached to m is called ‘Primary suspension’ and the second
stage, which is effective beyond the clearance amplitude ∆, is called ‘Secondary
suspension’. The system is classified as simple because it has equal gaps (∆) between
the primary suspension with the upper and the lower constraints of the secondary
suspension. The examined single degree of freedom system is subjected to a periodic
base excitation y(t) with period T > 0. We search for steady state response of the
system.
The clearance ∆ generates a switch to engage the secondary suspension. When
the secondary suspension is switched the system’s properties undergo sudden change
that provides hard nonlinearity of the piecewise linear system (Figure 2.2).
The Newton’s method in developing the equations of motion is used. The
equations governing the motion of the system may be written as
mx¨+ g1(x, x˙) = f1(y, y˙) (2.1)
where g1(x, x˙) and f1(y, y˙) are piecewise linear functions representing sudden chang-
ing characteristics of the system and sudden changing excitation respectively:
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Figure 2.1: Mechanical model of the piecewise linear system with symmetric con-
straints
Figure 2.2: Stiffness and damping characteristics of the piecewise linear system
g1(x, x˙) =

(c1 + c2)x˙+ (k1 + k2)x− k2∆, x− y > ∆
c1x˙+ k1x, |x− y| < ∆
(c1 + c2)x˙+ (k1 + k2)x+ k2∆, x− y < −∆
(2.2)
f1(y, y˙) =

(c1 + c2)y˙ + (k1 + k2)y, x− y > ∆
c1y˙ + k1y, |x− y| < ∆
(c1 + c2)y˙ + (k1 + k2)y, x− y < −∆
(2.3)
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The equation of motion for the system shown in Figure 2.3 may also be written
in a nondimensional form:
z¨ + 2ξ2ω2z˙ + ω
2
2z = wω
2 sin(ωt− φ) + ω23, z > 1
z¨ + 2ξ1ω1z˙ + ω
2
1z = wω
2 sin(ωt− φ), |z| < 1
z¨ + 2ξ2ω2z˙ + ω
2
2z = wω
2 sin(ωt− φ)− ω23, z < −1
(2.4)
where,
z =
u
∆
w =
Y
∆
u = x− y y = Y sin(ωt− φ)
ω21 =
k1
m
ω22 =
k1 + k2
m
ω23 =
k2
m
(2.5)
ξ1 =
c1
2
√
k1m
ξ2 =
c1 + c2
2
√
(k1 + k2)m
We seek the frequency response of the system (2.4) by developing and detecting its
exact steady state time response.
2.2 Exact solution
As long as the relative displacement of m is less than ∆, the system is a one degree
of freedom base excited system with well known time and frequency responses [Jazar
2013]. However, there is no general closed form solution for the system when the
relative displacement exceeds gap ∆. In order to determine the frequency response
of the system, we search for possible steady state time response of the system and
detect its maximum amplitude. Repeating this method ends up with a series of
amplitudes for different values of excitation frequencies.
The output of the current analysis is the frequency response of the piecewise
system of equations (2.4). In order to find the frequency response we will determine
the value of the steady state amplitude of the system at a given frequency. The
system is nonlinear and there is no simple closed form solution for amplitude as a
function of excitation frequency when the relative amplitude, u, is greater than the
gap size.
A steady state periodic response of the system should look like Figure 2.3. To
ensure that the secondary suspension is engaged, we seek a periodic solution of the
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Figure 2.3: Steady state response of the system
system (2.4) with the following initial conditions:
z(0) = 1 z˙(0) > 0 (2.6)
These conditions are the guarantee that the nonlinearity of the system comes
into action.
To set the time axis to begin at this condition, we introduce a phase lag φ in
the excitation function y.
y = Y sin(ωt− φ) (2.7)
Furthermore, we assume that there is a steady state periodic response with
exactly the same frequency ω as the excitation frequency. We also assume that in
the first quarter of period, where z(t) goes from z(t) = 1, z˙(t) > 0 at t = 0, the
solution passes through z = 1 with z˙(0) < 0 at a time t = t1, 0 6 t1 6 2pi/ω.
Due to these assumptions, the solution will be |z(t)| = 1 at t = 0, t = t1,
t = pi/ω, t = pi/ω+ t1 and t = 2pi/ω in the period starting at t = 0. However, there
is not a one-to-one relationship between the input amplitude Y and the output
response z. For some values of Y there may be no such solutions, while for the
other values of Y there may be several.
Suppose that the solution in domain z > 1 as z2(t) (red curve) and the solution
in domain |z| < 1 as z1(t) (black curve) (see Figure 2.3). The underdamped solutions
z2(t) and z1(t) are:
z1(t) = e
−ξ1ω1t(A1 sin(ωd1t) +B1 cos(ωd1t)) + C1 sin(ωt) +D1 cos(ωt) (2.8)
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z2(t) = e
−ξ2ω2t(A2 sin(ωd2t) +B2 cos(ωd2t)) + C2 sin(ωt) +D2 cos(ωt) +
ω23
ω22
(2.9)
and therefore,
z˙1(t) = −ξ1ω1e−ξ1ω1t(A1 sin(ωd1t) +B1 cos(ωd1t))+
+ ωd1e
−ξ1ω1t(A1 cos(ωd1t)−B1 sin(ωd1t)) + ω(C1 cos(ωt)−D1 sin(ωt)) (2.10)
z˙2(t) = −ξ2ω2e−ξ2ω2t(A2 sin(ωd2t) +B2 cos(ωd2t))+
+ ωd2e
−ξ2ω2t(A2 cos(ωd2t)−B2 sin(ωd2t)) + ω(C2 cos(ωt)−D2 sin(ωt)) (2.11)
where,
ωd1 = ω1
√
1− ξ21 ωd2 = ω2
√
1− ξ22 (2.12)
C2 =
(ω22 − ω2)Y ω2 cosφ− 2ξ2Y ω3ω2 sinφ
(ω22 − ω2)2 + (2ξ2ωω2)2
(2.13)
D2 = −(ω
2
2 − ω2)Y ω2 sinφ+ 2ξ2Y ω3ω2 cosφ
(ω22 − ω2)2 + (2ξ2ωω2)2
(2.14)
C1 =
(ω21 − ω2)Y ω2 cosφ− 2ξ1Y ω3ω1 sinφ
(ω21 − ω2)2 + (2ξ1ωω1)2
(2.15)
D1 = −(ω
2
1 − ω2)Y ω2 sinφ+ 2ξ1Y ω3ω1 cosφ
(ω21 − ω2)2 + (2ξ1ωω1)2
(2.16)
The amplitude can be found after imposing the following conditions to the
solutions:
z2(0) = 1 z˙2(0) = ν2 z2(t1) = 1 z˙2(t1) = ν1
z1(t1) = 1 z˙1(t1) = ν1 z1(
pi
ω
) = −1 z˙1(pi
ω
) = −ν2 (2.17)
where ν1 and ν2 are velocities at given points of the domain z2(t) and z1(t) respec-
tively.
The conditions (2.17) are imposed assuming that they guarantee smooth tran-
sition between domains z2(t) and z1(t). Therefore, positions and velocities in given
transitional points are equal for domains z2(t) and z1(t).
Imposing the eight boundary conditions (2.17) on equations (2.8) – (2.11),
produces eight transcendental equations for eight unknowns A2, B2, A1, B1, t1, ν1,
ν2 and φ:
B2 +D2 +
ω23
ω22
= 1 (2.18)
− ξ2ω2B2 + ωd2A2 + C2ω = ν2 (2.19)
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e−ξ2ω2t1(A2 sin(ωd2t1) +B2 cos(ωd2t1))+
+C2 sin(ωt1) +D2 cos(ωt1) +
ω23
ω22
= 1 (2.20)
−ξ2ω2e−ξ2ω2t1(A2 sin(ωd2t1) +B2 cos(ωd2t1))+
+ωd2e
−ξ2ω2t1(A2 cos(ωd2t1)−B2 sin(ωd2t1))+ (2.21)
+ω(C2 cos(ωt1)−D2 sin(ωt1)) = ν1
e−ξ1ω1t1(A1 sin(ωd1t1) +B1 cos(ωd1t1)) + C1 sin(ωt1) +D1 cos(ωt1) = 1 (2.22)
−ξ1ω1e−ξ1ω1t1(A1 sin(ωd1t1) +B1 cos(ωd1t1))+
+ωd1e
−ξ1ω1t1(A1 cos(ωd1t1)−B1 sin(ωd1t1))+ (2.23)
+ω(C1 cos(ωt1)−D1 sin(ωt1)) = ν1
e−ξ1ω1
pi
ω (A1 sin(ωd1
pi
ω
) +B1 cos(ωd1
pi
ω
))−D1 = −1 (2.24)
− ξ1ω1e−ξ1ω1 piω (A1 sin(ωd1
pi
ω
) +B1 cos(ωd1
pi
ω
))+
+ ωd1e
−ξ1ω1 piω (A1 cos(ωd1
pi
ω
)−B1 sin(ωd1
pi
ω
))− C1ω = −ν2 (2.25)
The parameters B2 and A2 can be found from the equations (2.18) and (2.19), while
the parameters B1 and A1 from the equations (2.24) and (2.25):
B2 = 1−D2 − ω
2
3
ω22
(2.26)
A2 =
ν2 + ξ2ω2B2 − C2ω
ωd2
(2.27)
B1 =
−e ξ1ω1piω ((ξ1ω1(D1 + 1) + C1ω − ν2) sin(ωd1piω )− ωd1 cos(
ωd1pi
ω
)(D1 + 1))
ωd1
(2.28)
A1 =
e
ξ1ω1pi
ω ((ξ1ω1(D1 + 1) + C1ω − ν2) cos(ωd1piω ) + ωd1 sin(
ωd1pi
ω
)(D1 + 1))
ωd1
(2.29)
Now, substitution of A1, B1, A2 and B2 in (2.20) – (2.23) produces four equations for
ν1, ν2, t1 and φ. These four equations represent the exact solution for the considered
piecewise linear system. If we were able to solve them analytically, then we could
complete the solutions z2(t) and z1(t). In that case the maximum value of z2(t)
would be equal to expected steady state amplitude. However, there is no closed
form solution for these calculations. In order to find the maximum value of z2(t), it
is necessary to determine parameters numerically.
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2.3 Time Response
Solving numerically the equations (2.20) – (2.23) for a given excitation frequency
ω where nonlinearity comes into action, the values of unknowns φ, ν1, ν2 and t1
can be determined. By substituting these values in z2(t) and z1(t) and taking into
account initial conditions (2.17) the graph of the relative steady state response can
be plotted. For the current analysis the characteristics of the systems are following:
ω1 = 10Hz, ξ1 = 0.2, ω3 = 40Hz, ξ3 = 0.6, w = 1 (2.30)
For these parameters (2.30) the received unknowns for example excitation fre-
quencies are gathered in the table 2.1.
ω,Hz φ t1 ν1 ν2 Amp(M)
10 −0.677 0.049295 −1.7628 4.825 1.0401
11.5 −1.876 0.049895 −2.962 7.822 1.0681
13 −1.704 0.048856 −2.749 7.570 1.0882
Table 2.1: Solution for given excitation frequencies
Imposing these unknowns back into (2.8), (2.9) and taking into account com-
patibility conditions (2.17) we are able to develop a set of steady state time response
plot that can be seen in Figure 2.4.
Figure 2.4: Steady state response of the system for some values of ω
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2.4 Frequency response
Developing the responses for different excitation frequencies we are able to build
the frequency response of the system. Frequency response represent amplitudes
of relative displacement in frequency domain. Therefore, compiling the maximum
amplitudes of steady state time response (points M in Figure 2.4) for variety of
excitation frequencies we can plot frequency response graph of the system.
If there was only the primary suspension in the system the frequency response
would be:
Z1 =
√
C21 +D
2
1 =
ω2√
(ω21 − ω2)2 + (2ξ1ωω1)2
w (2.31)
For the linear system with the characteristics ω1 = 10 and ξ1 = 0.2 the frequency
response is shown by solid line in Figure 2.5:
Figure 2.5: Frequency responses of the linear (ω1 = 10, ξ1 = 0.2) and the nonlinear
(ω1 = 10, ξ1 = 0.2, ω3 = 40, ξ3 = 0.6 and w = 1) systems
The considering system is nonlinear and the dashed line above z = 1 illustrates
the frequency response of the system when the secondary suspension is engaged.
This sudden shape change is due to spontaneous change of stiffness and damping of
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the system. For discussing combination of parameters of the system the boundary
frequencies of nonlinear area (see points A and B in Figure 2.5) are 9.015 – 12.809.
Within this area the mass of the primary suspension hits the constraints of the
secondary one.
Calculation of the unknowns φ, ν1, ν2 and t1 for different ω provides the pos-
sibility for finding the maximum amplitudes that are required to build frequency
response graph. The program code for these calculations can be found in Chapter
3.1.2. The result of the calculations is a set of values of searching unknowns: φ, ν1,
ν2, t1, z (Relative Amplitude) and tan (slope of tangent to a curve at the current
point (in degrees) (see Chapter 3.2)).
A sample of the frequency response of the system for parameters (2.30) is shown
in Figure 2.6:
Figure 2.6: Frequency response of the system with ω1 = 10 Hz, ξ1 = 0.2, ω3 =
40 Hz, ξ3 = 0.6 and w = 1
This exact frequency response of the system (see Figure 2.6) reveals two sta-
ble zones in the nonlinear area indicated by solid lines. Such behavior has not
been detected before with using approximate methods for the problem [Narimani
et al. 2004a], [Narimani et al. 2004b]. Therefore, the frequency range where jump
phenomenon may happen seems to be wider than it was known from the previous
studies of piecewise linear systems for the set of parameters (2.30). In addition, the
exact solution reveals an interesting behavior of frequency response on the borders
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of transition linear-nonlinear areas. By increasing excitation frequency from its low
values where the secondary suspension is not engaged the nonlinear frequency re-
sponse curve has smooth transition from the linear to the nonlinear area. On the
other hand, by decreasing excitation frequency from high values with increasing of
relative amplitude the secondary suspension prevents the mass of the system from
growth of the amplitude. Such behavior of the frequency response generates fracture
on the border in point B (see Figure 2.7).
Figure 2.7: Frequency response of the linear and nonlinear systems
2.5 Comparison of Analytical and Experimental Data
In their article, [Narimani et al. 2004a] validated analytical results obtained by per-
turbation method with experimentally developed data. Also, in the article there
were described experimental methodology in a row with challenges in design of a
testing devise. The device is specifically developed for the conducting tests on fre-
quency response of a piecewise linear vibration isolator. The devise is fabricated
with use of facilities at Lord Co., NC and able to perform tests for different values
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of k1, k2, c1, c2 and ∆. For simulation of the damper components pneumatic dash-
pots were applied. They simulated resistive forces due to the pressure differences
in different sides of their pistons. One side of the piston is always subjected to
atmospheric pressure while the other may be higher or lower in value of the pres-
sure. Damping ratio is set by varying diameter of leaking area at the bottom of the
piston. Stiffness is fixed for any particular spring, therefore the device is designed
to easy replace different springs. In addition, it is taken into account that system
is symmetric one and initial setting deflections are considered. The experimental
device for obtaining the frequency response of the vibration isolator with dual rate
spring and damper is illustrated in Figure 2.8.
Figure 2.8: Experimental device of vibration isolator with dual rate spring and
damper
The system is designed that k1 = 770 Nm
−1, k2 = 14000 Nm−1 and
∆ = 5 mm. For obtaining measures two accelerometers and a linear variable dif-
ferential transformer (LVDT) for measuring the relative displacement in the system
are installed. The mechanism is attached to base that is submitted to a hydraulic
servo controlled by SinLab from DSP Technology Inc.
The experiment is conducted by applying harmonic excitation and recording
the of the system’s response of relative amplitude on steady state. The excitation
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frequency is applied with increasing step at the first part of the experiment and
with decreasing in the second. The amplitude of the harmonic input is set constant
at 0.08 inches whereas the excitation frequency is changed from 3 to 16 Hz in the
first part of the experiment and back from 16 to 3 Hz in the second. The result of
the experiment is illustrated in Figure 2.9.
Figure 2.9: Comparison of experimental and end exact frequency responses of vi-
bration isolator with dual rate spring and damper
On the first stage of the experiment the system starts its response when the
excitation frequency reaches value of about 3 Hz. Then the amplitude of relative
displacement significantly increases to about 5 Hz from the point 1 to point 2 in Fig-
ure 2.9. After engaging the secondary suspension at point 2 the frequency response
changes its increasing rate of the relative amplitude to more steady one. When the
excitation frequency reaches the value of about 12 Hz the relative amplitude dra-
matically drops due to jump phenomenon that happens in piecewise linear system
when the stable zone of frequency response changes its direction and transfers to
unstable. From the point 4 the amplitude slightly decreases with increasing of the
excitation frequency to point 5. The second part of the experiment implies decreas-
ing of the relative amplitude. From point 5 the steady increasing of the relative
amplitude with reducing the excitation frequency is observed. At point 6 the curve
of the frequency response reaches the values of the amplitudes closed to ones from
increasing of the excitation frequency and practically repeats the same way with
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small variations back to starting point at about 3 Hz.
The parameters of the system for the experiment were chosen as follow:
ω1 = 6.48Hz, ξ1 = 0.1, ω3 = 28Hz, ξ3 = 0.36, w = 2.5 (2.32)
where ω1, ω2 and w were set during the experiment.
For the comparison in Figure presented the experimental results with black line
and exact responses of the system without engaging the secondary suspension (blue
line) and when the secondary suspension is added (red line). The area between
points 3 and 6 is unstable zone and cannot be predicted experimentally. Except for
the unstable area we can observe good agreement between the experimental and the
analytical data.
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Numerical Calculations
3.1 Coding
The analysis of a vibration isolator with dual rate spring and damper partly involves
numerical calculations. Four equations (2.20) – (2.23) that are the exact solution of
the considered symmetric system cannot be solved in closed analytical form because
they are transcendental. Therefor, to overcome this mathematical obstacle the
programs for calculating steady state time and frequency responses were developed.
The presented codes were created in Maple by Maple Software.
3.1.1 Time Response
Here is the sample of programing code for calculation time response of the system
with parameters 2.30 from Chapter 2:
> restart;with(plots) :
> eq1 := exp(−xi[2]∗w[2]∗ t[1])∗(A[2]∗sin(p[2]∗ t[1])+B[2]∗cos(p[2]∗ t[1]))+
C[2] ∗ sin(omega ∗ t[1]) + P [2] ∗ cos(omega ∗ t[1]) + w[3]2/w[2]2 − 1;
> eq2 := −xi[2] ∗w[2] ∗ exp(−xi[2] ∗w[2] ∗ t[1]) ∗ (A[2] ∗ sin(p[2] ∗ t[1]) +B[2] ∗
cos(p[2]∗t[1]))+p[2]∗exp(−xi[2]∗w[2]∗t[1])∗(A[2]∗cos(p[2]∗t[1])−B[2]∗sin(p[2]∗
t[1])) + omega ∗ (C[2] ∗ cos(omega ∗ t[1])− P [2] ∗ sin(omega ∗ t[1]))− v[1];
> eq3 := exp(−xi[1]∗w[1]∗ t[1])∗(A[1]∗sin(p[1]∗ t[1])+B[1]∗cos(p[1]∗ t[1]))+
C[1] ∗ sin(omega ∗ t[1]) + P [1] ∗ cos(omega ∗ t[1])− 1;
> eq4 := −xi[1] ∗w[1] ∗ exp(−xi[1] ∗w[1] ∗ t[1]) ∗ (A[1] ∗ sin(p[1] ∗ t[1]) +B[1] ∗
cos(p[1]∗t[1]))+p[1]∗exp(−xi[1]∗w[1]∗t[1])∗(A[1]∗cos(p[1]∗t[1])−B[1]∗sin(p[1]∗
t[1])) + omega ∗ (C[1] ∗ cos(omega ∗ t[1])− P [1] ∗ sin(omega ∗ t[1]))− v[1];
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> C[2] := ((w[2]2 − omega2) ∗ Y ∗ omega2 ∗ cos(phi)− 2 ∗ xi[2] ∗ Y ∗ omega3 ∗
w[2] ∗ sin(phi))/((w[2]2 − omega2)2 + (2 ∗ xi[2] ∗ omega ∗ w[2])2);
> P [2] := ((w[2]2 − omega2) ∗ Y ∗ omega2 ∗ sin(phi) + 2 ∗ xi[2] ∗ Y ∗ omega3 ∗
w[2] ∗ cos(phi))/((w[2]2 − omega2)2 + (2 ∗ xi[2] ∗ omega ∗ w[2])2);
> C[1] := ((w[1]2 − omega2) ∗ Y ∗ omega2 ∗ cos(phi)− 2 ∗ xi[1] ∗ Y ∗ omega3 ∗
w[1] ∗ sin(phi))/((w[1]2 − omega2)2 + (2 ∗ xi[1] ∗ omega ∗ w[1])2);
> P [1] := ((w[1]2 − omega2) ∗ Y ∗ omega2 ∗ sin(phi) + 2 ∗ xi[1] ∗ Y ∗ omega3 ∗
w[1] ∗ cos(phi))/((w[1]2 − omega2)2 + (2 ∗ xi[1] ∗ omega ∗ w[1])2);
> B[2] := 1− P [2]− w[3]2/w[2]2;
> A[2] := (v[2] + xi[2] ∗ w[2] ∗B[2]− C[2] ∗ omega)/p[2];
> A[1] := exp(xi[1]∗w[1]∗Pi/omega)∗(cos(p[1]∗Pi/omega)∗xi[1]∗w[1]∗P [1]−
cos(p[1] ∗Pi/omega) ∗ xi[1] ∗w[1] + cos(p[1] ∗Pi/omega) ∗C[1] ∗ omega− cos(p[1] ∗
Pi/omega)∗v[2]+P [1]∗p[1]∗sin(p[1]∗Pi/omega)−p[1]∗sin(p[1]∗Pi/omega))/p[1];
> B[1] := −exp(xi[1] ∗w[1] ∗Pi/omega) ∗ (xi[1] ∗w[1] ∗ sin(p[1] ∗Pi/omega) ∗
P [1] − xi[1] ∗ w[1] ∗ sin(p[1] ∗ Pi/omega) − p[1] ∗ cos(p[1] ∗ Pi/omega) ∗ P [1] +
p[1] ∗ cos(p[1] ∗ Pi/omega) +C[1] ∗ omega ∗ sin(p[1] ∗ Pi/omega)− v[2] ∗ sin(p[1] ∗
Pi/omega))/p[1];
> p[2] := w[2] ∗ sqrt(1 − xi[2]2); p[1] := w[1] ∗ sqrt(1 − xi[1]2); assign(w[1] =
10, xi[1] = 0.2);w[2] := sqrt(w[1]2 + w[3]2);xi[2] := sqrt(xi[1]2 + xi[3]2);
> assign(w[3] = 40, xi[3] = 0.6);
> Y := 0.5;
> assign(omega = 10);
> u2 := exp(−xi[2] ∗w[2] ∗ t) ∗ (A[2] ∗ sin(p[2] ∗ t) +B[2] ∗ cos(p[2] ∗ t)) +C[2] ∗
sin(omega ∗ t) + P [2] ∗ cos(omega ∗ t) + w[3]2/w[2]2;
> u1 := exp(−xi[1] ∗w[1] ∗ t) ∗ (A[1] ∗ sin(p[1] ∗ t) +B[1] ∗ cos(p[1] ∗ t)) +C[1] ∗
sin(omega ∗ t) + P [1] ∗ cos(omega ∗ t);
> assign(%);
> u3 := −exp(−xi[2]∗w[2]∗(t−Pi/omega))∗(A[2]∗sin(p[2]∗(t−Pi/omega))+
B[2] ∗ cos(p[2] ∗ (t − Pi/omega))) − C[2] ∗ sin(omega ∗ (t − Pi/omega)) − P [2] ∗
cos(omega ∗ (t− Pi/omega))− w[3]2/w[2]2;
> u4 := −exp(−xi[1]∗w[1]∗(t−Pi/omega))∗(A[1]∗sin(p[1]∗(t−Pi/omega))+
B[1] ∗ cos(p[1] ∗ (t − Pi/omega))) − C[1] ∗ sin(omega ∗ (t − Pi/omega)) − P [1] ∗
cos(omega ∗ (t− Pi/omega));
> plot([u1, u2, u3, u4,−1, 1], t = 0..(2 ∗ Pi/omega), thickness = 2, view =
−3..3);
> qq1 := plot(u1, t = t[1]..P i/omega) :
> qq2 := plot(u2, t = 0..t[1]) :
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> qq3 := plot(u3, t = Pi/omega..P i/omega+ t[1]) :
> qq4 := plot(u4, t = Pi/omega+ t[1]..2 ∗ Pi/omega) :
> qq5 := plot([1,−1], t = 0..2 ∗ Pi/omega) :
> display(qq5, qq1, qq2, qq3, qq4);
The result of running this code is steady state time response curve in Figure
2.4 for ω = 10.
3.1.2 Frequency Response
Here is the sample of programing code for calculation frequency response of the
system with parameters 2.30 from Chapter 2:
> restart;with(plots) :
> primary := (1/(ww4 − 2 ∗ ww2 ∗ w[1]2 + w[1]4 + 4 ∗ xi[1]2 ∗ w[1]2 ∗ ww2)2 ∗
(ww2 − w[1]2)2 ∗ Y 2 ∗ ww4 + 4 ∗ xi[1]2 ∗ w[1]2/(ww4 − 2 ∗ ww2 ∗ w[1]2 + w[1]4 + 4 ∗
xi[1]2 ∗ w[1]2 ∗ ww2)2 ∗ Y 2 ∗ ww6)(1/2);
> eq1 := exp(−xi[2] ∗w[2] ∗ t1) ∗ (A[2] ∗ sin(p[2] ∗ t1) +B[2] ∗ cos(p[2] ∗ t1)) +
C[2] ∗ sin(omega ∗ t1) + P [2] ∗ cos(omega ∗ t1) + w[3]2/w[2]2 − 1;
> eq2 := −xi[2] ∗ w[2] ∗ exp(−xi[2] ∗ w[2] ∗ t1) ∗ (A[2] ∗ sin(p[2] ∗ t1) + B[2] ∗
cos(p[2] ∗ t1)) + p[2] ∗ exp(−xi[2] ∗w[2] ∗ t1) ∗ (A[2] ∗ cos(p[2] ∗ t1)−B[2] ∗ sin(p[2] ∗
t1)) + omega ∗ (C[2] ∗ cos(omega ∗ t1)− P [2] ∗ sin(omega ∗ t1))− v1;
> eq4 := −xi[1] ∗ w[1] ∗ exp(−xi[1] ∗ w[1] ∗ t1) ∗ (A[1] ∗ sin(p[1] ∗ t1) + B[1] ∗
cos(p[1] ∗ t1)) + p[1] ∗ exp(−xi[1] ∗w[1] ∗ t1) ∗ (A[1] ∗ cos(p[1] ∗ t1)−B[1] ∗ sin(p[1] ∗
t1)) + omega ∗ (C[1] ∗ cos(omega ∗ t1)− P [1] ∗ sin(omega ∗ t1))− v1;
> C[2] := ((w[2]2 − omega2) ∗ Y ∗ omega2 ∗ cos(phi)− 2 ∗ xi[2] ∗ Y ∗ omega3 ∗
w[2] ∗ sin(phi))/((w[2]2 − omega2)2 + (2 ∗ xi[2] ∗ omega ∗ w[2])2);
> P [2] := ((w[2]2 − omega2) ∗ Y ∗ omega2 ∗ sin(phi) + 2 ∗ xi[2] ∗ Y ∗ omega3 ∗
w[2] ∗ cos(phi))/((w[2]2 − omega2)2 + (2 ∗ xi[2] ∗ omega ∗ w[2])2);
> C[1] := ((w[1]2 − omega2) ∗ Y ∗ omega2 ∗ cos(phi)− 2 ∗ xi[1] ∗ Y ∗ omega3 ∗
w[1] ∗ sin(phi))/((w[1]2 − omega2)2 + (2 ∗ xi[1] ∗ omega ∗ w[1])2);
> P [1] := ((w[1]2 − omega2) ∗ Y ∗ omega2 ∗ sin(phi) + 2 ∗ xi[1] ∗ Y ∗ omega3 ∗
w[1] ∗ cos(phi))/((w[1]2 − omega2)2 + (2 ∗ xi[1] ∗ omega ∗ w[1])2);
> B[2] := 1− P [2]− w[3]2/w[2]2;
> A[2] := (v2 + xi[2] ∗ w[2] ∗B[2]− C[2] ∗ omega)/p[2];
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> A[1] := exp(xi[1]∗w[1]∗Pi/omega)∗(cos(p[1]∗Pi/omega)∗xi[1]∗w[1]∗P [1]−
cos(p[1] ∗Pi/omega) ∗ xi[1] ∗w[1] + cos(p[1] ∗Pi/omega) ∗C[1] ∗ omega− cos(p[1] ∗
Pi/omega)∗v2+P [1]∗p[1]∗sin(p[1]∗Pi/omega)−p[1]∗sin(p[1]∗Pi/omega))/p[1];
> B[1] := −exp(xi[1] ∗w[1] ∗Pi/omega) ∗ (xi[1] ∗w[1] ∗ sin(p[1] ∗Pi/omega) ∗
P [1] − xi[1] ∗ w[1] ∗ sin(p[1] ∗ Pi/omega) − p[1] ∗ cos(p[1] ∗ Pi/omega) ∗ P [1] +
p[1] ∗ cos(p[1] ∗ Pi/omega) + C[1] ∗ omega ∗ sin(p[1] ∗ Pi/omega)− v2 ∗ sin(p[1] ∗
Pi/omega))/p[1];
> p[2] := w[2] ∗ sqrt(1 − xi[2]2); p[1] := w[1] ∗ sqrt(1 − xi[1]2); assign(w[1] =
10, xi[1] = 0.2);w[2] := sqrt(w[1]2 + w[3]2);xi[2] := sqrt(xi[1]2 + xi[3]2);
> assign(w[3] = 40, xi[3] = 0.6);
> assign(Y = 0.5);
> om := [solve(primary − 2 ∗ Y,ww)];
> om1 := evalf(min(abs(om[1]), abs(om[2]), abs(om[3]), abs(om[4])));
> om2 := evalf(max(abs(om[1]), abs(om[2]), abs(om[3]), abs(om[4])));
> Ans := matrix(102, 16, 0) :
> omega := om1;
> dw := (om2− om1) ∗ 1.35/100;
> Ans[101, 1] :=′ i′ : Ans[101, 2] :=′ omega′ : Ans[101, 3] :=′ Amp′ : Ans[101, 4] :=′
t1′ : Ans[101, 5] :=′ alf ′ : Ans[101, 6] :=′ arctan′ : Ans[101, 7] :=′ omega′ :
Ans[101, 8] :=′ Amp′ : Ans[101, 9] :=′ t1′ : Ans[101, 10] :=′ alf ′ : Ans[101, 11] :=′
arctan′ : Ans[101, 12] :=′ omega′ : Ans[101, 13] :=′ Amp′ : Ans[101, 14] :=′ t1′ :
Ans[101, 15] :=′ alf ′ : Ans[101, 16] :=′ arctan′ :
> Ans[102, 1] :=′ 1′ : Ans[102, 2] :=′ 2′ : Ans[102, 3] :=′ 3′ : Ans[102, 4] :=′
4′ : Ans[102, 5] :=′ 5′ : Ans[102, 6] :=′ 6′ : Ans[102, 7] :=′ 7′ : Ans[102, 8] :=′ 8′ :
Ans[102, 9] :=′ 9′ : Ans[102, 10] :=′ 10′ : Ans[102, 11] :=′ 11′ : Ans[102, 12] :=′ 12′ :
Ans[102, 13] :=′ 13′ : Ans[102, 14] :=′ 14′ : Ans[102, 15] :=′ 15′ : Ans[102, 16] :=′
16′ :
> forifrom1to100do
> Ans[i, 1] := i :
> ifi = 1thenomega;
> elseomega := omega+ dw;
> endif ;
> Ans[i, 2] := omega;
> ifi > 3thenalf := (Ans[i− 1, 3]− Ans[i− 2, 3])/dw;
> elsealf := 0 :
> endif ;
> Ans[i, 5] := alf : Ans[i, 6] := evalf(arctan(alf) ∗ 180/P i) :
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> ifalf < −0.10then
> endi1 := i :
> forifrom1to100do
> omega := omega− dw;
> Ans[i, 7] := omega;
> ifi > 3thenalf := (Ans[i− 1, 8]− Ans[i− 2, 8])/dw;
> elsealf := 0 :
> endif ;
> Ans[i, 10] := alf : Ans[i, 11] := evalf(arctan(alf) ∗ 180/P i) :
> ifalf < −0.055then
> endi2 := i :
> forifrom1to100do
> omega := omega+ dw;
> Ans[i, 12] := omega;
> ifi > 3thenalf := (Ans[i− 1, 13]− Ans[i− 2, 13])/dw;
> elsealf := 0 :
> endif ;
> Ans[i, 15] := alf : Ans[i, 16] := evalf(arctan(alf) ∗ 180/P i) :
> fsolve(eq1, eq2, eq3, eq4, phi = −4..4, v1 = −2000..0, v2 = 0..60000, t1 = 0..0.2);
> assign(%);Ans[i, 14] := t1;
> u2 := exp(−xi[2] ∗w[2] ∗ t) ∗ (A[2] ∗ sin(p[2] ∗ t) +B[2] ∗ cos(p[2] ∗ t)) +C[2] ∗
sin(omega ∗ t) + P [2] ∗ cos(omega ∗ t) + w[3]2/w[2]2 :
> u22 := diff(u2, t) :
> tp := fsolve(u22, t = 0..t1);
> assign(t = tp);
> Ans[i, 13] := evalf(u2);
> ifAns[i, 13] < 1.0001thenbreak;
> else;
> endif ;
> unassign(′t′,′ phi′,′ v1′,′ v2′,′ t1′);
> od :
> else;
> endif ;
> ifi = 1thenfsolve(eq1, eq2, eq3, eq4; phi = −4..4, v1 = −2000..0, v2 = 0..60000, t1 =
0.01..0.3);
> elsefsolve(eq1, eq2, eq3, eq4; phi = −4..4, v1 = −2000..0, v2 = 0..600, t1 =
Ans[i− 1, 9]− 0.004..Ans[i− 1, 9] + 0.004); endif ;
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> assign(%);Ans[i, 9] := t1;
> u2 := exp(−xi[2] ∗w[2] ∗ t) ∗ (A[2] ∗ sin(p[2] ∗ t) +B[2] ∗ cos(p[2] ∗ t)) +C[2] ∗
sin(omega ∗ t) + P [2] ∗ cos(omega ∗ t) + w[3]2/w[2]2 :
> u22 := diff(u2, t) :
> tp := fsolve(u22, t = 0..t1);
> assign(t = tp);
> Ans[i, 8] := evalf(u2);
> unassign(′t′,′ phi′,′ v1′,′ v2′,′ t1′);
> od :
> else;
> endif ;
> ifi = 1thenfsolve(eq1, eq2, eq3, eq4; phi = −4..4, v1 = −2000..0, v2 = 0..60000, t1 =
0.01..0.3);
> elsefsolve(eq1, eq2, eq3, eq4; phi = −4..4, v1 = −2000..0, v2 = 0..600, t1 =
Ans[i− 1, 4]− 0.0007..Ans[i− 1, 4] + 0.008); endif ;
> assign(%);Ans[i, 4] := t1;
> u2 := exp(−xi[2] ∗w[2] ∗ t) ∗ (A[2] ∗ sin(p[2] ∗ t) +B[2] ∗ cos(p[2] ∗ t)) +C[2] ∗
sin(omega ∗ t) + P [2] ∗ cos(omega ∗ t) + w[3]2/w[2]2 :
> u22 := diff(u2, t) :
> tp := fsolve(u22, t = 0..t1);
> assign(t = tp);
> ifi = 1thenAns[1, 3] := 1;
> else
> Ans[i, 3] := evalf(u2);
> endif ;
> unassign(′t′,′ phi′,′ v1′,′ v2′,′ t1′);
> od :
> ifAns[i, 3] = 0thenAns[i, 2] := 0; else : endif ;
> rr1 := [[Ans[n, 2], Ans[n, 3]]n = 1..endi1− 1] :
> rr2 := [[Ans[n, 7], Ans[n, 8]]n = 1..endi2− 1] :
> rr3 := [[Ans[n, 12], Ans[n, 13]]n = 1..endi1− 1] :
> qq1 := plot(rr1, x = om1− 1..om2 + 3, y = 0.9..1.3, style = line) :
> qq2 := plot(rr2, x = om1− 1..om2 + 3, y = 0.9..1.3, style = line) :
> qq3 := plot(rr3, x = om1− 1..om2 + 3, y = 0.9..1.3, style = line) :
> qq4 := plot(<< Ans[endi1−1, 2], Ans[1, 7] > | < Ans[endi1−1, 3], Ans[1, 8] >>
, style = line) :
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> qq5 := plot(<< Ans[endi2−1, 7], Ans[1, 12] > | < Ans[endi2−1, 8], Ans[1, 13] >>
, style = line) :
> qq6 := plot([primary, 1], ww = 6..15) :
> display(qq1, qq2, qq3, qq4, qq5, qq6);
The result of running this code is frequency response curve in Figure 2.6.
3.2 Challenges in Numerical Calculations
Development of the program for calculating the frequency response of a vibration
isolator with dual rate spring and damper brings some challenges. In order to present
the challenges and to simplify analysis of the system we reviewed mathematical
model in order to decrease the number of the unknown. We have the same equation
of the system (2.4) and their general solutions (2.8) and (2.9). However, the following
procedure of simplification and transformation was changed.
The coefficients C1, C2, D1 and D2 of the general solutions (2.8) and (2.9)
depend on the forcing function and will be found by collecting the coefficients if
sin(ωt) and cos(ωt) in z1(t) and z2(t)
C1 = Q1 cosφ−Q2 sinφ (3.1)
D1 = −Q2 cosφ−Q1 sinφ (3.2)
C2 = Q3 cosφ−Q4 sinφ (3.3)
D2 = −Q4 cosφ−Q3 sinφ (3.4)
where
Q1 =
(ω21 − ω2)ω2
(ω21 − ω2)2 + (2ξ1ωω1)2
w (3.5)
Q2 =
2ξ1ω
3ω1
(ω21 − ω2)2 + (2ξ1ωω1)2
w (3.6)
Q3 =
(ω22 − ω2)ω2
(ω22 − ω2)2 + (2ξ2ωω2)2
w (3.7)
Q4 =
2ξ2ω
3ω2
(ω22 − ω2)2 + (2ξ2ωω2)2
w (3.8)
Imposing the same eight boundary conditions (2.17) in (2.8) - (2.11) produces
the same eight transcendental equations (2.18) - (2.25) with eight unknowns A2, B2,
A1, B1, t1, ν1, ν2 and φ.
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The parameters B2 and A2 may be found from the equations (2.18) and (2.19):
B2 = 1−D2 − ω
2
3
ω22
(3.9)
A2 =
ν2 + ξ2ω2B2 − C2ω
ωd2
= −Q5 − ξ2
ω2
ω23
ωd2
(3.10)
and the parameters B1 and A1 from the equations (2.24) and (2.25)
B1 = e
ξ1ω1pi
ω (−Q6 sin(ωd1pi
ω
+ (D1 − 1) cos ωd1pi
ω
)) (3.11)
A1 = e
ξ1ω1pi
ω (Q6 cos(
ωd1pi
ω
+ (D1 − 1) sin ωd1pi
ω
)) (3.12)
where
Q5 =
ξ2ω2(D2 − 1) + C2ω − ν2
ωd2
(3.13)
Q6 =
ξ1ω1(D1 − 1) + C1ω − ν2
ωd1
(3.14)
Now, substitution of A1, B1, A2, B2 in the equations (2.20) - (2.23) produces
four equations for ν1, ν2, t1 and φ:
Q7 sin(ωd2t1) +Q8 cos(ωd2t1) + C2 sin(ωt1) +D2 cos(ωt1) +
ω23
ω22
= 1 (3.15)
−Q9 sin(ωd2t1) +Q10 cos(ωd2t1) + ω(C2 cos(ωt1)−D2 sin(ωt1) = ν1 (3.16)
Q11 sin(ωd1t1) +Q12 cos(ωd1t1) + (C1 sin(ωt1) +D1 cos(ωt1) = 1 (3.17)
−Q13 sin(ωd1t1) +Q14 cos(ωd1t1) + ω(C1 cos(ωt1)−D1 sin(ωt1) = ν1 (3.18)
where
Q7 = A2e
−ξ2ω2t1 (3.19)
Q8 = B2e
−ξ2ω2t1 (3.20)
Q9 = e
−ξ2ω2t1(ξ2ω2A2 + ωd2B2) (3.21)
Q10 = e
−ξ2ω2t1(ωd2A2 − ξ2ω2B2) (3.22)
Q11 = A1e
−ξ1ω1t1 (3.23)
Q12 = B1e
−ξ1ω1t1 (3.24)
Q13 = e
−ξ1ω1t1(ξ1ω1A1 + ωd1B1) (3.25)
Q14 = e
−ξ1ω1t1(ωd1A1 + ξ1ω1B1) (3.26)
Eliminating ν1 between equations (3.16) and (3.18) reduces the number of equa-
tions to three to find ν2, t1 and φ.
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Q7 sin(ωd2t1) +Q8 cos(ωd2t1) + C2 sin(ωt1) +D2 cos(ωt1) +
ω23
ω22
= 1 (3.27)
−Q9 sin(ωd2t1) +Q10 cos(ωd2t1) +Q13 sin(ωd1t1−
−Q14 cos(ωd1t1) + ω((C2 − C1) cos(ωt1)− (D2 −D1) sin(ωt1) = 0 (3.28)
Q11 sin(ωd1t1) +Q12 cos(ωd1t1) + (C1 sin(ωt1) +D1 cos(ωt1) = 1 (3.29)
The parameter ν2 is embedded in A2, B1 and A1. Therefore, Q5 to Q7 and
Q9 to Q14 are functions of ν2. Substituting Q11 and Q12 in (3.29)produces a linear
equation of Q6
Q15Q6 +Q16 = Q17 (3.30)
where
Q15 = −eξ1ω1( piω−t1) sin(pi − ωt1
ω
ωd1) (3.31)
Q16 = e
−ξ1ω1t1(C1 sin(ωt1) +D1 cos(ωt1))+
+eξ1ω1(
pi
ω
−t1)(D1 − 1) cos(pi − ωt1
ω
ωd1) (3.32)
Q17 = D1e
pi
ω
ξ1ω1 (3.33)
Q6 is solvable for ν2
ν2 = ωC − 1 + (D1 − 1)ξ1ω1 −Q6ωd1 (3.34)
and therefore, eliminating ν2 in equations (3.27) and (3.28) reduces the number of
transcendental equations to two to determine t1 and φ for a set of given system and
excitation which is easier to analyze and base as support for some observations.
If we were able to solve equations (3.27) – (3.29) analytically, then we could
complete the solutions z2(t) and z1(t). In that case the maximum value of z2(t)
would be the steady state amplitude. To determine the steady state response of the
system, we need to numerically determine the parameters.
The primary suspension’s frequency response is
Z1 =
√
C21 +D
2
1 =
ω2√
(ω21 − ω2)2 + (2ξ1ωω1)2
w (3.35)
and is shown in Figure 3.1 for w = 1. The area above the line Z = 1 indicates
the engagement of the secondary suspension. The curves will approach the line
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Z = w asymptotically. If w < 1, then there would be a frequency span in which
the secondary will engage, and there would be no engagement outside the span. If
w > 1, then the engagement will begin at a frequency and never let go. As a result,
the curves above Z = 1 will change because of the sudden change of stiffness and
damping.
Figure 3.1: The frequency response for Z = U
∆
Without losing generality we may consider a case with simple values, however
the methodology is applied for the other values. We assume
ω1 = 1 (3.36)
and set
w = 0.5 < 1 ξ1 = 0.1 (3.37)
and plot the associated frequency response curve of the primary in Figure 3.2. The
amplitude of the primary will be greater than Z1 = 1 when the excitation frequency
is in the following range.
0.833711 < ω < 1.385012 (3.38)
To express the method and determine a sample of steady state time response,
let us set the secondary suspension parameters as
ω3 =
√
2 ξ3 = 0.1 (3.39)
Substituting the system characteristics we should solve the two equations of
(3.27) and (3.28) t1 and φ. Figure 3.3 illustrates the implicit plot of the equations,
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Figure 3.2: The frequency response of the primary suspension for ω1 = 1, w = 0.5,
ξ1 = 0.1
with a unique solution at
φ = −1.472642 t1 = 1.688157 (3.40)
Employing t1 and φ we calculate
Figure 3.3: The implicit plot of the two transcendental equations (3.28) and (3.29)
as functions of t1 and φ for ω3 =
√
2, ξ3 = 0.1, ω1 = 1, w = 0.5, ξ1 = 0.1
ν1 = −1.154853 ν2 = 1.218401 (3.41)
and determine z2(t) and z1(t) to plot the steady state solution as shown in Figure
3.4.
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Figure 3.4: A sample of the steady response of the system for ω3 =
√
2, ξ3 = 0.1,
ω1 = 1, w = 0.5, ξ1 = 0.1
3.2.1 Multiple solutions
The eight conditions (2.17) are not enough to guarantee a single solution. Depend-
ing on the parameters, we may get multiple possible steady state responses. This
multiplicity is different than the existence of multiple solutions for some values of
frequency in the frequency response of nonlinear vibrating systems. This time nor-
malization has been fulfilled on the basis of excitation frequency (ω/ω1) in order
to have resonance peak at value 1. As an example, let a system with the following
characteristics will be considered:
ω1 = 1, ξ1 = 0.1, ω3 =
√
17, ξ3 = 0.1 (3.42)
and the excitation with
ω = 1, w = 3 (3.43)
Figure 3.5 illustrates the intersection of equations (3.28) and (3.29) for the
possible solutions of t1 and φ.
The intersections provide us with two sets of solutions:
φ = −1.248353, t1 = 0.904969 (3.44)
φ = −1.314128, t1 = 2.229699 (3.45)
The steady response of the system for solution (3.44) is illustrated in Figure
3.6, and for solution (3.45) illustrated in Figure 3.7.
Considering
ω1 = 1, ξ1 = 0.1, ω3 =
√
2, ξ3 = 0.1 (3.46)
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Figure 3.5: The implicit plot of the equations (3.27) and (3.28) for ω = 1, w = 3
and ω1 = 1, ξ1 = 0.1, ω2 =
√
17, ξ2 = 0.1
Figure 3.6: The steady response of the system for φ = −1.248353, t1 = 0.904969
we find the illustration of equations (3.27) and (3.28) as shown in Figure 3.8, with
a unique solution for the t1 and φ.
φ = −0.622698, t1 = 2.620975 (3.47)
The associated steady state response of the system is shown in Figure 3.9.
Comparison of Figures 3.9 and 3.6, 3.7 suggests some open problems to be
solved in the future. It indicates that there would be a periodic bifurcation point in
the interval
√
2 < ω3 <
√
17 for ω1 = 1, ξ1 = 0.1, ξ3 = 0.1, w = 3, ω = 1. Any other
combination may have the same feature as well. Double hitting or multiple hitting
may also happen without violating the imposed boundary conditions. Searching
43 (February 19, 2015)
CHAPTER 3: NUMERICAL CALCULATIONS
Figure 3.7: The steady response of the system for φ = −1.314128, t1 = 2.229699
Figure 3.8: The implicit plot of the equations (3.27) and (3.28) for ω = 1, w = 3
and ω1 = 1, ξ1 = 0.1, ω2 =
√
2, ξ2 = 0.1
only for the responses with single hitting needs more conditions to be introduced.
In case of multiple hitting, such as the one in Figure 3.7, it must be discussed to
clarify of the first or the highest amplitude should be recorded.
Furthermore, when plot of equations (3.27) and (3.28)show two intersections,
one of them must be associated with a stable and the other one associated with
an unstable solution. Based on the nonlinear vibration understanding, the solution
with higher amplitude must be the stable solution, and the lower amplitude be
associated with unstable solution. In case of three possible amplitudes, the middle
one is unstable. However, the stability of the solutions cannot be determined by
analyzing one period of the steady state solutions. It must be done by a stability
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Figure 3.9: The steady response of the system for ω = 1, w = 3 and ω1 = 1,
ξ1 = 0.1, ω2 =
√
2, ξ2 = 0.1
analysis.
3.2.2 Range of Nonlinearity
Although the system is piecewise linear, it shows the behavior of nonlinear systems
because of the sudden change in stiffness and damping. One of the common features
of nonlinear vibrating system is the jump phenomenon. The jump is in general a
harmful phenomenon in real systems and jump avoidance design must be taken
[Jazar et al. 2006]. In the piecewise linear vibrating system the jump may appear
when the secondary suspension is still engaged while the excitation frequency is
beyond the upper limit of the frequency interval of the line Z = 1 intersecting the
frequency response of the primary. As an example, consider a system with
ω1 = 1, ξ1 = 0.1, ω3 =
√
17, ξ3 = 0.1 (3.48)
and the excitation with
ω = 1.4, w = 3 (3.49)
The excitation frequency is higher than upper limit of frequency range at Z = 1.
Therefore, the system should not ever engage with the secondary suspension. We
expect that if such an engagement happens, the system let the secondary suspension
go and settle down on a steady state vibration supported only by the primary sus-
pension. However, Figure 3.10 indicated that there is a possible solution for system
to vibrate on a steady state condition while the secondary suspension engages. The
response is depicted in Figure 3.11.
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Figure 3.10: The implicit plot of the equations (3.27) and (3.28) for ω = 1.4, w = 3
and ω1 = 1, ξ1 = 0.1, ω2 =
√
17, ξ2 = 0.1
Figure 3.11: The steady response of the system for ω = 1, w = 3 and ω1 = 1.4,
ξ1 = 0.1, ω2 =
√
17, ξ2 = 0.1
Theoretically, variation of ω with some small step and solution of equations
(3.27) - (3.29) allow us to calculate the steady state amplitude of the system. In
the case of nonlinear system the highest value of the frequency response for which
a steady state response happens cannot be predicted exactly. The current practical
way is to increase the excitation frequency ω little by little until no solution can
be achieved form equations (3.27) and (3.28). Additionally, we should monitor the
tangent slope of
dZ2
dω
w Z2n − Z2n−1
ωn − ωn−1 (3.50)
The point where the slope is almost vertical the jump will occur. However,
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when the slope gets close to vertical, the sensitivity of the solution to the variation
of ω becomes higher. Therefore, the step size of ω must become finer. One set of
solution of equations (3.27) and (3.28)for different values of ω is shown in Figure
3.12. No solution for ω < 0.8 or ω > 4.8 could be found. At ω = 4.8 the slope of
the frequency response curve is close to vertical
dZ2
dω
w 6.210146− 7.928498
0.1
= −17.184 (3.51)
arctan(−17.184) w −1.5127rad w −86.673◦ (3.52)
Figure 3.12: One set of solution of equations (3.27) and (3.28) for w = 3, ω1 = 1,
ξ1 = 0.1, ω3 =
√
17, ξ3 = 0.1 and varying ω
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CHAPTER 4
Sensitivity Analysis
Sensitivity analysis helps to understand the reaction of the system to parameter
change and optimize the system which has essential importance during designing
steps. Gradual change of parameters of the system and illustration of its response to
that change provides sufficient basis for understanding what value of the parameter
is optimal for the considered system. For the current piecewise linear vibration
isolator these parameters are stiffness and damping of the primary and secondary
suspensions.
It was shown that the best combination of parameters in a general and non-
specific application for linear one degree of freedom suspension system is when
ω = 10 and ξ = 0.4 [Jazar 2008]. As an example of a practical suspension for
automotive application, we use the nominal values of ω = 10 and ξ = 0.2 for which
the frequency response of the system has a crooked shape (see Figure 4.1).
In addition, there was made an assumption that damping value of the primary
suspension does not impact on shape of frequency response’s curve of the system.
In other words, the curve’s distortion from engaging of the nonlinear component has
the same shape for any value of damping of the primary suspension, the difference
is only in scale of those distortions.
4.1 Effect of ω3
The set of Figures 4.2 – 4.7 illustrates that the stiffness ratio of the secondary
suspension ω3 regulates mainly the slope of backbone curve in nonlinear area. Higher
value of ω3 produces more distortion of the curve: it inclines more to the horizontal
axis which in its order represent border of the gap distance ∆ (in this case ∆ = 1)
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Figure 4.1: Frequency response of the primary suspension for the value of damping
ξ = 0.2
and elongates more (although not so significantly as under the changing of the
secondary suspension’s damping ratio ξ3). The range of ω3 subdivided the shape of
the frequency response curve into two sub-domains that represents different behavior
and shape of the curve. At the first sub-domain, when ω3 increases from 0 value up
to about 20 the maximum value of the frequency response curve declines whereas the
inclination of the backbone curve does not occur. For example, when ω3 = 10 the
maximum value of relative amplitude is about 1.08 whereas the maximum relative
amplitude of the linear system (ω3 = 0, ξ3 = 0) is about 1.27. However, the second
sub-domain has place with rise of ω3 from about 20 and higher when the frequency
response curve begins to incline end elongate. The inclination and elongation of the
frequency response curve widens the frequency range of the upper stable zone which
leads to higher possibility of the jump occurrence. For instance, when ξ3 = 0.1 and
ω3 = 30 the frequency range where jump may occur is about 12 .. 18, although
when ω3 = 90 with the same value of ξ3 the range widens to about 12 .. 50. With
the rise of ξ3 this impact of ω3 on widening of the range where jump may happen
becomes less significant.
Taking into account the two sub-domains that reveal different shapes of the
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frequency response curve it is possible to assume that the range of the secondary
suspension’s damping and stiffness ratios where the maximum value of the relative
amplitude has the lowest response is the most appropriate area for designing the
optimal system. This area depends on the combination of values of ξ3 and ω3. From
the investigated range of the damping and stiffness ratios (ξ3 = 0..0.9; ω3 = 0..90)
it can be observed that the transformation zone occurs in the domain of ω3 = 20..40
for ξ3 = 0.2..0.9.
In the analyzed range of the secondary suspension’s stiffness ratio ω3 (0 .. 90)
for the low values of the damping ratio ξ3 with increasing ω3 the maximum amplitude
of the frequency response curve grows as well. However, from xi3 = 0.4 and higher
the maximum amplitude of the frequency response curve declines with the rise of
ω3 which is caused by high distortion of the curve from heavy impact of ω3 and ξ3.
4.2 Effect of ξ3
The set of graphs 4.2 - 4.7 illustrates the frequency response behavior of the piecewise
linear vibration isolator under different values of secondary suspension parameters.
The damping ratio of the secondary suspension (ξ3) with decreasing its value elon-
gates the shape of backbone curve. Therefore, reducing the value of the secondary
suspension’s damping ratio (ξ3) with the fixed value of the stiffness ratio of the
secondary suspension (ω3) leads to increasing the relative amplitude of the system.
For example, for ω3 = 40 the value of relative amplitude rises from about 1.05 when
ξ3 = 0.9 to over 1.5 when ξ3 = 0 which is almost 50% growth. However, this de-
pendence is not consistent for different values of the secondary suspension’s stiffness
ratio. By increasing ω3 the growth of relative amplitude has a bigger scale from
decreasing of ξ3. For instance, for ω3 = 90 the value of relative amplitude increases
from about 1.04 when ξ3 = 0.9 to almost 1.7 when ξ3 = 0. In this case the growth of
relative amplitude is more than 60%. Accordingly, when the value of stiffness ratio
of the secondary suspension is low (less than ω3 = 10), the relative amplitude value
stays comparatively stable under changing the secondary suspension damping ratio.
In addition, the probability that the jump phenomenon can occur grows with
decreasing the value of the secondary suspension damping ratio. Reduction of the
ξ3 value elongates and inclines the system’s frequency response curve to the higher
frequencies (if the components of the systems are set in the way that the secondary
suspension is stiffer). This distortion of the response curve widens the frequency
range of the upper stable zone in nonlinear area thereby the frequency range where
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jump may happen widens as well. For example, when ω3 = 70 and ξ3 = 0.9 the
frequency range of the frequency response’s upper stable zone has domain is about
12 − 14Hz. However, when ξ3 = 0 for the same value of ω3 the domain widens
significantly to 12− 55Hz.
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Figure 4.2: Frequency responses for the system ω1 = 10, xi1 = 0.2, ξ3 = 0 and
various ω3
Figure 4.3: Frequency responses for the system ω1 = 10, xi1 = 0.2, ξ3 = 0.1 and
various ω3
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Figure 4.4: Frequency responses for the system ω1 = 10, xi1 = 0.2, ξ3 = 0.3 and
various ω3
Figure 4.5: Frequency responses for the system ω1 = 10, xi1 = 0.2, ξ3 = 0.5 and
various ω3
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Figure 4.6: Frequency responses for the system ω1 = 10, xi1 = 0.2, ξ3 = 0.7 and
various ω3
Figure 4.7: Frequency responses for the system ω1 = 10, xi1 = 0.2, ξ3 = 0.9 and
various ω3
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CHAPTER 5
Nondimensionalized System
In this chapter a new nondimesionalized model of a vibration isolator with dual rate
spring and damper is adopted. The reason for reconsidering of the system’s model
is that in previous normalizations we reduced number of unknowns on the basis
of amplitude of excitation which gave us scenario that the secondary suspension
engages then amplitude z = 1. Also, the experimental data are available for the
normalization that is discussed in Chapter 2. However, more practical and efficient
is normalization on the basis of gap size because it allows to get rid of the amplitude
in excitation force.
Therefore, the equations of motion for the system shown in Figure 2.1 may also
be written in a nondimensional form:
w′′ + 2ξ1w′ + w = −v′′ + f(w,w′) (5.1)
f(w,w′) =

−2ρξ2w′ − ρ2w + ρ2δ, w > δ
0, |w| < δ
−2ρξ2w′ − ρ2w − ρ2δ, w < −δ
(5.2)
v =
y
Y
= sin(rθ − φ) (5.3)
where,
w = u− v = z
Y
z = x− y u = x
Y
v =
y
Y
δ =
∆
Y
ω21 =
k1
m
ω22 =
k2
m
k1 + k2
m
= ω21 + ω
2
2
2ξ1ω1 =
c1
m
2ξ2ω2 =
c2
m
c1 + c2
m
= 2ξ1ω1 + 2ξ2ω2 (5.4)
57
CHAPTER 5: NONDIMENSIONALIZED SYSTEM
w′ =
dw
dτ
w˙ =
dw
dt
τ = ω1t r =
ω
ω1
ρ =
ω2
ω1
ξ1 < 1 ξ2 < 1
and therefore,
w′′ + 2ξ1w′ + w = r2 sin(rτ − φ) + f(w,w′) (5.5)
We seek the frequency response response of the system (5.1) by developing and
detecting its exact steady state time response.
5.1 Exact Solution
To ensure that the secondary suspension is engaged, we seek a periodic solution of
the system (5.1) with the following initial conditions:
z(0) = ∆ z˙(0) > 0 (5.6)
To set the time axis to begin at this condition, we introduce a phase lag φ in
the excitation function y.
y = Y sin(ωt− φ) (5.7)
We also assume that there is a steady state periodic response with exactly the
same frequency ω as the excitation frequency, that in the first half of the period
passes through z = ∆ with z˙(0) < 0 at a time t = t1, 0 6 t1 6 2pi/ω. Therefore, the
solution will be | z(t) |= ∆ at t = 0, t = t1, t = pi/ω, t = pi/ω + t1 and t = 2pi/ω in
the period starting at t = 0. Let us call the solution in domain z > ∆ and z2(t) and
the solution in domain | z |< ∆ as z2(t) as are shown in Figure 5.1. The continuity
and compatibility of z1(t) and z2(t) need the following conditions:
z2(0) = ∆ z˙2(0) = p2 z2(t1) = ∆ z˙2(t1) = p1
z1(t1) = ∆ z˙1(t1) = p1 z1(
pi
ω
) = −∆ z˙1(pi
ω
) = −p2 (5.8)
p =
dz
dt
(5.9)
Employing the same assumptions, we would have | w(τ) |= δ at τ = 0, τ = τ1,
τ = pi/r, τ = pi/r + τ1 and τ = 2pi/r in the period starting at τ = 0. In the
nondimensional form, we name the solution in domain w > δ as w2(τ) and the
solution in domain | w |< δ as w1(τ) as are shown in Figure 5.2.
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Figure 5.1: A steady state periodic response of the system
Figure 5.2: A steady state periodic response of the system in nondimensional space
The continuity and compatibility of w1(τ) and w2(τ) need the following condi-
tions:
w2(0) = δ w˙2(0) = q2 w2(τ1) = δ w˙2(τ1) = q1
w1(τ1) = δ w˙1(τ1) = q1 w1(
pi
r
) = −δ w˙1(pi
r
) = −q2 (5.10)
q =
dw
dτ
=
1
ω1Y
dz
dt
(5.11)
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Assuming underdamped solutions, w2(τ) and w1(τ) are:
w1(τ) = v(A1 sin(rd1τ) +B1 cos(rd1τ))+
+Q1 sin(rτ − φ) +Q2(cos(rτ − φ) =
= e−ξ1τ (A1 sin(rd1τ) +B1 cos(rd1τ))+
+ C1 sin(rτ) +D1 cos(rτ) (5.12)
rd1 =
√
1− ξ21 (5.13)
w2(τ) = e
−(ξ1+ρξ2)τ (A2 sin(rd2τ) +B2 cos(rd2τ))+
+Q3 sin(rτ − φ) +Q4(cos(rτ − φ) + ρ
2
1 + ρ2
δ =
= e−(ξ1τ+ρξ2)τ (A2 sin(rd2τ) +B2 cos(rd2τ))+
+ C2 sin(rτ) +D1 cos(rτ) +
ρ2
1 + ρ2
δ (5.14)
rd2 =
√
(1 + ρ2)− (ξ1 + ρξ2)2 (5.15)
and therefore,
w˙1(τ) = −ξ1e−ξ1τ (A1 sin(rd1τ) +B1 cos(rd1τ))+
+ rd1e
−ξ1τ (A1 cos(rd1τ)−B1 sin(rd1τ)) + r(C1 cos(rτ)−D1 sin(rτ) (5.16)
w˙2(τ) = −(ξ1 + ρξ2)e−(ξ1+ρξ2)τ (A2 sin(rd2τ) +B2 cos(rd2τ))+
+ rd2e
−(ξ1+ρξ2)τ (A2 cos(rd2τ)−B2 sin(rd2τ)) + r(C2 cos(rτ)−D2 sin(rτ) (5.17)
The coefficients A1, B1, A2, B2 will be found by imposing the initial and com-
patibility conditions (5.10). The coefficients C1, D1, C2, D2 depend on the forcing
function and will be found by collecting the coefficients of sin(rτ) and cos(rτ) in
w1(τ) and w2(τ)
C1 = Q1 cosφ+Q2 sinφ (5.18)
D1 = Q2 cosφ−Q1 sinφ (5.19)
C2 = Q3 cosφ+Q4 sinφ (5.20)
D2 = Q4 cosφ−Q3 sinφ (5.21)
where,
Q1 =
r2(1− r2)
(1− r2)2 + (2ξ1r)2 (5.22)
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Q2 =
−2ξ1r3
(1− r2)2 + (2ξ1r)2 (5.23)
Q3 =
r2(1− r2 + ρ2)
(1 + ρ2 − r2)2 + (2(ξ1 + ρξ2)r)2 (5.24)
Q4 =
−2(ξ1 + ρξ2)r3
(1 + ρ2 − r2)2 + (2(ξ1 + ρξ2)r)2 (5.25)
Imposing the eight boundary conditions (5.10) on equations (5.12) – (5.17)
produces eight transcendental equations with eight unknowns A1, B1, A2, B2, τ1,
q1, q2 and φ:
B2 +D2 =
1
1 + ρ2
δ (5.26)
− (ξ1 + ρξ2)B2 + rd2A2 + rC2 = q2 (5.27)
e−(ξ1+ρξ2)τ1(A2 sin(rd2τ1) +B2 cos(rd2τ1))+
+ C2 sin(rτ1) +D2(cos(rτ1) =
1
1 + ρ2
δ (5.28)
− (ξ1 + ρξ2)e−ξ1+ρξ2)τ1(A2 sin(rd2τ1) +B2 cos(rd2τ1))+
+ rd2e
−(ξ1+ρξ2)τ1(A2 cos(rd2τ1)−B2 sin(rd2τ1)+
+ r(C2 sin(rτ1)−D2(cos(rτ1)) = q1 (5.29)
e−(ξ1τ1(A1 sin(rd1τ1) +B1 cos(rd1τ1)) + C1 sin(rτ1) +D1(cos(rτ1) = δ (5.30)
− ξ1e−ξ1τ1(A1 sin(rd1τ1) +B1 cos(rd1τ1))+
+ rd1e
−(ξ1τ1(A1 cos(rd1τ1)−B1 sin(rd1τ1)+
+ r(C1 cos(rτ1)−D1(sin(rτ1)) = q1 (5.31)
e−ξ1
pi
r (A1 sin(rd1
pi
r
) +B1 cos(rd1
pi
r
))−D1 = −δ (5.32)
− ξ1e−ξ1 pir (A1 sin(rd1
pi
r
) +B1 cos(rd1
pi
r
))+
+ rd1e
−ξ1 pir (A1 cos(rd1
pi
r
)−B1 sin(rd1
pi
r
))− C1r = −q2 (5.33)
The eight unknowns A1, B1, A2, B2, τ1, q1, q2 and φ can be found for a set
of given system and excitation by solving the following two transcendental coupled
equations for τ1 and φ.
For a given system parameters and a given excitation function, the value of the
parameters Q1, Q2, Q3, Q4 are known. Having Q1, Q2, Q3, Q4, the coefficients C1,
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D1, C2, D2 are only functions of the phase angle φ. The parameters A2 and B2 may
be found from the equations (5.26) and (5.27):
A2 =
q2 − rC2 +B2(ξ1 + ρξ2)
rd2
= Q5 − 1
rd2
δρ2
1 + ρ2
(ξ1 + ρξ2) (5.34)
B2 =
1
1 + ρ2
δ −D2 (5.35)
and the parameters A1 and B1 from the equations (5.32) and (5.33)
A1 = e
ξ1
pi
r (−Q6 cos(rd1pi
r
) + (D1 − δ) sin(rd1pi
r
)) (5.36)
B1 = e
ξ1
pi
r (Q6 sin(
rd1pi
r
) + (D1 − δ) cos(rd1pi
r
)) (5.37)
where,
Q5 =
(δ −D2)(ξ1 + ρξ2)− C2r + q2
rd2
(5.38)
Q6 =
(δ −D1)ξ1 − C1r + q2
rd1
(5.39)
Now substitution of A1, B1, A2 and B2 in (5.28) – (5.31) produces four equations
for q1, q2, τ1 and φ
(Q7 sin(rd2τ1) +Q8 cos(rd2τ1)) + C2 sin(rτ1) +D2(cos(rτ1) =
1
1 + ρ2
δ (5.40)
−Q9 sin(rd2τ1) +Q10 cos(rd2τ1) + r(C2 cos(rτ1)−D2 sin(rτ1)) = q1 (5.41)
Q11 sin(rd1τ1) +Q12 cos(rd1τ1) + C1 sin(rτ1) +D1 cos(rτ1) = δ (5.42)
−Q13 sin(rd1τ1) +Q14 cos(rd1τ1) + r(C1 cos(rτ1) +D1 sin(rτ1)) = q2 (5.43)
where,
Q7 = A2e
−(ξ1+ρξ2)τ1 (5.44)
Q8 = B2e
−(ξ1+ρξ2)τ1 (5.45)
Q9 = e
−(ξ1+ρξ2)τ1((ξ1 + ρξ2)A2 + rd2B2) (5.46)
Q10 = e
−(ξ1+ρξ2)τ1(rd2A2 − (ξ1 + ρξ2)B2) (5.47)
Q11 = A1e
−ξ1τ1 (5.48)
Q12 = B1e
−ξ1τ1 (5.49)
Q13 = e
−ξ1τ1(ξ1A1 + rd1B1) (5.50)
Q14 = e
−ξ1τ1(rd1A1 − ξ1B1) (5.51)
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The parameter q1 can be eliminated between equations (5.41) and (5.43) by
w˙1(τ1) = w˙2(τ1) (5.52)
to reduce the number of equations to three to find q2, τ1 and φ.
(Q7 sin(rd2τ1) +Q8 cos(rd2τ1)) + C2 sin(rτ1) +D2(cos(rτ1) =
1
1 + ρ2
δ (5.53)
−Q9 sin(rd2τ1) +Q10 cos(rd2τ1) +Q13 sin(rd1τ1)−Q14 cos(rd1τ1)+
+ r(C2 cos(rτ1)−D2 sin(rτ1)) = q1 (5.54)
Q11 sin(rd1τ1) +Q12 cos(rd1τ1) + C1 sin(rτ1) +D1 cos(rτ1) = δ (5.55)
The parameter q2 is eliminated in A1, B1 and A2. Therefore, Q5 to Q7 and Q9
to Q14 are functions of q2. Substituting Q11 and Q12 in equation (5.55) produces a
linear equation of Q6
Q15Q6 +Q16 = δ (5.56)
therefore,
Q6 =
δ −Q16
Q15
(5.57)
where
Q15 = e
(pi
r
−τ1)ξ1 sin(
pi
r
τ1)rd1 (5.58)
−Q16 = e(pir−τ1)ξ1(C1 sin(rτ1) +D1 cos(rτ1))+
+ e(
pi
r
−τ1)ξ1(D1 − δ) cos(pi
r
− τ1)rd1 (5.59)
Q6 is solvable for q2
q2 = rC1 + (D1 − δ)ξ1 −Q6rd1 = rC1 + (D1 − δ)ξ1 −
δ −Q16
Q15
rd1 (5.60)
and therefore, eliminating q2 in equations (5.53) and (5.54) reduces the number of
transcendental equations to two to determine t1 and φ for a set of given system and
excitation.
(Q7 sin(rd2τ1) +Q8 cos(rd2τ1)) + C2 sin(rτ1) +D2(cos(rτ1) =
1
1 + ρ2
δ (5.61)
−Q9 sin(rd2τ1) +Q10 cos(rd2τ1 +Q13 sin(rd1τ1)−Q14 cos(rd1τ1)+
+ r((C2 − C1) cos(rτ1)− (D2 −D1) sin(rτ1)) = 0 (5.62)
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5.2 Steady-State Time Response
The primary suspension’s frequency response is
Z1 =
√
C21 +D
2
1 =
r2√
(1− r2)2 + (2ξ1r)2
(5.63)
The peak value of Z1 is Zp
Zp =
1
2
√
ξ21 − ξ41
(5.64)
that happens at
rp =
1√
1− 2ξ21
(5.65)
While δ < Zp, there is a frequency span in which the secondary suspension
engages. No engagement is expected outside the frequency span. If δ > 1, then the
engagement will begin after a frequency and never ends.
Without loosing generality we may assume
ω1 = 1 (5.66)
and set
δ = 1 ξ1 = 0.1 (5.67)
and plot the associated frequency response curve of the primary in Figure 5.3. The
amplitude of the primary will greater than Z1 = δ when the excitation frequency is
r > 0.714286 (5.68)
To express the method and determine a sample of steady state time response,
let us set the secondary suspension parameters as
ω2 = 2 ξ2 = 0.1 (5.69)
Substituting the system characteristics we should solve the two equations of
(5.61) and (5.62) t1 and φ. Figure 5.4 illustrates the implicit plot of the equations,
with a unique solution at
φ = −0.485671 t1 = 1.383068 (5.70)
Employing t1 and φ we calculate
q1 = −0.734530 q2 = 0.902019 (5.71)
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Figure 5.3: The frequency response curve of the primary for ω1 = 1, δ = 1, ξ1 = 0.1
and determine w2(t) and w1(t) to plot the steady state solution as shown in Figure
5.5. The steady state response of the system is as shown in Figure 5.6 for
r = 1.4 (5.72)
Therefore, considered example shows efficiency of considering nondimensional-
ized system: the solution of the system is reduced to two transcendental equations.
In addition, the approach allows to obviate the value of amplitude in the excitation
force.
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Figure 5.4: The implicit plot of the two transcendental equations (5.61) and (5.62)
as functions of τ1 and φ for ω2 = 2, ξ2 = 0.1, ω1 = 1, δ = 1, ξ1 = 0.1, r = 1
Figure 5.5: A sample of the steady response of the system for ω2 = 2, ξ2 = 0.1,
ω1 = 1, δ = 1, ξ1 = 0.1, r = 1
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Figure 5.6: A sample of the steady response of the system for ω2 = 2, ξ2 = 0.1,
ω1 = 1, δ = 1, ξ1 = 0.1, r = 1.4
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CHAPTER 6
Conclusion
The piecewise linear vibration isolator that is studied in this thesis has linear be-
havior in some domain of excitation frequency and nonlinear in the other. Current
study allows to receive steady-state time response and frequency response in non-
linear domain with exact method. Analysis of the system has shown some specific
features of the system’s response: two stable zones in nonlinear area and fracture
in frequency response curve in the transition from nonlinear to linear area.
Dynamic systems with a sudden change in any parameters are among highly
nonlinear system with time and frequency responses hard to calculate. Around
1990’s a method has been introduced to calculate the steady state time response
of piecewise linear suspension. The method was based on a set of eight transcen-
dental equations that appeared as a result of imposing eight boundary conditions
to synchronize and make compatible the exact solutions for primary and secondary
suspensions. In the current study the method was extended and applied. It was
shown that the eight equations can systematically be reduced to two transcenden-
tal equations. Having only two equations simplifies many of numerical problems,
narrows down the domain of the possible solutions, reduces the number of multiple
solutions and reduces the calculation time.
Obtaining exact frequency response of piecewise linear vibration isolator asso-
ciates with a few numerical problems. The reducing of the number of independent
transcendental equations to two simplifies many of numerical problems. However,
not all of the problems can be resolved at the moment. The main remained chal-
lenges are: difficulties in determining range of nonlinearity, multiple solutions and
transition from one amplitude/frequency curve to the other (from stable solution to
unstable and vice versa). It is still unclear how to designate the nonlinearity range,
69
CHAPTER 6: CONCLUSION
to calculate the maximum value of frequency for double engagement.
The exact frequency response of the system discovers an interesting behavior
of the secondary suspension. The sensitivity analysis showed that by increasing the
excitation frequency the relative amplitude of the system increases until it fills the
gap. Transition from the linear to nonlinear happens smoothly at this point and
the secondary suspension comes into action soon after relative amplitude tends to
exceed the gap size. On the contrary, when the excitation frequency reduces from
high values and relative amplitude increases until it fills the gap, the secondary
suspension resists to allow any uniform increase in the amplitude. In other words,
the secondary suspension acts as a soft spring when frequency increases, and acts as
a solid stop when frequency decreases. Such behavior makes the multiple possible
amplitude domain wider and therefor, the jump avoidance design more critical.
Also, analysis shows that for each value of ξ3 there is the some domain of ω3 value
where the curve of frequency response changes in a way that stable and unstable
zones disappear and where the jump phenomenon is no longer observed.
As can be seen, the exact solution discovers interesting phenomena in response
of the vibration isolator with dual rate spring and damper. Despite complexity of
the calculations, some of the numerical challenges were overcome. For the future
investigations in the area of piecewise linear system it is important to consider
asymmetric systems. For such systems even an approximate method which could
be regarded as sufficient one for engineering purposes does not exist. Therefore,
investigation in that area looks significant and promising.
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