ABSTRACT Safety and comfortability are important indicators to evaluate the performance of driver assistant systems (ADAS) and intelligent vehicle (IV) systems. Driver identification or driving characteristic learning is needed to achieve the comfortability function for ADAS or IV systems. The effectiveness of driver identification or driving characteristic learning is directly affected by driving characteristic representation method. This paper develops a new concept of the driving fingerprint map to represent driving characteristics. First, the driving scenes are classified using the ensemble learning method. Then, the feature selection method known as conditional mutual information maximization is used to select the representative features for describing driving characteristics. Finally, the sliding time window is applied to generate the driving fingerprint map based on the selected driving features. To verify the performance of the proposed driving fingerprint map method, a real vehicle experiment is conducted to obtain the test dataset. The driver identification results that used the original driving features and the proposed driving fingerprint map based on the deep convolutional neural network, support vector machine, and extreme learning machine are compared. The results show that the driving fingerprint map method can effectively describe driving characteristics.
I. INTRODUCTION
Recently, the advanced driver assistant system (ADAS) [1] and intelligent vehicles systems (IVs) [2] have become a hot issue in the field of intelligent transportation systems (ITS) and have received extensive attention. The function of ADAS and IVs often focus on safe driving by many studies. In fact, ADAS and IVs can be accepted or used by human due to the function of safety and comfortability. For the function of comfortability, it is often ignored by researchers. To provide a better service for the drivers and enhance the acceptability, the ADAS and IVs should take into account the needs of different drivers. Therefore, the driving characteristics or driving behaviors need to be understood by ADASs and IVs.
One of the most important aspects to understand driver behavior is to analyze the driving behavior data such as the driver states, the motions of the vehicle, and so on [3] - [6] . Many studies use vehicle motions information to analyze driving characteristics. For example, GPS data can be used to analyze the probability of dangerous behavior in highway [7] . Acceleration information can well reflect the driving characteristics of drivers when they are driving. Using the accelerometer information, the driving behaviors are divided into normal and aggressive driving [8] . Hallac et al. [9] develop a driver identification method using vehicle motion data which include the velocity, brake pedal, gas pedal, steering wheel angle, and steering wheel velocity. The experimental results show that the average recognition rate is 76.9% under the dataset from two people. With the increase of the number of people, the recognition rate decreased. In addition, the information of gas pedal pressure and brake pedal pressure is often are employed to analyze driving behaviors [10] . The experimental results show that a better recognition rate can be obtained using these types of data.
Based on the kinds of vehicle data, many algorithms are proposed to analyze driving behavior [11] , [12] . For example, an extreme learning machine (ELM) network is used to analyze driving behavior and identify driver [13] . 10 people's driving data were collected in which they completed a simulated driving task and a support vector machine (SVM) is used in the research [14] . The results show that drivers can be identified by longer times when observing the driving behaviors over 2.5 min. Various methods and data sources for driving behavior analyzing and driver classification were listed in [15] . The advantages and disadvantages of various methods are analyzed. A system has been proposed for invehicle driver recognition based on biometric information extracted from electrocardiographic (ECG) signals collected in the hands [16] . Yang et al. [17] propose a novel driver identification method with wearable device to driving behavior analyzing and driver identification with a wearable device. This approach could be used in continuous authentication to offer a greater degree of multilevel protection. They have used the wireless sensor modules to collect driver's behavioral information. The experimental results indicated that the proposed approach was feasible. However, it requires the driver to wear equipment and it has low acceptance. Campo et al. [18] develop a hybrid model based on artificial neural networks (ANN) and feature extraction techniques that are able to analyze and recognize the driving style of different drivers. The results show that the recognition rate reached 84% using the throttle and brake. Fung et al. [19] present a method for identifying individual drivers based on motor vehicle acceleration and deceleration events from their natural driving behaviors. The dataset consisted of thousands of trips from a selection of 14 healthy older drivers. Ly et al. [20] explore the possibility of using the vehicle's inertial sensors from the CAN bus to build a profile of the driver to ultimately provide proper feedback to reduce the number of dangerous car maneuvers. They believe that turning behaviors could reflect a driver's driving behavior better. When they used K-means Clustering and SVM, they obtained good results. López et al. [21] present the structure of an intelligent driver behavior model based on neural networks and uses the following statistical transformations of the driving diagnosis time signals as inputs: steering profiles, pedals uses, speeding and leaving the lane and road. Drivers are divided into two categories: aggressive and moderate. Experimental results show that the intelligent driving diagnosis system is able to analyze driving behaviors and classify different kinds of drivers.
However, the above studies focused on the detection method or classification method. The input of these methods was original data or simple pretreatment, and the method of representation driving characteristics was not studied. The representation method of driver behavior research is meaningful. It will greatly improve classification accuracy. Therefore, a driving fingerprint map is proposed to describe the driving characteristics. First, the driving scenes are classified using the ensemble learning method. Then, the feature selection method, conditional mutual information maximization (CMIM), is used to select the representative features for describing driving characteristics. Finally, the sliding time window is applied to generate the driving fingerprint map based on the selected driving features. The main contributions of this paper are as follows: 1) A visualization method is proposed to describe driving characteristics.
2) A generation method of the driving fingerprints map is proposed for driver identification.
This study is organized as follows. Section 2 describes the proposed methodology. Section 3 provides the experiments. Section 4 presents the results and discussion. The conclusions are provided in the last section.
II. METHODOLOGY
The driving fingerprint map is proposed in this paper to describe the characteristics of driving behaviors. It can be used for driver identification and the individual characteristic analysis of driving behaviors in automatic vehicles. To get the driving fingerprint map, three steps were designed including driving scene classification, feature selection and driving fingerprint map generation algorithm.
A. FEATURE SELECTION METHOD
The metrics (such as entropy, mutual information (MI), and conditional mutual information (CMI)) are widely employed to evaluate feature performance [22] . The entropy that is a fundamental unit of information can be used to describe the uncertainty in the distribution of X, which can be represented as follows:
where x is defined as the possible value assignments of X, and p(x) is the distribution of x. The relationship of two random variables X and Y can be represented by MI, which is formulated as:
where x and y are the possible value assignments of X and Y, respectively. MI is used to denote the amount of information shared by X and Y. MI can be extended to CMI that can measure the conditional dependence between two random variables, given a third. CMI can be described as follows:
In this study, CMIM (conditional mutual information maximization) is used to select the features for the driving fingerprint map. CMIM is a well-known algorithm that can VOLUME 6, 2018 simultaneously measure the class-relevance and intercorrelation of features. CMIM is formulated as:
In this study, CMIM is employed to select the representative features for the driving fingerprint map.
B. DRIVING SCENES CLASSIFICATION ALGORITHM
For a driver, their driving characteristics are different under different driving environments. The driving characteristics not only describe the driving behaviors that reflect individual characteristics, but also the different driving environments should be considered. To reflect the driving characteristics of the driver more comprehensively, different driving environments are selected to describe the driving characteristics of the driver. In this paper, driving scenes are divided into two types, including complex environments and simple environments. The complex driving environment is effected by many factors (such as vehicle, pedestrians, and so on). The simple driving environment is defined such that no vehicles or pedestrians can affect the driving. To identify the different driving environments, the ensemble methods, which are the most popular machine learning algorithms, would be applied. In machine learning, ensemble methods use multiple learning algorithms to obtain better predictive performance than what could be obtained from any of the constituent learning algorithms alone.
The current methods of ensemble learning are divided into two major categories. One is the serial relation between the learning classifiers, and the representing algorithm is boosting. The other is the parallel relation between the learning classifiers. There is little correlation between the learning classifiers. The representative algorithm is bagging and the random forest. Boosting involves incrementally building an ensemble by training each new model. Bagging involves having each model in the ensemble vote with equal weight.
Bagging is a very basic ensemble learning method, which can enhance the effect of classifiers. Through the T weak classifier, we can get a strong classifier. The strong classifier obtained by the L time classification is equal to the expectation of the L time estimation.
The following is the difference between real y and each weak classifier:
In this study, the bagging algorithm is used to identify the driving scenes.
C. DRIVING FINGERPRINT MAP GENERATION ALGORITHM
The time window is important to describe driving characteristics [23] . The change in driving characteristics is considered a driving feature. Fixed-length temporal windows are used in the static sliding window. Each window position produces a segment that is applied to isolate data for later processing. Two parameters (the window length d and shift s) are used to describe the time window. An example of sliding windows is shown in Figure 1 . The parameters of time window are selected in terms of the classification results of driver identification based on the deep convolutional neural network (DCNN). As shown in Figure 2 , the DCNN is connected by C (convolution layer), S (subsampling layer) and (fully connected layer).
The convolution layer is used to extract features. Here, X i is the feature graph of layer i, b i is a bias vector and ⊗ represents the convolution operation.
The pool layer compresses the input feature graph and simplifies the network's computing complexity. Subsampling (x) represents the pool function. X i and X i−1 represent layer i and layer i-1, respectively. The modeling architecture is shown in Figure 2 and is summarized as follows.
1. Each class-independent region proposal from the previous step is warped to a 64 × 64 image as the input. 2. The warped input is filtered with 20 kernels of size 5×5 with a stride of 1 pixel in C 1 . This is followed by max pooling in a 4 × 4 grid S 2 . 3. Convolve the output of the fourth layer with 50 kernels in C 3 , and then apply spatial max pooling in a 2 × 2 pixel grid in S 4 . 4. The last two layers are fully connected layers of 1800 dimensions from the last layer in F 6 as the output.
In the proposed driving fingerprint map generation algorithm, the first step is identified driving scenes using the bagging method. The driving scenes can be collected from the frontal laser scanner and camera. The driving scenes are classified into two types. Then, the CMIM method is applied to select the representative features from a wide variety of vehicle data. The wide variety of data can be collected by various sensors including audio and video recordings, CAN-bus signals, gas pedal and brake pedal sensor recordings, and an inertial measurement unit (IMU) with XYZ accelerometers and measures of rotation rates (pitch, roll and yaw). Finally, the sliding window method is used to generate the driving fingerprint map based on the selected features.
The process of the driving fingerprint map generation algorithm is shown in Algorithm 1.
Algorithm 1 Driving Fingerprint Map Generation Algorithm
(1) Driving scene classification using ensemble learning based on driving environment data. 
III. EXPERIMENTS
To perform our method, the different datasets were collected using real vehicle tests. A total of 25 participants were recruited. In the real vehicle experiment, their ages ranged from 22 to 57 years old (Mean = 34.2, SD = 6.2). On average, they had 7.2 years of driving experience, ranging from 2 to 18 years. In the vehicle driving simulator experiment, their ages ranged from 23 to 31 years old (Mean = 26.4, SD = 2.2). On average, they had 3.2 years driving experience, ranging from 2 to 7 years. In this experiment, the participants are required naturalistic driving. There are no ethics problems.
To ensure the safety of the driver, before the real vehicle test, the driver would be introduced to the basic course of the experiment. Before driving, the driver was asked to adjust the vehicle for the experiment. When driving on the road, the driver must obey the traffic rules. As shown in Figure 3 , the real vehicle experiment system mainly provides the support and bedding for data collection. To collect as much driving data as possible, the real test system was equipped with a multichannel camera, intelligent driver assistant system (IDAS), Mobileye system, inertial navigation, biofeedback system, smart phone and other equipment. A camera was used to monitor the state of the driver and the vehicle in real time. The test vehicle was equipped with three cameras, which were used to monitor the driver's facial expression, the driver's operations and the traffic environment on the front. The CAN system was developed by the German VECTOR company. The system mainly included the CAN equipment and data analysis system. Through the system, we could obtain the real-time vehicle speed, accelerator pedal depth, brake pedal depth, turn signal and other information. A high-precision inertial navigation system could be used to obtain the vehicle's position, speed, acceleration, heading angle, pitch angle, roll angle, angular velocity and other information. The experimental route is shown in Figure 4 . It had various kinds of driving environments, including urban roads, ring roads, high speed roads and so on. The city roads section consisted of two or three lanes in each direction and had a complicated traffic environment. There were many pedestrians, vehicles, and other disturbances that were always in the field of vision. Since there were also a variety of sound disturbances, drivers should have been more focused.
The high speed roads consisted of more lanes and allowed for faster driving of vehicles. They had simpler driving conditions, fewer cars, no pedestrians and no other disturbances. That is why we chose this route. We wanted to assess the VOLUME 6, 2018 driver's driving features in different driving environments and to collect all kinds of data that were as complete as possible.
To ensure the smooth progress of the experiment and the validity of the experimental data, an experimental assistant was present in the vehicle while the driver was driving on the road during the experiment. In the process of driving, the experimental assistant tried not to disturb the driver and to ensure the normal operation of the equipment. All they had to do was to give the route to the driver any time and ensure that the driver did not violate any traffic rules. In the experiment, the types of driving data collected are shown in Table 1 . 
IV. RESULTS AND DISCUSSIONS
In the real vehicle test, the distance from the objective (vehicles, pedestrians, etc.) could be obtained based on the radar and camera, and the skewing value of the lane was also obtained using the camera and Mobileye. The information of the objective and lane could be used in driving scene classification. The driving scenes were divided into two classes. In this study, the bagging algorithm was used to classify the driving scenes. The adaboost and random forest were used as comparative methods. The brief introduction of adaboost and the random forest algorithm was as follows.
Adaboost is a machine learning meta-algorithm. It can be used in conjunction with many other types of learning algorithms to improve performance. AdaBoost is adaptive in the sense that the misplaced sample by the former basic classifier can be strengthened, and the weighted samples can be used to train the next basic classifier again. Moreover, a new weak classifier is added to each round until a predetermined small enough error rate is reached or the maximum number of iterations that is specified is achieved.
Random forest is an ensemble learning method for classification, regression and other tasks that operates by constructing a multitude of decision trees at the training time and outputs the class that is the mode of the classes (classification) or the mean prediction (regression) of the individual trees. The random forest is mainly used to solve the large errors and over fitting problems that may arise in single decision trees. The method of this algorithm is to combine multiple decision trees with the combination to reduce the inaccurate judgment of a single decision tree. Specifically, random forest is a random way to build a forest. Random forests consist of many decision trees, but there is no correlation between each decision tree. When the forest is obtained, each decision tree in the forest is judged separately to see which category is chosen most, and the sample is predicted for that category.
In this study, 1050 training data of driving scenes and 500 testing data were used to verify the classification performance of the bagging algorithm. The results of driving scenes' classification are shown in Figure 5 . Therefore, the bagging algorithm can be used to classify the driving scenes. Based on the vehicle sensors, 15 types of data could be obtained. We used the CMIM method to find the representative features for driver identification. The results of feature selection are shown in Table 2 .
According to CMIM, the distance to the lane, acceleration (X axis) and yaw rate were considered the most representative features. Therefore, the three features were used to construct the driving fingerprint map.
To describe the driving behavior of a driver as clearly as possible on the driving fingerprint map, the time window of the collected data is important. According to the statistical results, the time of the different driving behaviors ranged from 5.1 to 18.2 seconds. The average of the different driving behaviors ranged from 5.2 to 9.6 seconds (see Table 3 ). Based on the time used for the driving behavior, the sliding windows were set from 1 second to 19 seconds. Based on the DCNN, the optimization time window could be obtained. According to the results, the accuracy of driver identification can achieve 93.5% when 3 seconds and 1 second were set as the length and the shift of the time window, respectively. Based on the driving fingerprint map generation algorithm, the driving fingerprint map can be obtained. Figure 6 shows the driving fingerprint maps of two different drivers. The data were normalizes from 0 to 1 (from red to white in Figure 6 ).
You can get some information about the drivers directly from the driving fingerprint map. The no. 1 driver's driving fingerprint map looks darker and the no. 2 driver's driving fingerprint map looks lighter. This means that the no. 1 driver is more cautious. In the right driving fingerprint map, the rightmost side has some points that are not white, which means that the driver has some driving behaviors that exceeded the set range. To verify this result, we asked the experimental assistant that was present about the drivers. From the record, the no. 2 driver was a radical driver and had some speeding behaviors. The results are the same between experimental assistant record of driver's characteristics and the driving fingerprint map. We can get some information about drivers from the driving fingerprint map in Figure 7 . The main advantage of Figure 6 is to process data, but it is not clear enough on the visualization. Therefore, we choose some other ways to illustrate the driving fingerprint map. Figure 7 shows the different forms of the driving fingerprint map. We used three different models to show the driving fingerprint map. We can see the difference in the two people in the three different models in Figure 7 .
As shown in Figure 8 , Figure (a) to Figure ( f) are the same people at different times. We can see that although they show different driving behavior data, at the end, the driving fingerprint map has a very similar visual effect on the calculation results.
Considering the various visual representation methods of driving behaviors, we used the form of a 3D surface figure to express the characteristics of drivers. As shown in Figure 9 , the driver behavior data were divided into different colors from black to red, which represent the driver behaviors from conservative to radical. The driving fingerprint map can show drivers' driving characteristics through the different colors and values. To verify the performance of the driving fingerprint map for driving identification, the original driving feature and the proposed driving fingerprint map based on the deep convolutional neural network (DCNN), support vector machine (SVM) and extreme learning machine (ELM) are compared. According to the holdout method [24] , 70% of each driver's data is used for training, and 30% of data is used as a testing. The brief introduction to the SVM and ELM is as follows.
SVM: In machine learning, the support vector machine (SVM) is a supervised learning model with associated learning algorithms that analyze data used for classification and regression analysis. When given a set of samples containing a positive sample and a negative sample, the purpose of the SVM is to find a hyperplane to divide the sample. The new examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall.
ELM: It is a new fast and direct learning algorithm for classification and feature learning. It consists of a single hidden-layer feedforward neural network. The weights and biases that link the inputs with the neurons in the hidden layer are random numbers, so they are independent of the target application. In most cases, the output weights of the hidden nodes are usually learned in a single step, which essentially amounts to learning a linear model. The results are shown in Figure 10 . We use original feature and driving fingerprint map to identify drivers based on different classification methods, respectively. According to the results, we can know that the driving fingerprint map method can effectively describe the driving characteristics to identify the driver.
V. CONCLUSIONS
This paper proposes a novel driving characteristic representation method, the driving fingerprint map, for driver identification. In the proposed method, the driving scenes are first classified using the ensemble learning method. The CMIM is applied to select the representative features for describing driving characteristics. Then, the sliding time window is applied to generate the driving fingerprint map based on the selected driving features. To verify the performance of the proposed driving fingerprint map method, real vehicle experiments are conducted to obtain the test dataset. According to the CMIM, the distance to the lane, acceleration (X axis) and yaw rate are applied to construct the driving fingerprint map. Based on the DCNN, the optimization time window can be obtained. According to the results, 3 seconds and 1 second are set as the length and shift of time window, respectively. The driver identification results that use original driving features and the proposed driving fingerprint map based on the deep convolutional neural network (DCNN), support vector machine (SVM) and extreme learning machine (ELM) are compared. The results show that the driving fingerprint map method can effectively describe the driving characteristics in order to identify drivers. In the future, the dataset of the driving fingerprint map will be built for different driving styles. 
