For the design of flexible assembly systems an iterative approach seems advisable. Such an approach would require the evaluation of several alternative designs. Therefore it is necessary that individual designs can be evaluated very efficiently. In this paper it is argued that extended shortest queue models can play an important role in designing flexible assembly systems. Consequently, it would be essential to have efficient methods to evaluate shortest queue models. The paper presents a new approach for shortest queue models and shows how this approach can be used for several variants. The approach uses mixtures of product forms as approximative solutions for the equilibrium distribution of the Markov chain. Although no rigorous proofs are presented in this paper, it is indicated that the exact solution can be approximated deliberately good in this way with the particular property that the approach also generates upper and lower bounds.
IntrOduction
The modelling and design of flexible assembly systems has many aspects. In this paper we will treat one of these aspects, namely the use of queueing models of a shortest queue type. The motivation for our efforts on shortest queue problems consists of two different parts. The first part is that the design of flexible assembly systems is usually a highly iterative procedure which works best if prospective designs can be evaluated easily and efficiently. Only then, the design process can be structured as a search procedure.
The second part of the motivation is the observation that in several cases an essential part of the design can be modelled as a queueing problem which is strongly related to the classical shortest queue problem as introduced by Haight in [14] . Usually, however, the models are related to the shortest queue model, but in fact also much more complicated.
The relation between the shortest queue problem and the modelling and design of flexible assembly systems will be worked out a little bit in the next section. In the present section a little bit more will be said about the shortest queue problem and our way of solving it.
In its simplest and classical formulation the shortest queue model consists of two identical and exponential servers with a Poisson instream of one type of customers. Incoming customers join the server with the shortest queue. In case both queue lengths are equal, an incoming customer selects between both servers with equal probabilities.
For this model the main analystical results have been published by Kingman [16] , Flatto and McKean [11] , Cohen and Boxma [9] and Fayolle and Iasnogorodski [10] . The basis of the analysis is always the two-dimensional random walk performed by the couple of queue lengths. Kingman gives a generating function for the equilibrium probabilities of this random walk and derives some of its properties. This analysis is refined in [11] . In [9] and [10] it is shown that the evaluation of the random walk can be reduced to the evaluation of a Riemann-Hilbert boundary value problem. None of these approaches leads to an explicit solution or to efficient numerical procedures. Nevertheless, particularly the generating function approach gives a lot of insight in the structure and the asymptotics of the equilibrium distribution.
Our approach is different by nature, but the results are related to the results of the generating function approach and, actually, extend these results considerably. For the simplest form of the shortest queue problem our approach has been described extensively in [2] , but in section 3 of the present paper we will give a short outline of the idea and the results. As said before, we need an efficient numerical procedure and, indeed, that is our main result. In section 4 it will be demonstrated that our approach can be extended to several related problems and section 5 gives conclusions and some comments.
Why shortest queue models?
In this paper we understand by "designing a flexible assembly system" all activities which lead to the specification of a working system. That means it comprises on the highest level the selection of the machine configuration of workstations and also the internal transport system. On a lower level it may comprise the allocation of tools and components to machines. On a still lower 'level it may comprise the exact location of tools and components. Then it may comprise the clustering and routing of products and finally the detailed execution of the assembly operations.
A typical structure which is encountered in several types of situations is the one depicted in figure 1. fig. 1 : A typical production structure. M I, M2, M3 denote machines which treat the job type A, B, C.
Each machine treats a restricted set ofjobs only.
As an example one might think of a machine for the mounting of electronic components on printed circuit boards. For a detailed technical description of such machines the reader is referred to the paper of Zijm in this volume [20] . In this structure there is an incoming jobstream with several (usually many) types of jobs for a set of machines. Each machine can handle a restricted set of jobs and each incoming job joins one of the feasible machine queues according to some routing procedure.
This structure may occur if one is interested in the selection of machines (types and numbers), but also if one is interested in the allocation of tools and parts to be assembled. Quite often the allocation of tools and parts determines which jobs can be handled by which machines. Further decision aspects may be the releasing of jobs and the routing.
One of the most relevant routings seems to be:
Join the feasible machine which promises the shortest delay.
Or, simpler, if operations on different job types are of the same order of magnitude:
Join the feasible machine with the shonest queue.
This observation leads to the conclusion that we should be able to evaluate very efficiently models which contain in some way the features mentioned above.
A simple model containing these features is the following (compare fig. 2 
):
N types of jobs enter a system according to independent Poisson streams. The system consists of M identĩ cal exponential servers, each being able to treat a subset of the jobtypes. Jobs join the queue of the feasible machine with the shortest queue. In case of equally short queue lengths, ties are broken with equal probabilities. Moreover, one should be aware of the fact that the number of product types might be substantial.
If one really wants to be able to evaluate realistic models efficiently with a reasonable accurateness, then one should definitely be able to evaluate the simple model of fig. 2 very efficiently and very accurately.
Impired by the argument of this section we have tried in the years 1987-1988 to develop heuristic evaluation methods for the model of fig. 2 . For an example of such a method we refer to [1] . However, the results were not fully successful In fact we did not succeed in developing a heuristic which was both very efficient and very accurate.
On the other hand our numerical experiments showed some nice features which made us believe that a satisfactory evaluation method should be feasible.
Therefore, we came to the conclusion that we should understand the process better and we decided to try to obtain that better understanding by considering a further simplified process. By restricting ourselves to one job type only and to two severs we arrived at the classical shortest queue model which has been mentioned in the introduction.
The next section is devoted to our efforts with respect to the classical shortest queue model.
The classical shortest queue model
Let us start the evaluation of the shortest queue model by introducing some notation (see fig. 3 ). For convenience, we suppose that one type of jobs arrives in a Poisson stream with intensity 2p (O<p<I) at a system of two identical exponential servers with service rate 1. An incoming job joins the server with the shortest queue. Ties are solved by chosing each server with probability~. The natural state space for describing the behaviour of this system is the set of 2-tuples (m, n) with m. n =0, I, 2, ... , where m and n denote the queuelengths of the first and second server respectively. A job in service is also counted as being in queue. In the states (m, n) the system performs a continuoustime Markov chain. In most states it behaves in fact as a random walk.
We are interested primarily in the equilibrium probabilities Pm,n. By symmetry we easily see that Pm,n =Pn,m .
It will be clear that for the process particularly the difference of the queue lengths and therefore we introduce the new state definition (m, r) with r 5n -m. a=p2 .
Indeed, for p =.5 we found empirically a =.25. In order to make a guess for~. we have to consider the equilibrium equations.
We formulate the equilibrium equations for r~0 by considering for each state the rate of entrances and leavings. In the formulation below, we have eliminated qm, 0 from equations (2)- (4).
(1) (4) .l2...
Moreover we have the defining equations:
pqo.o =qO,1
In order to be an asymptotic solution, Krfl~2 has to satisfy (1). Inserting Krfl~r into (I) and dividing by K rfl-1~r -l gives the following condition:
Lemma: For K rflW to satisfy the equation (1) for m~1, r~2, it is necessary that ex and~satisfy (7) 2(p + I)~= 2p~2 + ex~2 + a?-.
If we insert ex =p2 in (7), then we get for~: (8) 2p(p + l)~= 2~2 + p~2 + p3 2 leading to~=p or ..E:..
. +p
The solution ex =p2, P=P is exactly the solution for two independent M 1M II-queues, each with utilization p, and therefore, not very likely.
Hence we choose as solution This asymptotic solution is a procluctform solution and it is also clear it does not fit completely. If we consider the set of equations (1)-(4), then we see that the asymptotic solution satisfies (1) , but also (2).
Therefore a~~p (p+l)
In table 3 the quality of this third asymptotic solution is depicted and, indeed, it nearly fits the exact solution.
Indeed, this approach of alternately compensating the current asymptotic solution in order to satisfy (2) and (3) respectively can be generalized easily and leads to a series of product forms.
In fact we can rigorously prove 00 (9) qm.r = c-
i=O where the series is alternating and absolutely convergent. Moreover, the di' Ci, ai and Pi have several nice (asymptotic) properties.
With regard to their values we can compute them recursively. e ratIos e ratIos~--------- Oi+l-i3j
Ctj-~i
Moreover, for the nonnalization constant C we find:
In this way we have constructed an approximation method which is very efficient and also very accurate.
Moreover, the alternation and monotonicity properties also provide upper-and lowerbounds in each step.
Discussion: The approach as outlined in this section has been worked out in detail in [2] . However, not all the results are new. In fact, Kingman [16] and Flatto and McKean [ll] have analysed the generating function for the equilibrium probabilities. They show that the generating function is memomorphic.
Then, it can be show by decomposition into partial fractions that the equilibrium probabilities can be written as infinite sum of productforms. However, the actual decomposition is cumbersome and in fact only the first two terms had been found.
There are other publications on numerical analysis of the classical shortest queue problem. Most of those studies deal with the evaluation of approximating models. In [2] we give a short overview of these efforts. Probably the best other approach is based on a power series method to calculate the stationary queue length distribution for fairly general multidimensional exponential queueing systems. This method has been developed by Hooghiemstra etal in [15] and applied on the shortest queue problem by Blanc in [7] and [8] . The theoretical basis of this method, however, is still not understood and it does not provide upper-and lowerbounds or any other quality characteristic other than practical experience.
Extensions
In section 2 it was argued that shortest queue type models have some relevance for the design of flexible assembly systems. It has also been argued that it should be helpful if a wide variety of models could be evaluated very efficiently. In section 3 an outline has been given of a method that provides an elegant, accurate, and efficient evaluation of the shortest queue problem. The remaining questions regard the possibility of extension to practically more relevant models. Or, if that is not possible, the possibilities l<? pase heuristics on the approach.
It is not clear at the moment how far the approach can be extended, however, there is some experience already in this direction. This section will be devoted to the experience so far with efforts to extend the approach to related models.
Au Unequal routing probabilities in case of a draw
We first consider a minor change in the model of section 3, namely, the equal probabilities for joining both queues in case of equal queue length are replaced by q and 1 -q for the m-and the n-queue respectively.
This problem is not symmetric any more. However, its non-symmetry is rather weak, therefore, a symmetrization operation might help.
Define:
These qm,r satisfy the equilibrium equations (1)- (6) and qm,-r = c-
for m~0, r~1 .
For r =0 similar results are obtained. For the tit and di again simple recursive expressions have been obtained.
All nice numerical properties are maintained in this case.
II. Unequal service rates
An essentially more complicated case is the case with unequal service rates for both servers. For convenience we suppose that the service rates are 11 and 12 respectively with 11, ' Y2 > 0 and 11 + 12 = 2. Again q is the probability of sending a job to the first queue in case of equal queue length. Now the equilibrium probabilities loose the symmetry property completely. Essentially, we could do the analysis of section 3 (or better: of extension A) for the regions r > 0 and r < 0 separately. However, the remaining problem is how to fit them on the line r = O. Therefore, the iterative compensation for both regions should be executed simultaneously, fitting them on r =O.
The sketched procedure has been worked out in detail in [3] . We just mention here that the generation procedure of section 3, which has the structure is replaced by a generation procedure with the form of a binary tree as depicted in fig. 4 .
In both regions of the state space the solution is an infinite sum of product forms each based on its own a and~from the tree. For a detailed description of the results and for rigorous proofs the reader is referred to [3] . fig. 4 : The parameter tree for the asymmetric shortest queue problem.
The resulting numerical procedure has the same nice properties as in the symmetric case.
For this model no other analytical results are available than those of [3] . Also the number of numerical approaches is rather restricted. We might mention here a paper of Grassmann ([13] ) and a paper by Rao and Posner ( [18] ), both based on approximating models.
c. Shortest queue routing with jockeying
A simple extension of the previous models is obtained if one allows the job to jump to the other queue if that one is essentially shorter. In the model this is worked out by saying that as soon as
In-m I >N
for some given number N, then a job jumps from the longer to the shorter queue.
This model has been proposed by Gertsbakh in [12] as an approximation for the classical shortest queue model of section 3.
The jockeying model has a much simpler state space than the original model, since r only varies between -NandN.
It appears that the first productfonn already satisfies the equilibrium equations for all states with max em, n} > N. So for those states no compensation is needed at the boundaries. If one chooses this product fonn for those "larger" states, the remaining finite set of equilibrium equations can be solved exactly.
This works since the larger states can only be reached from the smaller states via one state viz. (N, N) .
Therefore PN.N =qN.O may be used as a nonnalization parameter.
For an extensive treatment of this model the reader is referred to [4] , where it is also shown that the resulting procedure may be viewed as a matrix-geometric type of procedure as advocated by Neuts (see e.g. [17] ). Actually, Gertsbakh's approach is also of the matrix-geometric type, however, his results are less explicit and his procedure less efficient The reason for this difference is a difference in the partitioning of the state space: Gertsbakh's partitioning is based on the lines min(n, m} =constant and our's on max {n, m} =constant.
Our procedure solves the jockeying model exactly and very efficiently.
D. Erlangian servers
One of the main weak points in the models so far from a practical point of view is the use of exponential service time distributions.
If one supposes an l-Erlang distribution for the service time in both servers, than an arriving job may be considered as being equivalent to I subjobs each requiring a negative-exponentially distributed service time.
Let us suppose that an incoming job joins the queue with the lowest number of subjobs. Now the system can be characterized by the state (m, n) where m and n denote the numbers of subjobs for the first and second server respectively.
For the resulting Markov chain the equilibrium equations can be derived as in section 3.
In [5] it is shown that, indeed, the same approach may be used for this model. Although the analysis is rather delicate, the resulting numerical procedure is again efficient and accurate.
It may be noted here that the model is quite close to the model of group arrivals. The analysis of the latter model is simpler however, at least if arriving jobs are supposed to join the shortest queue subsequently.
Conclusions and comments
The preceding two sections show that the compensation method, as introduced in [2] for the classical shortest queue problem is very promising as a method for a much wider class of shortest queue type problems. Typical for the method in its present state is that on one hand the analysis requires a lot of skill but on the other hand the resulting procedures are simple, fast and accurate.
It is very likely that the method can be extended further. A first step could be to replace the Erlang distributions for the service times by finite mixtures of Erlang distributions with the same scale parameter. The procedure can definitely be extended to that case and that would mean that the approach can be applied for general service time distributions (compare Schassberger [19] ).
The essential step would be the introduction of the job-dependent parallel structure as depicted in section 2 Empirically, these models exhibit similar features as those depicted in table 1 for the classical shortest queue problem. Therefore, it is quite likely that the approach can be extended in the direction mentioned.
In the sections 3 and 4, the emphasis lies on the computation of the equilibrium probabilities of the con- Again, in these series the terms are alternating and monotonously decreasing in absolute value. Hence, the partial sums can be computed with known· accuracy in the same way as the equilibrium probabilities themselves.
For higher moments and other characteristics the results are comparable. Even for the higher moments, the number of terms of the sum to be taken into account to reach a certain accuracy is surprisingly low.
