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INTRODUCTION
The study of interfacial phenomena has always constituted an integral part of con-
densed matter physics and materials science. Indeed, most properties of real ma-
terials depend crucially on the presence of imperfections, such as bulk vacancies,
dislocations, surface roughness, etc. which derive from the non-equilibrium condi-
tions under which the material has formed [1, 2]. In the last century, the increasing
interest in systems with considerable surface to volume ratio, such as for instance
devices at the nanoscale, has attracted scientists from different fields, from physics
to chemistry, biology, or engineering [3]. This is due to the great amount of tech-
nological applications of such systems to a wide variety of situations. Moreover,
the improvement of production and characterization techniques for the growth of
surfaces at micro and nano-scale, such as Molecular Beam Epitaxy, or for surface
etching, such as Ion Beam Sputtering , have unveiled unexpected interesting phys-
ical properties of the grown interfaces. From a technological point of view, the
ability to control and predict the effect induced by disorder and the mechanisms
of self-organization that ensue during the growth dynamics is of great interest [4].
For instance, the possibility to control the surface roughness could improve elec-
tric conductivity or the mechanical contact of certain devices, whereas the ability to
control the formation of a pattern could change, for instance, the optical properties
of the material.
Apart from its great technological significance, the study of interfacial phe-
nomena is of a considerable fundamental interest. This is due to the fact that, as
mentioned above, these are typical instances of non-equilibrium systems: the evo-
lution of the surface is driven by a physical or chemical deposition (or etching)
process that frequently prevents relaxation towards equilibrium [5]. Moreover, it is
well known that many interfaces in nature display a statistically self-affine struc-
ture [6], implying irregularities at all length scales that cannot be treated within the
framework of standard methods of mathematical analysis. Since the formation of
these structures occurs spontaneously, with no need to tune any experimental pa-
rameter, such phenomenon is typically referred to as generic scale invariance [7,8].
A quantitative study of such systems is possible due to a powerful set of concepts
borrowed from statistical mechanics, such as scale invariance, multiscaling, mor-
phological instabilities, or pattern formation. An important observation arising in
the study of these systems is that many of their features are universal, meaning that
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such properties do not depend on the microscopic details of the system considered.
The concept of universality has been extensively used in this context, since it en-
ables the use of common tools to describe very diverse physical processes, which
may take place even at length scales separated by many orders of magnitude [9].
In this Thesis we use continuum models of surface growth to study the scal-
ing properties of surfaces evolving under conditions when generic scale invariance
arises. More precisely, we focus our attention on the interplay between generic
scale invariance and two different phenomena: the onset of morphological instabil-
ities and the presence of anisotropic effects.
As for the first problem, we consider a paradigmatic example of an equation
displaying generic scale invariance and morphological instabilities, namely the
noisy Kuramoto-Sivashinsky equation. The asymptotic behavior of this model is
yet to be understood for a two-dimensional substrate. In fact, a controversy exists
regarding which universality class it belongs to. By means of large scale numerical
simulations, we show that such equation in two-dimensional substrates belongs to
the celebrated Kardar-Parisi-Zhang universality class.
Next, we focus on generically scale invariant models whose scaling exponents
are different when measured along different substrate directions. When this hap-
pens, we say that the systems displays strong anisotropy. Despite the ubiquity of
anisotropies in natural systems, relatively little attention has been dedicated to this
phenomenon so far. This is perhaps due to the fact that most of the models stud-
ied in the context of surface dynamics take either an isotropic form, or, even when
the form is completely anisotropic, still display a scaling behavior that does not
change with the direction considered. After introducing a theoretical framework
for the study of strongly anisotropic models, we test it against several anisotropic
equations. Then, we perform a detailed numerical and analytical study of addi-
tional models, with the aim is of finding conditions for strong anisotropy. Our
conclusion is that a rather peculiar form of the equation is required, along with a
dynamics that is conserved. Finally, we present experimental evidence for the oc-
currence of strong anisotropy. We achieve this by considering experimental data
from Ion Beam Sputtering under certain experimental conditions, and by applying
our scaling hypothesis to the morphologies obtained.
The manuscript is divided into six chapters, each one with its own conclusions
section. Lengthy calculations and minor results are collected into appendices. In
the final chapter we summarize our conclusions from a unified perspective, and
outline future research lines that follow naturally from the results of this Thesis.
Let us now briefly explain the content of each one of the other chapters:
• In Chapter 1 we introduce most of the concepts used in the rest of the thesis.
After a brief review on the concept of (generic) scale invariance in equilib-
rium and nonequilibrium systems, we focus our attention on surface growth
models described by Langevin equations. We then define the observables
that quantify the roughening process, and we describe their typical behav-
ior for isotropic systems, which is encoded in the Family-Vicsek Ansatz.
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We then introduce the notion of universality class and the concept of ani-
sotropic scaling (strong anisotropy), and review some of the known results
in this context. Finally, we briefly mention the phenomenon of morpholog-
ical instability and, thus, pattern formation in the context of surface growth
models.
• In Chapter 2 we present the numerical and analytical tools broadly used in
this thesis. Namely, the dynamic renormalization group technique is intro-
duced and discussed, and the numerical scheme used in the integration of
stochastic equations is presented.
• In Chapter 3, we perform a numerical study of the noisy Kuramoto-Sivashin-
sky equation in two space dimensions. In the first part, we introduce the
model and discuss its main properties and relevance; in the second part, we
present the controversy on its universality class. Finally, we describe our
numerical results in detail, and we present solid arguments which prove that
this equation is in the Kardar-Parisi-Zhang universality class. The contents
of this chapter have been published in (1).
• In Chapter 4 we start addressing the problem of the scaling properties of ani-
sotropic equations. We first present an anisotropic scaling Ansatz that gener-
alizes the Family-Vicsek hypothesis, and extends known anisotropic scaling
relations to observables in momentum space. We then test this Ansatz by
performing simulations of two anisotropic equations, a linear one and a non-
linear one, obtaining a good agreement with our theoretical predictions. In
the process, we introduce a whole family of linear models displaying strong
anisotropy. This analysis leads us to the identification of observables that
do not scale as expected because of the finite size and finite lattice spacing
used. The results of this chapter have been published in (2).
• In Chapter 5 we continue the study of anisotropic equations, by exploring
the effect of anisotropic nonlinearities on several well-known models. In
the first part of the chapter, we consider equations with conserved dynam-
ics and non-conserved noise, while in the second part we study an equation
with non-conserved dynamics. In both cases, we present the dynamic renor-
malization group analysis and the results from direct numerical integration
of the equations. We find that strong anisotropy only ensues for conserved
dynamics, and for non-generic parameter conditions. This analysis has been
published in (3).
• In Chapter 6 we apply the anisotropic scaling Ansatz introduced in Chapter 4
to morphologies obtained from Ion Beam Sputtering experiments. After
a brief historical review on this experimental technique and its theoreti-
cal modeling, we consider two experimental sets: one corresponding to
a “clean” experiment in which contamination of the sample is carefully
avoided, and another one where co-deposition of impurities gives rise to
a morphological instability. In both cases we observe the presence of strong
anisotropy and our results compare quite well with theoretical expectations.
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The contents of this chapter have been published in (4).
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1
GENERIC SCALE INVARIANCE AND SURFACE GROWTH
EQUATIONS
It is possible to find many systems in nature that display scale invariance. Exam-
ples are abundant, such as river networks, fault lines, coastlines, blood and pul-
monary vessels, etc. There exist several ways to define scale invariant (or self-
similar) objects. One possibility is to say that such systems do not change if sub-
ject to a rescaling of coordinates, which intuitively corresponds to performing a
“zoom in” or “zoom out” on them. It is also possible to define and construct ob-
jects that are self-similar in a statistical sense. This would mean that the rescaling
mentioned above would produce a different object, whose statistical properties are
nonetheless the same as the original one. One can then distinguish several cases
based on the nature of the rescaling and on the deterministic or statistic nature
of the similarity, and introduce a variety of concepts such as fractals, self-affine
transformations, etc. [5].
In Statistical Physics, the phenomenon of scale invariance has been found to be
typically related to an algebraic (power law) decay of the correlation functions of
the system, which, in turn, corresponds to a diverging correlation length. This im-
plies the lack of a characteristic length (and/or time) scale [10]. On the other hand,
it is also well known that the correlation functions for a wide class of equilibrium
systems actually decay exponentially fast, rather than algebraically, thus implying
that these systems are not scale invariant. However, in the presence of a continuous
phase transition and only at the critical point, the system will also display scale
invariance due to the divergence of the correlation length [9]. Nevertheless, a great
number of natural processes occur far from equilibrium, thus implying that quanti-
ties such as e.g. the temperature, cannot be tuned to their critical values. In fact, in
general such quantities cannot even be defined far from equilibrium. However, also
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for these kind of systems scale invariance seems to be quite ubiquitous. It is then
natural to search for systems displaying scale invariance without parameter tuning.
If this happens, we say that the system displays generic scale invariance [7, 8]. A
more precise definition for this behavior states that a system is generic scale invari-
ant whenever its correlation function presents an algebraic decay in a macroscopic
region of the phase space [11]. Scale-invariant behavior without parameter tuning
immediately suggests Self-Organized Criticality (SOC) systems [12, 13]. Exam-
ples are given by granular systems, such as a pile of rice [14], in which grains are
deposited at times between successive avalanches. These kinds of systems are thus
characterized by an infinite time-scale separation between their characteristic re-
laxation time (through avalanches) and the external driving force (addition of the
next grain). However, in this Thesis we consider systems where this time-scale sep-
aration does not hold, the random driving force acting independently of the state
of the system. This would be the case, for instance, of growth of a thin film by
deposition, where particles are allowed stick to the substrate at any time and place.
In the following, we briefly review how the concept of scale invariance emerges
from the theory of phase transitions and the Ginzburg-Landau formalism, by con-
sidering a paradigmatic example of equilibrium system, the Ising model. Next, we
extend the Ginzburg-Landau theory to non-equilibrium systems, focusing on sur-
face growth equations, and we consider the conditions under which generic scale
invariance occurs. In the remainder of this chapter, we review the most commonly
used tools in the study of surface growth equations, namely the Family-Vicsek
Ansatz and the concept of universality classes. We then consider another phe-
nomenon that is found to occur in the context of surface growth, namely the onset
of instabilities that give rise to the formation of patterns on the surface. In some
sense this situation is opposite to generic scale invariance, since a characteristic
length scale of the system is spontaneously selected.
1.1 Scale invariance in equilibrium systems
The Ising model is an important example of an equilibrium system, which was in-
troduced to describe magnetic systems in a simple fashion. This is one of the sim-
plest models displaying a second order phase transition. Its simplicity, combined
with a rich behavior and a wide range of applications, have made it a paradigm in
the study of complex systems [15, 16]. In fact, it has had an enormous impact not
only in physics, but also in other areas of science, including biology, neuroscience,
economics, or sociology. Here, we focus on a coarse-grained representation of this
discrete model, namely the one given by the well known Ginzburg-Landau-Wilson
(GWL) free energy functional [9],
H[{h(r)}] =
∫
V
dr
[
K
2
(∇h)2 + f(h)−Bh
]
. (1.1)
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The so-called order parameter, h, represents the coarse-grained magnetization of
the system, and B is the external magnetic field. The double-well potential
f(h) =
1
2
ah2 +
1
4
bh4 (1.2)
depends on parameters a and b, which are proportional to the temperature differ-
ence τ = (T −Tc)/Tc, with Tc being the critical temperature. Finally, the parame-
terK is related to the interaction energy between spins [17]. At a given temperature
and neglecting fluctuations, the spatial configuration of the order parameter will be
the one that minimizes the free energy, that is, the one satisfying the equation
δH
δh
= 0. (1.3)
From this starting point, one could address the more complete question of how
the Ising model evolves in time. For instance, it is natural to expect that, starting out
from some initial condition, the order parameter will relax back to its equilibrium
configuration. A common assumption [9] is that this rate of relaxation is propor-
tional to the deviation from equilibrium. This assumption leads to the following
equation for the rate of change of the order parameter,
∂th = −ΓδH
δh
, (1.4)
where Γ is a phenomenological parameter usually called mobility. This equation
is known as the time-dependent Ginzburg-Landau equation. However, it may not
describe correctly the evolution of the system towards the equilibrium state. In fact,
depending on the initial conditions, it may cause h to evolve to a local minimum
ofH, while the equilibrium state should correspond to a global one.
To ensure that the system approaches its global minimum, we need to take into
account the fact that the dynamics of the order parameter is not purely relaxational,
but may exhibit fluctuations due to the microscopic degrees of freedom. These
fluctuations will sometimes cause h to move away from equilibrium during its
time evolution. However, they also prevent the system from being trapped in any
metastable minimum of H that may exist. These fluctuations can be modeled by
introducing a noise term in Eq. (1.4), giving
∂th = −ΓδH
δh
+ η, (1.5)
where η is a Gaussian random function satisfying
〈η(r, t)〉 = 0,
〈η(r, t)η(r′, t′)〉 = 2Dδd(r− r′)δ(t− t′). (1.6)
Equation (1.5) is an example of a stochastic partial differential equation, also
known as a Langevin equation. The constant 2D represents the variance of the
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noise, and it is not difficult to see that, for equilibrium systems, it must be propor-
tional to the temperature [9]. Indeed, it is possible to verify that the choice
D = ΓkBT (1.7)
leads to the correct probability distribution for the order parameter, namely,
P ({h(r)}) = exp
(
−ΓH
D
)
= exp
(
− H
kBT
)
, (1.8)
as the stationary solution of the Fokker-Planck equation associated with the model
defined by Eqs. (1.5)-(1.6).
If we consider the GWL functional for the Ising model (1.1), the evolution of
h reads explicitly
∂th = ΓK∇2h− aΓh− bΓh3 + η, (1.9)
Equation (1.9) is difficult to solve analytically due to its non-linear character. How-
ever, it is possible to study the behavior of averaged quantities in the asymptotic
state (t → ∞), which can provide useful informations about the system. One of
these is the correlation function, defined as
C(r) =
〈
1
Ld
∑
x
h(x+ r)h(x)
〉
, (1.10)
where L and d denote the lateral size and dimension of the substrate, respectively.
The bracket 〈·〉 denotes the average over the distribution of the noise. Another
important observable is the power spectral density (PSD), defined as
S(k, t) = 〈hkh−k〉 (1.11)
where hk(t) is the Fourier transform of the deviation of h with respect to its mean
value h¯,
hk =
1
Ld
∫
Ω
dr e−ik·r[h(r)− h¯], (1.12)
where Ω = [0, L]d and, for a system with periodic boundary conditions,
k = 2pin/L, n = (n1, . . . , nd), with ni ∈ Z. It is not difficult to verify that, sub-
stituting (1.12) into (1.11), one can find a relation between the correlation function
and the PSD, namely,
C(r) =
1
Ld
∑
k
S(k) cos (k · r). (1.13)
The analysis of the correlation function shows that, far away from the critical tem-
perature (τ 6= 0), and for any dimension d ≥ 2, this quantity decays exponen-
tially [9],
C(r) ∼ e−r/ξ
(
ξ
r
) d−1
2
. (1.14)
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In this equation, r = |r|, and ξ is the so-called correlation length of the system,
which is a measure of the distance over which spins are correlated with probability
O(1), thus defining a characteristic length scale in the system.
As the system approaches the critical temperature (τ → 0), the correlation
length diverges, and the correlation function displays a power law behavior,
C(r) ∼ 1
(r/ξ)d+2−η
, (1.15)
where η is the so-called anomalous dimension. The corresponding behavior for the
PSD is
S(k) ∼
( |k|
|k0|
)−(2−η)
, (1.16)
where |k0| is a constant with units of wave vector. The difference between equa-
tions (1.14) and (1.15) lies in the fact that, even if both laws involve the same length
scale ξ, this plays completely different roles in the two equations. In order to un-
derstand this, let us consider two functions, f1 = (r/ξ)α and f2 = exp(r/ξ), and
measure f1 and f2 on fixed intervals centered, e.g., in ξ, 10ξ, and 100ξ. The ratio
of largest to smallest values changes for the exponential law f2, while it remains
unchanged for the power law. Then, by measuring a physical quantity obeying
an exponential law, we can infer at which length scale we are working with re-
spect to ξ, whereas for an observable following a power law, all length scales are
equivalent and, in this sense, no characteristic length scale can be found for the
system. Thus, in Eq. (1.14), ξ sets a physical characteristic length scale, while in
Eq. (1.15), ξ is just a parameter with physical dimensions of length. In this sense,
Eqs. (1.15) and (1.16) are equivalent mathematical expressions of scale invariance
of the system. More details on this analysis can be found in [9, 10, 15].
This is how the concept of scale invariance emerges from the theory of phase
transitions in statistical physics. If we go back to the interpretation of the order pa-
rameter h for the Ising model, then the lack of a characteristic length scale implies
that, at Tc, one cannot find any typical size for the spin clusters. It is important to
stress that for the Ising model, and many more systems which can be described sim-
ilarly, scale invariance is achieved by tuning a parameter to a certain value (in this
case, T = Tc). In this work, as explained in the following section, we will address
systems whose scaling properties do not depend on the choice of any parameter.
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1.1.1 Generic scale invariance in equilibrium
It is quite difficult to find equilibrium systems displaying generic scale
invariance [8]. The reason for this can be seen by considering only the quadratic
part of the function f in Eq. (1.2), obtaining a functional of the form
H[{h}] =
∫
V
dr
[
K
2
(∇h)2 + ah2
]
, (1.17)
which is also known as the “Gaussian approximation” [9] to the full GLW func-
tional. The corresponding Langevin equation is
∂th =
ΓK
2
∇2h− ah+ η, (1.18)
which, being linear, can be solved analytically. The power spectral density in the
long time limit reads
S(k) ∼ 1|k|2 + a, (1.19)
which, in turn, produces an exponential decay for the correlation function, unless
a is set to zero. This shows that a possible way to obtain generic scale invariance
would be to suppress the ah2 term in Eq. (1.17) [or, equivalently, the linear term in
Eq. (1.18)]. This can in principle be achieved in two ways: by invoking a symmetry
of the system, or by considering a conserved dynamics for the order parameter. The
former situation is given for instance by the XY model, where a global rotational
symmetry is present, giving rise to scale invariant behavior at any temperature be-
low the critical one [18]. However, this case is rather different from the situations
we consider in this work, since the order parameter of the XY model is a vector,
rather than a scalar quantity. Another example is given by systems whose order
parameter satisfies a translational symmetry of the type
h(r) −→ h(r) + c, (1.20)
like for instance the interface separating two different phases, for which a term of
the form ah cannot appear in the Langevin equation [7, 8].
As far as conservation laws are concerned, it turns out that such a constraint
may not be sufficient in order to get generic scale invariance in equilibrium. To
illustrate this, let us consider the same functional as in Eq. (1.17). Imposing a
conserved dynamics on the order parameter amounts to writing the corresponding
Ginzburg-Landau equation as
∂th = −∇ · J+ ηc, (1.21)
where ηc is a conserved noise, which means that its variance D will no longer be a
constant, but will depend on the wave vector k. The current J is usually written as
J = ∇µ, (1.22)
µ = −ΓδH
δh
, (1.23)
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with µ being a chemical potential. The equilibrium condition is thus analogous to
the one in Eq. (1.7), but in this case both the noise variance and the mobility depend
on the wave vector, i.e.
D(k) = kBT Γ(k), (1.24)
and the resulting Langevin equation takes the form
∂th = −ΓK
2
∇4h+ aΓ∇2h+ ηc. (1.25)
The PSD will then behave as
S(k) ∼ |k|
2
|k|4 + a|k|2 , (1.26)
and the correlation function will decay exponentially [7, 8], rather than alge-
braically, as happens for the non-conserved case. The difference between the con-
served and non-conserved scenarios lies in the fact that, because of the constraints
imposed by the conservation law, the relaxation of the field is more difficult and
slower in the case of conserved dynamics [19]. In any case, it seems clear that
introducing a conservation law for an equilibrium system does not necessarily lead
to a generically scale invariant behavior.
1.2 Height equations and generic scale invariance
The Ginzburg-Landau theory goes way beyond the Ising model. It can be applied
to a wide variety of systems, provided that we can identify a good order parameter,
and write an appropriate Landau functional H. However, still there are many sys-
tems that display some kind of scaling behavior but for which Eq. (1.5) does not
hold, since it is not possible to write a coarse-grained free energy functional for
them.
A large class of such non-equilibrium systems is provided by growing inter-
faces, like for example the wet-dry interface developing when a fluid flows through
a porous medium, the burned-unburned interface in a forest fire, or the surface that
develops when material is deposited onto a substrate [5]. In these cases, the “order
parameter” h is interpreted as the height of the surface over a substrate. Actually,
growing interfaces do include cases in which a GWL functional exists — such as
e.g. thermal fluctuations of a liquid-vapor interface in a gravity field [19], see be-
low — and other which cannot be described within this framework. Nevertheless,
the dynamics of the latter systems can still be cast into a continuum stochastic dif-
ferential equation for the height field h(r, t) [5,20]. This equation takes the general
form
∂th = −Γ Ξ + η, (1.27)
where Γ is again a mobility, Ξ(r, t, h) is a deterministic function that depends on h
and its spatial derivatives, while η(r, t) is a noise term analogous to the one appear-
ing in (1.5). If growth occurs far from equilibrium, Eq. (1.27) cannot be derived
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from a Landau functional. Then, the deterministic term Ξ has to be obtained di-
rectly from the properties of the system, like its symmetries [5]; alternatively, it
can be derived taking e.g. the continuous limit of atomistic models [21], or else
from phenomenological constitutive laws [22]. Another consequence of far-from-
equilibrium growth is that in such a case the noise amplitude can no longer be
related to the temperature; rather, it models random driving forces that keep the
system out of equilibrium. Note, noise terms characterized by Eq. (1.6) cannot
provide a description for e.g. Self-Organized Criticality (SOC) systems, since the
random driving forces act at all length and time scales, independently of the state
of the system. Descriptions of SOC systems based on Langevin equations with
different noise properties are also available [23], but their analysis is outside the
scope of this Thesis.
We will now address the problem of finding conditions for the occurrence of
generic scale invariance in systems described by Eq. (1.27) [7, 8]. Let us start by
considering a very simple system, namely thermal fluctuations of a liquid-vapor
interface in a gravity field. The field h describes the height of the surface with
respect to the bottom of the container. As it turns out, such a system can indeed
be studied within the GLW formalism. It is not difficult to see [19] that a small
slope expansion of the surface-tension contribution to the energy will give rise to a
gradient-square term in the GLW functional, whereas gravity will contribute with
a h2 term. By performing the functional derivative, one then obtains
Ξ = ah− b∇2h, (1.28)
and the resulting Langevin equation is actually the same as Eq. (1.18), thus giving
rise to an exponential decay for the correlation function C(r). Analogously to the
case presented in Section 1.1.1, the reason for this behavior is the presence of the
linear term ah on the right hand side of the Langevin equation. Due to its interpre-
tation as the gravitational contribution to the energy, this is typically referred to as
a “mass” term, even for systems in which gravity does not play any role. Again,
there are then two ways to suppress this term without tuning any parameter: by in-
voking a symmetry, or imposing local conservation laws. In the following, we will
briefly discuss these possibilities. A third option is also considered, namely equa-
tions with conserved dynamics but non-conserved noise. Generic scale invariance
is established also in the latter case, as explained by heuristic arguments.
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Symmetries
In the context of growing interfaces, the most common symmetry one can invoke
is the translational invariance of the height field under a global shift, like that in
Eq. (1.20). This symmetry implies that Ξ can only depend on spatial derivatives
of h, thus suppressing the linear term ah in Eq. (1.28). It turns out that the only
relevant terms in the renormalization group sense can be written as
∂th = ν∇2h+ λ
2
(∇h)2 + η. (1.29)
Equation (1.29) is the celebrated Kardar-Parisi-Zhang (KPZ) equation, which is
known to produce scale invariant interfaces [24]. Analogously to the case of critical
dynamics in equilibrium, the exponents characterizing the scale invariant behavior
of this model are non-trivial and depend on the dimension of the substrate, provided
it is smaller than the critical dimension dc. However, in this context, the precise
value for dc remains unclear, with dc > 4 quite likely applying [25, 26].
Conservation Laws
Contrary to the equilibrium case, it turns out that imposing conservation laws for
the order parameters does lead to a generically scale invariant behavior for out-
of-equilibrium systems. The only requirement is that the condition (1.24) is not
verified [7], which actually makes explicit the true non-equilibrium nature of the
system.
Conserving systems with non-conserving noise
An important class of models we will be dealing with in the remainder of this
thesis, are those for which the dynamics is conserved but the noise is not, in such a
way that the evolution equation can be written as
∂th = ∇ · J+ η. (1.30)
In such cases, generic scale invariance can be reasonably expected to occur, as
explained by the following heuristic argument [8]. The k = 0 Fourier mode of the
field h executes a random walk described by the equation,
∂thk=0 = ηk=0, (1.31)
implying that S(k = 0, t) ∼ t, which diverges at large times. The assumption that
S(k, t) is continuous near k = 0 then implies that spatial correlations will fall off
more slowly than exponentially, typically giving rise to power laws.
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Figure 1.1: Examples of rough interfaces in experiments and numerical
simulations. Top panel: experiments by Takeuchi et al. [27]. The depicted
interfaces establish between two different phases of a turbulent liquid crys-
tal. Their kinetic roughening properties have been proven to be in the cel-
ebrated Kardar-Parisi-Zhang universality class (see Table 1.1). The left
and right panels show two different geometrical conditions under which
the experiment was performed: circular and planar, respectively. Bottom
panel: three-dimensional (left) and top (right) views of a morphology ob-
tained from numerical simulations of the generalized Hwa-Kardar equation
(see Chapter 5).
1.3 Kinetic Roughening
Starting from an ideally flat interface, under conditions for generic scale invariance,
Eq. (1.27) produces a rough surface. The interplay between fluctuations and the
deterministic part of the equation creates correlations among different points in the
surface, in such a way that the correlation length grows in time until the whole
system is correlated. Then, the system reaches a scale invariant stationary state,
also referred to as saturation. This time evolution of the statistical features of rough
interfaces is also known as kinetic roughening [5]. Examples of rough interfaces
are presented in Figure and 1.1.
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Figure 1.2: Example of power spectral density as a function of k for an
equation of the type (1.27) in logarithmic scale. As time goes by (red to
blue squares), the crossover happens at smaller values of k∗. For long
times (violet squares) the scaling is clear in the whole range of k consid-
ered. This picture has been obtained form a numerical simulation of the
Edwards-Wilkinson equation in two space dimensions. The solid black line
is a guide for the eye with slope −2. Note that, for the EW equation in two
dimensions, α = 0 (see Table 1.1).
1.3.1 The Family-Vicsek Ansatz
Kinetic roughening can be characterized quantitatively by several observables; one
of the most important ones is the power spectral density, defined as in Eq. (1.11).
The typical behavior of the PSD of a rough surface is shown in Figure 1.2. An-
alytically, this behavior can be described by the so-called Family-Vicsek (FV)
Ansatz [5, 28]
S(k, t) = |k|−(2α+d)s1(|k|zt), (1.32)
where
s1(u) =
{
u(2α+d)/z u 1,
const. u 1. (1.33)
Namely, at a given time t, the PSD decays as a power law for large values of |k|,
whereas it is approximately a constant (white noise) for small |k|. The crossover
happens when |k| = |k∗|, setting a correlation length ξ ∼ 1/|k∗| for the system, to
be understood as in Eqs. (1.15) and (1.16). Typically, the value |k∗| gets smaller as
time increases. More precisely, |k∗| ∼ t−1/z , meaning that the correlation length
is growing in time as a power law. At long times, the system will be completely
correlated (saturation) and the PSD will display only a clear power law behavior as
a function of |k|. The exponent α in Eq. (1.32) is called the roughness exponent of
the system, while z is the dynamic exponent. The roughness exponent turns out to
be related to the fractal dimension D of the surface via the relation α = d+ 1−D,
where d is the dimension of the substrate [29], the interface being a so-called self-
affine fractal. A typical behavior for the PSD is shown in Figure 1.2.
There are other important observables which also exhibit scaling behavior in
the context of kinetic roughening. One of them is the height-difference correlation
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function, defined as
G(r, t) =
〈∑
x
[h(x+ r, t)− h(x, t)]2
〉
. (1.34)
By replacing h(x+r, t) and h(x, t) with their representation in terms of the inverse
Fourier transform, it is not difficult to find a relation between G(r, t) and S(k),
G(r, t) =
1
Ld
∑
k
[1− cos(k · r)]S(k, t). (1.35)
Then, plugging the function (1.32) for the power spectral density into Eq. (1.35),
we can obtain a Family-Vicsek Ansatz for G(r, t),
G(r, t) ∼ |r|2αfc(t/|r|z), (1.36)
where
fc(u) =
{
u2β u 1,
const. u 1, (1.37)
and β = α/z is called the growth exponent. At a given time t, this observable will
display a power-law growth with |r| (with exponent 2α) for distances below the
correlation length (|r|  t1/z ), and it then saturates to a certain value Gsat, which
increases with time as t2β .
Another important observable defined in real space is the roughness of the sur-
face,
W (L, t) =
〈[
1
Ld
∑
r
[h(r, t)− h¯(t)]2
]1/2〉
, (1.38)
where h¯(t) is the mean height of at time t. As for the height-difference correlation
function, we can write a relation between W and the PSD,
W 2 =
1
Ld
∑
k6=0
S(k, t). (1.39)
From this relation it is possible to derive the Family-Vicsek Ansatz for the rough-
ness
W (L, t) ∼ Lαf1(t/Lz) ∼ tβf2(L/t1/z), (1.40)
where
f1(u) =
{
uβ u 1,
const. u 1, (1.41)
f2(u) =
{
uα u 1,
const. u 1. (1.42)
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Figure 1.3: Example of roughness as a function of time for an equa-
tion of type (1.27). At relatively short times, the roughness grows in time
as a power law with exponent β, while at a certain crossover time tx, it
reaches a saturation value. When the system size is increased (red to
black squares), the saturation time and the saturation value also increase
as power laws (see text). The picture has been taken from [5].
Hence, for a fixed system size L, the roughness grows in time as a power law with
exponent β, and then, at a certain crossover time tsat, it saturates to a value Wsat.
The saturation value increases as a power law of L with the roughness exponent α,
whilst the saturation time grows as Lz , with z being the dynamical exponent. A
typical behavior of the roughness of a kinetically roughened interface is shown in
Figure 1.3.
It is worth noticing that the Family-Vicsek Ansatz is usually only valid in cer-
tain regimes, neglecting transients and subdominant effects. Frequently, the growth
exponent is estimated from the power law behavior of the roughness W , whereas
the roughness exponent is obtained from the power spectral density S. In any case,
the consistency of the estimated exponents can be easily checked by means of data
collapses of the W and S curves.
1.3.2 Universality
The set of exponents (α, z) characterizes the behavior of the most important sta-
tistical observables of the system and, thus, the dynamics of the surface. Actually,
growing surfaces can be classified according to the values of these exponents and
their dependence on system dimension, into universality classes. Universality is
an attractive feature in statistical physics. Even if the microscopic processes that
result into a given morphology can be very different, there are many example of
surfaces originated by different mechanisms which display the same critical ex-
ponents. For instance, it has been found that under certain conditions, thin films
grown by Chemical Vapor Deposition (CVD) display the same statistical proper-
ties as the surface of cauliflowers plants [30]. Thus, systems that are separated
by several orders of magnitude in length scales can be described by a common
14 GENERIC SCALE INVARIANCE AND SURFACE GROWTH EQUATIONS
Equation α β z d
EW ∂th = ν∇2h+ η (2− d)/2 (2− d)/4 2
LMBE ∂th = −K∇4h+ η (4− d)/2 (4− d)/8 4
KPZ ∂th = ν∇2h+ (λ/2)(∇h)2 + η 1/2 1/3 3/2 10.39 0.25 1.61 2
cKPZ ∂th = −∇2
[
ν∇2h+ (λ/2)(∇h)2]+ η 1 1/3 3 1
2/3 1/5 10/3 2
Table 1.1: Summary of the most important universality classes for kinetic
roughening systems. Due to their linear nature, the Edwards-Wilkinson
(EW) and Linear Molecular Beam Epitaxy (LMBE) equations can be solved
analytically and the values of the exponents can be calculated for all di-
mensions. For the Kardar-Parisi-Zhang (KPZ) equation, the exponents
can be analytically calculated only for d = 1 [5], while the values shown
for d = 2 result from numerical simulations [31, 32]. For the conserved
KPZ (cKPZ) equation, the values of the exponents shown result from a
one-loop dynamic renormalization group analysis [33]. Small corrections
to these values have been found to appear in a two-loops analysis [34].
model that incorporates only the most important and fundamental phenomena tak-
ing place. The fact that the statistical properties of the surface are the same for
different systems can be thought of as a manifestation of the same governing gen-
eral principles. This occurs in spite of the different detailed physical mechanisms
controlling the dynamics. Moreover, if two or more models are known to belong
to the same universality class, this link between them can be exploited for further
study. For instance, there are cases where a given model can be more efficiently
studied with respect to another one in the same universality class. In the context of
the Kardar-Parisi-Zhang universality class (see below), this happens for example
for the restricted solid-on-solid (RSOS) and the ballistic deposition (BD) models,
the former being easier to study numerically than the latter [5].
Historically, there are four important universality classes for kinetic roughen-
ing systems that will be important in this work: Edwards-Wilkinson (EW), Lin-
ear Molecular Beam Epitaxy (LMBE), Kardar-Parisi-Zhang (KPZ), and conserved
Kardar-Parisi-Zhang (cKPZ). A summary of the corresponding equations and their
exponents as a function of the substrate dimension is given in Table 1.1.
These universality classes, along with many others that are not mentioned here,
have attracted much work in the kinetic roughening field. However, this approach is
not immune to flaws one needs to be aware of. For instance, it has been shown [35]
that it is possible to obtain a continuum range of exponent values. This can be
done in several ways. The most common one is by changing the noise properties,
for example by introducing conserved noise, power-law correlations, or power-law
amplitudes for the fluctuations [36, 37]. Another possibility is to consider long
range effects on the surface, in such a way that the resulting equations are non-
local [38]. In both cases, the scaling exponents will depend continuously on the
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parameters that characterize the noise properties or the decay of the integral ker-
nels for the non-local equations. The existence of a continuum of exponent values
questions the use of the concept of universality classes, in particular from a practi-
cal (experimental) point of view, especially if one is not able to connect the peculiar
properties of the noise or the introduction of nonlocal interactions with actual phys-
ical mechanism that are relevant in the systems studied.
Other problems arising in this context are, for instance, the fact that there could
be accidental or coincidental equalities among exponent sets. This occurs [39] for
the roughness exponents of the KPZ and Edward-Wilkinson equations in one di-
mension, or when comparing the one dimensional LMBE equation with an EW
type equation featuring a diffusion coefficient that is a random variable with a
quenched columnar distribution [40]. In Reference [41] the authors construct a one-
parameter family of models in such a way that, for a certain value of the control-
ling parameter, the model has the same scaling exponents as the one-dimensional
Kardar-Parisi-Zhang equation. Thus, one is lead to think that it belongs to the
KPZ universality class. However, it turns out that the model maintains the same
exponents when increasing the spatial dimension. Since, in principle, universality
classes in this context are defined by the values of the exponents and by their di-
mensional dependence, the proposed model is not in the KPZ universality class.
However, experimental systems are limited to one or two-dimensional surfaces.
Thus, if experimental data are only available for a given spatial dimension (as is
almost always the case), it is not straightforward to assign such a system to a uni-
versality class, and a given choice can lead to an incomplete description of the
system at hand.
In summary, the concept of universality is able to provide a simplified frame-
work in which a great variety of systems can be studied. However, it is important
to keep in mind the limitations of such an approach, especially when comparing
the theory with experimental data.
1.3.3 Universality beyond the scaling exponents
It is well known from the theory of equilibrium critical phenomena that there exist
universal quantities other than the critical exponents. The scaling functions for
systems belonging to the same universality class, for instance, become identical
at the critical point. Other well-known quantities in this context are the so-called
universal amplitudes, typically expressed as a ratio between scaling functions [42].
Under appropriate circumstances, at the critical point these amplitudes are also
shared by systems belonging to the same universality class.
As we have seen in the previous sections, a definition of universality classes
based on the values of the “critical” exponents is also possible for out-of-
equilibrium systems displaying generic scale invariance. Analogously to the equi-
librium case, it would then be interesting to explore the existence of other universal
quantities for such systems. Note, in this case no parameter needs to be tuned to its
critical value.
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Interestingly, many advances in this area have been produced in the context of
the universality class of the Kardar-Parisi-Zhang (KPZ) equation, Eq. (1.29), which
was put forward in 1986 within the framework of stochastic continuum models [24]
(see Table 1.1). Since then, a great number of models have been proved to belong to
this universality class, and a great effort has been put in order to exploit and extend
this connection, beyond the values of the scaling exponents. The greatest advances
so far have been obtained for the one-dimensional case. Note, in Eq. (1.29) the
time evolution of the surface height depends essentially on three factors, namely
• A relaxation mechanism, provided by the linear operator (Laplacian).
• A growth speed that is rotationally invariant, and along the local normal di-
rection of the surface. To lowest nonlinear order in a small-slope expansion,
this is provided by the quadratic nonlinearity.
• An external random driving force.
Examples of physical phenomena modeled by the KPZ equation include turbulent
liquid crystals [43], crystal growth on a thin film [44], bacteria colony growth [45],
paper wetting [46], crack formation [47], and burning fronts [48], to cite a few.
The values of the scaling exponents for the one-dimensional case are presented in
Table 1.1.
Only a few years after the model was introduced, it was found by Krug,
Meakin, and Halpin-Healy [49] that certain universal amplitudes exist for systems
belonging to the KPZ universality class in one dimension. For example, the surface
roughness W for an infinite system size was predicted to be of the form
W 2 = c2
[(
D
ν
)2
|λ|t
]2/3
, (1.43)
with c2 being a universal constant, independent of the specific model parameters;
the exponent 2/3 is exactly 2β (see Table 1.1). Thus, in order to check the univer-
sality hypothesis for a certain model, one needs to compute the surface roughness
W and independently estimate the effective parameters ν, λ, and D. In certain
cases, these can be computed analytically, while for the great majority of models
they have to be estimated numerically [49].
The quantity c2 provides an example of observable that is common to all mod-
els belonging to this universality class. By simple dimensional analysis, one also
expects the rescaled height
h˜ =
[(
D
ν
)2
|λ|t
]−1/3
h, (1.44)
to have a universal distribution. Indeed, many universal properties of this distribu-
tion have been unveiled, such as amplitudes analogous to c2 for the skewness (third
order correlation function) and kurtosis (fourth order correlation function) [20,49].
Since then, the most important results for the universal features of the KPZ
class have been actually obtained for discrete models that were conjectured to
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belong to this class [50]. These results showed unexpected relations with com-
binatorial problems [51] and random matrix theory [52]. Johansson established
a connection between the so-called discrete Total Asymmetric Simple Exclusion
Process (dTASEP), a model which was already known to belong to the KPZ class,
and random matrices [52]. Specifically, the author proved that the asymptotic prob-
ability distribution for the appropriately rescaled flux of particles was given by the
so-called Tracy-Widom (TW) distribution [53], a well-known distribution in the
context of random matrix theory. Pra¨hofer and Spohn then extended this result to a
wider class of models [54, 55]. More precisely, the authors considered the polynu-
clear growth model (PNG), an interacting particle system on the real line. Then,
they mapped this model onto the combinatorial problem of the largest increasing
subsequence of a random permutation ofN integer numbers (also known as Ulam’s
problem), which in turn provides a link to the Tracy-Widom distribution [51]. The
authors were able to confirm this connection for several system geometries. Subse-
quently, the same authors were able to characterize the universal stochastic process
governing the fluctuations for the PNG model [56], whose single-point distribution
is precisely the TW distribution mentioned above.
Interestingly enough, it was not until 2010 that analogous results for KPZ equa-
tion itself were obtained. This is due to the fact that such equation is mathemati-
cally ill-posed due to its nonlinearity. In fact, the function h is assumed to be lo-
cally Brownian and hence, in principle, it does not make sense to square its deriva-
tive [57]. This issue can be solved by means of a Cole-Hopf transform [58], upon
which the KPZ equation turns into a linear equation with multiplicative noise, the
latter being easier to treat mathematically than the former. In 2010, two groups
(independently and in parallel) derived the exact formula for the one-point statis-
tics for the solution to the KPZ equation [59,60] for a wedge-type initial condition,
and proved that this converges, at sufficiently large times, to the Tracy-Widom dis-
tribution. Later on, Calabrese and Le Doussal [61] derived an exact solution for
a flat initial condition. For more details, we refer to the review in [57]. The fact
that the exact solution depends on the geometry of the system and its initial condi-
tions is not surprising. The quantity that does not depend on the initial conditions
is the one-point probability distribution function, given by the TW distribution.
However, this quantity does change for different geometries. More precisely, it
has been shown that, in cases where the height profile is globally curved, such as
growth from a seed or for wedge initial conditions, the corresponding probability
distribution for the fluctuations of h is the same as the one of the largest eigenvalue
of a random matrix in the Gaussian Unitary Ensemble (GUE) [53]. For flat initial
conditions, the random matrices need to be extracted from another set, namely the
Gaussian Orthogonal Ensemble (GOE). However, since both the GUE and GOE
distributions are instances of the TW distribution, its universality is maintained in
this context.
The results mentioned above provide a wide extension of the concept of univer-
sality in surface kinetic roughening. A remarkable example in this sense is given
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by the experiments on turbulent liquid crystals by Takeuchi et al. [62], where one-
dimensional KPZ behavior was assessed for the first time beyond scaling exponents
values. In fact, this result was obtained by comparing also the probability distribu-
tion functions for the fluctuations of the interfaces, both for globally flat and curved
interfaces (see Figure 1.1).
More recent years have witnessed an attempt to extend these results to two-
dimensional systems in the KPZ universality class [63]. So far, no analytical pre-
diction about the form of the probability distribution has been obtained. However,
numerical simulations and experimental data are available, that also provide valu-
able confirmation of the universality of the probability distributions of the fluctua-
tions in this case [64, 65].
As a word of caution, note that there may be cases related with the KPZ univer-
sality class in which a given model departs from it when increasing the substrate
dimension, as it happens for instance for the models in Reference [41]. Issues
of this type may play a role when arguing about the universality class of a given
experimental system.
1.3.4 Anisotropic Surfaces
In the kinetic roughening context, to date most experimental and theoretical work
has been devoted to characterize and understand scaling behavior that is isotropic
in space. This is partly due to the fact that even the most natural anisotropic gener-
alizations of the paradigmatic Kardar-Parisi-Zhang (KPZ) model and its conserved
version, as we will see in more detail later on in this work, turn out to display
isotropic behavior themselves. However, to some extent, this should strike us as un-
expected. Considering the application of kinetic roughening to standard contexts,
like epitaxial growth of thin films [44], or crystal growth from a melt [66], physi-
cal anisotropies are ubiquitous in energetic barriers for surfaces to relax by surface
diffusion or in surface tension effects. Thus, it would be natural to expect the oc-
currence of anisotropic scaling properties in the asymptotic states of such systems.
For instance, for thin films grown by molecular beam epitaxy (MBE) on surfaces
that are vicinal to a high-symmetry orientation, the direction of the average surface
tilt and the average orientation of the ensuing steps play very different physical
roles, frequently leading to anisotropic behavior as for the step bunching and/or
meandering instabilities in Si(001) [67–69]. Even under morphologically stable
MBE growth conditions, as for growth of GaAs films [70, 71], spatial anisotropies
may occur. Still with nanoscopic systems, erosion of thin films by ion-beam sput-
tering (IBS) induces space anisotropies related with the different roles played by
the direction on the target that lies along the projection of the ion beam and the
direction perpendicular to it [72, 73]. Reaching the realm of macroscopic spatially
extended systems, fracture of solids provides still another instance for the occur-
rence of space anisotropies, in this case between the crack propagation and crack
front directions [74]. Another class of systems where spatial anisotropies may oc-
cur is given by geological systems such as mountains, river basins or underwater
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Figure 1.4: Examples of strongly anisotropic surfaces. Upper left panel:
digital elevation map of an area of the Appalachian Plateau, in Northwest
Pennsylvania. Elevations are given in meters. The spatial resolution is 90
m. Upper right panel: digital map of a submarine canyon off the coast of
Oregon. The vertical axis represents the depth z below sea level. The
spatial resolution is 50m. The pictures have been taken from [75]. Bottom
panel: samples grown by molecular beam epitaxy onto a GaAs substrate.
The arrows point along the [1 1¯ 0] crystallographic direction. Left panel:
growth occurs at T = 600◦ on a thermally desorbed substrate. Right panel:
growth at T = 595◦ on a hydrogen etched substrate. The images have
been taken from [71].
canyons (see Figure 1.4), where the eroding activity of the wind or water combines
with a preferred direction for the transport of material, given by the gravity [75].
From a mathematical point of view, the surfaces that occur in these systems are
self-affine fractals (as in the isotropic case) whose fractal dimension depends on
the direction along which it is measured. Thus, for two-dimensional surfaces, we
will define two different roughness exponents αx and αy such that Gx(x) ∼ |x|2αx
for correlations along fixed transects at y = const., and Gy(y) ∼ |y|2αy for cor-
relations along fixed transects at x = const. Note that in general αx 6= αy. These
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relations can be summarized in the following scaling form
G(x, y) ∼ b2αxG(b−1x, b−ζy), (1.45)
where we have ignored the time dependence by performing the rescaling at satu-
ration. In (1.45), b is an arbitrary positive real parameter and ζ is the anisotropy
exponent, that can be related to αx and αy through
ζ =
αx
αy
. (1.46)
The scaling form (1.45) is not unique; in fact we can perform the rescaling along
the y direction, obtaining the equivalent scaling form
G(x, y) ∼ b2αyG(b−1/ζx, b−1y), (1.47)
where again b is arbitrary. Indeed, by setting b = x and b = y in equations (1.45)
and (1.47) respectively, we get the desired scaling behaviors Gx(x) ∼ |x|2αx and
Gy(y) ∼ |y|2αy , while (1.46) is a consequence of the simultaneous occurrence of
(1.45) and (1.47).
The anisotropy exponent ζ is a measure of the degree of anisotropy the system
displays in its asymptotic state. When ζ = 1 we will say that the system presents
weak anisotropy (WA), while for ζ 6= 1, the system displays strong anisotropy
(SA). In the Renormalization Group language, anisotropy is said to be an irrelevant
or a relevant perturbation of the isotropic behavior, respectively [9].
A classical example of an anisotropic equation is the so-called anisotropic
Edwards-Wilkinson equation (aEW) which, in two dimensions, can be written as
∂th = νx∂
2
xh+ νy∂
2
yh+ η, (1.48)
simply accounting for the fact that the relaxation of the surface can occur at differ-
ent scales for different directions. This equation arises in various physical contexts,
like the Bradley-Harper theory for surface erosion by ion beam sputtering [76], or
step dynamics in epitaxy [44]. Equation (1.48) can be solved analytically [77],
giving equal scaling exponents αx and αy, resulting into an anisotropy exponent
ζ = 1. Thus, the aEW equation displays weak anisotropy, which can be interpreted
in the following way: despite the fact that the diffusion coefficients νx and νy act
at different length and time scales for the two directions, the difference between
them is irrelevant in the asymptotic regime. One way to see that is to note that it
is possible to perform a rescaling of the coordinates x and y in such a way that the
equation becomes isotropic, and that the properties of the asymptotic state cannot
depend on the units of length that are chosen.
Equation (1.48) is linear, so that one could think that a strong anisotropic behav-
ior could be induced by an anisotropic non-linear term in the equation. Examples
of the latter type are given by the anisotropic KPZ equation (aKPZ),
∂th = νx∂
2
xh+ νy∂
2
yh+
λx
2
(∂xh)
2 +
λy
2
(∂yh)
2 + η, (1.49)
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and by the conserved anisotropic KPZ equation (aCKPZ),
∂th = −∇2
[
νx∂
2
xh+ νy∂
2
yh+ µ∂xh+
λx
2
(∂xh)
2 +
λy
2
(∂yh)
2
]
+ η. (1.50)
Equation (1.49) is not only important as a generalization of the KPZ equation,
which is a prototypical model for generic scale invariance far from equilibrium
[78]. It also appears in the description of physical phenomena like the growth of
vicinal surfaces [79].
Equation (1.50) is widely used in describing many growing surfaces in the
context of molecular beam epitaxy (MBE), in particular when the deposition occurs
onto a crystal surface that has been miscut with respect to a high symmetry plane.
Equations (1.49), (1.50) cannot be solved analytically, but their asymptotic be-
havior has been studied using Renormalization Group techniques.
For the aKPZ equation, Wolf [79] found different behaviors depending on the
relative signs of λx and λy, namely,
• For λx = λy = 0, Eq. (1.49) reduces to (1.48). It therefore behaves like the
EW equation in two dimensions, see Table 1.1.
• For λxλy < 0, the nonlinear terms are irrelevant, and again Eq. (1.49) be-
haves like the isotropic EW equation in two dimensions;
• For λxλy > 0, the nonlinearities are relevant, but the asymptotic behavior is
isotropic and in the d = 2 KPZ universality class (see table 1.1).
This results can be heuristically interpreted, as in the case of the aEW equation,
in terms of a rescaling of the coordinates x and y. In the case λxλy > 0, such a
rescaling can be performed so that the equation becomes the isotropic KPZ. On the
other hand, when the nonlinearities have opposite signs, a similar rescaling does
not exist, and the anisotropy can in principle have some effect on the asymptotics
of the equation. However, it has been proved that the nonlinear contribution to
the Fokker-Plank equation associated with Eq. (1.49) vanishes when λxλy < 0,
thus implying that the asymptotic probability distribution for the height is the same
as the anisotropic Edwards-Wilkinson equation [80]. Since, as mentioned above,
the latter displays only weak anisotropy, the same conclusion holds for the aKPZ
equation. The existence of solutions for which the nonlinearities cancel is typi-
cally referred to as the presence of cancellation modes. In the context of pattern
formation (see Section 1.4 and Chapter 3), nonlinearities are important since they
provide a smoothing mechanism that counteracts the linear instabilities. However,
if the equation displays a cancellation mode that is unstable, then the nonlinearities
cease to play any role, and small perturbation of a homogeneous configuration will
blow up exponentially [81].
Thus, despite the richer behavior, we have seen that the aKPZ equation exhibits
only weak anisotropy, as for the aEW equation. More recent works [78] showed
that, for the aKPZ equation, anisotropies start to be relevant for d > 2, leading
to rich phenomena that include new universality classes. This fact has also been
verified by Barabasi et al. [82] by calculating the scaling exponents for the Toom
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model. This is a discrete model believed to be described by the aKPZ equation.
Its exponents are very close to those of the isotropic KPZ when the signs of the
non-linearities are the same.
On the other hand, using dynamic renormalization group techniques, Kallabis
showed that the asymptotic behavior of Eq. (1.50) is that of the isotropic conserved
KPZ equation, independently of the relative sign of the nonlinearities [83] .
Thus, it appears that the most studied linear and non-linear anisotropic equa-
tions in the kinetic roughening literature do not display strongly anisotropic be-
havior. This advances the question whether it is possible or not to construct an
equation (linear or not) displaying strong anisotropy in the physical d = 2 case.
Indeed, some examples are available in the literature, but they have not been stud-
ied with much detail. In particular, the anisotropic scaling Ansatz for the PSD or
for the correlation functions have not been verified in numerical simulations. An-
other issue is whether is it possible or not to infer a general criterion to discriminate
equations with strong and weak anisotropy. In Chapter 5 we carry out a detailed
analysis of some anisotropic equations, by extending the scaling Ansatz to other
observables in momentum space and by verifying these hypothesis using analyti-
cal results obtained from Renormalization Group calculations.
1.4 Surface pattern formation
In the previous sections we have seen that generic scale invariance, i.e. the lack of
a characteristic length scale, is quite a typical feature of surfaces subject to growth
by deposition or erosion. However, in the context of surface growth phenomena,
there exist many systems that do not display scale invariance. On the contrary, a
particular length scale can be selected, which gives rise to several possible patterns,
depending on the geometric constraints and the symmetries of the system. Exam-
ples of patterns in nature can span several orders of magnitude in typical length
scales [84], ranging from the shape of galaxies, to the band structure of the atmo-
sphere for some planets (like Jupiter), to dunes and ripples forming in the desert
due to erosion of the wind, to patterns at the nanoscale obtained by various experi-
mental techniques, such as ion beam sputtering (see Figure 1.5).
Mathematically, a pattern arises due to an instability that prevents the system
from relaxing to its equilibrium state. More precisely, a (linear) instability occurs
when small perturbations of the homogeneous state are exponentially amplified
by the dynamics, thus originating a novel state with a well-defined spatial struc-
ture. Interestingly, it turns out that the framework of continuous equations of the
form (1.27) also provides a good description of pattern forming systems in the con-
text of surface growth.
In order to predict the behavior of the system, at least at early stages of the dy-
namics, a so-called linear stability analysis is usually performed. As explained
below, this technique turns out to be a valuable tool in order to classify non-
equilibrium systems regarding their pattern forming properties. For equations of
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Figure 1.5: Examples of pattern formation in Ion Beam Sputtering exper-
iments (see Sections 1.4 and 6.1). Left panel: highly ordered cones on
a GaSb substrate irradiated with 420 eV Ar+ ions at normal incidence.
The picture has been taken from [85]. Central panel: ordered ripple struc-
ture produced by erosion of a silicon target with Kr+ ions at 1200 eV, with
incidence angle θ = 15◦. The arrow indicates the direction of the projec-
tion of the ion beam onto the substrate, while the circle shows a defect in
the ripple structure. The picture has been taken from [86]. Right panel:
short range order combined with long range disorder for a silicon sample
irradiated with 1.2 keV Ar+ ions at normal incidence. The bar represents
831 nm. The picture has been taken from [87]. The left and central panel
are believed to provide examples of a Type I instability, while the right panel
would constitute an instance of a Type II instability (see Section 1.4).
the type (1.27), the quantity of interest in this context is the real part of the disper-
sion relation σk, which appears in the Fourier transform of Eq. (1.27),
∂thk = σkhk +N [h]k + ηk. (1.51)
The quantity N [h]k is the Fourier transform of the nonlinear term of the equation,
while σk is the Fourier transform of its linear operators. This quantity represents
the rate of growth of an oscillatory perturbation to a homogeneous configuration
with wave vector k. The form of Reσk as a function of k and of the other param-
eters in the system, provides us with a great deal of information. For instance, a
local positive maximum of Reσ∗k at k = k
∗ would suggest that the correspond-
ing Fourier mode h∗k will grow faster than all the others, thus selecting a preferred
length scale for the system.
As stated above, a classification of linear instabilities is also available [84],
that interestingly is akin to the statistical mechanics classification for phase transi-
tions. Namely, consider an idealized one-dimensional pattern-forming system, that
depends on a parameter p in such a way that the uniform state becomes linearly
unstable when p exceeds a critical value pc. The classification scheme is based on
whether the maximum of σk passes through zero at a zero or a nonzero value of the
wave number k as the control parameter p is varied, and on whether the instability
is stationary or oscillatory at this point. Thus, linear instabilities can be classified as
belonging to one of two classes that are traditionally referred to as type I and type
II [84]. Each of these types can be further divided into two categories depending on
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Figure 1.6: Growth rate Reσk as a function of k and for three values of p
for the two main types of stationary linear instability. Upper left panel: type
I instability. The value of p when the maximum of Reσk passes through
zero identifies the critical parameter pc and the wave number where this
happens is the critical wave number kc. The band of unstable modes is
given by k−N ≤ k ≤ k+N . Upper right panel: type II instability. Note that
the instability occurs first at p = pc at k = 0 but the wave number for the
maximum growth rate occurs at a value of k that increases for p > pc. The
images have been taken from [84].
whether the imaginary part of the growth rate at onset given by a certain frequency
ωc is zero or not. If it is zero, we call the instability “stationary”, whereas if it is
nonzero, we call the instability “oscillatory”. However, it turns out that stationary
instabilities are the most relevant for the formation of time-independent patterns.
The two main types are illustrated in Figure 1.6.
For a type-I instability, the instability occurs first at a nonzero wave number,
i.e. the quantity σk first becomes positive at a critical wave number kc > 0, so
that the length 2pi/kc sets the characteristic scale of the patterns. For p > pc, the
uniform state is unstable to perturbations with wave vectors in a band between the
neutral stability values, for which Reσk = 0. These transitions are analogous to
discontinuous (first order) phase transitions in that the typical length scale sets in
abruptly at the critical point. Instabilities of this type give rise to morphologies
characterized by well-ordered patterns. Examples can be found in the context of
surface erosion by ion beam sputtering, where it is possible to produce extremely
ordered arrays of quantum dots or ripples (see left and central panels of Figure 1.5).
The qualitative behavior of the dispersion relation in this case is depicted in the left
panel of Figure 1.6. For a type-II instability, the growth rate at k = 0 is always
zero. This is often the case when one of the evolving fields obeys a conservation
law so that the integrated value of the field over all space is constant over time.
Typical curves of σk for p near pc are shown on the right panel of Figure 1.6.
Unlike a type I instability, this behavior implies that the characteristic length of the
pattern diverges as p→ pc, thus reminding of a second order (or continuous) phase
transition for equilibrium systems, for which the correlation length diverges as the
critical temperature is approached. These types of instabilities give rise to patterns
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that typically tend to disorder at large length scales, due to the unstable modes at
low k, see right panel of Figure 1.5.

2
ANALYTICAL AND NUMERICAL TOOLS
In this chapter, we provide an overview of the most important analytical and numer-
ical techniques we will exploit throughout this thesis. We start out by considering
the most important analytical tool we have used, the Dynamic Renormalization
Group (DRG). After a short historical introduction and discussion about other an-
alytical methods, we present an outline of the Forster-Nelson-Stephen procedure,
which we will later on apply to several Langevin equations. We then turn to simu-
lations, and briefly present and discuss the numerical (pseudospectral) method we
have used to integrate all the models we have studied in this thesis.
2.1 Analytical tools: Renormalization group
Although great advances have been made in the search for exact solutions of non-
linear stochastic partial differential equations [61], e.g. for the Kardar-Parisi-Zhang
equation in one spatial dimension, in general it is still beyond the current mathe-
matical possibilities to exactly solve equations with other forms of nonlinearities
and/or in higher dimensions. Moreover, while for linear stochastic equations such
as, for example, the EW or LMBE equations, the values of the scaling exponents
can be readily extracted from a simple rescaling of coordinates and fields [5], in
general this is not the case in the presence of nonlinearities. In the latter, it is a
non-trivial balance between the linear and the non-linear operators occurring in the
equation which controls the asymptotic behavior. Thus, a variety of approxima-
tion methods has been put forward in order to elucidate the interplay among these
terms, and to shed light on the asymptotic behavior of such systems. An example
is given by the so-called mode-coupling theory, where appropriate evolution equa-
tion for the correlation functions are derived, and successively approximated by
27
28 ANALYTICAL AND NUMERICAL TOOLS
various methods. Reference [88] provides a comprehensive review of this method,
while in [89] the authors apply this technique to an equation we also study in this
Thesis, namely the Hwa-Kardar equation. Another possibility is to consider ap-
proximations of the Fokker-Planck equation associated with the Langevin equation
at hand, and then derive equations for the correlation functions. Such a procedure
is usually referred to as self-consistent expansion [90].
Here, we focus on another approach, namely the renormalization group anal-
ysis. This procedure has been used quite successfully in the context of kinetic
roughening, and has played a crucial role in 20th century physics in two apparently
unrelated domains: the theory of fundamental interactions at the microscopic scale
and the theory of continuous macroscopic phase transitions [91, 92]. In the former
framework, it emerged in response to the necessity of renormalization to cancel
infinities that appear in a straightforward interpretation of quantum field theory,
while in the context of statistical physics, a more general procedure based on re-
cursive averaging over short distance degrees of freedom was introduced to explain
the universality properties of continuous phase transitions [9].
Several implementation of this method are available to study out-of-
equilibrium systems. One possibility is to perform the coarse-graining and rescal-
ing procedures (see Section 2.1.1) in real space, analogously to the Kadanoff block-
spin transformation for the Ising model [9]. More details about this procedure are
given in [93, 94] and references therein. However, the most common methods in
this context have been put forward in momentum space. The field-theoretical ap-
proach pioneered by Martin, Siggia, Rose [95], Janssen [96] and de Dominicis [97],
provides a systematic and controlled method for renormalization of stochastic par-
ital differential equations [98], which moreover allows a systematic treatment of
the symmetries of the problem, and can be modified in order to perform approxi-
mations that are non-perturbative [26,99]. The basic idea, borrowed from quantum
field theory [100], is to write the Langevin equations as a field theory formulated
by using path integrals. In principle, this technique allows to write down equations
for the correlation functions, that may be subject to several approximations in order
to extract information on the asymptotic behavior of the system.
In this Thesis, we will use another approach in momentum space, the so-
called dynamic renormalization group (DRG) method, which works directly on the
Fourier-transformed Langevin equation [10], thus avoiding use of field-theoretical
techniques. In the next section we present the Forster-Nelson-Stephen renormal-
ization group scheme [101], which we will use in the remainder of this work in
order to study the asymptotic properties of some anisotropic SPDEs. Originally,
this method was developed in the context of fluctuating hydrodynamics [102] and,
more recently, it has been successfully applied to understand e.g. the multiscale
nature of fluctuating interfaces [21], kinetic roughening in surfaces controlled by
unstable nonlocal interactions [103, 104], or the interplay between noise and mor-
phological instabilities in anisotropic pattern-forming systems [105, 106], to cite a
few examples.
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2.1.1 The Forster-Nelson-Stephen theory
In this work we will address several equations in two spatial dimensions with dif-
ferent forms and number of nonlinearities. The most general way of writing such
equations is in Fourier space, namely
∂thk = σkhk + λxNx[h,∇h]k + λyNy[h,∇h]k + ηk, (2.1)
where k is the wavevector in a two-dimensional Fourier space. The fluctuating term
ηk is the space-Fourier transform of a Gaussian white noise with zero mean and
variance equal to 2D. For the sake of generality, we leave the dispersion relation
σk unspecified. With respect to the nonlinear operators Nx,y, they also remain
generic, except for the fact that they are bilinear products of the height field and
its derivatives - such as e.g. (∂xh)2, h∂xh, etc. - with λx,y being the coupling
constants.
The first step of the DRG procedure consists in identifying the cut-off
wavenumber of the problem Λ = pi/∆x, with ∆x being the lattice spacing in
real space. Then, Eq. (2.1) is time-Fourier transformed as follows,
[−σk − iω]hk,ω = ηk,ω +
y∑
i=x
λi
∫
q∈S
dq
(2pi)2
∫ ∞
−∞
dΩ
2pi
fi(q,k)hq,Ωhk−q,ω−Ω,
(2.2)
where ω is the time frequency and the specific forms of the functions fx,y(q,k)
depend on those of the non-linear terms Nx,y in the equation. S is the region in
momentum space such that both qx and qy are smaller than the cutoff Λ. Frequently,
this square (or hypercubic) region is approximated by a circular (or spherical) one,
so that the condition q ∈ S can be written as |q| < Λ. For simplicity, in the
remainder of this section we will keep this approximation. However, it has to be
noted that the form of S changes when dealing with anisotropic equations, and this
introduces some complications that will be dealt with in Appendix A.
The next step is to split our integration region S into two parts, this separation
being parametrized by a number b = eδl > 1, in such a way that the height and
noise fields are also divided into two disjoint intervals
hk,ω =
{
h<k,ω for 0 < k < Λ/b,
h>k,ω for Λ/b < k < Λ,
(2.3)
ηk,ω =
{
η<k,ω for 0 < k < Λ/b,
η>k,ω for Λ/b < k < Λ,
(2.4)
where k = |k|.
Now, in the FNS scheme we eliminate the high (or fast) modes by solving
the growth equation perturbatively for h>k,ω, and substitute the solution into the
equation for h<k,ω. To do this, we first define the bare propagator G0 as
G0(k, ω) = [−σk − iω]−1, (2.5)
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Figure 2.1: Diagram of the propagator renormalization Σ(k, ω). The ar-
rows with vertical bars represent the bare propagators for fast modes.
so that, when the nonlinearities are set to zero, Eq. (2.2) reduces to
h0k,ω = G0(k, ω)ηk,ω. (2.6)
This is the starting point of a perturbative expansion, parametrized by the nonlin-
earities. For simplicity in the illustration of the procedure, let us consider a single
nonlinearity λ0. Then, the expansion for the fast modes would be
h>k,ω = h
>
0k,ω + λ0h
>
1k,ω + λ
2
0h
>
2k,ω + λ
3
0h
>
3k,ω + · · · . (2.7)
Now we write Eq. (2.2) for the slow modes (and a single nonlinearity),
G−10 (k, ω)h
<
k,ω = η
<
k,ω + λ0
∫
|q|<Λ/b
dq
(2pi)2
∫ ∞
−∞
dΩ
2pi
fi(q,k)
×
[
h<q,Ωh
<
k−q,ω−Ω + 2h
<
q,Ωh
>
k−q,ω−Ω + h
>
q,Ωh
>
k−q,ω−Ω
]
, (2.8)
and replace the height function for fast modes with Eq. (2.7). The resulting equa-
tion is quite complicated, and a diagrammatic expansion is useful. Once the whole
set of diagrams is determined, we can average out the effect of high frequencies
according to the following assumptions:
• The low-frequency components are statistically independent of the high-
frequency components.
• Averages involving h>0 can be evaluated using Eq. (2.6) and the statistics of
the noise η>, as G0 is a deterministic function.
• The noise has zero mean, hence 〈h>0 〉 = 0 and the same result holds for all
averages involving an odd number of h>0 factors.
• We drop terms containing higher order products of h<, such as h<h<h<
because they are irrelevant with respect to h<h< in the hydrodynamic
limit [18, 102].
Once the diagrammatic expansion and the average over high frequencies has
been carried out, Eq. (2.8) becomes
G<(k, ω)−1h<k,ω = η
<
k,ω + λ
<
∫
|q|≤Λ/b
dq
(2pi)2
∫ ∞
−∞
dΩ
2pi
fi(q,k)h
<
q,Ωh
<
k−q,ω−Ω,
(2.9)
which features three renormalized quantities:
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Figure 2.2: Diagram of the noise variance renormalization Φ(k, ω). The
arrows with vertical bars represent the bare propagators for fast modes.
• A renormalized propagator, given by
G<(k, ω) = [−σk − Σ(k, 0)− iω]−1, (2.10)
where Σ(k, 0) is computed from the diagram in Figure 2.1, and allows us
to write a new dispersion relation as a sum of the renormalized parameters.
For instance, suppose that the dispersion relation takes the form
σk = νk
2 −Kk4. (2.11)
Then, Σ(k, 0) can be written as
Σ(k, 0) = Σνk
2 + ΣKk4, (2.12)
and taking into account Eq. (2.10), we can define two renormalized param-
eters
ν< = ν + Σν , (2.13)
K< = K + ΣK. (2.14)
• A renormalized noise variance D<, which is computed starting from the
equation
〈h<k,ωh<−k,−ω〉 = 2DG<(k, ω)G<(−k,−ω), (2.15)
that leads, with a little algebra, to
〈η<k,ωη<k′,ω′〉 = 2[D + Φ(k, 0)](2pi)d+1δk+k′δω+ω′ , (2.16)
where Φ(k, 0) is the diagram that survives the elimination of fast modes,
and is shown in Figure 2.2. The renormalized noise variance will then be
given by
D< = D + Φ(k, 0). (2.17)
• A renormalized nonlinearity λ<, which is computed from the diagrams
shown in Figure 2.3. At first order (one loop) in the series expansion, it
has been shown that, for the type of nonlinearities we will consider in this
work, the contribution of the two diagrams cancels out [104], so that
λ< = λ0. (2.18)
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Figure 2.3: Diagram of the vertex renormalization Γa(k, ω) and Γb(k, ω).
The arrows with vertical bars represent the bare propagators for fast
modes.
This concludes the coarse-graining part of the renormalization procedure.
The next step is to perform a rescaling of the coordinates and fields that re-
stores the value of the wavevector cut-off, which was changed to Λ/b after coarse-
graining, to its bare value Λ. In the isotropic case, such rescaling is given by
real space:

r→ br˜
t→ bz t˜
h→ bαh˜
, Fourier space:

k→ k˜/b
ω → ω˜/bz
h→ bαh˜
, (2.19)
while for anisotropic equations, the rescaling needs also to be anisotropic in the x
and y (or kx and ky) directions. This procedure is applied to Eq. (2.9) and, after
imposing scale invariance and setting b = eδl, we are able to express the change
in the parameters in a differential form. The resulting set of equations is often
referred to as the DRG flow, and is an autonomous dynamical system in which the
independent variable is l. By defining suitable coupling constants, this flow does
not depend explicitly on the critical exponents α and z.
The study of the fixed points and their stability gives insight about the critical
behavior of Eq. (2.1) in the hydrodynamic limit. At the fixed points we can calcu-
late the critical exponents by substituting the values of the coupling constants into
the equations for the parameters. Moreover, the linear stability of each fixed point
gives us information about the true asymptotic behavior displayed by the equation,
and about the crossover scaling it may feature.
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2.2 Numerical tools: Pseudospectral method
Despite the fact that the DRG analysis usually gives valuable insight about the
critical behavior of out-of-equilibrium models, it is very useful to combine such
analysis with numerical simulations to obtain a better understanding of the system.
This is due to the fact that the renormalization group technique requires approxi-
mations and can fail in predicting the correct exponents values. A typical example
is the KPZ equation in two dimensions, in which the fixed point belongs to a strong
coupling regime, thus outside the scope of perturbative techniques [5, 107]. This
makes direct numerical integration an extremely useful tool as a reliable source of
precise values for the critical exponents, as well as for studying the preasymptotic
behavior of a given model, and provide detailed comparison to e.g. experimental
data.
A great number of numerical methods have been proposed for the direct inte-
gration of stochastic PDEs. In most cases a straightforward finite-differences (FD)
method on a lattice does an excellent job and provides highly precise values for
the critical exponents, at least in dimensions of experimental relevance. In this
approach one basically approximates the continuous height field, h, by its values
on the lattice sites, hj , and derivatives by differences between neighboring sites.
However, these methods have been found to present reliability issues in various
cases. For instance, an artifact of FD methods leads in several cases to the ap-
pearance of a morphological instability that is not present in the actual continuum
equation [108,109]. Other problems concern the accuracy of the numerical results,
that strongly depends on the discretization rules that are chosen. For example, Lam
and Shin have shown that a conventional discretization of the KPZ equation in one
spatial dimension leads to effective parameter values for its discretized version, that
are not consistent with the nominal ones [110].
Given the problems mentioned above, several authors proposed variants based
on regularizations of FD [108,109,111], or have tried different numerical schemes.
Spectral methods are a class of techniques which are widely used in fluid mechan-
ics and in applied mathematics to integrate partial differential equations. These
methods work in Fourier space and their strength resides in their exponential con-
vergence for smooth solutions [112]. Let us consider, for simplicity, an equation
of the type (1.27), but without the noise term. Such equation is discrete-Fourier
transformed in space, giving a system of ODEs
∂thk = σkhk +N [h]k, (2.20)
where σk is the linear dispersion relation and the term Nk[h] is the Fourier trans-
form of the nonlinear part. However, Eq. (2.20) is difficult to treat numerically, for
several reasons. One of them is that the nonlinear term is calculated as a convo-
lution over Fourier modes, which is a very costly operation. To avoid this, pseu-
dospectral methods have been introduced. The strength of these techniques resides
in the fact that they compute the linear and stochastic terms in Fourier space, while
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the nonlinear part is computed in real space as a simple multiplication. In the
context of kinetic roughening, such methods were first introduced by Giada, Gi-
acometti, and Rossi [31, 113] for the Kardar-Parisi-Zhang equation. Specifically,
the authors proved that such methods perform even better than the improved dis-
cretization proposed by Lam and Shin [114].
Another problem arising in the numerical integration of Eq. (2.20) is that the
linear term σk can give rise to a stiff system [115]. This means that, due to nu-
merical stability constraints, the time step is forced down to a very small value
even when the variation of the solution is very small. For spectral methods, this
is due to the fact that the time scale for the n−th Fourier mode scales as O(n−m)
for large n, where m is the order of the highest spatial derivative, and thus, ex-
plicit time-stepping techniques require an extremely small time step in order to be
stable. Although implicit schemes with less stringent constraints on the time step
are available, they are costly (or unfeasible) to implement in more than two spatial
dimensions [116]. In Section 2.2.2 we present an algorithm based on the so-called
integrating factor, which is able to overcome the difficulties mentioned above. We
have employed this method for all the models studied in this thesis.
However, many alternative methods are available in this context. One of
the most succesful one is the so called “explicit exponential time differencing”
[116, 117], which consist in multiplying equation (2.20) by an exponential term,
typically e−σkt, and then integrating it over one time step of length ∆t, giving
hk(t+ ∆t) = e
σk∆thk(t) + e
σk∆t
∫ ∆t
0
e−σkτN [h(tn + τ), tn + τ ]dτ. (2.21)
All methods of this kind then approximate the integrand on the right hand side in
different ways, leading to different truncation errors. These approximations allow
to construct generalizations of the most common numerical schemes for ordinary
differential equations, such as Euler’s or Runge-Kutta’s [115]. Recently, implicit
pseudospectral methods, such as predictor-corrector, have been also put forward
for stochastic PDEs [118].
Many other numerical schemes, in real or Fourier space, are available in or-
der to solve stochastic or deterministic PDEs. Kassam and Trefethen [119] give a
summary of the most popular methods for deterministic PDEs, and compare sev-
eral of them, including the pseudospectral one, for the deterministic Kuramoto-
Sivashinsky equation (see Chapter 3). For SPDEs with additive noise like the ones
we will study in this work, we refer to [120] and [121] for a review and a discussion
of several numerical methods in real and Fourier space. In [122], a pseudospectral
method for the Michelson-Sivashinsky equation is compared to a highly accurate
method in real space, giving almost identical results.
In general, pseudospectral methods are found to be numerically more stable
than finite differences. For this reason, less computational effort is needed in order
to reach the hydrodynamic limit of the equations at hand, thus making the esti-
mate of the critical exponents easier. In this work, we will use a pseudospectral
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method with integrating factor, combined with an Euler-type approximation for the
integrand, as explained in Section 2.2.2.
2.2.1 Pseudospectral method: Basic principles
In this section, we illustrate the basic mathematical concepts for the development
of pseudospectral methods. After defining the discrete Fourier transform of a func-
tion, we discuss the treatment of nonlinearities and the elimination of the so-called
aliasing error by means of the zero-padding technique. More details on this analy-
sis can be found in [123].
The forward and backward Fourier transforms of a d-dimensional periodic
function h(r) on a hypercube Ω = [0, L]d can be defined as
hk =
1
Ld/2
∫
Ω
dre−ik·rh(r), (2.22)
h(r) =
1
Ld/2
∞∑
n=−∞
hke
ik·r, (2.23)
or, alternatively,
hk =
1
Ld
∫
Ω
dre−ik·rh(r), (2.24)
h(r) =
∞∑
n=−∞
hke
ik·r, (2.25)
where k = 2pin/L, and n = (n1, n2, . . . , nd), with nj ∈ Z. In this chapter we
will use the second definition, because this is the convention used by most dis-
crete Fourier transform libraries. However, the first definition will be used for the
theoretical calculations developed in Chapter 4. These representations require a
complete knowledge of h(r, t) in the whole domain, therefore they are unfeasible
for numerical integration purposes and we need to turn to some kind of approxi-
mations.
The first approximation consists in truncating the series (2.25) by e.g. setting
to zero all the modes such that |n| > N/2,
hN (r) =
∑
n∈ΓN
hke
ik·r, (2.26)
where ΓN = {(n1, n2, . . . , nd)| − N/2 ≤ ni ≤ N/2 − 1, i = 1, . . . , d}. A
second approximation consists in discretizing the real space with N collocation
points rj in each direction, such that
rj = ∆x(j1, j2, . . . , jd), (2.27)
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where ∆x = L/N and ji = 0, . . . , N − 1 for each direction. In this way, the
forward Fourier transform (2.24) is now approximated by the discrete transform
(DFT) of the function hj evaluated at the collocation points
hˆk = FD[hj]k ≡ 1
Nd
∑
j
hje
−ik·rj , (2.28)
while the inverse discrete transform can be written as
hj = h(rj) = F−1D [hˆk]j =
∑
n∈ΓN
hˆke
ik·rj . (2.29)
One can easily compute the approximation error of hˆk by equating (2.25) with
(2.26). Explicitly, in each one of the d independent directions we have
h(rj) =
∞∑
nl=−∞
hkle
iklrj =
N/2∑
nl=−N/2
eiklrj
( ∞∑
m=−∞
hkl+mN
)
, (2.30)
and comparing with (2.29), we find
hˆkl =
∞∑
m=−∞
hkl+mN . (2.31)
This equation shows that, in any direction, the k-th mode of the DFT of hj depends
on this mode and all the modes which alias it on the grid of collocation points {rj}.
During the numerical implementation of the pseudospectral (PS) method, we need
to take into account this fact, in particular when we compute the non-linear term.
Let us now consider the derivative of a height function in Fourier space. It is
easy to see from equation (2.25) that
∂xlh(r) =
∞∑
n=−∞
iklhke
ik·r, (2.32)
where l refers to any of the possible directions. This equations is approximated by
∂xlh(rj) =
N/2∑
n=−N/2
iklhˆke
ik·rj , (2.33)
and it is possible to prove that the error in doing such an approximation is of the
same order as the one we make in changing hk to hˆk [112].
Finally, in general we have to know how to deal with nonlinear terms. Fre-
quently, such terms can be written in real space as a multiplication of two functions
u and v
w(x) = u(x)v(x). (2.34)
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The Fourier transform of (2.34) is
wk =
∑
m+p=n
m,p∈Z
umvp, (2.35)
where k = 2pin/L, and um and vp are calculated from (2.24). After approximating
u, v, and w by their truncated series of degree N/2, equation (2.35) becomes
wk =
∑
m+p=n
|m|+|p|≤N/2
umvp. (2.36)
This sum requires a number of operations of order N2 which, compared with FFT,
is computationally too expensive. The main idea of the PS method is to apply the
inverse DFT to u and v, compute their product, and use again the DFT to get w.
This procedure reads
wˆk =
1
N
N−1∑
j=0
v(rj)u(rj)e
−ikrj =
1
N
N/2−1∑
m,p=−N/2
N−1∑
j=0
vmupe
i(2pi/L)rj(m+p−n).
(2.37)
Now, using the orthogonality relation
1
N
N−1∑
j=0
eirjk = δn−zN,0 z ∈ Z, (2.38)
where k = 2pin/L, we find
wˆk =
N/2−1∑
m,p=−N/2
vmupδ(m+p−n)−zN,0 =
N/2−1∑
m=−N/2
1∑
z=−1
vmun−m+zN , (2.39)
where the range of z arises from the constraint m, p, n ∈ [−N/2, N/2− 1]. Split-
ting the sum in a part corresponding to z = 0 and the rest, we get
wˆk = wk +
N/2−1∑
m=−N/2
vmun−m±N , (2.40)
the second sum being the aliasing error for the non-linear term. One common tech-
nique to remove this error is called zero-padding [112], and it consists in calculating
the DFT with a number M > N of modes. The extra modes with |n| > N/2 are
initially set to zero. Then, equation (2.37) reads
wˆk =
M/2−1∑
m=−M/2
vmun−m +
M/2−1∑
m=−M/2
vmun−m±M (2.41)
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where n ∈ [−M/2,M/2 − 1]. We now want to choose M such that the second
term on the right hand side vanishes. Keeping in mind that we will only use the
first N modes of wˆk, and that vm and up are zero for |m|, |p| ≥ N/2, we get that
un−m+M 6= 0 for n−m < N
2
−M, (2.42)
n−m ≥ 1−N for n,m ∈ [−N/2, N/2− 1], (2.43)
and combining the two conditions, we get
un−m+M 6= 0 for 1−N < N
2
−M, (2.44)
which implies
un−m+M = 0 for M ≥ 3
2
N − 1. (2.45)
This tells us that, for the aliasing error to vanish, we need to expand the DFTs to
at least M ≥ 3N/2 − 1 components. This method requires the computation of
two FFT of size 3N/2. A rough estimate of the number of operations required for
this method is (45/4)N log2(3N/2) [112], which is obviously less than the direct
computation of the convolution (2.36).
2.2.2 Pseudospectral method: Integrating factor
The Fourier transform of the SPDE’s that will be studied in this work takes the
form given by Eq. (2.1). For simplicity, let us consider here an equation with a
single nonlinearity,
∂thk = σkhk +N [h]k + ηk, (2.46)
with the same conventions as above. The variance of the Fourier transform of the
white noise ηk(t) turns out to be
〈ηk(t)ηk′(t′)〉 = 2D
Ld
δk+k′δ(t− t′). (2.47)
Considering now the approximation hk ≈ hˆk, equation (2.46) turns into a set of N
coupled ordinary differential equations. These equations mantain the original form
(2.46), with the only difference that we have reduced the number of modes.
After discretizing time using a time step ∆t, one can choose various schemes
to integrate this set of equations. A typical simple choice is to use a Euler scheme
of first order [124]
hˆk(t+ ∆t) = hˆk(t) + ∆t [σkhˆk(t) +N [h(t)]k] +
√
∆t ηˆk(t). (2.48)
In this work, we will use a different scheme, called integrating factor. This scheme
is based on the solution of the linearized version of (2.46) [115,125]. If we perform
the following change of variables
hˆk(t) = e
σktzk + e
σkt
∫ t
0
dse−σksηˆk(s) = eσktzk +Gk(t), (2.49)
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then, the new field zk(t) can be expressed in terms of hˆk(t) as follows
zk = e
−σkt
(
hˆk −Gk
)
, (2.50)
and its temporal evolution only depends on the non-linear term,
∂tzk = e
−σktN [h]k. (2.51)
Now, we use a single-step Euler method to integrate (2.51),
zk(t+ ∆t) = zk(t) + ∆t e
−σktN [h(t)]k, (2.52)
and going back to original variables, we get
hˆk(t+ ∆t) = e
σk(t+∆t)zk(t+ ∆t) +Gk(t+ ∆t)
= eσk∆t
[
hˆk(t) + ∆tN [h(t)]k
]
+ gk(t), (2.53)
where the new noise term is
gk(t) = e
σk(t+∆t)
∫ t+∆t
t
ds e−σks ηˆk(s), (2.54)
with variance
〈gk(t)gk′(t′)〉 =
(
2DNd
∆xd
)
e2σk∆t − 1
σk
δk+k′δ(t− t′). (2.55)
Then, the algorithm for the PS integration is as follows:
i) We start from an initial condition, usually a flat interface, hk(0) = 0.
ii) We compute the constant vectors for the numerical scheme, i.e. σk, eσk∆t
and the noise variance
Vk =
[(
2D
∆xd
)
e2σk∆t − 1
σk
]1/2
. (2.56)
iii) At each time step, the algorithm performs zero-padding depending on the
form of the non-linear term, computes this term in real space, and then
Fourier-transforms it. The padding procedure is very dependent on the
numerical algorithm which performs the Fourier transform. In our case,
the transform has been implemented using the fftw3 library (see website
www.fftw.org).
An example of nonlinear term is the KPZ nonlinearity (∇h)2, which ap-
pears in many equations describing surface growth. For such a term, the
padding procedure is as follows:
• We start with the interface in Fourier space, hˆk.
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• We compute the derivative in each direction in Fourier space, e.g. for
the x direction,
∂xhˆk = ikxhˆk, (2.57)
and store the result in a vector (or matrix, if we are in d = 2) with M
modes, with M > 3N/2, where all the modes larger than N are set
to zero.
• We compute the backward transform of the derivatives, and we raise
the result to the power 2, obtaining, for example in the x direction, a
matrix containing a discretized version of (∂h/∂x)2. If we work in
dimension higher than one, we also have to add the matrices corre-
sponding to derivatives in each direction, obtaining e.g. for d = 2,
(∇h)2 = (∂h/∂x)2 + (∂h/∂y)2, which is the correct expression of
the nonlinear term.
• By Fourier transforming the resulting matrix, we obtain a matrix con-
taining an expression of the nonlinear term N [h]k in Fourier space,
and we can continue with the numerical integration of the equation.
iv) Succesively, the algorithm generates in real space a vector of Gaussian un-
correlated random numbers ur with unit variance and Fourier transforms
it to obtain a vector uk. Since the variance of the transformed vector is
now equal to 〈ukuk′〉 = Ndδk+k′ , the noise vector gk of equation (2.53) is
obtained by multiplying Vk by uk.
v) The state of the interface is updated according to (2.53). Then, the algo-
rithm jumps back to point (iii) and the integration is carried over until the
final time is reached.
3
UNIVERSALITY CLASS OF THE NOISY KS EQUATION
One of the problems we wish to address in this work is the interplay between mor-
phological instabilities and scale invariance. In this chapter we perform a detailed
numerical analysis of the stochastic version of the Kuramoto-Sivashinsky equation,
also called noisy KS equation. We reach the conclusion that it indeed displays ki-
netic roughening properties that are in the Kardar-Parisi-Zhang universality class
for two dimensional substrates.
3.1 The deterministic and noisy Kuramoto-Sivashinsky
equations
The Kuramoto-Sivashinsky equation is a paradigmatic model for chaotic spatially
extended systems, arising in a variety of physical contexts, like thin solid films,
interfaces between viscous fluids, waves in plasmas and chemical reactions, or
combustion fronts [84]. Two versions of this equation can be found in the literature:
the deterministic KS (dKS) equation,
∂th = −ν∇2h−K∇4h+ λ
2
(∇h)2, (3.1)
and the stochastic or noisy KS (nKS) equation,
∂th = −ν∇2h−K∇4h+ λ
2
(∇h)2 + η, (3.2)
where η(r, t) is a Gaussian white noise with zero mean and correlations
〈η(r, t)η(r′, t′)〉 = 2Dδ(r− r′)δ(t− t′). (3.3)
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Both in (3.1) and (3.2) ν and K are taken to be positive parameters. Equation (3.1)
was originally proposed by Kuramoto [126] in the context of chemical turbulence,
and by Sivashinsky [127] for the propagation of a flame front. Equation (3.2), on
the other hand, has been proposed more recently for systems in the presence of
external fluctuations, like step dynamics in epitaxy [128] and surface erosion by
ion beam sputtering [129].
When studied on large domains, both Eqs. (3.1) and (3.2) display a similar
behavior, more complex than most of the equations presented in Chapter 1. For
relatively short times, the surface shows a pattern, with a characteristic length scale
which can be inferred from the power spectral density. At long time and large
length scales, the surface becomes scale invariant and displays kinetic roughening,
at least for one-dimensional substrates (see Section 3.1.1). An example of the
evolution of the surface, the roughness and the power spectral density is given in
Figure 3.1. One way to understand this behavior is to write the equations in Fourier
space:
∂thk(t) = σkhk(t) +N [h]k(t) + ηk(t), (3.4)
where N [h]k(t) stands for nonlinear contributions. For Eqs. (3.1) and (3.2), the
linear dispersion relation is
σk = ν|k|2 −K|k|4, (3.5)
a sketch of which is shown in Figure 3.2. Thus, given that ν > 0, the dispersion
relation has a band of unstable modes, i.e. an interval of wave-vectors within which
σk takes only positive values. If we neglect the non-linear term, which is a good
approximation at short times, these modes grow exponentially in time, whereas
those with a negative value of σk are smoothed out. Since this interval reaches the
k = 0 mode, we can infer that such a model displays a Type II stationary instability
(see Section 1.4). The Fourier mode km that maximizes the dispersion relation
grows exponentially faster than the others, being responsible for the characteristic
wavelength of a pattern that ensues.
For longer times, the very same development of the pattern makes local slopes
grow, making the non-linear term no longer negligible. The KPZ nonlinearity cor-
relates different wavelengths stabilizing the surface and blurring the pattern. After
a crossover time, which can be very long depending on the dimension and the val-
ues of the parameters, the surface displays scale invariance.
The fact that the deterministic and noisy KS equations behave so similarly is
due to the chaotic nature of Eq. (3.1), which introduces an “intrinsic” noise into
the system. This phenomenon has been studied in a rigorous way by Chow and
Hwa [130]. In this Reference, the authors constructed an effective stochastic model
for the dKS equation in one spatial dimension, belonging to the KPZ universality
class. This was achieved by incorporating some previously known statistical prop-
erties of the chaotic dynamics [131] into a coarse-graining procedure for the sur-
face height. The fact that the one-dimensional dKS belongs to the KPZ universality
class was also confirmed by numerical simulations by Sneppen et al. [132]. On the
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Figure 3.1: Upper panel: Typical behavior of the roughness (a) and
the PSD (b) for the two-dimensional noisy Kuramoto-Sivashinsky equa-
tion. The power spectral density is shown for three times corresponing
to t = 0.2 (I), t = 10 (II), and t = 500 (III). Lower panel: Top view snap-
shots of the evolution of a surface growing according to the nKS equation
for d = 2. At short times (I), growth is mostly due to the noise, and the
surface is highly disordered; at intermediate times (II), a pattern of “dots”
starts to be visible, and the power spectral density exhibits a clear local
maximum (see upper panel, b); at long times (III), the surface displays
scale invariance. The simulation has been carried out using the following
parameters: L = 256, ν = K = λ = 1, D = 0.01, ∆x = 1, ∆t = 0.05.
other hand, also the noisy KS equation in one spatial dimension has been proven to
belong to the KPZ universality class. This has been done by means of direct numer-
ical simulations [133] and dynamic renormalization group analysis [134, 135]. It
important to note that this “link” between the deterministic and noisy KS equation
is not currently available in higher spatial dimensions.
In spite of their similarities, an important difference exists between equations
(3.1) and (3.2), and it concerns their parameter dependence. After the following
rescaling
r→ (K/ν)1/2r,
t→ (K/ν2)t,
h(r, t)→ (D/ν)1/2h(r, t), (3.6)
equation (3.2) can be written as
∂th = −∇2h−∇4h+
√
g
2
(∇h)2 + ξ, (3.7)
where g = λ2D/ν3 and the rescaled noise ξ(r, t) has zero mean and correlations
〈ξ(r, t)ξ(r′, t′)〉 = 2δ(r− r′)δ(t− t′). (3.8)
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Figure 3.2: Dispersion relations σk from (3.5) for different values of ν: the
blue dashed curve (ν < 0) is stable for every k, whereas the red solid line
(ν > 0) has a band of unstable modes.
Thus, we can study the full phase space of the noisy KS equation as a function of
only the coupling contant g and the lateral system sizeL. Note that g has the precise
same form as the KPZ coupling [5]. In particular, (3.7) suggests that asymptotic
properties do not depend on the sign of λ.
Parameter dependence is even simpler in the deterministic KS equation. In fact,
after performing a rescaling analogous to (3.6), equation (3.1) becomes
∂th = −∇2h−∇4h+ (∇h)2, (3.9)
with no free parameter apart from the system size L. In this case, the only way to
perform simulations that probe the asymptotic behavior of the system is to increase
the value of L, which can be numerically demanding. It is precisely in the large
domain limit L 1 where the dKS equation displays its “turbulent” behavior that
makes it a paradigm of spatiotemporal chaos [136].
3.1.1 The controversy on the universality class
It is well established in the literature that the deterministic KS equation, as well
as the noisy KS equation in d = 1 belong to the Kardar-Parisi-Zhang universality
class [20], as borne out from numerical simulations [133] and dynamic renormal-
ization group analysis [134, 135]. In the latter case, this conclusion stems from
the fact that, both for the deterministic and noisy KS equations, ν changes sign
upon renormalization, becoming positive in the asymptotic state [134, 137]. Since
a negative ν is precisely what causes the instability and the formation of a pattern,
the system turns stable at long wavelengths and large time-scales. Moreover, at
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these scales the term ∇4h becomes irrelevant, the resulting equation being pre-
cisely KPZ equation. Other studies are also available for the noisy KS equation
in one dimension that, using tools from nonlinear dynamics, also provide evidence
that it belongs to the KPZ universality class [138].
However, the two-dimensional case d = 2 remains controversial. On the one
hand there are opposing claims [139, 140] on the asymptotics of the dKS equation
vs that of the 2D KPZ equation. On the other hand, for the nKS equation the
dynamic renormalization group approach is inconclusive in d = 2, and numerical
simulation by Drotar et al. [141] suggest non-KPZ asymptotics, contradicting naive
expectations based on the RG flow. However, such simulations were carried out in
a pre-asymptotic regime. In fact, the authors found two different scaling regimes in
terms of the exponent values determined from the behavior of the surface roughness
W and the height-difference correlation function G: for short times, the exponents
are compatible with the LMBE universality class (see Table 1.1), while for late
times, the nKS equation was found to display exponent values for α and β in the
ranges 0.25− 0.28 and 0.16− 0.21, respectively. These values differ substantially
from those associated with the KPZ universality class in two dimensions, which
are αKPZ = 0.39± 0.01 and βKPZ = 0.24± 0.01 [31, 32].
An important remark concerns the numerical scheme used for the integration
of Eq. (3.2). Drotar et al. chose a standard finite difference discretization for space
derivatives. Currently, it is accepted that such a scheme underestimates both the
KPZ nonlinearity and the effective coupling g [142, 143]. Thus, a more detailed
analysis is needed. In particular, simulations at large values of g and L that are
performed with a more reliable numerical scheme could give us more information
about the true asymptotics of this equation.
3.2 Simulations of the two-dimensional nKS equation
Simulations have been performed for two-dimensional substrates using the pseudo-
spectral numerical scheme described in Chapter 2, which has been successfully
used for the numerical integration of local and non-local stochastic equations fea-
turing nonlinearities of the KPZ type.
3.2.1 Parameter dependence of the exponents
We start by considering parameter values of the nKS equation that correspond to
relatively small coupling values from g = 2·10−2 up to g = 2·103. We achieve this
by tuning λ while keeping the other parameters fixed [see caption of Figure 3.1].
For each parameter set, we measure the global surface roughness W and the
power spectral density S as functions of time. By fitting the long time behavior of
W prior to saturation and the small k = |k| behavior of S at the stationary state,
we obtain the values of the roughness exponent α and the growth exponent β using
the scaling Ansatz (1.32) and (1.40). The results are presented in Figure 3.3. For
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Figure 3.3: Exponent values of the 2D nKS equation as functions of g,
in the weak coupling regime. Solid black bullets (ordinates on left vertical
axis) provide values for the roughness exponent α; blue squares (ordi-
nates on right vertical axis) provide values of the growth exponent β. The
solid black and dashed blue lines indicate our reference values for the
exponents of the 2D KPZ equation, αKPZ = 0.39 and βKPZ = 0.24, respec-
tively.
g . 10, we find β close to 0 (logarithmic scaling), increasing up to β = 0.20±0.01
for g = 2 ·103. The roughness exponent α is also close to 0 for g . 20, after which
it increases, reaching up to α = 0.39± 0.01 for g = 2000.
Thus, even at small couplings, the equation displays kinetic roughening prop-
erties. For g . 10, these are in the two-dimensional Edwards-Wilkinson univer-
sality class, as for the 1D nKS case [5, 133, 134]. However, for larger coupling
values, the scaling behavior is neither EW nor KPZ, although the value of α for
g = 2000 seems already reminescent of KPZ behavior. Since EW and KPZ scal-
ing are precisely the two meaningful universality classes that are found through
dynamic renormalization group (DRG) analysis, we believe that the intermediate
exponent values in Figure 3.3 are to be thought of as non-asymptotic behavior due
to the finite system size of our simulations. In order to confirm this interpretation,
we need to explore larger coupling and/or system size values, and construct a phase
diagram for the equation.
3.2 Simulations of the two-dimensional nKS equation 47
10-2 10-1 100 101 102 103
t
100
101
W
(t,
L)
L = 2560
L = 1280
L = 640
L = 320
L = 160
L = 80βKPZ
Figure 3.4: Time evolution of the surface roughness for different values
of the system size L. For all simulations we use ν = 0.1, K = 4, λ = 20,
D = 50, ∆x = 1.25, and ∆t = 5 · 10−3, leading to g = 2 · 107. Results
have been averaged over different numbers of noise realizations: 15 for
L = 2560, 30 for L = 1280, and 100 for the remaing values of L in the leg-
end. The purple solid line is a guide for the eye, and has slope βKPZ = 0.24.
3.2.2 Construction of the phase diagram
By increasing the value of g, we have been able to reach an asymptotic state in
which the exponents are compatible with those of the 2D KPZ universality class.
However, while the roughness exponent α is found to reach a KPZ-compatible
value already for moderate values of g and L, the growth exponent β approaches
its asymptotic value very slowly. This fact has been also reported in other studies
of crossover phenomena within kinetic roughening [144], and may be due to the
fact that the roughness is an averaged quantity, as is clear from formula (1.39). This
slow-convergence issue for integrated observables will also appear in the study of
anisotropic equations in Chapter 4.
Unambiguous assessment of the asymptotic β value is only possible for large
g and L, as seen in Figure 3.4, in which the surface roughness is plotted for several
system sizes at a fixed large coupling value g = 2× 107. This very long crossover
between pre-asymptotic and asymptotic states hinders the possibility to reach the
strong coupling KPZ fixed point for small system sizes and small values of g, which
applies to the simulations of Drotar et al. [141]. In order to analyze the situation
in more detail, we have estimated the exponents using a more robust methodology,
namely a data collapse of the power spectral density. Every simulation can be
identified by the values of g and L used; thus, there is a one-to-one correspondence
between any simulation and a point in the (g, L) plane (see Figure 3.5). For a
given point, we compute the power spectral densities for different (long) times
approaching saturation. We then plot the same PSD functions in rescaled variables
k → kt1/z and S → Sk2α+2 using as values for the exponents α and z those of
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Figure 3.5: Qualitative asymptotic scaling of the nKS equation in (g, L) pa-
rameter space. In simulations, ν = 0.1K = 4, ∆x = 1.25 and ∆t = 5 · 10−3
are fixed, and different values of g have been achieved by tuning λ and D.
Red bullets correspond to pre-asymptotic scaling (type i behavior) while
blue squares correspond to strong coupling KPZ scaling (type ii and iii be-
haviors). As examples, the analysis of points A, B, and C is presented
in Figure 3.6. Green diamonds are results from [141]. The solid line is a
reference fit computed by least squares, separating pre-asymptotic from
asymptotic scaling behavior.
the 2D KPZ equation. This provides us with a way of discriminating between pre-
asymptotic and asymptotic regimes for each simulation performed. The collapsed
PSDs are shown in Figure 3.6. Actually, following this procedure, three types of
behavior are seen to occur:
i) Pre-asymptotic regime in which the collapse of the PSD is poor for every
value of L in our range (see panels 1a-1b in Figure 3.6, point A in Figure
3.5);
ii) regime in which only the lowest wave-numbers (very large wavelengths) of
the PSD collapse with the KPZ exponents (see panels 2a-2b in Figure 3.6,
point B in Figure 3.5);
iii) fully developed strong coupling behavior in which KPZ asymptotics is
reached immediately after exponential growth (due to the linear instabil-
ity) of the surface roughness (see panels 3a-3b in Figure 3.6, point C in
Figure 3.5).
Note that the scaling behavior for intermediate to large k values is controlled by
fixed points other than the KPZ one. For these scales collapse may also be achieved,
with pre-asymptotic values of α and z. Within this region, data do not collapse us-
ing the values of the roughness and dynamic exponent of the Kardar-Parisi-Zhang
universality class.
The results of our analysis are summarized in figure 3.5, which is the phase
diagram for equation (3.2). In this plot we can see that, for small g < 104 and
3.3 Conclusions 49
L ' 1024, we have not been able to reach the KPZ regime (type i behavior). We
then find an intermediate region (for 105 < g < 107 and 512 ≤ L . 1024) in
which dynamic crossover behavior occurs between the pre-asymptotic regime and
the KPZ scaling (type ii behavior). Finally, for g > 107, 2D KPZ scaling is readily
observed even for small systems, L ' 256 (type iii behavior).
3.3 Conclusions
Our numerical results show that the noisy Kuramoto-Sivashinsky equation is
asymptotically in the Kardar-Parisi-Zhang universality class in two space dimen-
sions, confirming previous expectations derived from Dynamic Renormalization
Group analysis, and generalizing known results in d = 1. We have also observed
that crossover effects are substantially stronger for the 2D case than for the 1D
case in the sense that, fixing all parameters values including the system size L, the
nKS equation can be already in the KPZ asymptotic state for d = 1, while only
preasymptotic scaling can be measured for d = 2. This effect might be due to the
particularly strong effect that fluctuations have in one dimension, which may aid
the approach to the stationary state for a given parameter set.
Our results can also guide the interpretation of experimental and/or numerical
data in which the nKS equation appears as a physical model, such as ion-beam ero-
sion or molecular beam epitaxy, since for such systems at sufficiently large length
scales and long times, the 2D KPZ scaling is to be expected.
In the context of the controversy on the universality class of the two-
dimensional deterministic KS equation, if an effective description of this equation
by an “equivalent” noisy KS equation were achieved as in the 1D case [130], then
our result would imply that the asymptotic scaling of the 2D dKS equation is in
the 2D KPZ universality class. However, such a link is not yet available for the
d = 2 case, and in the absence of further progress in that direction the controversy
remains an important open question in Nonlinear Science.
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Figure 3.6: Examples of raw PSD data (left column) and their correspond-
ing collapses (right column), for points in the (g, L) plane that are repre-
sentative of each type of behavior. The plots on the left column [1a), 2a),
3a)] show the PSD vs. wave vector k, for different choices of g and L.
Within each panel, the computed PSD are shown for several times, ac-
cording to the legends. In 1a), g = 104 and L = 1280 (point A in figure
3.5), which is the pre-asymptotic (type i) regime; panel 2a) corresponds to
g = 106 and L = 640 (point B in figure 3.5), for which behavior is of type
ii; finally, panel 3a) corresponds to g = 108 and L = 380 (point C in fig-
ure 3.5) which is in the fully developed aymptotic regime (type iii). On the
right column of the figure [panels 1b),2b),3b)], we present the collapsed
data for the corresponding panels on the same row. Dashed red arrows
indicate regions in which the data do not collapse satisfactorily, while solid
blue arrows indicate intervals of k values within which 2D KPZ collapse
is satisfactory. The collapse with KPZ exponents is poor in panel 1b); on
panel 2b) collapse is good only for the smallest wave numbers, while for
larger values of k the quality of collapse deteriorates; finally, panel 3b)
shows a collapse in which 2D KPZ asymptotics is reached.
4
ANISOTROPIC EQUATIONS
In Chapter 1 we showed that it is difficult to construct surface growth models where
anisotropy constitutes a relevant perturbation of the isotropic behavior, i.e. a model
which displays strong anisotropy. In this chapter, we begin our systematic analy-
sis of strong anisotropy and strongly anisotropic systems. We start by introducing
a generalization of the Family-Vicsek scaling Ansatz that applies to strongly ani-
sotropic surfaces. From this hypothesis, we derive the expected scaling behavior
for several observables, focusing on correlation functions in momentum space. We
also present relations among the new exponents that will be introduced below.
Next, we test our scaling Ansatz against several systems. We first consider a
linear model featuring strong anisotropy and for which our Ansatz actually pro-
vides the exact solution. Then we consider a nonlinear example, namely the Hwa-
Kardar (HK) equation, whose scaling exponents can also be explained using our
hypothesis. In the process, we introduce a family of linear (non-local) strongly an-
isotropic equations, which allows us to construct a Gaussian approximation to the
HK equation. This approximation will be useful for us in order to elucidate slow
convergence properties of some observables, that turn out to be related with small
values of the scaling exponents.
51
52 ANISOTROPIC EQUATIONS
4.1 Anisotropic Scaling Ansatz
For a two-dimensional rough interface, a straightforward generalization of the
height-difference correlation function that is usually considered for isotropic sys-
tems [5],
G(r) = 〈[h(r+ r0)− h(r0)]2〉, (4.1)
is provided by analogous correlation functions along each one of the two indepen-
dent space directions. Namely,
Gx(x) = 〈[h(x0 + x, y0)− h(x0, y0)]2〉, (4.2)
Gy(y) = 〈[h(x0, y + y0)− h(x0, y0)]2〉, (4.3)
where, as usual, h(r) is the surface height above point r = (x, y) on a substrate
plane, r0 = (x0, y0) is an arbitrary position, and brackets denote averages over the
noise distribution (e.g. independent realizations of the experiment).
While kinetic roughening in an isotropic system implies the simple power-law
behavior G(r) ∼ r2α, where r = |r| and α is the roughness exponent [5], the
expected behavior in the presence of anisotropies is, rather [145],
Gx(x) ∼ x2αx , Gy(y) ∼ y2αy . (4.4)
where in principle two different roughness exponents exist, αx and αy. We will
speak of strong anisotropy (SA) if these exponents take different values in the
asymptotic state of the system, while this will be referred to as of weak aniso-
tropy (WA) if they take the same values. Note that in the present discussion we
will assume that the surface is at a steady state at which statistical properties are
time invariant. Later on, we will consider the time evolution explicitly.
Naturally, real-space correlations are not the only observables one can measure
from simulations or from actual experimental data. In the context of surface ki-
netic roughening, a very important quantity is the two-dimensional power spectral
density (PSD) or structure factor of the surface height,
S(k) = 〈|hk|2〉, (4.5)
where hk is the space Fourier transform of h(r)−h¯, with h¯ being the space average
of the height. On the one hand, this function can be easily measured in many
experimental setups by using e.g. X-ray diffraction techniques [146]. On the other
hand, for theoretical modeling and simulation, it has many advantages over real-
space correlation functions, specially in the presence of crossover behavior and/or
anomalous scaling, see e.g. [35] and references therein. As will be justified in the
next sections, we will hypothesize the following long time, large distance behavior
of the PSD for an anisotropic surface,
S(k) = S(kx, ky) ∼ 1
k2α˜xx + νk
2α˜y
y
, (4.6)
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Figure 4.1: Schematic representation of one-dimensional cuts of a sur-
face in the x (left panel) and y (right panel) directions. The Fourier trans-
form of the slice in the x direction is given by Eq. (4.8), while its corre-
sponding power spectrum is given by Eq. (4.7).
where the exponents measured in Fourier space α˜x,y will be related somehow to
the roughness exponents αx,y, and ν is a mere constant. Our aim is precisely to
elucidate the implications of Eq. (4.6) for the scaling behavior of other observables
in the system. Note, Eq. (4.6) is an analogue for non-conserved noise fluctuations
of the behavior found in driven-diffusive-systems [147]. In the case of fracture
experiments, alternative choices for anisotropic scaling Ansa¨tze are also available.
There, either an auxiliary dynamics is postulated [74, 148], or else expansions of
observables over appropriate functional bases are performed. These techniques
usually exploit the fact that isotropic materials often have anisotropic fracture sur-
faces only because of the breaking of isotropy by the initial conditions [149, 150].
In general, it is the physical conditions and geometric constraints that dictate
the two appropriate directions playing the role of x and y here. For example, under
Ion Beam Sputtering at oblique incidence the projection of the ion beam on the
target plane naturally fixes them. Likewise, in Molecular Beam Epitaxy of vicinal
surfaces, these directions are fixed by the average tilt with respect to the high sym-
metry orientation, etc. Nevertheless, as will be shown below, under conditions for
strong anisotropy any choice of two orthogonal directions will lead to the same set
of two different exponents α˜x,y, which guarantees the generality of Ansatz (4.6).
Once a choice of appropriate or convenient orthogonal directions has been
made, two rather natural observables are the PSDs Sx(kx) and Sy(ky) of corre-
sponding one-dimensional profiles. In e.g. thin film experiments, such observables
are readily measured using scanning probe microscopies (AFM or STM) [146].
Thus, for instance, considering a fixed value y = y0, one defines
Sx(kx) = 〈hy0(kx)hy0(−kx)〉, (4.7)
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where hy0(kx) is the Fourier transform of the corresponding one-dimensional pro-
file h(x, y0),
hy0(kx) =
1√
2pi
∫ +∞
−∞
dx eixkxh(x, y0), (4.8)
and in order to simplify the discussion, we have taken the L → ∞ limit, with L
being the lateral size of the substrate. We will henceforth work within this limit, and
will reconsider this and the following formulas when analyzing finite size effects,
see Eqs. (4.54).
It is straightforward to obtain the relation between these observables [the same
procedure as applied to Sx(kx) leads to the definition of Sy(ky) after exchanging
labels x↔ y] and the two-dimensional PSD. Using (4.8) in (4.7), and substituting
hy0(kx) by its representation in terms of the two-dimensional Fourier transform
h(kx, ky),
hy0(kx) =
1√
2pi
∫ +∞
−∞
dky e
−iy0kyh(kx, ky), (4.9)
we obtain
Sx(kx) =
1
2pi
∫ +∞
−∞
dkydk
′
y e
−iy0(ky+k′y)〈h(kx, ky)h(−kx, k′y)〉
=
1
pi
∫ ∞
0
dky S(kx, ky).
The same steps lead to an analogous expression for Sy(ky); in summary,
Sx(kx) =
1
pi
∫ ∞
0
dky S(kx, ky), (4.10)
Sy(ky) =
1
pi
∫ ∞
0
dkx S(kx, ky). (4.11)
Now, substituting the scaling hypothesis (4.6) into Eqs. (4.10) and (4.11), we derive
the following scaling laws for the power spectra of the one-dimensional cuts,
Sx(kx) ∼ k−(2α˜x−ζ)x , Sy(ky) ∼ k−(2α˜y−1/ζ)y , (4.12)
where ζ = α˜x/α˜y is the so-called anisotropy exponent. Strong anisotropy holds
whenever ζ 6= 1, whereas ζ = 1 implies weak anisotropy, meaning that the steady
state of the system is actually isotropic. As shown below [151], Eqs. (4.12) are
equivalent to
Sx(kx) ∼ k−(2αx+1)x , Sy(ky) ∼ k−(2αy+1)y , (4.13)
which provide the natural generalization to the SA case of the scaling behavior of
the PSD of 1D cuts of the surface in the isotropic case, in which αx = αy = α and
Sx,y ∼ k−(2α+1)x,y [152].
We still have to prove that the anisotropy condition ζ 6= 1 indeed corresponds
to αx 6= αy, for which we need to relate these real-space exponents with their
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momentum-space counterparts, α˜x,y. Such a relation is obtained from the definition
of Gx,y, Eqs. (4.2) and (4.3). Inverse transforming Eq. (4.8) we get
h(x, y0) =
1√
2pi
∫ +∞
−∞
dkx hy0(kx)e
−ikx x. (4.14)
Using this equation in (4.2), it is easy to see that
Gx(x) =
2
pi
∫ ∞
0
dkx [1− cos(kx x)]Sx(kx), (4.15)
a 1D version of the general 2D relation between the height-difference correlation
function and the height structure factor [146]. Now, using the scaling Ansatz for
the one-dimensional PSD, Eqs. (4.12), we are able to write the scaling behavior of
Gx,y,
Gx(x) ∼ x2α˜x−ζ−1, Gy(y) ∼ y2α˜y−1/ζ−1, (4.16)
so that
2αx = 2α˜x − ζ − 1, (4.17)
2αy = 2α˜y − 1/ζ − 1. (4.18)
Eqs. (4.17) and (4.18) lead immediately to Eqs. (4.13) and also to the fact that a
single anisotropy exponent is defined, namely,
ζ =
α˜x
α˜y
=
αx
αy
. (4.19)
In order to incorporate the time dependence into our scaling Ansatz, we con-
sider another important observable, the global surface roughness. In anisotropic
systems, it is natural to measure the roughness of slices of the surface along the
x and y axes, Wx(t) and Wy(t), respectively. These are simply obtained as the
averages of Eqs. (4.2) and (4.3) over all possible values of x0 and y0, respectively.
As seen in Chapter 1, the Family-Vicsek (FV) dynamic scaling Ansatz [5] that ap-
plies to isotropic kinetic roughening is typically formulated in terms of the short
and long time behavior for the surface roughness W 2(t), which turns out to be the
integral of the PSD [see Eq. (1.39)]. In the SA case, one might expect that a similar
behavior would hold for the roughness functions of independent 1D cuts, Wx,y(t),
but with two different growth exponents, βx = αx/zx and βy = αy/zy. However,
it is not difficult to see that these two growth exponents coincide for any value
of the anisotropy exponent ζ. To prove this, we consider the effect on the inde-
pendent and dependent coordinates x, y, h, t under two different anisotropic scale
transformations of the space variables. The first rescaling, ~r1 ≡ (x1, y1, t1, h1),
is performed along the x coordinate with rescaling factor b, while the second one,
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~r2 ≡ (x2, y2, t2, h2) is carried out along the y direction with rescaling factor b˜. We
obtain
~r1 =

b x
bζ y
bzx t
bαx h
 , ~r2 =

b˜ζ˜ x
b˜ y
b˜zy t
b˜αy h
 , (4.20)
where b and b˜ are positive, but arbitrary otherwise. In these expressions, we have
incorporated the shape of the different rescaled coordinates under which scale in-
variance holds. Notice, in principle one has to allow for a “response” of the time
coordinates to a rescaling in space that is anisotropic, namely, zx 6= zy. Now the
hypothesis of scale invariance implies that the same statistical properties hold after
we impose any of the two rescalings, ~r1 or ~r2 [75]. In particular, we can equate the
two forms of rescaling. For the x and y coordinates, we obtain{
b = b˜ζ˜
bζ = b˜
=⇒ ζ˜ = ζ−1. (4.21)
Then, by equating the two different ways of rescaling the time variable,
bzx = b˜zy =⇒ ζ˜ = zy
zx
. (4.22)
Finally, from the definition of the growth exponents βx,y = αx,y/zx,y, and by using
(4.21) and (4.22), we obtain
βx
βy
=
αxzy
zxαy
= ζ ζ˜ = 1, (4.23)
indeed implying βx = βy = β for any value of ζ. Summarizing, there are only
three independent critical exponents characterizing a time-dependent SA surface,
e.g. αx, ζ, and zx, from which all other exponents described in this section can be
derived. In particular, the behavior of the roughness of 1D line profiles is
Wx,y ∼
{
tβ for t Lzx,y ,
Lαx,y for t Lzx,y , (4.24)
with the corresponding values of exponents in terms of the three independent ones.
In the next sections we will consider a number of examples for which we will fully
verify all the scaling relations derived in this section.
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4.2 Linear models
4.2.1 An example: the 2-4 equation
From the examples in Chapter 1, it is not difficult to infer that one possibility
to construct a strongly anisotropic equation is by mixing two equations with dif-
ferent scaling exponents, that correspond to different physical phenomena acting
along two orthogonal directions. For instance, it is possible to consider a case that
combines evaporation-condensation along the x axis and surface diffusion along
the y axis. The resulting equation is a mixture of a 1D Edward-Wilkinson (EW)
equation [5] along the former direction and a 1D Linear Molecular Beam Epitaxy
(LMBE) equation [5] along the latter, namely,
∂th = ν∂
2
xh−K∂4yh+ η, (4.25)
where we take the parameters ν and K to be positive. This condition guarantees
that the dispersion relation (see below) is always negative, and the equation is mor-
phologically stable. We will henceforth call this the 2-4 equation, to recall the
order of derivatives acting along each direction. Naturally, Eq. (4.25) is a partic-
ular case of a more general linear model in which evaporation-condensation and
surface diffusion are fully anisotropic, namely,
∂th = νx∂
2
xh+ νy∂
2
yh−Kxx∂4xh−Kxy∂2x∂2yh−Kyy∂4yh+ η. (4.26)
Equations of this form appear in the context of thin film growth and erosion [77]
and have partly been studied along the lines that follow.
The linear nature of Eq. (4.25) allows us to solve it analytically and provides
us with a way of checking the anisotropic scaling Ansatz presented in the previous
section. To do that, one needs to Fourier transform Eq. (4.25), obtaining
∂thk = σkhk + ηk, (4.27)
where σk is the dispersion relation,
σk = −(νxk2x +Kk4y). (4.28)
Given a flat initial condition hk(t = 0) = 0, the solution is given by
hk(t) =
∫ t
0
ds exp [σk(t− s)] ηk(s). (4.29)
Using this formula, we can compute analytically the two-dimensional PSD,
S(k, t) =
D
2pi2
(
e2σkt − 1
σk
)
. (4.30)
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Figure 4.2: Morphology generated by numerical integration of the 2-4
equation, Eq. (4.25). Parameters are given in the main text. Top panel:
three-dimensional view. Bottom panels: top views. The right panel has
been obtained after rotating the left panel by 90◦.
Due to the morphological stability condition, the exponential term vanishes in the
t→∞ limit and Eq. (4.30) reduces trivially to the scaling Ansatz (4.6). Indeed,
for a finite system size, it is sufficient to verify the condition
t > tsat = max
x,y
(Lzx,y) (4.31)
in order for the asymptotic form S(kx, ky) to approximate reasonably the full time-
dependent S(k, t). Thus, the asymptotic two-dimensional PSD of the 2-4 equation
behaves simply as
S(kx, ky) ∼
(
νk2x +Kk4y
)−1
, (4.32)
so that α˜x = 1, α˜y = 2 and the anisotropic exponent is ζ = 1/2, hence the system
displays strong anisotropy as expected. The one-dimensional PSD of cuts along
the coordinate axes should scale according to Eqs. (4.12), hence
Sx(kx) ∼ k−3/2x , Sy(ky) ∼ k−2y , (4.33)
from which we obtain direction-dependent roughness exponents αx = 1/4 and
αy = 1/2. Note [77] that these values differ from those of the EW and the LMBE
universality classes in 1 and 2 dimensions [5].
As far as the roughness is concerned, as we have seen before the growth ex-
ponent β is the same for the two directions. To compute its value, in this case it
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suffices to rescale Eq. (4.25) according to the transformation ~r1, see Eq. (4.20).
Given the existence of the self-affine solution (4.29), we can impose scale invari-
ance on the rescaled equation,
∂th = νb
2−zx∂2xh−Kb4ζ−zx∂4yh+ b(2αx−zx+1+ζ)/2η. (4.34)
Namely, one can request coefficients to be b-independent. Thus, substituting the
already known exponents αx = 1/4 and ζ = 1/2, we find the dynamic exponents
zx = 2 and zy = 4, so that β = 1/8.
Interestingly, from equations (4.27) and (4.30), it is clear that the 2-4 equation
can be seen as a particular case of the following linear model,
∂thk(t) = −(νx|kx|n + νy|ky|m)hk(t) + ηk(t), (4.35)
where n and m are positive real numbers. This defines a two-parameter family of
models, which for generic values of n and m is non-local and, for n 6= m, also
strongly anisotropic. By setting 2α˜x = n and 2α˜y = m, the Ansatz (4.6) provides
the long time limit of Eq. (4.30), thus providing an exact stationary solution for this
family of models.
Numerical simulations of the 2-4 equation
In order to check the analytical results presented in the previous section, we have
performed numerical simulations of the 2-4 equation by means of a pseudo-spectral
integration algorithm as described in Chapter 2. For these simulations, we have
used the following parameters set, ν = 1,K = 100, D = 1, L = 128,∆x = 1,
and ∆t = 1/2. An example of the surface morphology that is obtained for long
simulation times is provided in Figure 4.2. In order to get a visual impression on
the anisotropy of the system, in the same figure we present the same topography
after a 90◦ rotation in the (x, y) plane.
First, we have checked the validity of the asymptotic scaling Ansatz (4.32) for
the two-dimensional PSD. In the left panel of Figure 4.3 we present two projections
of S(kx, ky) along the kx and ky axes, together with the analytical solutions, with
very good agreement in the asymptotic regime. In this and all remaining figures,
simulation data will be provided through symbols, while theoretically expected
scaling (whether approximate or exact) will be given as reference lines.
We can moreover verify that the same two exponent values α˜x,y are actually
obtained if one performs any cut of the two-dimensional PSD along any direction
in the k-space other than the kx or ky axes, see Figure 4.4. However, it turns out
that the kx and ky directions are the optimal choices in order to obtain a clear-cut
scaling behavior. This guarantees that the strongly anisotropic behavior found is
not affected by an arbitrary choice of the x, y directions in an associated physical
system. Several different choices are shown in Figure 4.4, all of which take the
form S(k cos θ, k sin θ) for different values of the polar angle θ. Thus, e.g. S(k, 0),
or S(0, k) in the left panel of Figure 4.3 are just the special cases θ = 0 and θ =
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Figure 4.3: Numerical integration of equation (4.25). Parameters are given
in the main text. Left panel: One-dimensional projections S(k, 0) (black cir-
cles, left axis) and S(0, k) (red diamonds, right axis) of the two-dimensional
PSD, averaged over 150 different noise realizations. The solid red line is a
guide for the eye with slope −2, while the dashed blue line has slope −4.
Right panel: PSD of one-dimensional cuts Sx(k) (blue squares, left axis)
and Sy(k) (red circles, right axis). The solid black line is a guide for the eye
with slope −3/2, the dashed green line has slope −2, and the dashed-dot
magenta line has slope −4.
pi/2, respectively. For other choices of θ, the scaling behavior of the corresponding
cut S(k cos θ, k sin θ) crosses over between the expected k−2 and k−4 behaviors,
as seen in Figure 4.4. From this point of view θ = 0, pi/2 allow to elucidate the two
existing independent exponents in the most unambiguous way, minimizing finite-
size effects, but do not play a more fundamental role.
Further, we have also checked that the one-dimensional PSDs of cuts of the
surface along the x and y directions are consistent with Eq. (4.33). In the right panel
of Figure 4.3 we see that indeed Sx(k) (left axis) and Sy(k) (right axis) display
scaling behavior as predicted by the anisotropic Ansatz. Notice that, for small
distances at which dynamics has not yet crossed over to its large scale behavior,
Sy(ky) ∼ k−4y , as would correspond for a 1D profile of a 1D LMBE system [5].
Finally, from the full dynamic evolution of the equation we have obtained
the value of the growth exponent β. We have checked that this exponent does
not depend on the direction chosen for its estimation. In Figure 4.5 we show
the roughness of the surface measured along each space direction. As expected,
Wx(t) ∼Wy(t) ∼ t1/8 for times before saturation.
In summary, for the 2-4 equation all the anisotropic scaling relations derived in
the previous section are verified both numerically and analytically, thus providing
a simple example of a system with strong anisotropy. However, it would be inter-
esting to probe these properties in a non-trivial system in which nonlinearities play
a prominent role. The aim of the next section is to perform such type of study for
the celebrated example of the Hwa-Kardar equation.
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Figure 4.4: One-dimensional cuts S(k cos θ, k sin θ) of the two-
dimensional PSD of surfaces generated by the 2-4 equation (4.25) along
oblique directions in k-space, θ = 0, pi/12, pi/6, pi/4, and pi/2, represented
as functions of k. Note the expected scalings−2 and−4 are best achieved
for θ close to 0 and pi/2, respectively.
4.3 Non-linear models
4.3.1 Running sandpiles and the Hwa-Kardar equation
The Hwa-Kardar equation (HK) was first proposed in [145], in the context of self-
organized criticality. More precisely, the aim of this work was to construct a con-
tinuum field equation describing the sandpile model proposed by Bak, Tang and
Wiesenfeld [153] (also called BTW model) in the hydrodynamic limit, in order to
extract information about its critical behavior.
In the BTW model, sand grains are added randomly on a square lattice from
outside the system; a numerical value, proportional to the height of the local sand
column, is associated with each lattice site. It is also possible to define local slopes
for each site, as the difference between the local height and the height of the neigh-
bouring sites. Whenever a grain hits a lattice site, the local height is incremented
by one, and if the local slope crosses a threshold, the sand grains of the colum are
distributed among the nearest neighbor columns, until the local slopes come back
below the threshold value (see Figure 4.6). It is clear that if one of the neighbor-
ing sites also crosses the threshold due to the grains it received from the first site,
the phenomenon propagates giving rise to avalanches, the behavior of which is of
great interest in this context. When an avalanche reaches the boundary of the lat-
tice, the exceeding grains fall out of the system. Many versions of this model can
be found in the literature [12]; in the original one [153], the addition of each grain
takes place only when the system has relaxed completely; thus, the addition and
the transport of grains occur at different time scales. In [145], on the other hand,
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Figure 4.5: Time evolution of the surface roughness functions measured
along the two spatial directions, Wx(t) (green circles, left axis) and Wy(t)
(blue diamonds, right axis), obtained from numerical integrations of the
2-4 equation (4.25). For visualization purposes, the value of Wy(t) has
been artificially offset vertically. The two solid black lines have the same
slopes, 1/8.
the authors focus on the so-called running sandpile model, in which sand grains
are added according to an external clock, independently of the state of the system.
Since the transport of sand grains occurs only in the direction parallel to gravity,
leaving unaffected the direction perpendicular to it, the resulting field equation is
inherently anisotropic. The system described is dissipative, since the relaxation
mechanism implies a loss of potential energy, and open, since sand is added from
the outside and is allowed to escape through the boundaries.
The evolution equation is constructed starting from the properties of the system.
The first hypothesis concerns the steady state. Hwa and Kardar assumed that such
a state is on average a flat surface, and defined the height h(r, t) as the deviation
from it (see Figure 4.7, right panel). Defining r‖ and r⊥ as the components of r
parallel and perpendicular to the transport direction, respectively, the system has
clearly rotational invariance in r⊥ and translational invariance in both r‖ and r⊥,
but lacks reflection symmetry in r‖ or h because of the presence of a preferred
flow direction. However, there is symmetry under the combined transformation
h → −h and r‖ → −r‖. The presence of this symmetry can be understood by
looking at the right panel of Figure 4.7. With respect to the average flat surface,
small “bumps” tend to move downhill, while small “voids” will move uphill. Thus,
the evolution equation should not change if one interchanges bumps and voids
and at the same time the downhill and uphill directions. Mathematically, such a
symmetry is expressed precisely as h→ −h, r‖ → −r‖.
Other properties of the system that must be reflected in the equation are con-
servation laws, and this system displays an important one: excluding the sand that
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Figure 4.6: Example of one-dimensional sand-pile automaton. The
dropped sand grain topples to the next lower level if the local slope
zj = h(j) − h(j − 1) is steeper than a critical value zc (in this example,
zc = 2). After the third time step, the sandpile is stable again. The picture
has been taken from [154].
is added from outside the system, the relaxation dynamics should not change the
number of sand particles.
Taking into account all the properties mentioned above, and including the lead-
ing order nonlinearity, Hwa and Kardar proposed the following equation for h(r, t),
∂th = ν‖∂2‖h+ ν⊥∇2⊥h−
λ
2
∂‖h2 + η, (4.36)
where the first two terms describe the relaxation of the height through diffusive
transport, while the nonlinearity accounts for the lack of inversion symmetry and
hence is related to the presence of an external driving. In the absence of the noise
term (η = 0), there is a local height-conservation law and a transport current satis-
fying ∂th+∇ · J = 0, where
J = −ν⊥∇⊥h− ν‖∂‖hTˆ+
λ
2
h2Tˆ, (4.37)
with Tˆ denoting the transport direction, along the parallel coordinate in our case.
The noise term η mimics the random addition of sand particles from outside the
system, and destroys the overall conservation mentioned above. Note that, as
a consequence of noise non-conservation, equation (4.36) is expected to display
generic scale invariance [7, 8]. Below, we focus on the two-dimensional version of
Eq. (4.36), i.e.
∂th = νx∂
2
xh+ νy∂
2
yh−
λ
2
∂xh
2 + η. (4.38)
Although Eq. (4.38) [as well as (4.36)] is nonlinear and cannot be solved analyti-
cally, it is a very special system for which the three scaling exponents characteriz-
ing its strongly anisotropic behavior are believed to be exactly known, due to the
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Figure 4.7: Left panel: Typical configuration of a 2D sandpile automata, in
which sand is allowed to flow in the direction parallel to gravity. The picture
has been taken from [153]. Right panel: Definition of h starting from a
continuum description of the 2D sandpile automaton; h is defined as the
deviation from a flat steady state sand profile. Gravity drives the sand
along the transport direction Tˆ. The picture has been taken from [145].
occurrence of a sufficient number of symmetries [19, 145]. Specifically, these lead
to the following relations among exponents,
zx = 2ζ, (4.39)
zx + αx = 1, (4.40)
zx = 2αx + ζ + 1. (4.41)
Interestingly, these relations can be easily obtained through a naı¨ve rescaling of
equation (4.36) using for instance ~r1 in formula (4.20); in the new coordinate sys-
tem, the parameters of equation (4.36) are modified in the following way [155],
ν‖ → bzx−2ν‖,
ν⊥ → bzx−2ζν⊥,
λ→ bαx+zx−1λ,
D → bzx−2αx−ζ(d−1)−1D,
(4.42)
which immediately lead to equations (4.39)-(4.41), after imposing scale invariance.
Usually, the presence of a nonlinearity introduces corrections to equations (4.42),
that can be calculated using renormalization group techniques. However, Eq. (4.39)
is not modified because the nonlinearity λ, acting only along the x direction, cannot
renormalize linear operators that, like the one with coefficient νy, act along the per-
pendicular direction. Eq. (4.40) does not change either, due to a vertex cancellation
that is believed to hold to arbitrary order in a perturbative expansion. This is related
to a concomitant invariance of the equation under the Galilean transformation
r‖ → r‖ − δλt,
t→ t,
h→ h+ δ,
(4.43)
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where δ is a parameter and λ is the nonlinearity. Finally, Eq. (4.41) is a hyper-
scaling relation (for d = 2) [5] deriving from the fact that Eq. (4.38) implements
conserved dynamics with non-conserved noise. As mentioned, the three scaling
laws Eqs. (4.39)-(4.41) are believed to hold exactly for arbitrary substrate dimen-
sion, see [19, 145]. For each value of d, such a non-homogeneous linear system
actually has as unique solution the set of three independent exponents that fully
characterize the ensuing SA behavior. In our 2D case, such values are
αx = −1
5
, zx =
6
5
, ζ =
3
5
. (4.44)
The non-linear nature of (4.36) and the fact that the exponents can be calculated
analytically, make the HK equation a very good candidate to study the anisotropic
scaling Ansatz presented above, specially in view of its strong anisotropy, since
ζ = 3/5 6= 1.
Numerical simulations of the HK equation
From the relation zx = αx/β, we get β = −1/6. Since the growth exponent is
negative, subleading corrections appear in the time evolution of the roughness that
complicate the estimation of β from the study of e.g. Wx(t) and Wy(t). However,
the scaling relations derived in Section 4.1 allow us to compute
αy = −1
3
, zy = 2, (4.45)
and the values of the momentum-space exponents of the two-dimensional PSD
S(kx, ky),
α˜x =
3
5
, α˜y = 1. (4.46)
As for the 2-4 equation, the scaling behavior of the 2D HK equation (4.38) has
been verified through pseudo-spectral numerical simulations. In this case, we have
used the following parameters set: νx = νy = 1, λ = 3, D = 1, L = 256,∆x = 1,
∆t = 10−2. An example of the surface morphology that is obtained for long sim-
ulation times is provided in Figure 4.8. In order to get a visual impression on the
anisotropy of the system, in the same figure we present the same topography after a
90◦ rotation in the (x, y) plane. More quantitatively, in the left panel of Figure 4.9
we present the two projections of the two-dimensional PSD S(k, 0) (left axis) and
S(0, k) (right axis). Again we clearly observe a scaling behavior like the one pre-
dicted by our anisotropic Ansatz, using the exact values given by Eq. (4.46).
However, for the PSDs of 1D cuts of the surface, we find a striking difference.
As can be seen in the right panel of Figure 4.9, while the long distance behavior
of Sx(kx) is as expected, this is not the case for the PSD of the one-dimensional
cuts along the y direction, Sy(k), that shows an unexpected behavior in the re-
gion of small wave-vectors. The discrepancy between the numerical data and our
theoretical prediction consists of two different effects:
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Figure 4.8: Morphology generated by numerical integration of the Hwa-
Kardar equation, Eq. (4.38). Parameters are given in the main text. Top
panel: three-dimensional view. Bottom panels: top views. The right panel
has been obtained after rotating the left panel by 90◦.
(i) The value of the PSD for the smallest value of k, i.e. Sy(2pi/L), behaves
quite differently with respect to the other points in the curve, “spoiling” the
scaling behavior. Further numerical inspection (not shown) demonstrates
that this feature is not due to fluctuations or numerical artifacts.
(ii) Even neglecting the previous point, the scaling behavior of Sy(k) does not
resemble in any way the theoretical one given by Eqs. (4.45).
This unexpected behavior of Sy(k) deserves to be studied in more detail since
it could have important consequences on the anisotropic scaling Ansatz (4.6). As
potential explanations, we can conceive of three possibilities: either the Ansatz
needs modifications in the presence of nonlinearities, or the particular values of the
exponents induce this behavior, or both the nonlinearity and the exponent values
concur in producing it. In order to elucidate this phenomenon, in the next section
we construct a linear equation with the same scaling exponents of the HK equation.
This non-local Gaussian approximation can be solved analytically and satisfies the
anisotropic scaling Ansatz.
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Figure 4.9: Numerical integration of equation (4.38). Left panel: One-
dimensional projections S(k, 0) (black circles, left axis) and S(0, k) (red
diamonds, right axis) of the two-dimensional PSD, averaged over 100 dif-
ferent realizations. The solid red line is a guide for the eye with slope
−6/5, while the dashed blue line has slope −2. Right panel: PSD of one-
dimensional cuts Sx(k) (blue squares, left axis) and Sy(k) (red circles,
right axis). The solid black line is a guide for the eye with slope −3/5 while
the dashed green line has slope −1/3. Note that Sy(k) does not follow the
predicted scaling behavior at small k.
4.3.2 A Gaussian (non-local) approximation for the Hwa-Kardar equa-
tion
The fact that the HK asymptotics is in principle determined by three scaling rela-
tions allows us to put forward a linear equation that shares the same three inde-
pendent exponents exactly. The key observation appears already in Eq. (4.34) of
the previous section. Namely, for an (n,m) equation a rescaling allows to fix all
three exponents by requesting statistical invariance. In order to see it, let us rescale
Eq. (4.35) for n = 2α˜x, m = 2α˜y and d = 2, according to the transformation
h′ = bαxh,
k′x = b
−1kx,
k′y = b
−ζky,
t′ = bzxt,
(4.47)
which is the momentum-space counterpart of ~r1, see Eq. (4.20). Requesting scale
invariance, we obtain three relations among the critical exponents, namely,
2α˜x = zx, (4.48)
2ζα˜y = zx, (4.49)
zx = 2αx + ζ + 1. (4.50)
From Eqs. (4.17), (4.18), and (4.23), it is straightforward to see that the three re-
lations (4.48)-(4.50) are equivalent to one another, so that only one of them is in-
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dependent. Actually, Eq. (4.50) is hyperscaling, that holds for any linear equation
and is also shared by the HK equation. For a non-conserved nonlinearity (for exam-
ple, of the KPZ type), the noise term becomes renormalized and a such constraint
may not hold. In such a case, the nonlinear equation and its Gaussian approxima-
tion would not share the same set of scaling exponents, in contrast with the case
considered here.
After these preliminary considerations, it is straightforward to find a (n,m)
equation that has the same three independent exponents as the nonlinear HK equa-
tion. Thus, we just need to take n = 2α˜x = 6/5 and m = 2α˜y = 2. That is, the
equation
∂thk = −
(
νx|kx|6/5 + νy|ky|2
)
hk + ηk, (4.51)
has by construction the exponents given in (4.44). Note that this equation is non-
local in space since n = 6/5 is not an even integer. Moreover, it is important
to stress that Eq. (4.51) is not the linearized HK equation. The latter would be
obtained by setting λ equal to zero, and therefore both exponents in momentum
space would be 2α˜x = 2α˜y = 2, corresponding to the simple two-dimensional
Edwards-Wilkinson equation [5]. On the other hand, Eq. (4.51) can be considered
as a Gaussian approximation of the HK equation, in the sense that it is a variational
equation [19] that has the asymptotic Boltzmann height distribution
P{h} ∝ exp
[
− 1
2D
∫ (
νx|kx|6/5 + νy|ky|2
)
|h˜k|2dk
]
. (4.52)
The fact that accurate approximations of non-linear stochastic equations can be
achieved through appropriate Gaussian counterparts is already known. Thus, in
equilibrium, the Bogoliubov-Feynman’s inequality leads to a variational mean-field
approximation that can be applied even to systems for which nonlinearities are
non-polynomial in the height field [156, 157], while out of equilibrium the so-
called self-consistent expansion (see [90] for an overview with references) allows
to account for the scaling exponents of a number of nontrivial systems through an
appropriate Gaussian Ansatz.
Numerical simulations of the Gaussian HK equation
Since all the scaling relations that we have derived stem from the two-dimensional
PSD, for Eq. (4.51) we expect the behavior of Sx(k) and Sy(k) to be exactly as
predicted by (4.12). As before, the numerical simulations have been performed
using a pseudospectral scheme, with parameters: νx = νy = 1, D = 1, L = 256,
∆x = 1, ∆t = 10−2. An example of the surface morphology that is obtained for
long simulation times is provided in Figure 4.10. Before analyzing the PSD of
one-dimensional cuts of the surface, we have checked the behavior of the two-
dimensional PSD. In the left panel of Figure 4.11 we plot the projections of the 2D
PSD onto the kx and ky axes, as in previous cases. The scaling for small k is as
expected.
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Figure 4.10: Morphology generated by numerical integration of the Gaus-
sian HK equation, Eq. (4.51). Parameters are given in the main text. Top
panel: three-dimensional view. Bottom panels: top views. The right panel
has been obtained after rotating the left panel by 90◦.
Also Sx(k), reported in the right panel of Figure 4.11 (left axis), behaves as
expected. However, the one-dimensional PSD of cuts along the y axis Sy(k) (right
axis) displays the same unexpected behavior as for the nonlinear HK equation, the
first point being “shifted” above the rest of them, and not adjusting to a straight
line with the expected slope. Thus, such type of behavior does not seem due to
the scaling Ansatz we are employing since, for a linear equation like (4.51), this
simply expresses the exact behavior of the observables in the long time limit. Thus,
the behavior of Sy(k) seems, rather, induced by the present exponent values.
In order to clarify this issue, it is important to keep in mind that we are work-
ing for a finite system of lateral size L < ∞, and with a finite lattice spacing
a = ∆x 6= 0. The discrete counterparts of Eqs. (4.10) and (4.11) are
Sˆx(kx) =
1
L
Sˆ(kx, 0) + 2 N/2∑
ny=1
Sˆ(kx, ky)
 , (4.53)
Sˆy(ky) =
1
L
Sˆ(0, ky) + 2 N/2∑
nx=1
Sˆ(kx, ky)
 , (4.54)
where N = L/∆x = L/a, and nx, ny = 1, . . . , N are discrete indices so that
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Figure 4.11: Numerical integration of equation (4.51). Left panel: One-
dimensional projections S(k, 0) (black circles, left axis) and S(0, k) (red
diamonds, right axis) of the two-dimensional PSD, averaged over 300 dif-
ferent realizations. The solid red line is a guide for the eye with slope
−6/5 while the dashed blue line has slope −2. Right panel: PSD of one-
dimensional cuts Sx(k) (blue squares, left axis) and Sy(k) (red circles,
right axis). The solid black line is a guide for the eye with slope −2/3 while
the dashed green line has slope −1/3. Note that Sy(k) does not follow the
predicted scaling behavior.
kx,y = 2pinx,y/L. The hat stresses the discrete nature of these formulas. In the
thermodynamic limit (for L→∞), these two series can be well approximated as
Sˆx(kx) ∼ 1
pi
∫ pi/a
0
dky S(kx, ky) = k
−(2α˜x−ζ)
x I(k
ζ
x, α˜x), (4.55)
Sˆy(ky) ∼ 1
pi
∫ pi/a
0
dkx S(kx, ky) = k
−(2α˜y−1/ζ)
y I(k
1/ζ
y , α˜y), (4.56)
where we have defined
I(k, α) =
1
pi
∫ pi/ak
0
du
1 + u2α
. (4.57)
In case the integral I is finite in the continuum a → 0 limit, the approximations
(4.55) and (4.56) hold and we indeed obtain the scaling laws (4.12). However,
depending on the value of the critical exponents and the numerical parameters em-
ployed, convergence of the integrals in (4.55) and (4.56) can be too slow, and a
clear-cut scaling may be jeopardized.
In order to verify this issue, we have evaluated the series Sˆx(k) and Sˆy(k) from
the known two-dimensional PSD Sˆ(kx, ky) for increasing system size L (at fixed
space resolution a). In the left panel of Figure 4.12 we see that the asymptotic
scaling is already clear-cut for Sˆx(k) for the L values considered, while for Sˆy(k)
it is still far from being seen. However, in the figure one can see that the curves
for Sˆy(k) become smoother as L increases, supporting the prediction that, for a
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Figure 4.12: Left panel: Discrete 1D PSDs Sˆx(k) (left axis) and Sˆy(k)
(right axis) calculated from the sampled two-dimensional PSD Sˆ(kx, ky)
of the Gaussian approximation Eq. (4.51) for increasing system size L.
Other model parameters are the same as in Figure 4.11. Right panel:
Comparison of simulation data for Sy(k) as obtained for Eq. (4.51) in the
left panel of Figure 4.12, with the analytical solution of Eq. (4.54) given by
Eq. (4.58) (thick blue line). The thin red line corresponds to the asymptotic
behavior Sy(k) ∼ k−1/3.
sufficiently large system size, a well defined scaling behavior could be seen. A
further step can be taken by solving the integral in Eq. (4.56) exactly,
lim
L→∞
Sˆy(ky) ∼ k−2α˜yy a−1 2F1 (p1, 1; 1 + p1, p2) , (4.58)
where 2F1 is a hypergeometric function with parameters p1 = 1/2α˜x and
p2 = −(pi/a)2α˜xk−2α˜yy . In the right panel of Figure 4.12 we show this approxi-
mation of Sˆy(ky) for a huge system (L = 108) with lattice cut-off a = 1. For
the largest system sizes, the asymptotic scaling is clear and agrees perfectly with
the one predicted from our scaling Ansatz. In the figure we moreover compare
the analytical behavior with the numerical data from simulations of different sys-
tem sizes. The numerical data indeed tend to adjust to the theoretical curve. This
proves that, for the present values of the exponents, the sum (4.54) for Sy(ky) con-
verges too slowly to the integral (4.58) for any numerically feasible system size.
On the other hand, Sx(kx) displays the asymptotic behavior already at relatively
small values of L. Thus, the convergence rate strongly depends on the values of the
critical exponents. One way to directly verify this would be to perform numerical
simulations with an adequate parameter set, corresponding to a theoretical curve in
which the scaling behavior is clear. Unfortunately, as suggested by the right panel
of Figure 4.12, this would require a computational effort beyond our capabilities.
These results for the Gaussian approximation of the HK equation support the
hypothesis of a similar slow-convergence problem also for the nonlinear HK equa-
tion proper. The fact that the behavior of Sy(ky) for Eqs. (4.38) and (4.51) is
qualitatively the same, and the fact that the presence of a nonlinearity usually con-
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tributes to slowing the convergence rate of observables, lead us to think that the
asymptotic state for HK equation has not been fully reached in our simulations.
However, as for its Gaussian approximation, we have not been able to perform a
sufficiently large-scale numerical simulation due to the great computational effort
required.
The present slow-convergence problem may have important implications for
the interpretation of experimental data. As pointed out earlier, many experimen-
tal setups are designed to measure the PSD of one-dimensional cuts, but we have
shown here that for such integrated quantities there are systems in which the scaling
may not be clearly detected. On the other hand, the two-dimensional PSD appears
to be a more robust quantity, since it scales correctly already for relatively small
values of the system size L and relatively large values of the spatial discretization.
We have recently confirmed these expectations in the analysis of experiments on
surface erosion by ion-beam sputtering, see Chapter 6.
4.4 Conclusions
In this chapter we have presented a dynamic scaling Ansatz for two-dimensional
anisotropic kinetic roughening, that has a form readily applicable to the analysis of
simulation or experimental data. The Ansatz incorporates the behavior that char-
acterizes strongly anisotropic linear equations, as has been thoroughly checked via
their exact solution and numerical simulations. In this process, we have intro-
duced a family of linear models that display SA while generally being non-local
in space. Incidentally, non-local models (incorporating e.g. fractional Laplacians)
are lately finding ubiquitous use in equilibrium and non-equilibrium statistical me-
chanics [158]; see [103, 104, 159] and references therein for the specific context of
kinetic roughening.
A natural second step that we have taken in the present chapter has been the val-
idation of our scaling Ansatz against a numerical study of a paradigmatic nonlinear
model of SA, and in general of GSI systems, namely, the HK equation for running
sand piles. Again, agreement is quite satisfactory (as occurs for some experimen-
tal systems [160]), and can be concluded after elucidation of slow convergence
properties of certain observables, induced by small critical exponent values. This
has required us to formulate and study a linear equation that has the same exact
exponents as the HK nonlinear system, and thus can be considered as a Gaussian
approximation of the latter. Our results for this representative nontrivial anisotropic
system suggest that the scarcity in assessments of anisotropic scaling in practical
cases may be related with the occurrence of similar finite size effects.
Methodologically, the previous results can be of interest in the analysis of
strongly anisotropic interfaces. On the one hand, we have seen that in the case of
systems with conserved dynamics and non-conserved noise it is always possible to
tailor a fully dynamical description through an appropriate (n,m) linear equation.
Such a procedure to put forward an effective dynamical model may be many times
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of interest, if dealing with complex nonlinear systems and/or with the description
of simulation and/or experimental data. On the other hand, our analysis has shown
the practical convenience of the use of certain observables (e.g. 2D PSD function)
over other (e.g. PSD functions of 1D cuts of the 2D surface), provided one can ac-
cess to data with large enough signal-to-noise ratio. This has actually been recently
assessed in the analysis of experimental data from thin-film production [160].

5
STRONG ANISOTROPY IN NONLINEAR EQUATIONS
In Chapter 4, we proposed an Ansatz for anisotropic scaling and tested it against
a whole family of linear models. We also considered a well known example of
strongly anisotropic equation, namely, the Hwa-Kardar equation, which was sus-
ceptible of an accurate approximation through the former. However, it is not dif-
ficult to notice that the form of the HK equation is rather peculiar, since non-
linearities in one direction are completely suppressed. This naturally arises the
question whether it is possible to construct a fully non-linear strongly anisotropic
model, i.e. a model for which a Gaussian approximation of the type explained
in Chapter 4 is not feasible. In this chapter, we explore the effect of anisotropic
nonlinearities on several well known equations. We separate our analysis into two
cases: equations with conserved dynamics and non-conserved noise, and systems
whose dynamics is not conserved, but for which a translational symmetry of the
field holds. As explained in Chapter 1, such conditions guarantee generic scale
invariance. As representative cases for the conserved case, we study the conserved
anisotropic KPZ (caKPZ) equation, and we introduce and analyze a generalization
of the Hwa-Kardar (gHK) equation. As for the non-conserved case, we reconsider
the anisotropic KPZ (aKPZ) equation, and we review and extend some known re-
sults. Through the combined use of Dynamic Renormalization Group analysis
and direct numerical simulations, we conclude that the occurrence of strong aniso-
tropy in two-dimensional surfaces requires dynamics to be conserved. We find that,
moreover, strong anisotropy is not generic in parameter space but requires, rather,
specific forms of the terms appearing in the equation of motion, whose justification
needs detailed information on the dynamical process that is being modeled in each
particular case.
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5.1 Conserved dynamics
We start by considering systems for which dynamics are conserved. As explained
in Chapter 1, in contrast with non-conserved dynamics, GSI ensues in such a case
if noise is non-conserved [7, 8], irrespective of whether the deterministic part of
the dynamical equation is or not invariant under arbitrary global changes in the
value of the height, h(r, t)→ h(r, t) + const. We thus consider two representative
examples: the conserved aKPZ equation, in which such shift invariance occurs,
and a generalization of the HK equation, in which it does not.
5.1.1 The conserved anisotropic KPZ equation
A conceptually important example of an anisotropic conserved equation with non-
conserved noise, which is invariant under arbitrary shifts of the height, is the caKPZ
equation. This model has been formulated and studied [83, 161] in the context of
non-equilibium growth of epitaxial thin films, specifically for surfaces which are
vicinal to a high symmetry surface [44]. The caKPZ equation reads
∂th = −∇2
[
νx∂
2
xh+ νy∂
2
yh+
λx
2
(∂xh)
2 +
λy
2
(∂yh)
2
]
+ η, (5.1)
where a linear first-order derivative term has been omitted, which does not affect
our discussion and conclusions [83]. In Eq. (5.1), νx,y > 0 and λx,y are con-
stant parameters. Note, dynamics are explicitly conserved while noise is not, and
the equation only depends on h through its space or time derivatives, so that the
equation does not single out any preferred height value. For generic parameter
values, the DRG analysis performed in [83, 161] leads to the conclusion that the
system shows weak anisotropy (i.e., ζ = 1), displaying the scaling exponents of
the isotropic conserved KPZ equation, which reads [33]
∂th = −∇2
[
ν∇2h+ λ
2
(∇h)2
]
+ η. (5.2)
Specifically, for d = 2 the scaling exponents of the caKPZ equation are thus pre-
dicted to be approximately given through a one-loop DRG analysis [33] (small
corrections occur within a two-loop calculation [34]) by α ' 2/3 and z ' 10/3.
In particular, the change of universality class that occurs in the non-conserved ani-
sotropic KPZ equation when changing the relative signs of the nonlinearities, from
non-linear behavior for λxλy > 0 to linear behavior for λxλy < 0, does not occur
for the caKPZ equation [83, 161].
In order to further discuss the scaling properties of the caKPZ equation, we
first consider a similar model that shares with it the behavior just described. Thus,
consider the equation
∂th = −νx∂4xh− νy∂4yh−
λx
2
∂2x(∂xh)
2 − λy
2
∂2y(∂yh)
2 + η. (5.3)
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Figure 5.1: Morphology generated by numerical integration of Eq. (5.3) for
parameters νx = νy = 1, D = 1, λx = −3, λy = −1, L = 256, ∆x = 1, and
∆t = 0.05. Top panel: three-dimensional view. Bottom panels: top views.
The right panel has been obtained after rotating the left panel by 90◦.
The main difference between Eqs. (5.1) and (5.3) is that each term in the latter, e.g.
−λx2 ∂2x(∂xh)2, is affected by an overall second-order derivative operator with a re-
duced symmetry as compared to its counterpart in the former, e.g. −λx2 ∇2(∂xh)2.
Nevertheless, the scaling behavior is not modified, as we have verified by numer-
ical simulations. Specifically, we have integrated Eq. (5.3) by means of a pseudo-
spectral integration algorithm as described in Chapter 2. A surface morphology
obtained for long simulation times is presented in Figure 5.1. The results of the
simulations are presented in Figures 5.2 and 5.3.
Thus, the left and right panels of Figure 5.2 show, respectively, cuts of the 2D
PSD function S(k) along the coordinate axes in k-space and 1D PSD functions
for cuts of the surface along the x and y directions, Sx,y(kx,y), for a condition of
Eq. (5.3) in which λxλy > 0. Agreement with asymptotic scaling behavior as in
Eqs. (4.6), (4.12), (4.17), and (4.18) for a WA case is very good, using the expected
exponents for the isotropic cKPZ equation, αx = αy ' 2/3. Similar agreement is
obtained in Figure 5.3 for a condition of Eq. (5.3) in which λxλy < 0. Therefore,
the scaling exponents correspond to those of the isotropic cKPZ equation, irrespec-
tive of the relative signs of the nonlinearities, so we can safely say that Eq. (5.3) is
in the same universality class as the caKPZ equation, Eq. (5.1).
Having established the previous result, the only possibility for Eq. (5.3), and
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Figure 5.2: Numerical integrations of Eq. (5.3) for parameters
νx = νy = 1, D = 1, λx = −3, λy = −1, L = 256, ∆x = 1, and ∆t = 0.05.
(a) One-dimensional projections S(k, 0) (black circles, left axis) and S(0, k)
(red diamonds, right axis) of the two-dimensional PSD, averaged over 100
different noise realizations. The solid black lines are guides for the eye with
slope −10/3. (b) PSD of one-dimensional cuts Sx(k) (blue squares, left
axis) and Sy(k) (red circles, right axis). The solid black lines are guides for
the eye with slope −7/3. For visualization purposes, the values of S(0, k)
and Sy(k) have been artificially offset vertically.
equivalently for the caKPZ equation, to display strongly anisotropic behavior is
that one nonlinearity, say λy, is suppressed, but not the other. Hence, we consider
equation
∂th = −νx∂4xh− νy∂4yh−
λx
2
∂2x(∂xh)
2 + η. (5.4)
In a specific physical situation, this implies a non-generic parameter condition,
e.g. that the corresponding non-linear contribution to the surface-diffusion current
vanishes [5] due to a special parameter choice. This case seems not to have been
considered in [83]. Actually, we can benefit from the DRG analysis performed
by Kallabis in order to derive expectations for the critical exponents of Eq. (5.4):
After the coarse-graining step is performed (full details are available in [161]) as
described in Section 2.1, we perform an anisotropic rescaling that restores the orig-
inal wave-vector cut-off, namely,
x→ bx, y → bζy, t→ bzxt, h→ bαxh. (5.5)
Using b = eδl, and taking into account the net modification of the equation pa-
rameters after both the coarse-graining and the rescaling transformations, the DRG
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Figure 5.3: Numerical integrations of Eq. (5.3) for parameters as in
Figure 5.2, except for λx = −3 and λy = 1. (a) One-dimensional pro-
jections S(k, 0) (black circles, left axis) and S(0, k) (red diamonds, right
axis) of the two-dimensional PSD, averaged over 100 different noise re-
alizations. The solid black lines are guides for the eye with slope −10/3.
(b) PSD of one-dimensional cuts Sx(k) (blue squares, left axis) and Sy(k)
(red circles, right axis). The numerical integrations were performed for the
same parameters as in the left panel. The solid black lines are guides for
the eye with slope −7/3. For visualization purposes, the values of S(0, k)
and Sy(k) have been artificially offset vertically.
parameter flow for νy, λx, and D reads particularly simple, namely,
dνy
dl
= νy(zx − 4ζ), (5.6)
dλx
dl
= λx(αx + zx − 4), (5.7)
dD
dl
= D(zx − 2αx − ζ − 1), (5.8)
which actually coincides with the result of a mere parameter rescaling [5]. The
reasons behind such a simplicity are: (i) Given that in Eq. (5.4) λy = 0 to begin
with, parameter renormalization can be only due to the remaining nonlinearity λx,
which does not contribute to k2y order, hence νy does not renormalize; (ii) at one-
loop order there is a vertex cancellation [104] by which λx does not renormalize
either; (iii) as standard for conserved equations with non-conserved noise, since the
lowest-order non-linear modification of the noise propagator is O(k2x), the variance
D is not affected and it does not renormalize either. Finally, the fixed points of the
RG flow control the scaling behavior. Thus, setting to zero the right-hand sides of
Eqs. (5.6)-(5.8) we obtain
zx = 4ζ, (5.9)
αx + zx = 4, (5.10)
zx = 2αx + ζ + 1. (5.11)
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Figure 5.4: Morphology generated by numerical integration of Eq. (5.4) for
parameters νx = νy = 1, D = 1, λx = 3, L = 256, ∆x = 1, and ∆t = 0.05.
Top panel: three-dimensional view. Bottom panels: top views. The right
panel has been obtained after rotating the left panel by 90◦.
These are three non-homogeneous linear equations for three unknowns, whose
unique solution does correspond to SA behavior, namely,
αx = 8/11, zx = 36/11, ζ = 9/11. (5.12)
We have performed numerical simulations of Eq. (5.4) in order to verify
Eq. (5.12). A surface morphology obtained for long simulation times is presented
in Figure 5.4. The results, presented in Figure 5.5, are in good agreement with these
SA values of the scaling exponents.
In spite of being strongly anisotropic, the ζ value obtained for Eq. (5.4) is very
close to one, so that effectively scaling behavior is not far from a proper weakly
anisotropic case. For practical applications, Eq. (5.4), and thus the caKPZ equation
with λy = 0, is not the most clear-cut example of strong anisotropy. However,
Eqs. (5.9)-(5.11) give us a way to construct an equation similar to (5.4), but with
a tunable anisotropy exponent ζ. In wave-vector space, such an equation can be
written as
∂thk = −(νx|kx|2n+2 + νy|ky|2m)hk − λx
2
|kx|2nF [(∂xh)2] + ηk, (5.13)
whereF [·] denotes space Fourier transform, and n andm are positive real numbers.
Notice, Eq. (5.4) corresponds simply to the particular choice n = 1 and m = 2.
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Figure 5.5: Numerical integrations of Eq. (5.4) for parameters
νx = νy = 1, D = 1, λx = 3, L = 256, ∆x = 1, and ∆t = 0.05. (a)
One-dimensional projections S(k, 0) (black circles, left axis) and S(0, k)
(red diamonds, right axis) of the two-dimensional PSD, averaged over 100
different noise realizations. The solid red line and the dashed blue line
are guides for the eye with slopes −36/11 and −4 respectively. (b) PSD
of one-dimensional cuts Sx(k) (blue squares, left axis) and Sy(k) (red cir-
cles, right axis). The solid black line and the dashed green line are guides
for the eye with slopes −27/11 and −25/9, respectively. For visualiza-
tion purposes, the values of S(0, k) and Sy(k) have been artificially offset
vertically.
In exactly the same form as for Eq. (5.9), it is not difficult to derive the following
scaling relations for Eq. (5.13),
αx + zx = 2(n+ 1), (5.14)
zx = 2mζ, (5.15)
zx = 2αx + 1 + ζ, (5.16)
whose solution provides the following values of the exponents, as functions of n
and m,
αx =
4nm+ 2m− 2n− 2
6m− 1 , zx = 2m
4n+ 5
6m− 1 , ζ =
4n+ 5
6m− 1 . (5.17)
Indeed, Eqs. (5.17) reduce to Eqs. (5.9)-(5.11) for n = 1 and m = 2. The
advantage is that now we can make different choices for (n,m) in such a way that
ζ is far from unity and SA behavior is enhanced. Note, a result such as Eq. (5.17) is
remarkable, as it provides the solution for the scaling exponents of a two-parameter
family of non-linear equations. Actually, the symmetries leading to it circumvent
the generation under renormalization of additional lower-order terms in the equa-
tion of motion, which would otherwise be expected. In principle, note that we have
derived Eq. (5.17) under the one-loop DRG approximation. An analogous result
was obtained for the HK equation in [145, 155], where it was argued to hold at
any order in the DRG loop expansion. Again, it is due to the symmetries of the
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Figure 5.6: Morphology generated by numerical integration of Eq. (5.13)
for for n = 1/2, m = 3, and parameters νx = νy = 1, D = 1, λx = 2,
L = 256, ∆x = 1, and ∆t = 0.05. Top panel: three-dimensional view.
Bottom panels: top views. The right panel has been obtained after rotating
the left panel by 90◦.
system as discussed above, leading to the three scaling relations among exponents.
In the case of the HK equation proper, this even allows to approximate it very ac-
curately by a linear equation with the exact same scaling exponents [160], as seen
in Chapter 4.
As a specific example, we have performed numerical simulations of Eq. (5.13)
with n = 1/2 and m = 3 in order to compare with the expected scaling exponents,
which are
αx =
9
17
, zx =
42
17
, ζ =
7
17
. (5.18)
A surface morphology obtained for long simulation times is presented in
Figure 5.6. The results, presented in Figure 5.7 indeed agree with these exponents
values. Notice in this case full saturation of correlations along the y direction has
not been achieved for our longest simulation times, hence the ky-independent be-
havior of S(0, ky) and Sy(ky) at small arguments.
As a summary of the results in this section, we conclude that strong anisotropy
is indeed feasible for conserved equations with non-conserved noise which are in-
variant under global shifts of the height field. However, this requires the suppres-
sion of nonlinearities along one of the substrate directions, which is a non-generic
parameter condition. Notice, under such a constraint the equation cannot possibly
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Figure 5.7: Numerical integrations of Eq. (5.13) for n = 1/2, m = 3, and
parameters νx = νy = 1, D = 1, λx = 2, L = 256, ∆x = 1, and ∆t = 0.05.
(a) One-dimensional projections S(k, 0) (black circles, left axis) and S(0, k)
(red diamonds, right axis) of the two-dimensional PSD, averaged over 100
different noise realizations. The solid red line and the dashed blue line are
guides for the eye with slopes−42/17 and−6 respectively. (b) PSD of one-
dimensional cuts Sx(k) (blue squares, left axis) and Sy(k) (red circles, right
axis). The solid black line and the dashed green line are guides for the eye
with slopes −35/17 and −25/7, respectively. For visualization purposes,
the values of S(0, k) and Sy(k) have been artificially offset vertically.
be brought into isotropic form by any simple combination of coordinate rotations
and/or rescalings in the substrate plane.
5.1.2 The generalized HK equation
In Chapter 4 we considered the Hwa-Kardar equation, which was originally pro-
posed to describe the interface dynamics of a running-sandpile model, in the con-
text of self-organized criticality [145, 155]. For a two-dimensional substrate such
as we are currently considering, this equation reads
∂th = νx∂
2
xh+ νy∂
2
yh−
λx
2
∂xh
2 + η. (5.19)
In the original formulation [145, 155], the linear terms model the relaxation of the
height of the sand-pile through diffusive transport, whereas the nonlinearity ac-
counts for the lack of inversion symmetry in the x direction, being related to the
presence of the external driving provided by the influx of sand. This is assumed
to occur along the x axis, which is an example of a non-generic condition for non-
linearities, as discussed in the previous section. The noise term η in Eq. (5.19)
mimics the random addition of sand particles from outside the system, thus being
non-conserved. This leads to GSI properties, in spite of the fact that the HK equa-
tion depends explicitly on h, and not only on its derivatives [8]. In particular, as we
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have discussed in Section 4.3 SA occurs, with scaling exponents
αHKx = −
1
5
, zHKx =
6
5
, ζHK =
3
5
. (5.20)
Note that the negative values of αx,y actually imply subdominant (logarithmic) be-
havior for observables in real space, such as e.g. the surface roughness [5]. As
discussed in detail in Chapter 4 and Reference [160], it also leads to slow conver-
gence even for observables in Fourier space, but which are integrals of the 2D PSD
function, such as Sx,y(kx,y). We will meet again this type of behavior in some
specific examples to be discussed below.
In view of the results of the previous section, a natural question is whether
the different behavior of the HK under global shifts of the height, as compared
to e.g. the caKPZ equation, could allow for the occurrence of strong anisotropy,
even for more generic parameter conditions such that, e.g., the non-linear part of
the equation could be brought into an isotropic form via appropriate coordinate
transformations in the substrate plane. In order to elucidate this possibility, we
generalize the HK equation into
∂th = νx∂
2
xh+ νy∂
2
yh+ νxy∂
2
xyh−
λx
2
∂xh
2 − λy
2
∂yh
2 + η, (5.21)
which will be henceforth referred to as the gHK equation. Indeed, the original HK
equation simply corresponds to the particular case of Eq. (5.21) in which λx 6= 0
while λy = νxy = 0. The term proportional to νxy has been introduced for techni-
cal reasons, as will become clear next.
In order to derive analytical insight into the critical behavior of the gHK equa-
tion, we apply to it the DRG procedure described in Chapter 2. The flow equations
for the renormalization of the parameters of the gHK equation read
dνx
dl
= νx (zx − 2− Σνx) , (5.22)
dνxy
dl
= νxy(zx − ζ − 1− Σνxy), (5.23)
dνy
dl
= νy
(
zx − 2ζ − Σνy
)
, (5.24)
dλx
dl
= λx(αx + zx − 1), (5.25)
dλy
dl
= λy(αx + zx − ζ), (5.26)
dD
dl
= D(zx − 2αx − ζ − 1). (5.27)
where Σνx , Σνy and Σνxy are functions of νx,y and λx,y which are provided in
Appendix A.2, together with further details on the derivation of Eqs. (5.22)-(5.27).
From Eqs. (5.22)-(5.24) note that for the gHK equation, even if the term with bare
parameter νxy were initially zero, it is in principle generated by the coarse-graining
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procedure. This is due to the fact that Σνxy has a prefactor of 1/νxy, see Eq. (A.30),
so that the term νxyΣνxy in the flux equation for νxy will not generically vanish,
even when νxy = 0. This is the reason why we have incorporated it to the definition
of Eq. (5.21), in order to correctly take it into account in the DRG analysis.
We can write down an equivalent DRG flow which does not depend explicitly
on αx and zx through the identification of natural couplings in the system, such as,
e.g.
g =
λ2xD
16pi2Λ2ν3x
, rν =
νy
νx
, fν =
νxy
νx
, rλ =
λy
λx
. (5.28)
Thus, we get
drλ
dl
= rλ (1− ζ), (5.29)
dfν
dl
= fν
[
1− ζ + Σνx − Σνxy
]
, (5.30)
drν
dl
= rν
[
2 (1− ζ) + Σνx − Σνy
]
, (5.31)
dg
dl
= g
[
3− ζ + 3 Σνx
]
. (5.32)
HK equation as a particular case
The behavior of the original HK equation, which corresponds to rλ = fν = 0, can
be readily obtained from the above DRG results, see details in Appendix A.2.1.
The non-trivial part of the flow reduces in this case to
drν
dl
= 2rν(1− ζ)− g
[
3ζ + (7 + ζ)rν + 5r
2
ν
(1 + rν)2
+ 5
√
rν tan
−1(
√
rν)
+
3ζ√
rν
tan−1
(
1√
rν
)]
, (5.33)
dg
dl
= g(3− ζ)− 3g
2
rν
[
3ζ + (7 + ζ)rν + 5r
2
ν
(1 + rν)2
+ 5
√
rν tan
−1(
√
rν)
+
3ζ√
rν
tan−1
(
1√
rν
)]
. (5.34)
The fixed points of Eq. (5.34) are either g = 0 or
g = g∗ ≡ 3− ζ
3
rν
[
3ζ + (7 + ζ)rν + 5r
2
ν
(1 + rν)2
+ 5
√
rν tan
−1(
√
rν)
+
3ζ√
rν
tan−1
(
1√
rν
)]−1
. (5.35)
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Figure 5.8: Numerical integration of the DRG flow for the gHK equation
(5.21) in the HK limiting case rλ = fν = 0, Eqs. (5.31)-(5.32). The solid
black lines are flow trajectories, while the dashed red line is the manifold
of fixed points of the flow.
If g = 0, Eq. (5.31) implies ζ = 1, see Eq. (5.33). In contrast, setting g = g∗
requires ζ = 3/5 in order to yield a fixed point for Eqs. (5.31)-(5.32) [note Eqs.
(5.29)-(5.30) hold automatically since we have set νxy = λy = 0]. Moreover,
in this case a manifold of fixed points actually exists in (rν , g) parameter space,
described by the equation obtained once we set ζ = 3/5 in Eq. (5.35), namely,
g =
4
5
rν
[
9 + 38rν + 25r
2
ν
5(1 + rν)2
+ 5
√
rν tan
−1(
√
rν) +
9
5
√
rν
tan−1
(
1√
rν
)]−1
.
In order to explore the stability of this family of fixed points, we have numeri-
cally integrated the flux (5.31)-(5.32) for νxy = λy = 0. The result is shown in
Figure 5.8, where it is clear that all the fixed points on the manifold are attractive,
illustrating how GSI occurs in this system. This is in stark contrast with the role
of RG fixed points in equilibrium critical systems, which are unstable due to the
relevance of temperature perturbations. Moreover, each point on the manifold cor-
responds to the same set of scaling exponents, which are obtained by going back to
Eqs. (5.22)-(5.27), and plugging in the values of g∗ and ζ. The resulting exponents
have the expected values for the HK equation, namely Eq. (5.20).
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Figure 5.9: Numerical integration of the DRG flow for the gHK equation
(5.21) in the case ζ = 1 [Eqs. (5.30)-(5.32)]. (a) Projection on the (rν , fν)
plane for two initial conditions, (rν , fν , g) = (0.1, 0.1, 0.1), (0.6, 0.1, 0.1), and
several values of rλ in each case, as indicated in the legend. The solid
red line is the manifold of fixed points, parametrized by rλ. (b) Three-
dimensional view of two flow trajectories for rλ = 1 and the same two initial
conditions as in the left panel. Again, the solid red line is the manifold of
fixed points.
Full generalized HK equation
In the case of the full gHK equation, it is clear from Eq. (5.29) that if rλ 6= 0,
then ζ = 1 at the RG fixed point, leading to isotropic asymptotic behavior. In
Appendix A.2.2, we explicitly provide the three remaining DRG flow equations,
Eqs. (5.30)-(5.32) in this case. By numerically exploring the parameter space, for
0.3 ≤ rλ ≤ 1.2 we have found a non-trivial manifold of fixed points, which can ac-
tually be seen as a line parametrized by the value of rλ. All points on this manifold
share the scaling exponents values
αx = −1
3
, zx =
4
3
, ζ = 1. (5.36)
In Figure 5.9 we show the numerical integration of the DRG flow for rλ within this
range. Similar considerations can be made as those provided for Figure 5.8.
However, we have not been able to find a similar set of fixed points for other
values of rλ. Due to the strong non-linear character of the equations that one needs
to solve (see Appendix A.2), it is uncertain whether this is due to lack of conver-
gence of the numerical scheme we have employed to integrate the DRG flow equa-
tions, or to an artifact of the approximations made within our DRG approach itself.
Nevertheless, one would expect such fixed points to also exist and correspond to
exponent values as given in Eq. (5.36). In order to verify this conjecture, we have
performed direct numerical simulations of the full gHK equation using the same
pseudo-spectral scheme as above. We have paid particular attention to a potential
change of scaling behavior due to a relative change in the signs of the nonlinearities
λx and λy. A surface morphology obtained for long simulation times is presented
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Figure 5.10: Morphology generated by numerical integration of Eq. (5.21)
for parameters νx = νy = 1, νxy = 0, D = 1, λx = 1, λy = 2 (so that
rλ > 0), L = 256, ∆x = 1, and ∆t = 0.01. Top panel: three-dimensional
view. Bottom panels: top views. The right panel has been obtained after
rotating the left panel by 90◦.
in Figure 5.10. As is clear from the left panels of Figures 5.11 and 5.12, in the
hydrodynamic limit the equation displays the expected isotropic exponent values,
Eq. (5.36), irrespective of such a relative sign, analogous in this sense to the caKPZ
equation.
Looking at the right panels of Figures 5.11 and 5.12, the analytical predictions
for the one-dimensional PSDs apparently do not agree with the results from nu-
merical simulations. A very similar phenomenon has been found and studied for
the HK equation in [160, Figs. 9 through 11], as we have seen in Chapter 4. In that
case, the discrepancy was due to finite size effects for the system sizes employed in
the numerical simulation of the equation, and we believe that a similar phenomenon
is taking place here. It is worth mentioning that such a lack of convergence seems
more pronounced for the PSD of cuts along the y direction than for cuts along the
x direction, probably related with the value of λy, which is larger in absolute value
than λx in both cases.
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Figure 5.11: Numerical integrations of the gHK equation, Eq. (5.21), for
parameters νx = νy = 1, νxy = 0, D = 1, λx = 1, λy = −2 (so that rλ < 0),
L = 256, ∆x = 1, and ∆t = 0.01. (a) One-dimensional projections S(k, 0)
(black circles, left axis) and S(0, k) (red diamonds, right axis), averaged
over 50 different noise realizations. The solid black lines are guides for
the eye with slope −4/3. (b) PSD of one-dimensional cuts Sx(k) (blue
squares, left axis) and Sy(k) (red circles, right axis). The solid black lines
are guides for the eye with slope −1/3. For visualization purposes, the
values of S(0, k) and Sy(k) have been artificially offset vertically.
5.2 Non-conserved dynamics
After the previous results, it is natural to ponder whether strongly anisotropic be-
havior can actually occur for GSI systems with non-conserved dynamics. The
prime representative of them is the aKPZ equation [79], namely,
∂th = νx∂
2
xh+ νy∂
2
yh+
λx
2
(∂xh)
2 +
λy
2
(∂yh)
2 + η. (5.37)
This equation was studied in detail in the seminal paper [79]. The main result
was that the scaling behavior is always isotropic, changing from linear Edwards-
Wilkinson (EW) type to non-linear KPZ type as a function of the nonlinearities
having opposite or the same signs, respectively. However, the case in which only
one of the nonlinearities is zero remained basically unexplored. Our results above
suggest that it might lead to SA behavior, and for this reason we will revisit the
DRG analysis in [79], complementing it with direct numerical simulations of the
equation. Moreover, while detailed calculations are available for the caKPZ system
[161], this is not the case of Eq. (5.37). For this reason we provide details of our
analysis in Appendix A.3.
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Figure 5.12: Numerical integrations of the gHK equation, Eq. (5.21), for
parameters νx = νy = 1, νxy = 0, D = 1, λx = 1, λy = 2 (so that
rλ > 0), L = 256, ∆x = 1, and ∆t = 0.01. (a) One-dimensional projec-
tions S(k, 0) (black circles, left axis) and S(0, k) (red diamonds, right axis)
of the two-dimensional PSD, averaged over 50 different noise realizations.
The solid black lines are guides for the eye with slope −4/3. (b) PSD of
one-dimensional cuts Sx(k) (blue squares, left axis) and Sy(k) (red cir-
cles, right axis). The solid black lines are guides for the eye with slope
−1/3. For visualization purposes, the values of S(0, k) and Sy(k) have
been artificially offset vertically.
5.2.1 DRG analysis of the anisotropic KPZ equation
In the case of Eq. (5.37), the DRG flow equations read in general
dνx
dl
= νx(zx − 2− Σνx),
dνy
dl
= νy(zx − 2ζ − Σνy), (5.38)
dλx
dl
= λx(zx + αx − 2), dλy
dl
= λy(zx + αx − 2ζ), (5.39)
dD
dl
= D(zx − 2αx − ζ − 1 + ΦD), (5.40)
where functions Σνx , Σνy , and ΦD are reported in Appendix A.3, together with
the main steps in their calculation. From Eq. (5.39) we immediately see that, if
both nonlinearities are non-zero, λxλy 6= 0, a fixed point can be attained only for a
weakly anisotropic system, that is ζ = 1. By introducing the following couplings,
rν =
νy
νx
, rλ =
λy
λx
, g =
λ2xD
32pi2ν3x
, (5.41)
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we again obtain a renormalization flow that is independent of αz and zx, specifi-
cally,
drν
dl
= 2rν(1− ζ)
{
1− g
[
3 + rν
(1 + rν)2
−Aζ,rν
+
rλ
rν
(
4
1 + rν
+
rλ
rν
(
Aζ,rν +
1 + 3rν
(1 + rν)2
))]}
, (5.42)
drλ
dl
= 2rλ(1− ζ), (5.43)
dg
dl
= g(1− ζ)
{
1− g
[
13 + 3rν
(1 + rν)2
− 3Aζ,rν
+
rλ
rν
(
8Aζ,rν +
16rν + 8
(1 + rν)2
+
rλ
rν
(
3Aζ,rν +
3 + 5rν
(1 + rν)2
))]}
, (5.44)
where we have introduced the auxiliary function (proportional to the one defined
in [79])
Aζ,rν =
tan−1
√
rν + ζ tan
−1√1/rν
(ζ − 1)√rν . (5.45)
Without loss of generality, we can consider only the cases rλ 6= 0 and rλ = 0
(a zero λx, i.e. rλ =∞, is not taken into account due to the symmetry of the aKPZ
equation with respect to an exchange in the spatial coordinates x↔ y). For rλ 6= 0,
the fixed points of the set of Eqs. (5.42)-(5.44) must satisfy the condition ζ = 1
(weak anisotropy), the only terms different from zero being those proportional to
(1 − ζ)A1,rν = −pi/2
√
rν , so that the non-trivial part of the flow (5.42)-(5.44)
becomes
drν
dl
= gpi
√
rν
[(
rλ
rν
)2
− 1
]
, (5.46)
dg
dl
= 4pi
g2√
rν
(
rλ
rν
+
3
8
[(
rλ
rν
)2
− 1
])
. (5.47)
The fixed points of this set of equations need to belong to the manifold
(r∗ν , r∗λ, g
∗, ζ) = (rν , rλ, 0, 1) with rν > 0. Beyond the trivial solution (0, rλ, 0, 1)
(see below), which corresponds to EW behavior, two submanifolds of (rν , rλ, 0, 1)
provide non-trivial fixed points. Indeed, by equating (5.46) to zero we have
rλ = ±rν , and fixed points (rν ,±rν , 0, 1), while from Eq. (5.47) we obtain the
two solutions rλ = rν/3,−3rν , i.e. (rν , rν/3, 0, 1) and (rν ,−3rν , 0, 1). Neverthe-
less, difficulties arise when we try to compute the stability of these points. In fact,
the stability matrix has three elements equal to zero for g = 0. Even though a more
refined analysis is possible, the RG flow can be more conveniently studied through
numerical integration of Eqs. (5.46) and (5.47). In Figure 5.13 we show results
of such a study. If we take a bare parameter condition such that rλ < 0 (dashed
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Figure 5.13: Numerical intergation of the DRG Flow for the aKPZ equa-
tion (5.37) for the case ζ = 1 [Eqs. (5.46)-(5.47)]. The solid black lines
correspond to the case of positive rλ, while the dashed blue lines corre-
spond to rλ < 0.
blue lines), the flow is attracted by the fixed point at the origin, namely, scaling be-
havior is WA and linear, scaling exponents being those of the EW equation in 2+1
dimensions, namely, αx = αy = 0 (logarithmic) and zx = zy = 2 [5]. In contrast,
for bare parameter choices such that rλ > 0 (solid black lines in Figure 5.13) the
RG flow lines move towards unbounded values for g. This is a manifestation of
the occurrence of WA non-linear KPZ scaling, which is well-known not to lead to
a finite fixed point in 2+1 dimensions [5]. Thus, as expected, Wolf’s results are
recovered through the numerical integration of the RG flow.
Once the well-known results for the aKPZ equation have been retrieved, we
focus next in the case of strong anisotropy ζ 6= 1. From Eq. (5.43) we immediately
obtain rλ = 0 at the fixed points, so that the DRG flow equations reduce to
drν
dl
= 2rν(1− ζ)
[
1− g
(
3 + rν
(1 + rν)2
−Aζ,rν
)]
, (5.48)
dg
dl
= g(1− ζ)
[
1− g
(
13 + 3rν
(1 + rν)2
− 3Aζ,rν
)]
. (5.49)
In order to find the fixed points for Eqs. (5.48)-(5.49), we need to set their right
hand sides to zero. This gives us several possible solutions, which we proceed
to analyze. Considering Eq. (5.48), zeros are obtained setting rν = r∗ν = 0 or
g = g∗1 =
[
(3 + rν)(1 + rν)
−2 −Aζ,rν
]−1. However:
(a) When rν = 0, Eq. (5.49) cannot be set to zero. This is due to the fact that
one of the terms within the equation, namely,
g2
[
tan−1
(
r1/2ν
)
+ ζ tan−1
(
r−1/2ν
)]
r−1/2ν , (5.50)
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does not have a well defined limit as a two-variable function for
(rν , g)→ (0, 0).
(b) Substituting g∗1 into Eq. (5.49), we get
Aζ,rν =
5 + rν
(1 + rν)2
, (5.51)
which gives us the possible values of rν and ζ corresponding to g∗1 . However,
it is not difficult to see that Eq. (5.51) leads to g∗1 = −(1+rν)2/2 < 0, which
is not a physically acceptable value.
Hence, the formal zeros of Eq. (5.48) provided by rν = 0 and g = g∗1 are both to
be discarded. On the other hand, if we start out with Eq. (5.49), we obtain zeros
for g = 0 and g = g∗2 =
[
(13 + 3rν)(1 + rν)
−2 − 3Aζ,rν
]−1. Then:
(a) By substituting g = 0 into Eq. (5.48) we get
drν
dl
= 2rν(1− ζ), (5.52)
which implies that the line g = 0, rν > 0 is a separatrix for the RG flow.
One could then argue that the point g = 0, rν = 0 is indeed a fixed point,
but strictly speaking this is not true due to the ill-definiteness of the flow at
the origin, as discussed above.
(b) If we substitute g = g∗2 into Eq. (5.48), we again obtain Eq. (5.51), and
therefore no physically acceptable fixed points.
A final possibility to find a meaningful fixed point of the flow is to set ζ = 1,
which would correspond to isotropic asymptotic behavior. Eqs. (5.48)-(5.49) then
become
drν
dl
= −pig√rν , dg
dl
= −3pi
2
g2√
rν
. (5.53)
As it turns out, these equations can be exactly solved, giving
rν(l) =
r
3/2
0√
r0 + pig0l
, g(l) =
g0r
3/4
0
(
√
r0 + pig0l)3/2
, (5.54)
where r0 = rν(0) and g0 = g(0) are the initial conditions (bare parameter values).
This exact solution tells us that the flow moves towards the point rν = 0, g = 0,
which is only reached in infinite “time”, i.e. for l→∞. Moreover, Eqs. (5.54) can
be simply restated as
g(l) = g0
[
rν(l)
r0
]3/2
, (5.55)
implying that g vanishes faster than rν in this limit.
The latter result actually allows us to rationalize the behavior of the RG flow,
Eqs. (5.42)-(5.44), for the anisotropic condition ζ 6= 1, rλ = 0, as obtained through
numerical integration of the corresponding Eqs. (5.48)-(5.49). In Figure 5.14 we
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Figure 5.14: Numerical integration of the DRG flow for the aKPZ equation
(5.37) for the case rλ = 0 [Eqs. (5.48)-(5.49)], and different values of the
anisotropy exponent, (a) ζ = 1/2 , (b) ζ = 1 , (c) ζ = 3/2 , and (d) ζ = 5 .
show such type of results for different values of ζ. Obviously, ζ = 1 [see
Figure 5.14(b)] constitutes a natural reference case for which, as we have just seen,
the RG flow is both well-defined at, and attracted by, the origin, where scaling
behavior is isotropic, EW-type. Even though this point cannot be reached by the
RG flow at finite l for other values of ζ, for which no finite fixed points otherwise
exist, it still plays an important role. Thus, as can be seen in Figure 5.14(a), for
ζ < 1 the origin seems to repel the flow lines, which evolve towards arbitrarily
large values of (rν , g). This behavior may be an artifact of the approximations
made in the DRG analysis, as suggested by further results. Namely, ζ > 1 is seen
in Figure 5.14(c),(d) to reverse the stability of the origin. Now it attracts the RG
trajectories, which flow into it for infinite l, indicating asymptotic isotropic EW
behavior. We have checked that it is the latter behavior, rather than the unbounded
growth of rν and g obtained for ζ < 1, which seems to actually occur for the
aKPZ equation under the present type of conditions. Specifically, we have per-
formed direct numerical simulations of the aKPZ equation, Eq. (5.37), for a case
in which one of the nonlinearities is “suppressed”, λy = 0. A surface morphology
obtained for long simulation times is presented in Figure 5.15, while the results for
the power spectral densities are shown in Figure 5.16. Actually, The same numeri-
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Figure 5.15: Morphology generated by numerical integration of Eq. (5.37)
for parameters νx = νy = 1, D = 1, λx = 3, λy = 0, L = 256, ∆x = 1, and
∆t = 0.01. Top panel: three-dimensional view. Bottom panels: top views.
The right panel has been obtained after rotating the left panel by 90◦.
cal simulation scheme has also allowed us to also check for the aKPZ equation (not
shown), the change of universality class as a function of the relative signs of the
nonlinearities when both are non-zero. As can be seen in the figures, the behav-
ior of correlation functions is well-reproduced by isotropic EW exponents, namely,
α = 0 (logarithmic) and z = 2. This is consistent with the effective g coupling
renormalizing to zero much faster than rν , so that at large length scales the sys-
tem is effectively behaving as an anisotropic EW equation, for which the scaling is
well-known to be of the WA type [160].
5.3 Conclusions
The previous sections have allowed us to assess the non-genericity of strong aniso-
tropy for surfaces displaying generic scale invariance and non-linear effects. Thus,
for non-conserved dynamics, strong anisotropy simply does not occur, even for
special conditions under which only one of the nonlinearities is suppressed. On
the other hand, for systems with conserved dynamics, strong anisotropy can be ob-
tained, and even whole families of equations can be formulated which display this
property, such as Eq. (5.13). However, both in the presence and in the absence of
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Figure 5.16: Numerical integrations of the aKPZ equation, Eq. (5.37), for
parameters νx = νy = 1, D = 1, λx = 3, λy = 0, L = 256, ∆x = 1, and
∆t = 0.01. (a) One-dimensional projections S(k, 0) (black circles, left axis)
and S(0, k) (red diamonds, right axis), averaged over 50 different noise
realizations. The solid black lines are guides for the eye with slope −2. (b)
PSD of one-dimensional cuts along the x direction, Sx(k) (blue squares,
left axis), and along the y direction, Sy(k) (red circles, right axis). The solid
black lines are guides to the eye with slope−1. For visualization purposes,
the values of S(0, k) and Sy(k) have been artificially offset vertically.
the shift symmetry h → h + const., this seems only possible for “incomplete”
equations in which only one of the nonlinearities is suppressed.
Overall for the type of systems that we have studied here and in Chapter 4, one
can conclude that, if the part of the interface equation which is most relevant for
the scaling behavior (e.g. non-linear vs linear terms, or surface tension vs surface
diffusion, etc.) can be rewritten in an isotropic form using coordinate transforma-
tions, such as rotations or a mere rescaling (in which rescaling factors are positive),
then the system will display weak anisotropy. Actually, this is a sufficient condi-
tion for weak anisotropy, but is not necessary: One also obtains weak anisotropy
for example in the anisotropic KPZ equation when the coefficients of the nonlin-
earities have different signs. Note that a rescaling in such a situation still preserves
the difference in sign between the two nonlinear terms.
But in order to obtain strong anisotropy, one further needs conserved dynamics,
combined with special parameter cancellations such that, e.g. λx 6= 0 while λy = 0.
In general, conditions of this type depend critically on details of the dynamics that
is being described, acting as special constraints, and are in this sense non-generic in
parameter space. Hence, they cannot be obtained from simple-minded derivations
of the equations of motion based on symmetries and conservation laws.
Naturally, there are formulations of the interface equation, such as the original
one by Hwa and Kardar, in which this type of special conditions becomes natural,
as imposed by the geometry of the external driving fields and/or relaxation mecha-
nisms (e.g. the direction of sand transport, etc.). Beyond driven diffusive systems
or models of self-organized criticality, such type of constraints also appear for in-
5.3 Conclusions 97
stance in solidification fronts [163], the dynamics of localized structures [164] in
plasmas [165] and in fluid propagation [166], the evolution of driven flux lines in
superconductors [167], or the effect of shear on interface fluctuations [168]. Still,
such type of constraints leading to “incomplete” equations are not to be expected
in many other systems. Consider for instance epitaxial growth systems [79, 81] in
which lattice anisotropies are expected to lead to different values of, say, λx and
λy. In general, the physics is limited to inducing different values in the equation
parameters, but not necessarily to exact cancellations of specific ones.
Additionally, we have to note an implicit assumption that we have made in our
analysis. This is the fact that the interface equation is morphologically stable, in
the sense that the deterministic terms tend to smooth out surface inhomogeneities.
However, many natural contexts for the occurrence of spatial anisotropies are ac-
tually systems in which patterns emerge (convection rolls, ripples under ion beam
sputtering, etc.), some of which correspond to references just quoted [81,163–166].
Formation of this type of structures requires morphological instabilities to oc-
cur, which suggests pattern-forming systems as a potential context for non-trivial
strongly anisotropic behavior. Note, pattern-forming behavior (i.e. the emergence
of a spatial structure from an homogeneous system) is to some extent the opposite
interfacial property to generic scale invariance, since the former is characterized by
the predominance of a characteristic length scale (namely, the pattern periodicity),
which is absent in the latter. Nevertheless, studies are already available [105,106] in
which a highly non-trivial interplay occurs between instability and anisotropy, and
in which the difference between scale invariance (kinetic roughening, or surface
generic scale invariance) and its opposite property (pattern formation) is a matter
of space and time scales [32, 128]. The anisotropic Kuramoto-Sivashinsky equa-
tion [81,105,106,134] is a natural example, albeit itself being possibly confined to
weak anisotropy. Thus, we believe an interesting avenue for further studies of the
occurrence of strong anisotropy in generic scale invariant systems is related with
anisotropic models of pattern formation that are compatible with kinetic roughen-
ing at the appropriate scales.

6
STRONG ANISOTROPY IN EXPERIMENTAL SYSTEMS
In this chapter we show that the scaling analysis presented in Chapter 4 does pro-
vide a consistent description of the anisotropic kinetic roughening properties of ac-
tual experimental surfaces. We present an analysis of experimental data produced
through erosion of silicon targets by Ion Beam Sputtering at low to intermediate
ion energies [72, 73]. After a brief historical review of the most relevant experi-
mental results and theoretical modeling in this context, we focus our attention on
two experimental sets, one that is morphologically stable and a second one which
is unstable. We show that in both cases strong anisotropy ensues, verifying the
anisotropic scaling Ansatz proposed in Chapter 4.
6.1 Ion Beam Sputtering
In 1962, Navez et al. [169] showed that, by bombarding a glass sample with a beam
of ionized air, new surface morphologies could be produced depending mainly on
the incidence angle θ of the beam onto the substrate. More precisely, wavelike
structures (ripples) were found to appear, the distance between them setting a char-
acteristic length scale for the system. For incidence angles close to θ = 0◦ the
ripples aligned perpendicular to the ion beam direction, while they became paral-
lel to it when the beam reached the surface at grazing incidence, i.e. θ ≈ 90◦.
Some of the morphologies obtained by Navez et al. are presented in Figure 6.1.
Since the first experimental observations it was found that, whenever a substrate
was irradiated by ions with energy around 1 KeV, part of the material was ejected
from the surface. The incident ions lose energy due to collisions with the nuclei
and electrons of the atoms in the substrate, in such a way that superficial atoms are
ejected (sputtered) whenever they receive enough energy to break the bonds with
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Figure 6.1: Experiment by Navez, Sella, and Chaperot [169] on glass.
(a) Experimental setup. The sample is bombarded with ionized air at 4
keV for six hours. (b) Morphology after bombarding with incidence angle
θ = 30◦. The arrow indicates the projection of the beam onto the sub-
strate. The ensuing ripple structure is perpendicular to it. (c) Morphology
at normal incidence. (d) Morphology at θ = 80◦. The ripples are now
parallel to the projection of the ion beam direction. The picture has been
taken from [124].
their neighbors.
This type of systems have recently gained considerable interest, both experi-
mentally [72] and theoretically [73], the main reason being the promising applica-
bility of the (nano) pattern produced to a wide variety of technological applications,
such as microelectronic device fabrication [170] or magnetic data storage [171].
Indeed, nowadays this technique constitutes a basic tool in surface analysis, depth
profiling, sputter cleaning, micromachining and sputter deposition. Perhaps the
largest community of users of this technique is in the thin film and semiconductor
fabrication areas, sputter erosion being routinely used for etching patterns that are
important in the production of integrated circuits and device packaging. However,
while the associated pattern formation holds great promise for low-cost and large-
area applications, its specific use for the design of new materials and bottom-up
manufacturing processes is at present hampered by our incomplete knowledge of
the underlying mechanisms of self-organization. Thus, in order to understand these
kinds of systems, it is of paramount importance to develop theoretical models, as
well as to improve and increase the amount of experimental data available.
Although a comprehensive review of experimental data and theoretical models
for IBS systems is beyond the scope of this thesis, it is useful to summarize some
6.1 Ion Beam Sputtering 101
of the most important results in this field. To this end, we will henceforth focus
on experiments performed on amorphous targets, like glass, or on materials that
become amorphous upon ion bombardment, like monocrystaline semiconductors
such as silicon [172, 173]. In principle sputter erosion may have different effects
on the surface depending on many factors, such as incident ion energy, mass of the
ion, angle of incidence, substrate temperature and material composition. However,
experiments have assessed some sort of “universal” features for the patterns that
develop under fairly generic experimental conditions [73].
One of the most interesting aspects of systems that undergo IBS is the depen-
dence of the type of pattern with the angle of incidence and the energy of the ions.
Historically, a picture similar to the one presented by Navez was believed to be
quite generic; these experiments, as mentioned above, found an isotropic pattern
(dots or holes) at normal incidence, followed by ripples oriented perpendicular to
the projection of the ion beam onto the substrate when θ < θ∗. Then, for θ greater
than the “critical” value θ∗, a ripple structure also formed, but this time it was
oriented parallel to the ion beam projection.
It was only 40 years later, with the work by Ozaydin et al. [174], that key role
in the formation of the pattern was hypothesized to be played by accidental code-
position of metallic impurities onto the substrate. Interesting consequences have
been derived from this fact, as it seems that the concentration and type of impuri-
ties can be tuned in order to control the type of morphology (holes, dots, ripples)
that develops [175–177]. Such an observation also called for an improvement of
the experimental setups in order to control the contamination levels, and for a re-
examination of previous experimental results, that were presumably obtained for
contaminated samples. Since then, experiments have been performed so as to pre-
vent such effects [177, 178], and the picture emerging from them is quite different.
Specifically, it has been shown that no pattern forms below a critical angle of inci-
dence θc. For θ > θc, a ripple structure forms, which is oriented perpendicular to
the ion beam projection, while at grazing incidence (typically θ > 80◦) the ripple
structure rotates by 90◦. All of this seems to be quite independent on the energy
of the ions (although this point has also been recently challenged in the case of
Germanium substrates [179]) and quite general, at least for Si and similar semi-
conductor targets. However, the actual value of θc seems to depend on the type of
ions chosen. Also depending on this, it may be possible to observe a rough surface
also at grazing incidence instead of a rotation of the ripples [180]. Naturally, nowa-
days a lot of effort is being put into a better characterization of the morphologies
that emerge in these systems, and into developing experimental setups and in-situ
measuring that prevent any contamination of the sample, as well as to control the
exact amount of impurities that are deposited onto the substrate during erosion.
In view of the huge and continuing amount of experimental data available, the
theoretical modeling of IBS surface nanopatterning also appears to be a field in
constant evolution. Since the formation of a pattern is quite a slow process (' 1 s)
compared to processes associated with collision cascades or with surface diffu-
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sion (' 1 ps), this phenomenon remains beyond reach for microscopic approaches
like Molecular Dynamics or kinetic Monte Carlo [22, 181]. On the other hand, de-
scriptions through continuum equations such as the ones introduced in the previous
Chapters appear as a natural choice in order to account for the main properties of
these systems. The universality of the phenomena, in the sense of their occurrence
for a wide choice of experimental conditions, adds credit to applicability of these
type of models. Historically, the work that paved the way for further continuum
modeling of IBS surface nanopatterns is due to Bradley and Harper [76]. There,
it is assumed that the local surface velocity is proportional to the total deposited
energy due to ion bombardment, and that such energy follows a Gaussian distribu-
tion, according to Sigmund’s theory of sputtering [182]. It is not difficult to see,
by geometrical considerations, that the latter assumption causes an instability due
to different erosion rates for surface troughs and crests, the former being eroded
faster than the latter. Thus, the small slope approximation leads to the following
linear equation for the evolution of the height of the surface,
∂th = −νx∂2xh− νy∂2yh−K∇4h, (6.1)
where νx,y are positive constants that depend on phenomenological parameters
such as flux, average ion energy, average penetration depth, etc. , while the last term
on the r.h.s. accounts for thermal surface diffusion, as described by Mullins [183].
The negative sign in front of the second derivatives gives rise to the morphological
instability mentioned above, in such a way that dots form for normal incidence and
ripples form for any θ > 0. This equation also predicts correctly the rotation of the
ripples that was found in the first IBS experiments.
It is however clear that Eq. (6.1) cannot be a complete description of the pro-
cess, since it predicts exponential blow-up of the surface height. An improvement
to this model can be achieved by introducing nonlinear effects. Since Eq. (6.1) was
obtained by using a small slope expansion for h, it is sufficient to go to one further
order in such expansion [129] in order to obtain
∂th = −ν∇2h−K∇4h+ λ(∇h)2 + η, (6.2)
where also a noise term has been added to account for fluctuations in the ion beam
flux, and the surface diffusion constant, K, depends both on the temperature and
the ion flux. Equation (6.2) is the noisy Kuramoto-Sivashinsky equation studied in
Chapter 3. This equation displays a morphological instability in which a preferred
wavelength is selected, followed by a kinetic roughening regime which we have
shown to be in the KPZ universality class [32]. Although a transition from ordered
patterns to kinetic roughening is quite common in IBS experiments, an unambigu-
ous assessment of the KPZ exponents in this type of systems has not been obtained
so far. Moreover, the generically expected and technologically appealing case in
which well ordered dots or ripples form remains far from the description by the KS
equation proper. An improved ordering of surface structures is obtained by going
to a higher nonlinear order in the Bradley-Harper type expansion [184], obtaining
∂th = −ν∇2h−K∇4h+ λ1(∇h)2 + λ2∇2(∇h)2, (6.3)
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which indeed produces well ordered structures but for which a cancellation mode
exists [see Section 1.3.4] that is linearly unstable. This means that the surface
amplitude blows up exponentially, as a result of which the continuum description
breaks down.
Interestingly, it is possible to derive a similar equation starting from a two-
field “hydrodynamic” model. The idea for its derivation comes from the important
observation that a thin amorphous layer on top of the crystalline bulk forms under
irradiation [172]. This allows one to construct a model where the surface height
h is coupled to the density R of species, that are subject to transport within the
amorphous layer [185, 186],
∂th = −Γex + Γad, (6.4)
∂tR = (1− φ)Γex − Γad +D∇2R. (6.5)
Here, Γex (Γad) are rates of excavation (addition) from (to) the crystalline bulk that
are derived from constitutive laws, and φ controls the amount of local redeposition.
The approximation of slow evolution for the fieldR leads to the following effective
equation for h [185],
∂th = −ν∇2h−K∇4h+ λ1(∇h)2 − λ2∇2(∇h)2, (6.6)
where the sign of the last term on the right hand side frees Eq. (6.6) from can-
cellation modes. Equation (6.6) leads to a short range order of the nanodots and
intermediate coarsening properties, and it compares quite favorably to experiments
on Si targets [187]. Equation (6.6) also displays kinetic roughening properties in
its asymptotic state, probably also in the KPZ universality class, although both nu-
merical (due to the presence of long crossovers) and analytical confirmations are
missing at the moment.
An important aspect of IBS systems that we have not mentioned so far, is the
fact that, for incidence angles greater than zero, they are inherently anisotropic. In
fact, it is natural to think that the projection of the ion beam onto the substrate and
the direction perpendicular to it have different properties concerning, for instance,
the transport of material. In order to describe this, anisotropic versions of the KPZ
and nKS equations have been proposed. These models present a richer dynamical
behavior of the morphology. An anisotropic version of Eq. (6.6) is also available
[186], that reads
∂th = γ∂xh+
∑
i=x,y
[−νi∂2i h+ λ1i(∂ih)2 + Ωi∂2i ∂xh+ ξi(∂xh)(∂2i h)]
+
∑
i,j=x,y
{−Kij∂2i ∂2j h− λ2ij∂2i (∂jh)2] , (6.7)
where, again, coefficients are functions of physical parameters. This equation also
leads to non-uniform ripple transport and coarsening, and to a good qualitative
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comparison with some experiments [22]. It is also supposed to display kinetic
roughening, although a comprehensive study has not been provided yet.
After the experimental works of Madi et al. [178] that established the absence
of pattern formation for small incidence angle, it is clear that BH-type expansions
cannot account for such behavior, unless additional relaxation mechanism are in-
voked [186]. Recently, another approach has been proposed, which focuses on the
dynamics of the amorphous layer and describes it as a viscous flow using approx-
imations of the Navier-Stokes equation [30]. This hydrodynamical model seems
promising in describing the transition from flat to patterned surface depending on
the incidence angle θ. As for the two-field model, it is also possible to formulate
an equation for the evolution of the surface height, in the limit of small thickness
of the amorphous layer.
In the remainder of this chapter, we present experimental data from ion beam
sputtering that, according to our analysis, not only display kinetic roughening, but
also strong anisotropy. Although this fact needs a deeper validation and deserves
to be studied in more detail, we believe that the emergence of strong anisotropy
in systems of this kind calls for the development of alternative descriptions. This
is due to the fact that the most studied continuous models of ion beam erosion do
not display strong anisotropy, their dynamics being non-conserved (see Chapter 4).
However, the hydrodynamic model mentioned above seems promising in this di-
rection.
6.2 Experiments
We consider two different sets of experimental data; the first one corresponds to
a clean experiment, meaning that any contamination source has been carefully
avoided during the sputtering process [180]. By working at grazing incidence, the
authors obtained a rough interface instead of the expected ripple structure aligned
with the projection of the ion beam onto the substrate. We will show that such a
rough structure actually displays strong anisotropy.
The second set of experimental data was obtained with simultaneous (inten-
tional) codeposition of metallic impurities onto the substrate, giving rise to an in-
stability that produces ripple-like structures [188]. In these experiments the type of
ion is different and the angle of incidence is lower than for the stable case. Also in
this case, it is possible to find a range of scales within which scale invariance (i.e.
kinetic roughening) occurs. We will show that the scaling exponents are differ-
ent if measured along different directions, thus confirming the presence of strong
anisotropy also in this case.
In each section below, the analysis of the experimental data and the verification
of the scaling Ansatz presented in Chapter 4, has been carried out following the
next steps:
(i) For each experimental condition, the irradiation dose guarantees that the
surface has reached a steady state (as reflected in the time independence of
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the correlation functions measured).
(ii) A single sample is scanned (by Scanneling Tunneling Microscopy or Atomic
Force Microscopy) using different resolutions, and over regions of different
sizes, which we will call windows. These scans provide us with different
images (matrices) of the same sample.
(iii) For each matrix, we compute two quantities: the two- dimensional Power
Spectral Density S(kx, ky), and the PSDs of one-dimensional cuts of the
surface, Sx,y(kx,y). The 2D PSD is then averaged over all the images we
have. For the 1D PSDs, we also perform averages over all the lines and
columns of each matrix, respectively.
(iv) Next, we consider the projections S(kx, 0) and S(0, ky) of the two-dimen-
sional PSD onto the kx and ky axes. According to our Ansatz, these profiles
should scale as power laws of kx,y with exponents 2α˜x and 2α˜y , respec-
tively, that are estimated by fits over appropriate scaling ranges.
(v) Using formulas (4.17) and (4.18), we compute real-space roughness expo-
nents α˜x,y and, through Eq. (4.12) we predict the scaling behavior for the
one-dimensional PSDs.
(vi) Finally, we verify if the one-dimensional PSDs indeed scale in a form that is
consistent with the two-dimensional PSD, as required by our scaling theory.
6.3 Morphologically stable case
6.3.1 Experimental setup
For the morphologically stable condition that we will study, the experiments have
been carried out by the group in Reference [180] at “Universita¨t zu Ko¨ln”, Ger-
many. The experiments were conducted in a scanning tunneling microscopy (STM)
apparatus with a base pressure below 1 × 10−10 mbar [180]. The system is
equipped with a differentially pumped fine focus ion source. The fine focus ion
beam exposed only the sample and thus impurity effects were avoided. A Si(100)
sample was irradiated at room temperature with 2 keV Kr+ ions at an ion inci-
dence angle θ = 81◦ with the surface normal. The reproducibility of the angle
is better than 0.5◦, the error of the angle’s absolute value being 1◦. The sam-
ple was exposed to an ion fluence of 2 × 1022 ions m−2, with an average ion
flux of 3× 1017 ions m−2 s−1. The flux is specified here for the sample plane. It
was controlled by a Faraday cup movable to the sample position. After ion expo-
sure, the samples were imaged in situ by STM. A representative image is shown in
Figure 6.2.
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Figure 6.2: STM top view of the surface morphology for the
contamination-free sample. Image size is 1.3× 1.3 µm2.
6.3.2 Results
Superficial naked-eye inspection of Figure 6.2 already suggests the existence of a
long-wave corrugation which does not seem particularly ordered, but does have a
preferred orientation that coincides with the projection of the ion-beam onto the
substrate plane. Actually, this is taken into account in the analysis of the topog-
raphy. Specifically, the ion beam comes from the lower left corner with an angle
of 35◦ to the x axis. After rotating the images so that the ion-beam projection
coincides with the x (horizontal) axis, rectangular regions have been cut out from
the original figures and provide the data for our analysis, as detailed in Table 6.1
together with size and resolution of each sample window considered.
Projections of the two dimensional PSD along the kx and ky axes are presented
in the left panel of Figure 6.3. These plots have been obtained after averaging the
S(k) functions obtained for different window sizes, to improve statistics. Note that
power-law behavior takes place for length scales that are larger than approximately
6 nm, while for shorter distances (larger corresponding values of k) different be-
havior is obtained. Thus, we will restrict our analysis in this case to the small k
range, thus indeed facing the properties of the long-wavelength corrugation just
mentioned. By performing a fit over the small wave-vector region in the left panel
of Figure 6.3, we estimate the values of the momentum-space roughness exponents
to be
2α˜x = 2.66± 0.02,
2α˜y = 1.80± 0.02,
ζ = 1.48± 0.02, (6.8)
where error bars come from statistical uncertainty in the fits. Hence, strong an-
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Index Before (nm2) After (nm2) ∆x (nm/pixel)
I 1800× 1600 1757.2× 632.2 1.8595
II 1200× 1190 1115.6× 500.1 1.2410
III 600× 600 557.36× 250.88 0.6179
IV 301× 301 279.71× 125.86 0.3100
V 150× 150 139.16× 62.85 0.1548
VI 70× 70 65.04× 29.27 0.0774
VII 40× 40 37.15× 16.72 0.0391
VIII 20× 20 18.39× 8.28 0.0193
Table 6.1: Original size of the window (second column), size of the rect-
angular region extracted from the rotated image (third column), and reso-
lution used (fourth column), for the morphologically stable system.
isotropy occurs, since ζ 6= 1. The corresponding exponents characterizing the
power-law decays of the 1D PSD functions should be
2αx + 1 = 1.18± 0.02, (6.9)
2αy + 1 = 1.12± 0.02. (6.10)
Using these values in Eqs. (4.13), the scaling behavior of Sy(ky) extracted from
our Ansatz agrees well with experimental data as shown in the right panel of Fig-
ure 6.3, while such an agreement is not reached in the case of Sx(kx). In order to
understand this disagreement, note first that in the present system both real-space
exponents are quite close to being effectively zero, in view of the statistical fluc-
tuations in the data. In the context of critical phenomena and kinetic roughening
this would be associated with logarithmic (rather than proper power-law) behav-
ior for the real space correlation functions [5, 42]. As we have seen in Chapter 4,
such small values of the roughness exponents may lead to slow convergence issues
for integrated quantities like the one-dimensional PSDs, thus hindering a clear-cut
scaling for such observables.
On the other hand, as we can see in the right panel of Figure 6.3, the scal-
ing behavior predicted by the simple power law Sx(kx) ∼ k−(2αx+1)x has not
been reached by the experimental data, especially for the smallest wave-vector
values. This inconsistency seems reminescent of the slow convergence issue we
found in Chapter 4 for the Hwa-Kardar equation. There, we have seen that for
small numerical values of the exponents α˜x,y, integrals such as Eqs. (4.10)-(4.11)
converge slowly to their asymptotic properties, in the sense that non-negligible
corrections occur to the leading terms k−(2αx,y+1) in a small kx,y expansion [see
Eqs. (4.55)-(4.56)].
As seen in Chapter 4, it is possible to investigate this issue by introducing a
Gaussian approximation to the system, i.e. a continuum model with the same scal-
ing exponents as measured in (6.8), and analyze for it the behavior of the 1D PSD
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Figure 6.3: Experimental results for the contamination free sample, aver-
aged over eight windows. Left panel: One-dimensional projections S(k, 0)
(green circles, left axis) and S(0, k) (blue squares, right axis) of the two-
dimensional PSD. The solid red and dashed black lines are fits obtained by
least squares, the resulting exponents being 2α˜x ' 2.66 and 2α˜y ' 1.80.
These lines correspond to the exact stationary behavior of Eq. (6.11) for
νx = 178, νy = 0.99, and D = 1. Right panel: PSD of one-dimensional
cuts Sx(k) (green circles, left axis) and Sy(k) (blue squares, right axis).
The solid magenta line and the dot-dashed brown line correspond to Eq.
(4.13) with values given by Eq. (6.10), and are not fits to the data. Rather,
they have been computed using Eqs. (4.10) and (4.11) for Eq. (6.11) with
νx = 178, νy = 0.99, and D = 1. The raw data are given in Appendix B.
functions. Thus, as a proxy for the scaling behavior of the present experimental
data, the resulting equation for the Fourier components of the height field, hk(t),
takes the form
∂thk = −(νx|kx|2.66 + νy|ky|1.80)hk + ηk. (6.11)
Note that (6.11) is again a particular case of Eq. (4.35) that we have introduced in
Chapter 4, and therefore it follows the scaling Ansatz (4.6) exactly, with exponents
given by (6.8). Actually, the power-law fits in the left panel of Figure 6.3 are the
exact stationary behavior of Eq. (6.11), provided we use νx = 178, νy = 0.99,
and D = 1, with nm and s for space and time units, respectively. Once this is
the case, the behavior of the 1D PSD functions for Eq. (6.11) follows without the
possibility of further fits, and is shown in the right panel of Figure 6.3. As we see,
there is good quantitative agreement with experimental data for Sy(ky), while in
the case of Sx(kx) the experimental data overshoot the theoretical curve at small kx
values. The resemblance of this behavior to the one we presented in Chapter 4 for
the Hwa-Kardar equation and its Gaussian approximation, makes us believe that
the true asymptotic behavior of this system is reached at larger length scales than
the ones which have been experimentally assessed. Note, we are not claiming that
Eq. (6.11) provides the description of the full dynamics of the experimental system.
They do both share the same asymptotic behavior, which is possible even if the
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Figure 6.4: AFM top view of the morphology of Si(100) irradiated for
8 h with 40 keV Ar+ ions and concurrent Fe codeposition. Image size
is 6× 6 µm2.
“true” dynamical equation for this system is a different, even nonlinear, one [160].
An interesting physical conclusion for the modeling of IBS problems stems
from the fact that Eq. (6.11) preserves the average value of the height field along
the system evolution, since 〈hk=0(t)〉 = 〈h¯(t)〉 = const. This suggests in par-
ticular that erosive mechanisms [72, 73], which do not preserve this quantity, are
negligible under the present experimental conditions. This conclusion agrees with
recent experimental results for similar systems, see, e.g., Reference [178] and ref-
erences therein.
6.4 Morphologically unstable case
6.4.1 Experimental setup
The irradiation experiments in the morphologically unstable case have been per-
formed by the team of Reference [188], at “Instituto de Ciencia de Materiales”
in Madrid, Spain in collaboration with “Instituto Tecnolo´gico e Nuclear” in Lis-
bon, Portugal and the “Institute of Ion Beam Physics and Materials Research” in
Dresden, Germany.
The experiments were performed with a 40 keV Ar+ beam extracted from a
Danfysik 1090 ion implanter with a base pressure of 5 × 10−6 mbar. The ions
impinged on the single-crystal Si(100) targets (1× 1 cm2) at 60◦± 5◦ with respect
to the surface normal with a current density of 18µA cm−2 in the sample plane. A
steel plate (1.5 mm high) placed adjacent to the Si target acted simultaneously as
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Index Linear Size (µm) ∆x (µm)
I 160 0.3125
II 160 0.3125
III 100 0.1953
IV 100 0.1953
V 60 0.1172
VI 60 0.1172
VII 20 0.0391
Table 6.2: Linear size and resolution used for each sample window in the
morphologically unstable system.
Fe source and sample holder. To obtain homogeneous irradiation, the focused beam
was scanned with a magnetic x − y sweeping system in such way that both the Si
surface and the steel target were bombarded. The irradiation time was eight hours.
The resulting surface morphology was imaged ex-situ by AFM operating in the
dynamic mode with Nanoscope IIIa equipment (Veeco c©). Silicon cantilevers, with
a nominal radius r of 8nm and opening angle smaller than 52◦, were employed. A
representative topography is shown in Figure 6.4. The projection of the ion beam
coincides with the x (horizontal) axis in the Figure.
6.4.2 Results
Although from the physical point of view the present system is perhaps more com-
plex (due to the not well understood role of impurities in the nanopatterning pro-
cess), the occurrence of strong anisotropy seems in principle clear cut. We employ
the same procedure as above, with windows sizes and resolution given by Table 6.2
After computing the two-dimensional PSD, we show its two projections S(kx, 0)
and S(0, ky) in the left panel of Figure 6.5. Both plots appearing in the latter
figure immediately suggest the existence of a characteristic length scale around
800–900 nm, above which no proper scaling takes place. We associate this scale
with the wavelength of the pattern that develops under these experimental condi-
tions. Nevertheless, at smaller scales (larger k values) power-law behavior appears
that is different in the kx and ky directions, as described by exponent values
2α˜x = 5.81± 0.06, (6.12)
2α˜y = 3.74± 0.2, (6.13)
ζ = 1.55± 0.01, (6.14)
which are obtained by least squares. Note that ζ 6= 1. Thus, according to
Eqs. (4.12), exponents characterizing the power-law decay of the 1D PSD func-
tions should be
2αx + 1 = 4.26± 0.14, 2αy + 1 = 3.10± 0.2. (6.15)
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Figure 6.5: Experimental results for the samples illustrated in Figure 6.4,
after an average over seven windows. Left panel: One-dimensional pro-
jections S(k, 0) (red circles, left axis) and S(0, k) (blue squares, right axis)
of the two-dimensional PSD. The black dashed line and the solid ma-
genta line are fits obtained by least squares, the resulting exponents being
2α˜x ' 5.81 and 2α˜y ' 3.74. Right panel: PSD of one-dimensional cuts
Sx(k) (red circles, left axis) and Sy(k) (blue squares, right axis). The black
dashed line and the solid magenta line correspond to Eqs. (4.13), with ex-
ponents values given by Eq. (6.15). The raw data are given in Appendix B.
Using these values in Eqs. (4.13), the agreement with the experimental data ob-
tained for the one-dimensional PSDs for the corresponding range in k is very good,
as shown in the right panel of Figure 6.5.
The appearance of scaling behavior at length scales below the one associated
with the morphological instability suggests as a cause the influence of the average
shape (ripple) associated with it, rather than kinetic roughening, similar to the case
of mound formation in epitaxial growth on high symmetry surfaces [189]. In order
to explore this possibility, we have generated artificial topographies made up by an
array of semi-ellipsoids that are placed off their ordered positions by a random error
(see Figure 6.6). The interplay between disorder and the smooth shape of the basic
motif does give rise to power law behavior of 2D and 1D PSD functions below the
corresponding characteristic sizes. This situation is similar to the one investigated
by Oliveira and Aara˜o Reis in [190, 191], where the authors studied the effects
of the grain shape on the roughness exponent for several surfaces. However, the
scaling exponents we find for our artificially generated topographies do not fulfill
the relations expected within our scaling Ansatz. Specifically, from the linear fits
presented in the left panel of Figure 6.7 we obtain the following exponent values,
2α˜x = 2.22, 2α˜y = 1.81⇒ ζ = 1.23. (6.16)
These would imply a scaling of the one dimensional PSDs of controlled by the
exponents
2αx + 1 = 0.99, 2αy + 1 = 1, (6.17)
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Figure 6.6: Synthetic surface morphology made up by an array of 3 × 7
identical semi-ellipsoids. Each of them conforms to the shape given by
(x/a)2 +(y/b)2 +(z/c)2 = 1 for a = 2, b = 5, and c = 10. The typical lateral
scales a, b correspond to wave-vector values k∗x = pi/2 and k∗y = pi/5,
respectively. The center of each semi-ellipsoid has been misplaced with
respect to its regular position by a random deviation (δx, δy) such that
|δx| ≤ a/2 and |δy| ≤ b/2. If two semi-ellipsoids overlap in some region,
the surface height above that region is the sum of those of each ellipsoid,
thus providing some disorder in height.
which are obviously different from the actual scaling behavior, as is clear from
the right panel of Figure 6.7. Rather, scaling in these cases seems related with
the smooth geometry of the basic pattern [192], combined with fluctuations in its
space arrangement. This constitutes a sort of “proof of principle” that the effects
of the grain shape can lead to (anisotropic) scaling for the power spectral density
without necessarily meaning that the system displays anisotropic kinetic roughen-
ing. One can only assume this if all the scaling relations that stem from the scaling
hypothesis are verified, as it happens for our experimental data. It would be in-
teresting, however, to explore in more detail the effects of anisotropic grains on
the scaling behavior of a morphology, and perform a similar analysis to the one in
References [190, 191] in this case.
We thus suggest strongly anisotropic kinetic roughening at submicron scales
(above which scale invariance is lost) to account for the present experimental sys-
tem features. To some extent, such a behavior is complementary to the one that is
typical of e.g. the Kuramoto-Sivashinsky system [73]. In such a model, as seen in
Chapter 3, a small-scale pattern becomes disordered at sufficiently large scales at
which kinetic roughening occurs [32]. Although in terms of the latter class of sys-
tems it may look somewhat peculiar, the behavior found for the experiments just
analyzed is again readily obtained in appropriate simple model systems. Thus, one
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Figure 6.7: PSD functions for the topography displayed in Figure 6.6.
Left panel: one-dimensional projections S(kx, 0) (left axis, solid red line)
and S(0, ky) (right axis, solid blue line) of the two-dimensional PSD. The
solid black line and magenta dashed line are linear fits, with values of the
exponents given by Eq. (6.16). Right panel: PSDs of one-dimensional cuts
of the sample Sx(kx) (left axis, solid red line) and Sy(ky) (right axis, solid
blue line). The solid black line and magenta dashed line are reference
lines with slopes given by Eq. (6.17).
can generalize, e.g. Eq. (4.25) to
∂th = −µh+ νx∂2xh− νy∂4yh+ η, (6.18)
where the linear term with coefficient µ > 0 accounts for a physical mechanism
(e.g., a wetting layer) that favors a specific value of the height (say, h = 0). For
Eq. (6.18), at t→∞ one can exactly obtain S(kx, ky) ∼ (µ+νxk2x+νyk4y)−1. This
implies that S(kx, ky) does not scale with kx,y (but, rather, becomes a constant) for
the largest length scales (smallest kx,y values), thus breaking scale invariance at
such large scales. However, kinetic roughening precisely as in Eq. (4.6) does still
occur for (large) kx,y values whose contribution to S(kx, ky) dominates over µ.
While we are not saying that Eq. (6.18) describes the experiments just analyzed,
we believe the latter may correspond to a situation that is qualitatively captured
by this example. Currently there is a large effort to pursue a more quantitative
description of IBS experiments in the presence of metallic contamination that takes
into account these type of effects, see Reference [193] and references therein.
114 STRONG ANISOTROPY IN EXPERIMENTAL SYSTEMS
6.5 Conclusions
In this Chapter we have verified a scaling Ansatz for strongly anisotropic kinetic
roughening properties in two experimental systems. First of all, our results pro-
vide a consistent experimental assessment of such type of behavior, which calls
for the development of theoretical models that can describe in detail the observed
experimental properties. This would add to an improved knowledge of the phe-
nomena governing the specific systems considered, as well as to our understanding
of driven systems in general. From a more practical point of view, our work il-
lustrates several forms of occurrence of strong anisotropy, both in the absence and
in the presence of morphological instabilities, and at (sufficiently large) scales that
remain either above or below a privileged (pattern) size.
Generally speaking, even in the absence of typical length scales, it is impor-
tant to keep in mind that our scaling Ansatz applies only in a hydrodynamic limit.
Therefore, in actual physical systems, effects due to finite-size and/or finite-space
resolution of measurement techniques could hinder a clear-cut scaling of the corre-
lation functions, thus preventing the observation of a consistent behavior between
the one and two-dimensional PSDs. As we have seen in Chapter 4 by means of
analytical arguments and numerical simulations, this “slow convergence” issue ap-
pears to be more pronounced for integrated quantities, such as the one-dimensional
PSDs.
Thus, the two-dimensional PSD, conveniently averaged over several samples
(or windows of the same sample), appears to be a more reliable observable in order
to assess anisotropic scaling. However, in experiments it is seldom possible to
have a sufficient number of samples over which to perform such an average, and
the two-dimensional PSD frequently appears too noisy to extract reliable values
of the exponents. On the other hand, the one-dimensional PSDs have a higher
signal-to-noise ratio due to the fact that, for each window, they are averaged over
all the rows or columns of the matrix. For this reason, despite the fact that they
are more sensitive to finite size effects, such quantities do indeed provide relevant
information about surface features.
We can hypothesize that this type of complication may have hindered a more
frequent observation of anisotropic scaling in the literature. We hope that, once the
analysis has been clarified, the identification of this challenging type of behavior
becomes simplified and we can thus understand it better. Perhaps an analogy can
be drawn with the case of anomalous scaling. This is a type of kinetic roughening
behavior that was usually associated with large values of the roughness exponent,
that induced many wrong assessments of scaling behavior both in experiments and
models [35]. Incidentally, such “anomalous” values usually introduced slow con-
vergence properties in correlation functions. Once anomalous scaling was identi-
fied and systematized [194–196], it has been indeed assessed in different thin-film
experimental systems, from, e.g., electrochemical deposition [197] to chemical va-
por deposition [198], metal dissolution [199], etc. We can only hope for a parallel
development regarding strong anisotropy in the near future.
CONCLUSIONS AND OUTLOOK
In this Thesis we have shown how continuum modeling can provide a great amount
of information about surface growth processes in many out-of-equilibrium systems,
in particular under conditions for scale invariance. Specifically, we have considered
surfaces displaying generic scale invariance (kinetic roughening) and the interplay
between this property and two other phenomena, namely the onset of instabilities
that lead to pattern formation, and the presence of anisotropy. We have seen that
both phenomena lead to non-trivial dynamics and scaling properties.
As for the first problem, we have considered the noisy Kuramoto-Sivashinsky
equation, the behavior of which was yet to be completely understood in d = 2. By
means of large-scale numerical simulations, we have shown that it belongs to the
two-dimensional Kardar-Parisi-Zhang universality class, confirming previous ex-
pectations based on renormalization group calculations that had not been verified,
and improving upon previous numerical approaches. We have also pointed out the
role of crossover effects in preventing the true asymptotic behavior from emerging,
and we have discussed the implications of our results within the controversy on the
universality class of the deterministic Kuramoto-Sivashinsky equation.
In the context of the study of anisotropic surfaces, we have put forward an ani-
sotropic scaling Ansatz expressed in terms of observables in momentum space, like
the two-dimensional PSD and the power spectral densities of one dimensional cuts
of the surfaces. Despite being equivalent to other proposals that can be found in
the literature for the correlation functions in real space, our Ansatz is specifically
tailored for two-dimensional surfaces, and is more readily applicable to experimen-
tal systems or numerical simulations of related continuum or discrete models. We
have verified the consistency of our Ansatz by means of numerical simulations of
two strongly anisotropic equations, one linear (the 2-4 equation) and another one
nonlinear (the Hwa-Kardar equation), obtaining good agreement with our theoret-
ical predictions. Nevertheless, our results show that finite size effects may play
an important role in hindering a clear-cut scaling behavior for some observables.
In this process, we also have introduced a family of linear models that display
strong anisotropy, while generally being non local in space. We have seen how
these models could provide useful (Gaussian) approximations of nonlinear equa-
tions with conserved dynamics and non-conserved noise. The fact that a nonlinear
equation may be approximated by a linear one is highly non trivial, and requires
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certain scaling relations among exponents to be verified in both equations. The
importance of such approximations lies in the existence of exact analytical solu-
tions for linear equations. This allows, for instance, to test results obtained from
simulations of the nonlinear model, in the regime of validity of the approximation
considered. In the study of the Hwa-Kardar equation, the introduction of a Gaus-
sian approximation has been of a fundamental importance in order to explain the
anomalous behavior of some observables at small wave vectors, which was due to
finite size effects. We also note that the analytical and numerical study has been
possible by working in Fourier space. In fact, on the one hand it would be difficult
to construct such an approximation in real space, due to its non local nature. On
the other hand, the pseudospectral method integrates equations directly in Fourier
space, and its implementation for non-local equations is straightforward. More-
over, the computational time required for the integration of linear models is much
smaller than for nonlinear ones, thus allowing to increase the signal-to-noise ratio
considerably.
We have then extended our analysis to fully nonlinear continuum models, for
which the Gaussian approximation mentioned above fails. Our aim was to iden-
tify which features of a given continuum equation would give rise to strongly
anisotropic scaling. We have thus considered several anisotropic extensions of
paradigmatic models displaying generic scale invariance, with conserved and non-
conserved dynamics. By means of numerical simulations and dynamic renormal-
ization group analysis, we were able to conclude that, at least for morphologically
stable equations with quadratic nonlinearities and non-conserved noise, strong an-
isotropy may only occur when the dynamics is conserved. Moreover, we have
seen that strong anisotropy arises only when one nonlinearity is suppressed, thus
implying that such a phenomenon is non-generic in parameter space.
Finally, we have studied several morphologies obtained from Ion Beam Sput-
tering experiments. Such systems are inherently anisotropic because the projection
of the ion beam onto the substrate sets up a preferred direction for the dynamics
of the material. Moreover, under certain experimental conditions the morpholo-
gies produced are rough, thus making these systems good candidates for display-
ing strong anisotropy. By using the anisotropic scaling Ansatz, we were able to
reasonably confirm the presence of strong anisotropy, both in the morphologically
stable and in the unstable cases. As for the case of the Hwa-Kardar equation, we
found that finite size effects may play a major role for some observables, namely
the one dimensional power spectral densities. These results suggest that a correct
estimate of the exponents should be performed on more robust quantities such as
the two-dimensional power spectral density, whenever a good signal-to-noise ratio
can be obtained. It is important to notice that, to date, not many reports are avail-
able that undoubtedly assess strong anisotropy in experiments. Some promising
data in this sense are given in Reference [151] for an ion beam erosion experiment.
There, a silicon sample was irradiated at incidence angle θ = 67◦ with respect
to the surface normal using Ar+ ions with an average kinetic energy of 500 eV
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Figure 1: Morphology obtained for a silicon sample irradiated with 500 eV
Ar+ ions, at incidence angle θ = 67◦. The arrow indicates the projection
of the ion beam direction onto the substrate. The picture has been taken
from [151].
(Figure 1), and the resulting morphologies were studied. The authors observed
different values of the scaling exponents for the one-dimensional power spectral
densities measured along two orthogonal substrate directions (see Figure 2). In the
context of Ion Beam Sputtering experiments, several other reports are also available
that similarly suggest strongly anisotropic kinetic roughening, but do not confirm
such behavior beyond any doubt. We believe that the results of this Thesis provide
a well defined theoretical framework, as well as a set of procedures to analyze ex-
perimental morphologies and extract the correct scaling exponents, in the strongly
anisotropic case.
Future work
In view of the results of this Thesis, one can conceive of several research lines to
follow, that would be interesting to explore in order to improve the understanding
of the phenomena addressed here.
In the context of the study of the Kuramoto-Sivashinsky equation, it would be
interesting to perform large-scale numerical simulations of the deterministic case
in two spatial dimensions, in order to confirm the expectations that it also belongs
to the Kardar-Parisi-Zhang universality class. It is important to take into account
that, in this case, the only free parameter is the size L of the system. Thus, the
strong coupling regime would be presumably reached at very high values of L,
and numerical simulations may be extremely time-consuming. An improvement
over the pseudospectral numerical scheme could be useful in this situation. For
instance, an exponential time-differencing algorithm combined with a Runge-Kutta
time stepping could at least improve precision of our results. It would be interesting
to explore other numerical schemes, perhaps exploiting parallel computing, that
could considerably decrease the integration time.
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Figure 2: One-dimensional power spectral densities for a silicon sample
irradiated with 500 eV Ar+ ions, at incidence angle θ = 67◦, in the direction
normal (left panel) and parallel (right panel) to the projection of the ion
beam onto the substrate. Note, the value of the scaling exponents at small
values of k is different for the two directions. The picture has been taken
from [151].
For the noisy Kuramoto-Sivashinsky equation in two substrate dimensions, a
refinement over the phase diagram presented in Figure 3.5 may be possible. In or-
der to do this, a detailed study of the crossover is needed, analogously to the anal-
ysis by Sneppen et al. [132] for the one-dimensional deterministic case. However,
the latter is based on several analytical results regarding the universal amplitudes
and saturation time for the Kardar-Parisi-Zhang equation in one dimension, that
are not currently available for the two-dimensional case. Nevertheless, some re-
cent results by Halpin-Healy and collaborators [64] seem promising in identifying
universal quantities for the Kardar-Parisi-Zhang universality class in two dimen-
sions, beyond the values of the critical exponents. These results could help us
estimate, or even predict analytically, the shape of the transition line between the
weak and strong coupling regimes in the phase diagram of Figure 3.5. The same
analysis could also be carried out for the deterministic case, after a confirmation of
its universality class is provided.
From a theoretical point of view, it would also be interesting to continue the
study of anisotropic equations, and more precisely the search for conditions for
strong anisotropy. We plan to relax some hypothesis we have made in the present
study, in order to obtain more general results, and test the range of validity of our
conclusions. One possibility is to consider two different nonlinearities in the x and
y directions, one conserved and the other one non-conserved. Preliminary results
suggest that this could also give rise to strong anisotropy.
As mentioned above, introducing a Gaussian approximation to a given non-
linear model, whenever possible, may provide very valuable information on the
system at hand. This clearly goes way beyond anisotropic equations, and can in
principle be applied to a great variety of nonlinear models. It would be interest-
ing to compare the dynamics of some nonlinear model and its approximation, in
order to check the range of validity of the latter. Such an approximation may be
CONCLUSIONS AND OUTLOOK 119
useful also when dealing with actual experimental data, since it provides a simple
linear model of the system at hand, accounting for the observed scaling exponents.
Also in this case, it would be useful to compare the dynamics of such a model with
the evolution of the experimental morphologies. Such a comparison may provide
information not only on the range of validity of the approximation, but also on
identifying those physical mechanism that are not universal, but rather are specific
of the system considered.
As far as the experiments are concerned, as mentioned above several reports
on alleged strong anisotropy are available, but the lack of a well defined theoret-
ical framework prevented a clear-cut observation of this phenomenon. Moreover,
continuum (nonlinear) models are still lacking for many of these experimental situ-
ations, such as, for instance, the system studied in Reference [151]. Thus, it would
be useful to re-examine those experimental data in view of the more complete un-
derstanding of strong anisotropy provided by the results of this Thesis.
Another interesting issue concerns the interplay between morphological insta-
bilities and strong anisotropy. As mentioned above, in the present work we have
only studied morphologically stable anisotropic equations, whereas our analysis of
the interplay between kinetic roughening and pattern formation only concerned an
isotropic model, the noisy Kuramoto-Sivashinsky equation. Thus, it would be in-
teresting to perform an analysis of the equations studied in Chapter 5 and related
ones, in the morphologically unstable case. Despite the analytical and numerical
difficulties that would arise in this case, this would lead to a better understanding
of the phenomenon of kinetic roughening, and may result into a better descrip-
tion of several experimental systems. Actually, a similar analysis has already been
performed for the anisotropic Kuramoto-Sivashinsky equation [105], where the au-
thors showed that the behavior of the model under renormalization leads to a non-
trivial dynamics for the ensuing pattern, namely a rotation of the ripples. However,
such model is not strongly anisotropic, and a similar study on strongly anisotropic
equations would be interesting.
Recently, there have been several advances in the study of the probability dis-
tribution functions for the two-dimensional Kardar-Parisi-Zhang equation [64,65].
These studies attempt to generalize the known results in one dimension for the
statistics of fluctuations of this paradigmatic model, to one higher spatial dimen-
sion. It would be interesting to apply this kind of analysis to other models, and
especially to study the effect of (strong) anisotropy on the probability distribution
functions for the fluctuations.
We also plan to apply the anisotropic scaling analysis to other anisotropic sur-
faces, in order to identify novel “anisotropic” universality classes that could help
construct models for this kind of systems. Examples are given by discrete models
of deposition, with directional dependent attachment and/or relaxation rules, or in
the context of crack formation, where anisotropies indeed play a fundamental role.
Other examples are given by epitaxial growth, solidification fronts, etc.
Finally, it is well known that different types of noise, such as quenched dis-
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order, play a relevant role in several situations, such as e.g. crack propagation in
heterogeneous materials [74], fluid flow in porous media, etc., in which they in-
duce peculiar kinetic roughening properties. Thus, a further possibility for future
research would be to study the interplay between anisotropy and different types of
disorder.
RESUMEN EN CASTELLANO
Esta tesis se centra en feno´menos de invariancia de escala gene´rica en modelos de
crecimiento de superficies. Concretamente, hemos considerado sistemas fuera de
equilibrio que presentaran desorden a grandes escalas espaciales y temporales (ru-
gosidad cine´tica), y que estuvieran descritos por ecuaciones continuas. El objetivo
de la tesis ha sido utilizar me´todos propios de la meca´nica estadı´stica para estudiar
la interaccio´n de este tipo de sistemas con otros dos feno´menos: la aparicio´n de in-
estabilidades morfolo´gicas que dan lugar a la formacio´n de patrones, y la presencia
de anisotropı´a.
En cuanto al primer problema, hemos considerado un ejemplo paradigma´tico
de ecuacio´n que presente invariancia de escala gene´rica e inestabilidades mor-
folo´gicas, la ecuacio´n de Kuramoto-Siashinsky. Hasta la fecha, el comportamiento
asinto´tico de este modelo no se habı´a entendido completamente. De hecho, existe
una controversia acerca de cual sea la clase de universalidad a la que este modelo
pertenece en dos dimensiones. Utilizando simulaciones nume´ricas de grande es-
cala, hemos comprobado que esta ecuacio´n en dos dimensiones pertenece a la clase
de universalidad de Kardar-Parisi-Zhang.
Sucesivamente, nos hemos centrado en modelos que presenten invariancia de
escala gene´rica, cuyos exponentes crı´ticos sean distintos cuando se miden en direc-
ciones distintas del sustrato. Cuando eso ocurre, decimos que el sistema presenta
anisotropı´a fuerte. A pesar de la presencia generalizada de anisotropı´a en sistemas
naturales, hasta el momento se habı´a dedicado relativamente poca atencio´n a este
feno´meno. Eso se debe probablemente al hecho de que los modelos mas estudia-
dos en este a´mbito no presentan anisotropı´a fuerte, aunque la forma de la ecuacio´n
sea en algunos casos completamente aniso´tropa. Despue´s de introducir un marco
teo´rico para el estudio de modelos fuertemente aniso´tropos, hemos comprobado
nuestra hipo´tesis a trave´s de simulaciones nume´ricas de distintas ecuaciones que
presentaran anisotropı´a fuerte. Sucesivamente, hemos llevado a cabo un estudio
nume´rico y analı´tico de otros modelos, con el objetivo de encontrar condiciones
para la aparicio´n de anisotropı´a fuerte. Encontramos que este feno´meno ocurre en
presencia de una dina´mica conservada, siempre que la ecuacio´n tenga una forma
bastante especifica. Finalmente, hemos presentado evidencias experimentales de la
aparicio´n de anisotropı´a fuerte, a trave´s de una ana´lisis de datos de experimentos
de erosio´n io´nica en distintas condiciones experimentales.
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La memoria se ha dividido en seis capı´tulos, cada uno con sus propias conclu-
siones. Hemos recogido en ape´ndices los detalles de los ca´lculos y los resultados
menores. En el capitulo final hemos resumido nuestras conclusiones desde una
perspectiva unificada y hemos presentado posibles lineas de investigacio´n futura.
En el primer capitulo, hemos introducido la mayorı´a de los conceptos utiliza-
dos a lo largo de la tesis. Despue´s de un breve resumen sobre el concepto de
invariancia de escala (gene´rica) en equilibrio y fuera del equilibrio, nos hemos
centrado en modelos de crecimiento de superficies descritos por ecuaciones de
Langevin. Hemos definido las observables que caracterizan el proceso de crec-
imiento, y hemos descrito su comportamiento tı´pico para sistemas iso´tropos. Suce-
sivamente, hemos introducido el concepto de clases de universalidad y algunos im-
portantes resultados en este a´mbito, y hemos presentado algunas consideraciones
sobre el escalado aniso´tropo de superficies. En la ultima seccio´n del capitulo, men-
cionamos el feno´meno de las inestabilidades morfolo´gicas y formacio´n de patrones
en el contexto de modelos de crecimiento.
En el segundo capitulo, hemos presentado las herramientas nume´ricas y
analı´ticas utilizadas en la memoria. Concretamente, hemos introducido y discutido
el grupo de renormalizacio´n dina´mico, y hemos presentado el esquema pseudoe-
spectral para la integracio´n nume´rica de ecuaciones estoca´sticas.
En el tercer capitulo, hemos llevado a cabo un estudio nume´rico detallado de la
ecuacio´n de Kuramoto-Sivashinsky con ruido, en dos dimensiones espaciales. En
la primera parte del capitulo, hemos introducido el modelo y hemos discutido su
relevancia y sus propiedades fundamentales; en la segunda parte, hemos presentado
la controversia sobre su clase de universalidad. En la ultima parte, hemos descrito
nuestros resultados nume´ricos en detalle, y hemos presentados argumentos solidos
que prueban que este modelo se encuentra en la clase de universalidad de Kardar-
Parisi-Zhang. Los contenidos de este capitulo han sido publicados en (1).
En el cuarto capitulo, hemos empezado el estudio de modelos aniso´tropos.
Hemos presentado una hipo´tesis para el escalado aniso´tropo que generaliza la
de Family-Vicsek, valida para superficies iso´tropas. Sucesivamente, hemos com-
probado nuestra hipo´tesis a trave´s de simulaciones nume´ricas de dos ecuaciones
aniso´tropas, una lineal y otra no lineal, y hemos obtenido un buen acuerdo con
nuestras predicciones teo´ricas. A lo largo de este proceso, hemos introducido una
familia de modelos lineales fuertemente aniso´tropos. Los resultados obtenidos han
llevado a la identificacio´n de observables cuyo comportamiento de escala no es el
esperado, debido a efectos de taman˜o finito y a la discretizacio´n utilizada. Los
resultados de este ana´lisis han sido publicados en (2).
En el quinto capitulo, hemos explorado la interaccio´n entre las no-linealidades
y la anisotropia fuerte, a trave´s de un estudio nume´rico y analı´tico de varios mode-
los. En la primera parte del capitulo, hemos considerado ecuaciones con dina´mica
conservada, mientras que en la segunda parte hemos estudiado una ecuacio´n con
dina´mica no conservada. En ambos casos, hemos presentado los resultados de la
integracio´n nume´rica directa, y del ana´lisis de grupo de renormalizacio´n. Hemos
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encontrado anisotropia fuerte solamente en casos con dina´mica conservada y para
valores no gene´ricos de los para´metros. Este ana´lisis ha sido publicado en (3).
En el sexto capitulo, hemos aplicado la hipo´tesis de escalado aniso´tropo pre-
sentada en el cuarto capitulo, a morfologı´as obtenidas a trave´s de experimentos de
bombardeo io´nico. Despue´s de un breve resumen sobre esta te´cnica experimental
y sus modelizaciones teo´ricas, hemos considerado dos situaciones experimentales:
una correspondiente a un experimento “limpio”, en el que se habı´a evitado con-
taminacio´n de las muestras, y otra en la que la deposicio´n simultanea de impurezas
diera lugar a inestabilidades morfolo´gicas. En ambos casos hemos observado dis-
tintos exponentes crı´ticos en las dos direcciones del sustrato, y hemos encontrado
un acuerdo satisfactorio con las predicciones teo´ricas. Los contenidos de este ca-
pitulo han sido publicados en (4).
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A
DRG CALCULATIONS FOR ANISOTROPIC EQUATIONS
A.1 Isotropic vs. Anisotropic momentum shell
An issue that seems to be overlooked in previous DRG studies of anisotropic equa-
tions concerns the shape of the momentum shell. As explained in Chapter 2, the
correction to the bare parameters can be expressed as integrals of certain combina-
tions of the bare propagators over a region of high wave vectors k, provided that
they do not exceed the cut-off Λ. In two dimensions this means that the momentum
shell is square. However, for isotropic equations this region can be usually approx-
imated by a spherical one, due to the symmetries of the integrand. The actual and
approximated momentum shell are shown in Figure A.1. When dealing with ani-
sotropic equations, one actually needs to define a rectangular momentum shell, as
depicted in Figure A.2. This is due to the fact that in this case the correct form of
the rescaling is anisotropic as well, being given for instance by Eq. (4.20). In the
context of the Forster-Nelson-Stephen scheme, such a rescaling should restore the
original value of the cut-off Λ after coarse graining. It is then straightforward to
see that the shape of the momentum shell is indeed given by the one in Figure A.2.
Once the correct form of the momentum shell is recognized, another issue con-
cerns the symmetry of the integrands that appear in the renormalization procedure.
Thus, as explained below, for the generalized Hwa-Kardar equation it has been nec-
essary to compute integrals over the first and third quadrant of Figure A.2, while in
the case of the anisotropic Kardar-Parisi-Zhang equation, the higher symmetry of
the integrands allowed us to consider only the first quadrant for integration.
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Figure A.1: Two-dimensional shell in the wave vector plane. The left panel
shows the actual square shell with the explicit dependence on the two
components of the wave vector q. The right panel depicts the spherical
approximation used for isotropic equations. The fast modes are shown in
grey and the slow modes in white.
A.2 Dynamic Renormalization Group analysis of the gen-
eralized Hwa-Kardar equation
The diagrammatic expansion of the integrals that contribute to the renormal-
ization of the bare propagator of the gHK equation is sketched in Figure A.3,
where we use standard notation for the nonlinearities involved [102]. Note,
there being two different vertices with couplings λx,y, both indices l,m take
as values the two spatial variables x, y, leading to four different contributions,
Σxx,Σxy,Σyx, and Σyy. After the usual symmetrization of the integration vari-
ables (q,Ω)→ (j+ k/2,Ω + ω/2), we get
Σlm(k, ω) = −2λlλmD
∫ > dj
(2pi)2
∫
dΩ
2pi
kl
(
km
2
− jm
)
×
∣∣∣∣∣G0
(
kˆ
2
+ jˆ
)∣∣∣∣∣
2
G0
(
kˆ
2
− jˆ
)
, (A.1)
where G0
(
kˆ
)
is short-hand notation for the bare propagator
G0
(
kˆ
)
=
[
νxk
2
x + 2νxykxky + νyk
2
y − iω
]−1
. (A.2)
An expansion to first order in kx/jx, ky/jy  1 leads to
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Figure A.2: Two-dimensional shell in the wave vector plane for anisotropic
equations. Note that this coincides with the left panel of Figure A.1 only
when the anisotropy exponent ζ = 1. The fast modes are shown in grey
and the slow modes in white.
lim
ω→0
∣∣∣G0 (kˆ/2 + jˆ)∣∣∣2 ∼ 1
∆2 + Ω2
[
1− 2∆
∆2 + Ω2
×(νxjxkx + νyjyky + νxyjykx + νxyjxky)], (A.3)
lim
ω→0
G0
(
kˆ/2− jˆ
)
∼ 1
∆ + iΩ
[
1 +
1
∆ + iΩ
×(νxjxkx + νyjyky + νxyjykx + νxyjxky)], (A.4)
where ∆ = νxj2x + 2νxyjxjy + νyj
2
y . Using these results in Eq. (A.1) and after
integration over the frequency variable Ω, we retain terms up to second order in the
components of k, to get
Σlm(k, 0) = −λlλmD
16pi2
∫ > dj
∆2
[
klkm +
2
∆
kljm
×
(
νxkxjx + νykyjy + νxyjykx + νxyjxky
)]
. (A.5)
Considering all possible combinations for l,m = x, y, we obtain the coarse-
grained propagator, Σ = Σxx + Σxy + Σyx + Σyy, where
Σxx(k, 0) = −λ
2
xD
16pi2
∫ > dj
∆2
{[
1 +
2
∆
(
νxj
2
x + νxyjxjy
)]
k2x
+
2
∆
(
νyjxjy + νxyj
2
x
)
kxky
}
, (A.6)
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Figure A.3: Generic diagrammatic representation of the four different con-
tributions Σxx, Σxy, Σyx, and Σyy to the renormalization of the propagator
G(k, ω) of the gHK and the aKPZ equations. For each equation the exact
meaning of the solid lines differ, see Eq. (A.1) for the former and Eq. (A.38)
for the latter.
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Σyx(k, 0) = −λxλyD
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Σyy(k, 0) = −
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The next step is to calculate the k-contributions to these integrals induced by the
dependence on the wave-vector components of the integration limits that define
the rectangular momentum-shell which is being integrated out. Due to the lack of
symmetry of the function ∆ with respect to jx and jy, we cannot use only the first
quadrant of the momentum shell to find them. Rather, it is convenient to expand
Eqs. (A.6)-(A.9) in the limit δl → 0. This allows us to rewrite each contribution
Σlm to the renormalization of the propagator in a simpler form. In fact, for any
function f(jx, jy) appearing in the integrand of Eq. (A.5), its integral decomposes
into four terms, namely,∫ >
dj f(jx, jy) =
∫ Λ
Λ/b
djxfx(jx) +
∫ −Λ/b
−Λ
djxfx(jx)
+
∫ Λ
Λ/bζ
djyfy(jy) +
∫ −Λ/bζ
−Λ
djyfy(jy), (A.10)
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where the associated single-variable functions fx and fy are simply given by
fx(jx) =
∫ Λ
−Λ
ds f(jx, s), (A.11)
fy(jy) =
∫ Λ
−Λ
ds f(s, jy). (A.12)
By expanding perturbatively Eq. (A.10) for b = eδl → 1 we obtain the general
result∫ >
dj f(jx, jy) ∼ [fx(Λ) + fx(−Λ) + ζfy(Λ) + ζfy(−Λ)] Λ δl. (A.13)
For the specific functions appearing in Eq. (A.5), it is easy to verify that
fx,y(Λ) = fx,y(−Λ), so that, in this particular case,∫ >
dj f(jx, jy) ∼ 2 [fx(Λ) + ζfy(Λ)] Λ δl. (A.14)
Then it is convenient to express the general contribution to the coarse-grained prop-
agator in the following way
Σlm(k, 0) = −λlλmD
8pi2
[∫ Λ
−Λ
ds
Nlm(Λ, s)
∆3y(s)
+ ζ
∫ Λ
−Λ
ds
Nlm(s,Λ)
∆3x(s)
]
Λδl, (A.15)
where
∆x(s) = ∆(s,Λ) = νxs
2 + 2νxyΛs+ νyΛ
2, (A.16)
∆y(s) = ∆(Λ, s) = νxΛ
2 + 2νxyΛs+ νys
2, (A.17)
Nlm(jx, jy) =
(
νxj
2
x + 2νxyjxjy + νyj
2
y
)
klkm
+ 2
(
νxjxjm + νxyjyjm
)
klkx + 2
(
νyjyjm + νxyjxjm
)
klky. (A.18)
Only six integrals need to be evaluated in order to cast Eq. (A.15) into a form that
can be used in our further analysis, namely,
Jxi =
∫ Λ
−Λ
ds si/∆3x(s), (A.19)
Jyi =
∫ Λ
−Λ
ds si/∆3y(s), (A.20)
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for i = 0, 1, 2. At this stage of the calculation it is practical to leave them unspeci-
fied, hence
Σxx(k, 0) = −λ
2
xDΛ
8pi2
{[
3νx
(
ζJx2 + Λ
2Jy0
)
+ 4νxyΛ (ζJ
x
1 + J
y
1 ) + νy
(
ζΛ2Jx0 + J
y
2
) ]
k2x
+ 2
[
νxy
(
ζJx2 + Λ
2Jy0
)
+ νyΛ (ζJ
x
1 + J
y
1 )
]
kxky
}
δl, (A.21)
Σxy(k, 0) = −λxλyDΛ
8pi2
{[
νx (ζJ
x
2 + ΛJ
y
0 )
+ 4νxyΛ (ζJ
x
1 + J
y
1 ) + 3νy
(
ζΛ2Jx0 + J
y
2
) ]
kxky
+ 2
[
νxy
(
ζΛ2Jx0 + J
y
2
)
+ νxΛ (ζJ
x
1 + J
y
1 )
]
k2x
}
δl, (A.22)
Σyx(k, 0) = −λxλyDΛ
8pi2
{[
3νx
(
ζJx2 + Λ
2Jy0
)
+ 4νxyΛ (ζJ
x
1 + J
y
1 ) + νy
(
ζΛ2Jx0 + J
y
2
) ]
kxky
+ 2
[
νxy
(
ζJx2 + Λ
2Jy0
)
+ νyΛ (ζJ
x
1 + J
y
1 )
]
k2y
}
δl, (A.23)
Σyy(k, 0) = −
λ2yDΛ
8pi2
{[
νx
(
ζJx2 + Λ
2Jy0
)
+ 4νxyΛ (ζJ
x
1 + J
y
1 ) + 3νy
(
ζΛ2Jx0 + J
y
2
) ]
k2y
+ 2
[
νxy
(
ζΛ2Jx0 + J
y
2
)
+ νxΛ (ζJ
x
1 + J
y
1 )
]
kxky
}
δl. (A.24)
Using the definitions of the couplings g, fν , rν , rλ provided in Eq. (5.28) of the
main text and performing a change of variables, the integrals in Eq. (A.20) can be
expressed as
Jxi =
1
ν3xΛ
2
Ji(1, rν), (A.25)
Jyi =
1
ν3xΛ
2
Ji(rν , 1), (A.26)
where
Ji(a, b) =
∫ +1
−1
si ds
(as2 + 2fνs+ b)3
. (A.27)
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After some algebra, we can make these integrals explicit in term of the couplings,
J0(a, b) =
1
8(ab− f2ν )2
{
(a+ fν)
2(ab− f2ν ) + 3a(a+ 2fν + b)
(a+ 2fν + b)2
+ (a− fν)2(ab− f
2
ν ) + 3a(a− 2fν + b)
(a− 2fν + b)2
+
3a2√
ab− f2ν
[
tan−1
(
a+ fν√
ab− f2ν
)
+ tan−1
(
a− fν√
ab− f2ν
)]}
,
J1(a, b) = − 1
8(ab− f2ν )2
{
2(ab− f2ν )(fν + b)
(a+ 2fν + b)2
+
3fν(a+ fν)
a+ 2fν + b
+
2(ab− f2ν )(fν − b)
(a− 2fν + b)2 +
3fν(a− fν)
a− 2fν + b
+
3afν√
ab− f2ν
[
tan−1
(
a+ fν√
ab− f2ν
)
+ tan−1
(
a− fν√
ab− f2ν
)]}
,
J2(a, b) =
1
8(ab− f2ν )2
{
2(a− b) [ab(a+ b)2 + 2(a2 + 4ab+ b2)f2ν − 16f4ν ]
[(a+ b)2 − 4f2ν ]2
+
2f2ν + ab√
ab− f2ν
[
tan−1
(
a+ fν√
ab− f2ν
)
+ tan−1
(
a− fν√
ab− f2ν
)]}
.
It is now convenient to write the contributions to the coarse-grained propagator by
gathering together the various terms, according to which parameter they renormal-
ize in the original gHK equation,
Σ = Σxx+Σxy+Σyx+Σyy ≈
(
Σνxνxk
2
x+2Σνxyνxykxky+Σνyνyk
2
y
)
δl. (A.28)
Using Eq. (5.28) of the main text, the functions on the right-hand side of Eq. (A.28)
read
Σνx = −2g
{
3
[
ζJ2(1, rν) + J0(rν , 1)
]
+ 2 (rν + 2fν)
[
ζJ1(1, rν) + J1(rν , 1)
]
+ (rν + 2fνrλ)
[
ζJ0(1, rν) + J2(rν , 1)
]}
, (A.29)
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l mΦlm = 2×
kˆ/2 − jˆ
kˆ/2 + jˆ
−kˆ/2 + jˆ
−kˆ/2− jˆ
kˆ kˆ
Figure A.4: Generic diagrammatic representation of the four different con-
tributions Φxx, Φxy, Φyx, and Φyy to the renormalization of the noise vari-
ance 2D for the gHK and the aKPZ equations. For each equation the
exact meaning of the solid lines differ, see Eq. (A.32) for the former and
Eq. (A.54) for the latter.
Σνxy = −
g
fν
{
2 (fν + 2rλ)
[
ζJ2(1, rν) + J0(rν , 1)
]
+ (2rν + 8rλfν + r
2
λ)
[
ζJ1(1, rν) + J1(rν , 1)
]
+ rλ(4rν + rλfν)
[
ζJ0(1, rν) + J2(rν , 1)
]}
, (A.30)
Σνy = −2
grλ
rν
{
(rλ + 2fν)
[
ζJ2(1, rν) + J0(rν , 1)
]
+ 2 (rν + 2fνrλ)
[
ζJ1(1, rν) + J1(rν , 1)
]
+ 3rλrν
[
ζJ0(1, rν) + J2(rν , 1)
]}
, (A.31)
so that the coarse-grained propagator can be finally written as
G<0 (k, ω) =
[
νx (1− Σνxδl) k2x+2νxy
(
1− Σνxyδl
)
kxky+νy
(
1− Σνyδl
)
k2y−iω
]−1
.
Hence, the coarse-grained surface tension parameters are ν<x = νx(1 − Σνxδl),
ν<xy = νxy(1 − Σνxyδl), and ν<y = νy(1− Σνyδl). After rescaling as in Eq. (5.5),
the corresponding flow equations become Eqs. (5.22)-(5.24).
The renormalization of the noise variance is calculated from the standard di-
agram shown in Figure A.4. Due to the existence of two different vertices, four
different contributions occur, analogously to the renormalization of the propagator.
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In the symmetric momentum variable j they read, to leading order,
Φlm(k, ω) = λlλmD
2klkm
∫ > dj
(2pi)2
∫
dΩ
2pi
∣∣∣∣∣G0
(
kˆ
2
+ jˆ
)∣∣∣∣∣
2
×
∣∣∣∣∣G0
(
kˆ
2
− jˆ
)∣∣∣∣∣
2
. (A.32)
Since all contributions given by Eq. (A.32) are proportional to klkm, they can be
neglected in the limit kx,y → 0. Hence, the coefficient D is not renormalized to all
orders of the perturbation series, and its flow equation is simply given by Eq. (5.27).
Finally, the one-loop contributions to the renormalization of the nonlinearities λx,y
cancel out [104], giving rise to Eq. (5.25)-(5.26), thus completing the DRG flow
for the gHK equation.
A.2.1 Standard HK equation
The RG flow for the standard HK equation is retrieved from the one derived for
the gHK equation by setting fν = 0 and rλ = 0. In this case the Ji integrals, Eq.
(A.27), reduce to
J0(a, b) =
1
8b2
[
6a+ 10b
(a+ b)2
+
6√
ab
tan−1
(√
a
b
)]
, (A.33)
J2(a, b) =
1
8ab
[
2(a− b)
(a+ b)2
+
2√
ab
tan−1
(√
a
b
)]
, (A.34)
whereas J1 is identically equal to zero. The condition rλ = 0 implies λy = 0, so
that Σxy = Σyx = Σyy = 0. The condition fν = 0 implies νxy = 0, so that in
this case Σxx does not generate νxy under coarse-graining, provided its bare value
is zero.
A.2.2 gHK equation for ζ = 1
If ζ = 1, the functions intervening in the RG flow of the gHK equation simplify
somewhat. Thus,
J2(1, rν) + J0(rν , 1) =
1
8(rν − f2ν )2
{
4f2ν (5rν − 1)− 2rν(1 + 4rν + 3r2ν)
4f2ν − (1 + rν)2
+
3r2ν√
rν − f2ν
[
tan−1
(
rν + fν√
rν − f2ν
)
+ tan−1
(
rν − fν√
rν − f2ν
)]
+
2f2ν + rν√
rν − f2ν
[
tan−1
(
1 + fν√
rν − f2ν
)
+ tan−1
(
1− fν√
rν − f2ν
)]}
,
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J1(1, rν) + J1(rν , 1) =
1
8(rν − f2ν )2
{
2fν(3− 8f2ν + 2rν + 3r2ν)
4f2ν − (1 + rν)2
− 3fνrν√
rν − f2ν
[
tan−1
(
rν + fν√
rν − f2ν
)
+ tan−1
(
rν − fν√
rν − f2ν
)]
− 3fν√
rν − f2ν
[
tan−1
(
1 + fν√
rν − f2ν
)
+ tan−1
(
1− fν√
rν − f2ν
)]}
,
J0(1, rν) + J2(rν , 1) =
1
8(rν − f2ν )2
{
4f2ν (5− rν)− 2rν(4 + rν)− 6
4f2ν − (1 + rν)2
+
2f2ν + rν√
rν − f2ν
[
tan−1
(
rν + fν√
rν − f2ν
)
+ tan−1
(
rν − fν√
rν − f2ν
)]
+
3√
rν − f2ν
[
tan−1
(
1 + fν√
rν − f2ν
)
+ tan−1
(
1− fν√
rν − f2ν
)]}
.
These formulae can be employed in order to rewrite the flow of the couplings,
which reads
drν
dl
= − g
(rν − f2ν )2
{
pr1(rλ)
4f2ν − (1 + rν)2
+
pr2(rλ)
4
√
rν − f2ν
[
tan−1
(
1 + fν√
rν − f2ν
)
+ tan−1
(
1− fν√
rν − f2ν
)]
+
pr3(rλ)
4
√
rν − f2ν
[
tan−1
(
rν + fν√
rν − f2ν
)
+ tan−1
(
rν − fν√
rν − f2ν
)]}
, (A.35)
dfν
dl
=
g
2(rν − f2ν )2
{
pf1(rλ)
4f2ν − (1 + rν)2
− pf2(rλ)
4
√
rν − f2ν
[
tan−1
(
1 + fν√
rν − f2ν
)
+ tan−1
(
1− fν√
rν − f2ν
)]
− pf3(rλ)
4
√
rν − f2ν
[
tan−1
(
rν + fν√
rν − f2ν
)
+ tan−1
(
rν − fν√
rν − f2ν
)]}
, (A.36)
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dg
dl
= 2g +
3g2
(rν − f2ν )2
{
pg1
4f2ν − (1 + rν)2
− pg2(rλ)
4
√
rν − f2ν
[
tan−1
(
1 + fν√
rν − f2ν
)
+ tan−1
(
1− fν√
rν − f2ν
)]
− pg3(rλ)
4
√
rν − f2ν
[
tan−1
(
rν + fν√
rν − f2ν
)
+ tan−1
(
rν − fν√
rν − f2ν
)]}
, (A.37)
with
pr1(rλ) =
(
f2ν − rν
) [
16f2ν − (rν + 1)(3rν + 5)
]
r2λ
− fν
[
2f2ν (r
2
ν − 4rν − 1) + r3ν + 2r2ν + 5rν
]
rλ
− rν
[
16f4ν + 8rνf
3
ν − (5r2ν + 24rν + 3)f2ν
−(3r3ν + 2r2ν + 3rν)fν + 5r3ν + 8r2ν + 3rν
]
,
pr2(rλ) = 10(f
2
ν − rν)r2λ + 2fν(5rν − 2f2ν )rλ + 6rν(rν − fνrν − f2ν ),
pr3(rλ) = 6rν(f
2
ν − rν)r2λ + 2fνrν(rν + 2f2ν )rλ + 2r2ν(5rν − 3fνrν − 5f2ν ),
pf1(rλ) = fν(f
2
ν − rν)(1− rν)r2λ +
[
f4ν (4rν − 52) + f2ν (10r2ν + 56rν + 14)
−8rν(r2ν + 2rν + 1)
]
rλ + 2fν
[
8f3ν (rν + 2fν)− f2ν (5r2ν + 23rν + 4)
−fνrν(3r2ν + 2rν + 3) + rν(5r2ν + 7rν + 4)
]
,
pf2(rλ) = 4(7f
2
ν − 4rν)rλ + 4fν(4rν − 3fνrν − 4f2ν ),
pf3(rλ) = 2fν(rν − f2ν )r2λ + 4(−4r2ν + 5f2ν rν + 2f4ν )rλ
+ 4fνrν(5rν − 3fνrν − 5f2ν ),
pg1(rλ) = rλ
[
2f3ν (rν − 5) + fν(r2ν + 4rν + 3)
]
+ 8f3ν (rν + 2fν)
− f2ν (5r2ν + 24rν + 3)− fνrν(3r2ν + 2rν + 3) + rν(5r2ν + 8rν + 3),
pg2(rλ) = 6fνrλ + 6(rν − fνrν − f2ν ),
pg3(rλ) = 2fν(2f
2
ν + rν)rλ + 2rν(5rν − 3fνrν − 5f2ν ).
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A.3 Dynamic Renormalization Group analysis of the ani-
sotropic Kardar-Parisi-Zhang equation
For the aKPZ equation, the diagrammatic expansion of the integrals that contribute
to the renormalization of the bare propagator can be also sketched using general
notation as shown in Figure A.3. Again l,m = x, y in all possible combinations,
leading to four different contributions, which will be denoted Σxx,Σxy,Σyx, and
Σyy, as in the gHK case. Naturally, the values of these differ for each equation; we
hope the context will hinder any potential ambiguity, as we are providing separate
discussions for the two equations. After the usual symmetrization of the integration
variables (q,Ω)→ (j+ k/2,Ω + ω/2), these contributions read
Σlm(k, ω) = 2λlλmD
∫ > dj
(2pi)2
∫
dΩ
2pi
(
j2l −
k2l
4
)(
km
2
+ jm
)
km
×
∣∣∣∣∣G0
(
kˆ
2
+ jˆ
)∣∣∣∣∣
2
G0
(
kˆ
2
− jˆ
)
, (A.38)
where againG0
(
kˆ
)
is short-hand notation for the bare propagator, which now reads
G0
(
kˆ
)
=
[
νxk
2
x + νyk
2
y − iω
]−1
. (A.39)
An expansion to first order in kx/jx, ky/jy  1 leads to
lim
ω→0
∣∣∣G0 (kˆ/2 + jˆ)∣∣∣2 ∼ 1
∆2 + Ω2
[
1− 2∆
∆2 + Ω2
×
(
νxjxkx + νyjyky
)]
, (A.40)
lim
ω→0
G0
(
kˆ/2− jˆ
)
∼ 1
∆ + iΩ
[
1 +
1
∆ + iΩ
(
νxjxkx + νyjyky
)]
. (A.41)
where ∆ = νxj2x + νyj
2
y . Using these results in Eq. (A.38) and after integration
over the frequency variable Ω, to second order in the components of k we get
Σlm(k, 0) =
λlλmD
16pi2
∫ > dj
∆2
[
j2l k
2
m −
2
∆
kmj
2
l jm
(
νxkxjx + νykyjy
)]
.
Considering all possible combinations for l,m = x, y, we obtain the coarse-
grained propagator, Σ = Σxx + Σxy + Σyx + Σyy. We now take into account
that the momentum shell is symmetric with respect to jx and jy; hence, contribu-
tions from odd functions cancel out in these integrals, leading to
Σxx(k, 0) =
λ2xD
16pi2
∫ > dj
∆2
(
j2x −
2
∆
νxj
4
x
)
k2x, (A.42)
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Σxy(k, 0) =
λxλyD
16pi2
∫ > dj
∆2
(
j2x −
2
∆
νyj
2
xj
2
y
)
k2y, (A.43)
Σyx(k, 0) =
λxλyD
16pi2
∫ > dj
∆2
(
j2y −
2
∆
νxj
2
xj
2
y
)
k2x, (A.44)
Σyy(k, 0) =
λ2yD
16pi2
∫ > dj
∆2
(
j2y −
2
∆
νyj
4
y
)
k2y. (A.45)
As in the gHK case, the next step is to calculate the contributions to these inte-
grals induced by the k-dependence of the integration limits defining the momentum
shell. Now we can split the momentum integrals in only two parts,∫ > dj
4∆2
(
j2x −
2
∆
νxj
4
x
)
=
∫ Λ
Λ/b
djx
∫ Λ
0
djy
(
j2x
∆2
− 2νx j
4
x
∆3
)
+
∫ Λ
Λ/bζ
djy
∫ Λ
0
djx
(
j2x
∆2
− 2νx j
4
x
∆3
)
=
∫ Λ
Λ/b
djx j
2
x
(
Iy02 − 2νxj2xIy03
)
+
∫ Λ
Λ/bζ
djy (I
x
22 − 2νxIx43) ,
∫ > dj
4∆2
(
j2x −
2
∆
νyj
2
xj
2
y
)
=
∫ Λ
Λ/b
djx j
2
x (I
y
02 − 2νyIy23)
+
∫ Λ
Λ/bζ
djy
(
Ix22 − 2νyj2yIx23
)
,
∫ > dj
4∆2
(
j2y −
2
∆
νxj
2
xj
2
y
)
=
∫ Λ
Λ/b
djx
(
Iy22 − 2νxj2xIy23
)
+
∫ Λ
Λ/bζ
djy j
2
y (I
x
02 − 2νxIx23) ,
∫ > dj
4∆2
(
j2y −
2
∆
νyj
4
y
)
=
∫ Λ
Λ/b
djx (I
y
22 − 2νyIy43)
+
∫ Λ
Λ/bζ
djy j
2
y
(
Ix02 − 2νyj2yIx03
)
,
where the values of the integrals
Ixij =
∫ Λ
0
ds si(νxs
2 + νyj
2
y)
−j , (A.46)
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Iyij =
∫ Λ
0
ds si(νxj
2
x + νys
2)−j , (A.47)
are provided in Table A.1. The remaining integrals are solved perturbatively for
δl → 0, using that Λ/b = Λe−δl ∼ Λ(1 − δl), and Λ/bζ ∼ Λ(1 − ζδl). We thus
get
Σxx(k, 0) =
λ2xD
16pi2νx
(ζ − 1)
[
3νx + νy
(νx + νy)2
−Bνx,νy ,ζ
]
k2xδl, (A.48)
Σxy(k, 0) =
λxλyD
16pi2νx
(ζ − 1)
[
Bνx,νy ,ζ −
3νx + νy
(νx + νy)2
]
k2yδl, (A.49)
Σyx(k, 0) =
λxλyD
16pi2νy
(ζ − 1)
[
Bνx,νy ,ζ +
νx + 3νy
(νx + νy)2
]
k2xδl, (A.50)
Σyy(k, 0) =
λ2yD
16pi2νy
(1− ζ)
[
νx + 3νy
(νx + νy)2
+Bνx,νy ,ζ
]
k2yδl, (A.51)
where
Bνx,νy ,ζ =
tan−1
(√
νy/νx
)
+ ζ tan−1
(√
νx/νy
)
(ζ − 1) (νxνy)1/2
. (A.52)
At this stage of the calculation it is convenient to gather the factors together, ac-
cording to the parameter in the original aKPZ equation which they renormalize.
We thus introduce functions Σνx,y through Σνxδl νxk
2
x ≡ Σxx(k, 0) + Σyx(k, 0)
and Σνyδl νyk
2
y ≡ Σxy(k, 0) + Σyy(k, 0), so that the coarse-grained propagator
reads
G<0 (k, ω) =
[
νx (1− Σνxδl) k2x + νy
(
1− Σνyδl
)
k2y − iω
]−1
. (A.53)
Hence, the coarse-grained surface tension parameters are ν<x = νx(1 − Σνxδl)
and ν<y = νy(1 − Σνyδl). After rescaling as in Eq. (5.5), the corresponding flow
equations become Eqs. (5.38).
The renormalization of the noise variance is again calculated from the standard
diagram in Figure A.4. Similar considerations apply as in the case of the gHK
equation. However, now noise does renormalize non-trivially. Indeed, in the sym-
metric momentum variable j, the contributions to the coarse-grained noise variance
read
Φlm(k, ω) = λlλmD
2
∫ > dj
(2pi)2
∫
dΩ
2pi
(
k2l
4
− j2l
)(
k2m
4
− j2m
)
×
∣∣∣∣∣G0
(
kˆ
2
+ jˆ
)∣∣∣∣∣
2 ∣∣∣∣∣G0
(
kˆ
2
− jˆ
)∣∣∣∣∣
2
, (A.54)
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I02
1
2a
tan−1
(
Λ
√
b/a
)
√
ab
+
Λ
a+ bΛ2

I22
1
2b
tan−1
(
Λ
√
b/a
)
√
ab
− Λ
a+ bΛ2

I03
1
8a2
3 tan−1
(
Λ
√
b/a
)
√
ab
+
Λ(5a+ 3bΛ2)
(a+ bΛ2)2

I23
1
8ab
3 tan−1
(
Λ
√
b/a
)
√
ab
+
Λ(bΛ2 − a)
(a+ bΛ2)2

I43
1
8b2
3 tan−1
(
Λ
√
b/a
)
√
ab
− Λ(3a+ 5bΛ
2)
(a+ bΛ2)2

Table A.1: Definite integrals Iij = Ixij , Eq. (A.46), for a = νyj2y and b = νx,
and Iij = I
y
ij , Eq. (A.47), for a = νxj
2
x and b = νy.
where l,m = x, y in all four possible combinations. Taking into account that in the
perturbative expansion of Φlm we only have to retain the zeroth order contribution
in k components, and that
lim
ω→0
∣∣∣G0 (kˆ/2− jˆ)∣∣∣2 ∼ 1
∆2 + Ω2
, (A.55)
after the integration in the frequency variable Ω, we obtain
Φlm(k, 0) ∼ λlλmD
2
16pi2
∫ >
dj
j2l j
2
m
∆3
. (A.56)
The four contributions are calculated as
Φxx(k, 0) =
λ2xD
2
16pi2
∫ >
dj
j4x
∆3
=
λ2xD
2
4pi2
[∫ Λ
Λ/b
djx j
4
xI
y
03 +
∫ Λ
Λ/bζ
djy I
x
43
]
∼ λ
2
xD
2
32pi2ν2x
(ζ − 1)
[
3Bνx,νy ,ζ −
5νx + 3νy
(νx + νy)2
]
δl, (A.57)
Φxy(k, 0) = Φyx(k, 0) =
λxλyD
2
16pi2
∫ >
dj
j2xj
2
y
∆3
=
λxλyD
2
4pi2
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Λ/b
djx j
2
xI
y
23 +
∫ Λ
Λ/bζ
djy j
2
yI
x
23
]
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∼ λxλyD
2
32pi2νxνy
(ζ − 1)
[
Bνx,νy ,ζ +
νx − νy
(νx + νy)2
]
δl, (A.58)
Φyy(k, 0) =
λ2yD
2
16pi2
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dj
j4y
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djx I
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4
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03
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∼ λ
2
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2
32pi2ν2y
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δl, (A.59)
and finally
Φ(k, 0) =
∑
l,m=x,y
Φlm(k, 0) =
D2
32pi2
(ζ − 1)
[
3Bνx,νy ,ζ
(
λ2x
ν2x
+
2λxλy
3νxνy
+
λ2y
ν2y
)
+
(
λ2y(3νx + 5νy)
ν2y(νx + νy)
2
+
2λxλy(νx − νy)
νxνy(νx + νy)2
− λ
2
x(5νx + 3νy)
ν2x(νx + νy)
2
)]
δl.
Note this function is k-independent, hence it implies a non-trivial effect of
coarse-graining in the noise variance for the aKPZ equation. By introducing a
function ΦD through ΦDDδl ≡ Φ(k, 0), the coarse-grained noise variance is
D< = D(1 + ΦDδl). After rescaling as in Eq. (5.5), the corresponding flow equa-
tion becomes Eq. (5.40). Finally, the one-loop contributions to the renormalization
of the nonlinearities λx,y cancel out [104], giving rise to Eq. (5.39), thus complet-
ing the DRG flow for the aKPZ equation.
B
POWER SPECTRAL DENSITY DATA
In what follows, we present the raw data for the one and two-dimensional PSDs,
both for the unstable and the stable case, and we discuss in detail the procedure to
perform the average, resulting into Figsures 6.3 and 6.5.
Obviously, if all sample windows spanned the same interval in wave-vectors k,
with the same step dk, then performing the average of the PSDs would be straight-
forward. However, since, as explained in Chapter 6, we deal with windows of
different sizes and measured with different resolutions, we have chosen another
method to average them. Namely, for each data set, we have performed the follow-
ing operations:
i) We first determine the range of k values that is spanned by all the PSDs.
ii) We then divide this interval in a number of bins, n.
iii) For each bin, we have chosen its middle point in k as representative.
iv) We have computed the average of all the points in each bin, and assigned the
resulting value to the representative point in k.
The result is obviously dependent on the value of n chosen for each data set. For
small values of n, the resulting average would have a poor resolution, and a scaling
analysis would be impossible. On the other hand, large values of n would result
into a very high resolution for the average, but the signal-to-noise ratio would be
low, thus affecting the reliability of our estimate for the exponents.
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Figure B.1: Raw data for the morphologically stable case. Upper panel:
one-dimensional projections, S(k, 0) and S(0, k), of the two-dimensional
PSDs, for each sample window. Lower panel: PSDs of one-dimensional
cuts of the sample, Sx(k) and Sy(k), for each sample window. The legend
refers to the number of the window (see Table 6.1).
B.1 Morphologically stable case
We start by considering the morphologically stable case. Figure B.1 provides the
raw data for the PSDs. High frequency data (k > 10 nm−1) have not been em-
ployed for the scaling analysis. Specifically, the upper panel of Figure B.1 shows
the raw data for the projections of the two-dimensional PSD, whose average, car-
ried out using n bins, results into the left panel of Figure 6.3. The lower panel
displays the one-dimensional PSDs, their average being provided in the right panel
of Figure 6.3.
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Figure B.2: Raw data for the morphologically unstable case. Upper panel:
one-dimensional projections S(k, 0) and S(0, k) of the two-dimensional
PSDs, for each sample window. Lower panel: PSDs of one-dimensional
cuts of the sample Sx(k) and Sy(k), for each sample window. The legend
refers to the number of the window (see Table 6.2).
B.2 Morphologically unstable case
Next we consider the morphologically unstable case. In Figure B.2 we show the
raw data for the PSDs. High frequency data (k > 10−2 nm−1) have not been em-
ployed for the scaling analysis. Specifically, the upper panel of Figure B.2 shows
data for the projections of the two-dimensional PSDs, whose average, performed
with n bins, provides the left panel of Figure 6.5. The one dimensional PSDs are
displayed in the lower panel of Figure B.2, and their average (n bins) gives rise to
the right panel of Figure 6.5.
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