It is proved that in Hilbert spaces a single Hilbert-Schmidt operator radonifies cylindrical semimartingales to strong semimartingales. This improves a result due to Badrikian and Ustünel (also L. Schwartz), who needed composition of three Hilbert-Schmidt operators.
Introduction
The procedure of radonification has been intensively studied for more than 40 years by now and during this time the expression "radonification" has received several additional meanings.
Originally, it was considered in the context of linear processes (or weak distributions) introduced by Gel'fand and Segal, 5, 19 and consisted in transforming (through a "radonifying operator") a "cylindrical measure" defined on some linear space into a Radon (tight) measure on some other space. A systematic theory of cylindrical measures and radonifying operators was developed by Schwartz 14 and by now the topic has become classical. 1, 12, 15, 22 This paper has been inspired by the results ofÜstünel, Schwartz and Badrikian andÜstünel. 2, 16, 17, 18, 20, 21 A brief history of the topic can be found in the paper by Schwartz.
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Let F be a Banach space. A cylindrical semimartingale on F is a continuous linear mapping φ : F → S 0 , where S 0 denotes the space of real semimartingales with respect to a common stochastic basis (Ω, F, (F t ) 0≤t≤1 , P ), endowed with the Emery topology.
4,9
In the above definition instead of the Emery topology we can take any other Hausdorff topology which is weaker than Emery's, for example the topology of uniform convergence of trajectories on [0, 1] in probability, the topology of convergence of trajectories in L p [0, 1] in probability or, even the topology on processes of convergence in probability for each t ∈ [0, 1]. This is a consequence of the Closed Graph Theorem.
In case F = H is a Hilbert space, it was proved in Ref.
2 that, if T 1 , T 2 and T 3 are Hilbert-Schmidt operators on H, then there exists an H-valued semimartingale X such that for every y ∈ H, y, X and φ(T *
The corresponding Banach space result due to Schwartz 17 assumes that T i :
, are radonifying operators between Banach spaces F i−1 and F i (with F 0 = F), which satisfy certain additional properties of rather technical character. Then there exists an F 3 -valued semimartingale X such that for every y ∈ F 3 , processes y (X) and φ(T *
The above results are fully satisfactory from the viewpoint of the theory of stochastic processes with values in nuclear or conuclear spaces. 6, 20, 21 In this particular case, any finite number of Hilbert-Schmidt operators which radonifies weak semimartingales is equally good.
The Three-Operator Theorem is, however, less useful in the framework of Hilbert spaces. For example, the considerations in the book of Da Prato and Zabczyk 3 suggest that stochastic integral with respect to a cylindrical Brownian motion is closely related to stochastic integration with respect to its radonification through one Hilbert-Schmidt operator. One might hope to extend the ideas of Da Prato and Zabczyk to the case of cylindrical semimartingales, and thus contribute to the area of stochastic differential equations in Hilbert spaces.
Similarly, the theory of stochastic integration with respect to H # -semimartingales, as developed by Kurtz and Protter, 7 can be simplified due to one-operator radonification.
The goal of this paper is to prove the One-Operator Theorem in Hilbert spaces.
Theorem A. Let H be a real separable Hilbert space and let φ be a cylindrical semimartingale on H with respect to a stochastic basis (Ω, F, (F t ) 0≤t≤1 , P ). Then for any Hilbert-Schmidt operator T on H there exists an H-valued semimartingale X T with respect to (Ω, F, (F t ) 0≤t≤1 , P ) such that for every y ∈ H stochastic processes φ(T * (y)) and y, X T are indistinguishable.
The above result brings easily a Two-Operator Theorem in the Banach space setting.
Theorem B. Let F be a real separable Banach space and let φ be a cylindrical semimartingale on F with respect to a stochastic basis (Ω, F, (F t ) 0≤t≤1 , P ). Then for any two 2-radonifying operators T 1 : F → F 1 and T 2 : F 1 → F 2 there exists an F 2 -valued semimartingale X with respect to (Ω, F, (F t ) 0≤t≤1 , P ) such that for every y ∈ F 2 stochastic processes φ(T * 1 • T * 2 (y )) and y (X) are indistinguishable. Theorem B follows immediately from the fact that composition of any two 2-radonifying operators factors through a Hilbert-Schmidt operator on a Hilbert space. 14 
Semimartingales in Hilbert Spaces
A semimartingale in H and with respect to a stochastic base (Ω, F, (F t ) 0≤t≤1 , P ) is an H-valued stochastic process {X(t)} t∈[0,1] , with càdlàg trajectories, defined on the probability space (Ω, F, P ) and adapted to filtration {F t } t∈[0,1] , which admits a representation as a sum
where {M (t)} t∈[0,1] is a locally square integrable martingale with respect to {F t } t∈[0,1] and almost every path of {V (t)} t∈[0,1] has locally finite variation on [0, 1]. For the basic theory of Hilbert space valued semimartingales and important subclasses of this set (like quasimartingales or local martingales) we refer to the book by Métivier.
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We shall need a characterization of semimartingales in terms of their discretizations along partitions of [0, 1]. Let us denote by Π the set of all finite deterministic
For a process X with values in H and π = {t 0 , t 1 , . . . , t m } ∈ Π we define
Here and in the sequel [x] stands for the truncation operator:
Let us observe that for all x, y ∈ H, one has [
2 ). It follows that for any processes X, Y
Let us denote by E(L(H : H)) (respectively E(H)) the family of all elementary, bounded by 1 and left-continuous processes with values in L(H : H) (respectively H). This means that H ∈ E(L(H : H)) (respectively H ∈ E(H)) if it is of the form
where π = {t 0 , t 1 , . . . , t m } ∈ Π and for j = 0, 1, . . . , m − 1, h j is an F tj -measurable random variable in L(H : H) (respectively H) and h j (ω) ≤ 1. For H ∈ E(L(H : H)) admitting the representation (2.3) we define the elementary stochastic integral by
Similarly, if H ∈ E(H) we define
Theorem 2.1. Let X be a process in H with càdlàg trajectories. The following conditions are equivalent :
Notice that the family of distributions of random variables H(dX), H ∈ E(L(H: H)) is not uniformly tight when H is infinitely dimensional. This is the reason we use the term "stochastically bounded" (≡ "bounded in probability").
Proof. Let us focus first on the case H = R 1 . Then (iii) and (iv) coincide and the equivalence of (i) and (iii) is exactly the Bichteler-Dellacherie-Mokobodzki theorem, as is transparently presented in the book by Protter. 13 The equivalence of (ii) and (iii) seems to belong to the folklore. It follows quickly, for example, from the inequalities given in Lemma 9.3.1. The proof is in a sense standard, but we state it here for completeness. Since X has càdlàg trajectories, sup t∈[0,1] X(t) is an almost surely finite random variable and so we can find a probability measure Q , equivalent to P , (Q ∼ P ) and such that E Q sup t∈[0,1] X(t) < +∞. Now the set { H, dX :
. By Yan's theorem 23 we can find a probability measure Q ∼ Q ∼ P such that sup
and still
Fix a partition π = {t 0 , t 1 , . . . , t m } ∈ Π and set
It follows that X is a quasimartingale with respect to Q . By Theorem 23.6, 10 X is a Q -semimartingale. Since Q is equivalent to P , by Theorem 30.3 10 we conclude that X is also a semimartingale with respect to the original measure P .
Two Auxiliary Lemmas
We begin with a lemma providing an estimate of moments of a nonlinear function of radonified cylindrical random variables.
Let β = β(y) be a cylindrical random variable on H, i.e. a continuous linear mapping H y → β(y) ∈ L 0 (Ω, F, P ). If T : H → H is a Hilbert-Schmidt operator, then T β will denote the (ordinary) random variable in H satisfying
Let γ be a standard cylindrical Gaussian random variable (γ(y) ∼ N (0, y 2 )). Let T µ γ be the distribution of the (ordinary) random variable T γ. Within this notation we can formulate the key lemma.
Lemma 3.1. There exists a universal constant C > 0 such that for any HilbertSchmidt operator T and any cylindrical random variable β the following inequality holds:
Proof. We may assume that β and γ are independent. We will write a, γ for γ(a), a ∈ H. We have a = c 1 E γ |γ(a)|. Hence
Using the inequality
we get
The last bound follows from the fact that if a ≤ 1, then
Also notice that for every a ∈ H
where
Combining these bounds we obtain
where c 5 = c 1 (c 2 c 4 + c 3 ). Finally,
where C = c 4 + c 5 .
To use efficiently inequality (3.2) one needs an estimate of integrals of truncated moments with respect to Gaussian probability measures on Hilbert spaces. We state a suitable result in full generality for it is of independent interest.
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A probability measure µ on a measurable Abelian group G is said to be Gaussian in the sense of Bernstein, when for two i.i.d. random elements X and Y with distribution µ, the random elements X + Y and X − Y are independent. The following statement is a modification of Zapa la's result 24 of the integrability of Gaussian measures on groups.
Lemma 3.2. Let µ be a Gaussian probability measure in the sense of Bernstein on a measurable Abelian group G.
for every x, y ∈ G). Suppose that for some δ ∈ (0, 1/2) and η > 0,
for every t ≥ 3η .
Proof. Let X and Y be i.i.d. random elements in G with distribution µ. We shall prove that
Indeed, we have
From our assumptions we get
This inequality for t = t n = (2 n+1 − 1)3η, n ≥ 0, yields
.
A standard interpolation argument ends the proof. Corollary 3.1. Let µ be a Gaussian probability measure in the sense of Bernstein on a measurable Abelian group G. Let S : G → R + be a measurable symmetric function such that for some constant c > 1 and all x, y ∈ G, S(x + y) ≤ c(S(x) + S(y)). Suppose that for some δ ∈ (0, 1/2) and η > 0,
where k = k(c, δ, η) depends only on c, δ, η and lim δ,η→0 k(c, δ, η) = 0.
Proof. Notice that the function d(x) = log(S(x)+c) is subadditive and symmetric and satisfies
for every t ≥ 3ρ, where ρ = log(η + c). We have
Clearly the function k has the stated properties.
Proof of Theorem A
Let φ : H → S 0 be a cylindrical semimartingale and let T : H → H be a HilbertSchmidt operator. T admits a representation
where {f j }, {e j } are two orthogonal bases of H and j λ 2 j < +∞. Define
t) .
In the first step we will show that X is a càdlàg stochastic process with values in H. This can be proven by arguments essentially due to Mitoma.
6,11 However, we will give here a direct proof of this fact, using the framework of Gaussian randomization introduced in the previous section. Let X n (t) = n j=1 λ j f j φ(e j , t) .
where P m,n x = n j=m+1 x, e j e j .
Proof.
(1 − cos(φ(P m,n x, t))) T * µ γ (dx) .
The conclusion follows from elementary bounds 1
Since the map y → sup t∈[0,1] |φ(y, t)| is continuous in probability (see Sec. 1), processes X n uniformly converge to X. Clearly X is càdlàg and satisfies y, X(t) = φ(T * y, t) , y ∈ H , i.e. X(t) = T φ(·, t). Thus all we have to prove is that X is a semimartingale. By Theorem 2.1(ii) it is enough to prove that the family of random variables {S π (X)} π∈Π defined by (2.1) is stochastically bounded.
Let us observe first that by arguments similar to those of (2.2), the function satisfies inequality S (y + z) ≤ 4(S (y) + S (z)). Replacing expectations with conditional expectations with respect to F tj and setting β(y) = φ(y, t j+1 ) − φ(y, t j ) we obtain by Lemma 3.1 E([X(t j+1 ) − X(t j )]|F tj ) + E( [X(t j+1 ) − X(t j )] 2 |F tj )
≤ C H (|E([φ(y, t j+1 ) − φ(y, t j )]|F tj )| + E([φ(y, t j+1 ) − φ(y, t j )] 2 |F tj )) T * µ γ (dy) .
Summing over j we get ≥ δP (T * µ γ (εS(π, y) > δ) > δ) .
Hence for every π ∈ Π we have T * µ γ (εS(π, y) > δ) ≤ δ with probability at least 1 − δ. By Corollary 3.1 and (4.1), εS π (X) ≤ Ck(4, δ, δ) with probability 1 − δ. Now implication (ii)→(i) in Theorem 2.1 completes the proof.
