Based on an ab initio potential energy surface, the features of the quantum spectrum of HCP have been recently discussed in terms of the periodic orbits of the exact classical Hamiltonian ͓J. Chem. Phys. 107, 9818 ͑1997͔͒. In particular, it was shown that the abrupt change in the bending character of the states at the lower end of the Fermi polyads, at about 15 000 cm Ϫ1 above the origin, can be ascribed to a classical saddle node bifurcation. The purpose of the present article is to show that the use of a very accurate Fermi resonance Hamiltonian, which was derived very recently from high-order perturbation theory ͓J. Chem. Phys. 109, 2111 ͑1998͔͒ can provide a still deeper insight into the highly excited vibrational motion. The principal advantages of the resonance Hamiltonian compared to the exact one rely on the remaining good quantum numbers and classical action integrals, which enable one to consider HCP as a formal one-dimensional system parametrized by the polyad number i and the number v 3 of quanta in the C-H stretching motion. It is shown in this article that all the quantum observations can be interpreted and explained in terms of the positions and bifurcations of the fixed points of this one-dimensional system: the shape of the quantum wave functions depends on the stable elliptic fixed points, whereas the dip in the gap between neighboring quantum levels is governed by the unstable, hyperbolic fixed points. The dependance on v 3 of the bending character of the lowest states in each polyad i is discussed in some detail, whereas the previous work was fundamentally limited to v 3 ϭ0. Moreover, the dependence on i and v 3 of the form of the dip in the distribution of the gap between neighboring levels is given a clear explanation.
I. INTRODUCTION
The choice of a working set of coordinates is often of fundamental importance in physics. However, several sets of coordinates might be needed for the same physical object, according to what property of this object is being studied. For example, Jacobi coordinates are well adapted to the variational calculation of the quantum eigenstates of ab initio potential energy surfaces ͑PES͒. Nevertheless, the extraction of further dynamical information-like the simple assignment of the eigenstates according to approximate quantum numbers or the search for classical periodic orbits-requires substantial efforts if performed in the same coordinate system: assignment is usually achieved through visual inspection of each wave function, whereas sophisticated numerical tools like multiple shooting algorithms or damped and quasiNewton iterative methods 1 are necessary to find the classical POs.
Fortunately, there exist several canonical perturbation theories, which enable one to find coordinates specifically adapted to the study of the dynamics of each particular system. These methods consist of successive canonical transformations, that is, transformations of the phase space variables that preserve the form of Hamilton's equations. The two theories, which have been mostly used in the field of molecular vibrations, are known as canonical Van Vleck perturbation theory ͑CVPT͒ 2-7 and Birkhoff-Gustavson perturbation theory ͑BGPT͒. [8] [9] [10] [11] [12] [13] [14] CVPT, which is the quantum analog of classical perturbation theories based on Lie operators, [15] [16] [17] [18] [19] [20] [21] [22] has been successfully applied to molecules like CHD 3 29 and to the study of several physical properties, including rotationvibration interactions 24 and infrared absorption intensities to highly excited states. 23 CVPT was used to rewrite the vibrational Hamiltonian of these molecules in such a way so that in the new coordinates there remains one good quantum number for the triatomic molecules and sometimes two for the larger ones. In contrast, the version of BGPT adapted to nonexact resonances 30 has been applied to fewer realistic molecular systems, namely CO 2 31,32 and HCP, 30 and limited to the computation of energy values and wave functions. This is probably due to the mixed canonical transformations resulting from generating functions, which are not easily in-verted and make the calculation of more subtle details, like infrared absorption strengths or rotational constants, more complex than CVPT. However, for the two systems that have been studied so far using Gustavson's procedure, the coordinate transformations were shown to lead to satisfactory Hamiltonians with two remaining good quantum numbers up to fairly high energies. These Hamiltonians happen to be just those ones that are used by spectroscopists to fit the spectra of molecules with a close 1:2 Fermi resonance or 2:2 Darling-Dennison resonance. [33] [34] [35] [36] [37] [38] [39] [40] They are simple, in the sense that quantum as well as classical information is derived with little effort, and they are yet very precise: the recent work of Beck et al., 41, 42 who calculated variationally the energy values and the wave functions for about a thousand rotationless levels of HCP from an ab inito PES at the MRCI-CASSCF level, served as a reference to illustrate the capabilities of the modified Gustavson's procedure. Levels taken into account involved up to 30 quanta in the bending degree of freedom and comprised 361 levels out of the first 395 ones, that is, almost all the levels up to 22 000 cm Ϫ1 above the bottom of the well ͑more than half the dissociation energy͒. Average errors as low as 9.5 and 2.2 cm Ϫ1 were, respectively, reported for a 10th-order single resonance Hamiltonian and a 13th-order Hamiltonian with two resonances. 30 Recent, unpublished calculations of Sibert show that the Dragt-Finn perturbation theory 15, [18] [19] [20] applied to HCP leads to resonance Hamiltonians, which are close to those in Ref. 30 and display very similar accuracies.
This first paper 30 only dealt with eigenvalues. The purpose of the present article is to show that all the dynamical information reported in the work of Beck et al. 41, 42 can be retrieved simply and with excellent accuracy using the adapted set of coordinates-and consequently the transformed, high-order, resonance-type Hamiltonian. This dynamical information mainly consists of a classical ''saddlenode'' or ''tangent'' bifurcation at about 16 000 cm Ϫ1 above the bottom of the well. This is also the energy range where a pronounced dip appears in the distribution of the distance to the nearest neighbor in the quantum polyads and a new type of eigenstates is observed, with wave functions elongated along the stable periodic orbit emerging from the bifurcation. Moreover, it will be seen that the difference, which is observed in the behavior of the wave functions for the states with zero and one quantum of vibration in the C-H stretch, namely, the smoother evolution of the later ones with respect to the polyad quantum number, can also be given a clear explanation, whereas this could not be achieved previously. 42 Also, calculations that are largely unfeasible for the exact PES, like the derivation of classical action integrals, become trivial for the transformed Hamiltonian and help shed additional light on the dynamical properties of the system. In particular, the semicalssical quantization of these action integrals leads to a simple classical interpretation of the dip, which is observed in the plot of the gap between neighboring quantum levels.
The remainder of this article is organized as follows: the classical and quantum expressions for the tenth-order Fermi resonance Hamiltonian, as well as its classical and semiclassical properties, are presented in Sec. II. Section III contains a discussion of the shape of the quantum wave functions in terms of the stable, elliptic fixed points of the onedimensional system. At last, the link between the unstable, hyperbolic fixed points and the dip in the gap between neighboring quantum levels is firmly established in Sec. IV.
II. THE FERMI RESONANCE HAMILTONIAN

A. Classical and quantum expressions
The transformed, resonance Hamiltonian that is used in this article is discussed in the second half of the last paragraph of Sec. III D and in the fourth column of Table II 
The (I k , k ) in Eq. ͑II.1͒ are action angle-like sets of conjugate coordinates, such that
͑II.2͒ It is reminded that the ( p k ,q k ) sets of conjugate coordinates in Eq. ͑II.2͒ are obtained from the deviations from equilibrium of the curvilinear internal coordinates and their conjugate momenta by performing nine canonical transformations: a first one corresponding to Wilson's GF matrix formalism, 43 plus eight additional ones according to the modified Gustavson's procedure. 30 Nonetheless, the subscript 1 in Eqs. ͑II.1͒ and ͑II.2͒ corresponds roughly to the C-P stretch, the subscript 2 to the bend and the subscript 3 to the C-H stretch ͑be careful that these notations are not those of Beck et al. 41, 42 ͒. The fact that the Hamiltonian in Eq. ͑II.1͒ is just a polynome when expressed in terms of the ( p k ,q k ) sets of coordinates becomes obvious when remarking that
͑II.3͒
Moreover, it is assumed in Eqs. ͑II.1͒-͑II.3͒ that the vibrational angular momentum, which results from the degeneracy of the bending motion, is equal to zero, in agreement with the two previous works on HCP, where only the nonrotating molecule (Jϭ0) was studied. 41, 42 If this were not the case, then only slightly more complex expressions should be used. 31, 32 The numerical values for the 75 parameters , x, y, and k are given in Table I . The fundamental frequency for the C-P stretch ( 1 Ϸ1256 cm Ϫ1 ) is seen to be close to twice the fundamental frequency for the bend (2 2 Ϸ1301 cm Ϫ1 ), which is the principal reason why the Fermi resonance coupling H F has to be taken into account.
As discussed in some detail in Sec. IV C of the preceding paper 30 as well as in Refs. 15 and 44-46, the expression for the quantum Hamiltonian associated with the classical one in Eq. ͑II.1͒ is not unique and depends on the way the coordinates are arranged within each monomial of the classical Hamiltonian. The expression adopted by most spectroscopists is used in the present work. The matrix elements in the harmonic oscillator basis ͑with a twofold degenerate oscillator for the bending motion͒ are
͑II.4͒
for the diagonal Dunham expansion, and
for the off-diagonal Fermi coupling. Equations ͑II.4͒ and ͑II.5͒ show that the quantum transformed Hamiltonian H D ϩH F only couples those levels of the harmonic basis, which share the same number v 3 of quanta in the C-H stretch and the same ''polyad number'' i, where
͑II.6͒ Therefore, v 3 and i remain good quantum numbers, and the size of the matrices to diagonalize in order to get the eigenstates is only Int(i/2)ϩ1. The missing good quantum number is replaced by m, the position of the level inside the polyad.
In the preceding article, 30 the eigenvalues for the PES calculated by Beck et al. 41, 42 were compared to those of the single resonance Hamiltonian in Eqs. ͑II.4͒ and ͑II.5͒. All the polyads with no level beyond 22 000 cm Ϫ1 above the bottom of the well (iр30 for v 3 ϭ0, iр24 for v 3 ϭ1, iр20 for v 3 ϭ2, iр14 for v 3 ϭ3, iр10 for v 3 ϭ4, iр6 for v 3 ϭ5, and iϭ0 for v 3 ϭ6) were taken into account, that is, 361 levels out of the first 395 levels. These levels encompass bending motions with amplitudes of about 120°and variations of the C-H bond length of about 0.9 Å around the equilibrium value r 1 ϭ1.0768 Å. Despite these very large amplitudes of motion, the average absolute error reported in Ref. 30 between the eigenvalues ͑relative to the ground state͒ of the exact Hamiltonian and the Fermi resonance approximation is only 9.54 cm Ϫ1 , the average relative error 0.068%, and the maximum error 54.60 cm
Ϫ1
. It is to be noted that a better agreement of about 2.23 cm Ϫ1 ͑0.014% relative error͒ was also obtained for a two resonance Hamiltonian. 30 However, the study of the classical and semiclassical dynamics of a two resonance Hamiltonian requires many more efforts than for the single resonance Hamiltonian, [47] [48] [49] so that the best quality/effort ratio is obtained using the Fermi resonance Hamiltonian in Eqs. ͑II.1͒, ͑II.4͒ and ͑II.5͒.
B. Action integrals and EBK quantization rules
The classical 50 
The role of the cos(2 max ) term, which can only assume the values ϯ1, is to ensure that ͉T 2 ͉ be positive. Since
where * is the classical frequency associated with the action integral T 2 50,51 and is therefore a positive quantity, the sign of T 2 is then chosen so that T 2 (E,I,I 3 ) is an increasing function of E for given values of I and I 3 . Moreover, the Maslov index associated with T 2 is 2, [50] [51] [52] [53] [54] so that the last EBK quantization rule is written as:
where i 2 is a signed integer. More explicitly, for a given polyad, that is, for given values of i and v 3 ͓and consequently of I and I 3 , see Eq. ͑II.12͔͒, the quantum levels are associated with the trajectories with half integral values of the action integral T 2 . Plots of T 2 as a function of energy E and results for explicit semiclassical EBK quantization will be given and discussed in Sec. IV. 42 using tenth-order canonical perturbation theory. 30 The parameters , x, and y of the diagonal Dunham expansion are given first, whereas the parameters k of the off-diagonal Fermi resonance coupling are given at the end. The values ͑in cm Ϫ1 ͒ in the third column have to be multiplied by the corresponding powers of 10 in the fourth column. The second column indicates the perturbation orders at which the parameters are computed. 
C. Fixed points and periodic orbits
The Fermi resonance Hamiltonian can be considered as either ͑i͒ a three-dimensional system with three sets of conjugate coordinates (p 1 ,q 1 ), (p 2 ,q 2 ), and ( p 3 ,q 3 ); or ͑ii͒ a two-dimensional system with two sets of conjugate coordinates (p 1 ,q 1 ) and (p 2 ,q 2 ) parametrized by the constant of the motion I 3 ; or ͑iii͒ a one-dimensional system with a single set of conjugate coordinates (J,) parametrized by the two constants of the motion I and I 3 .
It will be shown in Secs. III and IV that it is this latter picture, that is the most interesting and fruitful one. For this one-dimensional system, all the dynamical information is contained in the (J,) surface of section and the relevant features are the fixed points, which satisfy
For given values of I and I 3 , Eq. ͑II.17͒ is just a system of two equations with two unknowns, from which the constant values of J and are derived. The stability of each fixed point (J,) is related to the eigenvalues of the matrix
calculated at the fixed point. One obtains
calculated again at the fixed point. If the right-hand side of Eq. ͑II.19͒ is negative, then H is an extremum at the fixed point, the two eigenvalues are conjugate complex and the fixed point is termed a stable, elliptic fixed point. In contrast, if the right-hand side of Eq. ͑II.19͒ is positive, then the two eigenvalues are real and opposite and the fixed point is called an unstable, hyperbolic fixed point ͑or equivalently a saddle point͒. A tangent ͑or saddle node͒ bifurcation is a value of (I 3 ,I), where one elliptic and one hyperbolic fixed points are created simultaneously. At the bifurcation, is necessarily equal to zero for the two fixed points, so that the bifurcations can be found by solving a system of three equations ͓Eqs. ͑II.17͒ plus ϭ0 in Eq. ͑II.19͔͒ in the four unknowns I, J, I 3 , and . This resolution gives typically I as a function of I 3 , or conversely. The (J,) fixed points are also periodic orbits ͑POs͒ of the two-dimensional system parametrized by I 3 . This is easily seen by rewriting q 1 , q 2 , p 1 and p 2 in terms of (I,) and (J,), according to Eqs. ͑II.2͒ and ͑II.8͒:
I, J, and remain constant at the fixed points, so that the two-dimensional trajectory returns exactly to the same point each time increases by 2. A meaningful quantity to characterize the motion associated with this PO is the ratio J/I: if J/I is close to zero, then, according to Eq. ͑II.8͒, I 1 is close to zero, so that the motion is essentially a bending one. In contrast, if J/I is close to 1 then it is I 2 that is close to zero, and the motion is essentially a C-P stretch ͑note that J is necessarily comprised between 0 and I͒.
On the other hand, the fixed points of the (J,) surface of section are generally not periodic orbits of the full-threedimensional system. Since q 3 and p 3 can be written in the form
͑II.21͒
and because there exists no phase relation between and 3 , there is no chance that 3 increases exactly by a multiple of 2 each time increases by another multiple of 2. As a result, the-three-dimensional trajectory does not close. An obvious exception occurs for I 3 ϭ0, because in that case q 3 and p 3 remain constant and equal to zero, so that the threedimensional trajectory returns again exactly to the same point each time increases by 2, independently of the value of 3 . Stated in other words, the (J,) fixed points calculated at I 3 ϭ0 are periodic orbits of the full threedimensional system.
III. STABLE FIXED POINTS AND THE SHAPE OF QUANTUM WAVE FUNCTIONS
One of the key results in Ref. 42 , is that the wave functions of the levels with no excitation in the C-H stretch (v 3 ϭ0) undergo a very sharp transition between polyads i ϭ24 and iϭ26. Up to polyad iϭ24, all the wave functions are rather straightforwardly assignable in terms of the number of nodes along their ''backbones,'' which coincide with two classical stable periodic orbits ͑POs͒ of the threedimensional system, labeled ͓B͔ and ͓r1A͔. In contrast, starting abruptly from polyad iϭ26, the lowest levels in each polyad have wave functions elongated along another stable PO labeled ͓SN1A͔. This PO emerges from a ''saddle-node'' ͑or ''tangent''͒ bifurcation, which takes place at about 16 800 cm Ϫ1 above the bottom of the well, which is a little bit lower than the lowest levels of the polyads iϭ24 at about 17 150 cm Ϫ1 and iϭ26 at about 18 200 cm
Ϫ1
. Moreover, the ͓SN1A͔ PO can be described as an almost pure bending motion. The situation is not so clear for the levels with one or more quanta in the C-H stretching motion (v 3 Ͼ0). The general behavior is the same as for the v 3 ϭ0 states, in the sense that the lowest levels of each polyad with v 3 Ͼ0 behave like almost pure bending states in the energy region somewhat above the tangent bifurcation. However, the transition occurs more gradually and is not so abrupt, as can be clearly seen in Fig. 1 . Moreover, the level spacing within polyads, which will be discussed in more detail in the next section, is also different for v 3 ϭ0 and v 3 Ͼ0. This further supports the conjecture that another physical process might take place for v 3 Ͼ0, the nature of which was, however, not elucidated in Ref. 42 . The purpose of this section is to rein-vestigate the connections between the shape of the quantum wave functions and the classical properties of the system, taking full advantage of the two remaining constants of the motion of the Fermi resonance Hamiltonian.
The basic information for this study is the bifurcation diagram of the fixed points in the (J,) surface of section, which is given in Fig. 2 . As discussed in the previous section, the search for the bifurcations gives I as a function of I 3 , or conversely. Bifurcations therefore appear as lines, which separate the (I 3 ,I) plane into several areas characterized by different numbers of fixed points. Two such bifurcation lines, labeled TB1 and TB2, are plotted in Fig. 2 . Both of them are tangent bifurcations, at which a stable elliptic and unstable hyperbolic fixed points are created simultaneously. Below TB1, there exists a single fixed point, a stable elliptic one, which will be called 1E. An elliptic fixed point 2E and a hyperbolic fixed point 2H are created at the tangent bifurcation TB1; consequently, there exist three fixed points for the values of (I 3 ,I) between TB1 and TB2. Similarly, an elliptic fixed point 3E and a hyperbolic fixed point 3H are created at the tangent bifurcation TB2, so that there exist five fixed points for values of (I 3 ,I) above TB2. The essential point is that one is able to locate each quantum polyad (v 3 ,i) in the (I 3 ,I) plane, thanks to the EBK quantization rules in Eq. ͑II.12͒. For example, the six black dots in Fig. 2 correspond to the polyads (v 3 ,i)ϭ(0,20) , ͑0,24͒, ͑0,26͒, ͑0,30͒, ͑1,24͒, and ͑2,20͒, which will be discussed in the remainder of this article. It is seen that three of them, namely (v 3 ,i)ϭ(0,20), ͑1,24͒, and ͑2,20͒, belong to the region with three fixed points, whereas the three other ones, (v 3 ,i)ϭ(0,24), ͑0,26͒, and ͑0,30͒, are located above TB2, in the region with five fixed points.
More detailed information is obtained by plotting the characteristics of the fixed points ͑that is, their energy and the ratio J/I) as a function of I for given values of I 3 . Such a plot is given in Fig. 3 for I 3 ϭ1/2, that is, v 3 ϭ0. Note that in the top plot all the energies are drawn relative to 2 (I ϩ2) for the sake of clarity. As I 3 remains fixed in these plots, the tangent bifurcations just appear as points, located, respectively, at Iϭ1.070 and energy Eϭ2393.30 cm Ϫ1 ͓E ϭ397.10 cm Ϫ1 relative to 2 (Iϩ2)] for TB1 and I ϭ23.878 and Eϭ16 001.16 cm Ϫ1 ͓EϭϪ826.77 cm Ϫ1 relative to 2 (Iϩ2)] for TB2. The first elliptic fixed point 1E is seen to remain the upper limit of the classically accessible phase space for all the studied values of I. It is associated with a pure bending motion near the bottom of the well, but acquires rapidly a mixed C-P stretch/bend character: the ratio J/I increases from 0.31 to 0.47 between the values I ϭ22 and Iϭ32 corresponding to the polyads iϭ20 and i ϭ30. In contrast, both 2H and 2E are pure C-P stretching motions as they first appear at TB1. But, whereas the unstable point 2H remains a pure C-P stretch for all the values of I, 2E acquires some nonmonotonous bend character as I varies: the ratio J/I increases again from 0.74 to 0.83 between Iϭ22 and Iϭ32. Moreover, 2E remains the lower limit of the classically accessible phase space until its curve crosses the energy of 3E just above TB2. On the other hand, the fixed points 3E and 3H are created at TB2 with a mixed-though predominantly bend-character (J/I ϭ0.20). 3E becomes very rapidly the lower limit of the classically accessible phase space, while its C-P stretch contribution diminishes also subsequently: at Iϭ26, the J/I ratio is as low as 0.07 and it further decreases to 0.03 at Iϭ32. In contrast, the C-P stretch contribution to 3H increases rapidly, J/I being already equal to 0.55 at Iϭ32. The energies of 2E, 2H, and 3H remain very close up to Iϭ32. The same plot as Fig. 3 , but for I 3 ϭ3/2, that is v 3 ϭ1, is given in Fig. 4 . It is seen that the fixed points display very different features compared to I 3 ϭ1/2, despite the close values of I 3 . First of all, a single tangent bifurcation occurs for values of I smaller than 32, namely TB1 at Iϭ0.217 and energy Eϭ5208.51 cm Ϫ1 ͓Eϭ3767.07 cm Ϫ1 relative to 2 (Iϩ2)]. Therefore, only three fixed points 1E, 2E, and 2H are observed in the whole range from I close to zero to Iϭ32. 1E and 2E are, respectively, the lower and upper limits of the accessible phase space, in contrast with I 3 ϭ1/2, where the opposite occurs. This merely reflects the fact that the state with one quantum in the C-P stretch is located below the state with 2 quanta in the bend, whereas, due to the anharmonicities, the state with 1 quantum in the C-P stretch plus one quantum in the C-H stretch is located above the state with two quanta in the bend plus one quantum in the C-H stretch. More interesting is the fact that the C-P stretch/bend character of the elliptic fixed points fluctuates much more widely for I 3 ϭ3/2 than for I 3 ϭ1/2. Whereas 1E and 2E are created, respectively, as pure bending and pure C-P stretching motions, the C-P stretch character is more pronounced for 1E than for 2E in the whole range from I Ϸ5 to IϷ18. Moreover, and this will be of fundamental importance in the following discussion, the C-P stretch character of 1E decreases again sharply around IϷ20, whereas nothing similar is observed for I 3 ϭ1/2. At Iϭ26, corresponding to the polyad (v 3 ,i)ϭ(1,24), the ratio J/I is again as low as 0.04.
At last, the same plot as Figs. 3 and 4, but for I 3 ϭ5/2, that is v 3 ϭ2, is given in Fig. 5 . The general behavior is qualitatively the same as for I 3 ϭ3/2. In particular, a single tangent bifurcation is observed at Iϭ3.193 and E ϭ10 276.28 cm Ϫ1 ͓Eϭ6899.21 cm Ϫ1 relative to 2 (I ϩ2)]. The clearest difference is that the C-P stretch/bend character of the elliptic fixed points fluctuates to a lesser extent for I 3 ϭ5/2 than for I 3 ϭ3/2, and that the behavior of the J/I ratio is consequently much smoother. What also matters for the following discussion is that, at Iϭ22, corresponding to the polyad (v 3 ,i)ϭ (2, 20) , the elliptic fixed point 1E behaves again as an almost pure bending motion (J/Iϭ0.05), whereas 2E is of a mixed character (J/I ϭ0.60).
Let us now look more precisely at the wave functions On the other hand, it was shown in the previous section that the fixed points in the (J,) surface of section are also POs in the (q 2 ,q 1 ) plane. For the sake of an easier comparison, the three or five POs are reproduced below each quantum wave function. Note that the motion associated with 2H is a pure C-P stretching motion and merges into the vertical q 2 ϭ0 axis.
Following the pioneering works of Gutzwiller [55] [56] [57] and Heller, 58, 59 there have been several numerical applications, which have demonstrated the importance of POs in understanding the localization of quantum wave functions in q i space, which, in turn, is helpful for understanding spectral patterns. [60] [61] [62] [63] In particular, whenever the classical motion of a system with Fermi resonance is allowed to vary between two stable POs, it seems to be a rather general result that the wave functions for polyad i evolve smoothly from a wave function with i/2 nodes on one PO to another wave function with i/2 nodes on the other PO, and all the wave functions in between are straightforwardly assignable in terms of the number of nodes along these backbones. It is seen in the upper panel of Fig. 6 and in the two panels of ,20) has ten nodes along the PO with lowest energy, that is 2E, whereas the highest level (mϭ11) has ten nodes along the PO with highest energy, that is, 1E. 2E and 1E being both of a mixed character, but with predominance of the C-P stretch for 2E and of the bend for 1E, the wave functions of the quantum eigenstates are also of a mixed character, with a larger C-H stretch contribution to the lower one and a larger bend contribution to the higher one. Part of this description also holds for the quantum polyads (v 3 ,i)ϭ (1, 24) and ͑2,20͒. The only difference is that for I 3 ϭ3/2 and I 3 ϭ5/2 the PO with lowest energy is 1E, which is an almost pure bending motion for the values of I and I 3 of interest, whereas the PO with highest energy is 2E, which is of a mixed nature. An important point mentioned previously is that for I 3 ϭ3/2 the ratio J/I decreases rapidly from 0.36 at Iϭ18 to 0.06 at Iϭ24 ͑see 4͒. This implies that for v 3 ϭ1 the shape of the wave functions of the lowest levels in each polyad also varies rapidly from a mixed C-P stretch/bend character for iϭ16 to an almost pure bend character for iϭ22, but that the distribution of the nodes along the 1E and 2E backbones remains largely unaltered for all these polyads. This is exactly what was reported in Ref. 42 . One therefore concludes here, that for v 3 ϭ1 the Fermi resonance Hamiltonian enables one to correlate unambiguously the transition to an almost pure bending motion of the lowest levels in each polyad with the change in the C-P stretch/bend character of the 1E (J,) elliptic fixed point. In contrast, it is verified in Fig. 5 that the behavior of J/I for 1E is much smoother for I 3 ϭ5/2 than for I 3 ϭ3/2, which, in turn, explains why no so sudden change in the shape of the quantum wave functions is detected for the polyads with v 3 ϭ2. In contrast, things are very different for the polyads (v 3 ,i)ϭ(0,24), ͑0,26͒, and ͑0,30͒, because these polyads are located above TB2 in Fig. 2 , which means that there exist five fixed points, out of which three are stable elliptic ones: above Iϭ26, the lowest elliptic fixed point ͑3E͒ is associated with an almost pure bending motion, the middle one ͑2E͒ is principally a C-P stretch, while the highest one ͑1E͒ mixes the C-P stretch and the bend in almost equal proportions ͑see Fig. 3͒ . One might then wonder how quantum wave functions behave in such a case. The answer is to be found in the lower panel of Fig. 6 and in the two panels of Fig. 7: what actually happens is that the quantum wave functions evolve from a first one elongated along 3E to a second one elongated along 2E, and then to a third one elongated along 1E. A particularly clear illustration is provided by the polyad (v 3 ,i)ϭ(0,30): it is seen in the lower panel of Fig. 7 that three states (mϭ1, 4, and 16͒ are calculated with a 15-nodes wave function. However, the transitions cannot be as regular, as in the case with only two POs, that is, the nodal pattern cannot evolve as i/2 nodes along 3E; then i/2-1 nodes along 3E and 1 node along 2E,..., and so on up to i/2 nodes along 2E, then i/2-1 nodes along 2E and 1 node along 1E,..., and so on up to i/2 nodes along 1E. This would indeed require nearly twice the number of levels that are found in each polyad. Therefore, the evolution of the nodal pattern is necessarily more confused. Nevertheless, the point that is common to these three polyads, as well as to the higher ones, and that differs radically from what is observed up to polyad (v 3 ,i)ϭ(0,22), is that the lowest levels in each polyad behave as almost pure bending motions, because they are elongated along 3E. It is stressed that the reason why the wave functions of the new type appear so suddenly is that the additional stable PO 3E arises from the bifurcation TB2, which is a real discontinuity. 
tangent bifurcation in the (J,) surface of section and the creation of a new elliptic fixed point 3E.
It is to be noted that this latter result is close to that reported in Ref. 42 . Close, but not equivalent. Indeed, as discussed at the beginning of this section, the correlation was made in Ref. 42 between the appearance of the new wave functions and the bifurcations of the POs of the threedimensional system instead of the bifurcations of the fixed points of the one-dimensional (J,) system. Now, the POs of the three-dimensional system were shown in the previous section to be just the fixed points in the (J,) surface of section, but calculated at I 3 ϭ0, instead of I 3 ϭ1/2, I 3 ϭ3/2, or I 3 ϭ5/2. The characteristics ͑energy and J/I ratio͒ of the fixed points are plotted in Fig. 9 for I 3 ϭ0, as was done in Fig. 3 for I 3 ϭI/2, in Fig. 4 for I 3 ϭ3/2 and in Fig. 5 for I 3 ϭ5/2. A comparison of these figures shows that the fixed points behave very similarly for I 3 ϭ0 and I 3 ϭ1/2, the main difference being an overall energy shift of about 1700 cm Ϫ1 , corresponding roughly to 3 /2. This is the reason why the correlation could be made in Ref. 42 between the abrupt appearance of the new wave functions for v 3 ϭ0 and the bifurcations of the POs of the three-dimensional system. In contrast, the behavior of the fixed points is basically different for I 3 ϭ0 and I 3 ϭ3/2 or I 3 ϭ5/2, so that no explanation could be given for the sharp ͑but nevertheless smoother than for v 3 ϭ0) transition to almost pure bending motions of the lowest levels in the polyads with v 3 ϭ1.
A last point worth noting is that two clear differences can be observed between the wave functions of the exact quantum states plotted by Beck et al. 42 and those of the Fermi resonance Hamiltonian for the polyads (v 3 ,i) ϭ(0,24) and ͑0,30͒. The first difference deals with the lowest level (mϭ1) of polyad (v 3 ,i)ϭ(0,24): indeed, its wave function is elongated along 2E according to exact quantum calculations ͑see the lower panel of Fig. 8 . Therefore, 3E and the related quantum wave functions appear somewhat sooner than expected for the Fermi resonance Hamiltonian. The second difference is observed for the fourth level (m ϭ4) of polyad (v 3 ,i)ϭ(0,30): its wave function is elongated along 2E for the Fermi resonance Hamiltonian ͑see the lower panel of Fig. 7͒ , whereas it has a very complex nodal pattern according to exact quantum calculations ͑see the lower panel of Fig. 10 in Ref. 42͒ . At the present time, the reason for this difference is not clearly understood.
IV. UNSTABLE FIXED POINTS AND THE DIP IN THE GAP BETWEEN NEIGHBORING QUANTUM LEVELS
In a recent paper, 64 Kellman and co-workers noted that ''according to the correspondence principle, the classical frequency corresponds to the difference in energy of adjacent levels.'' Therefore, these authors point out that ''a dip in the level spacings is a characteristic spectral pattern indicative of the basic element of phase space structure, a separatrix'' ͓separatrix in this context means hyperbolic fixed point in the (J,) surface of section͔. Beck et al. 42 did observe such a dip in the spectrum of HCP ͑see Fig. 12 of Ref. 42͒, but, having in hand only the exact Hamiltonian, were unable to make an unambiguous discussion in terms of separatrices and just concluded that this point should ''be investigated in the future.'' This is precisely the purpose of this section. However, instead of decreasing artificially the value of ប as in Ref. 64 , use will be made in the present paper of the energy behavior of the last action integral T 2 and of the corresponding EBK quantization rule in Eq. ͑II.16͒.
The energy gap between the (mϩ1)th and the mth levels is plotted in Fig. 10 as a function of m for the polyads (v 3 ,i)ϭ(0,20), (v 3 ,i)ϭ (1, 24) , and (v 3 ,i)ϭ(0,30). It is seen that each one of these three polyads displays a different behavior: For (v 3 ,i)ϭ(0,20), the gaps increase regularly for all the values of m except mϭ1, but the dip is hardly noticeable. In contrast, the gaps decrease from mϭ1 to mϭ7 and then increase again from mϭ7 to mϭ12 for (v 3 ,i) ϭ (1,24) , so that the dip appears very clearly. It is noted that the slopes are almost identical on both sides of the dip. At last, the gaps decrease from mϭ1 to mϭ4 before increasing again up to mϭ15 for (v 3 ,i)ϭ(0,30). In this later case, the slopes are very different, the gap increasing much more rapidly on the low-energy side of the dip than on the highenergy side. The question is the following: how is it possible to interpret these results in terms of classical dynamics?
A first remark is that the classical picture is fundamentally the same for the polyads (v 3 ,i)ϭ(0,20) and (v 3 ,i) ϭ (1, 24) . It was shown in the previous section that in both cases the phase space consists of a hyperbolic fixed point 2H located, from the point of view of energy, between two elliptic fixed points 1E and 2E. As can be seen in Figs. 3 and 4, the only real difference arises in the relative positions of these fixed points. Indeed, the hyperbolic fixed point is energetically very close to one of the elliptic fixed points for (v 3 ,i)ϭ(0,20), whereas it lies approximately in the middle of the two elliptic fixed points for (v 3 ,i)ϭ (1, 24) . This can be ascribed to the anharmonicities, which bring the C-P stretch and the bend in much closer resonance for v 3 ϭ1 than for v 3 ϭ0: the uncoupled states (v 1 , the offset to resonance reducing to less than 2 cm Ϫ1 , and changing even sign. When dealing with a Fermi resonance, it is a very general observation that the closer the resonance to being exact, the closer the hyperbolic fixed point ͑or separatrix͒ to the center of the accessible energy range.
A deeper understanding of what occurs is provided by Fig. 11 for (v 3 ,i)ϭ(0,20) and Fig. 12 for (v 3 ,i)ϭ(1,24) . The top parts of these figures represent the variations of the last action integral T 2 as a function of energy for the corresponding values (I 3 ,I)ϭ(1/2,22) and (I 3 ,I)ϭ(3/2,26). Each point on these curves represents a different trajectory. T 2 is always equal to zero at an elliptic fixed point and discontinuous at an hyperbolic fixed point. Moreover, the classical frequency * associated with T 2 goes to zero at the separatrix, so that, according to Eq. ͑II.15͒, the slope of T 2 as a function of E increases as one approaches the separatrix on whatever side. On the other hand, the quantizing trajectories, that is, the trajectories associated with each quantum state through the EBK quantization rules in Eqs. ͑II.12͒ and ͑II.16͒, are the trajectories with half-integral values of T 2 . They are marked by black dots in Figs. 11 and 12 . It is worth noting that for the Fermi resonance Hamiltonian the agreement is excellent between the quantum and the semiclassical energy levels, the largest error for the three polyads discussed in this section being smaller than 4 cm
Ϫ1
. Due to the larger slope of T 2 as a function of E around the separatrix and to the equal spacing of the levels as a function of T 2 , the assumption that * varies monotonously on both sides of the separatrix leads to the conclusion that the gap between neighboring levels necessarily decreases between the elliptic fixed point with the lowest energy and the separatrix, while it increases between the separatrix and the elliptic fixed point with the highest energy. This is easily visualized in Figs. 11 and 12, and this is the cause for the dips that appear in Fig.  10 . Then, it is also clear that the difference, which is observed in the plots of the gaps between neighboring levels in 2,32) . It is seen that the situation looks more complex, mainly because there exist more fixed points ͑five instead of three͒ and consequently, more branches in the plot of T 2 as a function of E ͑four instead of two͒. There even exist a small energy range, between 2E and 3H, where two trajectories share the same values of E, I, and I 3 but have different values of T 2 . This point has already been discussed in some detail elsewhere. [50] [51] [52] However, this increased complexity happens to be of little consequence here, because three out of the five fixed points ͑2E, 2H, and 3H͒ are localized in an energy range narrower than 70 cm Ϫ1 and encompass only two levels (mϭ4 and mϭ5). Moreover, the frequency * admittedly vanishes both at 2H and 3H, but levels other than mϭ4 and mϭ5 do not even notice that there are two separatrices instead of a single one, because the gap between 2H and 3H is as small as 20 cm
. So, the general discussion in the previous paragraph does apply to the two branches, which extend left to 3H and right to 2H, and one principally observes a dip near the common position of 2H and 3H. More interesting is the fact that the slope of T 2 as a function of E is much smaller below the hyperbolic fixed points than above them. Keeping with the arguments in the previous paragraph, this is the reason why the gaps between neighboring levels are much larger on the low-energy side of the polyad than on the high-energy side, and the dip is no longer symmetric. Looking at the bottom part of this figure further proves that the unusually flat behavior of T 2 is caused by the appearance of a new kind of trajectories, which are located on the T 2 branch that appears at the tangent bifurcation TB2 and extends from 3E to 3H, and involve principally the bending motion. Therefore, the large energy gaps observed on the low-energy side of the dip are just the quantum signature for the fact, that one has to increase considerably the energy in order to increase significantly the area below this new kind of classical trajectories.
V. CONCLUSION
In the present article we have demonstrated that most of the features, which were empirically found in the vibrational wave functions and energy levels of the exact quantum me- chanical calculations, can be reproduced by an analysis based on high-order perturbation theory and a resonance Hamiltonian. More important than merely reproducing the exact quantum calculations, however, is that the observations can be elegantly interpreted and explained, within the approximate dynamical model, in terms of classical periodic orbits and semiclassical quantization.
HCP turns out to be a unique system for studying largeamplitude angular motion ͑i.e., isomerization͒ in a polyatomic molecule from several perspectives. First, it is sufficiently small to warrant a basically exact quantum mechanical treatment, both for total angular momentum J equal to and different from 0. Second, the vibrational dynamics as obtained from the quantal calculations show several interesting aspects, which were unexpected when the theoretical work started, and that reflect some general nonlinear effects, namely the saddle-node bifurcations. Third, several of the observations can be interpreted by means of classical mechanics using the exact Hamiltonian and periodic orbits in the full space. Fourth, semiclassical mechanics based on an approximate, yet highly accurate Hamiltonian provide even deeper insight into the highly excited vibrational motion. Last but not least, the highly excited states of HCP can also be studied experimentally by stimulated emission pumping. 65, 66 Actually, the quantum mechanical calculations were originally inspired by the experimental findings in Ref. 65 , namely, the sudden occurrence of perturbations in the expected position of pure bending states and the simultaneous abrupt change of some fine structure parameters ͑like rotational constants͒. Subsequently, the predictions of the calculations lead the spectroscopists to investigate again these new states and their characteristic behavior. 66 Although realistic, the potential energy surface used in the calculations up to now is not accurate enough to allow a direct comparison between theory and experiment. At the present time, a new potential is under construction, which hopefully reproduces the measured vibrational levels and fine structure constants sufficiently well to enable a unique correlation between measured and calculated levels. Thus, in the near future we will be in the position to look at this ''simple'' triatomic molecule from all possible angles: exact quantum mechanics, exact classical mechanics, perturbation theory combined with an effective spectroscopic Hamiltonian and a semiclassical analysis, and high-resolution spectroscopy. This should lead to a most detailed understanding of highly excited vibrational motion for this prototype molecule.
