In this paper, we consider the cooperative output regulation problem for heterogeneous linear multi-agent systems in the presence of communication constraints. Under standard assumptions on the agents dynamics, we propose a distributed control algorithm relying on intermittent and asynchronous discrete-time information exchange that can be subject to unknown time-varying delays and information losses. We show that cooperative output regulation can be reached for arbitrary characteristics of the discrete-time communication process and under mild assumptions on the interconnection topology between agents. A numerical example is given to illustrate the effectiveness of our theoretical results.
second-order consensus can be reached. Similar conditions have been established in [23] for higher-order consensus of heterogeneous multi-agent systems. In [24] , [25] , a generalized Nyquist criterion has been used to address similar problems for general single-input-single-output linear multiagent systems. The authors in [26] presented a consensus algorithm for identical high-order linear multi-agents in the presence of arbitrary large constant delays. A similar result was also shown in the latter paper in the case of uniform time-varying delays, however, under some conditions on the delays upper bounds and some restrictions on the dynamics of the agents.
In [27] , [28] , the consensus problem of linear systems has been considered assuming sampled-data information exchange. The focus in these papers was to establish the sufficient conditions on the information exchange rates so that consensus can still be achieved, however, communication delays have not been considered. In [29] , a consensus algorithm for high-order heterogeneous agents has been proposed assuming sampled-data information exchange subject to known constant communication delays. In the case of intermittent information exchange between agents, the authors in [30] [31] [32] [33] [34] have presented consensus algorithms for linear multi-agent systems, where communication delays have been considered only in [34] dealing with the secondorder consensus problem in the case of periodically intermittent communication. More recently, a small-gain framework has been adopted in [35] to design distributed algorithms for nonlinear second-order systems in the presence of irregular communication delays. The latter approach has been further developed in [36] and [37] to solve similar problems for second-order systems assuming delayed and (not necessarily periodic) intermittent discrete-time information exchange.
The main contribution of this work is a solution to the cooperative output regulation problem for heterogeneous linear multi-agent systems with discrete-time, intermittent and asynchronous information exchange, subject to non-uniform and unknown irregular communication delays that can be unbounded. As compared to the relevant literature mentioned above, the present work considers the coordinated control problem of high-order heterogeneous multi-agent systems by taking into account all the above communication constraints simultaneously. To the best of our knowledge, there is no coordinated control algorithm in the literature that takes into account (simultaneously) all the above mentioned communication constraints for high-order linear heterogeneous (or identical) multi-agent systems.
II. PROBLEM FORMULATION
In this paper, we consider the heterogeneous linear multiagent system governed by the general dynamicṡ
the state vector, the control input, and the measured output of the i-th agent,
are matrices of appropriate dimensions, and N := {1, . . . , n} is the index set of all agents. The signal υ ∈ R q models both the global reference signal to be tracked and the disturbance to be rejected by each agent and is generated by the following exogenous dynamic systeṁ
with some initial states and S ∈ R q×q being a known matrix. Our objective consists in designing a control algorithm for (1)-(2) such that the regulated error signal e i ∈ R pe i written in the general form
satisfies
for arbitrary initial conditions. It is clear that the above described problem reduces to the output regulation problem of a single plant studied in [38] if all agents can access/estimate the exogenous signal υ using their outputs. In this work, we are interested in the case where the external signal υ, generated by (2) , can be captured only by some informed agents, referred to as leaders, whereas the other agents, acting as followers, attempt to achieve the control objective by coordinating with other team members. Accordingly, let L and F := N \L denote the sets of indices corresponding to the leaders and followers, respectively. Without loss of generality, we let F = {1, . . . , m} and L = {m + 1, . . . , n} with L = N , with 0 < m < n. Note that the above formulation, with L = N , is general in the sense that it captures many problems relevant to multi-agent systems such as leader-follower consensus/synchronization and cooperative tracking/disturbance rejection.
All agents in (1) are interconnected in the sense that some information can be transmitted between agents according to some graph topology. Let G = (N , E, A) denote the directed graph that models the interconnection between agents, where N is the set of nodes representing the agents, E ∈ N × N is the set of pairs of edges, and A = [a ij ] ∈ R n×n is the weighted adjacency matrix. An edge (j, i) ∈ E, represented by a directed link from node j to node i, indicates that agent i can receive information from agent j but not vice versa; for simplicity, we say that j and i are neighbors. The elements of A are defined such that a ii := 0, a ij > 0 if (j, i) ∈ E, and a ij = 0 if (j, i) / ∈ E. The Laplacian matrix L := [l ij ] ∈ R n×n associated to G is defined such that
Also, the information exchange is discrete in time, intermittent, and subject to irregular communication delays. More precisely, for each (j, i) ∈ E, agent j can send data to agent i only at instants t kij = k ij h, with k ij ∈ S ij ⊆ {0, 1, 2, . . .} and h being a common sampling period. This information can be received by agent i at instant t kij + τ kij , where τ kij kij ∈Sij is a sequence of communication delays that take values in R + ∪ {+∞}, where τ kij = +∞ means that the corresponding data has been lost during transmission.
Consider the following assumptions on the system model, the dynamics of the exogenous signal, the properties of the communication process, and the interconnection graph G.
iii) For all i ∈ N , the matrix equations
Assumption 1 is standard in the output regulation literature, in particular, item iii) is necessary for the solvability of the output regulation problem (see, for instance, [38] ). Also, item ii) implies that the leader agents can estimate their states as well as the external signal (2) using their measured outputs. This is not the case for the followers where only their states are detectable from the measurements. Therefore, all followers need to implement a distributed observer to cooperatively estimate the external (time-varying) reference/disturbance signal using local information exchange [15] . 
Assumption 3 states that, for each pair (j, i) ∈ E, there exists a subsequence of transmission time instantsS ij and the corresponding communication delays such that the information sent by agent j at instants t kij for k ij ∈S ij are successfully received by agent i. Further, for each pair (j, i) ∈ E, the maximum length of communication blackout intervals between agents j and i does not exceed an arbitrary (not necessarily known) bound h * . Obviously, an infinite h * implies that communication between agents is completely lost and the cooperative output regulation problem described above may not be solved, in general. Also, note that the subsequences S ij andS ij are defined for each edge in E, which shows that the intermittent and delayed discrete-time information exchange described above is also asynchronous.
Assumption 4: For each node i ∈ L, the edge (j, i) / ∈ E for all j ∈ N . Also, for each node i ∈ F , there exists at least one node j ∈ L such that a directed path 1 from j to i exists in G.
Assumption 4 implies that a leader node does not receive information from any other node in G and, for each follower agent, there exists at least one leader having a directed path to that follower.
III. DISTRIBUTED OUTPUT REGULATION ALGORITHM
In this section, we present a distributed control algorithm that solves the problem described in Section II. Consider the following control algorithm for each agent
wherex i is the observed state,ŷ i is the observer output, K i , L 1i are gain matrices with appropriate dimensions, and the signalυ i is an estimate of the exogenous signal obtained by each agent according to the following algorithṁ
where
with L 2i , i ∈ L, being a gain matrix of appropriate dimension, and η i ∈ R q , for i ∈ F , is an input to be designed. LetL
It should be mentioned that the control input (7)-(11), for i ∈ L, is a classical observer-based control algorithm proposed in [38] and shown to guarantee, along with Assumption 1, the exponential convergence to zero of the regulated error for the leader agents; for i ∈ L. The same result can be reached for the follower agents provided that an appropriate input η i in (10), i ∈ F , is designed so that all followers estimate the state of the exogenous system using intermittent and delayed communication. To this end, we suppose that the data that can be transmitted from agent j to agent i at instant t kij = k ij h, for each (j, i) ∈ E and each k ij ∈ S ij , consists of the sequence number k ij of a transmission instant t kij , and the vectorυ j (k ij h) obtained from (10) for j ∈ N . Also, for each pair (j, i) ∈ E and each time instant t ≥ 0, let k x ij (t) denote the largest integer number such thatυ j (t k x ij (t) ) is the most recent information of 1 A finite ordered sequence of distinct edges of G with the form (j, l 1 ), (l 1 , l 2 ), . . . , (lq, i) is called a directed path from j to i. agent j that is already delivered to agent i at t. This integer can be formally defined as
and can be determined by a simple comparison of the received sequence numbers. Consider the following input η i in (10) for i ∈ F
where e
can be seen as an approximation ofυ j (t) in view of (10).
Theorem 1: Consider the multi-agent system (1)-(2) with the control algorithm (7)-(10) where η i is given in (11) for i ∈ L and in (13) for i ∈ F . Suppose that Assumptions (1)-(4) hold. Pick the gains K i , L 1i and L 2i such that
and
Ā i +L iCi , for i ∈ L, are stable matrices. Then, the cooperative output regulation problem is solved for arbitrary initial conditions.
Remark 1: Theorem 1 shows that the proposed distributed control scheme solves the cooperative output regulation problem of multi-agent system (1) under relaxed assumptions on the communication and interconnection between agents. In particular, cooperative output regulation is solved for arbitrarily large, and unknown, communication blackout intervals that can be induced by the communication constraints.
Remark 2: The proposed distributed control algorithm in this section can be adapted to solve other problems considered in the available literature of heterogeneous multi-agent systems (e.g., [14] , [16] , [29] ) under the same communication constraints. For example, in the special case where each agent can measure its state vector and the leader agents have direct access to the exogenous signal; y i = col{x i , υ} for i ∈ L and y i = x i for i ∈ F , the output regulation problem (4) is equivalent to the one studied in [14] in the case of delay-free communication between agents. In this case, one can consider the control u i = K i (x i − Π iυi ) + Γ iυi , witĥ υ i = υ for i ∈ L andυ i , for i ∈ F , is given by (10) with (13) . Following similar steps in the proof of our main results below, it can be shown that the cooperative output regulation problem in this case is solved under similar assumptions in Theorem 1.
IV. PROOF OF THEOREM 1
Define the following error signals:
for i ∈ N . Using (1)-(2) and (7)- (11) , and taking into account point iii) in Assumption 1, the regulated error signal, in (3), can be shown to satisfy
where the two last relations hold for i ∈ F , matricesĀ i ,C i are given in (5) , and we used the relation
It is straightforward to verify that system (16) is exponentially stable with the above described choice of the gain matrices K i , L 1i and L 2i , for i ∈ L. It is also easy to verify that each system (15) , i ∈ N , is input-to-state stable (ISS) with respect to the inputs η i ,υ i andx i , i ∈ N . This, with (14) and the fact thatυ i (t) → 0 andx i (t) → 0 exponentially, lead to the conclusion that e i (t) → 0 for each i ∈ L. Now, consider system (10) with (13), for i ∈ F , which, using (2), can be shown to satisfẏ
for i ∈ F . Consider also the the change of coordinatesῡ i = Vυ i , for all i ∈ N , where V ∈ R q×q is a real orthogonal matrix such that V SV ⊤ = T , with T being the real Schur form of S. Note that such a canonical form exists for any real square matrix, and T ∈ R q×q is a block upper triangular matrix of the form
where T ℓℓ ∈ R q ℓ ×q ℓ , ℓ = 1, . . . p, with q ℓ can be equal to either 1 or 2 and p ℓ=1 q ℓ = q, all the elements below T ℓℓ are zeros, and T ℓ , for ℓ = 1, . . . , p − 1 and = ℓ + 1, . . . , p, are of appropriate dimensions. Accordingly, T ℓℓ , ℓ = 1, . . . p, can be either a real number equal to a real eigenvalue of S, or a real 2-by-2 matrix having a pair of complex conjugate eigenvalues of S. Therefore, in view of Assumption 2, we have T ℓℓ = 0 if q ℓ = 1, and the two eigenvalues of T ℓℓ are complex with zero real parts if q ℓ = 2.
Then, using (19) , one can show thaṫ
for i ∈ F , where
and the functions F ℓ (ς), for ℓ = 1, . . . , p − 1 and = ℓ+1, . . . , p, are continuous functions that can be determined, however, their explicit expressions are not needed in the subsequent analysis.
In view of the upper triangular form of systems (21), we letῡ (ℓ) i ∈ R q ℓ , ℓ = 1, . . . , p, denote the ℓ-th component of x i corresponding to T ℓℓ , for i ∈ N . Therefore, one can show from (20) 
with
for ℓ = 1, . . . , p and i ∈ F , where κ i := n j=1 a ij , i ∈ F . Note that κ i > 0 for i ∈ F by Assumption 4.
For ℓ ∈ {1, . . . , p}, let ℓ denote the system that consists of all m interconnected systems in (23) , i ∈ F , with the vector φ i,ℓ being considered as a perturbation term for each system. The properties of the states of each system ℓ are characterized in the following result. Proposition 1: Consider the above defined system ℓ , for some ℓ ∈ {1, . . . , p}. Suppose that the assumptions of Theorem 1 hold and that φ i,ℓ , i ∈ F , is uniformly bounded and converges asymptotically to zero. Thenῡ 
The proof is omitted due to space limits. Now, we apply Proposition 1 to each system ℓ , for ℓ = p, . . . , 1. Consider system p and notice from (24) that
).
Since we have already shown thatυ i (t) → 0 exponentially for all i ∈ L, we know thatῡ i (t) → 0 for all i ∈ L. This, with the fact that (t − t k x ij (t) ) ≤ h * by Assumption 3, leads to the conclusion that φ i,p (t) → 0 for i ∈ F . Then, using the result of Proposition 1, we can show thatῡ
For system (p−1) , one can verify from (24) that
for i ∈ F . Since all the functions F ℓ (ς), for ℓ = 1, . . . , p−1 and = ℓ + 1, . . . , p, are continuous, t k x ij (t) → +∞ and (t − t k x ij (t) ) is bounded, it can be deduced that φ i,(p−1) is uniformly bounded and φ i,(p−1) (t) → 0, i ∈ F . Then, using Proposition 1, one can show, following the same arguments as above (the case ℓ = p), thatῡ (p−1) i is uniformly bounded andῡ (p−1) i (t) → 0, i ∈ F . Similarly, exploiting the above results and the expression of φ i,(p−2) in (24), with ℓ = p − 2, one can show that φ i,(p−2) is uniformly bounded and φ i,(p−2) (t) → 0, for i ∈ F . Repeating these steps for ℓ = p − 2, . . . , 1, one can show thatῡ i is uniformly bounded andῡ i (t) → 0, for i ∈ F . Consequently,υ i is uniformly bounded andυ i (t) → 0, for i ∈ F .
In addition, the vector η i in (13) can be rewritten as
Using the above results and the fact that (t − t k x ij (t) ) ≤ h * , one can verify that η i is uniformly bounded and η i (t) → 0, for all i ∈ F .
Finally, it can be verified that system (17) is ISS with respect to the inputυ i , i ∈ F . Therefore,x i is uniformly bounded andx i (t) → 0 for all i ∈ F . This, with the ISS property of system (15) , lead to the conclusion that ε i , e i are uniformly bounded and ε i (t) → 0, e i (t) → 0, i ∈ F . The proof is complete.
V. NUMERICAL EXAMPLE
We consider a multi-agent system consisting of six second order systems modeled as in (1)-(2) with
where (a i , b i ) = (−2, 0), i = 1, 2, (a i , b i ) = (0, 1), i = 3, 4, 5, 6, c i = 1, i = 5, 6. Accordingly, we define F := {1, . . . , 4} and L := {5, 6}. The state of each agent is denoted by x i := (x 1i , x 2i ) ⊤ ∈ R 2 , i ∈ N , where x 1i and x 2i are, respectively, the position and velocity of the agent. The state of the exogenous system (2) is denoted by υ = (r, w) ⊤ . The regulated error is selected as in (3) with:
, it is required that the position of each agent converges to the reference position defined by r; e i = x 1i − r. We can verify that Assumption 1 is satisfied, in particular, equations (6) admit a solution given by:
for i ∈ N . The Laplacian matrix associated to G is given by 
VI. CONCLUDING REMARKS
In this paper, we considered the cooperative output regulation problem of high-order heterogeneous multi-agent systems with constrained discrete-time information exchange. The problem has been solved under mild assumptions on the directed interconnection graph topology, with intermittent and asynchronous information exchange, in the presence of unknown time-varying communication delays and communication blackouts. 
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