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Chapter 1 
Introduction 
1.1  Introduction 
Given an abstract representation of a graph, we often wish to see what the graph 
ldoks like. This presents the problem of finding a way to draw a picture of the 
graph which shows the properties in which we are interested. If we are interested in 
planar graphs, we would like to see a planar embedding of the graph (if it exists). 
If we are interested in the symmetries of the graph, we would like a drawing which 
shows these symmetries. 
For instance, figure 1 shows two different drawings of the same graph: 
Figure 1. Two different drawings of the same graph. 2 
The drawing on the left in the figure shows immediately that the graph is the 
cube with eight vertices and it shows the symmetries of the graph. The drawing 
on the right shows that this graph is planar, by giving a planar embedding. 
In this paper we look at several graph drawing algorithms, and in some detail 
at the two algorithms used to produce figure 1. After examining many examples, 
we will draw some conclusions about which algorithms produce better drawings, 
and the reasons for this. 
1.2  Outline of Paper 
In chapter 2 we give some definitions. In chapter 3 we discuss the history and com­
plexity of graph drawing algorithms. In chapter 4 we describe in detail the planar 
embedding algorithm of Chrobak and Payne. In chapter 5 we give some examples 
of two planar graph drawing algorithms which draw all the faces convex. In chap­
ter 6 we talk about drawing nonplanar graphs and discuss the spring algorithm of 
Kamada and Kawai. In chapter 7 we present and compare the drawings produced 
by the planar drawing algorithm, and those produced by the spring algorithm. Chapter 2
 
Definitions
 
The definitions used in this paper follow Harary [Har69]. 
A graph G = (V, X) is a finite nonempty set V of n points or vertices together 
with a set X of e unordered pairs of distinct points of V. Each pair x = {u, v} of 
points in X is a line or edge of G. If there is a line x = {u, v} between two points, 
the points are called adjacent, and the line x is said to be incident with each of the 
points u and v. A subgraph G' = (V', X') of G is a graph whose points and lines 
all lie in G, i.e. V' C V and X' C X.  A directed graph or digraph is the same as a 
graph except that the elements of X are ordered pairs of points. 
A path in a graph is an alternating sequence of points and lines  ,  beginning and 
ending with points, in which each line is incident with the two points immediately 
preceding and following it, and such that all the points (and hence the lines) are 
distinct. A path with at least three points, such that the first and last points are 
the same, is called a cycle. If a graph has no cycles, we call it acyclic. 
A graph is connected if there is a path between every pair of points. A graph 
which is not connected is called disconnected. A graph G is n-connected if at least 
n points must be removed in order to disconnect the graph. A tree is a connected 
acyclic graph. 
If x = {u, v} is a line of G, and w is not a point of G,  we say that x is 
subdivided when it is replaced by the lines {u, w} and {w, v}. If two graphs can be 4 
obtained from the same graph by a sequence of subdivisions of lines, we say they 
are homeomorphic. For example, any two cycles are homeomorphic. 
The complete graph on n vertices, Kn, has every pair of points adjacent. A 
bipartite graph is a graph whose point set V can be partitioned into two sets Vi 
and V2 such that every line in G is incident with a point of VI and a point of V2. 
If V1 and V2 have m and n points, respectively, and G contains all possible lines 
joining points of V1 to points of V2, we call G the complete bipartite graph /fn,., 
We say that a graph G can be embedded in a surface S if it can be drawn in 
S so that no pair of edges intersect except at their common endpoints. A graph 
is planar if it can be embedded in the plane. A plane graph is one that has been 
embedded in the plane. The regions defined by a plane graph are called its faces, 
and the unbounded region is the exterior face. A maximal planar graph is a planar 
graph to which no line can be added without destroying its planarity. 
A graph is outer planar if it can be embedded in the plane so that all its vertices 
lie on the same face (i.e., it is a cycle with some of its internal diagonals). 5 
Chapter 3 
History and Complexity of Graph Embeddings 
3.1  Planar Graphs 
Kuratowski [Kur30] was the first to characterize planar graphs, showing that a 
graph is planar if and only if it does not contain a subgraph homeomorphic to K5 
Or 113,3. 
It was shown in 1948 by Fary [Far48] (and independently by Wagner [Wag36] 
and Stein [Ste51]; see [Har69], page 106) that a planar graph can, in fact, be 
embedded so that all the edges are straight line segments. Such an embedding is 
often called a Fary embedding. In 1963, W. T. Tutte [Tut63] improved on this by 
showing that any 3-connected planar graph can be embedded so that all its faces 
are convex, and gave an 0(n3) time algorithm for finding the embedding, where n 
is the number of vertices in the graph. In 1984 Chiba, Yamanouchi and Nishizeki 
[BM84] gave an 0(n) time algorithm for testing whether a 2-connected graph has 
a convex embedding, and constructing such an embedding if possible. 
In 1988, De Fraysseix, Pach and Pollack [dFPP88, dFPP90] gave an 0(n log n) 
time and 0(n) space algorithm, based on a 'canonical representation of planar 
graphs', which uses only integer arithmetic to embed a planar graph on a discrete 
grid of size 2n  4 by n  2. Figure 2 gives an example of such an embedding of 
K4 on a 4 by 2 grid. Figure 2. an embedding on a grid 
This algorithm was improved in 1989 by Chrobak and Payne [CP90], and in­
dependently by Kant and van Leeuwen [KvL89], to run in 0(n) time and space. 
More recently, Schnyder [Sch90] has found an 0(n) time embedding on the n 
by n  2 grid, using a different method (barycentric coordinates). 
In 1992, Kant [Kan92] found an algorithm, based on a new ordering of the 
vertices called the leftmost canonical ordering, which draws 3-connected planar 
graphs with convex faces on the 2n  4 by n  2 grid.  It runs in 0(n) time and 
space.  Subsequently, Kant and Chrobak reduced the grid requirements of this 
algorithm to n  2 by n  2 points. 
To show that a grid of size 2n/3  1 by 2n/3  1 is a lower bound on the size of 
a grid necessary for making a Fary embedding of a planar graph, consider a graph 
which is a nested sequence of n/3 triangles, as depicted in figure 3. 
Figure 3. a nested sequence of n/3 triangles 
For n = 3 we clearly can embed the one triangle in a grid of size 1 by 1. Now 
assume for induction that a grid of size 2n/3  1 by 2n/3  1 is needed for n/3 
triangles (n vertices). If we add another triangle, it must go on either the inner or 
2 7 
outer face, to preserve planarity. In either case, it will need two more grid points 
in each direction to be embedded. By induction, we have 2n/3  1 grid points 
for the original n vertices, and we have 2 more for the three new vertices. But 
2n/3  1 + 2 = (2n + 6)/3  1 = 2(n + 3)/3  1, and n + 3 is the next possible size 
for such a graph, since adding a triangle means adding 3 vertices. 
This shows that 0(n2) grid points are necessary, so the algorithms discussed 
above produce an embedding which is optimal to order in the number of grid points 
used. 
We can relax the restriction to a grid and ask how small a set will support 
embeddings of planar graphs. A set of n points in the plane is called universal for 
a class of graphs if it supports a Fary embedding of every graph in the class. So, 
for example, a 2n  4 by n  2 grid is universal for the class of n-vertex planar 
graphs. Also, for outerplanar graphs any set of n points in the plane in general 
position is universal. 
De Fraysseix, Pach and Pollack [dFPP88] found an n  0( /) lower bound for 
universal sets for planar graphs. This has been improved to 1.098n by Chrobak 
and Karloff [CK89]. 
3.2  General Graphs 
For general (planar or nonplanar) graphs, an algorithm has been implemented by 
Kamada and Kawai [KK89], which uses a 'dynamic spring' model to generate ver­
tex positions for drawing graphs. This model views the edges as springs connecting 
the vertices. The vertices are initially placed around the circumference of a circle 
and the energy of this system of springs is calculated. The algorithm then tries to 
minimize the energy of this system, claiming that the best drawings are obtained 
when the energy of the spring system is minimized. Since the algorithm tends 
to generate symmetric drawings for symmetric graphs, the results are intuitively 
appealing. 8 
Inspired by the spring model, Fruchterman and Reingold [FR91] have come up 
with a drawing heuristic based on natural systems such as molecular or planetary 
simulations. Their heuristic attempts to obey the following two rules: 
draw adjacent vertices near to each other 
don't draw vertices too close to each other. 
To do this, they define attractive and repulsive forces between the vertices, and use 
some techniques from the theory of n-body simulations and simulated annealing 
to compute the final positions of the vertices. They achieve drawings similar to 
those produced by the spring algorithm, although they take great care to choose 
force functions, n-body simulation techniques and annealing schedules to make the 
heuristic run as fast as possible. 
Davidson and Harel [DH] have used simulated annealing to draw general graphs. 9 
Chapter 4 
The Chrobak and Payne Implementation of the De
 
Fraysseix et al. Algorithm
 
De Fraysseix, Pach and Pollack [dFPP88] constructed an algorithm to embed a 
planar graph on a 2n  4 by n  2 discrete grid, thus using 0(n2) space. Their 
implementation ran in 0(n log n) time, but this was subsequently improved to 
0(n) running time by Chrobak and Payne [CP90] and by Kant and van Leeuwen 
[KvL89]  .  The Chrobak and Payne implementation is described here. 
This embedding algorithm assumes that the graph is triangulated (i.e., a max­
imal planar graph). Read [Rea87] has shown that this can be done in linear time. 
Given a maximal planar graph, an embedding is found by first constructing a 
`canonical ordering' of the vertices of the graph. This was done in 0(n log n) by De 
Fraysseix, Pach and Pollack, and improved to 0(n) by Chrobak and Payne (as well 
as by Kant and van Leeuwen). The following lemma, due to De Fraysseix, Pach 
and Pollack, gives the properties of this ordering that make the Fary embedding 
possible: 
Lemma 1 If G a maximal planar graph, it is possible to order the vertices of G 
in a sequence v1, .  .  .  , vr,  such that for k = 3,4, .  .  .  , n  1: 
I. the subgraph Gk induced by v1,  .  , vk  is 2-connected, and the boundary of its 
exterior face is a cycle Ck containing the edge (vi, v2) (this implies that G3 
is the triangle (vi,v2,v3)), 10 
2. vk+1 is in the interior face of Gk +1, it has at least two neighbors in Gk, and 
these neighbors are consecutive on the path Ck  (v1, v2). 
The proof is straightforward by a backwards induction, starting with the graph 
G and successively deleting one vertex at a time. 
Using this lemma, we can embed a graph in the 7/  2 by 2n  4 grid as follows. 
The algorithm will proceed in two passes.  Let P(v) = (x(v), y(v)) denote the 
coordinates of a vertex v. For each vertex vk we also have a set L(vk) which will 
hold the vertices whose positions need to be adjusted when the position of vk is 
adjusted. Initially, we set 
P(vi)  (0,0)  L(vi) = 
P(v2)  =  (2,0)  L(v2) = {v2} 
P(v3)  =  (1,1)  L(v3) = {v3} 
so that the first 3 vertices are on a 1 by 2 grid. Now suppose that at step k (where 
we count the initial step, above, as step 3) we have embedded the k  1 vertices of 
Gk_1 so that the following conditions hold: 
(el) P(vi) = (0, 0) and P(v2) = (2k  4, 0) 
(e2) v1 = W1 i W2,  , Wm -= v2  is the outer cycle Ck-1 of Gk-1 
and x(wi) < x(w2) <  < x(wm) 
(e3) all segments (P(wi),P(wi+i)), i = 1,  , m  1, have slopes either +1 or -1 
Figure 4 should make this clear: 11 
vk 
\ 
=  wm v2 = 
Figure 4. prior to inserting vertex vk 
We have labelled the neighbors of vk in Ck_i as wp,... , wq.  Note that vk may 
not be able to 'see' all its neighbors, so we must shift some points to fix this. All 
points between wp+i and wq_i, inclusive, are moved 1 unit to the right, and all 
points to the right of wq_i are moved 2 units to the right. This makes the slope 
of the edges (wp,wp+i) less than +1 and the slope of the edge (wq_i, wq) greater 
than -1, so that wp and wq are 'visible' from vk. Hence our embedding algorithm 
is: 
Step 1: for each v E j27.)19, L(wi) set x(v) = x(v) + 2 
(move these points 2 units right). 
Step 2: for each v E UL-71,44 L(wi) set x(v) = x(v) + 1 
(move these points 1 unit right). 
Step 3: P(vk) = the intersection of the lines of slope +1 through wp and the line 
of slope -1 through wq. 
Step 4: L(vk) = {vk} U U9-7,+1 L(wi) 12 
vk 
vl  v2 
Figure 5. after inserting vertex vk 
It is easy to see that, after these steps, conditions (el), (e2) and (e3) above 
are satisfied. That the graph is Fary embedded is a result of the following lemma, 
from [dFPP88]: 
Lemma 2 Let Gk be Fdry embedded, as described above. Suppose we are given a 
non-decreasing sequence of non-negative integers p1 < p2 <  < pm. Then, if for 
each i, we translate the points in L(wi) by pi to the right, we again obtain a Fdry 
embedding. 
After finishing the graph, we will have a Fary embedding with P(vi) = (0,0), 
P(v2) = (2n  4,0) and, by (e3), P(v,i) = (n  2, n  2). 
We now need to show how Chrobak and Payne implemented this in time 0 (n) . 
In the above example, we say that vertex vk covers vertices wp+1,  , wq_i, i.e., 
those vertices that were moved off the contour when vk was added. We now think 
of Gk as a forest of trees L(wi),  , L(wn,) rooted at the vertices w1,  , win  of Ck 
(see [Knu73], page ). The children of a vertex are the vertices that it covers. We 
will represent this forest, as is common, as a binary tree T, where the left T-son 
of a node is its first son, and the right T-son is its next brother to the right, as 
illustrated in figure 6. 13 
Figure 6. representing a forest as a binary tree 
The crucial idea in linearizing the algorithm is that, when vertex vk is em­
bedded, it is not necessary to know the absolute position of wp and wq, only their 
y-coordinates and their relative x-coordinates x(wp)x(wq). Then we can compute 
y(vk) and the x-offset of vk relative to wp. 
The algorithm runs in two phases.  In the first phase, it adds new vertices, 
computes their x-offsets and y-coordinates, and updates the x-offsets of a few other 
vertices. In the second phase, it computes the final x-coordinates by accumulating 
offsets. 
The actual algorithm doesn't store the sets L(vi) explicitly, but rather keeps 
the following information with each vertex: 
Left(v) = the left T-son of vertex v 
Right(v) = the right T-son of vertex v 
a(v) = the x-offset of v from its T-father 
b(v) = the y-coordinate of v 
First, we will give pseudo-code for the algorithm, then illustrate it by going 
through the steps involved in embedding the cube. 14 
Begin 
(a(vi), b(vi), Right(vi), Le ft(vi)) = (0, 0, v3, nil) 
(a(v2), b(v2), Right(v2), Le ft(b2)) = (1, 0, nil, nil) 
(a(v3), b(v3), Right(v3), Le ft(v3)) = (1,1, v2, nil) 
for k = 4 to n do begin 
Notation:
 
Let w1, ... , Wm be the contour of Gk-i
 
Let wp,...,wq be the neighbors of vk in Gk-1
 
(see figure 4)
 
Stretch the gaps L(wp) to L(wp+i) and L(wq_i) to L(wq) respectively 
a(wp+i) = a(wp+t) + 1 
a(wq) = a(wq) + 1 
Install vk 
Right(wp) = vk
 
Right(vk) = wq
 
if wq_i  wp then Left(vk) = wp+i  else Left(vk) = nil
 
if wq_i  wp then Right(wq_i) = nil 
Adjust offsets of wp+1 and wq
 
S = a(wp+i) +  + a(wq)
 
(a(vk), b(vk)) = ,a((0, b(wp)), (S, b(w q)))
 
a(wq) = S  a(vk)
 
if wq_i  wp then a(wp+i) = a(wp+i)  a(vk)
 
end 
AccumulateOffsets(vi3O) 
end 
procedure AccumulateOffsets(v: vertex, 5: integer) 
begin 
a(v) = a(v) + S
 
if Le f t(v)  nil then AccumulateOffsets(Left(v),a(v))
 15 
if Right(v)  nil then AccumulateOffsets(Right(v),a(v)) 
end 
Now, we will step through the embedding of the cube to illustrate how this 
works. We will draw the edges corresponding to the tree T as solid arrows, and the 
other graph edges as dashed lines. Remember that the graph has been triangulated 
in order for the algorithm to work. The y-coordinates (the values of b(vi)) never 
change, so we only show them when they are initially calculated. For the purposes 
of illustration, we show the graphs Gk as they would be embedded if the algorithm 
terminated at step k, although the final x-coordinates are not determined until the 
second pass of the algorithm. 
Figure 7 shows the graph after the initialization step. Note that the final x-
coordinates can be computed by following the tree and accumulating offsets (the 
values of a(vi)). 
a =1 
V1 
Figure 7. embedding the first three vertices of the cube 
Figure 8 shows the graph after the fourth vertex has been added. 16 
a = 2
 
(2,2)
 
V1 = Wp 
Figure 8. embedding the fourth vertex of the cube 
Figure 9 shows the graph after the fifth vertex has been added. 
'1 
a = C(0,0)  (6,0)a = 2 
Figure 9. embedding the fifth vertex of the cube 
Figure 10 shows the graph after insertion of the sixth vertex. Again, note how 
the x-coordinates can be calculated by traversing the tree and accumulating the a 
values. 17 
(4,4)  a  2 
a = 0 
a = 2 
(8,0) (0,0) 
Figure 10. embedding the sixth vertex of the cube 
vl 
(0,0)  (10,0) 
Figure 11. embedding the seventh vertex of the cube 
Figure 12 shows the graph after the final embedding step. Note that the offset 
for vertex v6 is negative at this step. 18 
v8 
(6,6)a  4 
Figure 12. embedding the eighth vertex of the cube 
Finally, in figure 13, we show the final graph with the dummy edges removed. 
(6,6) 
V2 
(12,0) (0,0) 
Figure 13. the final embedding of the cube, with dummy edges removed 19 
It is easy to see that this algorithm runs in linear time. On the first pass, each 
vertex is visited once, and the x-offsets of two other vertices are adjusted. On the 
second pass, each vertex is visited once as the final x-coordinates are calculated. 20 
Chapter 5 
Convex drawings 
5.1  Chiba, Yamanouchi and Nishizeki 
Tutte's method [Tut63] for finding an embedding of a 3-connected planar graph 
with all its faces convex solves a system of 0(n) linear equations. Ordinary Gaus­
sian elimination can solve such a system in 0(n3) time, but there exists a sparse 
Gaussian elimination method which can solve this problem in 0(n1.5) time [LRT79]. 
Chiba, Yamanouchi and Nishizeki [BM84] found an 0(n) algorithm for con­
structing a convex embedding of 2-connected graphs. While we will not go into 
the details of the algorithm, we wish to show some examples. 
For small graphs, this algorithm draws nice pictures, as shown by the embed-
dings of K4 and the cube in figure 14. 
Figure 14. K4 and the cube as drawn by the convex algorithm 21 
However, for large graphs, it tends to bunch the vertices together and make 
the faces small, hence not making the graphs very recognizable.  For example, 
one would hope that the embedding of a strongly symmetric graph, such as the 
icosahedron, would preserve most of the symmetries. But, as figure 15 shows, 
the embedding from the convex algorithm has few symmetries, and one would be 
hard pressed to recognize this graph as an embedding of the icosahedron. The 
embedding of the 5 by 5 square lattice in figure 16 has similar drawbacks. 
Figure 15. the icosahedron as drawn by the convex algorithm 
Figure 16. the 5 by 5 lattice as drawn by the convex algorithm 22 
5.2  Kant 
Kant [Kan92] has found an algorithm, based on the ideas of De Fraysseix, Pach 
and Pollack, to draw 3-connected planar graphs with convex faces on the 2n  4 
by n  2 grid. He did this by refining the canonical ordering to what he calls a 
leftmost canonical ordering. This algorithm has 0(n) running time. 
The embedding this algorithm gives the cube is shown in figure 17. 
Figure 17. the cube drawn with convex faces on the grid 23 
Chapter 6
 
The Kamada and Kawai Algorithm
 
Kamada and Kawai [KK89] have implemented an algorithm, introduced by Eades 
[Ead84], for drawing an arbitrary undirected graph, based on a dynamic spring 
model. This model treats the edges as springs connecting the vertices adjacent to 
them. The n vertices of the graph are initially placed at the vertices of a regular 
n-gon and a formula is obtained for the energy of this spring system, based on the 
amount each of the springs (edges) is displaced from its optimal (minimal) length. 
This is done as follows. Let du be the length of the shortest path between vertices 
vi and v3, i.e., the number of edges on the shortest path between vi and v3. This 
will be the ideal length of the 'spring' between these vertices. Then, if P(vi) is the 
position of vertex i, and  is the standard Euclidean distance, the energy of the 
spring system is given by 
E_ E  oP(vi)  P(vA  dii)2
1<i<j<n 
where ku is the spring constant of the spring between vertices v, and v3.  This 
is chosen to be kip = Kld,23, for some constant K, which scales the differences in 
the above summation to unit length. The algorithm then uses a Newton-Raphson 
type of algorithm to find a local minimum of the energy of this system. It does 
this by moving one vertex at a time, minimizing the energy with respect to that 
vertex, and repeatedly iterating over all the vertices. On each pass through the 24 
vertices, the algorithm keeps track of the maximum of the energy changes after 
each vertex is moved, and the algorithm stops when this maximum energy change 
becomes smaller that some threshold. 
Although the algorithm is somewhat slow, the resulting embeddings are very 
pleasing to the eye, as shown in the embeddings given to the dodecahedron and a 
binary tree, in figure 18. 
26 
27 
Figure 18. spring embeddings of the dodecahedron and a binary tree 
The fact that symmetric graphs cause the algorithm to minimize the energy 
of a symmetric spring system means that the resulting embeddings tend to be 
symmetric. This results in drawings that are very intuitively pleasing. 
Kamada and Kawai also point out that their algorithm tends to produce the 
same embedding (up to rotation and reflection) of isomorphic graphs, and hence 
can be used as a tool in identifying isomorphic graphs. 
Since the algorithm uses the shortest path algorithm of Floyd [F1o62] to com­
pute the distance between all pairs of vertices, this part of the algorithm is 0 (n3 )  . 
It is difficult to determine the complexity of the Newton-Raphson part of algo­
rithm, but some data show that this part of the algorithm overwhelms the time to 
compute all-shortest-distances. We will present some data on the running times of 
this algorithm in chapter 7. 
Determining the theoretical time complexity of the energy minimization code 
is difficult, since it depends on the number of times the Newton-Raphson code is 25 
iterated before the graph comes to a 'stable' position (meaning that the vertices 
do not move significantly after each iteration). Kamada and Kawai's paper gives 
the running time as 0(T n) where T is the number of iterations of the Newton-
Raphson code. The problem in estimating the running time is that T will depend 
on the given graph and on the choice of the initial positions for the vertices. This 
will not necessarily be the same even on different graphs with the same number of 
vertices. 
While running this algorithm on some examples, it was discovered that the 
energy minimization routine could get stuck in local minima, as shown in the left 
side of figure 19. To overcome this, a random perturbation was added to the x 
and y coordinates of each point after the energy minimization routine stopped the 
first time, and the minimization routine was then run a second time. The result 
is shown in the right side of figure 19. 
21 
Figure 19. Without annealing (left) and with (right) 
While this single perturbation was sufficient to avoid the local minimum in this 
case, a simple simulated annealing schedule could be applied if needed. 
It should be noted that this spring algorithm has also been implemented in 
Mathematica, as described in the book Implementing Discrete Mathematics: Com­
binatorics and Graph Theory with Mathematica by Steven S. Skiena [Ski90].  In 
this code, a graph is represented as an adjacency matrix together with an em­
bedding of (set of coordinates for) the vertices. If the same grid shown above is 26 
given an initial embedding on the 25-gon (as is done in our implementation of this 
algorithm), the result is shown in figure 20. This implementation also gets caught 
in local minima. 
El  o
 
o p
 
Figure 20. The 5 by 5 grid as drawn by the Mathematica implementation of the spring algorithm 27 
Chapter 7 
Comparison of the Algorithms 
While the grid and convex face algorithms construct planar embeddings, they tend 
not to show the symmetries of the graphs, thus often making the graphs difficult 
to recognize. Compare the three drawings of the 5 by 5 square lattice in figure 21, 
the first via the Chrobak and Payne algorithm, the second via the convex face 
algorithm, and the third via the spring algorithm. Only the latter is immediately 
Figure 21. three different drawings of a 5 by 5 grid 28 
The spring algorithm tends not to bunch the vertices together, as the planar 
algorithms do with large graphs, since the spring algorithm incorporates the idea 
of an optimal spring (or edge) length; if the vertices get too close, the spring will 
try to 'push' them apart. This also tends to keep the edge lengths uniform. 
The fact that the spring algorithm tends to exhibit the symmetries of the 
graph causes it to make the most pleasing drawings in most cases. For instance, 
the drawings it makes of the Platonic solids are the ones we might make by hand, 
as shown in figure 22 (and the cube in figure 1). 
Figure 22. spring drawings of the Platonic solids. 
Similarly, the spring algorithm draws grids, or lattices, of various shapes as 
we would by hand, as shown in figure 23 (and the grid of squares seen earlier). 
For comparison, figure 24 shows the embeddings given the triangular grid by the 
Chrobak and Payne, and the convex algorithms. Even though this graph is trian­
gulated (maximal planar), and has convex faces, neither of the planar algorithms 
gave good embeddings. 29 
Figure 23. a grid of hexagons and a grid of triangles 
Figure 24. poor embeddings of the grid of triangles 
Figure 25 shows a cycle of 8 vertices as drawn by the spring,  convex, and 
Chrobak and Payne algorithms. Here, both the spring and convex algorithms do 
equally well, while, as always, the Chrobak and Payne algorithm draws the outer 
face as a triangle. 30 
Figure 25. three different drawings of a cycle of 8 vertices 
There are cases when the spring algorithm gives poor results. Figure 26 shows 
one such case, a hand drawing is on the left and the spring algorithm drawing 
is on the right. The spring algorithm fails to exhibit both the planarity and the 
symmetry of this graph. 
Figure 26. a poor spring embedding 
For this graph, the planar algorithms produce better embeddings, as shown in 
figure 27. The convex face drawing, on the right, is the closest to the way we would 
probably draw this graph by hand. 31 
Figure 27. grid and convex embeddings of the graph in figure 26 
Another symmetric graph for which the spring embedder fails to show the 
symmetry is the graph known as the Peterson graph, shown in figure 28. This 
graph is nonplanar, so the other algorithms cannot draw it. 
Figure 28. the Peterson graph 
All the algorithms gave poor embeddings for a graph known as the Tutte graph, 
which is shown in figure 29 along with the spring and convex embeddings. We failed 
to get a picture from the Chrobak and Payne algorithm; apparently the resulting 
embedding was too large to fit in the drawing window of the program used to make 
these pictures! 32 
Figure 29. the Tutte graph 
Even for graphs without much symmetry, the spring algorithm can produce nice 
drawings. In figure 30 we show the embeddings given such a graph by the spring, 
convex and Chrobak and Payne algorithms. Here, the spring embedding seems 
more pleasing than the convex face embedding, even though the spring algorithm 
has drawn one face nonconvex. 33.
 
Figure 30. three different drawings of a graph without much symmetry 
One problem with the Chrobak and Payne algorithm is that the embedding 
is dependent on the order in which the vertices are input. Figure 31 shows four 
different embeddings of the cube given by this algorithm from different inputs. 
Figure 31. different inputs give different embeddings 34 
The spring algorithm usually gives the same embedding for different input 
orders, although the figure may some times appear to be rotated, as shown in 
figure 32. 
Figure 32. different inputs may show the cube rotated. 
As pointed out in the paper of Kamada and Kawai [KKA, the spring algo­
rithm can be a help in determining isomorphism of graphs, since it tends to draw 
isomorphic graphs in the same way (up to rotation and reflection of the pictures). 
7.1  Timing 
In order to compare the running times of all of these algorithms, we needed a 
family of planar graphs that could easily be generated in large sizes. To that end, 
we chose an n by n square grid. The Chrobak and Payne, convex faces, Kamada 
and Kawai spring algorithm, and the Fruchterman and Reingold heuristic were all 
timed on grids ranging in size up to 40 by 40 vertices. The results are shown in 
figure 33. 35 
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Figure 33. running times on square lattices 
A log-log plot of this data is shown in figure 34 (the Chrobak and Payne data 
are missing since some of the timings for that algorithm were zero). It appears that 
the spring and Fruchterman and Reingold algorithms run in time something like 
0 (n2 ) to 0(n2-5). Two things about this timing data remain unclear. First, while 
Fruchterman and Reingold apparently tried to make their heuristic run as fast as 
possible, our data shows that it has very similar running times to those of the 
Kamada and Kawai spring algorithm. It should be noted that the implementation 
we had of this heuristic was not done by Fruchterman and Reingold. Second, while 
the convex face algorithm should run in linear time, our data (the log-log plot) 
indicate that it runs in time something like 0 (n2 ). 36 
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Figure 34. a log-log plot of the data in figure 33 
7.2  Conclusions 
Since we often use graphs to represent objects we are working with, such as net­
works, data structures, etc., we would like to be able to make drawings of these 
graphs which help us see the underlying properties of these structures. While the 
planar graph drawing algorithms discussed in this paper run very quickly, and do 
give planar embeddings for planar graphs, the resulting drawings are often not in­
tuitively appealing because they do not tend to show the structure and symmetry 
of the graphs very well. Also, especially on large graphs, these algorithms tend 
to bunch the vertices together, creating small faces and uneven edge distributions. 
The spring algorith-1 largely avoids this by incorporating the idea of an ideal edge 
length, and attempting to draw all edges near their ideal length. In addition, the 
spring algorithm works on a much larger class of graphs; it does not require its 37 
input to be planar or 3-connected, only connected. While the spring algorithm is 
slow, especially for large graphs, it often shows the symmetry of the graphs, and 
hence produces drawings which are more intuitive and esthetically appealing. In 
many cases, it produces drawings much the same as those we would draw by hand. 38 
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