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Abstrak– Kemajuan teknologi di dunia industri saat ini sangat berkembang pesat, begitu 
juga teknologi kontrol otomatis. Penggunaan mesin-mesin di industri yang dimanfaatkan 
untuk membantu pekerjaan manusia membutuhkan pengontrolan yang autonomous sehingga 
dapat mendapatkan tingkat keefisienan dan keakuratan yang tinggi. Autonomous juga telah 
merambah ke dunia otomotif seperti autonomous car yang akhir-akhir ini telah banyak 
berkembang terutama di bagian Computer Vision. Karena itu dalam makalah ini akan 
menganalisa bagaimana sebuah autonomous car akan bisa mendeteksi marka jalan 
menggunakan metode thresholding warna kombinasi dari HSL, Sobel X dan LAB. 
Algoritma dari pendeteksian jalan akan menggunakan library OpenCV dan akan 
disimulasikan menggunakan software PyCharm. Input yang akan diproses berupa video 
cuplikan jalan tol dengan posisi kamera berada di tengah mobil.  
Berdasarkan hasil pengujian dengan menggunakan algoritma pendeteksian jalan ini didapat 
nilai estimasi frame per detik yang dapat diproses oleh algoritma adalah 2,9 fps dengan 
waktu eksekusi tiap frame yang diproses rata-rata 360 ms untuk input beresolusi 720p. Dari 
hasil pengujian resolusi, resolusi input yang digunakan akan berbanding terbalik dengan fps 
serta waktu eksekusi yang didapat. Namun untuk pengujian hasil output, resolusi yang lebih 
rendah akan membuat nilai output menjadi tidak jelas dan tidak stabil sehingga pengujian 
dengan resolusi tinggi akan memiliki hasil yang lebih baik. Presentase keberhasilan deteksi 
objek berupa garis pada 3 kondisi jalan yang berbeda dengan menggunakan algoritma sistem 
ini adalah 76,26%. 
 




Bertoni Ramadhan Putra, Department of Electrical Engineering, Faculty of Engineering, 
Brawijaya University, July 2021., Implementation of computer vision using a camera for 
line detection on Autonomous car, Academic Supervisor: Waru Djuriatno and Raden Arief 
Setiawan. 
 
Abstract - Technological advances in today's industrial world are growing rapidly, as is 
automatic control technology. The use of machines in industry that are used to help human 
work requires autonomous control so that they can get a high level of efficiency and 
accuracy. Autonomous has also penetrated into the automotive world, such as the 
autonomous car which has recently developed a lot, especially in the Computer Vision. 
Therefore, in this paper, we will analyze how an autonomous car will be able to detect road 
lanes using the combination color thresholding method of HSL, Sobel X and LAB. The lane 
detection algorithm will use the OpenCV library and will be simulated using PyCharm 
software. The input to be processed is a video of the toll road with the camera position in 
the middle of the car.  
Based on the test results using this lane detection algorithm, the estimated value of frames 
per second that can be processed by the algorithm is 2.9 fps with the execution time of each 
frame processed an average of 360 ms for 720p resolution input. From the results of the 
resolution test, the input resolution used will be inversely proportional to the fps and the 
execution time obtained. However, for testing the output results, a lower resolution will make 
the output value unclear and unstable so that a test with a higher resolution will have better 
results. The percentage of success in detecting objects in the form of lines on 3 different road 
conditions using this algorithm is76.26%. 
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1.1. Latar Belakang 
 Kemajuan teknologi di dunia industri saat ini sangat berkembang pesat, begitu juga 
teknologi kontrol otomatis. Penggunaan mesin-mesin di industri yang dimanfaatkan untuk 
membantu pekerjaan manusia membutuhkan pengontrolan yang autonomous sehingga dapat 
mendapatkan tingkat keefisienan dan keakuratan yang tinggi. Dewasa kini banyak terjadi 
kecelakan di jalan raya yang sebagian besar diakibatkan karena kelalaian pengemudi. Angka 
kecelakaan di Indonesia juga sangat tinggi sehingga banyak penemuan- penemuan yang 
selalu berkaitan dengan kondisi pengemudi. Manusia memang tidak bisa seakurat robot yang 
telah dikontrol sehingga dengan Autonoumus Car, pengemudi kendaraan dapat digantikan 
untuk mengurangi angka kecelakaan tersebut. 
Autonomous car adalah mobil bersifat otomatis dan dilengkapi dengan sensor-sensor 
yang akan bergerak sesuai sistem yang dimasukkan kedalam prosessor yang digunakan di 
dalamnya. Mobil autonomous saat ini juga sudah mulai dikembangkan oleh perusahaan 
mobil yang memiliki teknologi canggih seperti perusahaan Tesla Motors di Amerika Serikat. 
Mobil autonomous tidak memerlukan pengemudi atau driver-less namun masih butuh 
adanya bantuan untuk menghidupkan dan mematikan mobil tersebut. Mobil autonomous 
menggunakan bantuan sensor kamera yang dijadikan sebagai pengganti mata dari 
pengemudi mobil untuk mendeteksi jalan.  
Mobil autonomous memiliki banyak metode untuk navigasi pergerakan dari mobil. 
Salah satu metode navigasi yang bisa digunakan adalah line following. Line following adalah 
teknik pada suatu robot yang dirancang untuk dapat berjalan  mengikuti  garis  sebuah  alur  
mapping  tertentu, biasanya  garis yang  dipakai  berwana  hitam atau  putih (Budiharto W, 
2011). 
Sensor yang digunakan pada line following robot biasanya menggunakan sensor 
photodiode untuk membedakan warna garis yang akan diikuti. Namun sensor photodiode 
atau sensor pantulan cahaya ini memiliki kelemahan dimana sensor ini rentan terhadap 
cahaya tampak lain sehingga banyak noise yang bisa mengganggu pembacaan dari sensor 
tersebut.  
Berdasarkan masalah- masalah tersebut maka dalam penelitian ini dirancang suatu 
sistem robot autonomous car yang lebih efisien dan akurat dengan menggunakan sensor 





sistem navigasi pendeteksi garis berbasis kamera. Dengan menggunakan sistem ini 
diharapakan sistem pendeteksi garis menjadi lebih akurat. 
  
1.2. Rumusan Masalah 
 Karena luasnya objek pengkajian sehingga perlu adanya pembatasan masalah agar 
pembahasan lebih terfokus pada rumusan masalah. Dalam perancangan skripsi ini 
permasalahan dibatasi oleh hal-hal sebagai berikut: 
1. Bagaimana merancang sistem pendeteksi garis menggunakan kamera. 
2. Analisis pendeteksian garis menggunakan metode HSL, Sobel X dan LAB 
dengan library OpenCV untuk diimplementasikan pada autonomous car. 
3. Menentukan Radius Of Curvature, Degree Of Curvature dan Offside Mobil 
menggunakan Simulasi Software PyCharm. 
 
1.3. Batasan Masalah 
 Demi terfokusnya objek pengkajian, maka dilakukan pembatasan masalah. Adapun 
batasan masalah pada skripsi ini adalah: 
1. Sistem pendeteksi diolah menggunakan library OpenCV 
2. Simulasi menggunakan Software PyCharm IDE dengan menggunakan PC dell 
Vostro 3350. 
3. Digunakan dua metode untuk mendeteksi berbasis warna yaitu HSL dan LAB 
serta deteksi tepi menggunakan Sobel 
4. Input Simulasi menggunakan video cuplikan jalan tol dengan posisi kamera di 
tengah mobil 
5. Tidak adanya sistem kontrol yang digunakan pada simulasi 
6. Perlu adanya kalibrasi pada sensor kamera sebelum digunakan 
 
1.4. Tujuan 
 Berdasarkan rumusan masalah yang telah dirumuskan sebelumnya, tujuan dari 
perancangan ini adalah mengefisienkan penggunaan sensor kamera untuk mendapatkan data 







 Penelitian skripsi ini diharapkan mampu memberikan manfaat sekurang-kurangnya 
antara lain: 
1. Bagi Peneliti 
Sebagai sarana belajar dan sebagai wadah untuk mengimplementasikan ilmu 
pengetahuan yang didapat selama masa perkuliahan. 
2. Bagi Calon Peneliti 
Sebagai sumber referensi dalam pembelajaran dan penelitian yang serupa sehingga 







2.1. Autonomous Vehicle 
Kendaraan autonomous adalah kendaraan yang dapat beroperasi dengan aman dan 
efektif tanpa perlu dikendalikan oleh manusia. Kendaraan ini terdiri atas kumpulan sistem-
sistem yang saling bekerja sama untuk memungkinkan kendaraan tersebut melintasi 
lingkungannya. Salah satu sistem yang paling penting adalah sensor. Contoh sensor yang 
umum digunakan antara lain: Global Positioning System, kamera video, LIDAR, dan 
RADAR. Kendaraan autonomous menggunakan sebuah komputer pusat untuk memproses 
data-data yang diterima oleh sensor. Dengan menggunakan algoritma yang berbeda-beda, 
komputer dapat menentukan jalur mana harus diambil. Baru kemudian komputer pusat 
memerintahkan mobil untuk melakukan tindakan yang sesuai. 
Teknologi kendaraan autonomous memiliki sejarah yang cukup panjang. Prototipe 
pertama yang dapat berfungsi dengan baik diciptakan pada tahun 1980. Dengan 
menggunakan kamera, prototipe ini berhasil menempuh 100 km jalan kosong tanpa perlu 
dikemudikan oleh manusia. Dengan keberhasilan ini, muncul banyak proyek pada tahun 80-
an dan 90-an menggunakan sistem serupa yang digunakan untuk menyetir melalui jalan raya, 
baik pada lalu lintas ringan atau tidak ada sama sekali. (Wirjaputra A). 
 
2.2. Citra Digital 
Citra Digital dapat didefinisikan sebagai fungsi 2 dimensi (𝑥, 𝑦) dengan 𝑥 dan 𝑦 
adalah posisi koordinat. Nilai amplitude f pada titik (𝑥, 𝑦) adalah intensitas atau tingkat 
keabuan citra pada titik tersebut. Jika 𝑥, 𝑦, dan nilai amplitude f adalah kuantitas diskrit yang 
berhingga, maka citra tersebut dinyatakan sebagai citra digital. Setiap elemen (𝑥, 𝑦) disebut 
dengan pixel. (Gonzalez, 2008:1) 
Citra digital dapat dinyatakan sebagai matriks dengan jumlah baris 𝑀 dan jumlah 
kolom N. 𝑥 dinyatakan sebagai bilangan bulat positif dengan 0 ≤ 𝑥 ≤  𝑀 − 1 dan 𝑦 
dinyatakan sebagai bilangan bulat positif dengan 0 ≤ 𝑥 ≤  𝑁 − 1. Besarnya nilai 𝑀 dan 𝑁 
pada umumnya merupakan perpangkatan dari dua, dengan nilai 𝑛 dan 𝑚 adalah bilangan 











𝑓(0,0)          𝑓(0,1)          …           𝑓(0,𝑀 − 1)
𝑓(1,0)          𝑓(1,1)          …           𝑓(1,𝑀 − 1)
.
.





  (2-1) 
 
2.3. OpenCV 
OpenCV (Open Source Computer Vision Library) merupakan library pemrograman 
pada komputer yang bersifat open source dan didalamnya terdapat ratusan algoritma untuk 
melakukan pemrograman computer vision. Library ini memiliki antarmuka C, C++, phyton, 
dan java, serta dapat digunakan oleh windows, linux, maupun android. OpenCV didesain 
untuk meningkatkan efisiensi pada komputasi dan memiliki fokus pada aplikasi real-
time.(Itseez, 2014) 
OpenCV memiliki beberapa fitur yaitu : 
• Manipulation data citra (alokasi, copying, setting, konversi). 
• Citra dan video I/O (file dan kamera based input, image/video file output). 
• Manipulasi Matriks dan Vektor beserta aljabar linear (products, solvers, eigenvalues, 
SVD). 
• Data struktur dinamis (lists, queues, sets, trees, graphs). 
• Pemroses Citra fundamental (filtering, edge detection, corner detection, sampling 
and interpolation, color conversion, morphological operations, histograms, image 
pyramids). 
• Analisis struktur(connected components, contour processing, distance transform, 
various moments, template matching, Hough transform, polygonal approximation, 
line fitting, ellipse fitting, Delaunay triangulation). 
• Kalibrasi kamera (calibration patterns, estimasi fundamental matrix, estimasi 
homography, stereo correspondence). 
• Analisis gerakan (optical flow, segmentation, tracking). 
• Pengenalan obyek (eigen-methods, HMM). 
• Graphical User Interface (display image/video, penanganan keyboard danmouse 
handling, scroll-bars). 






2.4. Sensor Kamera  
Kamera Web adalah perangkat elektronik penangkap objek yang digunakan bersamaan 
dengan PC atau laptop.” (Aryanto, 2009: 6). Kamera web juga dapat dipergunakan untuk 
komunikasi visual sehingga sesama pengguna dapat saling bertatap muka melalui internet. 
Kamera Web biasanya dilengkapi dengan software, software ini mengambil gambar-gambar 
dari kamera digital secara terus menerus ataupun dalam interval waktu tertentu dan 
menyiarkannya melalui koneksi internet. Ada beberapa metode penyiaran, metode yang 
paling umum adalah perangkat keras mengubah gambar kedalam bentuk berkas JPG dan 
mengunggahnya ke web server menggunakan File Transfer Protocol (FTP). Berikut tampilan 
device dari sensor kamera pada Gambar 2.1. 
 
Gambar 2. 1 Sensor Kamera 
 
Frame rate mengindikasikan jumlah gambar sebuah software dapat ambil dan kirim dalam 
satu detik. Untuk streaming video, dibutuhkan minimal 15 frame per second (fps) atau 
idealnya 30 fps. Untuk mendapatkan frame rate yang tinggi, dibutuhkan koneksi internet 
yang tinggi kecepatannya. 
 
2.5. Atribut Warna HSI 
Setiap warna memiliki 3 buah atribut, yaitu intensity (I), hue (H), dan Saturation (S). 
(Arymurthy, 1992) 
1. Intensity/Brigthness/luminance 
Atribut yang menyatakan banyaknya cahaya yang diterima oleh mata tanpa 








Menyatakan warna sebenarnya, seperti merah, violet, dan kuning. Hue digunakan 
untuk membedakan warna – warna dan menentukan kemerahan (redness), kehijauan 
(greenness), dsb, dari cahaya. Hue berasosiasi dengan panjang gelombang cahaya, dan bila 
kita menyebut warna merah, violet, atau kuning, kita sebenarnya menspesifikasikan hue-
nya.   
3. Saturation 
Menyatakan tingkat kemurnian warna cahaya, yaitu mengindikasikan seberapa 
banyak warna putih diberikan pada warna. Sebagai contoh, warna merah adalah 100% warna 
jenuh  (saturated color), sedangkan warna pink adalah warna merah dengan tingkat 
kejenuhan sangat rendah (karena ada warna putih di dalamnya).  Jadi, jika hue menyatakan 
warna sebenarnya, maka saturation menyatakan seberapa dalam warna tersebut. 
Dalam praktik, hue dikuantisasi dengan nilai dari 0 sampai 255; 0 menyatakan merah, 
lalu memutar nilai – nilai spectrum tersebut kembali lagi ke 0 untuk menyatakan merah lagi. 
Ini dapat dipandang sebagai sudut dari 0° sampai 360°.Jika suatu warna mempunyai 
saturation = 0, maka warna tersebut tanpa hue, yaitu dibuat dari warna putih saja. Jika 
saturation = 255, maka tidak ada warna putih yang ditambahkan pada warna tersebut. 
Saturation dapat digambarkan sebagai panjang garis dari titik pusat lingkaran ketitik warna. 
Intensity nilainya dari gelap sampai terang (dalam praktek, gelap = 0, terang = 255). Intensity 
dapat digambarkan sebagai garis vertikal yang menembus pusat lingkaran. (Arymurthy, 
1992) 
Ketiga atribut warna (I, H, dan S) digambarkan dalam model IHS (ada juga yang 
menyebutnya model HSV, dengan V = Value = I). Secara sederhana pemodelan IHS 
ditunjukkan dalam Gambar 2.2  
 
Gambar 2. 2 Model IHS: (a) Model 3D (b) Model 2D 





2.6. Deteksi Tepi Sobel 
Metode Sobel adalah sebuah metode pendeteksian tepi yang tergolong 
kategori gradient edge detection (Murdianto, 2007), dimana metode ini akan mendeteksi 
nilai maksimum dan nilai minimum dari tepi sebuah gambar. 
Apabila threshold (batas) dari sebuah obyek sudah sesuai dengan nilai yang 
ditetapkan, maka dapat ditentukan apakah nilai tersebut merupakan batas dari sebuah obyek 
atau bukan. Proses pendeteksian ini dilakukan terhadap seluruh cell matrik dari sebuah citra 
2 dimensi. Artinya sistem akan melakukan mapping terhadap sebuah citra sehingga 
diperoleh seluruh tepi dari obyek-obyek dalam citra tersebut. 
Metode deteksi tepi Sobel dilakukan dengan operasi matriks terhadap piksel-piksel 
di sekitar piksel yang sedang di-scan. Sebuah citra tersusun atas matriks 2 dimensi yang 
masing-masing sel matrik tersebut berisi kombinasi warna merah, hijau dan biru. Berikut 
Matriks Warna dalam pixel pada Gambar 2.3. 
 
Gambar 2. 3 Matriks Warna dalam Piksel Gambar 2D 
 
Matriks Sobel merupakan matriks 3x3 dengan koefisien nilai RGB yang telah 
ditentukan seperti pada Gambar 2.4 sebagai berikut. 
 
Gambar 2. 4 Matrik Sobel 
 
 Sehingga dengan menggunakan deteksi Sobel pada sebuah gambar maka hasil 





         
Gambar 2. 5 Hasil Output Deteksi Sobel 
 
2.7. LAB 
CIELAB merupakan model tiga dimensi, hanya dapat digambarkan apabila dalam 
ruang tiga dimensi, dan apabila diambil irisan komponen a* dan b*, maka akan mendapatkan 
diagram chromaticity a* b*. Dengan besaran setiap dimensi pada CIELAB adalah sebagai 
berikut::   
a. Besaran CIE_L* untuk mendeskripsikan kecerahan warna, 0 untuk hitam dan L* = 
100 untuk putih).  
b. Dimensi CIE_a* mendeskripsikan jenis warna hijau-merah, angka negatif a*: warna 
hijau; CIE_a* positif mengindikasikan warna merah,  
c. Dimensi CIE_b* untuk jenis warna biru-kuning, angka negatif b* mengindikasikan 
warna biru dan sebaliknya CIE_b* positif mengindikasikan warna kuning.  
Pengukuran warna dengan metode ini jauh lebih cepat dengan ketepatan yang cukup 
baik. Pada sistem ini penilaian terdiri atas 3 parameter yaitu L, a dan b. Lokasi warna pada 
sistem ini ditentukan dengan koordinat L∗, a∗, dan b∗. Notasi L*: 0 (hitam); 100 (putih) 
menyatakan cahaya pantul yang menghasilkan warna akromatik putih, abu-abu dan hitam. 
Notasi a*: warna kromatik campuran merah-hijau dengan nilai +a* (positif) dari 0 sampai 
+80 untuk warna merah dan nilai –a* (negatif) dari 0 sampai -80 untuk warna hijau. Notasi 
b*: warna kromatik campuran biru-kuning dengan nilai +b* (positif) dari 0 sampai +70 untuk 
warna kuning dan nilai –b* (negatif) dari 0 sampai -70 untuk warna biru. Berikut Ruang 






Gambar 2. 6 Ruang Warna LAB 
 
Ruang warna XYZ, beberapa warna direpresentasikan sebagai nilai yang selalu 
positif. Perhitungan untuk transformasi dari ruang warna RGB ke XYZ (dengan nilai 
referensi putih), adalah melalui perhitungan matriks transformasi. Konversi ruang warna dari 
tipe RGB ke CIELab adalah sebagai berikut.  
Konversi RGB-XYZ:  
[ X ] = [ 0.412453 0.357580 0.180423 ] [ R ]  
[ Y ] = [ 0.212671 0.715160 0.072169 ] * [ G ]  
[ Z ] = [ 0.019334 0.119193 0.950227 ] [ B ]  
Konversi XYZ - L*a*b:  
L* = 116(Y/Yn)1/3 - 16 for Y/Yn > 0.008856  
L* = 903.3 Y/Yn otherwise  
a* = 500(f(X/Xn) - f(Y/Yn))  
b* = 200(f(Y/Yn) - f(Z/Zn)) 
2.8. Inverse Perspective Mapping  
Inverse Perspective Mapping adalah teknik transformasi geometris yang 
memproyeksikan setiap piksel dari perspektif 2D dari objek 3D, dan memetakannya kembali 
ke posisi baru dan membangun gambar baru pada planar inverse2D. Ini akan menghasilkan 






Gambar 2. 7 Inverse Perspective Mapping 
 
Implementasi IPM mengasumsikan bahwa permukaan jalan dalam gambar perspektif 
terletak datar di atas bidang x-z . Gambar 2.7 menampilkan presentasi grafis dari 
implementasi IPM. Dalam gambar 2D perspektif, nilai sudut yaw (γ) berubah dari topositif 
negatif saat pemindaian berlangsung dari kiri ke kanan dan sebaliknya ketika sudut 
kemiringan (θ) adalah nilai yang berubah secara vertikal. Kedua γ dan θ bertindak sebagai 
faktor penentu proyeksi untuk semua piksel saat proyek IPM dan memetakan kembali 
gambar perspektif. 
 
2.9. Jari – Jari Kelengkungan Kurva 
Jari-jari kelengkungan kurva pada titik tertentu didefinisikan sebagai jari-jari 
lingkaran yang mendekati. Jari-jari ini berubah saat kita bergerak di sepanjang kurva. Kita 
bisa menggambar lingkaran yang sangat dekat dengan titik terdekat pada bagian lokal dari 
kurva seperti pada gambar 2.8. 
 





Kita mengatakan kurva dan lingkaran osculate (yang berarti "mencium"), karena 2 
kurva memiliki garis singgung dan lengkungan yang sama pada titik di mana mereka 
bertemu. Rumus untuk jari-jari kelengkungan di setiap titik x untuk kurva y = f (x) 
dinyatakan dalam bentuk persamaan (2-2) 










  (2-2) 
 
2.10. Sofware Pycharm 
Python merupakan bahasa tingkat tinggi yang mampu menerjemahkan bahasa 
manusia ke bentuk bahasa pemrograman mesin, sehingga dapat menjalankan suatu program. 
Python memiliki sebuah variable yang berfungsi sebagai tempat penyimpanan data, 
sedangkan tipe data merupakan jenis data yang tersimpan dalam suatu variable. Tipe data 
yang digunakan pada bahasa pemrograman Python terdiri dari 9 jenis tipe data. Berikut Logo 
dari Software PyCharm dengan versi saat ini pada Gambar 2.9. 
 
Gambar 2. 9 Software PyCharm 
 
PyCharm merupakan text editor atau Integrated Development Environment (IDE). 
PyCharm Edu merupakan text editor dengan tampilan user interface yang mudah dipahami 
sehingga mudah digunakan dalam tujuan pembelajaran. File Python menggunakan format 
.py, 
 Fitur – fitur yang dimiliki Sofware PyCharm antara lain : 
• Bantuan pengkodean dan analisis, dengan penyelesaian kode, penyorotan sintaksis 
dan kesalahan, integrasi linter, dan perbaikan cepat 
• Navigasi proyek dan kode: tampilan proyek khusus, tampilan struktur file, dan 





• Python refactoring: termasuk mengganti nama, mengekstrak metode, 
memperkenalkan variabel, memperkenalkan konstan, menarik ke atas, menekan ke 
bawah dan lainnya 
• Dukungan untuk kerangka kerja web: Django, web2py, dan Labu 
• Debugger Python terintegrasi 
• Pengujian unit terintegrasi, dengan cakupan kode baris demi baris 
• Pengembangan Google App Engine Python  
• Integrasi kontrol versi: antarmuka pengguna terpadu untuk 
Mercurial, Git, Subversion, Perforce dan CVS dengan daftar perubahan dan 
penggabungan 
• Dukungan untuk alat ilmiah seperti matplotlib, numpy dan scipy 
Aplikasi ini bersaing terutama dengan sejumlah IDE berorientasi Python lainnya, 







Untuk menyelesaikan rumusan masalah dan merealisasikan tujuan dari penelitian ini, 
maka diperlukan langkah – langkah metode untuk menyelesaikan masalah tersebut. Adapun 
langkah – langkah yang diperlukan untuk merealisasikan system yang dirancang adalah 
penentuan spesifikasi simulasi dan perancangan software 
 
3.1 Spesifikasi Sistem yang disimulasikan 
Spesifikasi simulasi alat secara global ditetapkan terlebih dahulu sebagai acuan 
dalam perancangan selanjutnya. Spesifikasi Simulasi alat yang direncanakan adalah 
sebagai berikut: 
1) Sofware yang digunakan untuk simulasi adalah PyCharm. 
2) Menggunakan Input Video dan Gambar yang diambil dari mobil bagian depan. 
3) Video yang diambil beresolusi 720p, 540p dan 360p berformat MP4. 
4) Simulasi dilakukan pada device PC Dell Vostro 3350 . 
5) Kalibrasi Vision yang digunakan menggunakan Papan Catur. 
 
3.2 Perancangan Sofware Simulasi 
Langkah pertama saat program dijalankan adalah inisialisasi seluruh variabel dan 
peripheral yang digunakan pada mikrokontroller. Selanjutnya dilakukan proses awal yaitu 
kalibrasi sensor kamera untuk menghilangkan distorsi pada lensa. Selanjutnya dilakukan 
proses Thresholding warna yaitu menentukan batas-batas nilai warna pada gambar yang 
ditangkap agar memudahkan proses pendeteksian garis. Selanjutnya memilih Reigon of 
Interest dengan menentukan bagian dari gambar yang akan diproses untuk bisa fokus pada 
bagian deteksi garis. Selanjutnya  proses perspective mapping yaitu merubah sudut padang 
dari pengambilan gambar menjadi tampak atas sehingga garis lebih mudah ditentukan 
koordinatnya. Selanjutnya proses mencari garis dengan metode Sliding Window teknik untuk 
mencari koordinat dari garis. Selanjutnya menghitung Radius Curvature dari koodinat garis 
yang terdeteksi sehingga didapat besar kelengkungan dari garis serta posisi offset dari mobil 







Gambar 3. 1 Diagram Alir Pengolah Data 
 
3.3 Pengujian 
Untuk menganalisis kinerja pacancangan maka perlu dilakukan pengujian sistem 
agar diketahui apakah sesuai dengan yang direncanakan. Pengujian dilakukan pada setiap 
bagian untuk mengetahui hasil dari perancangan. Pengujian untuk simulasi dijalankan pada 
software PyCharm dengan menggunakan device PC Dell Vostro 3350 pada gambar 3.2 




Kalibrasi Vision Kamera 
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Gambar 3. 2 Dell Vostro 3350 
 
CPU Intel Core i3 (2nd Gen) 2350M 
Kecepatan CPU 2.3 GHz 
Core  Quad Core 
Cache L3 – 3 MB 
Chipset Type Mobile Intel HM67 Express 
GPU Intel HD Graphics 3000 
Memory 4096MB SDRAM 
       Tehnology DDR3 SDRAM 
       Speed 1,333 Mhz 
Operating System Windows 8.1 Pro 64-bit(6.3, Build 9600) 
Hard Drive 500 GB 
Wireless Protocol 802,11b/g/n, Bluetooth 3.0 
Wireless Controller Intel Centrino Wireless-N 1030 
Wired Protocol Gigabit Ehternet 
Dimensions 329.2 x 228.5 x 29.8 mm 
Screen 13.3 in 
Resolution 1366 x 768 
Wight 2.04 kg 
Power Lithium Ion 4-cell 48 Wh 
        Input AC 120/230V (50/60 Hz) 
        Output 65 Watt 





3.3.1 Pengujian FPS dan Waktu Eksekusi Program 
Pengujian ini dilakukan untuk mengetahui jumlah frame yang dapat diproses oleh 
kamera dalam waktu satu detik. Untuk menguji kemampuan sistem dalam memproses 
gambar digunakan sebuah algoritma dalam library OpenCV yang dijalankan pada Software 
PyCharm. Pertama dimasukkan input video beresolusi 720p dan dijalankan menggunakan 
PyCharm. Untuk simulasi Hasil data ditampilkan dalam terminal yang berupa jumlah frame 
yang didapat dari input video. Data estimasi jumlah waktu yang dibutuhkan sistem untuk 
memproses menjadi output video simulasi. Serta jumlah frame yang dapat diproses sistem 
dalam setiap detik. Untuk mengetahui jumlah frame yang mampu diproses dalam satu detik 
dapat diketahui menggunakan persamaan berikut: 
     𝐸𝑠𝑡𝑖𝑚𝑎𝑠𝑖 𝐹𝑃𝑆 =




3.3.2 Pengujian Sistem dengan variasi resolusi input 
Pengujian ini dilakukan untuk mengetahui pengaruh resolusi input yang digunakan 
terhadap kinerja dari sistem. Proses pengujian dilakukan dengan menjalankan program 
sebanyak 3 kali pada resolusi input yang berbeda. Variasi Resolusi yang digunakan dan akan 
dianalisa yaitu dalam 360p, 540p dan 720p. Setelah menjalankan program simulasi, Hasil 
data ditampilkan dalam terminal yang berupa jumlah frame yang didapat dari input video, 
data estimasi jumlah waktu yang dibutuhkan sistem untuk memproses menjadi output, serta 
jumlah frame yang mampu diproses dalam satu detik. Setelah didapat data pengujian tiap 
resolusi akan dibandingkan untuk mendapatkan hasil yang terbaik. 
3.3.3 Pengujian Hasil Output dari sistem 
 Pengujian ini dilakukan untuk mengetahui kinerja sistem dalam menghasilkan 
ketepatan output yang dihasilkan pada variasi resolusi yang berbeda. Output yang akan 
digunakan untuk pengujian hasil deteksi berupa radius kelengkungan dan derajat 
kelengkungan marka jalan yang terdeteksi. Setelah menjalankan program pada setiap variasi 
yang digunakan yaitu 360p, 540p dan 720p akan dilihat hasil output yang telah diproses 
sistem. Data output derajat kelengkungan akan diambil pada setiap frame yang diproses oleh 
sistem. Kemudian data akan di gabungkan dan dianalisa menggunakan grafik pada setiap 






3.3.4 Pengujian Tingkat Akurasi Deteksi Garis 
Pengujian ini dilakukan untuk mengetahui presentase tingkat ketepatan pembacaan 
sistem dalam membedakan objek yang dideteksi dengan gangguan dari sakitarnya. Proses 
pengujian dilakukan dengan menggunakan 3 video yang berbeda dengan resolusi yang sama 
pada 720p. Selanjutnya dalam setiap frame gambar setiap video akan dipisah antara gambar 
yang berhasil mendeteksi garis dan gambar yang tidak berhasil mendeteksi garis. Kemudian 
akan dihitung presentase algoritma sistem dalam membedakan antara objek garis dengan 
gangguan di sekitarnya. Untuk mengetahui tingkat ketepatan pembacaan objek digunakan 
persamaan berikut: 
     𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑗𝑢𝑚𝑙𝑎ℎ 𝑝𝑒𝑛𝑔𝑢𝑗𝑖𝑎𝑛 𝑡𝑒𝑝𝑎𝑡
𝑗𝑢𝑚𝑙𝑎ℎ 𝑝𝑒𝑛𝑔𝑢𝑗𝑖𝑎𝑛 𝑡𝑜𝑡𝑎𝑙










4.1 Algoritma Program 
4.1.1. Kalbrasi Vision Kamera 
Kamera merupakan bagian yang memiliki peranan penting pada penelitian kali ini. 
Dewasa ini kamera yang ada dipasaran sudah memiliki teknologi yang baik dengan harga 
yang murah. Kita juga dapat dengan mudah menemukan kamera yang terjual dipasaran. 
Namun ada sisi negatif dari kamera yang di produksi massal dipasaran seperti 
ketidaksempurnaan proses pembuatan atau tingkat presisi yang rendah. Akan sangat sulit 
mendapatkan hasil penelitian yang baik dengan menggunakan kamera tersebut. Karena hal 
itu kita perlu mengkalibrasi kamera agar hasil gambar atau video yang ditangkap memiliki 
tingkat presisi yang baik. Kamera yang tidak dikalibrasi memiliki 2 jenis distorsi yaitu 
Pincushion Distotion dan Barrel Distrotion seperti pada Gambar 4.1. 
 
Gambar 4. 1 Jenis-jenis Distorsi 
Untuk mengatasi hal tersebut, Library OPENCV memberikan kita beberapa fungsi 
untuk kalibrasi kamera. Kalibrasi Kamera dengan OPENCV membutuhkan objek berupa 
papan catur untuk kalibrasi seperti Gambar 4.2. Papan catur dicetak pada sebuah kertas 
berukuran A4 dan harus dengan kualitas yang baik agar kalibrasi juga lebih baik. Kalibrasi 
dilakukan dengan mengambil beberapa sampel gambar dengan posisi papan catur yang 
berbeda agar hasil kalibrasi maksimal pada semua posisi objek. Dengan menggunakan 
Library Kalibrasi pada OPENCV didapatkan hasil kalibrasi undistorted image seperti 







Gambar 4. 2 Kalibrasi Papan Catur 
 
 
Gambar 4. 3 Perbandingan Gambar Original dan Terkalibrasi 
 
4.1.2. Thresholding Warna 
Setelah dikalibrasi dan mendapatkan gambar yang tidak terdistorsi, selanjutnya 
gambar yang di peroleh akan dilakukan thresholding warna agar dapat dengan tepat 
mendapatkan objek garis marka jalan. Beberapa gabungan metode yang digunakan adalah 
Transformasi warna HSI atau HSL, Transformasi Gradient Sobel x, dan Transformasi warna 
LAB. 
Pada penelitian kali ini Transformasi warna HSI digunakan untuk membedakan garis 
marka jalan yang berwarna putih dengan lingkungan Sekitar. Parameter yang dipakai disini 
hanya Intensity dari gambar. Setelah di Tranfromasi ke HSI kita menggunakan Binary 
Threshold yang ditentukan dari 220 – 255. Angka tersebut ditentukan karena fokus pada 
Transformasi HSI untuk mendeteksi Garis -garis marka jalan yang berwarna putih. Hasil 







Gambar 4. 4 Konversi HSL : (a)Original (b)HSL (c)L-Channel 
Gambar 4. 5 Sobel X : (a)Original (b)Sobel (c)Sobel X 
(a) (b) (c) 








Setelah ditransformasi ke HSL, hasil keluaran tersebut kita gunakan ke dalam  
metode sobel untuk mendeteksi garis- garis tepi pada marka jalan. Parameter Sobel yang 
dipakai disini adalah Sobel pada sumbu X. Dikarenakan fokus garis tepi yang kita jadikan 
objek adalah posisi vertikal sesuai arah jalan mobil terhadap kamera. Threshold yang 







Metode Thresholding terakhir yang digunakan adalah Transformasi Warna LAB. Tujuan 
penggunaan metode warna LAB adalah untuk mendeteksi Garis Marka Jalan yang berwarna 
Kuning. Metode ini digunakan karena warna yang sering dipakai marka jalan selain warna 
putih yaitu warna kuning. Parameter yang digunakan pada warna LAB hanya pada B 
channel. B channel disini adalah parameter yang berfokus pada warna biru dan kuning. 
Semakin tinggi nilai dari B channel menandakan warna akan lebih ke kuning begitu pula 
sebaliknya. Threshold yang digunakan pada parameter B disini adalah 155-255. Hasil 






Gambar 4. 6 Konversi LAB: (a)Original (b)Lab (c)B-Channel 







Setelah ketiga metode Transformasi warna tersebut dilakukan, Ketiga nilai output 
keluaran dari L-channel, Sobel-x dan B-channel akan di kombinasikan dan mengeluarkan 
output seperti pada Gambar 4.7 dibawah. 
 
Gambar 4. 7 Hasil Output Threshold Warna Keseluruhan :  
(a)Gambar Utama (b)Gambar Lain 
 
4.1.3. Region Of Interest (ROI) dan Perspective Mapping Transform 
Region Of Interest digunakan untuk menentukan bagian dari gambar yang akan 
menjadi fokus pada penelitian yang dilakukan. Pada hal ini bagian yang menjadi objek utama 
untuk dideteksi adalah Jalan beserta marka jalannya sehingga bagian selain objek tersebut 
akan kita abaikan dengan menentukan Region Of Interest. Region of Interest yang digunakan 
pada penelitian bergantung pada posisi kamera web diletakkan sehingga akan ditentukan 
berapa koordinat yang akan menjadi Region of Interest.  
Pada penelitian ini Koordinat Region Of Interest Diambil dari tangkapan Gambar 
pada bagian awal dari Input Video. Sesuai dengan Original Image yang ditangkap Koordinat 
Region Of Interest yang digunakan adalah [272., 673.],[593., 450.],[691., 450.],[1052., 





Gambar 4. 10 Binary Perspective Transform 
 
Gambar 4. 8 Region Of Interest 
Setelah Koordinat ROI ditentukan, kita akan menggunakan Perspective Mapping 
Transform agar kita dapat melihat jalan dengan tampak atas sehingga memudahkan untuk 
melakukan perhitungan. Dari Koordinat ROI yang telah ditentukan kita membutuhkan 
koordinat yang menjadi tujuan agar jalan bisa dilihat tampak atas. Koordinat tujuan sudah 
ditentukan dari beberapa koordinat percobaan yang paling terbaik sehingga tingkat presisi 
tidak berkurang. Koordinat tujuan yang digunakan adalah [300., 720.],[300, 0],[980, 
0],[980., 720.]. Sehingga akan menghasilkan output tampilan seperti Gambar 4.9. 
 
Gambar 4. 9 Perspective Mapping Transform 
 
4.1.4. Menemukan Garis dengan Sliding Window Method 
Gambar yang digunakan untuk mendeteksi adalah persepective mapping hasil dari 
thresholding warna yang dilakukan sehingga mendapatkan hasil gambar binary perspective 









Gambar 4. 11 Sliding Window Method 
Kami menggunakan metode sliding window seperti Gambar 4.11 untuk mendeteksi 
garis marka jalan. Window didapat dengan membagi tinggi dari gambar yang ditangkap 
menjadi beberapa bagian. pada gambar, banyak window yang digunakan adalah 9 window 
dengan lebar masing-masing window 100 pixel. Semakin banyak window maka akurasi 








Deteksi akan dimulai dari bagian atas pada citra yang di tangkap. Pada gambar 1 
kotak hijau pertama bagian kiri tidak terdeteksi sehingga perlu ditentukan posisi awal dari 
window yang bekerja. Untuk menentukan posisi awal window kami menggunakan posisi 
yang memiliki nilai putih terbesar setelah data array gambar di jumlahkan dengan posisi 
vertikal. Posisi awal window bisa didapat dengan menggunakan fungsi argmax() pada 
python. Untuk mententukan garis yang dideteksi kami menggunakan minimal pixel yang 
terdeteksi sebesar 50 pixel sehingga daerah tersebut adalah garis marka jalan yang terdeteksi. 
Jika ditemukan pixel garis maka akan dihitung kembali titik tengah dari window dengan 
menggunakan fungsi mean() pada python. Setelah menemukan koordinat garis yang 
terdeteksi akan digunakan fungsi polyfit() untuk mendapatkan persamaan polinomial dari 
kurva yang terbentuk sehingga bisa dilakukan untuk perhitungan lebih lanjut.  
 
4.1.5. Radius Kelengkungan, Posisi Offset Mobil dan Sudut Belok 
Setelah mendapat fungsi polynomial dari garis yang terdeksi yaitu Ay2 + By + C 
pada setiap garis marka baik bagian kanan dan kiri. Dengan nilai A, B, danC telah didapat 
dari fungsi polyfit() sehingga kita bisa menggunakan rumus Radius Kelengkungan untuk 
menentukan seberapa besar kelengkungan dari marka jalan tersebut. 















Nilai dari y yang kita gunakan bukan merupakan panjang aktual dari gambar melainkan 
berupa pixel sehingga perlu dilakukan konveersi nilai ke ukuran nyata. Dimana sesuai 
ukuran standar jalan tol yaitu 3,5m – 3,7 m dan panjang jalan yang tercakup oleh kamera 
ditentukan 30m. Didapat konversi nilai pixel ke m sebagai berikut : 
𝑆𝑢𝑚𝑏𝑢 𝑌 𝑝𝑒𝑟 𝑝𝑖𝑥𝑒𝑙 =
30
720
 𝑚 (4-2) 
𝑆𝑢𝑚𝑏𝑢 𝑋 𝑝𝑒𝑟 𝑝𝑖𝑥𝑒𝑙 =
3.7
700
 𝑚 (4-3) 
Sehingga Radius curvature yang didapat dari fungsi polinomial tersebut menjadi : 




  (4-4) 
Dengan: 
y = panjang pixel gambar pada zumbu Y 
Untuk nilai yang di dapat dari radius kelengkungan marka kiri dan kanan akan dirata-rata 
sehingga mendapatkan kelengkungan yang menjadi hasil akhir.  
Setelah mendapatkan radius kelengkungan,kita bisa menghitung sudut belok dengan 
mengkonversi nilai kelengkungan yang didapat dengan konversi degree of curvature. 
Dengan rumus 




 Selanjutnya untuk menentukan posisi offside mobil dari tengah kita akan meletakkan 
kamera pada bagian tengah mobil sehingga gambar mobil bagian depan yang di tangkap 
merupakan posisi tengah mobil tersebut. Kita bisa menghitung offside dengan menghitung 
selisih dari titik tengah dari jalan ( Lane Center) dengan posisi tengah dari mobil (Car 
Center). 
𝑂𝑓𝑓𝑠𝑖𝑑𝑒 𝑀𝑜𝑏𝑖𝑙 = 𝐿𝑎𝑛𝑒 𝐶𝑒𝑛𝑡𝑒𝑟 − 𝐶𝑎𝑟 𝐶𝑒𝑛𝑡𝑒𝑟 (4-6) 






Gambar 4. 12 Hasil Output Akhir 
 
4.2 Pengujian 
Pengujian dan analisis dilakukan untuk menganalisis sistem yang telah dirancang dan 
pada saat disimulasikan apakah telah bekerja sesuai dengan perancangan. Pengujian 
dilakukan tiap-tiap blok dengan tujuan untuk mengamati apakah tiap rangkaian sudah sesuai 
dengan perancangan, kemudian dilanjutkan dengan pengujian secara keseluruhan sistem. 
Adapun pengujian yang telah dilakukan sebagai berikut: 
a. Pengujiain fps dan waktu eksekusi sistem 
b. Pengujian sistem dengan menggunakan resolusi yang berbeda 
c. Pengujian Hasil Deteksi dari sistem 
 
4.2.1 Pengujian FPS (Frame Per Second) 
Pengujian ini dilakukan untuk mengetahui jumlah frame yang dapat diproses oleh 
sistem. Selanjutnya akan didapat rata2 waktu eksekusi tiap frame yang di proses oleh sistem. 
Input yang digunakan berupa video beresolusi 720p. Dengan menggunakan simulasi yang 
digunakan pada Software PyCharm. Hasil pengujian dapat dilihat pada Tabel 4.1. Dengan 
menggunakan sistem yang dirancang jumlah rata – rata frame yang dapat diproses adalah 







Tabel 4.1 Hasil Pengujian Jumlah Gambar yang dapat Diproses 
Jumlah Frame Waktu (detik) Estimasi fps 
10 4 2,41 
20 7 2,59 
50 18 2,94 
100 35 2,92 
200 70 2,92 
300 104 3,0 
400 139 2,93 
500 175 2,99 
627 226 3,05 
 
Kemudian untuk tampilan terminal pada PyCharm dapat dilihat pada Gambar 4.13. 
 
Gambar 4. 13 Tampilan Terminal Pengujian fps 
 
Dari gambar dapat dilihat bahwa ketika pengujian dalam program di proses terdapat 
627 frame yang diproses, waktu yang dibutuhkan program saat berjalan adalah 3 menit 46 
detik dengan nilai estimasi fps (frame per second) sebesar 2,9 fps. 
4.2.2 Pengujian program menggunakan resolusi input yang berbeda 
Pengujian dilakukan untuk mengetahui seberapa pengaruh resolusi input kamera 
yang digunakan terhadap waktu eksekusi dan frame per detik yang dapat diproses sistem. 
Dalam pengujian selain menggunakan video pengujian utama yang beresolusi 720p akan 
digunakan video yang sama dengan resolusi yang berbeda. Pengujian akan dilakukan pada 





rata – rata frame yang dapat diproses pada resolusi 360p adalah sekitar 7,2 fps. Sehingga 
waktu eksekusi tiap frame yang diproses rata-rata 137 ms. untuk tampilan terminal pada 
resolusi 360p dapat dilihat pada Gambar 4.14. 
 
Gambar 4. 14 Tampilan terminal pada resolusi input 360p 
 
Selanjutnya untuk input beresolusi 540p, dengan menggunakan sistem yang sama 
jumlah rata – rata frame yang dapat diproses pada resolusi 540p adalah sekitar 3,4 fps. 
Sehingga waktu eksekusi tiap frame yang diproses rata-rata 295 ms. untuk tampilan terminal 
pada resolusi 540p dapat dilihat pada Gambar 4.15. 
 
Gambar 4. 15 Tampilan terminal pada resolusi input 540p 
 
Untuk input beresolusi 720p, dengan menggunakan sistem yang sama jumlah rata – 
rata frame yang dapat diproses pada resolusi 720p adalah sekitar 2,8 fps. Sehingga waktu 
eksekusi tiap frame yang diproses rata-rata 360 ms. untuk tampilan terminal pada resolusi 
720p dapat dilihat pada Gambar 4.16. 
 
Gambar 4. 16 Tampilan terminal pada resolusi input 720p 
 
Dari ketiga input yang berbeda dapat ditarik kesimpulan bahwa resolusi input dari kamera 
yang diproses pada sistem yang dirancang berpengaruh terhadap fps yang diproses serta 



























































Project Resolution 720pDerajat(o) 
frame 
fps dan waktu eksekusi yang diproses. Semakin besar resolusi yang digunakan maka fps 
yang didapat juga semakin rendah serta memerlukan waktu eksekusi tiap frame yang lebih 
lama.  
 
4.2.3 Pengujian Hasil Output dari sistem 
Pengujian ini dilakukan untuk mengetahui hasil deteksi marka jalan yang didapat 
pada beberapa resolusi yang digunakan. Pengujian dilakukan dengan membandingkan grafik 
keluaran derajat hasil perhitungan dari algoritma terhadap tiap frame dari input. Pengujian 
dilakukan pada input yang sama dengan resolusi  berbeda yaitu 720p, 540p dan 360p. 














Gambar 4. 17 Hasil Deteksi dengan input beresolusi 720p 
 
Pada Gambar 4.17 terlihat hasil keluaran dari input beresolusi 720p stabil dan terlihat 
jelas sesuai arah pergerakan mobil. Semakin positif nilai derajat yang dihasilkan maka 
menandakan marka jalan yang dideteksi cenderung mengarah ke kiri. Dapat dilihat pada 
frame 0 – 310 marka yang terdeteksi cenderung mengarah ke kiri. Sebaliknya semakin 
negatif nilai derajat yang dihasilkan maka menandakan marka jalan cenderung ke arah 
kanan. Dapat dilihat pada frame 600 – 627 marka yang terdeteksi cenderung mengarah ke 
kanan. Untuk marka lintasan lurus dapat ditandai dengan nilai yang cenderung mendekati 0. 
Yaitu Dapat dilihat pada frame 311 – 599 marka yang terdeteksi cenderung lurus. 
Selanjutnya pengujian pada resolusi input 540p, dengan menggunakan lebar window 







































































































































Gambar 4. 18 Hasil Deteksi dengan input beresolusi 540p 
 
Pada Gambar 4.18 terlihat hasil keluaran dari input beresolusi 540p kurang stabil 
dibanding pada resolusi 720p meskipun masih terlihat arah marka jalan yang ditdeteksi. 
Dapat dilihat pada frame 0 – 291 dan frame 524-612 marka yang terdeteksi cenderung 
mengarah ke kiri. Lalu pada frame 613 – 627 marka yang terdeteksi cenderung mengarah ke 
kanan. Untuk marka lintasan lurus dapat ditandai dengan nilai yang cenderung mendekati 0. 
Yaitu Dapat dilihat pada frame 292 – 523 marka yang terdeteksi cenderung lurus. 
Selanjutnya pengujian pada resolusi input 360p dengan menggunakan lebar window 














Gambar 4. 19 Hasil Deteksi dengan input beresolusi 360p 
 
Pada Gambar 4.19 terlihat hasil keluaran dari input beresolusi 360p lebih tidak jelas 
dibanding pada resolusi 720p dan 540p dan arah marka jalan yang ditdeteksi kurang jelas. 





Gambar 4. 20 Cuplikan Gambar: (a) Video pertama (b)Video dua (c) Video ketiga 
(a) (b) (c) 
mengarah ke kiri. Lalu pada frame 612 – 627 marka yang terdeteksi cenderung mengarah ke 
kanan. Untuk marka lintasan lurus dapat ditandai dengan nilai yang cenderung mendekati 0. 
Yaitu Dapat dilihat pada frame 282 – 531 marka yang terdeteksi cenderung lurus. 
Dari pengujian ketiga resolusi tersebut dapat ditarik kesimpulan bahwa hasil data 
keluaran pada sistem yang dirancang dapat dipengaruhi resolusi dari input yang digunakan. 
Semakin tinggi resolusi yang digunakan maka akan didapat nilai keluaran yang lebih jelas 
dan lebih stabil yang dapat dilihat pada input beresolusi 720p. Sebaliknya semakin rendah 
resolusi yang digunakan maka hasil keluaran dari sistem cenderung kurang jelas dan tidak 
stabil yang dapat dilihat pada resolusi 360p. 
 
4.2.4 Pengujian Tingkat Akurasi Deteksi Garis 
Pengujian ini dilakukan untuk mengetahui presentase tingkat ketepatan dalam 
mengenali objek yang dideteksi. pengujian ini dilakukan pada tiga video berbeda dengan 
resolusi yang sama. Video pertama adalah deteksi garis pada jalan dengan kondisi Ideal 
seperti pada Gambar 4.20(a). Lalu video kedua merupakan jalan dengan kondisi yang buruk 
seperti pada Gambar 4.20(b). Kemudian video ketiga merupakan jalan dengan kondisi 








Lalu untuk gambar yang termasuk dalam gambar deteksi benar seperti yang 









Gambar 4. 21 Gambar Terdeteksi Benar: (a) Video pertama (b)Video dua (c) Video ketiga 
(a) (b) (c) 
(a) (b) (c) 




Kemudian untuk gambar yang termasuk dalam gambar deteksi salah ditunjukkan 








Kemudian dilihat dari jumlah gambar benar dan gambar salah dari hasil deteksi objek 
tersebut untuk menghitung seberapa besar presentase keberhasilan yang dicapai. Hasil 
pengujian tingkat ketepatan hasil deteksi dapat dilihat pada Tabel 4.2 
Tabel 4.2 Pengujian Tingkat Akurasi Deteksi Garis 
Video 




1 627 0 627 100% 
2 332 153 485 68.4% 
3 304 193 503 60.4% 
Rata-rata persentase semua video 76.26% 
  
Dari tabel dapat ditarik kesimpulan bahwa presentase keberhasilan deteksi objek 
yang berupa garis dengan menggunakan algoritma sistem memiliki akurasi yang baik pada 
kondisi jalan yang ideal yaitu 100% pada Video Pertama. Pada kondisi jalan yang buruk 
yaitu pada video kedua memiliki akurasi 68,4% Sedangkan pada kondisi jalan berbelok-
belok dengan ganguan terik cahaya matahari pada video ketiga memiliki akurasi 60,4%. 





BAB V  




Berdasarkan hasil analisis dan pengujian setiap bagian dan keseluruhan sistem yang 
telah dilakukan, maka dapat diambil kesimpulan sebagai berikut: 
1. Resolusi input yang digunakan berbanding terbalik dengan fps dan waktu eksekusi 
yang diproses. Semakin besar resolusi yang digunakan maka fps yang didapat juga 
semakin rendah serta memerlukan waktu eksekusi tiap frame yang lebih lama. 
2. hasil data keluaran pada sistem yang dirancang dapat dipengaruhi resolusi dari input 
yang digunakan. Semakin tinggi resolusi yang digunakan maka akan didapat nilai 
keluaran yang lebih jelas dan lebih stabil yang dapat dilihat pada input beresolusi 
720p. Sebaliknya semakin rendah resolusi yang digunakan maka hasil keluaran dari 
sistem cenderung kurang jelas dan tidak stabil yang dapat dilihat pada resolusi 360p. 
3. Presentase keberhasilan deteksi objek yang berupa garis dengan menggunakan 
algoritma sistem ini memiliki akurasi yang baik pada kondisi jalan yang ideal yaitu 
100% pada Video Pertama. Pada kondisi jalan yang buruk yaitu pada video kedua 
memiliki akurasi 68,4% Sedangkan pada kondisi jalan berbelok-belok dengan 
ganguan terik cahaya matahari pada video ketiga memiliki akurasi 60,4%. Sehingga 
rata-rata akurasi dari sistem adalah 76,26%. 
 
5.2. Saran 
Adapun saran untuk pengembangan mengenai penelitian serupa yaitu sebagai 
berikut: 
1. Dapat dikembangkan algoritma lain untuk mencari objek marka jalan agar mobil 
mendeteksi dengan baik, sehingga ketika diimplementasikan secara langsung pada 
mobil dapat menemukan objek marka jalan lebih cepat dan efisien dalam segi waktu.. 
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1. Listing Program Kalibrasi Kamera 
/*========================================================== 
-------------------------------------------- KALIBRASI ----------------------------------------- 
============================================================*/ 
 
import numpy as np 
import cv2 
import glob 
import matplotlib.pyplot as plt 
import pickle 
 
def detectCorner(nx, ny, images): 
    """ 
    Deteksi corner dari gambar kalibrasi 
    """ 
    objp = np.zeros((nx*ny,3), np.float32) 
    objp[:,:2] = np.mgrid[0:nx, 0:ny].T.reshape(-1,2) 
 
    # Array untuk menyimpan titik koordinat objek dan gambar dari semua gambar 
    objpoints = [] # 3d 
    imgpoints = [] # 2d  
 
    # Mengambil gambar objek kalibrasi untuk mencari titik cornernya 
    for idx, fname in enumerate(images): 
        img = cv2.imread(fname) 
        gray = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY) 
 
        # Menemukan corner dari papan catur 
        ret, corners = cv2.findChessboardCorners(gray, (nx,ny), None) 
 
        # Jika menemukan, simpan koordinat objek, koordinat gambar  
        if ret == True: 
            objpoints.append(objp) 
            imgpoints.append(corners) 
 
            # Display corner pada gambar 
            cv2.drawChessboardCorners(img, (nx,ny), corners, ret) 
            write_name = 'camera_cal1/detected/corners_found'+str(idx)+'.jpg' 
            cv2.imwrite(write_name, img) 
            print("finished figure %s" %idx) 








if __name__ == "__main__": 
    # specify corners in the calibration image 
    nx, ny = 9, 6 
 
    # membuat daftar gambar kalibrasi 
    images = glob.glob('camera_cal1/calibration*.jpg') 
 
    # deteksi corner pada gambar kalibrasi 
    objpoints, imgpoints = detectCorner(nx, ny, images) 
 
    # tes  
    img = cv2.imread('camera_cal1/calibration1.jpg') 
    img_size = (img.shape[1], img.shape[0]) 
 
    print("Calculating camera matrix") 
    # Proses kalibrasi sesuai koordinat objek dan koordinat gambar 
    ret, mtx, dist, rvecs, tvecs = cv2.calibrateCamera(objpoints, imgpoints, 
img_size,None,None) 
 
    print("Undistorting ...") 
    dst = cv2.undistort(img, mtx, dist, None, mtx) 
    cv2.imwrite('camera_cal1/undistorted.jpg',dst) 
 
    # Simpan data kalibrasi 
    dist_pickle = {} 
    dist_pickle["mtx"] = mtx 
    dist_pickle["dist"] = dist 
    pickle.dump( dist_pickle, open( "camera_cal1/calibration_undistort.p", "wb" ) ) 
    print("saved to pickle file") 
 
    # Display gambar original dan terkalibrasi 
    f, (ax1, ax2) = plt.subplots(1, 2, figsize=(20,10)) 
    ax1.imshow(img) 
    ax1.set_title('Original Image', fontsize=30) 
    ax2.imshow(dst) 
    ax2.set_title('Undistorted Image', fontsize=30) 





2. Listing Program Deteksi Garis 
/*============================================================ 
-------------------------------------------- DETEKSI GARIS ------------------------------------ 
============================================================*/ 
 
import numpy as np 
import cv2 
import matplotlib.pyplot as plt 




start_time = time.time() 
 
import sys 
# convert float image to uint8 image 
from skimage import img_as_ubyte 




def evalPoly(fit_param, Y): 
    """ 
    Evaluate X, based on Y of the polynomial 
    """ 
    return fit_param[0]*Y**2 + fit_param[1]*Y + fit_param[2] 
 
def thresholdIMG(img, sx_thresh=(40, 255), l_thresh = (220, 255), b_thresh = 
(155,255)): 
    """ 
    Thresholding warna gambar dengan HSL, SOBELX dan LAB 
    """  
    # Konversi HSL, L-channel 
    hls = cv2.cvtColor(img, cv2.COLOR_RGB2HLS).astype(np.float) 
    l_channel = hls[:,:,1] 
    l_binary = np.zeros_like(l_channel) 
    l_binary[(l_channel>=l_thresh[0])&(l_channel<=l_thresh[1])] = 1 
    
  # Sobel X 
    sobelx = cv2.Sobel(l_channel, cv2.CV_64F, 1, 0) 
    abs_sobelx = np.absolute(sobelx) 
    scaled_sobel = np.uint8(255*abs_sobelx/np.max(abs_sobelx)) 
    sxbinary = np.zeros_like(scaled_sobel) 





# Konversi LAB, B-channel 
    lab = cv2.cvtColor(img, cv2.COLOR_RGB2LAB).astype(np.float) 
    b_channel = lab[:,:,2] 
    b_binary = np.zeros_like(b_channel) 
    b_binary[(b_channel>=b_thresh[0])&(b_channel<=b_thresh[1])] = 1 
     
# gabung semua gambar binary 
    img_out = np.dstack(( sxbinary, l_binary, b_binary)) 
    return img_out 
 
def findLanes(top_down): 
    """ 
    mengambil gambar dari perspective transform 
    """ 
    binary_warped = np.zeros((top_down.shape[0], top_down.shape[1])) 
    binary_warped[(top_down[:,:,0]>0) | (top_down[:,:,1]>0) | (top_down[:,:,2]>0)] = 1 
 
 
    bin2 = np.int(binary_warped.shape[0]/2)#360 
     
    # membuat histogram dari setengah bawah gambar 
    histogram = np.sum(binary_warped[bin2:,:], axis=0) 
 
    # membuat image output untuk display 
    out_img = np.dstack((binary_warped, binary_warped, binary_warped))*255 
    out_img = np.uint8(out_img) 
 
    # menemukan titik putih terbanyak untuk bagian kiri dan kanan pada histogram  
        midpoint = np.int(histogram.shape[0]/2)#640 
    leftx_base = np.argmax(histogram[:midpoint]) 
    rightx_base = np.argmax(histogram[midpoint:]) + midpoint 
 
    # jumlah sliding window 
    nwindows = 9 
    # atur ketinggian window 
    window_height = np.int(binary_warped.shape[0]/nwindows) 
 
    # identifikasi posisi x dan y dari non zero pixel pada gambar 
    nonzero = binary_warped.nonzero() 
    nonzeroy = np.array(nonzero[0]) 






    # update posisi setiap window 
    leftx_current = leftx_base 
    rightx_current = rightx_base 
     
# lebar window +/- margin 
    margin = 100 
 
    # nilai minimal pixel yang bisa masuk pada window 
    minpix = 50 
     
    # array untuk nilai garis yang didapat 
    left_lane_inds = [] 
    right_lane_inds = [] 
 
    # membuat masing2 window kanan dan kiri 
    for window in range(nwindows): 
        win_y_low = binary_warped.shape[0] - (window+1)*window_height 
        win_y_high = binary_warped.shape[0] - window*window_height 
        win_xleft_low = leftx_current - margin 
        win_xleft_high = leftx_current + margin 
        win_xright_low = rightx_current - margin 
        win_xright_high = rightx_current + margin 
 
        # gambar kotak window pada display 
        cv2.rectangle(out_img,(win_xleft_low,win_y_low),(win_xleft_high,win_y_high), 
        (0,255,0), 2) 
                 
cv2.rectangle(out_img,(win_xright_low,win_y_low),(win_xright_high,win_y_high), 
        (0,255,0), 2) 
 
        # Identifikasi non zero pixel dalam x dan y pada window 
        good_left_inds = ((nonzeroy >= win_y_low) & (nonzeroy < win_y_high) &  
        (nonzerox >= win_xleft_low) &  (nonzerox < win_xleft_high)).nonzero()[0] 
        good_right_inds = ((nonzeroy >= win_y_low) & (nonzeroy < win_y_high) &  
        (nonzerox >= win_xright_low) &  (nonzerox < win_xright_high)).nonzero()[0] 
 
        # memasukan data identifikasi pada array 
        left_lane_inds.append(good_left_inds) 
        right_lane_inds.append(good_right_inds) 
 
        # Jika menemukan pixel > minpix, menetukan mean titik tengah window 
selanutnya 





            leftx_current = np.int(np.mean(nonzerox[good_left_inds])) 
        if len(good_right_inds) > minpix:         
            rightx_current = np.int(np.mean(nonzerox[good_right_inds])) 
 
    # menggabungkan array yang mendeteksi garis 
    left_lane_inds = np.concatenate(left_lane_inds) 
    right_lane_inds = np.concatenate(right_lane_inds) 
 
    #print("left_lane_inds = {}", left_lane_inds.shape[0]) 
    #print("right_lane_inds = {}", right_lane_inds.shape[0]) 
 
    # posisi pixel garis kiri dan kanan 
    leftx = nonzerox[left_lane_inds] 
    lefty = nonzeroy[left_lane_inds] 
    rightx = nonzerox[right_lane_inds] 
    righty = nonzeroy[right_lane_inds] 
    pts_raw = [leftx, lefty, rightx, righty] 
 
    out_img[nonzeroy[left_lane_inds], nonzerox[left_lane_inds]] = [255, 0, 0] 
    out_img[nonzeroy[right_lane_inds], nonzerox[right_lane_inds]] = [0, 0, 255] 
 
    # Menentukan Fungsi polinomial dari posisi pixel terdeteksi 
    left_fit = np.polyfit(lefty, leftx, 2) 
    right_fit = np.polyfit(righty, rightx, 2) 
 
    # nilai x dan y untuk plotting daerah terdeteksi jalan 
    ploty = np.linspace(0, top_down.shape[0]-1, top_down.shape[0] ) 
    left_fitx = evalPoly(left_fit, ploty) 
    right_fitx = evalPoly(right_fit, ploty) 
 
    pts_left = np.array([np.transpose(np.vstack([left_fitx, ploty]))], dtype=np.int32) 
    pts_right = np.array([np.flipud(np.transpose(np.vstack([right_fitx, ploty])))], 
dtype=np.int32) 
    pts = np.hstack((pts_left, pts_right)) 
 
    return pts, pts_raw, out_img 
def visualLane(image, pts, pts_raw, perspective_M): 
    """ 
    Display jalan terdeteksi, nilai radius lengkung, derajat lengkung dan offside mobil 
    """ 
    # plot pada gambar original 
    # membuat gambar untuk menampilkan hasil deteksi jalan 






    # menggambar image hasil deteksi jalan dengan warna hijau 
    cv2.fillPoly(warp_zero, pts, (0,255, 0)) 
 
    # mengembalikan gambar perspective mapping ke original image 
    newwarp = cv2.warpPerspective(warp_zero, np.linalg.inv(perspective_M), 
(image.shape[1], image.shape[0])) 
  
    # menggabungkan gabar hasil deteksi dengan gambar original 
    result = cv2.addWeighted(image, 1, newwarp, 0.3, 0) 
 
    # konversi nilai pixel ke ukuran nyata 
    ym_per_pix = 30./720 # meters per pixel in y dimension 
    xm_per_pix = 3.7/700 # meters per pixel in x dimension 
 
    # data polinomial garis 
    ymax = float(image.shape[0]) 
    y_eval = ymax 
    leftx = pts_raw[0] 
    lefty = pts_raw[1] 
    rightx = pts_raw[2] 
    righty = pts_raw[3] 
    left_fit_cr = np.polyfit(lefty*ym_per_pix, leftx*xm_per_pix, 2) 
    right_fit_cr = np.polyfit(righty*ym_per_pix, rightx*xm_per_pix, 2) 
 
    # menghitung radius lengkung 
    left_curverad = ((1 + (2*left_fit_cr[0]*y_eval*ym_per_pix + 
left_fit_cr[1])**2)**1.5) / np.absolute(2*left_fit_cr[0]) 
    right_curverad = ((1 + (2*right_fit_cr[0]*y_eval*ym_per_pix + 
right_fit_cr[1])**2)**1.5) / np.absolute(2*right_fit_cr[0]) 
     
    # Radius lengkuing dalam satuan meter 
    radius1 = round((float(left_curverad) + float(right_curverad)) / 2., 2) 
    #print(radius1, 'm',left_fit_cr, 'm', right_fit_cr, 'm') 
 
    # Hitung Derajat Lengkung atau belok 
    if leftx[0] - leftx[-1] > 60: 
        curve_direction = 'Belok kiri' 
        radius=5729.57795/radius1 
    elif leftx[-1] - leftx[0] > 60: 
        curve_direction = 'Belok kanan' 





    else: 
        curve_direction = 'Lurus' 
        radius = 5729.57795 / radius1 
    degrees = radius 
    if degrees > 35: 
        degrees = 35 
    elif degrees < -35: 
        degrees = -35 
    # Tampilkan offside mobil, radius lengkung dan derajat lengkung 
    lane_center = (evalPoly(left_fit_cr, ymax*ym_per_pix) + evalPoly(right_fit_cr, 
ymax*ym_per_pix))/2.0 
    car_center = image.shape[1]*xm_per_pix/2.0 
    radius_lengkung = (left_curverad + right_curverad) / 2000. 
    #print(lane_center, 'm', car_center, 'm') 
 
    str1 = "Jarak mobil dari tengah: {:2.2f} m".format(car_center-lane_center) 
    str2 = "Radius Lengkung: {:2.2f} km".format((left_curverad+right_curverad)/2000.) 
    str3 = "Sudut belok: {:2.2f} derajat".format(degrees) 
    cv2.putText(result,str1,(430,630), cv2.FONT_HERSHEY_DUPLEX, 1,(0,0,255)) 
    cv2.putText(result,str2,(430,660), cv2.FONT_HERSHEY_DUPLEX, 1,(0,0,255)) 
    cv2.putText(result,str3,(430,690), cv2.FONT_HERSHEY_DUPLEX, 1,(0,0,255)) 
    # untuk gambar 540p 
    #cv2.putText(result,str1,(200,430), cv2.FONT_HERSHEY_DUPLEX, 1,(0,0,255)) 
    #cv2.putText(result,str2,(200,460), cv2.FONT_HERSHEY_DUPLEX, 1,(0,0,255)) 
    #cv2.putText(result,str3,(200,490), cv2.FONT_HERSHEY_DUPLEX, 1,(0,0,255)) 
    #untuk gambar 360p 
    #cv2.putText(result, str1, (100, 290), cv2.FONT_HERSHEY_DUPLEX, 1, (0, 0, 
255)) 
    #cv2.putText(result, str2, (100, 320), cv2.FONT_HERSHEY_DUPLEX, 1, (0, 0, 
255)) 
    #cv2.putText(result, str3, (100, 350), cv2.FONT_HERSHEY_DUPLEX, 1, (0, 0, 
255)) 
    return result,radius 
 
# Test Algoritma Deteksi garis secara keseluruhan 
if __name__ == "__main__": 
    print("--- %s seconds ---" % (time.time() - start_time)) 
    # load camera data kalibrasi 
    dist_pickle = pickle.load( open( "camera_cal/calibration_undistort.p", "rb" ) ) 
    mtx = dist_pickle["mtx"] 






    # load image 
    #image = mpimg.imread('test_images/p3.png') 
    image = mpimg.imread('test_images/hardCapture0.PNG') 
    image = img_as_ubyte(image) 
    
    # threshold image 
 
    img_thresh = thresholdIMG(image) 
 
    # PP Transform image 
    top_down, perspective_M = corners_unwarp(img_thresh, mtx, dist) 
 
    # Plot the result 
    f, (ax1, ax2, ax3) = plt.subplots(1, 3, figsize=(24, 9)) 
    f.tight_layout() 
    ax1.imshow(image) 
    ax1.set_title('Original Image', fontsize=20) 
    ax2.imshow(img_thresh) 
    #plt.save_figure(result, "result.jpg") 
    ax2.set_title('Threshold Result', fontsize=20) 
    ax3.imshow(top_down) 
    #plt.save_figure(result, "result.jpg") 
    ax3.set_title('Pipeline Result', fontsize=20) 
    #plt.subplots_adjust(left=0., right=1, top=0.9, bottom=0.) 
 
    fig = plt.figure(2) 
    
# find lane line pixels 
    pts, pts_raw, out_img = findLanes(top_down) 
    plt.imshow(np.uint8(out_img)) 
    #N = np.int(pts.shape[1]/2) 
    #plt.plot(pts[0, 0:N, 0], pts[0, 0:N, 1], color='yellow') 
    #plt.plot(pts[0, N:, 0], pts[0, N:, 1], color='yellow') 
    #plt.xlim(0, 1280) 
    #plt.ylim(720, 0) 
 
    plt.figure(3) 
    result,degrees = visualLane(image, pts, pts_raw, perspective_M) 
    plt.imshow(result) 
    plt.show() 






3. Listing Program Perspective Transform 
/*=============================================================== 





import numpy as np 
import matplotlib.pyplot as plt 
import matplotlib.image as mpimg 
 
#Perspective Transform 
def corners_unwarp(img, mtx, dist): 
    # Ambil gambar yang sudah terkalibrasi  
    img_undistort = cv2.undistort(img, mtx, dist, None, mtx) 
    imgsize = (img.shape[1], img.shape[0]) # (maxwidth, maxheight) 
     
    # menetukan titik ROI (src) dan titik Perspective Transform (dst) 
 
    # tes video utama, moderate horizon (default) (VIDEO 1) 
    #src = np.float32([[272., 673.],[593., 450.],[691., 450.],[1052., 673.]]) 
    # set up 4 target points (assume flat ground, 1280, 720) 
    #dst = np.float32([[300., 720.],[300, 0],[980, 0],[980., 720.]]) 
 
    # tes video utama 360p, moderate horizon (default) 
    #src = np.float32([[140., 360.],[290., 226.],[340., 226.],[573., 360.]]) 
    # set up 4 target points (assume flat ground, 1280, 720) 
    #dst = np.float32([[200, 360.],[200, 0],[500, 0],[500., 360.]]) 
 
    # tes video utama 540p, moderate horizon (default) 
    #src = np.float32([[192., 540.],[452., 339.],[510., 339.],[850., 540.]]) 
    # set up 4 target points (assume flat ground, 1280, 720) 
    #dst = np.float32([[200, 540.],[200, 0],[700, 0],[700., 540.]]) 
 
    # Challenge video, moderate horizon (default)(VIDEO 2) 
    #src = np.float32([[272., 673.], [600., 462.], [694., 462.], [1052., 673.]]) 
    # set up 4 target points (assume flat ground, 1280, 720) 
    #dst = np.float32([[300., 720.], [300, 0], [980, 0], [980., 720.]]) 
 
    # Hard Challenge video, moderate horizon (default)(VIDEO 3) 
    src = np.float32([[181., 679.], [479., 486.], [742., 486.], [989., 679.]]) 
    # set up 4 target points (assume flat ground, 1280, 720) 






    M = cv2.getPerspectiveTransform(src, dst) 
    warped = cv2.warpPerspective(img_undistort, M, imgsize, 
flags=cv2.INTER_LINEAR) 
    return warped, M 
 
#Test Program Perspective Transform 
if __name__ == "__main__": 
     
    # Ambil data kalibrasi pada file hasil program kalibrasi kamera  
    dist_pickle = pickle.load( open( "camera_cal/calibration_undistort.p", "rb" ) ) 
    mtx = dist_pickle["mtx"] 
    dist = dist_pickle["dist"] 
 
    # Input Gambar 
    img = cv2.imread('test_images/hardCapture0.PNG') 
    img1 = cv2.imread('test_images/hardCapture0.PNG') 
 
    # Hitumg perspective transform 
    top_down, perspective_M = corners_unwarp(img, mtx, dist) 
 
 
    f, (ax1, ax2) = plt.subplots(1, 2, figsize=(24, 9)) 
    f.tight_layout() 
    ax1.imshow(cv2.cvtColor(img, cv2.COLOR_BGR2RGB)) 
    ax1.set_title('Original Image', fontsize=20) 
    ax2.imshow(cv2.cvtColor(top_down, cv2.COLOR_BGR2RGB)) 
    ax2.set_title('Perspective Transform', fontsize=20) 
    plt.subplots_adjust(left=0., right=1, top=0.9, bottom=0.) 





4. Listing Program Utama 
/*=============================================================== 
---------------------------------------------- VIDEO PROCESSOR------------------------------ 
============================================================*/ 
import numpy as np 
import cv2 
import matplotlib.pyplot as plt 
import matplotlib.image as mpimg 
import pickle 
from moviepy.editor import VideoFileClip 
# convert float image to uint8 image 
from skimage import img_as_ubyte 
 
# modules built along the way 
from pp_transform import corners_unwarp   
from lane_detection import evalPoly, thresholdIMG, findLanes, visualLane, text 
 
class lane: 
    def __init__(self): 
        # initialize lane parameters    """ 
        #     lane class to store lane parameters from frame to frame 
        #     """ 
        self.left = [] 
        self.right = [] 
        # lane radius of curvature and car shift w.r.t. lane center 
        self.R = 0 
        self.shift = 0 
 
    def updateLane(self, left, right): 
        # update new left and right lane parameters 
        self.left = left 
        self.right = right 
 
class videoProcessor: 
    """ 
    video processing untuk lane detection 
    """ 
    def __init__(self, clipname, mtx, dist): 
        # prepare input/output filenames 
        self.clip = VideoFileClip(clipname) 
        out_dir='output_video/tes_' 
        self.output = out_dir+clipname 
        # camera calibration parameters 





        self.dist = dist 
        # left and right lane object 
        self.lL = lane() 
        self.lR = lane() 
     
    def process_image(self, img): 
        """ 
        proses single image dan temukan garis 
        """ 
# THRESHOLDING GAMBAR 
        img_thresh = thresholdIMG(img) 
         
# PP TRANSFORM 
        top_down, perspective_M = corners_unwarp(img_thresh, self.mtx, self.dist) 
        
 # DETEKSI GARIS 
        pts, pts_raw, out_img = findLanes(top_down) 
        
        # Display hasil deteksi 
        result = visualLane(img, pts, pts_raw, perspective_M) 
        return result 
 
    def process_image_showlane(self, img): 
        """ 
        process a single image, find lane, overlay the sliding window on top 
        """ 
        # THRESHOLDING GAMBAR 
        img_thresh = thresholdIMG(img) 
 
 # PP TRANSFORM 
        top_down, perspective_M = corners_unwarp(img_thresh, self.mtx, self.dist) 
         
# DETEKSI GARIS 
        pts, pts_raw, out_img = findLanes(top_down) 
         
# DISPLAY HASIL DETEKSI 
        result,degrees = visualLane(img, pts, pts_raw, perspective_M) 
         
# overlay lane detection on the original image 






        if degrees > 35: 
            degrees = 35 
        elif degrees < -35: 
            degrees = -35 
 
        resized_img = cv2.resize(out_img, (420, 240)) 
        #resized_img = cv2.resize(out_img, (200, 120)) #for 360p 
        #resized_img = cv2.resize(out_img, (300, 180)) #for 540p 
         
for c in range(0, 3): 
            # tampilkan deteksi sliding window dengan 0.5 transparency 
            result[0:240, 420:840, c] = (0.5*result[0:240, 420:840, c] + 0.5*resized_img[:, 
:, c]) 
            #result[0:120, 200:400, c] = (0.5*result[0:120, 200:400, c] + 0.5 * 
resized_img[:, :, c])  
            #result[0:180, 300:600, c] = (0.5 * result[0:180, 300:600, c] + 0.5 * 
resized_img[:, :, c])  
        return result 
 
 
    def process_video(self): 
        """ 
        FUNGSI ALGORITMA KESELURUHAN PADA SETIAP FRAME DAN 
GABUNGKAN SELURUH FRAME PADA OUTPUT VIDEO 
""" 
        out_clip = self.clip.fl_image(self.process_image_showlane) 
        out_clip.write_videofile(self.output, audio=False) 
 
#PROGRAM UTAMA 
if __name__ == "__main__": 
 
    # ambil data kalibrasi pada file hasil program kalibrasi kamera 
    dist_pickle = pickle.load( open( "camera_cal/calibration_undistort.p", "rb" ) ) 
    mtx = dist_pickle["mtx"] 
    dist = dist_pickle["dist"] 
 
    # input data kalibrasi pada video processor 
    vp = videoProcessor("project_video.mp4", mtx, dist) 
 
    # mulai processing video dan generate output video 



























4. Output Program Utama 
 
 
 
