Abstract. In this paper, we established the boundedness of m-linear Marcinkiewicz integral on Campanato type spaces. We showed that if the m-linear Marcinkiewicz integral is finite for one point, then it is finite almost everywhere. Moreover, the following norm inequality holds,
Introduction and Main Results
It is well known that the following classical Marcinkiewicz integral of higher dimension was first introduced and studied by E. M. Stein [27] in 1958. 
,
Stein showed that the Marcinkiewicz integral µ Ω is of weak type (1, 1) and type (p, p) (1 < p 2), where the Lipschitz continuous function Ω is homogeneous of degree zero and its integration on the unit sphere vanishes. Later, Stein's L p result was further extended by Benedek, Calderón and Panzone [1] to the case 1 < p < ∞ when the kernel belongs to C 1 (S n−1 ). In the connection of µ Ω , the parametric Marcinkiewicz integral operator µ Ω,ρ was first considered by Hörmander [19] in 1960. Since then, many works have been done for Marcinkiewicz integral or its related parametric operators. L p boundedness for these operators were well discussed [10, 11, 12] and there were also some related results on function spaces, such as Triebel-Lizorkin spacesḞ α pq (R n ) [2, 3, 36] , Hardy spaces [14, 33] , Campanato spaces, [29, 30, 31, 13] . A nice survey was given by Lu [24] .
It is also well known that, the multilinear operators were first introduced and studied by Coifman and Meyer [7, 8] in the 70s. After the celebrated works of them, the topic was retaken by several authors, including Christ and Journé [5] , Kenig and Stein [21] , Grafakos and Torres [15, 16] and Lerner et al [23] . The study of multilinearization of Littlewood-Paley's square function can be traced back to the work of Coifman and Meyer [9] . Some improvement can be found in the works of Yabuta [38] , Sato and Yabuta [32] . Recently, some weighted results for multilinear Littlewood-Paley operators, in particular, the multilinear Marcinkiewicz integral, were established in [4] . To state some known results, we first introduce some definitions. Definition 1.1. (Multilinear Marcinkiewicz integral [4] ). Let Ω be a function defined on (R n ) m with the following properties: Let Ω be a function defined on (R n ) m with the following properties:
(i) Ω is homogeneous of degree 0, i.e., (1.2) Ω(λ y) = Ω( y); for any λ > 0 and y = (y 1 , · · · , y m ) ∈ (R n ) m .
(ii) Ω is Lipschitz continuous on (S n−1 ) m , i.e. there are 0 < α < 1 and C > 0 such that for any ξ = (ξ 1 , · · · ξ m ), η = (
where (y 1 , · · · , y m ) ′ = (y 1 ,··· ,ym) |y 1 |+···+|ym| , and it should be noted that (y 1 , · · · , y m )
′ is not an element of (S n−1 ) m ; (iii) The integration of Ω on each unit sphere vanishes, For any f = (f 1 , · · · , f m ) ∈ S × · · · × S, we can define the operator F t for any t > 0 as If m = 1, it is easy to see that µ( f ) coincides with µ Ω (f ) which was defined and studied by Stein [27] . If m ≥ 2, Chen, Xue and Yabuta [4] recently gave the following result.
To state some other results, we begin with the definition of Campanato type spaces. Definition 1.2. (Campanato space). ( [13] ) Let 1 ≤ p < ∞ and −n/p ≤ α < 1. A locally integrable function f is said to belong to the Campanato space E α,p (R n ) if there exists a constant C > 0 such that for any ball B ⊂ R n ,
where the supremum is taken over all cubes in R n with sides parallel to the coordinate axes, and f B denotes the average of f over B, that is,
In 1987, Han [17] proved the following result, which was improved later by Lu, Ding and Xue [13] with more weaker conditions assumed on the kernel.
Theorem B.
Suppose Ω is continuous on S n−1 , satisfies a Lip α condition for 0 < α ≤ 1, and its integration on S n−1 vanishes. If f ∈ BMO(R n ) and µ Ω (f )(x) is finite on a set of positive measure, then µ Ω (f )(x) is finite a.e. on R n , and there exists a positive constant C, independent of f , such that
Remark 1.4. Previous works can be traced back to the celebrated theorem given by Wang [29] and Kurtz [22] for g-function. Theorem A also holds for Lusin's Area integral, Littlewood-Paley g * λ -function. Moreover, similar results were treated for the above operators on Campanato type spaces ( [25] , [26] , [13] , [18] ).
In 1990, Wang and Chen [31] gave the following interesting result.
is finite a.e. on R n , and there exists a positive constant C, independent of f , such that
Similarly results still hold for Littlewood-Paley g-function, Lusin's area integral S, Littlewood-Paley g
In this paper, we shall give a multilinear analogue of Theorem C for the multilinear Marcinkiewicz integral. Our main results are as follows. Theorem 1.1. Let Ω be a function defined on R mn , satisfying (1.2) , Lipschitz continuous condition (1.3) and (1.4) 
e. on R n , and there exists a positive constant C, independent of f , such that
Let Ω be a function defined on R mn , satisfying (1.2) , Lipschitz continuous condition (1.3) and (1.4) with index replaced by β. Suppose that µ is bounded from
, µ( f ) is either infinite everywhere or finite almost everywhere, and in the latter case, the following inequality holds,
Let Ω be the same as in the above theorem. Suppose that 0 < α < β/2, and f j ∈ Lip α j , j = 1, · · · , m. Then µ( f ) is either infinite everywhere or finite almost everywhere and in the latter case,
where C > 0 is independent of f .
The article is organized as follows. Some basic lemmas will be presented in Section 2. The proof of Theorem 1.1 will be given in Section 3. In Section 4, we will demonstrate the proofs of Theorem 1.2 and Theorem 1.3. Finally, in Section 5, some extensions will be presented for the operators with separated kernels and more general type kernels .
Some basic lemmas
To prove our Theorems, we prepare some lemmas.
Proof. We see easily that
The first term is bounded by (2 −k t) α f E p,α , and
For the last term, we have
Altogether, we obtain
Since 2r ≤ 2 −k 0 t < 4r, we have the required estimate.
.
Proof.
We see that
Hence we have
from which it follows the desired estimates.
Proof. Let k 0 ∈ N satisfy 2r ≤ 2 −k 0 t < 4r. Then, using Lemma 2.1, we have
Lemma 2.4. Let B = B(x 0 , r). Let x ∈ B, t > 8r, 0 < β < 1 and α ∈ R.
and α + γ < β in the case 0 < α ≤ 1. Suppose furthermore that α = α 1 + · · · + α m and α 1 , · · · , α m satisfiy one of the following three conditions:
Proof. Using Lemma 2.2, we have
, α > 0, which implies the desired conclusion.
Proof of Theorem 1.1
Proof. It suffices to verify that for any f j ∈ BMO(R n ), if there exists y 0 ∈ R n such that µ( f )(y 0 ) < ∞, then for any ball B ⊂ R n , with y 0 ∈ B,
For each fixed ball B as above, let r be its radius. Set
By the vanishing condition (1.4) of Ω, we can see that for any x ∈ B,
So, by the boundedness of µ in Theorem A, we have
Notice that,
So we only need to show for any x ∈ B,
Thus, to finish the proof of the theorem, it suffice to prove that for any x, z ∈ B,
It is easy to see that
Now the vanishing moment of Ω further tells us that for z ∈ R n and t 1 , . . . , t m > 0,
For z ∈ R n , r > 0 and t > 8r, B(z, t) m can be decomposed into the following disjoint union
By (3.4) we see that
For any fixed x ∈ B and t ≥ 8r, set
Then by (3.5), (3.6), (3.7), (3.8) and (3.9) we have for any x, z ∈ B,
Therefore, the proof of inequality (3.3) can be reduced to proving that for any x, z ∈ B,
To show this we first introduce some notations. We fix x and z, and for t > 0 write Ξ(x, t) = {y ∈ R n : 8r ≤ |x − y| < t, 8r ≤ |z − y| < t};
Ξ(z, t) = {y ∈ R n : 8r ≤ |z − y| < t, 8r ≤ |x − y| < t};
Γ(x, t) = {y ∈ R n : 8r ≤ |x − y| < t, |z − y| ≥ t};
Γ(z, t) = {y ∈ R n : 8r ≤ |z − y| < t, |x − y| ≥ t};
Λ(x, t) = {y ∈ R n : 8r ≤ |x − y| < t, |z − y| < 8r}; Λ(z, t) = {y ∈ R n : 8r ≤ |z − y| < t, |x − y| < 8r};
Ξ(x, y) = {t > 0 : 8r ≤ |x − y| < t, 8r ≤ |z − y| < t}; Ξ(z, y) = {t > 0 : 8r ≤ |z − y| < t, 8r ≤ |x − y| < t};
Γ(x, y) = {t > 0 : 8r ≤ |x − y| < t, |z − y| ≥ t}; Γ(z, y) = {t > 0 : 8r ≤ |z − y| < t, |x − y| ≥ t};
Λ(x, y) = {t > 0 : 8r ≤ |x − y| < t, |z − y| < 8r}; Λ(z, y) = {t > 0 : 8r ≤ |z − y| < t, |x − y| < 8r};
Moreover, some immediate consequences are
and Ξ(x, t) = Ξ(z, t) =: Ξ(t), Ξ(x, y) = Ξ(z, y) =: Ξ(y).
Using these notations, we have
In the above, we did not explicitly write all the permutated terms for the sake of simplicity.
For x, z ∈ B, we have by Lemma 2.3
which leads to
and similarly,
For H t,4 ( f ), note that for any x, z ∈ B the length of t can be controlled by
and for any t ∈ ∩ m j=1 Θ j (x, y j ), t > 1 m ( m j=1 |x−y j |). Then we can obtain the following estimate by using Lemma 2.5 6 ( f ), we may assume y 1 , · · · , y l ∈ Ξ(t) and y l+1 , · · · , y m ∈ Λ(x, t). Then by the simple calculation and by Lemma 2.3, we have
So, we obtain
Similar estimate holds for H l t,7 ( f ). It remains to estimate H t,1 ( f ). We employ the Lipschitz continuous condition (ii) of Ω and Lemma 2.5 to get the following.
Thus, we have proved (3.3) . This completes the proof of Theorem 1.1.
Proofs of Theorems 1.2-1.3
Proof of Theorem 1.2. Similarly to the proof of Theorem 1.1, to prove Theorem 1.2, it suffices to show that for any f j ∈ E α j ,p j (R n ) with f j E α j ,p j = 1, if there exists y 0 ∈ R n such that µ( f )(y 0 )) < ∞, then for any ball B ⊂ R n with B ∋ y 0 ,
Let r be the radius of B, µ r ( f ) and µ ∞ ( f ) be the same as in (3.1) and (3.2), respectively. Since,
by the vanishing moment of Ω, we can write
By Theorem A, we can write
Thus, the proof of Theorem 1.2 is now reduced to prove that for any x, z ∈ B,
If −m < α < ∞, p ∈ (1, ∞) a standard computation gives us that for any z ∈ B and t 1 , . . . , t m > 0,
(We shall use this fact to prove Theorem 1.3 for 0 < α ≤ 1.) On the other hand, if p ∈ (n, ∞) and α ∈ (−∞, 0), it follows from Hölder's inequality that
Hence for any x, z ∈ B, according to (4.2) and (4.3), we see that
Therefore by (3.5), (4.4), (4.5), (4.6) and (3.9) we have for any x, z ∈ B,
, where H t ( f )(x, z) is the same as in the proof of Theorem 1.1. Again decompose
Applying Hölder's inequality and the Lipschitz continuous condition of Ω, we obtain by Lemma 2.5 that for any x, z ∈ B,
On the other hand, by Lemma 2.3 we get
Similarly we get
Like as in getting (3.12) in the proof of Theorem 1.1. we obtain by using Lemma 2.5
Similar estimate holds for H t,5 ( f )(x, z).
As for H l t,6 ( f )(x, z) and H l t,7 ( f )(x, z), similarly by using Lemma 2.3 we have
Combine the estimates for H t,i ( f )(x, z)(1 ≤ i ≤ 5), H l t,6 ( f ) and H l t,7 ( f ), we obtain that for any x, z ∈ B, (4.1) holds. We complete the proof of Theorem 1.2. (ii) Ω j is Lipschitz continuous on S n−1 , i.e. there is 0 < α < 1 and C > 0 such that for any ξ, η ∈ R
where y ′ = y |y| ; (iii) The integration of Ω j on each unit sphere vanishes,
For any f = (f 1 , · · · , f m ) ∈ S × · · · × S, we define the operator F t for any t > 0 as
Finally, the multilinear Marcinkiewicz integralμ is defined bỹ
It is easily seen that
Hence, the 
In fact, if the above inequality (5.6) holds, theñ
This implies thatμ r ( f )(x) < +∞ a.e. on B. Therefore,μ( f )(x) < +∞ a.e. on B. Since B ∋ x 0 is arbitrary, it follows thatμ( f )(x) < +∞ for almost every on x ∈ R n . To show inequality (5.6), we follow the steps in the proof of Theorems 1.1-1.3. As before, we see that
From this we see easily that the same estimates as 4.4, 4.5, and 4.6 hold. Hence, to show inequality (5.6) we have only to show
where as before H t ( f )(x, z) is defined by
We may use the following estimate as before:
(i) In the case α < 0, using Lemmas 2.4 and 2.3, we have
So, we have
(ii) In the case α = 0, using Lemmas 2.4 and 2.3, we have
for some 0 < γ < β. So, we have
(iii) In the case 0 < α < β/2,using Lemmas 2.4 and 2.3, we have
f j E α j ,1 .
(II) As for H t,2 ( f ), we have for x, z ∈ B,
. So, we obtain the following estimate:
We have a similar estimate for H t,5 ( f )(x, z). Hence, using Lemma 2.5, we get
(IV) As for H t,6 ( f ), we see that
(i) In the case α < 0, we have by using Lemma 2.3
We have a similar estimate for H ℓ t,7 ( f ). (ii) In the case α = 0, we have by using Lemma 2.3
for some sufficiently small γ > 0. Hence we have
(iii) In the case α > 0, we have by using Lemma 2.3
We have a similar estimate for H 
, we define the operator F t for any t > 0 as
where | y| = |y 1 | + · · · + |y m | and B(x, t) = {y ∈ R n : |y − x| ≤ t}. Define the multilinear Marcinkiewicz integral µ by
Then an open conjecture is as follows:
Conjecture 5.2. If Ω satisfies the conditions (i), (ii) and (iii) in Definition 5.2 and µ is bounded from
. . , p m < ∞ with 1/p = 1/p 1 + 1/p 2 + · · · + 1/p m .
We can only prove it for some special case, here we give two examples.
Example 5.3.
where Ω j is homogeneous of degree 0 on R n , Lipschitz continuous on S n−1 , and S n−1 Ω j (y j ) dy j = 0 for j = 1, . . . , m. Example 5. 4 .
where Ω j is odd and homogeneous of degree 0 on R n , and Lipschitz continuous on S n−1 for j = 1, . . . , m. 
Proof. Since sin z = Since the above convergence of sin z is uniform on every compact set of C, and Ω j 's are Lipschitz continuous on S n−1 , this convergence is uniform on B(0, t) × B(0, t) × · · · × B(0, t) for any fixed 0 ≤ t < ∞. Hence, for any f j ∈ S(R n ) (j = 1, . . . , m), we have (Ω 1 (y 1 ))
By (5.12), (5.13), (5.14), the L p boundedness of the Hardy-Littlewood maximal function, Minkowski's inequality and Young's inequality, we obtain for 1 < p 1 , p 2 , . . . , p m < ∞ with 1/p = 1/p 1 + 1/p 2 + · · · + 1/p m
which completes the proof of our Claim 1.
