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A MULTIDIMENSIONAL SZEMER ´EDI THEOREM IN THE PRIMES
BRIAN COOK, ´AKOS MAGYAR, TATCHAI TITICHETRAKUN
ABSTRACT. Let A be a subset of positive relative upper density of Pd, the d-tuples of primes. We prove that
A contains an affine copy of any finite set F ⊆ Zd, which provides a natural multi-dimensional extension
of the theorem of Green and Tao on the existence of long arithmetic progressions in the primes. The proof
uses the hypergraph approach by assigning a pseudo-random weight system to the pattern F on a d+ 1-partite
hypergraph; a novel feature being that the hypergraph is no longer uniform with weights attached to lower
dimensional edges. Then, instead of using a transference principle, we proceed by extending the proof of the
so-called hypergraph removal lemma to our settings, relying only on the linear forms condition of Green and
Tao.
1. INTRODUCTION
1.1. Background. A celebrated theorem in additive combinatorics due to Green and Tao [7] establishes
the existence of arbitrary long arithmetic progressions in the primes. It is proved that if A is a subset of the
primes of positive relative upper density then A necessarily contains infinitely many affine copies of any
finite set of integers. As such, it might be viewed as a relative version of Szemere´di’s theorem [17] on the
existence of long arithmetic progressions in dense subsets of the integers.
Another fundamental result in this area is the multi-dimensional extension of Szemere´di’s theorem origi-
nally proved by Furstenberg and Katznelson [3]. It states that if A ⊆ Zd is of positive upper density then
A contains an affine copy of any finite set F ⊆ Zd. The proof in [3] uses ergodic methods however a more
recent combinatorial approach was developed by Gowers [5] and also independently by Nagel, Ro¨dl and
Schacht [14].
It is natural to ask if a multi-dimensional extension of the result of Green and Tao, or alternatively if a
relative version of the Furstenberg-Katznelson theorem can be established. In fact, this question was raised
already in [18] where the existence of arbitrary constellations among the Gaussian primes was shown. A
partial result was obtained earlier by the first two authors [2], where it was proved that relative dense subsets
of Pd contain an affine copy of any finite set F ⊆ Zd which is in general position, in the sense that each
coordinate hyperplane contains at most one point of F .
A common feature of the above mentioned results is that they use an embedding of the underlying sets
(the primes or the Gaussian primes) into a set which is sparse but sufficiently random with respect to the
pattern F . In our case when the set F is not in general position (the simplest example being a 2-dimensional
corner) this does not seem possible, due to the extra correlations arising from the direct product structure.
For example if 3 vertices of a rectangle are in P2, then the fourth vertex is necessarily in P2, a type of self-
correlation not present in the one dimensional case or the Gaussian primes.
Another approach, already partly used in [18], is to establish a hypergraph removal lemma [5], [14] for
sparse uniform hypergraphs or alternatively with weights attached to the faces. This approach has been
utilized by the second and third authors [13] to show the existence of d-dimensional corners (simplices with
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edges parallel to the coordinate axis) in dense subsets of Pd. Recently a proof based on hypergraph theory
using only the linear forms conditions, has been obtained in [1], covering both the original Green-Tao theo-
rem and the case of the Gaussian primes.
In all of the above approaches the crucial point is to prove a removal lemma for a weighted (or sparse)
uniform hypergraphs, using transference arguments to remove the weights from the hyperedges. As op-
posed, for a general constellation in Pd the hypergraph approach leads to a weighted closed hypergraph
with weights attached possibly to any lower dimensional edge, and the usual transference principles do not
apply. Our approach is different, we are not trying to remove the weights and hence to reduce the problem to
previously known results, but to extend the proof of the hypergraph regularity and removal lemmas directly
to the weighted settings, which might be of independent interest. In this aspect our argument is essentially
self-contained, relying only on results from sieve theory, namely on the so-called linear forms conditions [7].
Simultaneously with our original work on this problem, the existence of arbitrary constellations in rela-
tive dense subsets of Pd has also been shown by Tao and Ziegler [20], using an entirely different method
based on an infinite number of linear forms conditions to obtain a weighted version of the Furstenberg cor-
respondence principle, and a short, elegant proof by Fox and Zhao [4] has been obtained afterwards using
sampling arguments. Both of the above proofs however rely on full force of the results of Green, Tao and
Ziegler developed in [8],[9],[10] for the study of asymptotic number of prime solutions for systems linear
equations. As such the methods of [20], and [4] are do not provide bounds, while from our approach one can
extract quantitative statements. The bounds, though recursive, are rather poor (iterated tower-exponential
type) and we do not pursue to explicitly calculate them here. Also, as we rely only on sieve-tech niques our
approach is somewhat flexible, i.e. it might not be hard to modify it to count the number of small copies of
a finite set F , of size N ε, in a set A ⊆ [1, N ]d ∩ Pd of positive relative density.
1.2. Main results. Let us recall that a set A ⊆ Pd is of positive relative upper density if
lim sup
N→∞
|A ∩ PdN |
|PN |d
> 0,
where PN denotes the set primes up to N , and |A| stands for the cardinality of a set A. If F ⊆ Zd is a finite
set, we say that a set F ′ is an affine copy of F , or alternatively that F ′ is a constellation defined by F , if
F ′ = x+ t · F = {x+ ty; y ∈ F}.
We call F ′ non-trivial if t 6= 0. Our main result is the following.
Theorem 1.1. If A is a subset of Pd of positive upper relative density, then A contains infinitely many
non-trivial affine copies of any finite set F ⊆ Zd.
Note that it is enough to show that the set A contains at least one non-trivial affine copy of F , as deleting
the set F from A will not affect its relative density. Also, replacing the set F by F ′ = F ∪ (−F ) one can
require that the dilation parameter t is positive. By lifting the problem to a higher number of dimensions,
it is easy to see that one can assume that F forms the vertices of a d-dimensional simplex. Indeed, let
F = {0, x1, . . . , xk}, choose a set of k linearly independent vectors {y1, . . . , yk} ⊆ Zk, and define the set
∆ := {0, (x1, y1), . . . , (xk, yk), zk+1, . . . , zk+d} ⊆ Zk+d such that the vectors of ∆\{0} form a basis of
Rk+d. If the set A′ = A× Pk contains an affine copy of ∆ then clearly A contains an affine copy of the set
π(∆) ⊇ F , where π : Rd × Rk → Rd is the natural orthogonal projection.
In the case when ∆ ⊆ Zd is a d-dimensional simplex, we prove a quantitative version of Theorem 1.1.
To formulate it we define the quantity
l(∆) :=
d∑
i=1
|πi(∆)|, (1.2.1)
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πi : Rd → R being the orthogonal projection to the i-th coordinate axis.
Theorem 1.2. Let α > 0 and let ∆ ⊆ Zd be a d-dimensional simplex. There exists a constant c(α,∆) > 0
such that for any N > 1 and any set A ⊆ PdN such that |A| ≥ α |PN |d, the set A contains at least
c(α,∆)Nd+1 (log N)−l(∆) affine copies of the simplex ∆.
Note that in Theorem 1.2 we do not require the copies of ∆ to be non-trivial, thus without loss of generality,
N can be assumed to be sufficiently large with respect to α and ∆. It is clear that Theorem 2 implies Theo-
rem 1 as the number of trivial copies of ∆ in A is at most Nd (log N)−d.
To see why the above lower bound is meaningful, note that there are ≈ Nd+1 affine copies of ∆ in
[1, N ]d, and for a fixed i the probability that all the i-th coordinates of an affine copy ∆′ are primes is
roughly (logN)−|pii(∆)|. Thus if the prime tuples behave randomly, the probability that ∆′ ⊆ Pd is about
(logN)−l(∆).
In the contrapositive, Theorem 1.2 states that if a set A ⊆ PdN contains at most δNd+1(logN)−l(∆) affine
copies of ∆, then its relative density is at most ǫ, where ǫ = ǫ(δ) is a quantity such that ǫ(δ)→ 0 as δ → 0.
As for a number of similar results [7], [18], [2], [20], to prove this, one formulates a statement involving a
pseudo-random measure ν = ν(N) : [1, N ]→ R+.
1.3. The Green-Tao measure and the linear forms condition. Let us recall the pseudo-random measure
ν introduced by Green and Tao, and (a slight variant of) the so-called linear forms condition, see [7], Sec.9.
Let ω be a sufficiently large number and let W =
∏
p≤ω p be the product of primes up to ω. For given
b relative prime to W define the modified von Mangoldt function Λ¯b : Z→ R≥0 by
Λ¯b(n) =
{
φ(W )
W log(Wn+ b) if Wn+ b is a prime
0 otherwise.
Here φ is the Euler function. Note that by Dirichlet’s theorem on the distribution of primes in residue classes
one has that
∑
n≤N Λ¯b(n) = N(1 + o(1)). A crucial fact is that the function Λ¯b is majorized by divisor
sums closely related to the so-called Goldston-Yildirim divisor sum [7], [11]
ΛR(n) =
∑
d|n,d≤R
µ(d) log(R/d),
µ being the Mobius function and R = Nd−12−d−5 . Indeed, for given small parameters 0 < ε1 < ε2 < 1
(whose values will be specified later), recall the Green-Tao measure
νb(n) =
{
φ(W )
W
ΛR(Wn+b)
2
log R if ε1N ≤ n ≤ ε2N ;
1 otherwise.
Clearly νb(n) ≥ 0 for all n, and it is easy to see that
νb(n) ≥ d
−12−d−6 Λ¯b(n) (1.3.1)
for all ε1N ≤ n ≤ ε2N , for N sufficiently large. Indeed, this is trivial unless Wn + b is a prime, and in
that case, since ε1N > R, ΛR(Wn + b) = log R ≥ d−12−d−5 log N . Note that the measure ν is in fact
dependent on N , however following [7] we do not explicitly indicate that.
Let us briefly recall the pseudo-randomness properties of the measures νb - the so called linear form
condition - which we will need in the proof. This is a slight modification of the formulation given in [7],
however the proof works without any changes.
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Theorem A (Linear forms condition, [7]). Let N , W and the measures νb be as above, and let m0, t0, k0 ∈
N be small parameters. Then the following holds.
For given m ≤ m0 and t ≤ t0, suppose that {li,j}1≤i≤m,1≤j≤t are arbitrary integers at most k0 in ab-
solute value, and that {bi} are arbitrary numbers relative prime to W . If the linear forms
Li(x) =
t∑
j=1
li,j xj,
are non-zero and pairwise linearly independent over the rationals then
E
(
m∏
i=1
νbi(Li(x)); x ∈ Z
t
N
)
= 1 + oN,W→∞;m0,t0,k0(1), (1.3.2)
where the o(1) term is independent of the choice of the bi’s.
In the above formula the linear forms Li(x) are considered as acting on (Z/NZ)t and the error term
oN,W→∞;m0,t0,k0(1) denotes a quantity that tends to 0 as both N → ∞ and W → ∞, for any fixed
choice of m0, t0, k0. In our context it is important to let W =
∏
p≤ω p be independent of N to obtain the
quantitative lower bound in Theorem 1.2, see also the remarks in [7] (Sec.11). As all error terms in (1.3.2)
are independent of the choice of bi’s, we will write ν for νbi for simplicity of notations.
With the aid of this measure, we define the weight of a finite set S ⊆ Zd as
w(S) :=
d∏
i=1
∏
y∈pii(S)
ν(y) (1.3.3)
where πi(S) is the canonical projection of S to the i-th coordinate axis. If S = {x} we will write w(x) :=
w({x}) =
∏d
i=1 ν(xi). The point is that if Wx+ b ∈ PdN (and x ∈ [ε1N, ε2N ]d ), then
w(x) ≈ (logN)d. (1.3.4)
The implicit constant depends only on d and W - which we will choose sufficiently large but independent
of N . Moreover for ∆ ⊆ [ε1N, ε2N ]d such that W∆+ b ⊆ A ⊆ PdN one has
w(∆) ≈ (logN)l(∆). (1.3.5)
Thus identifying [1, N ] with ZN = Z/NZ it is easy to show that (see Sec.5) Theorem 1.2 follows from
Theorem 1.3. Let ∆ = {v0, · · · , vd} ⊆ Zd be a d-dimensional simplex and let δ > 0. Let N be a large
prime and let A ⊆ ZdN satisfy
Ex∈ZdN ,t∈ZN
( d∏
i=0
1A(x+ tvi)
)
w(x+ t∆) ≤ δ. (1.3.6)
Then there exists ǫ = ǫ(δ) such that
Ex∈ZdN1A(x)w(x) ≤ ǫ(δ) + oN,W→∞;∆(1).
Moreover ǫ(δ)→ 0 as δ → 0.
We describe below some of the key elements of the proof. The details are given in the remaining sections.
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1.4. A Removal Lemma for weighted hypergraph systems. We will use the construction of a weighted
hypergraph associated to a set A ⊆ ZdN and a simplex ∆ = {v0, . . . , vd} given in [18].
Definition 1.1 (Hypergraph System.). Let J = {0, 1, . . . , d},H := {e : e ⊆ J}, and for a set e ∈ H, let
Ve = ZeN =
∏
j∈e ZN . Identify Ve as the subspace of elements x = (x0, . . . , xd) ∈ VJ such that xj = 0 for
all j /∈ e and let πe : VJ → Ve denote the natural projection. For e = {j} we write Vj := V{j} and for a
given H ⊆ H, we will call the quadruplet (J, VJ ,H, d) a hypergraph system.
From a graph theoretical point of view we can think of a point xe (e ∈ H, |e| = d), as a d-simplex with
vertices {xj : j ∈ e}. A set Ge ⊆ Ve then may be viewed as a d-regular d-partite hypergraph with ver-
tex sets Vj (j ∈ e). Similarly a point x ∈ VJ represents a d + 1-simplex with faces xe := (xj)j∈e for
e ∈ Hd := {e ⊆ J, |e| = d}.
For a given e ⊆ J define the σ−algebra Ae = {π−1e (F ) : F ⊆ Ve}, which will play an important role
in the proof of the removal lemma. For a given set A ⊆ ZdN and for e = J\{j}, let
Ee = {x ∈ VJ :
d∑
i=0
xi(vi − vj)} ∈ A (1.4.1)
Note that Ee ∈ Ae as the expression in (1.4.1) is independent of the coordinate xj .
Definition 1.2 (Weighted system). We will define now a family of functions νe : VJ → R+, µe : VJ → R+.
For e ∈ Hd, e = J\{j} and 1 ≤ k ≤ d. Define
Lke(x) =
d∑
i=0
xi(v
k
i − v
k
j ) (1.4.2)
where vki denotes the kth−coordinate of the vector vi. We partition the family of forms
L := {Lke ; |e| = d, 1 ≤ k ≤ d}
according to which coordinates they depend on. For this we define the support of a linear form L(x) =∑d
k=0 akxk as supp(L) = {k : ak 6= 0}. For a given e ⊆ J , define
νe(x) =
∏
L∈L,supp(L)=e
ν(L(x)) , µe(x) =
∏
L∈L,supp(L)⊆e
ν(L(x)), (1.4.3)
with the convention that νe ≡ 1 if {L; supp(L) = e} = ∅.
Note that if ∆ = {v0, · · · , vd} is in general position, that is if vki 6= vkj for all i 6= j and k then supp(Lke )
= e for all e ∈ Hd hence
µe(x) = νe(x) =
d∏
k=1
ν(Lke(x))
In general, we have µe(x) =
∏
f⊆e νf (x) and also µe(x) = µe(πe(x)), that is µe is constant along the
fibers of the projection πe. We will refer the functions νe and µe as weights and measures respectively. To
emphasize this point of view we will often use the integral notation and write∫
VJ
F (x) dµe(x) := Ex∈VJF (x)µe(x), and
∫
Ve
Fe(x) dµe(x) := Ex∈VeFe(x)µe(x),
for functions F : VJ → R and Fe : Ve → R. Thus we could think of µe as a measure on VJ or on the
subspace Ve, the exact interpretation will be clear from the context. Note that it follows easily from the
linear forms condition that µe(Ve) =
∫
Ve
1 dµe = 1 + oN,W→∞(1) (similarly µe(VJ) = 1 + oN,W→∞(1)),
see Lemma 2.1.
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Let us observe now some properties of the family of linear formsLwhich will play a crucial role in the proof.
If e = J\{j}, e′ = J\{j′} then supp(Lke′) ⊆ e if and only if vkj = vkj′ and that is equivalent toLke′ = Lke .We
call such a familyL well-defined. Since for a given e ∈ Hd, the forms {Lke , 1 ≤ k ≤ d} are linearly indepen-
dent any two distinct forms of the family L are linearly independent. We will refer to such families of forms
as being pairwise linearly independent. Also let M = {x ∈ VJ : x0 + . . .+ xd = 0}. Then for any x ∈M ,
Lke(x) = L
k
e′(x) for all e, e′ ∈ Hd and k. We call a family of linear forms L = {Lke ; e ∈ Hd, 1 ≤ k ≤ s}
satisfying this property symmetric.
To see how the weighted hypergraph {νe}e∈H is related to our problem we follow [18] to parameterize
affine copies of ∆. Define the map Φ : Zd+1N → Z
d+1
N by
Φ(x) = (
d∑
i=0
xivi,−
d∑
i=0
xi) := (y, t) (1.4.4)
By (1.4.1) and (1.4.4) we have that x ∈ Ee for e = J\{j} if and only if y + tvj ∈ A thus x ∈⋂
e∈Hd
Ee exactly when y + t∆ ⊆ A. Since Φ is one to one, as we assume {v1 − v0, . . . , vd − v0} is a
linearly independent family of vectors, this gives a parametrization of all affine copies of ∆ contained in A
(mod N). Also for e = J\{j}
Lke(x) =
d∑
i=0
xi(v
k
i − v
k
j ) = πk(y + tvj) (1.4.5)
where πk is the orthogonal projection to the kth coordinate axis. This implies that
µe(x) =
∏
supp(L)⊆e
ν(L(x)) =
d∏
k=1
ν(Lke(x)) = w(y + tvj), (1.4.6)
and also
µJ(x) =
∏
L∈L
ν(L(x)) = w(y + t∆). (1.4.7)
Thus the assumption (1.3.6) in Theorem 1.3 translates to
Ex∈VJ
∏
e∈Hd
1Ee(x)µJ (x) = E(y,t)∈Zd+1N
w(y + t∆) ≤ δ. (1.4.8)
On the other hand, recall M = {x ∈ VJ : x0 + · · · + xd = 0} then x ∈ M ∩
⋂
e∈Hd
Ee if and only if
Φ(x) = (y, 0) with y ∈ A, thus by (1.4.4), (1.4.6)
Ey∈Aw(y) = Ex∈M
∏
e∈Hd
1Ee(x)µe′(x) (1.4.9)
for any fixed e′ ∈ Hd. Thus it is easy to see that Theorem 1.3 follows from a removal lemma for weighted
hypergraphs, which we first recall in the unweighted case (where νf ≡ 1 for all f ). See also [18], [5], [14].
Theorem B. (Simplex Removal Lemma)[19]. Let Ee ∈ Ae be given for e ∈ Hd, and let δ > 0. Also let µJ
and µe denote the normalized counting measures on VJ and Ve. There exists ε = ε(δ) > 0 and for every
index set e ∈ Hd there exists a set E′e ∈ Ae such that the following holds.
If
Ex∈VJ
∏
e∈Hd
1Ee(xe) dµJ (x) ≤ δ,
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then ∏
e∈Hd
1E′e(xe) = 0 for all x ∈ VJ ,
Ex∈Ve1Ee\E′e(x)µe(x) ≤ ǫ(δ),
and
ε(δ)→ 0 as δ → 0.
Naturally one would like to extend Theorem B to families of measures {µe}e∈Hd in the weighted case, as
that would easily imply Theorem 1.3 and hence our main result Theorem 1.2. The reason why this seems
difficult is the existence of weights νe on lower dimensional edges |e| < d when the configuration ∆ is not
in general position. Removing these weights does not seem amenable to known “ transference arguments”
developed in [18], [1], [6], [15]. What we prove instead is that the removal lemma extends to a family of
measures µ˜e which are sufficiently small perturbations of the measures µe with respect to a given family of
functions ge : Ve → R. 1
Theorem 1.4. (Weighted Simplex Removal Lemma) Let {νe}e⊆J , {µe}e⊆J be a system of weights and mea-
sures associated to a well-defined, pairwise linearly independent, and symmetric family of linear forms L
as defined in (1.4.3). Let Ee ⊆ Ae, ge : Ve → [0, 1] be given for e ∈ Hd. Then for a given δ > 0 there exists
an ǫ = ǫ(δ) > 0 such that the following holds: If
Ex∈VJ
∏
e∈Hd
1Ee(x)µJ(x) ≤ δ (1.4.10)
then there exists a well-defined and symmetric family of linear forms L˜ = {L˜ke ; e ∈ Hd, 1 ≤ k ≤ d} such
that the associated system of weights and measures {ν˜e}e⊆J , {µ˜e}e⊆J satisfy
Ex∈VJ
∏
e∈Hd
1Ee(x)µ˜J (x) = Ex∈VJ
∏
e∈Hd
1Ee(x)µJ(x) + oN,W→∞(1) (1.4.11)
and for all e ∈ Hd
Ex∈Ve ge(x)µ˜e(x) = Ex∈Ve ge(x)µe(x) + oN,W→∞(1). (1.4.12)
In addition there exist sets E′e ∈ Ae such that⋂
e∈Hd
(Ee ∩ E
′
e) = ∅ (1.4.13)
and for all e ∈ Hd we have
Ex∈Ve1Ee\E′e(x)µ˜e(x) ≤ ǫ(δ) + oN,W→∞(1). (1.4.14)
Moreover, we also have that
ǫ(δ)→ 0, as δ → 0. (1.4.15)
1It seems possible to formulate the properties of weight system {νe}e⊆J so that Theorem 1.4 holds without referring to an
underlying system of linear forms L. For that one would need to formulate a ‘linear forms’ condition for weighted hypergraphs
similar to [18] at an order depending on δ. We will not pursue this approach here.
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Proof [Theorem 1.4 implies Theorem 1.3]
By assumption (1.3.6) in Theorem 1.3 and by (1.4.7),
Ex∈VJ
∏
e∈Hd
1Ee(x) µJ(x) ≤ δ.
For a given e′ ∈ Hd define the function ge′ : Ve′ → [0, 1] as follows. Let φe′ : Ve′ → M be the inverse of
the projection map πe′ : VJ → Ve′ restricted to M , and for y ∈ Ve′ let
ge′(y) :=
∏
e∈Hd
1Ee(φe′(y)).
Applying Theorem 1.4 to the system of weights {νe} and functions {ge} gives a system of measures µ˜e
and sets E′e ∈ Ae satisfying (1.4.11)-(1.4.15). By (1.4.4) we have that x ∈ M ∩
⋂
e∈Hd
Ee if and only if
Φ(x) = (y, 0) with y ∈ A. Moreover in that case w(y) = µe(x) for all e ∈ Hd by (1.4.6), thus for any
given e′ ∈ Hd
Ey∈ZdN1A(y)w(y) = Ex∈M
∏
e∈Hd
1Ee(x)µe′(x) = Ez∈Ve′ge′(z)µe′(z)
= Ez∈Ve′ge′(z)µ˜e′(z) + oN,W→∞(1)
= Ex∈M
∏
e∈Hd
1Ee(x)µ˜e′(x) + oN,W→∞(1).
By (1.4.13), ∏e∈Hd 1Ee ≤ ∑e∈Hd 1Ee\E′e . Then the symmetry of the measures µ˜e (i.e. the fact that
µ˜e(x) = µ˜e′(x) for x ∈M ), (1.4.14) and the fact that 1Ee\E′e is constant on the fibers π−1e (x) implies
Ex∈M
∏
e∈Hd
1Ee(x)µ˜e′(x) ≤
∑
e∈Hd
Ex∈M1Ee\E′e(x)µ˜e′(x)
=
∑
e∈Hd
Ex∈Ve1Ee\E′e(x)µ˜e(x)
≤ (d+ 1) ǫ(δ) + oN,W→∞(1).
Choosing N,W sufficiently large with respect to δ gives
Ey∈ZdN1A(y)w(y) ≤ ǫ
′(δ),
with, say ǫ′(δ) := (d+ 2)ǫ(δ). 
1.5. Weighted box norms and hypergraph regularity. The known proofs of the Simplex Removal Lemma
rely on the so-called Hypergraph Regularity Lemma and the associated Counting Lemma [19],[5],[14], and
in particular the notion of a regular or pseudo-random hypergraph. This can be defined in different ways,
we use a variant of Gowers’s box norms [5] adapted to our settings.
Let e ∈ Hd be fixed. For a given ω ∈ {0, 1}e (i.e. ω : e → {0, 1}), define the orthogonal projection
ωe : Ve × Ve → Ve by
ωe(xe, qe)i =
{
xi if ωi = 0
qi if ωi = 1
(1.5.1)
A MULTIDIMENSIONAL SZEMER ´EDI THEOREM IN THE PRIMES 9
for i ∈ e, and the weighted box norm of a function F : Ve → R, using the notation xf := πf (x) for f ⊆ J ,
as
‖F‖2
d
νe
= Ex,q∈Ve
∏
ω∈{0,1}e
F (ωe(x, q))
∏
f⊆e
∏
ω∈{0,1}f
νf (ωf (xf , qf )) (1.5.2)
Note that if νf ≡ 1 for all f ⊆ e, then ‖F‖νe = ‖F‖ is the usual box norm.
Example 1. Let e = (0, 1) and F : V0 × V1 → R. Then
‖F‖4νe = Ex0,q0∈V0, x1,q1∈V1 F (x0, x1)F (x0, q1)F (q0, x1)F (q0, q1)
× νe(x0, x1)νe(x0, q1)νe(q0, x1)νe(q0, q1) ν0(x0)ν0(q0)ν1(x1)ν1(q1).
The points ωe(x, q) and ωf (xf , qf ) may be viewed as the faces and edges of a d-dimensional octahedron
Kd with vertices {xj , qj ; j ∈ e}. The inner product in (1.5.2) represents the total weight of the octahedron
obtained by multiplying the weights of all edges and vertices. The boxnorm itself is the weighted average
of F over all embeddings of the hypergraph Kd.
It is not hard to see that the ν-norm is indeed a norm (for d ≥ 2) and an appropriate version of the
Gowers-Cauchy-Schwarz inequality holds, see the Appendix). The importance of this norm is that it con-
trols weighted averages over d + 1-dimensional simplices, something which plays an important role in
proving the Counting Lemma. More precisely one has the following.
Proposition 1.1. (Weighted von Neumann inequality) Let Fe : Ve → R be a given functions, such that
|Fe| ≤ 1 for each e ∈ Hd. Then there is an absolute constant C such that∣∣Ex∈VJ ∏
e∈Hd
Fe(πe(x)) µJ(x)
∣∣ ≤ C min
e∈Hd
‖Fe‖νe + oN,W→∞(1). (1.5.3)
The ν-norm has also been defined and studied in [8] see Appendix B-C there, where various forms of
von Neumann type inequalities have been shown. In fact it is not hard to adapt the arguments given there to
prove Proposition 1.1, however as our setting is somewhat different we will include a proof in an appendix.
The above inequality motivates the following
Definition 1.3. Let e ∈ Hd and ε > 0 be fixed and let Ge ⊆ Ve be a d-regular hypergraph. We say that Ge
is ε-regular with respect to the weight system {νf}f⊆e if
‖1Ge − µe(Ge) 1Ve‖νe ≤ ε. (1.5.4)
It is easy to see from Proposition 1.1 that if the sets Ee ∈ Ae are cε− regular for all e ∈ Hd (with a suf-
ficiently small constant c > 0), then Theorem 1.4 holds with {µ˜e} = {µe}. Indeed, writing Ge = πe(Ee),
1Ge = µe(Ge) 1Ve + Fe , and substituting this decomposition into the left side of (1.4.10) we get 2d+1 − 1
error terms each of which is bounded by c′ε (for some small absolute constant c′ > 0 as long as N and W
is sufficiently large with respect to ε), and a main term of the form ∏e∈Hd µe(Ge) which by the assump-
tion of Theorem 1.4 should be less than, say 2ε. This implies that Ex∈Ve1Ge(x)µe(x) = µe(Ge) ≤ δ for
δ = (2ε)
1
d+1 , for at least one e ∈ Hd. Thus the sets E′e := ∅, E′e′ := Ee (e′ 6= e) satisfy the conclusion of
Theorem 1.4.
Of course in general the hypergraphs Ge = πe(Ee) are not sufficiently regular, the bulk of our argument is
to obtain a “Regularity Lemma” in our weighted setting. This roughly says that one can partition the sets Ge
into sufficiently regular hypergraphs with respect to a system of measures µ˜e which are small perturbations
of the initial measures µe. Our proof is based on the iterative process described in [19] however we need
to modify the entire argument because of the presence of weights on the lower dimensional edges. During
the process we construct increasing families of weight systems {νq,e}e∈H¯,q∈Ω which for most values of the
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parameter q will give rise to small perturbations of the initial weight system {νe}e∈H¯.
Let us sketch below how the weights νq,e and the associated measures µq,e arise in the special case d = 2,
ν1 ≡ ν2 ≡ 1.
2 Assume that there is an edge e, say e = (1, 2), so that the graph Ge = πe(Ee) is not
ε-regular. This means
‖F‖νe ≥ ε, (1.5.5)
where F = 1Ge − µe(Ge)1Ve . In view of definition (1.5.2), we may write
‖F‖4νe =
∫
Ve
∫
Ve
F (x)u1q(x1)u
2
q(x2)νe(x1, q2)νe(q1, x2) dµe(x) dµe(q) ≥ ε
4, (1.5.6)
where x = (x1, x2), q = (q1, q2), u1q(x1) = F (x1, q2), and u2q(x2) = F (q1, x2)F (q1, q2). If one defines
the measures µq,e, depending on the parameter q, by
µq,e(x) := νe(x1, q2)νe(q1, x2)µe(x),
then the inner expression in (1.5.6) can be viewed as the inner product
Γ(q) :=
〈
F, u1q · u
2
q
〉
µq,e
=
∫
Ve
F (x)u1q(x1)u
2
q(x2) dµq,e(x), (1.5.7)
on the Hilbert space L2(Ve, µq,e). Thus (1.5.6) translates to Eq∈Ve Γ(q)µe(q) ≥ ε4 while using the linear
forms condition it is easy to see that Eq∈Ve Γ(q)2 µe(q) . 1 thus
Γ(q) & ε4, for q ∈ Ω, (1.5.8)
for a set Ω ⊆ Ve of measure µe(Ω) & ε8. As the functions uiq are bounded, without loss of generality we may
assume that they are indicator functions of sets U iq ⊆ Vi. Let Bq = B1q ∨ B2q denote the σ-algebra generated
by the sets π−1i (U iq) (i = 1, 2) on Ve, and let Eµq,e(1Ge |Bq) be the conditional expectation function of 1Ge
with respect to this σ-algebra and the measure µq,e. Then, as u1q u2q is measurable with respect to Bq we have
〈1Ge − Eµq,e(1Ge |Bq) , u
1
q u
2
q〉µq,e = 0.
This together with (1.5.7) and (1.5.8) implies that for q ∈ Ω we have
〈Eµq,e(1Ge |Bq)− Eµe(1Ge |B0) , u
1
q u
2
q 〉µq,e & ε
4,
where B0 = {Ve, ∅} is the trivial σ-algebra, and Eµe(1Ge |B0) = µe(Ge)1Ve . Then by the Cauchy-Schwartz
inequality, we arrive at
‖Eµq,e(1Ae |Bq)− Eµe(1Ae |B0)‖
2
L2(µq,e)
& ε8. (1.5.9)
Note that, by the Pythagorean theorem, if the second term on the left side would be a conditional expectation
with respect to the measure µq,e then one would obtain an “energy increment”
‖Eµq,e(1Ae |Bq)− Eµq,e(1Ae |B0)‖
2
L2(µq,e)
= ‖Eµq,e(1Ae |Bq)‖
2
L2(µq,e)
− ‖Eµq,e(1Ae |B0)‖
2
L2(µq,e)
& ε8.
To overcome this “discrepancy”, using the linear forms condition, we show that for given B ⊆ Ve one has
for almost every q ∈ Ve
Eq∈Ve |µq,e(B)− µe(B)|
2 µe(q) = oN,W→∞(1).
This in turn implies that
‖Eµq,e(1Ge |B0)− Eµe(1Ge |B0)‖L2(µq,e) = oN,W→∞(1)
and
‖Eµe(1Ge |B0)‖L2(µe) = ‖Eµq,e(1Ge |B0)‖L2(µq,e) + oN,W→∞(1).
2Though our exposition later is self-contained, some familiarity with standard notions and arguments, such the conditional
expectation, energy increment, discussed for example in [19], may be helpful here.
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Then from (1.5.9) we have for almost every q ∈ Ω, that
‖Eµq,e(1Ge |Bq)‖
2
L2(µq,e)
≥ ‖Eµe(1Ge |B0)‖
2
L2(µe)
+ c ε8. (1.5.10)
If F : V → R is a function and (V,B, µ) is a measure space, the quantity ‖Eµ(F |B)‖2L2(µ) is sometimes
referred to as the “energy” of the function F with respect to the measure space (V,B, µ), so (1.5.10) is telling
that if Ge is not ε-uniform with respect to the initial measure spaces (Ve,B0, µe) then its energy increases
by a fixed amount when passing to the measure spaces (Ve,Bq, µq,e) for (almost) every q ∈ Ω. One can
iterate this argument to arrive to a family of measure spaces (Ve,Bq,e, µq,e)e∈Hd, q∈Ω such that the atoms
Gq,e ∈ Bq,e become sufficiently uniform, thus obtaining a parametric version of the so-called Koopman-
von Neumann decomposition, see [19]. This can be further iterated to eventually obtain a regularity lemma.
Note that the number of linear forms defining the measures µq,e is increasing at each step of the iteration,
causing the linear forms condition to be used at a level depending eventually on the relative density of the
set A and not just on the dimension d.
1.6. Outline of the paper. In Section 2 we describe the type of parametric weight systems {νq,f}f∈H, q∈Z
that we encounter later on. Here we also discuss their basic properties such as stability and symmetry. In
Section 3 we introduce the energy increment argument for parametric systems, as well as prove a regularity
lemma. Section 4 is devoted to proving the counting and removal lemmas. Many of our arguments in Sec-
tion 3 and Section 4 may be viewed as an extension of those in [19]. In the last section we obtain our main
results stated in the introduction. The basic properties of weighted box norms are discussed in an Appendix.
As for our notations most, of our variables are vector type, although we do not emphasize this. We think
of the initial data ∆ = {v0, . . . , vd} being fixed throughout, and do not denote the dependence on various
elements of ∆. For example we write Y = O(X) or Y . X if Y ≤ C X for some constant C > 0
depending only on the vectors vi or the dimension d. If y1, . . . , ys and X additional parameters we write
Oy1,...,ys(X) for a quantity Y bounded by C(y1, . . . , ys)X or equivalently Y .y1,...,ys X.
We’ll utilize the linear forms condition throughout the paper, giving rise to error terms which tends to 0
as both N → ∞ and W → ∞ for any fixed choice of the parameters y1, . . . , ys on which they may de-
pend. The standard notation for such terms would be oN,W→∞;y1,...,ys(1), which for simplicity we will write
oy1,...,ys(1). Finally as all estimates in the linear forms condition involving the weights νb are independent
of the choice of b we write in certain places ν = νb for the purpose of simplifying the notation.
2. BASIC PROPERTIES OF PARAMETRIC WEIGHT SYSTEMS AND THEIR EXTENSIONS
In this section we define the type of parametric systems and associated families of measures we encounter
later and discuss their basic properties such as stability and symmetry. We also discuss the type of extensions
of such systems which arise in our induction process.
2.1. Parametric weight systems and stability properties. Recall the family of measures {µe}e∈H con-
structed in (1.4.1)
µe(x) =
∏
L∈L, supp(L)⊆e
ν(L(x)),
where the family L defined in (1.4.1) consists of pairwise linearly independent forms. The following state-
ment is based on the linear forms condition and is a prototype of many of the arguments in this section.
Lemma 2.1. For all e ∈ H we have that
µe(Ve) = 1 + o(1). (2.1.1)
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Moreover if g : Ve → [−1, 1] then
Exe∈Ve g(xe)µe(xe) = Ex∈VJ g(πe(x))µJ (x) + o(1),
or equivalently ∫
Ve
g dµe =
∫
VJ
(g ◦ πe) dµJ + o(1). (2.1.2)
Proof. Note that the linear forms appearing on the right side of
µe(Ve) = Ex∈Ve
∏
supp(L)⊆e
ν(L(x))
are pairwise linearly independent, and as they are supported on e they remain pairwise independent when
restricted to Ve. Thus (2.1.1) follows from the linear forms condition.
To show (2.1.2), let e′ = J\e and write x = (xe, xe′) with xe = πe(x), xe′ = πe′(x). Then
E := Ex∈VJ (g ◦ πe)(x)µJ(x)− Exe∈Ve g(xe)µe(xe) = Exe∈Ve g(xe)µe(xe)Exe′∈Ve′ (w(xe, xe′)− 1),
where w(xe, xe′) =
∏
f*e νf (xe∩f , xe′∩f ).
By (2.1.1) we have that µe(Ve) . 1, and then by the Cauchy-Schwartz inequality
|E|2 . Exe∈VeExe′ ,ye′∈Ve′ (w(xe, xe′)− 1)(w(xe, ye′)− 1)µe(xe).
The right hand side of this expression is a combination of four terms and (2.1.2) follows from the fact that
each term is 1+o(1). Indeed the linear forms appearing in the definition of the function µe(xe) depend only
on the variables xj for j ∈ e and are pairwise linearly independent. All linear forms involved in w(xe, xe′)
depend also on some of the variables in xj , j ∈ e′, while the ones in w(xe, ye′) depend on the variables
in yj , j ∈ e′, hence these forms depend on different sets of variables. Thus the forms appearing in the
expression µe(xe)w(xe, xe′)w(xe, ye′) are pairwise linearly independent and (2.1.2) follows from the linear
forms condition. Note that the estimate is independent on the function g. 
This will allow us to consider sets Ge ⊆ Ve as sets Ge = π−1e (Ge) ⊆ VJ , changing their measure only by a
negligible amount
µJ(Ge) = µe(Ge) + o(1) (2.1.3)
Next we define weight systems and associated families of measures depending on parameters. Let
Lq := (L
1(q, x), ..., Ls(q, x))
be a family of linear forms with integer coefficients depending on the parameters q ∈ ZR and the variables
x ∈ ZD. We call the family pairwise linearly independent if no two forms in the family are rational multiples
of each other. If N is a sufficiently large prime with respect to the coefficients of the linear forms Li(q, x),
then the forms remain pairwise linearly independent when considered as forms over Z × V , Z = ZRN ,
V = ZDN . We refer to the set Z = ZRN as the parameter space of the family Lq. As our arguments will
involve averaging over the parameter space Z , we call the family Lq well-defined if there is measure on Z
given by ∫
Z
g(q) dψ(q) = Eq∈Z g(q)ψ(q), ψ(q) =
t∏
i=1
ν(Yi(q)), (2.1.4)
for a family of pairwise linearly independent linear forms Yi defined over Z , and if all forms Li(q, x) depend
on some of the x-variables.
If V = VJ then we define an associated system of weights {νq,e}q∈Z,e∈H and measures {µq,e}q∈Z,e∈H as
follows. For a form Lk(q, x) =
∑
i biqi+
∑
j ajxj define its x-support as suppx(L) = {j ∈ J ; aj 6= 0}.
For e ⊆ J and q ∈ Z , let
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νq,e(x) :=
∏
L∈Lq
suppx(L)=e
ν(L(q, x)), µq,e(x) :=
∏
L∈Lq
suppx(L)⊆e
ν(L(q, x)) (2.1.5)
We use the convention that νq,e ≡ 1 if there is no form L ⊆ Lq such that suppx(L) = e. Note that the
x-support partitions the family of forms Lq independent of the parameters q, thus for given e ∈ H
µq,e(x) =
∏
f⊆e
νq,e(x), for all q ∈ Z.
A crucial observation is that many of the properties of the measure system {µe} still hold for well-defined
measure systems {µq,f} for almost every value of the parameter q ∈ Z . In order to formulate such state-
ments we say that the family L has complexity at most K if the dimension of the space Z , the number of
linear forms Lj(q, x), Yl(q), and the magnitude of their coefficients are all bounded by K . This quantity
will control the dependence of the error terms in applications of the linear forms condition. We have the
analogue of Lemma 2.1.
Lemma 2.2. Let {µq,e}e∈H,q∈Z be a well-defined parametric measure system of complexity at most K .
For every e ∈ H there is a set Ee ⊆ Z such that ψ(Ee) = oK(1), and for every q /∈ Ee
µq,e(Ve) = 1 + oK(1). (2.1.6)
Moreover for every e ∈ H there is a set Ee ⊆ Z of measure ψ(Ee) = o(1), such the following holds. For
any function g : Z × Ve → [−1, 1] and for every q /∈ Ee one has the estimate∫
Ve
g(q, xe) dµq,e(xe) =
∫
VJ
g(q, πe(x)) dµq,J(x) + oK(1). (2.1.7)
Proof. To prove (2.1.6) consider the quantity
Λe :=
∫
Z
|µq,e(Ve)− 1|
2 dψ(q)
=
∫
Z
Exe,ye(
∏
suppx(L)⊆e
ν(L(q, xe))− 1)(
∏
suppx(L)⊆e
ν(L(q, ye))− 1) dψ(q).
The above expression is a combination of four terms and note that the family of linear forms
{Yk(q), L
i(q, xe), L
j(q, ye)}
is pairwise linearly independent in the (q, xe, ye) variables by our assumptions. Applying the linear forms
condition gives that each term is 1 + oK(1) and so Λe = oK(1) and (2.1.6) follows.
Now let e′ = J\e, write x = (xe, xe′) and arguing as in Lemma 2.1 we have
Λ(q, e, g) := | Ex∈VJ g(q, πe(x))µq,J (x)− Exe∈Ve g(q, xe)µq,e(xe)|
= |Exe∈Ve g(q, xe)µq,e(xe)Exe′∈Ve′ (wq(xe, xe′)− 1)|
≤ Exe∈Ve µq,e(xe) |Exe′∈Ve′ (wq(xe, xe′)− 1)|,
where wq(xe, xe′) =
∏
f*e νq,f(xe∩f , xe′∩f ).
Notice that the right hand side of the above inequality is independent of the function g; if we denote it
by Λ(q, e) then (2.1.7) would follow from the estimate Eq∈Z Λ(q, e) dψ(q) = oK(1). By the linear forms
condition Eq,xe dψ(q) dµq,e(xe) = 1 + oK(1) ≤ 2, for N sufficiently large with respect to K . Then by the
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Cauchy-Schwartz inequality one has
(Eq∈Z Λ(q, e) dψ(q))
2 . Eq∈Z,xe∈Ve Exe′ ,ye′∈Ve (wq(xe, xe′)− 1)(wq(xe, ye′)− 1) dµq,e(xe) dψ(q).
This is a combination of four terms, however each term again is 1 + oK(1) as the linear forms defining ψ
depend on the variables q while the ones defining µq,e depend also on the xe variables. On the other hand
all linear forms appearing in the weight functions wq(xe, xe′) (respectively, wq(xe, ye′)) depend on the xe′
(respectively, ye′) variables as well. Thus the family of all linear forms in the above expressions is pairwise
linearly independent in the (q, xe, xe′ , ye′) variables. 
2.2. Extension of parametric systems. During our iteration process we will encounter extensions of para-
metric families of forms depending on more and more parameters. Roughly speaking one extends a family
by adding new parameters together with new forms depending also on the new parameters. More pre-
cisely let L1q1 = {L
1
1(q1, x), ..., L
s1
1 (q1, x)} and L2q2 = {L
1
2(q2, x), ..., L
s2
2 (q2, x)} be two pairwise lin-
early indpendent families of linear forms defined on the parameter spaces Z1 = Zk1N and Z2 = Z
k2
N . Let
ψ1 and ψ2 be measures on Z1 and Z2 defined by the families of linear forms {Y 11 (q1), . . . Y 1s1(q1)} and
{Y 21 (q2), . . . Y
2
s2(q2)}.
Definition 2.1. We say that the family L2q2 is an extension of the family L1q1 if Z1 ≤ Z2 and the following
holds. The family of forms Li2(q2, x), Y 2j (q2) which depend only on the variables q1 = π(q2) is exactly the
family of forms Li1(q1, x), Y 1j (q1), where π : Z2 → Z1 is the natural orthogonal projection.
If V = VJ let µ1 := {µq1,e}q1∈Z1,e∈H and µ2 := {µq2,f}q2∈Z2,f∈H be the associated measure systems as
defined in (2.1.5). We say that the measure system µ2 is an extension of the system µ1.
Let us make a few immediate observations. Writing Z2 = Z1 × Z , Z = ZrN and q2 = (q1, q), we have
ψ2(q1, q) = ψ1(q1) · ϕ(q1, q) (2.2.1)
where ϕ(q, q1) =
∏t
i=1 ν(Yi(q1, q)). The linear forms Yi(q1, q) defining ϕ(q1, q) depend on some of the
variables of q = (qi)1≤i≤k and are pairwise linearly independent. Similarly one may write for any e ∈ H
µ2(q1,q),e(xe) = µ
1
q1,e(xe)we(q1, q, xe) (2.2.2)
where the linear forms Lj2(q1, q, xe) defining the function we(q, q1, xe) depend on (some of) the variables q
as well as on (all of) the variables xe.
In the special case when L = (L1(x), .., Ls(x)) is a family of linear forms, a parametric family Lq is called
an extension of L if the set of forms in Lq which are independent of q is exactly the family L. Similarly, the
associated system of weights {νq,e} and measures {µq,e} is referred to as an extension of {νe} and {µe}.
Lemma 2.3. Let {µf}f∈H be a well defined measure system, and let {µq,f}q∈Z,f∈H be a well-defined
parametric extension of {µf}f∈H of complexity at most K . Then for any f ∈ H and for any function
g : Vf → [−1, 1] there is a set Eg,f ⊆ Z of measure ψ(Eg,f ) = oK(1), so that for all q /∈ Eg,f∫
Vf
g dµq,f −
∫
Vf
g dµf = oK(1). (2.2.3)
Similarly if {µq1,f}f∈H,q1∈Z1 is a well-defined parametric system and if {µq2,f}f∈H,q2∈Z2 is an extension of
complexity at most K2, then to any function g : Z1 × Vf → [−1, 1] there exists a set Eg,f ⊆ Z2 of measure
ψ2(Eg,f ) = oK2(1), such that for all q2 = (q1, q) /∈ Eg,f∫
Vf
g(q1, x) dµq2,f (x)−
∫
Vf
g(q1, x) dµq1,f (x) = oK2(1). (2.2.4)
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Proof. As µq,f = µf (xf )wf (q, xf ), the left side of (2.2.3) may be written as
Λf,g(q) :=
∫
Vf
g(x)(wf (q, x)− 1) dµf (x).
Consider
Λf,g :=
∫
Z
|Λf,g(q)|
2 dψ(q).
Using the Cauchy-Schwartz inequality we estimate
Λf,g =
∫
Z
∫
Vf
∫
Vf
(wf (q, x)− 1)(wf (q, y)− 1)g(x)g(y) dµf (x)dµf (y)dψ(q)
≤
∫
Vf
∫
Vf
∣∣∣∣
∫
Z
(wf (q, x) − 1)(wf (q, y)− 1)dψ(q)
∣∣∣∣ dµf (x)dµf (y).
Now the Cauchy-Schwartz inequality and (2.1.1) gives
|Λf,g|
2 .
∫
Vf
∫
Vf
∫
Z
∫
Z
(wf (q, x)− 1)(wf (q, y)− 1)×
× (wf (p, x)− 1)(wf (p, y)− 1) dµf (x)dµf (y)dψ(q)dψ(p).
This last expression is a combination of 16 terms where each term is 1+oK(1) by the linear form conditions.
Indeed the linear forms which can appear in any of these terms are Yi1(q),Yi2(p),Li3(x),Li4(y), Li5(q, x),
Li6(q, y), Li7(p, x), Li8(p, y). Note that the last 4 terms depend on both sets of variables (for example
Li(q, x) depends both on q ∈ Z and on x ∈ Vf ), and hence the family of these forms are pairwise linearly
independent in the (q, p, x, y) variables. This Proves (2.2.3).
The proof of (2.2.4) is essentially the same. Set
Λf,g(q2) :=
∫
Vf
g(q1, x)dµq2,f (x)−
∫
Vf
g(q1, x)dµq1,f (x)
and
Λf,g :=
∫
Z
|Λf,g(q2)|
2 dψ2(q2).
Write Z2 = Z1 × Z , where Z = ZkN , and q2 = (q1, q) for q2 ∈ Z2. By (2.2.1) we estimate as above
Λf,g .
∫
Vf
∫
Vf
∫
Z1
dψ1(q1)dµq1,f (x)dµq1,f (y) |Eq∈Z (wf (q1, q, x)− 1)(wf (q1, q, y)− 1)ϕ(q1, q)| .
The linear forms condition gives∫
Vf
∫
Vf
∫
Z1
dψ1(q1)dµq1,f (x)dµq1,f (y) = 1 + oK2(1),
so then we have
|Λf,g|
2 .
∫
Vf
∫
Vf
∫
Z1
Ep,q∈Z (wf (q1, q, x)− 1)(wf (q1, q, y)− 1)×
× (wf (q1, p, x)− 1)(wf (q1, p, y)− 1) ϕ(q1, q)ϕ(q1, p) dψ1(q1)dµq1,f (x)dµq1,f (y).
The point is that any linear form Lif (q1, q, x) depends both on the variables q and x. Thus again the left side
is a combination of 16 terms, each being 1 + oK2(1) by the linear forms condition as all the linear forms
involved in any of these expressions are pairwise linearly independent in the (x, y, q1, q, p) variables. 
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Lemma 2.3 is an example of what we refer to as a stability property. it means that the extension measures
µ(q1,q),f are small perturbations of the measures µq1,f with respect to quantities which are independent of q.
As a first application of this principle we show that the weighted box norms, defined in (1.4.2), remain
essentially unchanged under parametric extensions of the weight systems defining the norms. Let Lq1 be a
pairwise linearly independent family of forms defined on the parameter space (Z1, ψ1) and let {νq1,e} be
the associated system of weights.
Let g : Z1 × Ve → R be a function and let e ∈ H, |e| = d′. For a given q1 ∈ Z1 recall the box norm of
gq1(x) = g(q1, x)
∥∥gq1∥∥2d′νq1,e = Ep,x∈Ve
∏
ωe∈{0,1}e
g(q1, ωe(p, x))
∏
f⊆e
∏
ωf∈{0,1}f
νq,f (ωf (pf , xf )), (2.2.5)
where xf = πf (x), pf = πf (p), πf : Ve → Vf being the natural projection. The inner product on the right
side of (2.2.5) is defined by the parametric family of forms
L˜q1 =
⋃
f⊆e
{L(q1, ωf (pf , xf )); L ∈ Lq1 , suppx(L) = f, ωf ∈ {0, 1}
f }. (2.2.6)
It is easy to see that this is a pairwise linearly independent family of forms defined over Z1 × V (V =
Ve × Ve). Indeed, if we’d have that
L′(q1, ω
′
f ′(pf ′ , xf ′)) = λL(q1, ωf (pf , xf )), (2.2.7)
then restriction both forms to the subspace {p = x} would imply that L′(q1, xf ′) = λL(q1, xf ) and hence
f ′ = suppx(L
′) = suppx(L) = f . Then, as L and L′ depend exactly variables xj for j ∈ f , for (2.2.7) to
hold, we should have ω′f = ωf and L = L′.
If {µ˜q1,f}q∈Z1,f⊆e denotes the associated system of measures and
G(q1, p, x) :=
∏
ω∈{0,1}e
g(q1, ωe(p, x)), (2.2.8)
then for given q1 ∈ Z1 ∥∥gq1∥∥2d′νq1,e = Ep,x∈VeGq1(p, x) µ˜q1,e(p, x). (2.2.9)
Now, if Lq2 is a well-defined parametric extension of Lq1 then (2.2.6) yields to a well-defined parametric
extension L˜q2 of the family L˜q1 . Then by Lemma 2.3, and the simple observation that |a2
d′
− b2
d′
| ≤ ε
implies |a− b| ≤ ε2−d
′
for a, b ≥ 0, we obtain
Lemma 2.4. Let {νq1,f}f∈H,q1∈Z1 be a parametric weight system with a well-defined extension {νq2,f}f∈H,q2∈Z2
of complexity at most K2. Then to any e ∈ H and to any function g : Z1 × Ve → [−1, 1] there exists a set
E = E(g, e) ∈ Z2 of measure ψ2(E) = oK2(1) such that for all q2 = (q1, p) /∈ E∥∥gq1∥∥νq2,e =
∥∥gq1∥∥νq1,e + oK2(1). (2.2.10)
Let (V,B, µ) be a measure space and let g : V → R be a function. An important construction, the so-called
conditional expectation function is defined as
Eµ(g|B)(x) =
1
µ(B(x))
Ey∈V 1B(x)(y)g(y)dµ(y) =
1
µ(B(x))
∫
B(x)
g(y)dµ(y),
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where B(x) ∈ B is the atom containing x. If µ(B(x)) = 0 then we set Eµ(g|B)(x) = 1.
The complexity of the σ-algebra B, denoted by compl(B), is defined as the minimum number of elements
of B which generates B. Note that the number of atoms of B is at most 2compl(B). Next we compare the
conditional expectation functions of parametric systems.
Lemma 2.5. Let (µq1,f )q1∈Z1,f∈H be a well-defined parametric measure system with a well-defined exten-
sion (µq2,f )q2∈Z2,f∈H of complexity at most K2. For q1 ∈ Z1 and e ∈ H, let Bq1,e be a σ−algebra on Ve
such that compl(Bq1,e)≤M for some fixed number M . For any function g : Z1 × Ve → [−1, 1] there exists
a set E = E(B, g) ⊆ Z2 of measure ψ2(E) = oM,K2(1) such that for any q2 = (q1, q) /∈ E
(1) we have ∥∥Eµq2,e(gq1 |Bq1,e)− Eµq1,e(gq1 |Bq1,e)∥∥2L2(µq2,e) = oM,K2(1) (2.2.11)
(2) and ∥∥Eµq2,e(gq1 |Bq1,e)∥∥2L2(µq2,e) = ∥∥Eµq1,e(gq1 |Bq1,e)∥∥2L2(µq1,e) + oM,K2(1). (2.2.12)
Proof. Let m = 2M and enumerate the atoms of Bq1,e as B1q1 , ..., Bmq1 , allowing some of them to possibly
be empty. For a fixed 1 ≤ i ≤ m define the functions
bi(q1, x) = 1Biq1 (x)
=
{
1 if x ∈ Biq1
0 otherwise
and for q2 = (q1, q) ∈ Z2 define the quantities
µi(q2, g) :=
∫
Ve
g(q1, x)bi(q1, x)dµq2,e(x), µi(q2) := µq2,e(B
i
q1),
µi(q1, g) :=
∫
Ve
g(q1, x)bi(q1, x)dµq1,e(x), µi(q1) := µq1,e(B
i
q1)
By Lemma 2.3 we have that
µi(q2, g) = µi(q1, g) + oK2(1), µi(q2) = µi(q1) + oK2(1) (2.2.13)
for all q2 /∈ Ei where Ei ⊆ Z2 is a set of ψ2- measure oK2(1). Let E =
⋃m
i=1 E
i then ψ2(E) = oK2,M (1).
The left hand side of (2.2.11) takes the form
m∑
i=1
(
µi(q2, g)
µi(q2)
−
µi(q1, g)
µi(q1)
)2
µi(q2), (2.2.14)
with the convention that if µi(q1) = 0 or µi(q2) = 0 then µi(q1, g)/µi(q1) := 1 or µi(q2, g)/µi(q2) := 1.
If q2 = (q1, q) /∈ E then by (2.2.13)
ε :=
m∑
i=1
(
|µi(q2, g)− µi(q1, g)| + |µi(q2)− µi(q1)|
)
= oK2,M (1) (2.2.15)
Now if µi(q1) ≤ 2ε1/4 then µi(q2) ≤ 3ε1/4 by (2.2.13), hence the total contribution of such terms is
bounded by 12mε1/4 = oK2,M(1).
If µi(q1) ≥ 2ε1/4 then µi(q2) ≥ ε1/4, we have the estimate∣∣∣∣µi(q2, g)µi(q2) −
µi(q1, g)
µi(q1)
∣∣∣∣ ≤ 4ε(N)2ε(N)1/2 ≤ 2ε1/2 = oK2,M (1),
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This proves (2.2.11). The proof of inequality (2.2.12) proceeds the same way, here one needs to estimate
the quantity
m∑
i=1
∣∣∣∣µi(q2, g)2µi(q2) −
µi(q1, g)
2
µi(q1)
∣∣∣∣ =
m∑
i=1
∣∣∣∣
(
µi(q2, g)
µi(q2)
)2
µi(q2)−
(
µi(q1, g)
µi(q1)
)2
µi(q1)
∣∣∣∣ (2.2.16)
If µi(q1) ≤ 2ε1/4 then µi(q2) ≤ 3ε1/4 for q2 = (q1, q) /∈ E , thus the contribution of such terms to the right
side of (2.2.16) is trivially estimated by
3mε1/4 = oM,K2(1)
The rest of the terms are bounded by 8 ε1/2 and (2.2.12) follows. 
We also need an analogue of the above result when the ‖ · ‖L2(µq,e) norm is replaced by the more compli-
cated ‖ · ‖νq,e norms.
Lemma 2.6. Let {νq2,f}f∈H,q2∈Z2 be a well-defined extension of the parametric weight system {νq2,f}f∈H,q1∈Z1 ,
of complexity at most K2. For q1 ∈ Z1 and e ∈ H, let Bq1,e be a σ-algebra of complexity at most M , for
some fixed constant M > 0. Then
‖Eνq2,e(gq1 |Bq1,e)− Eνq1,e(gq1 |Bq1,e)‖νq2,e = oM,K(1), (2.2.17)
for all q2 = (q1, q) /∈ E , where E = E(g,B) ⊆ Z2 is a set of measure ψ2(E) = oM,K2(1).
Proof. First we show that for any family of sets A = (Aq1)q1∈Z1 , Aq1 ⊆ Ve there is a set E1 = E1(g,A) of
measure ψ2(E1) = oK2(1) such that for all q2 = (q1, q) /∈ E1 we have
‖1Aq1‖
2d
νq2,e
≤ µq2,e(Aq1) + oK2(1). (2.2.18)
To see this, first note that for q2 = (q1, q) ∈ Z2 one has
‖1Aq1‖
2d
νq2,e
≤ Ex,p∈Ve1Aq1 (x)µq2,e(x)
∏
f⊆e
∏
ωf 6=0
νq2,f (ωf (pf , xf ))
= µq2,e(Aq1) + E(q2),
with
E(q2) ≤ Ex∈Veµq2,e(x)|Ep∈Ve(W(q2, p, x)− 1)|,
where
W(q2, p, x) =
∏
f⊆e
∏
ωf 6=0
νq2,f (ωf (pf , xf )).
Arguing as in Lemma 2.3, we see that
Eq2∈Z2Ex,p,p′∈Ve ψ2(q2)dµq2,e(x) (W(q2, p, x)− 1)(W(q2, p
′, x)− 1) = oM,K(1)
and (2.2.18) follows.
Now let {Biq1}
m
i=1 (m = 2M ) be the atoms ofBq1,e and define the quantities µi(q2, g), µi(q2), µi(q1, g), µi(q1)
as in Lemma 2.4. The expression in (2.2.11) is then estimated∥∥∥∥
m∑
i=1
(
µi(q2, g)
µi(q2)
−
µi(q1, g)
µi(q1)
)
1Biq1
∥∥∥∥
νq2,e
≤
m∑
i=1
∣∣∣∣µi(q2, g)µi(q2) −
µi(q1, g)
µi(q1)
∣∣∣∣∥∥1Biq1∥∥νq2,e
.
m∑
i=1
∣∣∣∣µi(q2, g)µi(q2) −
µi(q1, g)
µi(q1)
∣∣∣∣ µq2,e(Biq)2−d + oM,K(1),
for q2 = (q1, q) /∈ E1, where E1 = E1(Bq1,e, g) is a set of measure oM,K(1).
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Using the facts that µi(q2, g) = µi(q1, g) + oK2(1) and µi(q2) = µi(q1) + oK2(1) outside a set of measure
oM,K2(1), and
m∑
i=1
µq2,e(B
i
q1) = µq2,e(Ve) = 1 + oK2(1),
it follows that the above expression is oM,K2(1) by arguing as in Lemma 2.4. This completes the proof. 
2.3. Symmetric extensions. We will also need our parametric families of forms to be symmetric, to apply
Theorem 1.3, which we define as follows. Let for each e ∈ Hd, Lq,e = {L1e(q, x), ..., Lse(q, x)} be a pairwise
linearly independent family of linear forms defined on V = VJ , depending on parameters q ∈ Z , such that
suppx(L
j
e) ⊆ e. We say that the family of forms Lq =
⋃
e∈Hd
Lq,e is symmetric if Lje(q, x) = Lje′(q, x) for
all q ∈ Z , x ∈ M = {x : x0 + · · · + xd = 0}, e, e′ ∈ Hd and 1 ≤ j ≤ s. Note that that our initial family
of forms defined in (1.4.2) has this property.
It is not hard to see that to a given family of forms Lq,e , for a fixed e ∈ Hd, there is a unique symmetric
family of forms Lq such that Lq,e = {L ∈ Lq; suppx(L) ⊆ e}. Indeed, if Lq is such a family, then for
e′ ∈ Hd, q ∈ Z and x ∈ VJ
Lje′(q, x) = L
j
e′(q, πe′(x)) = L
j
e′(q, φe′ ◦ πe′(x)) = L
j
e(q, φe′ ◦ πe′(x)), (2.3.1)
where φe : Ve → M is the inverse of the projection πe′ restricted to M . This shows the uniqueness of
the family Lq. Conversely, define Lje′(q, x) by the above equality, then it is clear that suppx(L
j
e′) ⊆ e
′
,
moreover if x ∈ M then x = φe′ ◦ πe′(x) hence Lje′(q, x) = L
j
e(q, x). Also, if suppxLje′ ⊆ e then for all
q ∈ Z1 and x ∈ VJ
Lje′(q, x) = L
j
e′(q, φe ◦ πe(x)) = L
j
e(q, φe ◦ πe(x)) = L
j
e(q, x),
This shows that all forms in Lq which depend only on the variables xe are the forms of Lq,e. Finally, if Lq,e
is a pairwise linearly independent family then so is Lq, as linearly dependent forms must depend on the same
set of variables. We will refer to the family of forms Lq as the symmetrization of the family Lq,e. If f ∈ H
for some edge |f | = d′ ≤ d and Lq,f is a family of forms defined on Vf then the above construction can be
applied to obtain a symmetric family Lq simply by choosing an e ∈ Hd such that f ⊆ e and considering
Lq,f as a family of forms on Ve. Note that the construction is independent of the choice of e ⊇ f , as if
f ⊆ e′ as well then Lje = Lje′ for all 1 ≤ j ≤ s.
In the next section, following [19] we will start an energy increment process to obtain a regularity lemma
for weighted hypergraphs. At each stage we will pass to an extension of a symmetric, well-defined and
pairwise independent parametric family Lq defined for q ∈ Z as follows. We choose an edge e ∈ H and
consider the extension of the family Lq,e as given in (2.2.6), that is replacing the forms Lj(q, xf ) with the
forms Lj(q, ωf (pf , xf )), ωf ∈ {0, 1}f . This gives an extension L˜q,p,f defined on the parameter space
(q, p) ∈ Z × Vf , which we symmetrize to obtain a new symmetric, well-defined and pairwise independent
family L˜q,p. The first step of this process was described in the introduction in the special case e = (1, 2).
3. REGULARIZATION OF PARAMETRIC SYSTEMS
3.1. A Koopman-von Neumann type decomposition. Let e ⊆ J and let Bf be a σ-algebra on Vf for
f ∈ ∂e, where ∂e = {f ⊆ e; |f | = |e| − 1} denotes the boundary of the edge e. Let B :=
∨
f⊆∂e Bf be the
σ-algebra generated by the sets π−1ef (Bf ) where πef : Ve → Vf is the canonical projection. The atoms of B
are the sets G =
⋂
f⊆∂e π
−1
ef (Gf ) with Gf being an atom of Bf , which may be interpreted as the collection
of simplices x ∈ Ve whose faces xf are in Gf for all f ∈ ∂e.
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The starting point of the proof of the Regularity Lemma, given in [19], is to show that if a set Ge ⊆ Ve is
not sufficiently regular with respect to B, that is if∥∥1Ge − E(1Ge | ∨
f∈∂e
Bf )
∥∥

≥ η, (3.1.1)
then there exist σ-algebras B′f ⊇ Bf for f ∈ ∂e, such that
‖E(1Ge |
∨
f∈∂e
B′f )
∥∥2
L2
≥
∥∥E(1Ge | ∨
f∈∂e
Bf )
∥∥2
L2
+ cη2.
The quantity ‖E(1G|B)‖2L2 is referred to as the energy (or index) of the set G with respect to the σ-algebra
B, thus the above inequality means that the energy of the set Ge is increased by cη2 by refining the σ-
algebras Bf . In addition the complexity of the σ-algebras B′f , denoted by compl(B′f ) and defined as the
minimal number of sets generating the σ-algebra, is at most 1 larger than that of Bf .
In our settings for a given e ⊆ J we will have a parametric system of weights {νq,f}q∈Z,f⊆e and measures
{µq,f}q∈Z,f⊆e associated to a well-defined, pairwise linearly independent family of of forms Lq defined on
Z × Ve, as given in (2.1.5). For simplicity we will refer to such systems of weights and measures as being
well-defined.
Lemma 3.1. For given e ⊆ J , |e| = d′, let {µq,f}q∈Z,f⊆e be a well-defined family of measures of complex-
ity at most K . For q ∈ Z let Gq,e ⊆ Ve and {Bq,f}f∈∂e be a σ-algebra on Vf .
Assume ∥∥1Gq,e − Eµq,e(1Gq,e | ∨
f∈∂e
Bq,f)
∥∥2d′
νq,e
≥ η, (3.1.2)
for some η > 0 and for each q ∈ Ω, where Ω ⊆ Z is a set of measure ψ(Ω) ≥ c0 > 0.
Then for N,W sufficiently large with respect to the parameters c0, η, there exists a well-defined extension
{µq′,f}q′∈Z′,f⊆e of the system {µq,f} of complexity K ′ = O(K), and a set Ω′ ⊆ Ω × Ve ⊆ Z ′ = Z × Ve
such that the following hold.
(1) We have
ψ′(Ω′) ≥ 2−4c20η
2, (3.1.3)
where ψ′ is the measure on the parameter space Z ′.
(2) For all q′ = (q, p) ∈ Z ′ and f ∈ ∂e there is a σ−algebra Bq′,f ⊇ Bq,f of complexity
compl(Bq′,f ) ≤ compl(Bq,f ) + 1. (3.1.4)
(3) For all q′ = (q, p) ∈ Ω′, one has∥∥Eµq′,e(1Gq,e | ∨
f∈∂e
Bq′,f )
∥∥2
L2(µq′,e)
≥
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
Bq,f )
∥∥2
L2(µq,e)
+ 2−8 η2, (3.1.5)
(4) and
µq′,e(Ve) ≤ 2. (3.1.6)
The meaning of the above lemma is that if there is a large “bad ” set Ω of parameters q for which the set
Gq,e is not sufficiently uniform with respect to the σ-algebra
∨
f∈∂e Bq,f , then its energy will increase by a
fixed amount when passing to a well defined extension {Bq′,f}, {µq′,e}, for all q′ = (q, p) ∈ Ω′.
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Proof. Let
gq := 1Gq,e − Eµq,e(1Gq,e |
∨
f∈∂e
Bq,f ). (3.1.7)
Then by (2.2.5) we have for each q ∈ Ω∥∥gq∥∥2d′νq,e =
∫
Ve
〈gq,
∏
f∈∂e
uq,p,f〉µ(q,p),edµq,e(p) ≥ η, (3.1.8)
where uq,p,f : Ve → [−1, 1] are functions, and {µ(q,p),e}(q,p)∈Z′ is the family of measures
µ(q,p),e(x) =
∏
f⊆e
∏
ωf∈{0,1}
f
ωf 6=0
νq,f (ωf (pf , xf )).
As explained after (2.1.5) the measures µ(q,p),e are defined by a pairwise independent family of formsL(q,p),e
depending on the parameters (q, p) ∈ Z × Ve, which is a well-defined extension of the family Lq,e defin-
ing the measures µq,e. It is clear from (3.1.8) that the measure ψ′ on Z ′ has the form ψ′(q, p) = µq,e(p)ψ(q).
For q′ = (q, p), let
Γ(q, p) := 〈gq,
∏
f∈∂e
uq,p,f〉µq,p,f (3.1.9)
We show that there is a set Ω′1 ⊆ Ω× Ve of measure
ψ′(Ω′1) ≥ 2
−3c20 η
2, (3.1.10)
such that for every (q, p) ∈ Ω′1 one has
Γ(q, p) ≥
η
4
. (3.1.11)
By Lemma 2.2 we have that µq,e(Ve) = 1 + oK(1) ≤ 2 for q /∈ E1 where E1 ⊆ Ω is a set of measure
ψ(E1) = oK(1). Thus for q ∈ Ω\E1 = Ω1 we have by (3.1.8) that∫
Ve
1{Γ(q,p)≥η/4}Γ(q, p)dµq,e(p) ≥
η
2
, (3.1.12)
where by (3.1.8) and (3.1.9) we have
Γ(q, p) =
∫
Ve
gq(x)
∏
f∈∂e
uq,f wq,p(x)dµq,e(x)
The function wq,p(x) is the product of weight functions of the form ν(L(q, p, x)) depending on both p and
x. Thus, using the bounds |gq| ≤ 1, |uq,p,f | ≤ 1, one has
∫
Z
∫
Ve
|Γ(q, p)|2dµq,e(p)dψ(q) ≤
∫
Z
∫
Ve
∫
Ve
∫
Ve
wq,p(x)wq,p(x
′)dµq,e(x)dµq,e(x
′)dµq,e(p)dψ(q)
(3.1.13)
= 1 + oK(1) ≤ 2
by the linear forms condition, as the factors in the product depend on different sets of variables. Let
Ω′1 := {(q, p) ∈ Ω1 × Ve; Γ(q, p) ≥ η/4}. Thus by (3.1.12), (3.1.13) and the Cauchy-Schwartz inequality
c20η
2
4
≤
(∫
Ω′1
Γ(q, p)dµq,e(p) dψ(q)
)2
≤
∫
Ω′1
Γ(q, p)2dµq,e(p) dψ(q) ψ
′(Ω′1) ≤ 2ψ
′(Ω′1).
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This shows ψ′(Ω′1) ≥ 2−3c20η2 as claimed.
Since |uq′,f | ≤ 1, decomposing of each function uq′,f into its positive and negative parts yields that
〈gq,
∏
f∈∂e
vq′,f 〉µq′,e ≥ 2
−2η (3.1.14)
for some functions vq′,f : Vf → [0, 1]. For a given f ∈ ∂e and some 0 ≤ tf ≤ 1 , let
Uq′,tf := {xf ∈ Vf : vq′,f (xf ) ≥ tf}
be the level set of the functions vq′,f . Then vq′,f (xf ) =
∫ 1
0 1Uq′,tf
(xf )dtf , and for each term in (3.1.14) we
have ∫ 1
0
· · ·
∫ 1
0
〈gq,
∏
f∈∂e
1Uq′,tf
〉µq′,edt ≥ 2
−2η,
where t = (tf )f∈∂e. Accordingly the integrand must be at least 2−d−2η for some value of the parameter t.
Fix such a t = (tf ) and write Uq′,f for Uq′,tf for simplicity of notation. For q′ = (q, p) ∈ Ω′1, define Bq′,f to
be the σ−algebra generated by Bq,f , and the Uq′,tf . For q′ /∈ Ω′1, set Bq′,f = Bq,f .
The function
∏
f∈∂e 1Uq′,f is constant on the atoms of the σ−algebra
∨
f∈∂e Bq′,f , and therefore we have
for q′ ∈ Ω′1
〈1Gq,e − Eµq′,e(1Gq,e |
∨
f∈∂e
Bq′,f ),
∏
f∈∂e
1Uq′,f 〉µq′,e = 0
for q′ ∈ Ω′1. Hence, by (3.1.7) and (3.1.14) it follows that
〈Eµq′,e(1Gq,e |
∨
f∈∂e
Bq′,f )− Eµq,e(1Gq,e |
∨
f∈∂e
Bq,f),
∏
f∈∂e
1Uq′,f 〉µq′,e ≥ 2
−2η (3.1.15)
By Lemma 2.2 there is a set E1 ⊆ Z ′ such that ψ′(E1) = oK(1) and∥∥ ∏
f∈∂e
1Uq′,f
∥∥
L2(µq′ ,e)
≤ µq′,e(Ve)
1/2 = 1 + oK(1) ≤ 2
for q′ ∈ Ω′1\E1 =: Ω′2. Then by the Cauchy-Schwartz inequality,∥∥Eµq′,e(1Gq,e | ∨
f∈∂e
Bq′,f )− Eµq,e(1Gq,e |
∨
f∈∂e
Bq,f )
∥∥
L2(µq′ ,e)
≥ 2−3η,
for q′ ∈ Ω′2. By Lemma 2.6 there is an exceptional set E2 ⊆ Z ′ of measure ψ′(E2) = oK,M(1) such that for
q′ = (q, p) ∈ Ω′3 := Ω
′
2\E2 we have
∥∥Eµq′,e(1Gq,e | ∨
f∈∂e
Bq′,f )− Eµq′,e(1Gq,e |
∨
f∈∂e
Bq,f )
∥∥
L2(µq′ ,e)
≥ 2−3η − oK,M(1) ≥ 2
−4η. (3.1.16)
Since Bq,f ⊆ Bq′,f , for q′ = (q, p), (3.1.16) is equivalent to∥∥Eµq′,e(1Gq,e | ∨
f∈∂e
Bq′,f )
∥∥2
L2(µq′,e)
−
∥∥Eµq′,e(1Gq,e | ∨
f∈∂e
Bq,f )
∥∥2
L2(µq′,e)
≥ 2−8η2. (3.1.17)
Finally, by a further invocation of Lemma 2.6 there is a set E3 ⊆ Z ′ of measure ψ′(E3) = oK,M(1) such that
for q′ ∈ Ω′4 := Ω′3\E3 we have (for N,W sufficiently large)
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∥∥Eµq′,e(1Gq,e | ∨
f∈∂e
Bq′,f )
∥∥2
L2(µq′,e)
−
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
Bq,f)
∥∥2
L2(µq,e)
≥ 2−9η2. (3.1.18)
This proves the lemma choosing Ω′ = Ω′4. 
Iterating the above lemma leads to a parametric family of σ−algebras and measures such that the sets
Gq,e become sufficiently uniform with respect to them. The associated decomposition of their indicator
functions is sometimes referred to as a Koopman-von Neumann type decomposition [19]. We will replace
sets Ge ⊆ Ve by σ-algebras Be on Ve for e ∈ Hd′ and for that it is useful to define the total energy of the
family {Be}e∈Hd′ with respect to a family of lower order σ-algebras {Bf}f∈Hd′−1 and a family of measures
{µe}e∈Hd′ as ∑
e∈Hd′ ,Ge∈Be
∥∥Eµe(1Ge | ∨
f∈∂e
Bf )
∥∥2
L2(µe)
. (3.1.19)
Assuming the measures µe are normalized i.e. µe(Ve) = 1 + o(1) ≤ 2, a crude upper bound for the total
energy is 2d+122M = OM (1), where M is the complexity of the σ-algebras Be.
Lemma 3.2 (Koopman-von Neumann decomposition). Let {µq,f}q∈Z,f∈H be a well-defined, symmetric
family of measures of complexity at mostK . Let 1 ≤ d′ ≤ d, and let {Bq,e}q∈Z,e∈Hd′ and {Bq,f}q∈Z,f∈Hd′−1
be families of σ-algebras of complexity at most Md′ and Md′−1. Finally let Ω ⊆ Z with ψ(Ω) ≥ c0 > 0,
and let δ > 0 be a constant.
Then for N, W sufficiently large with respect to the constants δ, c0,Md′ ,Md′−1 and K , there exists a well-
defined, symmetric extension {µq′,f}q′∈Z′,f∈H of the system {µq,f} of complexity at mostK ′ = OMd′ ,K, δ(1)
and a family of σ-algebras {Bq′,f}q′∈Z′,f∈Hd′−1 such that the following hold.
(1) For all q′ = (q, p) ∈ Z ′ and f ∈ Hd′−1 we have
Bq,f ⊆ Bq′,f , compl(Bq′,f ) ≤ compl(Bq,f ) +OMd′ , δ(1). (3.1.20)
(2) There exists a set Ω′ ⊆ Ω × V ⊆ Z ′ of measure ψ′(Ω′) ≥ c(c0, δ,Md′) > 0 such that for all
q′ = (q, p) ∈ Ω′ and for all Gq,e ∈ Bq,e one has∥∥1Gq,e − Eµq′,e(1Gq,e | ∨
f∈∂e
Bq′,f )
∥∥
ν
q′, e
≤ δ. (3.1.21)
and
∥∥Eµq′,e(1Gq,e | ∨
f∈∂e
Bq,f )
∥∥2
L2(µq′ ,e)
=
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
Bq,f )
∥∥2
L2(µq,e)
+ oMd′ ,K, δ(1), (3.1.22)
Proof. Initially set Z ′ = Z , then (3.1.20) and (3.1.22) trivially holds for q′ = q. If there is a set Ω1 ⊆ Ω of
measure ψ(Ω1) ≥
c0
2 such that inequality (3.1.21) holds for all q ∈ Ω1 and Gq,e ∈ Bq,e then the conclusions
of the lemma hold for the initial system of measures and σ-algebras {µq,f}, {Bq,f} and the set Ω1. Other-
wise there is a set Ω2 ⊆ Ω of measure ψ(Ω2) ≥ c02 such that for each q ∈ Ω2 there is an e ∈ Hd′ and a
set Gq,e ∈ Bq,e for which the inequality (3.1.21) fails. By the pigeonholing we may assume that e ∈ Hd′ is
independent of q. Then by Lemma 3.1, with η := δ2d
′
, there is a well-defined extension {µq′,f}q′∈Z′,f⊆e , a
family of σ-algebras {Bq′,f}q′∈Z′,f⊆e and a set Ω′ ⊆ Ω2 for which (3.1.3)-(3.1.5) hold. Let {µq′,f}q′∈Z′,f∈H
be the symmetrization of the system {µq′,f}q′∈Z′,f⊆e as described in section 2.3, and set Bq′,f := Bq,f for
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q′ /∈ Ω′ or f * e. By Lemma 2.5 one may remove a set E of measure ψ′(E) = oMd′ ,K(1) such that for all
q′ ∈ Ω′\E , (3.1.20) and (3.1.22) hold for the extended system, whose total energy is at least 2−10δ2d′ larger
than that of the initial system {µq,f}q∈Z,f∈H .
Based on the above argument we perform the following iteration. Let {µq′,f}q′∈Z′,f∈H be a well-defined,
symmetric extension of the initial system {µq,f}q∈Z,f∈H , {Bq′,f}q′∈Z′,f∈Hd′−1 be a family of σ-algebras
and let Ω′ ⊆ Ω × V ′ ⊆ Z ′ for which (3.1.20) and (3.1.22) hold. If there is a set Ω′1 ⊆ Ω′ of measure
ψ′(Ω′1) ≥ ψ(Ω
′)/2 such that for all q ∈ Ω′1, e ∈ Hd′ and Gq,e ∈ Bq,e inequality (3.1.21) holds, then the
system {µq′,f}, {Bq′,f} together with the set Ω′1 satisfies the conclusions of the lemma.
Otherwise there is a well-defined, symmetric extension {µq′′,f}q′′∈Z′′,f∈H together with a family of σ-
algebras {Bq′′,f}q′′∈Z′′,f∈Hd′−1 and a set Ω
′′ ⊆ Ω′ × Zd
′
N such that for all q′′ ∈ Ω′′ inequalities (3.1.20) and
(3.1.22) hold, and total energy of the system (µq′′,e,Bq,e,Bq′′,f ) is at least 2−10δ2d
′
larger than that of the
system (µq′,e,Bq,e,Bq′,f ). Set Z ′ := Z , µq′,e := µq′′,e and Bq′,f := Bq′′,f .
By (3.1.19) the iteration process must stop in OMd′ ,δ(1) steps and the system obtained satisfies (3.1.20)-(3.1.22).

3.2. Hypergraph regularity Lemmas. The shortcoming of Lemma 3.2 is that the complexity of the σ-
algebras Bq,f might be very large with respect to the parameter δ, which measures the uniformity of the
graphs Gq,e. This issue can be taken care of with an iteration process using Lemma 3.2 repeatedly, along
the lines it was done in [19]. In the weighted settings we have to pass to a new system of weights and
measures at each iteration and have to exploit the stability properties of well-defined extensions to show that
the iteration process terminates.
Lemma 3.3 (Preliminary regularity lemma.). Let 1 ≤ d′ ≤ d andMd′ > 0 be a constant. Let {µq,f}q∈Z,f∈H
be a well-defined, symmetric family of measures of complexity at mostK , and 1 ≤ d′ ≤ d and {Bq,e}q∈Z,e∈Hd′
be a family of σ−algebras on Ve so that for all q ∈ Z, e ∈ Hd′
compl (Bq,e) ≤Md′ . (3.2.1)
Let ε > 0 and F : R+ → R+ be a non-negative, increasing function, possibly depending on ε and Ω ⊆ Z
be a set of measure ψ(Ω) ≥ c0 > 0.
If N,W is sufficiently large with respect to the parameters ε, c0,Md′ ,K , and F , then there exists a well-
defined, symmetric extension {µq,f}q∈Z of complexity at most OK,Md′ ,F, ε(1), and families of σ-algebras
Bq,f ⊆ B
′
q,f defined for q ∈ Z, f ∈ Hd−1 and a set Ω ⊆ Z such that the following holds.
(1) We have that Ω ⊆ Ω× V ⊆ Z = Z × V where V = ZkN of dimension k = OMd′ ,F, ε(1). Moreover
ψ(Ω) ≥ c(c0, F,Md′ , ε) > 0. (3.2.2)
(2) There is a constant Md′−1 = OMd′ ,F,ε(1) such that for all q ∈ Z and f ∈ Hd′−1 we have
compl(Bq,f ) ≤Md′−1. (3.2.3)
(3) For all q = (q, p) ∈ Ω, e ∈ Hd′ and Gq,e ∈ Bq,e, we have
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
B′q,f )− Eµq,e(1Gq,e |
∨
f∈∂e
Bq,f )
∥∥
L2(µq ,e)
≤ ε (3.2.4)
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and ∥∥1Gq,e − Eµq,e(1Gq,e | ∨
f∈∂e
B′q,f )
∥∥
νq,e
≤
1
F (Md′−1)
. (3.2.5)
Proof. Let {µq′,f}q′∈Z′, f∈H be a well-defined, symmetric extension of the initial system {µq,f} defined
on a parameter space Z ′ = Z × V ′ of complexity at most K ′. Also for q′ ∈ Z ′ and f ∈ Hd′−1
let {Bq′,f}q′∈Z′,f∈Hd′−1 be a family of σ-algebras of complexity at most Md′−1. Set Bq′,e := Bq,e for
q′ = (q, p) ∈ Z ′, e ∈ Hd′ , and apply Lemma 3.2 to the system (µq′,e, Bq′,e, Bq′,f ), with δ = F (Md′−1)−1.
This generates a well-defined, symmetric extension {µq,f}q∈Z,f∈H and a family of σ-algebras
{B′q,f}q∈Z,f∈Hd′−1
and a set Ω ⊆ Z . Set Bq,f := Bq′,f for q = (q′, p) ∈ Z , f ∈ Hd′−1. The new system
(µq,f ,Bq,e,B
′
q,f ) satisfies (3.2.2)-(3.2.3) and (3.2.5) as long as the parameters K ′, Md′−1 are of magnitude
OK,Md′ ,F, ε(1). There are two possibilities.
• Case 1: There exists a set Ω1 ⊆ Ω of measure ψ(Ω1) ≥ ψ(Ω)/2 such that (3.2.5) holds for all
q ∈ Ω1. In this case the conclusions of the lemma hold for the system (µq,e,Bq,e,B′q,f ) and the set
Ω1.
• Case 2: There is a set Ω2 ⊆ Ω of measure ψ(Ω2) ≥ 12ψ(Ω) so that inequality (3.2.5) fails for all
q ∈ Ω2. Then, thanks to the stability condition (3.1.22) and the fact that Bq′,f = Bq,f ⊆ B′q,f , we
have for q ∈ Ω2, q′ = π′(q), and q = π(q) that
∑
e,Gq,e
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
B′q,f )
∥∥2
L2µq,e
−
∑
e,Gq,e
∥∥Eµq′,e(1Gq,e | ∨
f∈∂e
Bq′,f )
∥∥2
L2µ
q′,e
≥
∑
e,Gq,e
(
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
B′q,f )
∥∥2
L2µq,e
−
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
Bq′,f )
∥∥2
L2µq,e
)− oMd′ ,K ′,F (1)
=
∑
e,Gq,e
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
B′q,f )− Eµq,e(1Gq,e |
∨
f∈∂e
Bq′,f )
∥∥2
L2µq,e
− oMd′ ,K ′,F (1)
≥ ε2 − oMd′ ,K ′,F (1), (3.2.6)
where the summation is taken over all e ∈ Hd′ and Gq,e ∈ Bq,e.
Thus, for sufficiently large N, W , we have for all q = (q, p) ∈ Ω2 that the total energy of the system
(µq,f , Bq,e, B
′
q,f ) is at least
ε2
2 larger than that of the system (µq′,f , Bq′,e, Bq′,f ). In this case, set
Z ′ := Z, Ω′ := Ω3, µq′,f := µq,f , and Bq′,f := B′q,f and repeat the above argument. Starting with
the original system µq,f , Bq,e and σ-algebras, Bq,f = {∅, Vf}), the iteration process must stop in at most
ε−222
(M
d′
)+1
2d+1 = OMd′ ,ε(1) steps, generating a system (µq,f ,Bq,e,B
′
q,f ) which satisfies the conclusions
of the lemma. 
This lemma is more widely applicable than Lemma 3.2 as the uniformity of the hypergraphs Gq,e with re-
spect to the (fine) σ−algebras B′q,e can be chosen to be arbitrarily small with respect to the complexity of
the (coarse) σ−algebras Bq,e, while the approximations Eµq,e(1Gq,e |
∨
B′q,e) and Eµq,e(1Gq,e |
∨
Bq,e) stay
very close in L2(µq,e).
In order to obtain a counting and a removal lemma starting from a given measure system {µq,e} and σ-
algebras {Bq,e} we need to regularize the elements of the σ-algebras Bq,e for all e ∈ H with respect to
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the lower order σ-algebras
∨
f∈∂e Bq,f . This is done by applying Lemma 3.3 inductively, and provides the
final form of the regularity lemma we need. Let us call a function F : R+ → R+ a growth function if it is
continuous, increasing, and satisfies F (x) ≥ 1 + x for x ≥ 0.
Theorem 3.1. [Regularity lemma.] Let 1 ≤ d′ ≤ d and Md′ > 0 be a constant. Let {µq,f}q∈Z,f∈H be a
well-defined, symmetric family of measures of complexity at most K , and 1 ≤ d′ ≤ d and {Bq,e}q∈Z,e∈Hd′
be a family of σ−algebras on Ve so that for all q ∈ Z, e ∈ Hd′
compl (Bq,e) ≤Md′ . (3.2.7)
Let F : R+ → R+ be a growth function, and Ω ⊆ Z be a set of measure ψ(Ω) ≥ c0 > 0.
If N,W is sufficiently large with respect to the parameters c0,Md′ ,K , and F , then there exists a well-
defined, symmetric extension {µq,f}q∈Z,f∈H of complexity at mostOK,Md′ ,F (1), and families of σ-algebras
Bq,f ⊆ B
′
q,f defined for q ∈ Z, f ∈ Hd−1 and a set Ω ⊆ Z such that the following holds.
(1) We have that Ω ⊆ Ω× V ⊆ Z = Z × V where V = ZkN of dimension k = OMd′ ,F (1). Moreover
ψ(Ω) ≥ c(c0, F,Md′) > 0. (3.2.8)
(2) There exist numbers
Md′ < F (Md′) ≤Md′−1 < F (Md′−1) ≤ · · · ≤M1 < F (M1) ≤M0 = OMd′ ,F (1) (3.2.9)
such that for all 1 ≤ j < d′, f ∈ Hj, and q ∈ Z ,
compl(B′q,f ) ≤Mj . (3.2.10)
(3) For all 1 ≤ j ≤ d′, e ∈ Hj, q = (q, p) ∈ Ω, and Gq,e ∈ Bq,e (with Bq,e := Bq,e, if j = d′), one
has
∥∥Eµq,e(1Gq,e | ∨
f∈∂e
B′q,f )− Eµq,e(1Gq,e |
∨
f∈∂e
Bq,f )
∥∥
L2(µq,e)
≤
1
F (Mj)
(3.2.11)
and ∥∥1Gq,e − Eµq,e(1Gq,e | ∨
f∈∂e
B′q,f )
∥∥
νq.e
≤
1
F (M1)
. (3.2.12)
Proof. We proceed by an induction on d′. If d′ = 1 the statement follows from Lemma 3.3 with ε = 1F (M1) ,
so assume that d′ ≥ 2 and the theorem holds for d′ − 1. Apply Lemma 3.3 with a growth function F ∗ ≥ F
(to be specified later) and with ε = 12F ∗(Md′ ) . This gives a well-defined, symmetric extension {µq′,f} and a
family of σ-algebras Bq′,f ⊆ B′q′,f defined on a parameter space Z ′ = Z × V , such that∥∥Eµq′,e(1Gq′,e | ∨
f∈∂e
B′q′,f )− Eµq′,e(1Gq′,e |
∨
f∈∂e
Bq′,f )
∥∥
L2(µq′,e)
≤
1
2F ∗(Md′)
(3.2.13)
and ∥∥1Gq′,e − Eµq′,e(1Gq′,e | ∨
f∈∂e
B′q′,f )
∥∥
ν
q′,e
≤
1
F ∗(Md′−1)
, (3.2.14)
hold for all q′ = (q, p) ∈ Ω′, e ∈ Hd′ , and Gq′,e ∈ Bq′,e = Bq,e , where Ω′ ⊆ Ω × V ⊆ Z ′ is a set of
measure ψ′(Ω′) ≥ c(c0, F,Md′) > 0.
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Applying the induction hypothesis to the system {µq′,f}q′∈Z′,f∈H, {Bq′,f}q′∈Z′,f∈Hd′−1 , the growth func-
tion F , and the set Ω′, one obtains an extension {µq,f}q∈Z,f∈H and families of σ−algebras {Bq,f ⊆
B′q,f}q∈Z, f∈Hj such that (3.2.10) - (3.2.12) hold for j < d′ − 1, with constants
Md′−1 < F (Md′−1) ≤ · · · ≤M1 < F (M1) = OMd′−1,F (1). (3.2.15)
For q = (q′, p) ∈ Z , f ∈ Hd′−1 set Bq,f := Bq′,f , and B′q,f := B′q′,f . We show that inequalities (3.2.11)
and (3.2.12) hold for j = d′. Indeed, by the stability property (2.2.12), one has
∥∥Eµq,e(1Gq′ ,e | ∨
f∈∂e
B′q′,f )− Eµq,e(1Gq′,e |
∨
f∈∂e
Bq′,f )
∥∥
L2(µq,e)
=
∥∥Eµq′,e(1Gq′,e | ∨
f∈∂e
B′q′,f )− Eµq′,e(1Gq′,e |
∨
f∈∂e
Bq′,f )
∥∥
L2(µq′,e)
+ oK,Md′ ,F,F ∗(1)
≤
1
2F ∗(Md′)
+ oK,Md′ ,F,F ∗(1), (3.2.16)
for all q = (q′, p) ∈ Ω\E1, e ∈ Hd′ , and Gq′,e ∈ Bq′,e. Here E1 ⊆ Ω is a set of measure ψ(E1) =
oK,Md′ ,F,F ∗(1).
Similarly using the stability properties (2.2.10) and (2.2.17) of the box norms, we have
∥∥1Gq′,e − Eµq,e(1Gq′,e | ∨
f∈∂e
B′q′,f )
∥∥
νq,e
=
∥∥1Gq′,e − Eµq′,e(1Gq′,e | ∨
f∈∂e
B′q′,f )
∥∥
νq,e
+ oK,Md′ ,F,F ∗(1)
=
∥∥1Gq′,e − Eµq′,e(1Gq,e | ∨
f∈∂e
Bq′,f )
∥∥
ν
q′,e
+ oK,Md′ ,F,F ∗(1) ≤
1
2F ∗(Md′−1)
+ oK,Md′ ,F,F ∗(1),
(3.2.17)
for all q = (q′, p) ∈ Ω\E2, e ∈ Hd′ and Aq′,e ∈ Bq′,e = Bq,e , where E2 ⊆ Ω is a set of measure
ψ(E2) = oK,Md′ ,F,F ∗(1).
With F (M1) = OMd′−1,F (1), we have that F (M1) ≤ C(Md′−1, F ) =:
1
2F
∗(Md′−1) for a sufficiently
rapidly growing function F ∗ depending only on F . Assuming N, W are sufficiently large with respect to
Md′ and K , inequalities (3.2.11), (3.2.12) for j = d′ and q ∈ Ω\(E1∪E2) follow from (3.2.13) and (3.2.14).
The rest of the conclusions of the theorem are clear from the construction. 
4. COUNTING AND THE REMOVAL LEMMAS.
4.1. The Removal Lemma. In this section we formulate a so-called counting lemma and show how it im-
plies Theorem 1.4. Our arguments will closely follow and are straightforward adaptations of those in [19]
to the weighted settings; for the sake of completeness we will include the details.
For e ∈ Hd let Ge ⊆ Ve be a hypergraph, and let Be = {Ae, ACe , ∅, Ve} be the σ−algebra generated
by it. Let {νe}e∈H and {µe}e∈H be the weights and measures associated to a well-defined, symmetric fam-
ily forms L = {Lke ; e ∈ Hd, 1 ≤ k ≤ d}. Take Md > 0 and F : R+ → R+ be a growth function to be
determined later and apply Theorem 3.1 with d′ = d to obtain a well-defined, symmetric parametric exten-
sion {µq,e}q∈Z,e∈H together with σ-algebras Bq,e ⊆ B′q,e and a set Ω ⊆ Z such that (3.2.8)-(3.2.12) hold.3
3The family {νe} can be considered as a parametric family of weights in a trivial way, setting Z = Ω = {0}, and ψ(0) = 1.
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Note that the complexity of the system as well as the σ-algebras is OMd,F (1). We consider the system of
measures µq,e and the σ-algebras Bq,e, B′q,e fixed for the rest of this section.
It will be convenient to define all our σ-algebras on the same space VJ and eventually replace the ensem-
ble of measures {µq,e}e∈H with the measure µq := µq,J =
∏
f∈H νq,f . Thanks to the stability conditions
(2.1.6)-(2.1.7) this can be done at essentially no cost. Indeed for any e ∈ H there is an exceptional set
Ee ⊆ Ω of measure ψ(Ee) = oMd,F (1), such that for any family of sets Gq,e ⊆ Ve we have that
µq(π
−1
e (Gq,e)) = µq,e(Gq,e) + oMd,F (1), (4.1.1)
uniformly for q ∈ Ω\Ee. Let E =
⋃
e∈H Ee, Ω
′ := Ω\E , then (4.1.1) means that for any set Aq,e ∈ Ae
one has that µq(Aq,e) = µq,e(πe(Aq,e)) + oMd,F (1) uniformly for q ∈ Ω′. We will write µq,e(Aq,e) =∫
Ve
1Aq,e(xe) dµq,e(xe) for simplicity of notations.
Define the σ-algebras Bq,e := π−1e (Bq,e), B
′
q,e := π
−1
e (B
′
q,e) on VJ , and note that Bq,e = Be for e ∈ Hd as
the initial σ-algebras Be are not altered in Theorem 3.1. Let Bq :=
∨
e∈H Bq,e be the σ-algebra generated by
the algebras Bq,e, and define similarly the σ-algebra B
′
q. The atoms of Bq are of the form Aq =
⋂
e∈HAq,e
where Aq,e is an atom of Bq,e. In particular if Ee ∈ Be then
⋂
e∈Hd
Ee is the union of the atoms of Bq.
The so-called counting lemma [19], [5], [14], gives an approximate formula for the measure of “most”
atoms Aq and as consequence it shows that their measure is bounded below by a positive constant depend-
ing only on the initial data F and Md. If, as in Theorem 1.4, one assumes that the measure of
⋂
e∈Hd
Ee
is sufficiently small then it cannot contain most of the atoms thus removing the exceptional atoms from the
sets Ee, the intersection of the remaining sets becomes empty, leading to a proof of Theorem 1.4.
To make this heuristic precise let us start by defining the relative density δq,e(A|B) := µq,e(A ∩B)/µq(B)
for A,B ∈ Bq,e, with the convention that δq,e(A|B) := 1 if µq(B) = 0.
Definition 4.1. Let Aq = ∩e∈HAq,e be an atom of Bq. We say that the atom Aq is regular if the following
hold.
(1) For all atoms Aq,e
δq,e(Aq,e
∣∣ ⋂
f∈∂e
Aq,f ) ≥
1
log F (Mj)
, (4.1.2)
(2) Moreover∫
Ve
∣∣Eµq (1Aq,e | ∨
f∈∂e
B
′
q,f )− Eµq(1Aq,e |
∨
f∈∂e
Bq,f)
∣∣2∏
f(e
1Aq,f dµq,e ≤
1
F (Mj)
∫
VJ
∏
f(e
1Aq,f dµq,e.
(4.1.3)
This roughly means that all atoms Aq,e are both somewhat large and regular on the intersection of the lower
order atoms Aq,f , (f ∈ ∂e). Note that if |e| = 1 then ∂e = ∅ and by convention we define
⋂
f∈∂eAq,f = VJ ,
and the left side of (4.1.2) becomes µq,e(Aq,e).
Proposition 4.1. [Counting lemma] There is a set E ⊆ Ω of measure ψ(E) = oN,W→∞;Md,F (1) such that
if q ∈ Ω\E and if Aq =
⋂
e∈HAq,e ∈
∨
e∈H Bq,e is a regular atom, then
µq(Aq) = (1 + oMd→∞(1))
∏
e∈H
δq,e(Aq,e
∣∣ ⋂
f∈∂e
Aq,f ) +OM1
(
1
F (M1)
)
+ oN,W→∞;Md,F (1). (4.1.4)
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Next, following [19], we show that the total measure of irregular atoms is small. For any atom Aq,e ∈ Bq,e,
let Bq,e,Aq,e be the union of all sets of the form
⋂
f(eAq,f for which (4.1.2) or (4.1.3) fails. Note that if an
atom Aq =
⋂
e∈HAq,e is irregular then Aq ⊆ Aq,e ∩Bq,e,Aq,e for some e ∈ H. We claim that
µq(Aq,e ∩Bq,e,Aq,e) .
1
logF (Mj)
(4.1.5)
for q /∈ E1, where E1 ⊆ Ω is a set of measure ψ(E1) = oMd,F (1). To see this, note that the measure µq
can be replaced by the measure µq,e as they differ by a negligible quantity on sets which belong to Ae. We
estimate first the contribution of those sets
⋂
f(eAq,f to the left side of (4.1.5) for which (4.1.2) fails. This
quantity is bounded by
∑
{Aq,f}f∈∂e, (4.1.2) fails
µq,e(Aq,e ∩
⋂
f∈∂e
Aq,f ) ≤
1
logF (Mj)
∑
{Aq,f}f∈∂e
µq,e(
⋂
f∈∂e
Aq,f )
≤
1
logF (Mj)
µq,e(Ve) .
1
log F (Mj)
,
as the summation is taken over the disjoint atoms of the σ-algebra ∨f∈∂e Bq,f .
Similarly, one estimates the total contribution of the disjoint atoms ⋂f(eAq,f for which (4.1.3) fails as
follows. ∑
{Aq,f}f⊆e, (4.1.3) fails
µq,e(
⋂
f(e
Aq,f )
≤ F (Mj)
∫
Ve
|Eµq,e(1Aq,e |
∨
f∈∂e
B
′
q,f )− Eµq,e(1Aq,e |
∨
f∈∂e
Bq,f )|
2 dµq,e
≤ F (Mj)
1
F (Mj)2
=
1
F (Mj)
.
Since the sets Aq,e ∩ Bq,e,Aq,e contain all irregular atoms, and for given e ∈ Hj the number of all atoms of
the σ-algebra Bq,e is at most 22
Mj
, one estimates the total measure of all irregular atoms as
d∑
j=1
∑
e∈Hj
∑
Aq,e∈Bq,e
µq(Aq,e ∩ Bq,e,Aq,e) ≤
d∑
j=1
(
d
j
)
22
Mj 1
logF (Mj)
≤
1√
logF (Md)
≤ 2−2
Md (4.1.6)
if, say F (M) ≥ 222
Md+d
. This shows, choosing Md sufficiently large, that most atoms are regular.
Another fact we need is that the measure of regular atoms is not too small. Indeed by (4.1.2), (4.1.4),
we have that for q ∈ Ω and a regular atom Aq = ∩e∈HAq,e,
µq(Aq) ≥
∏
j≤d
∏
e∈Hj
1
F (Mj)1/10
−Od,M1
(
1
F (M1)
)
+ oMd,F (1) ≥
1
F (M1)
> 0, (4.1.7)
as long as F is sufficiently rapid growing and Md is sufficiently large with respect to d. It is clear from
(3.2.9) that F (M1) ≤ F ∗(Md) for a function F ∗ depending only on F and Md.
After these preparations, assuming the validity of Proposition 4.1, it is easy to obtain the
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Proof of Theorem 1.4. Let δ > 0, Ee ∈ Ae and ge : Ve → [0, 1] for e ∈ Hd be given. Let E1 ⊆ Ω be a
set of measure ψ(E1) = oMd,F (1) so that (4.1.1), (4.1.6) and (4.1.7) hold for q ∈ Ω/E1. Also by (2.2.4)
conditions (1.4.11)-(1.4.12) hold for
µ˜J := µq,J and µ˜e := µq,e (e ∈ Hd), (4.1.8)
for q /∈ E2, for a set E2 ⊆ Ω be a set of measure ψ(E2) = oMd,F (1).
Now fix q /∈ E1 ∪ E2 and define µ˜J and µ˜e for e ∈ Hd as is (4.1.8). We claim that this system of mea-
sures satisfy the conclusions of the theorem. By construction the system is symmetric so it remains to
construct the sets E′e and show (1.4.13)-(1.4.15) hold. For given e ∈ H define the sets
E′q,e = VJ\ (Bq,e,Ae ∪
⋃
f(e,Aq,f
(Aq,f ∩Bq,f,Aq,f )), (4.1.9)
where Aq,f ranges over the atoms of Bq,f . As we have Bq,e = Be, which is generated by a single set Ee, if⋂
e∈Hd
Ee contains an atom Aq =
⋂
f∈HAq,f then Aq,e = Ee for e ∈ Hd. If such an atom would be regular
then by (1.4.10) its measure would satisfy
1
F ∗(Md)
≤ µ˜J (
⋂
e∈Hd
Ee ) = µJ (
⋂
e∈Hd
Ee ) + oMd,F (1) < 2δ.
Choosing Md to be the largest positive integer so that F ∗(Md) ≤ (2δ)−1 we see that
⋂
e∈Hd
Ee contains
only irregular atoms. From (4.1.9) and (4.1.6) we have
µ˜J (Ee\E
′
q,e) = µ˜J (
⋃
f⊆e, Aq,f
(Aq,f ∩Bq,f,Aq,f )) ≤ 2
−2Md . (4.1.10)
Also, all irregular atoms Aq =
⋂
f∈HAq,f ⊆
⋂
e∈Hd
Ee are contained in one of the sets Ee\E′q,e, thus⋂
e∈Hd
(Ee ∩ E
′
q,e) = ∅.
Finally, choosing ε := 2−2Md , (1.4.14) holds by (4.1.10). Moreover δ → 0 implies Md → ∞ and hence
ε→ 0 showing the validity of (1.4.15). This proves Theorem 1.4. 
4.2. Proof of Proposition 4.1. The proof proceeds by induction and uses the Cauchy-Schwartz inequality,
causing to double certain sets of variables. As a consequence, we need a generalization of Proposition 4.1
which requires the following definition.
Definition 4.2 (Weighted hypergraph bundles overH). LetK be a finite set together with a map π : K → J ,
called the projection map of the bundle. Let GK be the set of edges g ⊆ K such that π is injective on g and
π(g) ∈ H.
For any g ∈ GK , write
Vg := Vpi(g) =
∏
k∈g
Vpi(k),
and define the weights and measures νq,g, µq,g : Vg → R+ as
νq,g(xg) := νq,pi(g)(xg), µq,g(xg) =
∏
g′⊆g
νq,g′(xg′).
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The total measure measure µq,K on VK is given by
µq,K(x) =
∏
g∈G
νq,g(xg).
A hypergraph G ⊆ GK which is closed in the sense that ∂g ⊆ G for every g ∈ G, together with the
spaces Vg and the weight functions νq,g for g ∈ G is called a weighted hypergraph bundle over H. The
quantity d′ = supg∈G |g| is called the order of G.
Note that the underlying linear forms defining the weight system {νq,g}q∈Z,g∈GK ,
L¯g(q, xg) = Lpi(g)(q, xg), suppx (Lpi(g)) = π(g)
are pairwise linearly independent. Indeed, if g 6= g′ they depend on different sets of variables, and for a fixed
sets of variables they are the same as the forms L(q, xg). What happens is that we sample a number variables
from each space Vj and evaluate the forms L(q, x) in the new variables. For example if we have x1, x1′ ∈ V1
and x2, x2′ ∈ V2 then to the edge (1, 2) ∈ H there correspond the edges (1, 2), (1, 2′), (1′, 2) and (1′, 2′)
in G, and to every linear form L(q, x1, x2) there also correspond the forms L(q, x1, x2′), L(q, x1′ , x2) and
L(q, x1′ , x2′) defining the weights on the appropriate edges.
Proposition 4.2. [Generalized Counting Lemma] Let G ⊆ GK be a closed hypergraph bundle over H with
the projection map π : K → J , and d′ := supg∈G |g| be the order of G. Then, for F growing sufficiently
rapidly with respect to d and K , there exists a set E ⊆ Ω of measure ψ(E) = oN→∞;Md,K,F (1) such that
for q ∈ Ω\E we have
∫
VK
∏
g∈G
1Aq,pi(g)(xg) dµq,K(x) (4.2.1)
= (1 + oMd→∞,K(1))
∏
g∈G
δq,pi(g)(Aq,pi(g)|
⋂
f∈∂pi(g)
Aq,f ) +OK,M1(
1
F (M1)
) + oN→∞,K,Md(1).
Note that Proposition 3 is the special case when G = H and π is the identity map.
Proof. We use a double induction. First we induct on d′, the order of G (note that d′ ≤ d), and then, fixing
K and π, we induct on the number of edges r := |{g ∈ G : |g| = d′}|.
To start, assume that d′ = r = 1, so that G = {k} and j = π(k) ∈ J. The left hand side of (4.2.1)
becomes ∫
Vk
1Aq,j (xk) dµq,k(xk) =
∫
Vj
1Aq,j (xj) dµq,j(xj) = δq,j(Aq,j).
Let {Aq,e}e∈H be a regular collection of atoms for q ∈ Ω, and define the functions bq,e, cq,e : Ve → R for
e ∈ H by
bq,e := Eµq,e(1Aq,e |
∨
f∈∂e
B′q,f )− Eµq,e(1Aq,e |
∨
f∈∂e
Bq,f ) (4.2.2)
cq,e := 1Aq,e − Eµq,e(1Aq,e |
∨
f∈∂e
B′q,f ) (4.2.3)
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and introduce the shorthand notation
δq,e = δq,e(Aq,e|
⋂
f∈∂e
Aq,f ).
Note that if x ∈ Aq,e
⋂
f∈∂eAq,f then
δq,e = Eµq,e(1Ae |
∨
f∈∂e
Bq,f )(xe), (4.2.4)
and thus one has the decomposition
1Aq,e(xe) = δq,e + bq,e(xe) + cq,e(xe) (4.2.5)
on the set
⋂
f∈∂eAq,f . Let g0 ∈ G such that |g0| = d′ and use (4.2.5) to write∏
g∈G
1Aq,pi(g)(xg) = (δq,pi(g0) + bq,pi(g0)(xg0) + cq,pi(g0)(xg0))
∏
g∈G\{g0}
1Aq,pi(g)(xg).
Consider the contribution of the terms separately
∫
VK
∏
g∈G
1Aq,pi(g)(xg)dµq,K(x)
=
∫
VK
(δq,pi(g0) + bq,pi(g0)(xg0) + cq,pi(g0)(xg0))
∏
g∈G\{g0}
1Aq,pi(g)(xg)dµq,K(x)
= Mq + E
1
q + E
2
q (4.2.6)
For main term Mq, by the second induction hypothesis we have
Mq = δq,pi(g0)
∫
VK
∏
g∈G\{g0}
1Aq,pi(g)(xg)dµq,K(x)
= δq,pi(g0) (1 + oMd→∞(1))
∏
g∈G\g0
δq,pi(g) + OK,M1(
1
F (M1)
) + oN,W→∞;K,Md(1),
and hence Mq agrees with the right side of (4.2.1). We continue to estimate the second error term by
E2q =
∫
VK
cq,pi(g0)(xg0)
∏
g∈G\{g0}
1Aq,pi(g)(xg)dµq(x) = Ex∈VK (cq,pi(g0)νq,g0)(xg0)
∏
g∈G\{g0}
1Aq,pi(g)νq,g(xg)
= Ex∈VK
∏
|g|=d′,g∈G
fq,g(xg)
∏
g′∈G,|g′|<d′
νq,g′(xg′), (4.2.7)
where fq,g0 = cq,pi(g0)νq,g0 and fq,g = hq,gνq,g, for g ∈ G, g 6= g0 and |g| = d′ for a function hq,g of
magnitude at most 1. Thus we have |fq,g| ≤ νq,g for all g ∈ G, |g| = d′. Note that we are essentially in the
situation of Proposition 1.1, the generalized von Neumann inequality. Indeed applying the Cauchy-Schwartz
inequality d′ times successively in the variables xj , j ∈ g0 as in the Appendix, to clear all functions fq,g(xg),
g 6= g0, which does not depend on at least one of these variables, we obtain
|E2q |
2d
′
.
∥∥cq,pi(g0)∥∥2d′νq,g0 + Exg0 ,yg0 |Wq(xg0 , yg0)− 1|
∏
h⊆g0
∏
ω∈{0,1}h
νq,h(ωh(xh, yh)), (4.2.8)
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where setting K ′ := K\g0
Wq(xg0 , yg0) = Ex∈VK′
∏
g∈G,g*g0
∏
ω∈{0,1}g∩g0
νq,g(ωg∩g0(xg,∩g0 , yg∩g0), xg\g0). (4.2.9)
Note that the first term on the right hand side of (4.2.8) isO(F (M1)2−d
′
) by (3.1.12) and (4.2.3). To estimate
the second term we apply the Cauchy-Schwartz inequality one more time to see that it is oN,W→∞;Md,K,F (1)
for q /∈ E1, where E1 is a set of measure oN,W→∞;Md,K,F (1) using the fact that the underlying linear forms
are pairwise linearly independent in the variables (q, xg0 , yg0 , xK ′).
Finally we estimate the error term E1q defined as
E1q =
∫
VK
bq,pi(g0)(xg0)
∏
g∈G\{g0}
1Aq,pi(g)(xg)dµq(x).
Taking absolute values and discarding all factors 1Aq,pi(g)(xg) for |g| = d′, g 6= g0, one estimates
|E1q | ≤
∫
Vg0

|bq,pi(g0)(xg0)| ∏
g(g0
1Aq,pi(g)(xg)


×

ExK′ ∏
g∈G′,|g|<d′
1Aq,pi(g)νq,g(xg)
∏
h∈G′,|h|=d′
νq,h(xh)

 dµq,g0(xg0),
where G′ = {g ∈ G; g " g0}. Writing A(xg0) for the expression in the first parenthesis, and B(xg0) for the
expression in the first parenthesis. Thus we have
|E1q | ≤
∫
Vg0
A(xg0)B(xg0) dµq,g0(xg0),
thus by the Cauchy-Schwartz inequality we get
|E1q |
2 .
(∫
Vg0
A(xg0)
2 dµq,g0(xg0)
)(∫
Vg0
B(xg0)
2 dµq,g0(xg0)
)
. (4.2.10)
Since νq,g0(Vg0) = 1 + oMd,K,F (1) outside a set E2 ⊆ Ω of measure ψ(E2) = oMd,K,F (1), the first factor
on the left side of (4.2.10) is estimated by
Exg0∈Vg0 bq,pi(g0)(xg0)
2
∏
g(g0
1Aq,pi(g)(xg)
∏
g⊆g0
νq,pi(g)(xg). (4.2.11)
Let f0 = π(g0), since π : g0 → f0 is injective and Vg0 = Vf0 , we may write the expression in (4.2.11), by
re-indexing the variables xg to xf , f = π(g) for g ⊆ g0, as
∫
Vf0
b2q,f0(xf0)
∏
f(f0
1Aq,f (xf ) dµq,f0(xf0) .
1
F (Md′)
∫
Vf0
∏
f(f0
1Aq,f (xf )dµq,f0(xf0), (4.2.12)
where the inequality follows from by assumption (4.1.3) on regular atoms. By the induction hypothesis we
further estimate the right side (4.2.12) as
1
F (Md′)
(1 + oMd→∞(1))
∏
f(f0
δq,f + OMd(
1
F (M1)
) + oN,W→∞;Md,K,F (1). (4.2.13)
The second factor in (4.2.10) may be expressed in terms of a hypergraph bundle K˜ over K , by using the
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construction given in [19]. Let K˜ = K0 ⊕g0 K , the set K × {0, 1} with the elements (k, 0) and (k, 1) are
identified for k ⊆ g0. Let φ : K˜ → K be the natural projection, and π ◦ φ : K˜ → J be the associated map
down to J . Let G0 = {g ∈ G, g ⊆ g0} and G′ = {g ∈ G, g 6⊆ g0, |g| < d′} and define the hypergraph
bundle G˜ on K˜ to consist of the edges g × {0} and g × {1} for g ∈ G0 ∪ G′, two edges bing identified for
g ∈ G0. Define the weights
ν˜q,g×{i}(xg×{i}) := νq,g(xg×{i}), (4.2.14)
for q ∈ Z, g ∈ GK , i = 0, 1, that is for all edges g˜ ∈ GK˜ , and let µ˜q,g×{i} be the associated family of
measures. Then we have for the second factor appearing in (4.2.10)
∫
Vg0
B(xg0)
2dµq,g0(xg0)
=
∫
Vg0
[ ∏
g∈g0
1Aq,pi(g)(xg)
][
Ex∈VK\g0
∏
g∈G\{g0}
1Aq,pi(g)νq,g(xg)
∏
h 6⊆g0,|h|=d′
νq,h(xh)
]2
dµq,g0(xg0)
=
∫
V
K˜
∏
g˜∈G˜
1Aq,pi◦φ(g˜)(xg˜) dµ˜q,K˜(xK˜). (4.2.15)
Indeed, when expanding the square of inner sum in (4.2.13) we double all points in K\g0 thus we eventually
sum over xK˜ ∈ VK˜ , also double all edges g ∈ G˜ to obtain the edges g×{0}, g×{1}. As for the weights, the
procedure doubles all weights νq,g(xg) for g 6⊂ g0, g ∈ GK to obtain the weights νq,g(xg×{i}) for i = 0, 1
while leaves the weights νq,g(xg) for g ⊆ g0 unchanged. The order of g˜ is less than d′ thus by the first
induction hypothesis, we have
∫
V
K˜
∏
g˜∈G˜
1Aq,pi◦φ(g˜)(xg˜) dµ˜q,K˜(xK˜) =
= (1 + oMd→∞(1))
∏
g˜∈G˜
δq,pi◦φ(g˜) +OK,M1(
1
F (M1)
) + oN,W→∞;,Md,K,F (1)
= (1 + oMd→∞(1))
∏
g∈G0
δq,pi(g)
∏
g∈G′
δ2q,pi(g) +OK,M1(
1
F (M1)
) + oN,W→∞;Md,K,F (1), (4.2.16)
for q /∈ EK˜,φ where EK˜,φ ⊆ Ω is a set of measure ψ(EK˜,φ) = oN,W→∞;Md,K,F (1). Note that there
are only OK(1) choices for choosing the set K˜ and the projection map φ : K˜ → K thus taking the
union of all possible exceptional sets EK˜,φ we have that (4.2.16) holds for q /∈ E ′K if measure ψ(E ′K) =
oN,W→∞;Md,K,F (1). Combining the bounds (4.2.13) and (4.2.16) we obtain the error estimate
|E1q |
2 = (oMd→∞(1))
∏
g∈G
δ2q,pi(g) +OK,M1(
1
F (M1)
) + oN,W→∞;Md,K,F (1),
outside a set E ′K of measure oN,W→∞;Md,K,F (1). This closes the induction and the Proposition follows. 
5. PROOF OF THE MAIN RESULTS
In this section we finish the proof of our main result Theorem 1.2. Since we have already shown the validity
of Theorem 1.4 and hence that of Theorem 1.3 by the argument in the introduction, it remains to show that
counting affine copies of ∆ in a set A ⊆ ZdN with weights w translates to counting copies in A ⊆ Pd of
relative density α > 0. This is standard, we include the details for the sake of completeness, using the
arguments given in [2].
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First, let us identify [1, N ]d with ZdN and recall that constellations in ZdN defined by the simplex ∆ which
are contained in a box B ⊆ [1, N ]d of size εN , are in fact genuine constellations contained in B. Note that
we can assume that the simplex ∆ is primitive in the sense that t∆ * Zd for any 0 < t < 1, as any simplex
is a dilate of a primitive one. To any simplex ∆ ⊆ Zd there exists a constant τ(∆) > 0 depending only on
∆ such that the following holds.
Lemma 5.1. [2] Let ∆ ⊆ Zd be a primitive simplex. Then there is constant 0 < ε < τ(∆) so that the
following holds.
Let N be sufficiently large, and let B = Id be a box of size εN contained in [1, N ]d ≃ ZdN . If there
exist x ∈ ZdN and 1 ≤ t < N such that x ∈ B and x+ t∆ ⊆ B as a subset on ZdN , then either x+ t∆ ⊆ B
or x+ (t−N)∆ ⊆ B, also as a subset of Zd.
Proof [Theorem 1.3 implies Theorem 1.2]
Let N,W be sufficiently large positive integers and assume that |A| ≥ α |PN |d for a set A ⊆ PdN . By the
pigeonhole principle choose b = (bj)1≤j≤d so that bj is relative prime to W for each j, and
|A ∩ ((WZ)d + b)| ≥ α
Nd
(logN)d φ(W )d
, (5.1)
where φ is the Euler totient function. Set N1 := N/W and A1 := {n ∈ [1, N1]d; Wn + b ∈ A} .
Choose ε2 > 0 so that 2ε2 < τ(∆). By the Prime Number Theorem there is a prime N ′ so that ε2N ′ =
N1(1 + oN1→∞(1)), thus we have
|A1 ∩ [1, ε2N
′]d| ≥
α εd2
2
(N ′)dW d
(logN ′)d φ(W )d
. (5.2)
By Dirichlet’s theorem on primes in arithmetic progressions the number of n ∈ [1, N ′]d\[ε1N ′, N ′]d for
which Wn+ b ∈ Pd is of O(ε1 N
′dW d
(logN ′)d φ(W )d
) , thus (5.2) holds for the set A′ := A1 ∩ [ε1N ′, ε2N ′]d as
well, if ε1 ≤ cd εd2α for a small enough constant cd > 0.
If x ∈ A′ then ε1N ′ ≤ xi ≤ ε2N ′ and Wxi + bi ∈ P for 1 ≤ i ≤ d, thus by the definition of the
Green-Tao measure νb : [1, N ′]→ R+ given in Section 1.3, we have
w(x) =
d∏
i=1
νbi(xi) ≥ cd
(
φ(W ) logN
W
)d
. (5.3)
as logN ′ − logN assuming N sufficiently large with respect to W . Thus
Ex∈Zd
N′
1A′(x)w(x) ≥ cdε
d
2α (5.4)
for some constant cd > 0. Applying the contrapositive of Theorem (1.3) for the set A′ with ε := cdεd2α
gives
Ex∈Zd
N′
, t∈ZN′
( d∏
j=0
1A′(x+ tvj)
)
w(x+ t∆) ≥ δ (5.5)
with a constant δ = δ(α,∆) > 0 depending only on α and the simplex ∆ = {v0, . . . , vd}. Similarly as in
(5.3)
w(x + t∆) ≤ Cd
(
φ(W ) log N
W
)l(∆)
, (5.6)
since all coordinates of x+t∆ are primes, bigger then R. Thus the number of copies ∆′ = x+t∆ which are
contained in A′ as a subset of ZdN ′ is at least cNd+1 (log N)−l(∆), for some constant c = c(α,∆,W ) > 0
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depending only on the initial data α, ∆ and the number W . Since A′ ⊆ [ε1N ′, ε2N ′]d, by Lemma 5.1 at
least half of the simplices ∆′ are contained in A′ as a subset of Zd, and then the simplices ∆′′ := W∆′ + b
are contained in A.
Now choose W = W (α,∆) large enough so that Theorem 1.3 holds for all sufficiently large N , and then A
contain at least c′(α,∆)Nd+1 (log N)−l(∆) similar copies of ∆ for some constant c′(α,∆) > 0 depending
only on α and the simplex ∆. This proves Theorem 1.2 
APPENDIX A. BASIC PROPERTIES OF WEIGHTED BOX NORMS
In this appendix we describe some basic facts about the weighted version of Gowers’s box norms defined
in (1.5.2) for functions F : Ve → R. These norms have also been defined in [8], Appendix B, and in fact
all the properties we prove here, including Proposition 1.1, can be deduced from the arguments given there.
However as our settings is slightly different, we include the proofs below.
We will assume e = {1, . . . , d} =: [d], and V = V[d] = ZdN without loss of generality. To show that
these are indeed norms (for d ≥ 2) let us define a multilinear form referred to as the weighted Gowers’s
inner product. Let Fω : Ve → R for ω ∈ {0, 1}e, be a given family of functions and define
〈
Fω, ω ∈ {0, 1}
d
〉
ν
:= Ex[d],y[d]∈V
∏
ω∈{0,1}d
Fω(ω(x[d], y[d]))
∏
|I|<d
∏
ωI∈{0,1}I
νI(ωI(xI , yI))
So
〈
Fω, ω ∈ {0, 1}
d
〉
ν
= ‖F‖2
d
ν
, if Fω = F for all ω ∈ {0, 1}e.
Lemma A.1 (Gowers-Cauchy-Schwartz’s inequality). | 〈Fω;ω ∈ {0, 1}d〉 | ≤∏
ω[d]
‖Fω‖dν .
Proof. We will use Cauchy-Schwartz inequality several times and the linear forms condition.
〈
Fω;ω ∈ {0, 1}
d
〉
dν
= Ex[2,d],y[2,d]
[( ∏
|I|<d,1/∈I
∏
ωI
νI(ωI(xI , yI))
)1/2
×
(
Ex1ν(x1)
∏
ω[2,d]
Fω(0,[2,d])(x1, ω[2,d](x[2,d], y[2,d]))
∏
|I|<d−1,1/∈I
ν{1}∪I(x1, ωI(xI , yI))
×
( ∏
|I|<d,1/∈I
∏
ωI
νI(ωI(xI , yI))
)1/2
×
(
Ey1ν(y1)
∏
ω[2,d]
Fω(1,[2,d])(y1, ω[2,d](x[2,d], y[2,d]))
∏
|I|<d−1,1/∈I
ν{1}∪I(y1, ωI(xI , yI))
]
Applying the Cauchy Schwartz inequality in the x1 variable, one has
|
〈
Fω;ω ∈ {0, 1}
d
〉
dν
|2 ≤ A ·B
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here,
A = Ex[2,d],y[2,d]
[ ∏
|I|<d,1/∈I
∏
ωI
νI(ωI(xI , yI))
×
(
Ex1,y1ν(x1)ν(y1)
∏
ω[2,d]
Fω(0,[2,d])(x1, ω[2,d](x[2,d], y[2,d]))Fω(0,[2,d])(y1, ω[2,d](x[2,d], y[2,d]))
×
∏
|I|<d−1,1/∈I
ν{1}∪I(x1, ωI(xI , yI))
]
=
〈
F (0)ω (ω(x[d], y[d]))
〉
dν
,
where
F
(0)
(0,ω[2,d])
(x1, ω[2,d](x[2,d], y[2,d])) = F
(0)
(1,ω[2,d])
(y1, ω[2,d](x[2,d], y[2,d]))
:= F (x1, ω[2,d](x[2,d], y[2,d]))
for any ω[2,d]. Similarly,
B =
〈
F (1)ω ω(x[d], y[d]))
〉
dν
where
F
(1)
(0,ω[2,d])
(x1, ω[2,d](x[2,d], y[2,d])) = F
(1)
(1,ω[2,d])
(y1, ω[2,d](x[2,d], y[2,d]))
:= F (y1, ω[2,d](x[2,d], y[2,d]))
for any ω[2,d]. In the same way, apply Cauchy-Schwartz’s inequality in x2 variable, we end up with
|
〈
Fω;ω ∈ {0, 1}
d
〉
dν
| ≤
∏
ω[0,1]
〈
F
ω[0,1]
ω ;ω ∈ {0, 1}
d
〉
dν
and continuing this way with x3, ..., xd variables, we end up with
|
〈
Fω;ω ∈ {0, 1}
d
〉
dν
| ≤
∏
ω∈{0,1}d
〈Fω, ..., Fω〉dν =
∏
ω∈{0,1}d
‖Fω‖
2d
dν

Corollary A.1. ‖·‖dν is a semi-norm for d ≥ 1.
Proof. By the Gowers-Cauchy-Schwartz inequality we have that ‖F‖ν ≥ 0, moreover
‖F +G‖2
d
dν
= 〈F +G, ..., F +G〉dν
=
∑
ω∈{0,1}d
〈hω1 , ..., hωd〉dν , h
ω =
{
F , ω = 0
G ,ω = 1
≤
∑
ω∈{0,1}d
‖hω1‖dν ... ‖h
ωd‖dν = (‖F‖dν + ‖G‖dν )
2d
Also it follows directly from the definition that ‖λF‖2
d
dν
= λ2
d
‖f‖2
d
dν
, hence ‖λF‖dν = |λ| ‖F‖dν . 
Proof of Proposition 1. Let H′ = {f ∈ H; |f | < d, and write the left side of (1.5.3) as
E = Ex∈VJ
∏
e∈Hd
Fe(xe)
∏
f∈H′
νf (xf ).
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Fix e0 = [d] and write ej := [d+1]\{j} for the rest of the faces. The idea is to apply the Cauchy-Schwartz
inequality successively in the x1, x2, . . . , xd variables to eliminate the functions Fe1 ≤ νe1 , . . . , Fed ≤ νed ,
using the linear forms condition at each step. Using Fe1 ≤ νe1 we have
|E| ≤ Ex2,...,xd+1νe1(x1)
∏
1/∈f∈H′
νf (xf )
∣∣Ex1 ∏
j 6=2
Fej (xj)
∏
1∈f∈H′
νf (xf )
∣∣.
By the linear forms condition Ex2,...,xd+1νe1(x1)
∏
1/∈f∈H′ νf (xf ) = 1 + oN→∞(1), thus by the Cauchy-
Schwartz inequality
E2 . Ex2,...,xd+1νe1(x1)
∏
1/∈f∈H′
νf (xf ) Ex1,y1
∏
j 6=2
Fej (x1, xej\{1})Fej (y1, xej\{1}) (A.1)
×
∏
1∈f∈H′
νf (y1, xf\{1}) νf (x1, xf\{1})
Note that, what happened is that we have replaced the function Fe1 by the measure νe1 , doubled the variable
x1 to the pair of variables (x1, y1) and also doubled each factor of the form Ge(xe) (which is either Fe(xe)
or νe(xe), for e ∈ H) depending on the x1 variable. To keep track of these changes as we continue with the
rest of that variables, let us introduce some notations. Let g ⊆ [d] and for a function Ge(xe) define
G∗e(xe∩g, ye∩g, xe\g) :=
∏
ωe∈{0,1}e∩g
Ge(ωe(xe∩g, ye∩g), xe\g). (A.2)
We claim that after applying the Cauchy-Schwartz inequality in the x1, . . . , xi variables we have with g = [i]
E2
i
. Ex[i],y[i],xJ\[i]
∏
j≤i
ν∗ej (x[i]∩ej , y[i]∩ej , xej\[d])
∏
j>i
F ∗ej (x[i]∩ej , y[i]∩ej , xej\[d]) (A.3)
×
∏
f∈H′
ν∗f (xf∩[i], yf∩[i], xf\[i]). (A.4)
For i = 1 this can be seem from (A.1). Note that the linear forms appearing in any of these factors are
pairwise linearly independent as our system is well-defined. Assuming it holds for i separating the factors
independent of the xi+1 variable, replacing the function Fei+1 with νei+1 , and applying the Cauchy-Schwartz
inequality we double the variable xi+1 to the pair (xi+1, yi+1) and each factor G∗e(xe∩[i], ye∩[i], xe\[i]) de-
pending on it, to obtain the factor G∗e(xe∩[i+1], ye∩[i+1], xe\[i+1]), thus the formula holds for i + 1. After
finishing this process we have by (A.2) and (A.3)
E2
d
. Ex[d],y[d]
∏
ω∈{0,1}d
Fe0(ω(x[d], y[d]))
∏
f⊆[d],f 6=e0
∏
ωf∈{0,1}f
νf (ωf (xf , yf ))W(x[d], y[d]),
where
W(x[d], y[d]) = Exd+1
∏
d+1∈e∈H
∏
ωe∈{0,1}e∩[d]
νe(ωe(xe∩[d], ye∩[d], xe\[d])).
Thus, as Fe0 ≤ νe0 , to prove (1.5.3) it is enough to show that
Ex[d],y[d]
∏
f⊆[d]
∏
ωf∈{0,1}f
νf (ωf (xf , yf )) |W(x[d], y[d])− 1| = oN→∞(1).
This, similarly as in [7], can be done with one more application of the Cauchy-Schwartz inequality leading
to 4 terms involving the ”big” weight functions W and W2. Each terms is however 1 + oN→∞(1) by the
linear forms condition, as the underlying linear forms are pairwise linearly independent. Indeed the forms
Lf (ωf (xf , yf ) are pairwise independent for f ⊆ [d], and depend on a different set of variables then the
forms Le(ωe(xe∩[d], ye∩[d], xe\[d])) for e * [d] defining the weight function W . The new forms appearing
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in W2 are copies of the forms in W with the xd+1 variable replaced by a new variable yd+1 hence are
independent of each other and the rest of the forms. This proves the proposition. 
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