1. Introduction. We are interested in the distribution of the extreme values taken by the function |ζ(1/2 + it)| between adjacent zeros, conditional on the zero spacing. This study was initiated in [5] , and continued by Steuding [7] . Suppose that {t n : n ∈ N} denotes the sequence of zeros in R + counted according to multiplicity and arranged in non-decreasing order, and N 0 (T ) := card{n : 0 < t n ≤ T }. We write l n := t n+1 −t n , and we consider the intervals (t n , t n+1 ) satisfying the condition l n ≤ 2πθ/log t n ; these are relatively short if θ ∈ R + is small, because we expect that N 0 (T ) ∼ (T /2π) log T , so that l n equals approximately 2π/log t n on average, moreover we know unconditionally that N 0 (T ) ≍ T log T . The question arises whether the zetafunction is also relatively small on such intervals, or if it has tall spikes, how often these occur. A complication in this problem is that we do not know the frequency of these short intervals. According to Montgomery's pair correlation conjecture, the number of the intervals specified above with t n ≤ T is ≪ θ 3 N 0 (T ), but actually nothing has been proved in this direction.
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Following [5] , we define M n := max{|ζ(1/2 + it)| : t n ≤ t ≤ t n+1 }, (1)
In the sum (2) , N = N 0 (T ). Also M (k) (T, ∞) denotes the sum in which l n is unrestricted. In [5] , we showed that
where H k (θ) is an increasing, continuous, bounded function satisfying, in
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the two cases,
In the range θ k < θ < ∞, each H k (θ) is a rather complicated transcendental function, which was evaluated for some typical values and which levels off towards the value obtained in the unrestricted case, respectively:
H 1 (∞) = 5 + 2 √ 10 3 75 + 60 √ 10 = .23200260 . . . ,
The first of the constants in (5) is not far from the best possible since Conrey and Ghosh [2] established that, on the Riemann Hypothesis, actually
probably there is a similar formula when h = 2 with a constant not much smaller than that given in (5). Conrey [1] showed that
these constants being .0509175 . . . /π 2 and .1290994 . . . /π 2 respectively. The upper bound in (7) is unconditional but the lower bound depends on the hypothesis that Hardy's function Z(t) has only one stationary point in each interval (t n , t n+1 ); it is well known that this follows from the Riemann Hypothesis. For small θ we have H k (θ) ≪ θ 3 from (4), and recently Steuding [7] has given a simpler and more transparent proof of this result in the case k = 2, albeit with a weaker constant π/140. He also obtains H 1 (θ) ≤ πθ/6. I cannot improve my bound for H 1 (θ) for any value of θ, but I offer the following result about H 2 (θ).
Theorem 1. The inequality (3) is valid with
In the range θ 2 ≤ θ < ∞, H 2 (θ) increases continuously towards the limit .1079199/π 2 , with some values given in the following table. The first two columns are explained in the course of the proof below. The improvement obtained over the results in [5] decreases as θ increases: for example the new bound is better by a factor 7/72 at the old θ 2 = π −1 35/3 but at infinity the results are barely distinguishable.
The correct interpretation of this result is not clear. We now have H 1 (θ) ≪ θ 3 and H 2 (θ) ≪ θ 5 . If these bounds represented the true orders of magnitude then it would be awkward to match them with the pair correlation conjecture; indeed, H 1 (θ) would be essentially the same as the frequency of the short intervals and for this to happen, the behaviour of the M n would have to be more or less independent of θ. An alternative model would be that the M n were usually smaller on these short intervals, with occasional large spikes dominating the sum M (1) (T, θ). In either scenario H 2 (θ) would appear to have to be of the order at least θ 3 , whereas we know that H 2 (θ) ≪ θ 5 .
As in [5] our method involves an inequality relating the maximum modulus of a function on an interval between zeros to certain integral means of the function and some of its derivatives. The new inequality occupies most of the paper. It involves the parameters λ, µ, ν which ideally would be chosen optimally, however I am not yet able to prove the inequality in the most general case; I choose some parameters that I can cope with, which may not be optimal. This affects the various constants given above and Table 1 , but not the exponent 5 of θ.
2. An extremal problem. The results in [5] depended on the following inequality.
, and that
Put M := max{|y(x)| : a < x < b}. Then, for arbitrary µ > λ > 0, we have
There are two useful features here: first that upper bound is linear in A, B and C, which is essential for the application, and second that the factor involving L on the right is ≪ L 3 for small L. The inequality is sharp in the sense that it becomes false in general if any factor < 1 be introduced on the right-hand side. The question as to whether a sharp bound for M in terms of A, B, C (in the case that (9) is internally consistent) may be derived from (10) by choosing λ and µ in an optimal fashion, is interesting in itself but not relevant to the application to the zeta-function (because we should, in optimizing, lose the linearity in A, B, C).
The idea in [5] was to apply Lemma 1 with [a, b] = [t n , t n+1 ] and y = Z, Z 2 respectively to bound the sums M (1) (T, θ) and M (2) (T, θ). I have nothing to add when k = 1, but observe now that this strategy disregards some information when k = 2, namely that in this case y = Z 2 has double zeros at t n and t n+1 . With this in mind, we look for a version of Lemma 1 containing the extra hypothesis that y ′ (a) = y ′ (b) = 0, and it emerges that (9) may be usefully supplemented by the equation
clearly we need to add the hypothesis that y ′′ is differentiable and
. Since these moments of Z(t) and its derivatives may all be evaluated, these are acceptable prices. We want an inequality corresponding to Lemma 1 of the following shape, in which the factor F (λ, µ, ν; L) on the right is sharp and, for fixed λ, µ, ν, has the property that
Put M := max{|y(x)| : a < x < b}. Then, for arbitrary ν > µ > λ > 0, we have
In order to define F we introduce the functions
Notice that in each of the sums (14) and (15), there is one negative term, in the middle. As t ∈ R + increases, C(λ, µ, ν; t) decreases from ∞, and T (λ, µ, ν; t) increases from 0, toward the common limit
.
To see the monotonicity property of T , observe that the function sech 2 √ x is a convex function of x, which implies that
2 νt 2 and the result follows on differentiating T . A similar argument shows that C is decreasing, actually convex on R + . For this we prove first that the function
is a convex function of x. We have, noticing that √ x coth √ x ≥ 1 on the second line,
and it emerges that all the coefficients d j are positive. An inequality similar to (17) then establishes that C ′′ (λ, µ, ν; t) > 0. Since T (λ, µ, ν; t) is increasing and bounded it cannot be convex: it is intuitive, but we shall not prove, that T ′′ has one sign change from positive to negative. We have the expansions
for small t, together with the relation (21) C(λ, µ, ν; t) + T (λ, µ, ν; t) = 2C(λ, µ, ν; 2t).
We define
noticing that for δ ∈ R + we have the scaling formulae (24) C(λ, µ, ν; t) = δ 5 C(δλ, δµ, δν; t/δ), T (λ, µ, ν; t) = δ 5 T (δλ, δµ, δν; t/δ), f (λ, µ, ν; t) = δ −5 f (δλ, δµ, δν; t/δ), F (λ, µ, ν; t) = δ 5 F (δλ, δµ, δν;t/δ).
Finally we state, for each fixed triple λ, µ, ν:
Hypothesis A(λ, µ, ν). The function f (λ, µ, ν; t) is convex for t ∈ R + .
This seems particularly awkward to prove and it is the sticking point in our method. A consequence of the hypothesis is that f (λ, µ, ν; t) is decreasing, as it converges to a finite limit as t → ∞. Thus F (λ, µ, ν; t) increases with t.
Remark 1. The scaling formulae (24) show that A(λ, µ, ν) and A(δλ, δµ, δν) are equivalent for every δ > 0. So we can normalize, for example by assuming that λ = 1.
The key result required for our application is Theorem 2. Suppose that ν > µ > λ > 0 are such that Hypothesis A(λ, µ, ν) is valid. Then the conjectural inequality (13) holds for every function y satisfying the conditions stated above together with (12).
3. An easier extremal problem. In this section we tackle a supplementary problem, which we can solve completely, essentially by moving the maximum to one end of the interval.
Notice that we do not require M to be the maximum value of |y| here, but it is intuitive that it actually is so in the extremal case, moreover that y is then positive and decreasing, with y ′′ changing from negative to positive at some point of the interval. We do not assume any of these propositions.
Proof of Theorem 3. Denote the integral on the left of (25) by J(y). We expand y ′′′ (x) as a Fourier sine series on [0, t] (with no claims about convergence). We may integrate this series term-by-term to obtain the Fourier cosine series of y ′′ (x), and we notice that there is no constant term, because y ′ (0) = y ′ (t). Integrating term-by-term again we obtain the Fourier sine series of y ′ (x), and, after a final integration we have (say) (26) y(x) = 1 2 a 0 + a 1 cos πx t + a 2 cos 2πx t + a 3 cos 3πx t + · · · with equality in (26) because y has bounded variation and is continuous. In particular, we have
and observe that
We apply Cauchy's inequality to each part of (28), to obtain
We deduce from (30)-(32) that
Recall that (except at the poles)
In order to employ (34) it is convenient to write λ 1 := tλ/π etc., so that we have
by partial fractions. We write (3) followed by the first of three terms to indicate a sum like (35) where the second and third terms are obtained by permuting the variables λ 1 , µ 1 , ν 1 cyclically. We apply (34), and recall (14), to find that the sum in (35) equals
A similar argument involving (15) establishes that
and we insert (36) and (37) into (33) to obtain (25). The inequality in (25) is sharp, moreover we may identify the extremal function as
To track this function down we observe that in the extreme case, each application of Cauchy's inequality in (31) and (32) must be sharp; that is to say, a n must be proportional to 1/b(n) when n is even or odd (or zero), but the constants of proportionality may be (and are) different in the various cases, and are determined by the boundary conditions y(0) = M , y(t) = 0. It is easy to see in (38) that y ′ (0) = y ′ (t) = 0, as the hyperbolic functions cancel at the end-points when this expression is differentiated. This completes the proof.
Remark 2. We expect the extremal function to be a linear combination of the six functions e ±λx etc. because these are the independent solutions of the Euler-Lagrange equation associated with (25).
Proof of Theorem 2.
We may assume that a = 0, b = L. The boundary conditions are y(0) = y(L) = y ′ (0) = y ′ (L) = 0 and we put
Moreover we suppose that |y(x)| attains its maximum value M at the point x = t, indeed that y(t) = M , replacing y by −y if necessary. Then y ′ (t) = 0
and we see that we can split the integral in (39) into two ranges, [0, t] and [t, L], writing (40) I(y) =: I 1 (y) + I 2 (y).
On each range we have a problem of the type considered in Section 3. In the first range we apply Theorem 3 to the function y(t − x) (0 ≤ x ≤ t) to deduce from (22) that
similarly we apply Theorem 3 to the function y(
We do not know the value of t and so we require the minimum of the righthand side as a function of t. On the assumption of Hypothesis A(λ, µ, ν) we see that this occurs in the middle of the range, that is, I(y) ≥ f (λ, µ, ν; L/2). We multiply this inequality by F (λ, µ, ν; L) as defined in (23) to deduce (13) as required. This completes the proof.
A special case.
If the ratios λ : µ : ν are rational then we can find κ (and suppose it to be as large as possible) so that λ, µ and ν are integer multiples of κ, whence tanh(λt/2), tanh(µt/2), tanh(νt/2) are rational functions of tanh(κt/2). So therefore are C(λ, µ, ν; t) and T (λ, µ, ν; t); moreover if we put tanh(κt/2) = τ then clearly dt/dτ is also a rational function of τ . This means that in this case, Hypothesis A(λ, µ, ν) reduces to an elementary, if perhaps lengthy, calculus problem.
Consider the case µ = 2λ, ν = 3λ, in which κ = λ and so (44)
We have (45) C(λ, 2λ, 3λ; t) −1 + T (λ, 2λ, 3λ; t)
and we denote the right-hand side of (45) by (15λ 5 /2)g(τ ). For this to be a convex function of t it is necessary and sufficient that for 0 < τ < 1 we should have
A calculation shows that
Now we differentiate (47) logarithmically to obtain
The third and fourth terms increase on [0, 1] and so contribute at most 4.5 to the sum, whereas the first and second terms contribute less than −6. Hence the right-hand side of (48) is negative and since g ′ (τ ) is also negative, we find that g ′′ (τ ) is positive, that is, both terms in (46) are positive. This is all we need.
6. Proof of Theorem 1. We suppose that λ, µ, ν are such that Hypothesis A(λ, µ, ν) is valid and apply Theorem 2 with y = Z 2 , a = t n , b = t n+1 =: a + l n . Since F −1 = f by (23), we see that (13) yields
We add all these inequalities, to obtain (50)
in which U := t N +1 . Hardy and Littlewood [6] proved that t N +1 − t N ≪ ε t 1/4+ε N and so we have T < U ≤ T + T 1/3 for large T . (In fact all we require in what follows is that U ≤ T + O(T /log T ).) Lemma 2. We have In the unrestricted case (55) implies
The next step is to choose u = u(θ) to minimize h(θ, u) for each fixed θ ∈ R + and for θ = ∞: we find that u(∞) = .44061115 . . ., which yields H 2 (θ) = .010934581 . . ., just marginally better than the .011113587 . . . obtained in [5] .
Let us turn to (56). From the definitions (14) and (15) for fixed θ ∈ R + and u → 0. From (22) and (23),
whence from (57),
We insert this into (56) to obtain the first part of Theorem 1. Now we consider the minimization problem in (56). Put As u increases, τ increases and so does the rational function of τ in (65) (see the proof of A (1, 2, 3 ) above). So we must choose u in the range where the second factor in (65) decreases, say 0 ≤ u ≤ u 2 . Notice that u 2 = u(∞) = .44061115 . . .. where ∆ denotes the denominator of m ′ (x)/m(x), that is, the product of the three factors in (67). We see from (68) that m(x) increases on [0, 1] and so 5 − 4m(x) decreases. Thus ψ(τ ) decreases as required. We deduce that u = φ −1 {ψ(τ )} is a one-to-one function mapping [0, 1] onto [0, u 2 ]. We now simplify our calculations: rather than solve the equation g ′ (θ, u) = 0 for fixed θ we compute ψ(τ ) for a range of values of τ , as in Table 1 , and then solve the equation φ(u) = ψ(τ ) for u. (This is a cubic equation for u 2 , suitable for a calculator: it is an easy matter to enhance its output by two or three significant figures.) Then we have, for this τ and u, (69) θ = 1 πu log 1 + τ 1 − τ , which yields the results listed in Table 1 . Notice that τ and u tend to 0 together and θ converges to a limit θ 2 which is computed by comparing the Maclaurin expansions of ψ(τ ) and φ(u). We find that θ 2 = 6 √ 14/π √ 17; for θ ≤ θ 2 we cannot improve on (62). The graph of H 2 (θ) must change from convex to concave beyond (if not at) θ 2 and indeed flatten off pretty quickly: this is demonstrated by the table.
A point of caution is that we have not demonstrated that for the values of θ obtained in this calculation we have actually found the optimal u: certainly we have ψ(τ ) − φ(u) = 0 by construction, but it is conceivable that this is not the only local minimum of h(u, θ). However the method leads to an upper bound H 2 (θ) as required and I preferred it to a computer search for a minimum.
