Abstract−Limited magnitude asymmetric error model is well suited for flash memory. In this paper, we consider the construction of asymmetric codes correcting single error over Z 2 k r and which are based on so called 
I Introduction
Flash memory is a kind of non-volatile memory which has higher transfer speed, longer life span and less sensitive of vibration than hard disks. But the material of flash memory is expensive and has fixed blocks, which makes it necessary to increase the density of flash memory. At the same time, it faces many challenges such as how to implement codes correcting asymmetric errors into the flash memories. In [1] , the asymmetric channel with limited magnitude errors was introduced and the further results were given in [2, 3] . An error model with asymmetric errors of limited magnitude is a good model for some multilevel flash memories. In the asymmetric error model, a symbol a over an alphabet Z q = {0, 1, · · · , q − 1} may be modified during transmission into b, where b ≥ a, and the probability that a is changed to b is considered to be the same for all b > a. For some applications, the error magnitude b − a is not likely to exceed a certain level λ. In general, the errors are mostly asymmetric and some classes of construction of asystematic codes correcting such errors were studied in [5, 6, 7] . Also, several constructions of systematic codes correcting single errors are given in [6] and the symmetric case is closely related to equi-difference conflict-avoiding codes see e.g., [10, 13] . In addition, splitter sets can be seen as codes correcting single limited magnitude errors in flash memories see e.g., [4, 7, 8, 9, 11, 12, 13] .
On the other hand, construction of codes correcting t errors can be transformed to B t [λ](q) sets and the construction of a maximal size B 1 [3] (2 k r) set, B 1 [3] (3 k r) set and B 1 [4] (3 k r) set can be found in [7] . In this paper, we consider the construction of a maximal size B 1 [4] (2 k r) set. In Section II, we briefly introduce
[λ](q) set and linear codes over the ring Z q . Indeed, we recall some basic results on B 1 [λ](q) sets. In Section III, we reduce the construction of a maximal size B 1 [4] (2 k r) set for k ≥ 3 to the construction of a maximal size B 1 [4] (2 k−3 r) set. In Section IV, we give an exact formula for calculating a maximal size B 1 [4] (4r) set. In section V, we consider maximal size B 1 [4] (2r) set. Finally, we give a short summary of this paper in Section VI.
II Preliminaries
The following result is almost identical to the introduction given in [6, 7, 8] . But we include it here for the completeness of this paper. If H is an h × m matrix over Z q , the corresponding code of length m with parity check matrix H, is
where H t denotes the transposed of H.
Let E ⊂ Z m q be the set of error patterns that we want to correct and consider single errors of magnitude at most λ. If x ∈ C H is a sent codeword and e ∈ E is an error introduced during transmission, then the received m-tuple is y = x + e. Therefore
As usual, we call eH t the syndrome of e. Let S H,E = {eH t |e ∈ E} be the set of syndromes. We require these to be all distinct, i.e., |S H,E | = |E|. When this is the case, the code is able to correct all error patterns in E. Moreover,
is a disjoint union, and so we get the Hamming type bound
For ordinary linear codes (for q a prime power), when h = 1, C H is an [m.m − 1] code of minimum Hamming distance two that an not correct any errors (without limitation on the magnitude). When we consider errors of limited magnitude, the situation may be quite different, and it is a nontrivial task to find good H. Therefore, we consider
, and the error patterns we consider are E λ,m , the set of sequences (e 0 , e 1 , · · · , e m−1 ) ∈ [0, λ] m of Hamming weight at most 1. We see that
Permuting the elements of (b 0 , b 1 , · · · , b m−1 ), we get another code with the same error correcting capability. Therefore, from now on we consider sets
of distinct positive integers such that the corresponding syndromes
set, see [6] . The corresponding code we denote by C B , that is
For any positive integer l coprime to d, let ord d (l) be the order of l in Z * d , that is,
For a ∈ Z * d and d a divisor of q, we let β = aq/d. For gcd(al, d) = 1, define the cyclotomic set
s with p i distinct primes not diving l, we have
b) If p is a prime not dividing l and l ordp(l) − 1 = p µp a, where gcd(a, p) = 1, then
For q = 2 k r with gcd(r, 6) = 1, we will introduce a result reducing the construction of a maximal size
to the construction of a maximal size B 1 [4] (2 k−3 r) set in this section. Define M 4 (q) to be the maximal size of a B 1 [4] (q) set.
For a positive integer q = 2 k r with gcd(r, 6) = 1 and d | r, let
We have
If k ≥ 3, we consider the following disjoint decomposition
where
T heorem 1 : If gcd(r, 6) = 1 and k ≥ 3, then we have
for short if no confusion occurs. Then n k−1 is even and
For any a, let α = ar/d and the value of α varies with a. If gcd(a, 2
Let Γ 2 k d be a set of coset representatives of the group generated by 3 in Z * 2 k d . It suffices to consider the following cases.
(i) If n k−2 is odd, then n k−1 = 2n k−2 and k = 3. Hence,
We can choose
(ii) If n k−2 is even and n k−1 = n k−2 , then 1 + 2 k−2 d is not in the cyclic group generated by 3 in Z *
(iii) It is easy to see that n k−2 is even and n k−1 = 2n k−2 is equivalent to k ≥ 5 and
In this case, then we can choose
In total, we choose
Obviously S ′ is a B 1 [4] (2 k r) set. Indeed, it is easy to verify that there do not exist distinct elements
x, y ∈ S 0 such that 2x ≡ 2y (mod 2 k r), 3x ≡ 3y (mod 2 k r) or 4x ≡ 4y (mod 2 k r). Hence 2S, 3S and 4S
both have the same size as S. Note that S ′ is a B 1 [4] (2 k r) set contained in N 3 . We see that
•
On the other hand, firstly we note that at least one of a, 2a, 3a, 4a belongs to N 2 for any a
then the set S is a maximal size
Example 1 :
• For q = 40, we have
The construction of maximal set in the proof of Theorem 1 is presented as follows. 
We can choose {1} as a perfect B 1 [4] (5) set. Then we obtain a maximal size B 1 [4] (40) set
, 17, 33}.
• For q = 160, note that {1, 9, 13, 17} is a maximal size B 1 [4] Hence, 
IV Construction of maximal size B 1 [4](4r) sets
In this section, we give an explicit construction of maximal size B 1 [4] (4r) sets. We consider the following disjoint decomposition
T heorem 2 : If gcd(r, 6) = 1, then M 4 (4r) = r − 1.
2) If r > 1 with gcd(r, 6) = 1, for any d | r and d ≥ 5 , let Γ 4d be a set of coset representatives of the group generated by 3 in Z * 4d . It suffices to consider the following cases. (i) If n 1 = ord 2d (3) is odd, then n 1 = n 0 and n 2 = 2n 1 . We can choose
(ii) If n 1 = ord 2d (3) is even, then n 2 = n 1 = n 0 and 1 + 2d is not in the cyclic group generated by 3 in Z * 4d . We have
In total, we choose S = d>1,d|r T d . It is easy to verify that there do not exist distinct elements
both have the same size as S. Obviously,
On the other hand,
Hence, the set S is a maximal size B 1 [4] (4r) set.
Remark 1 : Combining Theorems 1 and 2, if k ≡ 2 (mod 3), then
Example 2 :
• For q = 20, we have
The construction of maximal set in the proof of Theorem 2 is presented as follows. Firstly we have r = 5. Hence, d = 1 or d = 5. If d = 5, then n 1 = 4 is even and Case (ii) applies. We can choose Γ 10 = {1} and so
is a maximal size B 1 [4] (20) set.
• For q = 44, we have
The construction of maximal set in the proof of Theorem 2 is depicted as follows. Firstly we have r = 11. Hence, d = 1 or d = 11. If d = 11, then n 1 = 5 is odd and Case (i) applies. We can choose Γ 22 = {1, 7} and so 
Lemma 2 : By restricting the domain of the mapping θ 2 to U i of Z 2r , we have (1) θ 2 (U 0 ) = U 1 , which is a bijection.
(2) θ 2 (U 1 ) = U 1 , which is a bijection. P roof : For x ∈ Z 2r , let t = x + r (mod 2r), then x = t and θ 2 (x) = θ 2 (t) = 2x (mod 2r).
For any 2a ∈ U 1 , we have two cases to consider: if a is odd, then a ∈ U 0 , t ∈ U 1 and θ 2 (2a) = θ 2 (t) = 2a(mod 2r); if a is even, then t ∈ U 0 , 2a(mod 2r) ∈ U 1 and θ 2 (2a) = θ 2 (t) = 2a(mod 2r). Since |U 0 | = |U 1 |, then θ 2 | U0 and θ 2 | U1 are both bijections.
V.1 On lower bounds of M
For brevity, we let
• m = min{s, n − s};
T heorem 3 : If n is even and s is odd, then
P roof : If n is even and s is odd, we can choose
We note that T d ⊂ U 0 . For distinct elements x, y ∈ T d , we have 2x ≡ 2y (mod 2r) and 4x ≡ 4y (mod 2r)
by Lemma 2. Clearly, 3x ≡ 3y (mod 2r). Hence 2T d , 3T d and 4T d both have the same size as T d . Obviously,
Checking binary parity we can get
Hence S is a B 1 [4] (2r) set. Therefore,
On the other hand, it is clear that
and so M T heorem 4 : If both n and s are even , then (1) in the case m = 2,
(2) in the case m > 2,
2r) set, then 3 i+1 α and 3 i+2 α can not be chosen. Therefore,
By Lemma 2, we know that θ 2 | U0 and θ 2 | U1 are both bijections. Hence, for any z 1 , z 2 ∈ [1, 4], Hence, we can choose
(2) For m > 2 :
(i) If r ′ = 0, we can choose
For distinct elements x, y ∈ T d , it is easy to verify that 2x ≡ 2y (mod 2r), 3x ≡ 3y (mod 2r) and 4x ≡ 4y (mod 2r). Hence 2T d , 3T d and 4T d both have the same size as
we obtain x = 3 e1 α (mod 2r) and y = 3 e2 α (mod 2r). For j = j ′ , if e 1 , e 2 have the same binary parity then 0 < |ind 3α (x) − ind 3α (y) ± m| < n and so 2x ≡ 4y (mod 2r); otherwise, we also have 2x ≡ 4y (mod 2r)
by checking binary parity of e 1 , e 2 . By Lemma 2, we know that θ 2 is a bijection from
Similarly, 2x ≡ 4y (mod 2r) holds for |j − j ′ | = 1. Therefore,
(ii)If r ′ = 2, we can choose
and so
(iii)The case 2 < r ′ ≤ m
• For k ′ = 1, we can choose
• For k ′ ≥ 2, we can choose
If r ′ > m, we can choose
Lemma 3 : If n is odd, then m = 1, 2. 
(2) If m is even, then
if r ′ > m.
P roof : (1) If m is odd, similar to Theorem 3, we can choose
(2) If m is even, similar to Theorem 4, for r ′ ≤ m, we can choose
If r is a prime, then M 4 (2r) = M ′ 4 (2r). For prime r < 100, we give all the examples by Theorems 3,4 and 5 in Table 1 . 
T heorem 6 : If both n and t + s are even, then
P roof :
• If both t and s are even, we can choose
• If both t and s are odd, we can choose
Therefore, for distinct elements x, y ∈ T d , it is easy to verify that 2x ≡ 2y (mod 2r), 3x ≡ 3y (mod 2r) and 4x ≡ 4y (mod 2r). Hence all of 2T d , 3T d and 4T d have the same size as
Indeed, if both t and s are even, then
If both t and s are odd, then
Hence, in combination with the proof of the Theorem 4, we have
T heorem 7 : The following holds for n being even.
(1) If t is odd and s is even, then
(2) If t is even and s is odd, then
otherwise.
P roof : (1) The case t is odd and s is even.
-If t − 1 < s < n 2 , we can choose
Clearly, for any a ∈ Λ d and j ∈ [0,
Therefore,
-If t < s = n 2 , we can choose
-If n 2 < s < n − t + 1, we can choose
.
-Otherwise, we can choose
(2) The case t is even and s is odd.
2 , then we can choose
2 , we can choose
-If n+2 2 < s < n − t + 1, we can choose
T heorem 8 : The following holds for n being odd.
(1) If t is odd, then
if s is odd and s > 1,
if s is even and s > 0. if s is even and s > 0.
P roof : It is similar to the proof of Theorems 6 and 7.
(1) The case t is odd. For prime r < 100, we give all the examples by Theorems 6,7 and 8 in Table 2 .
Since 
VI Summary
In this paper, we are mainly consider the constructions of a maximal size B 1 [4] On the other hand, for q ≤ 106 we can determine all maximal size B 1 [4] (q) sets by computer search. In all these examples, M ′ 4 (2r) is equal to the lower bound in our result. It is reasonable to conjecture that all the lower bounds are tight. We invite the readers to attack these open problems.
