Abstract. Typically, when we are given the section (or projection) function of a convex body, it means that in each direction we know the size of the central section (or projection) perpendicular to this direction. Suppose now that we can only get the information about the sizes of sections (or projections), and not about the corresponding directions. In this paper we study to what extent the distribution function of the areas of central sections (or projections) of a convex body can be used to derive some information about the body, its volume, etc.
Introduction
Let K be a convex body in R n . What can we say about the body K, if we know the areas of all its central sections or projections in every direction? Such questions are typical in Geometric Tomography. Particular examples include questions on the unique determination, volume comparison problems, etc. In this paper we study similar questions under much weaker assumptions. Instead of the pointwise knowledge of the areas of sections or projections, let us assume that we merely have their distribution functions.
Let σ be the Haar probability measure on S n−1 . If K ⊂ R n is a convex body that contains the origin in its interior, define the functions S K (t) and Π K (t) : R + → [0, 1] by S K (t) = σ(θ ∈ S n−1 : |K ∩ θ ⊥ | ≥ t), and Π K (t) = σ(θ ∈ S n−1 : |K|θ ⊥ | ≥ t).
Here θ ⊥ = {x ∈ R n : x, θ = 0}, and K|θ ⊥ denotes the orthogonal projection of K onto θ ⊥ . We write |A| for the k-dimensional Lebesgue measure (volume) of a set A ⊂ R n , where k is the dimension of the minimal flat containing A.
It is well known (see e.g. [Ga] ) that if K and L are origin-symmetric convex bodies in R n such that |K ∩ θ ⊥ | = |L ∩ θ ⊥ |, for all θ ∈ S n−1 ,
Since distribution functions provide much weaker information, one cannot expect similar uniqueness results. But one can ask whether the knowledge of some distribution functions may determine the distribution of the radial function or the support function of the body K, or the volume of K, or some other information.
In this paper we show that there are origin-symmetric convex bodies K and L in R n , n ≥ 3, that have the same distribution of the areas of central sections, but their volumes are different. (In particular, this means that K and L have different distributions of their radial functions). In R 2 the latter result is actually true. We also show that the distribution of the areas of projections of a convex body in R n , n ≥ 2, does not determine its volume.
Among positive results, we show that the knowledge of the distribution function of the areas of non-central t-sections, of the form K ∩ (θ ⊥ + tθ), for every t > 0 does determine the distribution of the radial function of K.
It is also interesting to look at volume comparison problems involving distribution functions. For example, the celebrated Busemann-Petty problem asks the following question. Let K and L be origin-symmetric convex bodies in R n such that |K ∩ θ ⊥ | ≤ |L ∩ θ ⊥ |, for all θ ∈ S n−1 .
Does it follow that |K| ≤ |L|?
The answer to this question is affirmative if n ≤ 4 and negative if n ≥ 5; see [Ga] or [K] . If we replace the sections by projections, then the corresponding problem is known as the Shephard problem. It has a positive answer in R 2 , while in higher dimensions there are counterexamples. We note, however, that there are certain classes of bodies for which these two problems do have an affirmative answer in all dimensions.
Here we will consider Busemann-Petty-Shephard type questions for distribution functions. It is, of course, impossible to obtain an affirmative answer in all dimensions, because of the solutions to the original Busemann-Petty and Shephard problems. But one can ask if there is a positive answer within a smaller class of bodies, or if there are isomorphic versions of the problems.
We show, for example, that if E is a centered ellipsoid and K is an origin-symmetric convex body such that S E (t) ≤ S K (t) for all t, then |E| ≤ |K|. If E is replaced by a convex intersection body L, this is no longer true. However, in the latter case, there is an absolute constant C such that S L (t) ≤ S K (t) implies |L| ≤ C|K|. We also establish similar results for the case of projections (intersection bodies would need to be replaced by polar projection bodies).
The paper is organized as follows: in Section 2 we present all required basic definitions from Convex Geometry and Harmonic Analysis. In Section 3, to develop some intuition, we study two-dimensional cases of our problems. Higher dimensional results are presented in Section 4.
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Notation and preliminaries
Here we will collect some necessary definitions and facts. As usual, we denote by x, y the inner product of two vectors x, y ∈ R n and by |x| the length of a vector x ∈ R n . We also denote by B n 2 = {x ∈ R n : |x| ≤ 1} the Euclidean unit ball. Recall that a convex body in R n is a convex compact set with non-empty interior. We will assume that the origin is an interior point of K. We say that a compact set K ⊂ R n is a star body if it is star-shaped about the origin and its radial function defined by
is positive and continuous.
The Minkowski functional of a star body K is defined by
K . We also note that a convex body that contains the origin in its interior is also a star body.
A star body K is origin-symmetric if K = −K. The support function of a convex body K ⊂ R n is given by
The polar body of K is K • = {x ∈ R n : x, y ≤ 1, for all y ∈ K}. Note that
One of the techniques extensively used this paper is the Fourier transform approach developed by Koldobsky; we refer to [K, KY, RZ] for more details, here we will only give basic definitions. We denote by S the space of rapidly decreasing infinitely differentiable functions (test functions) on R n with values in C. By S ′ we denote the space of distributions over S. Every locally integrable real-valued function f on R n with power growth at infinity represents a distribution acting by integration: for
The Fourier transform of an even homogeneous distribution of degree p is an even homogeneous distribution of degree −n − p. A distribution f is called positive definite if, for every nonnegative test function φ ∈ S, f, φ * φ(−x) ≥ 0. By Schwartz's generalization of Bochner's theorem, a distribution is positive definite if and only if its Fourier transform is a positive distribution (in the sense that f , φ ≥ 0, for every non-negative φ ∈ S).
The spherical Radon transform is a bounded linear operator on C(S n−1 ) defined by
is an even homogeneous function of degree −n + 1 on R n \ {0}, n > 1, so that
Let K be an origin-symmetric star body in R n . Its intersection body IK is the star body with the radial function
Formula (1) implies that
where c 1 = [π(n − 1)] −1 and c −n+1 2 = (2π) n c 1 . The concept of intersection bodies of star bodies was introduced by Lutwak [L] and it played an important role in the solution of the Busemann-Petty problem, mentioned in the introduction.
A more general class of bodies is defined as follows. A star body K ⊂ R n is said to be an intersection body if there exists a finite Borel measure µ on S n−1 so that ρ K = Rµ. A characterization of intersection bodies via the Fourier transform was discovered by Koldobsky as an application of formula (1) (see [K, Theorem 4 represents a positive definite distribution on R n . A generalization of the concept of intersection bodies was introduced by Koldobsly; see [K, Section 4.2] . Let 1 ≤ k ≤ n − 1, and let K and L be origin-symmetric star bodies in R n . We say that
Note that not every body L has its k-intersection body. But in the case when the k-intersection body of L exists, we will denote it by I k L. Let K be a convex body in R n . Define the parallel section function of K in the direction of θ ∈ S n−1 by
If K is sufficiently smooth, the fractional derivative of order q of the parallel section function at zero is defined by
where t + = max{0, t}.
The projection body of a convex body K in R n is defined as the body ΠK with support function
There is a Fourier characterization of projection bodies similar to that for intersection bodies (see [K, KY, RZ] We finally note that polars of projection bodies are usually called polar projection bodies.
3. Case of R 2 and first observations
We will start with some simple observations. Suppose that we have two originsymmetric convex bodies K and L in R 2 such that
Since in R 2 the intersection body of K is obtained by rotating K by π/2 and expanding it by the factor of 2, the condition above is equivalent to
Thus, in R 2 the distribution of the areas of central sections does determine the distribution of the radial function. (Later we will see that this is not the case in higher dimensions).
It is easy to see that the distribution of the radial function is not enough to determine the body. Take, for example,
where ǫ > 0 is small enough. Then K and L are different, but have the same distribution of the radial functions. A similar observation allows to conclude that in R 3 (as well as higher dimensions) convex bodies with the same distribution of radial functions may have different distributions of the areas of their central sections.
For ǫ > 0 small enough, let
Let us now move on to volume comparison results.
then we have
and so
Integrating the latter inequality over t ≥ 0 and using the Fubini theorem we get
and thus |K| ≤ |L|.
We note that the analogous result is not true for projections.
Proof. Using that in dimension two the length of projections of an origin-symmetric convex body can be written in terms of its support function, we get
It will be convenient to think of support functions as functions on the interval [0, 2π] and use the formula [Gr, 2.4 .27]:
Our goal is to construct two functions h K and h L that are the support functions of two symmetric convex bodies, and such that they have equal distribution functions, but
To do so, we will consider a function h ∈ C 2 (R) that is π-periodic, and such that 
Making the change of variables
1 (y) in the first integral and
2 (y) in the second, we get
Next we will replace the function h by an equally distributed π-periodic function h ∈ C 2 (R). For this we take a function g ∈ C 2 [0, 1] such that supp g ⊂ [1/4, 3/4] and replace f 1 and f 2 with f 1 + δg and f 2 + δg, where δ > 0 is small enough. Then
To finish the proof we set h K = 1 + εh and h L = 1 + εh, where ε > 0 is small enough.
Let us also provide a construction that yields two infinitely smooth origin-symmetric convex bodies in R 2 whose radial functions have the same distribution function, while the support functions do not. The polars of these bodies can be used to give another proof of Proposition 2. In the next section we will also use this construction in higher dimensions. Denote by e 1 , e 2 the standard orthonormal basis of R 2 . Let ε > 0 be small and consider two bodies K 0 , E 0 ⊂ R 2 defined by their radial functions, regarded as functions on the interval [0, 2π] ,
and
whereū is the angle between u ∈ S 1 and e 1 . Then E 0 is an origin-symmetric ellipse in R 2 , and K 0 is an infinitely smooth origin-symmetric body in R 2 that is not an ellipse. Note that K 0 is convex for small enough ε > 0 (see Lemma 1 below). Moreover, the radial functions of K 0 and E 0 have the same distribution function. Indeed, for each t > 0,
Since the set of allū ∈ [0, π] with ρ K 0 (u) ≥ t is the same as the set of allū/2 ∈ [0, π] with ρ E 0 (u) ≥ t, the above measure is equal to
Let K and E be the polar bodies of K 0 and E 0 , respectively. Since E is an ellipsoid and K is not, the equality case of the Blaschke-Santaló inequality implies
We now use that |K 0 | = |E 0 | to see that K and E have different volumes. Since the radial function of the polar body is equal to the reciprocal of the support function of the original body, the latter implies that the support functions of K 0 and E 0 have different distribution functions.
Moreover, we obtain another proof of Proposition 2, if we observe that
Remark 1. Proposition 2 shows that the knowledge of the distribution of the length of projections of a convex body in R 2 does not give the distribution of the radial function of the body.
Note that if in Proposition 2 one of the bodies is a disk, then not only the volumes are the same, but also the second body must be a disk. In fact, this is true in all dimensions.
Proposition 3. Let K be an origin-symmetric convex body in R n such that for some r > 0 we have
Proposition 4. Let K be an origin-symmetric convex body in R n such that for some r > 0 we have
These facts easily follow from the observation
The same observation allows to obtain the following volume comparison result.
Proposition 5. Let L be a convex origin-symmetric body in R 2 such that
Then |rB For the case of projections we also have the following.
2 be origin-symmetric convex bodies such that
Proof. Note that the hypothesis of the proposition is equivalent to
Integrating the latter with respect to t, we get
which is equivalent to |∂K| ≤ |∂L|. Further, observe that
After integration we get
Note that the fact that Π K (t) ≤ Π L (t), for all t ≥ 0, implies |∂K| ≤ |∂L|, is true in all dimensions.
4. Case of R n , n ≥ 3: Central hyperplane sections and orthogonal projections
First, we will prove that, unlike in R 2 , the distribution of areas of central sections does not determine the volume of the body. We will give two proofs. The second is shorter, but the first proof will be needed later when we discuss derivatives of section functions. We will be using the following lemma. Proof. Let F (ξ) = (1+εf (ξ)) p , ξ ∈ S n−1 , and denote by F q its homogeneous extension of degree q to R n \ {0}, i.e.
is the radial function of a convex body K. This is a standard approximation argument. First of all, observe that ρ K is close to the radial function of the Euclidean ball in C l (S n−1 ) for every l ∈ N. Therefore an application of the well-known formula for the curvature of a planar curve
and the fact that the Euclidean ball has a strictly positive curvature imply that K is convex. Part (i) follows. To prove (ii), assume that q is an integer, −n < q < 0. Let us show that F q (x) is a positive definite distribution on R n for small ε. Let m = ⌊(n + q)/2⌋ be the largest integer less than or equal to (n + q)/2. If n + q is an odd integer, then [K, Lemma 3.16] gives
If n + q is an even integer, then [Y, Lemma 3 .1] gives
Since | · | q is a positive definite distribution and since F q is close to | · | q in C l (S n−1 ) for every l ∈ N, we see that F q is also a positive definite distribution.
. Using formula (5), the connection between the Fourier transform and differentiation, and the fact that F q is close to | · | q , it's not hard to show that G defines the radial function of a convex body. Thus part (ii) is proved.
The proof of part (iii) of the lemma is similar to that of part (ii); take q = 1.
Theorem 1. There exist two origin-symmetric convex bodies
Proof. Let H 2 (x) be a second degree zonal spherical harmonic. Let F be an even C ∞ function on the sphere that has the same distribution function as H 2 and that differs from H 2 in some small neighborhood. Using Lemma 1 we can find originsymmetric convex bodies K, L ⊂ R n whose intersection bodies are defined by their radial functions as follows:
where ε > 0 is small. Then, by construction,
Using (2), we can compute the volume of K as follows:
where c 3 , c 4 , and c 5 are positive constants depending on n only. Here the second term should be zero because the Fourier transform of H 2 extended to R n with homogeneity −1 is c(n)H 2 (see [GYY] ). Thus
Similarly,
In order to show that |K| < |L|, we will prove that
Let ∞ m=2 Q m be the spherical harmonic expansion of F , where Q m is a spherical harmonic of degree m. Note that the we only have harmonics of even degrees, and the harmonic of order zero is zero, since
By [GYY] , the spherical harmonic expansion of F is ∞ m=2 λ m Q m , where
.
Observe that equality (6) implies that It remains to prove that
But this follows from the following two facts. First of all, the Γ-function is logconvex and so log Γ n + 1 2 − log Γ 3 2 < log Γ m + n − 1 2 − log Γ m + 1 2 , which implies that |λ 2 | < |λ m | for all m > 2. And second of all, one can see that there is a non-zero harmonic Q k of some degree k > 2 in the expansion of F . If for all m > 2 we had Q m = 0, then F would be a spherical harmonic of degree 2. But if F and H 2 are quadratic polynomials, then it's impossible for F to be equal to H 2 on some open set and not equal to H 2 on some other set.
Here we present another proof of the previous theorem.
Proof. Let E 0 and K 0 be the infinitely smooth origin-symmetric convex bodies in R 2 = span{e 1 , e 2 } defined in (3) and (4). Consider the origin-symmetric convex bodies K and L in R n = R 2 × R n−2 whose intersection bodies are equal to
and IL = E 0 ⊕ 2 B n−2 2 , respectively. Here ⊕ 2 denotes the ℓ 2 -sum of two origin-symmetric convex bodies. If A ⊂ R n and B ⊂ R m are origin-symmetric convex bodies, the sum A ⊕ 2 B is the body in R n × R m with the Minkowski functional (x, y) A⊕ 2 B = (
1/2 . To show the existence of K and L we will use Lemma 1. To this end, let us describe the radial functions of IK and IL. We write an arbitrary vector θ on the sphere
where u ∈ R 2 and v ∈ R n−2 are unit vectors, and 0 ≤ s ≤ 1. Then
whereū is the angle between u ∈ S n−1 ∩ R 2 and e 1 . Similarly,
It follows from (7), (8), and Lemma 1 that both K and L are origin-symmetric convex bodies when ε > 0 is small enough. Equations (7) and (8) also show that the radial functions of IK and IL have the same distribution. Indeed, for each t ≥ 0, consider the set U = {θ ∈ S n−1 : ρ IK (θ) ≥ t}. Its Haar measure is equal to
where
, and χ is the characteristic function of the set U. Since the condition χ su + √ 1 − s 2 v = 1 is equivalent to
we have
Since ρ K 0 and ρ E 0 have the same distribution as shown in the previous section, the above two integrals coincide. Therefore, ρ IK and ρ IL have the same distribution, i.e.
To compare the volumes of K and L, first note that their intersection bodies have the same volume since
On the other hand, since L is an ellipsoid, but K is not, the equality case of the Busemann intersection inequality (see e.g. [Ga, Corollary 9.4 .5]) implies that
We conclude that |K| = |L|.
In a similar way one can deal with projections.
Theorem 2. There exist two origin-symmetric convex bodies
Proof. Let E 0 , K 0 ⊂ R 2 be the planar bodies defined in (3), (4), respectively, and consider the bodies
. As we saw above, the radial functions of K 1 and L 1 have the same distribution. Now define K and L to be the origin-symmetric convex bodies in R n whose polar projection bodies are K 1 and L 1 , respectively. Furthermore, it follows from (7) that, for each θ ∈ S n−1 ,
where s ∈ [0, 1] is the length of the projection of θ onto R 2 = span{e 1 , e 2 }, u ∈ R 2 is the unit direction vector of the projection, andū is the angle between u and e 1 . Similarly,
It follows from Lemma 1 that such convex bodies K and L exist. Moreover, since ρ K 1 and ρ L 1 have the same distribution, the volumes of projections of K, L have the same distribution function, i.e.
To compare the volumes of K and L, first note that the polars of their projection bodies have the same volume since
Note also that L is an ellipsoid, and K is a non-ellipsoidal convex body when ε > 0 is small enough. The equality case of the Petty projection inequality (see e.g. [Ga, Theorem 9.2.9] ) implies that
Theorem 1 implies that a version of the Busemann-Petty problem for distribution functions of the areas of central sections has a negative answer in R n , n ≥ 3. Below we will prove some results in the positive direction.
Theorem 3. Let K ⊂ R n be a convex body and E ⊂ R n a centered ellipsoid such that
Proof. Using the Fubini theorem we get |IE| ≤ |IK|. On the other hand, the Busemann intersection inequality and its equality case (see [Ga, Corollary 9.4 .5]) imply that c(n)|E| n−1 = |IE| ≤ |IK| ≤ c(n)|K| n−1 .
In a similar fashion, using the Petty projection inequality and its equality case, one has the following result.
Theorem 4. Let K ⊂ R n be a convex body and E ⊂ R n a centered ellipsoid such that
It is well known that any ellipsoid is an intersection body (see [Ga] , [K] ). Thus it is natural to ask if Theorem 3 will still be true when we replace an ellipsoid with a general intersection body. Remark 2 below shows that this question has a negative answer in R n , n ≥ 3.
Remark 2. In the first proof of Theorem 1 both K and L are intersection bodies for ε small enough.
Proof. Use Lemma 1 with p = 1/(n − 1).
For general convex bodies, however, an isomorphic version of Theorem 3 can be proved. To state the theorem we will need the notion of the isotropic constant L K of a convex body K. We refer to [BGVV, MP] for the definition and properties of L K . We note that it follows from F. John's theorem that if K ⊂ R n is an originsymmetric convex body then L K ≤ c √ n. It was proved by Bourgain [Bo1, Bo2] that L n ≤ cn 1/4 log n and the log n factor was later removed by Klartag [Kl] .
Theorem 5. Let K and L be origin-symmetric convex bodies in R n such that
Then there is an absolute constant c such that
Proof. It was proved in [MP, Equation 5 .3] that for any origin-symmetric convex body K we have
where c 1 , c 2 > 0 are absolute constants. Thus, the condition of the theorem gives
We use L K ≤ c √ n to finish the proof.
It is well known that L K is bounded above by an absolute constant for different classes of convex bodies in R n , in particular for convex intersection bodies (combine Corollary 3.2 from [MP] and Theorem 3.4 from [KPY] ). Corollary 1. There exists an absolute constant C > 0, such that for any convex intersection body K and any origin-symmetric convex body L in R n satisfying
we have |K| ≤ C|L|.
Next we obtain analogous results for projections instead of sections. To state them, we will need the concept of the volume ratio. The volume ratio of a convex body K ⊂ R n , denoted by vr (K) , is defined by
where E is the ellipsoid of maximal volume contained in K.
Theorem 6. Let K and L be origin-symmetric convex bodies in R n such that
Proof. Using the Petty projection inequality and its reverse form (as shown in [A] ), we get c(n)
where c(n) = |B
|. Note that the condition of the theorem gives
Combining the latter with inequalities (9), we get
n . The volume ratio of an origin-symmetric convex body cannot exceed √ n (see [Ba1] ), which completes the proof.
It is known that the unit balls of finite-dimensional subspaces of L 1 have uniformly bounded volume ratios; see [BM, Theorem 2] and [MS, 9.3] , or [Ba] for a direct proof. Note that every polar projection body is the unit ball of a finite-dimensional subspace of L 1 (see [K] for more details). Thus the volume ratios of polar projection bodies are bounded by an absolute constant, which yields the following result.
Corollary 2. There exists an absolute constant C > 0, such that for any polar projection body K and any origin-symmetric convex body L in R n satisfying
In fact, Corollary 2 can be slightly improved by replacing the polar projection body K with a convex intersection body because convex intersection bodies have uniformly bounded volume ratios [KYZ, Proposition 6 .2].
5. Case of R n , n ≥ 3: Non-central hyperplane sections and derivatives of the parallel section function
We now look at the distribution functions associated with the parallel section function.
Theorem 7. Let K and L be convex bodies in R n . Assume that for every z ∈ R and every t ≥ 0 we have
Proof. By the hypothesis of the theorem we have
Thus for p > −1 we have
Both sides of the latter equality are analytic functions of p ∈ C and since they coincide for p > −1, they must coincide for all other values of p. Suppose both K and L are contained in a ball of radius R. Then for all m ∈ N∪{0} we have the equality of the moments:
Now the statement follows from the Hausdorff moment problem (which is a consequence of the Weierstrass approximation theorem); cf. [F, VII.3] .
One can also consider the distribution function of the derivatives of the parallel section function at zero. In the theorem below all bodies are assumed to be sufficiently smooth, to guarantee the existence of the corresponding derivatives.
Theorem 8. Let q ∈ (−1, n − 1) and assume that q is not an odd integer. Then the following properties hold.
(1) Let q = n/2 − 1. Then there exist origin-symmetric convex bodies K and L in R n such that
for all t ∈ R,
Proof. Note that if q is an odd integer, then the derivative A
K,θ (0) is zero in every direction and thus does not give us any information about the body. That is why we consider only the cases when q is a not an odd integer.
The proof of part (1) is similar to the first proof of Theorem 1, and we will just outline the main steps. Recall that
see [K, Theorem 3.18] .
Let H 2 (x) be a second degree zonal spherical harmonic. Let F be an even C ∞ function on the sphere that has the same distribution function as H 2 and that differs from H 2 in some small neighborhood. Define
where ǫ > 0 is small. Extending the two previous equalities to R n \ {0} with homogeneity −q − 1 and inverting the Fourier transforms, we get
, and
, where the constants c(n) and c 3 (n) are different from those before.
After we write the volumes of K and L, the problem reduces to comparing the
dx. Unlike in Theorem 1, H 2 and F are now homogeneous of degree −q−1. By [GYY] , the Fourier transform of a spherical harmonic H m of degree m, extended to R n \ {0} with homogeneity −q − 1, is λ m H m , where
Using again the log-convexity of the Γ-function, we obtain that |λ 2 | < |λ m | if q < n/2 − 1, and |λ 2 | > |λ m | if q > n/2 − 1. In both cases, the conclusion follows as in Theorem 1. We now consider case (2) of the theorem, i.e. when q = n/2 − 1 (and q is not odd). Let α = min
Integrating both sides of (11) with respect to t ≥ 0 and simplifying, we get
On the other hand, multiplying both sides of (11) by t, integrating over t ≥ 0, and using the previous equality, we get
Now the spherical Parseval formula (see [K, Lemma 3.22] ) yields
The following is a consequence of the previous theorem. Let 1 ≤ k ≤ n − 1 and let K and L be origin-symmetric convex bodies in R n such that their k-intersection bodies I k K and I k L exist. Assume σ(θ : ρ I k K ≥ t) = σ(θ : ρ I k L ≥ t), for all t ≥ 0.
Since θ −k I k K = c(n, k) · −n+k K ∧ (θ), the previous theorem shows that the volumes of K and L are not necessarily equal if k = n/2. However, if k = n/2, then |K| = |L|. Moreover, if k = n/2, the same ideas can be used to show that σ(θ : ρ I k K ≥ t) ≤ σ(θ : ρ I k L ≥ t), t ≥ 0, implies |K| ≤ |L|.
In contrast to Theorem 8, we have the following.
Theorem 9. Let K and L be origin-symmetric convex bodies in R n such that
for all t ∈ R and all q from some interval. Then σ(θ : ρ K (θ) ≥ t) = σ(θ : ρ L (θ) ≥ t), for all t ≥ 0.
Proof. Integrating (12) and using formula (10), we get
Since the latter integrals are analytic functions of q ∈ C and they coincide on some interval, the latter equality holds for all q ∈ R. We finish as in Theorem 7 by using the Hausdorff moment problem.
6. Case of R n , n ≥ 3: Sections by subspaces of higher co-dimension.
In conclusion, we note that one can also consider the distribution of central sections of dimension k for origin-symmetric convex bodies in R n . Let σ be the Haar probability measure on the Grassmanian Gr(n, k) of k-dimensional subspaces of R n . We have the following generalizations of Theorem 1 and Theorem 2 for sections of dimension 2 ≤ k ≤ n − 1.
Theorem 10. Let 2 ≤ k ≤ n − 1. The following properties hold.
(i) Let K be a convex body and E a centered ellipsoid in R n such that σ(H ∈ Gr(n, k) : |E ∩ H| ≥ t) ≤ σ(H ∈ Gr(n, k) : |K ∩ H| ≥ t), ∀t ≥ 0.
Then |E| ≤ |K|. (ii) There are origin-symmetric convex bodies K and L in R n such that σ(H ∈ Gr(n, k) : |K ∩ H| ≥ t) = σ(H ∈ Gr(n, k) : |L ∩ H| ≥ t), ∀t ≥ 0, but |K| = |L|.
Proof. Part (i) follows from a more general version of the Busemann intersection inequality; see [Ga, p. 372] . To prove part (ii), it suffices to find an origin-symmetric ellipsoid L and a nonellipsoidal origin-symmetric convex body K in R n that have the same distribution of the areas of their k-dimensional sections, and then use the equality case of the general version of the Busemann intersection inequality.
Let E 0 and K 0 be the planar bodies in R 2 = span{e 1 , e 2 } defined as in (3) and (4). Let R k+1 be a subspace of R n containing the fixed subspace R 2 . As shown in the second proof of Theorem 1, for ε > 0 small enough we can find origin-symmetric convex bodiesK andL in R k+1 = R 2 × R k−1 whose intersection bodies are equal to
and IL = E 0 ⊕ 2 B k−1 2 .
