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Abstract
This paper deals with the following quasilinear Keller-Segel-Navier-Stokes system
modeling coral fertilization


nt + u · ∇n = ∆n−∇ · (nS(x, n, c)∇c) − nm, x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− c+m, x ∈ Ω, t > 0,
mt + u · ∇m = ∆m− nm, x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ (n+m)∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0
(∗)
under no-flux boundary conditions in a bounded domain Ω ⊂ R3 with smooth bound-
ary, where φ ∈ W 2,∞(Ω). Here S(x, n, c) denotes the rotational effect which satisfies
|S(x, n, c)| ≤ S0(c)(1+n)−α with α ≥ 0 and some nonnegative nondecreasing function
∗Corresponding author. E-mail address: zhengjiashan2008@163.com (J.Zheng)
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S0. Based on a new weighted estimate and some carefully analysis, if α > 0, then for
any κ ∈ R, system (∗) possesses a global weak solution for which there exists T > 0 such
that (n, c,m, u) is smooth in Ω × (T,∞). Furthermore, for any p > 1, this solution is
uniformly bounded in with respect to the norm in Lp(Ω)×L∞(Ω)×L∞(Ω)×L2(Ω;R3).
Building on this boundedness property and some other analysis, it can finally even be
proved that in the large time limit, any such solution approaches the spatially homoge-
neous equilibrium (nˆ, mˆ, mˆ, 0) in an appropriate sense, where nˆ = 1|Ω|{
∫
Ω n0−
∫
Ωm0}+
and mˆ = 1|Ω|{
∫
Ωm0 −
∫
Ω n0}+.
Key words: Navier-Stokes system; Keller-Segel model; Global existence; Large time be-
havior; Tensor-valued sensitivity
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1 Introduction
This work is concerned with the following chemotaxis-fluid system modelling coral fertiliza-
tion:

nt + u · ∇n = ∆n−∇ · (nS(x, n, c)∇c)− nm, x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− c+m, x ∈ Ω, t > 0,
mt + u · ∇m = ∆m− nm, x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ (n +m)∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0
(∇n− nS(x, n, c)) · ν = ∇c · ν = ∇m · ν = 0, u = 0, x ∈ ∂Ω, t > 0,
n(x, 0) = n0(x), c(x, 0) = c0(x), m(x, 0) = m0(x), u(x, 0) = u0(x), x ∈ Ω,
(1.1)
where Ω ⊂ R3 is a bounded domain with smooth boundary ∂Ω and the matrix-valued
function S(x, n, c) indicates the rotational effect which satisfies
S ∈ C2(Ω¯× [0,∞)2;R3×3) (1.2)
and
|S(x, n, c)| ≤ (1+n)−αS(c) for all (x, n, c) ∈ Ω×[0,∞)2 with S(c) nondecreasing on [0,∞)
(1.3)
and α ≥ 0. As described in [19, 18, 9, 10], problems of this type arise in the modeling of
the phenomenon of coral broadcast spawning, where the sperm n chemotactically moves
toward the higher concentration of the chemical c released by the egg m, while the egg m
is merely affected by random diffusion, fluid transport and degradation upon contact with
the sperm (see also [22]). Here κ, u, P and φ denote, respectively, the strength of nonlinear
fluid convection, the velocity field, the associated pressure of the fluid and the potential of
the gravitational field. We further note that the sensitivity tensor S(x, n, c) may take values
that are matrices possibly containing nontrivial off-diagonal entries, which reflects that the
chemotactic migration may not necessarily be oriented along the gradient of the chemical
signal, but may rather involve rotational flux components (see [56, 55] for the detailed model
derivation).
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Chemotaxis is the directed movement of the cells as a response to gradients of the con-
centration of the chemical signal substance in their environment, where the chemical signal
substance may be produced or consumed by cells themselves (see e.g. Hillen and Painter [12]
and [2]). The classical chemotaxis system was introduced in 1970 by Keller and Segel ([17]),
which is called Keller-Segel system. Since then, the Keller-Segel model has attracted more
and more attention, and also has been constantly modified by various authors to characterize
more biological phenomena (see Cies´lak and Stinner [5], Cies´lak and Winkler [7], Ishida et
al. [15], Painter and Hillen [27], Hillen and Painter [12], Wang et al. [34, 35], Winkler et
al. [7, 13, 54, 43, 45, 44, 47], Zheng [58] and references therein for detailed results). For
related works in this direction, we mention that a corresponding quasilinear version ( see
e.g. [31, 54, 60, 58, 61]), the logistic damping or the signal consumed by the cells, has been
deeply investigated by Cies´lak and Stinner [5, 6], Tao and Winkler [31, 42, 54], and Zheng
et al. [58, 66, 60, 67].
In various situations, however, the interaction of chemotactic movement of the gametes
and the surrounding fluid is not negligible (see Tuval et al. [33]). In 2005, Tuval et al.
([33]) proposed the following prototypical signal consuming model (with tensor-valued
sensitivity): 

nt + u · ∇n = ∆n−∇ · (nS(x, n, c)∇c), x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− nf(c), x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ n∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0,
(1.4)
where f(c) denotes the consumption rate of the oxygen by the cells. Here S is a tensor-
valued function or a scalar function which is the same as (2.1). The model (1.4) describes the
interaction of oxygen-taxis bacteria with a surrounding incompressible viscous fluid in which
the oxygen is dissolved. After this, assume that the chemotactic sensitivity S(x, n, c) := S(c)
is a scalar function. This kind of models have been studied by many researchers by making
use of energy-type functionals (see e.g. Chae et. al. [4], Duan et. al. [8], Liu and Lorz
[25, 26], Tao and Winkler [32, 46, 48, 50], Zhang and Zheng [57] and references therein).
In fact, if S(x, n, c) := S(c), Winkler ([46] and [48]) proved that in two-dimensional space
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(1.4) admits a unique global classical solution which stabilizes to the spatially homogeneous
equilibrium ( 1
|Ω|
∫
Ω
n0, 0, 0) in the large time limit. While in three-dimensional setting, he
(see [50]) also showed that there exists a globally defined weak solution to (1.4).
Experiment [56] show that the chemotactic movement could be not directly along the
signal gradient, but with a rotation, so that, the the corresponding chemotaxis-fluid system
with tensor-valued sensitivity loses entropy-like functional structure, which gives rise to
considerable mathematical difficulties during the process of analysis. The global solvability of
corresponding initial value problem for chemotaxis-fluid system with tensor-valued sensitivity
have been deeply investigated by Cao, Lankeit [3], Ishida [14], Wang et al. [36, 39] and
Winkler [49].
If −nf(c) in the c-equation is replaced by −c+n, and the u-equation is a (Navier-)Stokes
equation, then (1.4) becomes the following chemotaxis-(Navier-)Stokes system in the context
of signal produced other than consumed by cells (see [52, 38, 39, 40, 64, 16])

nt + u · ∇n = ∆n−∇ · (nS(x, n, c) · ∇c), x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− c + n, x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ n∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0.
(1.5)
Due to the presence of the tensor-valued sensitivity S(x, n, c) as well as the strongly nonlinear
term (u · ∇)u and lower regularity for n, the analysis of (1.5) with tensor-valued sensitivity
began to flourish (see [52, 38, 39, 40, 64, 16]). In fact, the global boundedness of classical
solutions to the Stokes-version (κ = 0 in the third equation of system (1.5)) of system (1.5)
with the tensor-valued S satisfying |S(x, n, c)| ≤ CS(1 + n)−α with some CS > 0 and α > 0
which implies that the effect of chemotaxis is weakened when the cell density increases has
been proved for any α > 0 in two dimensions (see Wang and Xiang [39]) and for α > 1
2
in three
dimensions (see Wang and Xiang [40]). Then Wang-Winkler-Xiang ([38]) further shows that
when α > 0 and Ω ⊂ R2 is a bounded convex domain with smooth boundary, system (1.5)
possesses a global-in-time classical and bounded solution. Recently, Zheng ([62]) extends
the results of [38] to the general bounded domain by some new entropy-energy estimates.
More recently, by using new entropy-energy estimates, Zheng and Ke ([16]) presented the
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existence of global and weak solutions for the system (1.5) under the assumption that S
satisfies (1.2) and
|S(x, n, c)| ≤ (1 + n)−α for all (x, n, c) ∈ Ω× [0,∞)2
with α > 1
3
, which, in light of the known results for the fluid-free system (see Horstmann and
Winkler [13] and Bellomo et al. [2] ), is an optimal restriction on α. For more works about
the chemotaxis-(Navier-)Stokes models (1.5), we mention that a corresponding quasilinear
version or the logistic damping has been deeply investigated by Zheng [59], Wang and Liu
[24], Tao and Winkler [32], Wang et. al. [39, 40].
Other variants of the model (1.5) has been used in the mathematical study of coral
broad- cast spawning. In fact, Kiselev and Ryzhik ([19] and [18]) introduced the following
Keller-Segel type system to model coral fertilization:


ρt + u · ∇ρ = ∆ρ− χ∇ · (ρ∇c)− ερq,
0 = ∆c+ ρ,
(1.6)
where ρ, u, χ and −ερq, respectively, denote the density of egg (sperm) gametes, the smooth
divergence free sea fluid velocity as well as the positive chemotactic sensitivity constant and
the reaction (fertilization) phenomenon. In fact, under suitable conditions, the global-in-
time existence of the solution to (1.6) is presented by Kiselev and Ryzhik in [19]. Moreover,
they proved that the total mass m0(t) =
∫
R2
ρ(x, t)dx approaches a positive constant whose
lower bound is C(χ, ρ0, u) as t → ∞ when q > 2. In the critical case of N = q = 2,
a corresponding weaker but yet relevant effect within finite time intervals is detected (see
[18]).
In order to analyze a further refinement of the model (1.6) which explicitly distinguishes
between sperms and eggs, Espejo and Winkler ([10]) have recently considered the Navier-
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Stokes version of (2.1):

nt + u · ∇n = ∆n−∇ · (n∇c)− nm, x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− c+m, x ∈ Ω, t > 0,
mt + u · ∇m = ∆m− nm, x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ (n +m)∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0
(1.7)
in a bounded domain Ω ⊂ R2. If N = 2, Espejo and Winkler ([10]) established the global
existence of classical solutions to the associated initial-boundary value problem (1.7), which
tend towards a spatially homogeneous equilibrium in the large time limit. Furthermore, if
S(x, n, c) satisfying (1.2) and (1.3) with α ≥ 1
3
or α ≥ 0 and the initial data satisfy a certain
smallness condition, Li-Pang-Wang ([22]) proved the same result for the three-dimensional
Stokes (κ = 0 in the fourth equation of (1.1)) version of system (1.1). From [22], we know
that α ≥ 1
3
is enough to warrant the boundedness of solutions to system (2.1) for any large
data (see Li-Pang-Wang [22]). We should point that the core step of [22] is to establish the
estimates of the functional
‖n(·, t)‖2L2(Ω) + ‖∇c(·, t)‖2L2(Ω) + ‖u(·, t)‖2W 1,2(Ω),
which strongly relies on α ≥ 1
3
and κ = 0 (see the proof of Lemma 3.1 of [22]). To the best
of our knowledge, it is yet unclear whether for α < 1
3
or κ 6= 0, the solutions of (2.1) exist
(or even bounded) or not. Recently, relying on the functional

∫
Ω
n
4α+ 2
3
ε +
∫
Ω
|∇cε|2 +
∫
Ω
|uε|2 if α 6= 1
12
,∫
Ω
nε lnnε +
∫
Ω
|∇cε|2 +
∫
Ω
|uε|2 if α = 1
12
,
we ([63]) presented the existence of global weak solutions for the system (1.1) under the
assumption that S satisfies (1.2) and (1.3) with α > 0. However, the existence of global
(stronger than the result of [63]) weak solutions is still open. In this paper, by using a new
weighted estimate (see Lemma 3.2), we try to obtain enough regularity and compactness
properties (see Lemmas 3.2, 3.3, and 3.5), then show that system (1.1) possesses a globally
defined weak solution, which improves the result of [63]. Therefore, collecting the above
results, it is meaningful to analyze the following question:
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Whether or not the assumption of α is optimal? Can we further relax the restriction on
α, say, to α > 0? Moreover, can we consider the regularity of global solution for system
(1.1)?
Inspired by the above works, the first result of paper is to prove the existence of global
(and bounded) solution for any α > 0. Moreover, we also show that the corresponding
solutions converge to a spatially homogeneous equilibrium exponentially as t→∞ as well.
Throughout this paper, we assume that
φ ∈ W 2,∞(Ω) (1.8)
and the initial data (n0, c0, u0) fulfills

n0 ∈ C(Ω¯) with n0 ≥ 0 and n0 6≡ 0,
c0 ∈ W 1,∞(Ω) with c0 ≥ 0 in Ω¯,
m0 ∈ C(Ω¯) with m0 ≥ 0 and m0 6≡ 0,
u0 ∈ D(Aγr ) for some γ ∈ (
3
4
, 1) and any r ∈ (1,∞),
(1.9)
where Ar denotes the Stokes operator with domain D(Ar) := W
2,r(Ω) ∩W 1,r0 (Ω) ∩ Lrσ(Ω),
and Lrσ(Ω) := {ϕ ∈ Lr(Ω)|∇ · ϕ = 0} for r ∈ (1,∞) ([29]).
In the context of these assumptions, the first of our main results can be read as follows.
Theorem 1.1. Let Ω ⊂ R3 be a bounded domain with smooth boundary. Suppose that the
assumptions (1.2)–(1.3) and (1.8)–(1.9) hold. If
α > 0, (1.10)
then for any κ ∈ R, there exist

n ∈ L∞loc([0,∞), Lp(Ω)) ∩ L2loc([0,∞),W 1,2(Ω)) for any p > 1,
c ∈ L∞(Ω× (0,∞)) ∩ L2loc([0,∞),W 2,2(Ω)) ∩ L4loc([0,∞),W 1,4(Ω)),
m ∈ L∞(Ω× (0,∞)) ∩ L2loc([0,∞),W 2,2(Ω)) ∩ L4loc([0,∞),W 1,4(Ω)),
u ∈ L2loc([0,∞),W 1,20,σ(Ω)) ∩ L∞loc([0,∞), L2(Ω)),
(1.11)
such that (n, c,m, u) is a global weak solution of the problem (2.1) in the natural sense as
specified in [63]. Moreover, if κ = 0, the problem (2.1) possesses at least one global classical
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solution (n, c,m, u, P ). Moreover, this solution is bounded in Ω× (0,∞) in the sense that
‖n(·, t)‖L∞(Ω)+‖c(·, t)‖W 1,∞(Ω)+‖m(·, t)‖W 1,∞(Ω)+‖u(·, t)‖L∞(Ω) ≤ C for all t > 0. (1.12)
Remark 1.1. (i) Theorem 1.1 indicates that α > 0 and κ = 0 is enough to ensure the global
existence and uniform boundedness of solution of the three-dimensional Keller-Segel-Stokes
system (1.1), which improves the result obtained in [22], therein α ≥ 1
3
is required.
(ii)This result also improves the result of our recent paper ([63]), where the more weak
solution than our result was obtained by using different method (see [63]).
We can secondly prove that in fact any suchweak solution (n, c,m, u) becomes smooth ul-
timately, and that it approaches the unique spatially homogeneous steady state (nˆ, mˆ, mˆ, 0),
where nˆ = 1
|Ω|
{∫
Ω
n0 −
∫
Ω
m0}+ and mˆ = 1|Ω|{
∫
Ω
m0 −
∫
Ω
n0}+.
Theorem 1.2. Under the assumptions of Theorem 1.1, then there are T > 0 and ι ∈ (0, 1)
such that the solution (n, c,m, u) given by Theorem 1.1 satisfies
n, c,m ∈ C2+ι,1+ ι2 (Ω¯× [T,∞)), u ∈ C2+ι,1+ ι2 (Ω¯× [T,∞);R3).
Moreover,
n(·, t)→ nˆ, c(·, t)→ mˆ as well as m(·, t)→ mˆ and u(·, t)→ 0 in L∞(Ω),
where nˆ = 1
|Ω|
{∫
Ω
n0 −
∫
Ω
m0}+ and mˆ = 1|Ω|{
∫
Ω
m0 −
∫
Ω
n0}+.
Remark 1.2. Theorem 1.1 indicates that if α > 0, then for arbitrarily large initial data
and for any κ ∈ R, this problem admits at least one global weak solution for which there
exists T > 0 such that (n, c,m, u) is smooth in Ω × (T,∞). Moreover, it is asserted that
such solutions are shown to approach a spatially homogeneous equilibrium in the large time
limit, which improves the result obtained in [22], therein κ = 0 is required.
Mathematical challenges for the regularity and stabilization of the solution
for system (1.1). System (1.1) incorporates fluid and rotational flux, which involves more
complex cross-diffusion mechanisms and brings about many considerable mathematical dif-
ficulties. Firstly, even when posed without any external influence, that is, n = c = m ≡ 0,
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the corresponding Navier-Stokes system (1.1) does not admit a satisfactory solution theory
up to now (see Leray [21] and Sohr [29], Wiegner [41]). As far as we know that the ques-
tion of global solvability in classes of suitably regular functions yet remains open except in
cases when the initial data are appropriately small (see e.g. Wiegner [41]). Moreover, the
tensor-valued sensitivity functions result in new mathematical difficulties, mainly linked to
the fact that a chemotaxis system with such rotational fluxes thereby loses an energy-like
structure (see e.g. [56]). In [22] and [10], relying on globally bounded for the solution,
Espejo-Winkler ([10]) Li-Pang-Wang ([22]) proved that all these solutions of problem (1.1)
are shown to approach a spatially homogeneous equilibrium in the large time limit when
N = 2 or N = 3 and κ = 0, respectively. As already mentioned in the above, in the case
N = 3, it is not only unknown whether the incompressible Navier-Stokes equations possess
global smooth solutions for arbitrarily large smooth initial data (see e.g. Wiegner [41] and
Sohr [29]). Therefore, when κ 6= 0 and N = 3, we can not use the idea of [22] and [10]
to discuss the large time behavior to problem (1.1), since, the globally bounded for the
solutions are needed in [22] and [10].
In order to derive these theorems, in Section 2, we introduce the regularized system of
(1.1), establish some basic estimates of the solutions and recall a local existence result. In
Section 3, a key step of the proof of our main results is to establish a bound for nε(·, t) in
Lp(Ω) for any p > 1. The approach is based on the weighted estimate of
∫
Ω
npεg(cε) with some
weight function g(cε) which is uniformly bounded both from above and below by positive
constants. Here nε and cε are components of the solutions to (2.1) below. On the basis
of the previously established estimates and the compactness properties thereby implied, we
shall pass to the limit along an adequate sequence of numbers ε = εj ց 0 and thereby
verify Theorem 1.1. Using the basic relaxation properties expressed in (2.13) and (2.14),
Section 4 is devoted to showing the large time behavior of global solutions to (1.1) obtained
in the above section. To this end, thanks to the decay property of mε(·, t)− mˆ+ nε(·, t)− nˆ
formulated in Lemmas 4.6 and 4.8, this actually entails a certain eventual regularity and
decay of uε also in the present situation, where nˆ =
1
|Ω|
{∫
Ω
n0−
∫
Ω
m0}+ and mˆ = 1|Ω|{
∫
Ω
m0−∫
Ω
n0}+. Using these bounds (see Lemmas 4.6–4.10), based on maximal Sobolev regularity
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in the Stokes evolution system as well as inhomogeneous linear heat equations and the
standard Schauder theory, we then prove eventual Ho¨lder regularity and smoothness of
solution (nε, cε, mε, uε) (see Lemmas 4.11–4.12). For convergence as t → ∞, we draw upon
uniform Ho¨lder bounds and smoothness for solution (n, c,m, u) (see Lemmas 4.13–4.14).
Finally, applying an Ehrling-type lemma, we can prove any such solution approaches the
spatially homogeneous equilibrium by using the above convergence properties (see Lemma
4.15).
2 Preliminaries
As mentioned in the introduction, the chemotactic sensitivity S in the first equation in (1.1)
and the nonlinear convective term κ(u · ∇)u in the Navier-Stokes subsystem of (1.1) bring
about a great challenge to the study of system (1.1). To deal with these difficulties, according
to the ideas in [50] (see also [53, 16, 51]), we first consider the approximate problems given
by

nεt + uε · ∇nε = ∆nε −∇ · (nεSε(x, nε, cε)∇cε)− nεmε, x ∈ Ω, t > 0,
cεt + uε · ∇cε = ∆cε − cε +mε, x ∈ Ω, t > 0,
mεt + uε · ∇mε = ∆mε − nεmε, x ∈ Ω, t > 0,
uεt +∇Pε = ∆uε − κ(Yεuε · ∇)uε + (nε +mε)∇φ, x ∈ Ω, t > 0,
∇ · uε = 0, x ∈ Ω, t > 0,
∇nε · ν = ∇cε · ν = ∇mε · ν = 0, uε = 0, x ∈ ∂Ω, t > 0,
nε(x, 0) = n0(x), cε(x, 0) = c0(x), mε(x, 0) = m0(x), uε(x, 0) = u0(x), x ∈ Ω,
(2.1)
where
Sε(x, n, c) = ρε(x)χε(n)S(x, n, c), x ∈ Ω¯, n ≥ 0, c ≥ 0 (2.2)
and
Yεw := (1 + εA)
−1w for all w ∈ L2σ(Ω) (2.3)
is the standard Yosida approximation. Here (ρε)ε∈(0,1) ∈ C∞0 (Ω) and (χε)ε∈(0,1) ∈ C∞0 ([0,∞))
are a family of functions which satisfy
0 ≤ ρε ≤ 1 in Ω, ρε ր 1 in Ω as εց 0
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and
0 ≤ χε ≤ 1 in [0,∞), χε ր 1 in [0,∞) as εց 0.
Without essential difficulty, the local existence of approximate solutions to (2.1) can be
easily proved according to the corresponding procedure in Lemma 2.1 of [50] (see also [49]
and Lemma 2.1 of [27]). Therefore, we give the following lemma without proof.
Lemma 2.1. Assume that ε ∈ (0, 1). Then there exist Tmax,ε ∈ (0,∞] and a classical solution
(nε, cε, mε, uε, Pε) of (2.1) in Ω× (0, Tmax,ε) such that

nε ∈ C0(Ω¯× [0, Tmax,ε)) ∩ C2,1(Ω¯× (0, Tmax,ε)),
cε ∈ C0(Ω¯× [0, Tmax,ε)) ∩ C2,1(Ω¯× (0, Tmax,ε)),
mε ∈ C0(Ω¯× [0, Tmax,ε)) ∩ C2,1(Ω¯× (0, Tmax,ε)),
uε ∈ C0(Ω¯× [0, Tmax,ε)) ∩ C2,1(Ω¯× (0, Tmax,ε)),
Pε ∈ C1,0(Ω¯× (0, Tmax,ε)),
(2.4)
classically solving (2.1) in Ω × [0, Tmax,ε). Moreover, nε, cε and mε are nonnegative in Ω ×
(0, Tmax,ε), and
‖nε(·, t)‖L∞(Ω)+‖cε(·, t)‖W 1,∞(Ω)+‖mε(·, t)‖W 1,∞(Ω)+‖Aγuε(·, t)‖L2(Ω) →∞ as tր Tmax,ε,
(2.5)
where γ is given by (1.9).
Lemma 2.2. ([13, 43, 65]) The Stokes operator A denotes the realization of the Stokes
operator under homogeneous Dirichlet boundary conditions in the solenoidal subspace L2σ(Ω)
of L2(Ω). Let P : Lp(Ω) → Lpσ(Ω) stand for the Helmholtz projection in Lp(Ω). Then there
exist positive constants κi(i = 1, . . . , 3) such that
‖e−tAPϕ‖Lp(Ω) ≤ κ1(Ω)t−γ‖ϕ‖Lq(Ω) for all t > 0 and any ϕ ∈ Lq(Ω) (2.6)
as well as
‖e−tAP∇ ·ϕ‖Lp(Ω) ≤ κ2(Ω)t−
1
2
− 3
2
( 1
q
− 1
p
)‖ϕ‖Lq(Ω) for all t > 0 and any ϕ ∈ Lq(Ω) (2.7)
and
‖e−tAPϕ‖Lp(Ω) ≤ κ3(Ω)‖ϕ‖Lp(Ω) for all t > 0 and any ϕ ∈ Lp(Ω). (2.8)
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Invoking the divergence free of the fluid and the homogeneous Neumann boundary condi-
tions on nε, mε and cε, we can establish the following basic estimates by using the maximum
principle to the second and third equations. The proof of this lemma is very similar to that
of Lemmas 2.2 and 2.6 of [32] (see also Lemma 3.2 of [37]), so we omit its proof here
Lemma 2.3. There exists λ > 0 such that the solution of (2.1) satisfies
d
dt
∫
Ω
cε(·, t) ≤ 0, and d
dt
∫
Ω
mε(·, t) ≤ 0 for all t ∈ (0, Tmax,ε), (2.9)
‖cε(·, t)‖L∞(Ω) + ‖mε(·, t)‖L∞(Ω) ≤ λ for all t ∈ (0, Tmax,ε), (2.10)∫
Ω
nε −
∫
Ω
mε =
∫
Ω
n0 −
∫
Ω
m0 for all t ∈ (0, Tmax,ε), (2.11)
‖cε(·, t)‖2L2(Ω) + 2
∫ t
0
∫
Ω
|∇cε|2 ≤ λ for all t ∈ (0, Tmax,ε), (2.12)
∫ t
0
∫
Ω
nεmεdxds ≤ λ for all t ∈ (0, Tmax,ε) (2.13)
as well as
1
2
∫ t
0
∫
Ω
|∇mε|2dxds ≤ 1
2
∫
Ω
m20 for all t ∈ (0, Tmax,ε) (2.14)
and ∫ t
0
∫
Ω
|∇cε|2 ≤ λ for all t ∈ (0, Tmax,ε). (2.15)
For simplicity, here and hereafter, we take the notations
CS := sup
0≤s≤‖c0‖L∞(Ω)
S(s) (2.16)
by using (2.10) and (1.3).
3 A-priori estimates
In this section we want to ensure that the time-local solutions obtained in Lemma 2.1 are in
fact global solutions. To this end, for any p > 1, we firstly obtain boundedness of nε in L
p(Ω)
under the assumption that α > 0. Inspired by the weighted estimate argument developed in
[44] (see also [48, 51]), we shall invoke a weight function g(cε) which is uniformly bounded
13
from above and below by positive constants. Before deriving the uniform of Lp norm of nε,
let us first recalling the well-known facts for g(cε).
Lemma 3.1. Let
g(s) = eβs
2
, for any s ∈ (0, ‖c0‖L∞(Ω)],
where
β =
1
8‖c0‖2L∞(Ω)
(3.1)
and CS is given by (2.16). Then for any s ∈ (0, ‖c0‖L∞(Ω)],
1 ≤ g(s) ≤ µ0 := e 18 (3.2)
and
g′(s) ≤ µ1 := 1
4‖c0‖L∞ e
1
8 . (3.3)
Proof. Obviously, (3.2) holds. On the other hand, a direct computation shows
g′(s) = 2βseβs
2
. (3.4)
This combined with the fact that β = 1
8‖c0‖2L∞(Ω)
implies (3.3).
Lemma 3.2. Let α > 0. Then for any p > 1, there exists C > 0 such that the solution of
(2.1) satisfies ∫
Ω
npε ≤ C for all t ∈ (0, Tmax,ε). (3.5)
Proof. Firstly, we define a functional
L(nε, cε) =
1
p
∫
Ω
npεg(cε),
where p > max{1, 2α}, g(cε) = eβc2 and β is the same as (3.1). Using the first two equations
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in (2.1), we find:
d
dt
L(nε, cε)
=
∫
Ω
np−1ε nεtg(cε) +
1
p
∫
Ω
npεg
′(cε)cεt
=
∫
Ω
np−1ε g(cε)(∆nε −∇ · (nεSε(x, nε, cε)∇cε)− uε · ∇nε − nεmε)
+
1
p
∫
Ω
npεg
′(cε)(∆cε − cε +mε − u · ∇cε)
= −1
p
∫
Ω
npεg
′(cε)uε · ∇cε −
∫
Ω
np−1ε g(cε)uε · ∇nε
−1
p
∫
Ω
npεg
′(cε)cε −
∫
Ω
npεg(cε)mε +
1
p
∫
Ω
npεg
′(cε)mε
+
∫
Ω
np−1ε g(cε)∆nε −
∫
Ω
np−1ε g(cε)∇ · (nεSε(x, nε, cε)∇cε)
+
1
p
∫
Ω
npεg
′(cε)∆cε
=:
8∑
i=1
Ii for all t ∈ (0, Tmax,ε).
(3.6)
In the following, we will estimate the right-hand sides of (3.6) one by one. To this end,
firstly, applying the elementary calculus identity
1
p
npεg
′(cε)∇cε + np−1ε g(cε)∇nε =
1
p
∇(npεg(cε))
and the fact that
∇ · uε = 0, x ∈ Ω, t > 0,
we once more integrate by parts to find that
I1 + I2 = −1
p
∫
Ω
npεg
′(cε)uε · ∇cε −
∫
Ω
np−1ε g(cε)uε · ∇nε = 0 (3.7)
by using uε = 0, x ∈ ∂Ω, t > 0. Next, we derive from the non-negativity of g′, g (see (3.4)
and (3.2)), cε, mε and nε that
I3 + I4 = −1
p
∫
Ω
npεg
′(cε)cε −
∫
Ω
npεg(cε)mε ≤ 0, (3.8)
which combined with (3.6) and (3.7) yields
d
dt
L(nε, cε)
≤
∫
Ω
np−1ε g(cε)∆nε −
∫
Ω
np−1ε g(cε)∇ · (nεSε(x, nε, cε)∇cε) +
1
p
∫
Ω
npεg
′(cε)∆cε
+
1
p
∫
Ω
npεg
′(cε)mε.
(3.9)
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Now we proceed to estimate the fourth term on the right-hand side herein by using (2.10)
and (3.3) to find that
1
p
∫
Ω
npεg
′(cε)mε ≤ 1
p
µ1λ
∫
Ω
npε, (3.10)
where µ1 is the same as (3.3).
Now we estimate the term
∫
Ω
np−1ε g(cε)∆nε and
1
p
∫
Ω
npεg
′(cε)∆cε in the right hand side
of (3.9). In fact, we once more integrate by parts to see that∫
Ω
np−1ε g(cε)∆nε +
1
p
∫
Ω
npεg
′(cε)∆cε
= −(p− 1)
∫
Ω
np−2ε g(cε)|∇nε|2 −
∫
Ω
np−1ε g
′(cε)∇nε · ∇cε
−1
p
∫
Ω
npεg
′′(cε)|∇cε|2 −
∫
Ω
np−1ε g
′(cε)∇cε · ∇nε
≤ −(p− 1)
∫
Ω
np−2ε g(cε)|∇nε|2 −
1
p
∫
Ω
npεg
′′(cε)|∇cε|2
+2
∫
Ω
np−1ε g
′(cε)|∇nε||∇cε|
≤ −3(p− 1)
4
∫
Ω
np−2ε g(cε)|∇nε|2 −
1
p
∫
Ω
npεg
′′(cε)|∇cε|2
+
4
p− 1
∫
Ω
npε
g′(cε)
2
g(cε)
|∇cε|2
(3.11)
by using the Young inequality. Next, recall (1.3), we can estimate second term on the
right-hand side of (3.9) as follows:
−
∫
Ω
np−1ε g(cε)∇ · (nεSε(x, nε, cε)∇cε)
= (p− 1)
∫
Ω
np−1ε g(cε)S(x, nε, cε)∇cε · ∇nε +
∫
Ω
npεg
′(cε)S(x, nε, cε)∇cε · ∇cε
≤ (p− 1)CS
∫
Ω
np−1−αε g(cε)|∇cε||∇nε|+ CS
∫
Ω
np−αε g
′(cε)|∇cε|2
≤ p− 1
4
∫
Ω
np−2ε g(cε)|∇nε|2 + C2S(p− 1)
∫
Ω
np−2αε g(cε)|∇cε|2
+CS
∫
Ω
np−αε g
′(cε)|∇cε|2,
(3.12)
where in the last inequality, we have used the Young inequality. Now, collecting (3.9)–(3.12),
we may have
d
dt
L(nε, cε) +
p− 1
2
∫
Ω
np−2ε g(cε)|∇nε|2
+
∫
Ω
npε
[
1
p
g′′(cε)− 4
p− 1
g′(cε)
2
g(cε)
− C2S(p− 1)n−2αε g(cε)− CSg′(cε)n−αε
]
|∇cε|2
≤ 1
p
µ1λ
∫
Ω
npε,
(3.13)
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whence returning to the definition of g(cε) we conclude that
d
dt
L(nε, cε) +
p− 1
2
∫
Ω
np−2ε g(cε)|∇nε|2
≤ −
∫
Ω
npεe
βc2ε
[
1
p
(4β2c2ε + 2β)−
16
p− 1β
2c2ε − C2S(p− 1)n−2αε − 2CSβcεn−αε
]
|∇cε|2
+
1
p
µ1λ
∫
Ω
npε
≤ −
∫
Ω
npεe
βc2ε
[
2β
p
− 16
p− 1β
2c2ε − C2S(p− 1)n−2αε − 2CSβcεn−αε
]
|∇cε|2
+
1
p
µ1λ
∫
Ω
npε
≤ −
∫
Ω
npεe
βc2ε
[
2β
p
− 16
p− 1β
2‖c0‖2L∞(Ω) − C2S(p− 1)n−2αε − 2CSβ‖c0‖L∞(Ω)n−αε
]
|∇cε|2
+
1
p
µ1λ
∫
Ω
npε
≤ −
∫
Ω
npεe
βc2ε
[
2β
p
− 8
p
β2‖c0‖2L∞(Ω) − C2Spn−2αε − 2CSβ‖c0‖L∞(Ω)n−αε
]
|∇cε|2
+
1
p
µ1λ
∫
Ω
npε
(3.14)
by using p > max{1, 2α}. In view of β = 1
8‖c0‖2L∞(Ω)
, thus, (3.14) implies that
d
dt
L(nε, cε) +
p− 1
2
∫
Ω
np−2ε g(cε)|∇nε|2
≤ −
∫
Ω
npεe
βc2
[
β
p
− C2Spn−2αε − 2CSβ‖c0‖L∞(Ω)n−αε
]
|∇cε|2 + 1
p
µ1λ
∫
Ω
npε.
(3.15)
On the other hand, due to α > 0, we may have
lim
s→+∞
[C2Sps
−2α + 2CSβ‖c0‖L∞(Ω)s−α] = 0,
so that, there exists η0 > 0, such that for any s > η0,
[C2Sps
−2α + 2CSβ‖c0‖L∞(Ω)s−α] < β
2p
.
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Therefore, by some basic calculation, we derive from (2.10) that∫
Ω
npεe
βc2ε
[
C2Spn
−2α
ε + 2CSβ‖c0‖L∞(Ω)n−αε
] |∇cε|2
≤
∫
nε>η0
npεe
βc2ε
[
C2Spn
−2α
ε + 2CSβ‖c0‖L∞(Ω)n−αε
] |∇cε|2
+
∫
nε≤η0
npεe
βc2ε
[
C2Spn
−2α
ε + 2CSβ‖c0‖L∞(Ω)n−α
] |∇cε|2
≤
∫
nε>η0
npεe
βc2ε
β
2p
|∇cε|2 +
∫
nε≤η0
npεe
βc2ε
[
C2Spn
−2α
ε + 2CSβ‖c0‖L∞(Ω)n−α
] |∇cε|2
≤
∫
Ω
npεe
βc2ε
β
2p
|∇cε|2 +
∫
nε≤η0
eβc
2
ε
[
C2Spn
p−2α
ε + 2CSβ‖c0‖L∞(Ω)np−αε
] |∇cε|2
≤
∫
Ω
npεe
βc2ε
β
2p
|∇cε|2 + γ0
∫
nε≤η0
|∇cε|2
≤
∫
Ω
npεe
βc2ε
β
2p
|∇cε|2 + γ0
∫
Ω
|∇cε|2
(3.16)
with
γ0 = e
β‖c0‖2L∞(Ω)
[
C2Spη
p−2α
0 + 2CSβ‖c0‖L∞(Ω)ηp−α0
]
by using (2.10) and p > max{1, 2α}. Substituting (3.16) into (3.15), we have
d
dt
L(nε, cε) +
p− 1
2
∫
Ω
np−2ε g(cε)|∇nε|2 +
∫
Ω
npεe
βc2ε
β
2p
|∇cε|2
≤ γ0
∫
Ω
|∇cε|2 + 1
p
µ1λ
∫
Ω
npε.
(3.17)
Now, according to (2.10), we therefore obtain on using the Gagliardo-Nirenberg inequality
that ∫
Ω
n
p+ 1
3
ε = ‖n
p
2
ε ‖
2(3p+1)
3p
L
2(3p+1)
3p (Ω)
≤ C1[‖∇n
p
2
ε ‖
2(3p−2)
3p−1
L
2
p (Ω)
‖n
p
2
ε ‖
2(3p+1)
3p
−
2(3p−2)
3p−1
L
2
p (Ω)
+ ‖n
p
2
ε ‖
2(3p+1)
3p
L
2
p (Ω)
]
≤ (p− 1)
4
4
p2
‖n
p
2
ε ‖2L2(Ω) + C2
=
(p− 1)
4
∫
Ω
np−2ε |∇nε|2 + C2
≤ (p− 1)
4
∫
Ω
np−2ε g(cε)|∇nε|2 + C2
(3.18)
for some positive constants C1 and C2, where in the last inequality, we have used (3.2).
Collecting (3.17) and (3.18), we have
d
dt
L(nε, cε) +
p− 1
4
∫
Ω
np−2ε g(cε)|∇nε|2 +
∫
Ω
npεe
βc2ε
β
2p
|∇cε|2 +
∫
Ω
n
p+ 1
3
ε
≤ γ0
∫
Ω
|∇cε|2 + 1
p
µ1λ
∫
Ω
npε + C2
≤ γ0
∫
Ω
|∇cε|2 + 1
2
∫
Ω
n
p+ 1
3
ε + C3
(3.19)
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by using the Young inequality. Therefore,
d
dt
L(nε, cε) +
p− 1
4
∫
Ω
np−2ε g(cε)|∇nε|2 +
∫
Ω
npεe
βc2ε
β
2p
|∇cε|2 + 1
2
∫
Ω
n
p+ 1
3
ε
≤ γ0
∫
Ω
|∇cε|2 + C3.
(3.20)
To track the time evolution of cε, testing the second equation in (2.1) by cε and using
∇ · uε = 0 and (2.10) yields that for some positive constant C4 such that
1
2
d
dt
‖cε‖2L2(Ω) +
∫
Ω
|∇cε|2 = −
∫
Ω
c2ε +
∫
Ω
mεcε
≤ −1
2
∫
Ω
c2ε + C4 for all t ∈ (0, Tmax,ε),
(3.21)
wereafter integrating the above inequality in time yields
∫ t+1
t
∫
Ω
|∇cε|2 ≤ C5 for all t > 0 (3.22)
for some C5 > 0 by an integration. This yields to
∫ t+τ
t
[
γ0
∫
Ω
|∇cε|2 + C3
]
≤ C6 for all t ∈ (0, Tmax,ε − τ) (3.23)
with
τ := min{1, 1
6
Tmax,ε}. (3.24)
Finally, (3.23) in conjunction with Lemma 2.3 of [38] (see also [62]) and (3.20) establish
(3.25).
In a straightforward manner, the estimates gained above can be seen to imply the fol-
lowing ε-independent estimates, which plays an important role in proving Theorem 1.1.
Lemma 3.3. Let α > 0. Then there exists C > 0 such that the solution of (2.1) satisfies
∫
Ω
(|∇cε|2 + |∇mε|2) ≤ C for all t ∈ (0, Tmax,ε). (3.25)
Moreover, for t ∈ (0, Tmax,ε − τ), it holds that
∫ t+τ
t
∫
Ω
[
|∇cε|4 + |∇mε|4 + |∇uε|2 + |uε| 103
]
≤ C, (3.26)
where τ is the same as (3.24).
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Proof. We multiply the second equation in (2.1) by −∆cε and integrate by parts to see that
1
2
d
dt
‖∇cε‖2L2(Ω) +
∫
Ω
|∆cε|2 +
∫
Ω
|∇cε|2
= −
∫
Ω
mε∆cε +
∫
Ω
(uε · ∇cε)∆cε
= −
∫
Ω
mε∆cε −
∫
Ω
∇cε∇(uε · ∇cε)
= −
∫
Ω
mε∆cε −
∫
Ω
∇cε∇(∇uε · ∇cε),
(3.27)
where we have used the fact that
∫
Ω
∇cε · (D2cε · uε) = 1
2
∫
Ω
uε · ∇|∇cε|2 = 0 for all t ∈ (0, Tmax,ε).
On the other hand, by the Young inequality and (2.14),
−
∫
Ω
mε∆cε ≤
∫
Ω
m2ε +
1
4
∫
Ω
|∆cε|2
≤ |Ω|‖m0‖2L∞(Ω) +
1
4
∫
Ω
|∆cε|2 for all t ∈ (0, Tmax,ε).
(3.28)
In the last summand in (3.27), we use the Cauchy-Schwarz inequality to obtain
−
∫
Ω
∇cε∇(∇uε · ∇cε) ≤ ‖∇uε‖L2(Ω)‖∇cε‖2L4(Ω) for all t ∈ (0, Tmax,ε). (3.29)
Now thanks to (2.10) and in view of the Gagliardo-Nirenberg inequality, we can find C1 > 0
and C2 > 0 fulfilling integrate by parts to find that
‖∇cε‖2L4(Ω) ≤ C1‖∆cε‖L2(Ω)‖cε‖L∞(Ω) + C1‖cε‖4L∞(Ω)
≤ C2‖∆cε‖L2(Ω) + C2 for all t ∈ (0, Tmax,ε).
(3.30)
This, together with the Young inequality, yields
−
∫
Ω
∇cε∇(∇uε · ∇cε)
≤ ‖∇uε‖L2(Ω)[C2‖∆cε‖L2(Ω) + C2]
≤ C22‖∇uε‖2L2(Ω) +
1
4
‖∆cε‖2L2(Ω) + C3 for all t ∈ (0, Tmax,ε).
(3.31)
Inserting (3.28) and (3.31) into (3.27), we have
1
2
d
dt
‖∇cε‖2L2(Ω) +
1
2
∫
Ω
|∆cε|2 +
∫
Ω
|∇cε|2
≤ C22‖∇uε‖2L2(Ω) + C4.
(3.32)
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Now, multiplying the third equation of (2.1) by uε, integrating by parts and using ∇·uε = 0
1
2
d
dt
∫
Ω
|uε|2 +
∫
Ω
|∇uε|2 =
∫
Ω
(nε +mε)uε · ∇φ for all t ∈ (0, Tmax,ε). (3.33)
Here we use the Ho¨lder inequality, the Young inequality and the continuity of the embedding
W 1,2(Ω) →֒ L6(Ω) and to find C5 and C6 > 0 such that∫
Ω
(nε +mε)uε · ∇φ ≤ ‖∇φ‖L∞(Ω)‖nε‖
L
6
5 (Ω)
‖uε‖L6(Ω) + ‖∇φ‖L∞(Ω)‖mε‖
L
6
5 (Ω)
‖uε‖L6(Ω)
≤ C5‖∇φ‖L∞(Ω)(‖nε‖
L
6
5 (Ω)
+ ‖mε‖
L
6
5 (Ω)
)‖∇uε‖L2(Ω)
≤ 1
2
‖∇uε‖2L2(Ω) + C6 for all t ∈ (0, Tmax,ε)
(3.34)
by using (3.25) and (2.10). Inserting (3.34) into (3.33) and integrating in time to see that
∫ t+τ
t
∫
Ω
|∇uε|2 ≤ C7 for all t ∈ (0, Tmax,ε − τ) (3.35)
and ∫
Ω
u2ε ≤ C7 for all t ∈ (0, Tmax,ε), (3.36)
where we use that once more employing the Gagliardo-Nirenberg inequality, the Ho¨lder
inequality and the Young inequality we can find C8 > 0 and C9 > 0 satisfying∫ t+τ
t
∫
Ω
|uε| 103 =
∫ t+τ
t
‖uε‖
10
3
L
10
3 (Ω)
≤ C8
∫ t+τ
t
(
‖∇uε‖2L2(Ω)‖uε‖
4
3
L2(Ω) + ‖uε‖
10
3
L2(Ω)
)
≤ C9 for all t ∈ (0, Tmax,ε − τ).
(3.37)
Next, combining (3.32), (3.35) and rearranging shows that
∫ t+τ
t
∫
Ω
(|∆cε|2 + |∇cε|4) ≤ C10 for all t ∈ (0, Tmax,ε − τ) (3.38)
and ∫
Ω
|∇cε|2 ≤ C10 for all t ∈ (0, Tmax,ε) (3.39)
by using (3.30).
Testing the third equation in (2.1) by −∆mε and integrating by parts and using (3.25)
and (3.35), one can finally derive
∫ t+τ
t
∫
Ω
(|∆mε|2 + |∇mε|4) ≤ C11 for all t ∈ (0, Tmax,ε − τ) (3.40)
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and ∫
Ω
|∇mε|2 ≤ C11 for all t ∈ (0, Tmax,ε). (3.41)
With Lemmas 2.3 and 3.2–3.3 at hand, we can proceed to show that our approximate
solutions are actually global in time.
Lemma 3.4. For any ε > 0, then one can find C > 0 such that the solutions of (2.1) fulfill
Proof. Firstly, under the assumption that Tmax,ε <∞, for any ε > 0, Lemmas 2.3–3.3 would
provide us with C1 > 0 such that
∫
Ω
npε ≤ C1 for all t ∈ (0, Tmax,ε) for all p > 4, (3.42)
‖cε(·, t)‖L∞(Ω) ≤ C1 for all t ∈ (0, Tmax,ε) (3.43)
as well as
‖mε(·, t)‖L∞(Ω) ≤ C1 for all t ∈ (0, Tmax,ε) (3.44)
and ∫ t+τ
t
∫
Ω
[|∇cε|4 + |∇m|4] ≤ C1. (3.45)
Then, aided by the L2-estimate for ∇uε (from a testing argument), we can obtain that
‖Aγuε(·, t)‖L2(Ω) ≤ C2 for all t ∈ (0, Tmax,ε) (3.46)
with some C2 = C2(ε) > 0. Thus, the continuous embedding D(A
γ) →֒ L∞(Ω) implies the
L∞ -estimate for uε. Therefore, employing the same arguments as in the proof of Lemma
3.2 in [63] (see also [16, 61, 49, 50]), and taking advantage of (3.42)–(3.46), we conclude the
estimates
‖nε(·, t)‖L∞(Ω) ≤ C3 for all t ∈ (0,∞) (3.47)
as well as
‖cε(·, t)‖W 1,∞(Ω) ≤ C3 for all t ∈ (0,∞) (3.48)
and
‖mε(·, t)‖W 1,∞(Ω) ≤ C3 for all t ∈ (0,∞) (3.49)
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and some positive constant C3. In view of (3.46)–(3.49), we apply Lemma 2.1 to reach a
contradiction.
3.1 Further a-priori estimates
With the help of Lemma 3.2 and the Gagliardo–Nirenberg inequality, one can derive the
following Lemma:
Lemma 3.5. Let α > 0. Then for each T ∈ (0, Tmax,ε), there exists C > 0 independent of ε
such that the solution of (2.1) satisfies
∫ T
0
∫
Ω
|∇nε|2 ≤ C(T + 1). (3.50)
Proof. Multiply the first equation in (2.1) by nε and using ∇ · uε = 0, we derive
1
2
d
dt
‖nε‖2L2(Ω) +
∫
Ω
|∇nε|2
= −
∫
Ω
nε∇ · (nεSε(x, nε, cε) · ∇cε)−
∫
Ω
n2εmε
≤
∫
Ω
nε|Sε(x, nε, cε)||∇nε||∇cε| for all t ∈ (0, Tmax,ε).
(3.51)
Recalling (1.3) and using α ≥ 0, from Young inequality again, we derive from Lemma 3.2
that ∫
Ω
nε|Sε(x, nε, cε)||∇nε||∇cε|
≤ CS
∫
Ω
nε|∇nε||∇cε|
≤ 1
2
∫
Ω
|∇nε|2 + C
2
S
2
∫
Ω
n2ε|∇cε|2
≤ 1
2
∫
Ω
|∇nε|2 + 1
4
∫
Ω
n4ε +
C4S
4
∫
Ω
|∇cε|4
≤ 1
2
∫
Ω
|∇nε|2 + C
4
S
4
∫
Ω
|∇cε|4 + C1 for all t ∈ (0, Tmax,ε),
(3.52)
which combined with (3.51) implies that
1
2
d
dt
‖nε‖2L2(Ω) +
1
2
∫
Ω
|∇nε|2 ≤ C
4
S
4
∫
Ω
|∇cε|4 + C1 for all t ∈ (0, Tmax,ε), (3.53)
so that, gather (3.26) and (3.53), one can get (3.50).
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4 Passing to the limit: The proof of Theorem 1.1
With the help of a priori estimates, in this subsection, by means of a standard extraction
procedure we can now derive the following lemma which actually contains our main existence
result (Theorem 1.1) already.
Lemma 4.1. Assume that α > 0. Then for any κ ∈ R, there exists (εj)j∈N ⊂ (0, 1) such
that εj → 0 as j →∞ and that
nε → n a.e. in Ω× (0,∞) and in L2loc(Ω¯× [0,∞)) (4.1)
nε ⇀ n weak star in L
∞
loc([0,∞), Lp(Ω)) for any p > 1, (4.2)
∇nε ⇀ ∇n in L2loc(Ω¯× [0,∞)), (4.3)
cε → c in L2loc(Ω¯× [0,∞)) and a.e. in Ω× (0,∞), (4.4)
mε → m in L2loc(Ω¯× [0,∞)) and a.e. in Ω× (0,∞), (4.5)
∇cε ⇀ ∇c in L4loc(Ω¯× [0,∞)), (4.6)
∇mε ⇀ ∇m in L4loc(Ω¯× [0,∞)), (4.7)
uε → u in L2loc(Ω¯× [0,∞)) and a.e. in Ω× (0,∞), (4.8)
∇cε ⇀ ∇c in L2loc(Ω¯× [0,∞)) (4.9)
as well as
∇mε ⇀ ∇m in L2loc(Ω¯× [0,∞)) (4.10)
and
∇uε ⇀ ∇u in L2loc(Ω¯× [0,∞);R3) (4.11)
some quadruple (n, c,m, u) which is a global weak solution of (1.1) in the natural sense as
specified in [63].
Proof. Firstly, applying the discussion in Section 3, under the assumptions of Theorem 1.1,
for each T > 0, we can find ε-independent constant C(T ) such that
‖nε(·, t)‖Lp(Ω)+‖cε(·, t)‖W 1,2(Ω)+‖mε(·, t)‖W 1,2(Ω)+‖uε(·, t)‖L2(Ω) ≤ C(T ) for all t ∈ (0, T ) and p > 1
(4.12)
24
as well as
∫ T
0
∫
Ω
(|∇nε|2 + |∇cε|4 + |∇mε|4 + |∆cε|2 + |∆mε|2) ≤ C(T ) for all t ∈ (0, T ) (4.13)
and ∫ T
0
∫
Ω
|∇uε|2 ≤ C(T ) for all t ∈ (0, T ). (4.14)
Now, choosing ϕ ∈ W 1,2(Ω) as a test function in the first equation in (2.1) and using (4.12),
we have ∣∣∣∣
∫
Ω
(nε,t)ϕ
∣∣∣∣
=
∣∣∣∣
∫
Ω
[∆nε −∇ · (nεSε(x, nε, cε)∇cε)− uε · ∇nε − nεmε]ϕ
∣∣∣∣
=
∣∣∣∣
∫
Ω
[−∇nε · ∇ϕ+ nεSε(x, nε, cε)∇cε · ∇ϕ+ nεuε · ∇ϕ− nεmεϕ]
∣∣∣∣
≤ {‖∇nε‖L2(Ω) + ‖nεSε(x, nε, cε)∇cε‖L2(Ω) + ‖nεuε‖L2(Ω) + ‖nεmε‖L2(Ω)}
×‖ϕ‖W 1,2(Ω)
(4.15)
for all t > 0. Along with (4.12) and (4.13), further implies that
∫ T
0
‖∂tnε(·, t)‖2(W 1,2(Ω))∗dt
≤
∫ T
0
{‖∇nε‖L2(Ω) + ‖nεSε(x, nε, cε)∇cε‖L2(Ω) + ‖nεuε‖L2(Ω)}
2
dt
≤ C1
∫ T
0
{
‖∇nε‖2L2(Ω) + ‖nε‖4L4(Ω)‖∇cε‖4L4(Ω)
}
dt
+C1
∫ T
0
{
‖nεuε‖2L2(Ω) + ‖mε‖2L∞(Ω)‖nε‖2L2(Ω)
}
dt
≤ C2
∫ T
0
{
‖∇nε‖2L2(Ω) + ‖∇cε‖4L4(Ω)
}
dt
+C2
∫ T
0
{
‖nεuε‖2L2(Ω) + 1
}
dt,
(4.16)
where C1 and C2 are positive constants independent of ε. Now, due to the Ho¨lder inequality,
we have ∫ T
0
∫
Ω
|nεuε|2
≤
∫ T
0
‖nε‖2L3(Ω)‖uε‖2L6(Ω)
≤ C3
∫ T
0
‖∇uε‖2L2(Ω)
≤ C4(T + 1) for all T > 0
(4.17)
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by using (4.12) and (4.13).
Inserting (4.17) into (4.16) and applying (4.12) and (4.13), we can obtain for some positive
constant C1(T ) such that
‖nεt‖L2(0,T ;(W 1,2(Ω))∗) ≤ C1(T ) (4.18)
by using (4.13) and Lemma 3.4.
In a similar way, one can derive
‖cεt‖L2(0,T ;(W 1,2(Ω))∗) ≤ C2(T ) (4.19)
and
‖mεt‖L2(0,T ;(W 1,2(Ω))∗) ≤ C2(T ) (4.20)
with some C2(T ) > 0.
Next, for any given ϕ ∈ C∞0,σ(Ω;R3), we infer from the fourth equation in (2.1) that
∣∣∣∣
∫
Ω
∂tuε(·, t)ϕ
∣∣∣∣ =
∣∣∣∣−
∫
Ω
∇uε · ∇ϕ− κ
∫
Ω
(Yεuε ⊗ uε) · ∇ϕ+
∫
Ω
(nε +mε)∇φ · ϕ
∣∣∣∣ for all t > 0.
Now, by virtue of (4.14), Lemma 3.2 and Lemma 2.3, we thus infer that there exist positive
constants C3, C4 and C5 such that
∫ T
0
‖∂tuε(·, t)‖2(W 1,20,σ (Ω))∗dt
≤ C3
(∫ T
0
∫
Ω
|∇uε|2 +
∫ T
0
∫
Ω
|Yεuε ⊗ uε|2 +
∫ T
0
∫
Ω
n2ε +
∫ T
0
∫
Ω
m2ε
)
≤ C4
(∫ T
0
∫
Ω
|∇uε|2 +
∫ T
0
∫
Ω
|uε|2 +
∫ T
0
∫
Ω
n2ε + T
)
≤ C5(T + 1) for all T > 0.
(4.21)
Here we have used the fact that
‖Yεv‖L2(Ω) ≤ ‖v‖L2(Ω) for all v ∈ L2σ(Ω).
Combining estimates (4.12)–(4.21), we conclude from Aubin-Lions lemma (see e.g. [28]) that
(uε)ε∈(0,1) is relatively compact in L
2
loc(Ω × [0,∞);R3) and (nε)ε∈(0,1), (cε)ε∈(0,1), (mε)ε∈(0,1)
are relatively compact in L2loc(Ω× [0,∞)). Therefore, in conjunction with (4.12)–(4.14) and
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standard compactness arguments, we can thus find a sequence (εj)j∈N ⊂ (0, 1) such that
εj ց 0 as j →∞, and such that
nε → n in L2loc(Ω¯× [0,∞)) and nε → n a.e. in Ω× (0,∞), (4.22)
nε ⇀ n weak star in L
∞
loc([0,∞), Lp(Ω)) for any p > 1, (4.23)
∇nε ⇀ ∇n in L2loc(Ω¯× [0,∞)), (4.24)
cε → c in L2loc(Ω¯× [0,∞)) and cε → c a.e. in Ω× (0,∞), (4.25)
∇cε ⇀ ∇c in L4loc(Ω¯× [0,∞)) (4.26)
∆cε ⇀ ∆c in L
2
loc(Ω¯× [0,∞)) (4.27)
mε → m in L2loc(Ω¯× [0,∞)) and mε → m a.e. in Ω× (0,∞), (4.28)
∇mε ⇀ ∇m in L4loc(Ω¯× [0,∞)) (4.29)
∆mε ⇀ ∆m in L
2
loc(Ω¯× [0,∞)) (4.30)
as well as
uε → u in L2loc(Ω¯× [0,∞)) and uε → u a.e. in Ω× (0,∞) (4.31)
and
∇uε ⇀ ∇u in L2loc(Ω¯× [0,∞)). (4.32)
for some limit function (n, c,m, u). On the other hand, according to the bounds provided by
Lemma 2.3 and Lemmas 3.2–3.3, this readily yields that, for any ε ∈ (0, 1),
mε − cε − uε · ∇cε is bounded in L 53 (Ω× (0, T )), (4.33)
where we have used the fact that∫ T
0
∫
Ω
[
|uε · ∇cε| 53
]
≤ C6
[∫ T
0
∫
Ω
|uε| 103
] 1
2
[∫ T
0
∫
Ω
|∇cε| 103
] 1
2
≤ C7
[∫ T
0
∫
Ω
|uε| 103
] 1
2
[∫ T
0
∫
Ω
|∇cε|4
] 5
12
≤ C8(T + 1)
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by using Lemma 3.3. Therefore, in light of (4.33), regularity estimates for the second equation
of (2.1) (see e.g. [20]) ensure that (cε)ε∈(0,1) is bounded in L
5
3 ((0, T );W 2,
5
3 (Ω)). Hence, by
virtue of (4.20), we derive form the Aubin–Lions lemma that (cε)ε∈(0,1) relatively compacts in
L
5
3 ((0, T );W 1,
5
3 (Ω)). Thus, we can choose an appropriate subsequence that is still written as
(εj)j∈N such that ∇cεj → z1 in L
5
3 (Ω×(0, T )) for all T ∈ (0,∞) and some z1 ∈ L 53 (Ω×(0, T ))
as j → ∞. Therefore, by (4.26), we can also derive that ∇cεj → z1 a.e. in Ω × (0,∞) as
j →∞. In view of (4.26) and the Egorov theorem, we conclude that z1 = ∇c and hence
∇cε → ∇c a.e. in Ω× (0,∞). (4.34)
This combined with (4.22), (4.23) as well as (4.26) and (1.2) implies that
nεSε(x, nε, cε)∇cε ⇀ nS(x, n, c)∇c in L2(Ω× (0, T )) as ε = εj ց 0 for each T ∈ (0,∞)
(4.35)
by using the Egorov theorem. Next we shall prove that (n, c,m, u) is a weak solution of
problem (2.1). To this end, testing the first equation in (2.1) by ϕ ∈ C∞0 (Ω × [0,∞)), we
obtain
−
∫ ∞
0
∫
Ω
nεϕt −
∫
Ω
n0ϕ(·, 0) = −
∫ ∞
0
∫
Ω
∇nε · ∇ϕ+
∫ ∞
0
∫
Ω
nεSε(x, nε, cε)∇cε · ∇ϕ
+
∫ ∞
0
∫
Ω
nεuε · ∇ϕ−
∫ ∞
0
∫
Ω
nεmεϕ
(4.36)
for all ε ∈ (0, 1). Then (4.24)–(4.35) and the dominated convergence theorem enables us to
conclude
−
∫ ∞
0
∫
Ω
nϕt −
∫
Ω
n0ϕ(·, 0) = −
∫ ∞
0
∫
Ω
∇n · ∇ϕ+
∫ ∞
0
∫
Ω
nS(x, n, c)∇c · ∇ϕ
+
∫ ∞
0
∫
Ω
nu · ∇ϕ−
∫ ∞
0
∫
Ω
nmϕ
(4.37)
by a limit procedure. Next, multiplying the second equation and the third equation in (2.1)
by ϕ ∈ C∞0 (Ω× [0,∞)), we derive from a limit procedure that
−
∫ ∞
0
∫
Ω
cϕt −
∫
Ω
c0ϕ(·, 0) = −
∫ ∞
0
∫
Ω
∇c · ∇ϕ−
∫ ∞
0
∫
Ω
cϕ+
∫ ∞
0
∫
Ω
mϕ+
∫ ∞
0
∫
Ω
cu · ∇ϕ
(4.38)
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and
−
∫ ∞
0
∫
Ω
mϕt −
∫
Ω
m0ϕ(·, 0) = −
∫ ∞
0
∫
Ω
∇m · ∇ϕ−
∫ ∞
0
∫
Ω
nmϕ +
∫ ∞
0
∫
Ω
mu · ∇ϕ
(4.39)
in a completed similar manner (see [63] for details). Then testing the fourth equation of
(2.1) by ϕ ∈ C∞0 (Ω¯× [0, T );R3), we obtain
−
∫ ∞
0
∫
Ω
uϕt −
∫
Ω
u0ϕ(·, 0) + κ
∫ T
0
∫
Ω
u⊗ u · ∇ϕ = −
∫ ∞
0
∫
Ω
∇u · ∇ϕ−
∫ ∞
0
∫
Ω
(n+m)∇φ · ϕ
(4.40)
by using Lemma 3.4 and a limit procedure (see [63] for details). This means that (n, c,m, u)
is a weak solution of (2.1), in the natural sense as specified in [63].
Moreover, if in addition we assume that κ ∈ R, then our solutions will actually be
bounded and smooth and hence classical. In fact, by applying the standard parabolic regu-
larity and the classical Schauder estimates for the Stokes evolution, we will show that it is
sufficiently regular so as to be a classical solution.
Lemma 4.2. Let (n, c,m, u) be a weak solution of (1.1). Assume that α > 0 and κ = 0.
Then (n, c,m, u) solves (1.1) in the classical sense in Ω× (0,∞). Moreover, this solution is
bounded in Ω× (0,∞) in the sense that
‖n(·, t)‖L∞(Ω)+‖c(·, t)‖W 1,∞(Ω)+‖m(·, t)‖W 1,∞(Ω)+‖Aγu(·, t)‖L2(Ω) ≤ C for all t > 0. (4.41)
Proof. In what follows, let C,Ci denote some different constants, and if no special explana-
tion, they depend at most on Ω, φ,m, n0, c0 and u0.
Step 1. The boundedness of ‖Aγu(·, t)‖L2(Ω) and ‖u(·, t)‖L∞(Ω) for all t ∈ (0, Tmax,ε)
On the basis of the variation-of-constants formula for the projected version of the third
equation in (1.1), we derive that
u(·, t) = e−tAu0 +
∫ t
0
e−(t−τ)AP((n(·, τ) +m(·, τ))∇φ)dτ for all t ∈ (0, Tmax,ε).
On the other hand, in view of Lemma 3.2 as well as (1.8) and (2.10),
‖h(·, t)‖L4+2α(Ω) ≤ C for all t ∈ (0, Tmax,ε)
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with h := P((n(·, τ) +m(·, τ)∇φ). Therefore, according to standard smoothing properties
of the Stokes semigroup we see that there exist C1, C2 > 0 and λ1 > 0 such that
‖Aγu(·, t)‖L2(Ω) ≤ ‖Aγe−tAu0‖L2(Ω) +
∫ t
0
‖Aγe−(t−τ)Ah(·, τ)dτ‖L2(Ω)dτ
≤ ‖Aγu0‖L2(Ω) + C1
∫ t
0
(t− τ)−γ− 32 ( 14+2α− 12 )e−λ1(t−τ)‖h(·, τ)‖L4+2α(Ω)dτ
≤ C2 for all t ∈ (0, Tmax,ε)
(4.42)
with γ ∈ (3
4
, 1), where in the last inequality, we have used the fact that
∫ t
0
(t− τ)−γ− 32 ( 14+2α− 12 )e−λ1(t−τ)ds ≤
∫ ∞
0
σ−γ−
3
2
( 1
4+2α
− 1
2
)e−λ1σdσ < +∞
by using −γ − 3
2
( 1
4+2α
− 1
2
) > −1. (4.42) implies to
‖u(·, t)‖L∞(Ω) ≤ σ0 for all t ∈ (0, Tmax,ε) (4.43)
by using the fact that D(Aγ) is continuously embedded into L∞(Ω) (by γ > 3
4
).
Step 2. The boundedness of ‖∇c(·, t)‖L4(Ω) for all t ∈ (0, Tmax,ε)
Now, multiply the second equation in (1.1) by −∆c, in view of (3.25), (2.10) and (4.43),
we derive from (3.22) and the Young inequality that
‖∇c(·, t)‖L2(Ω) ≤ σ1 for all t ∈ (0, Tmax,ε). (4.44)
Considering the fact that∇c·∇∆c = 1
2
∆|∇c|2−|D2c|2, by a straightforward computation
using the second equation in (1.1) and several integrations by parts, we find that
1
4
d
dt
‖∇c‖4L4(Ω)
=
∫
Ω
|∇c|2∇c · ∇(∆c− c+m− u · ∇c)
=
1
2
∫
Ω
|∇c|2∆|∇c|2 −
∫
Ω
|∇c|2|D2c|2 −
∫
Ω
|∇c|4
+
∫
Ω
m∇ · (|∇c|2∇c) +
∫
Ω
(u · ∇c)∇ · (|∇c|2∇c)
= −1
2
∫
Ω
∣∣∇|∇c|2∣∣2 −
∫
Ω
|∇c|4 + 1
2
∫
∂Ω
|∇c|2∂|∇c|
2
∂ν
−
∫
Ω
|∇c|2|D2c|2 +
∫
Ω
m|∇c|2∆c+
∫
Ω
m∇c · ∇(|∇c|2)
+
∫
Ω
(u · ∇c)|∇c|2∆c+
∫
Ω
(u · ∇c)∇c · ∇(|∇c|2)
(4.45)
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for all t ∈ (0, Tmax,ε). On the other hand, since Lemma 2.2 of [67], we derive from (2.10) and
the Young inequality that
‖∇c‖4
L4(Ω) ≤ κ0‖|∇c|D2c‖
2
3
L2(Ω)‖c‖
8
3
L∞(Ω) + κ0‖c‖4L∞(Ω)
≤ 1
4(1 + 16σ20)
∫
Ω
|∇c|2|D2c|2 + κ1,
(4.46)
where σ0 is the same as (4.43) and κ0 and κ1 are some positive constants. Thanks to the
pointwise inequality |∆c| ≤ √3|D2c|, along with (1.8) as well as (2.10) and (2.10) this implies
that ∫
Ω
m|∇c|2∆c
≤
√
3
∫
Ω
m|∇c|2|D2c|
≤ 1
8
∫
Ω
|∇c|2|D2c|2 + 6‖m‖2L∞(Ω)
∫
Ω
|∇c|2
≤ 1
8
∫
Ω
|∇c|2|D2c|2 + 6λ2σ21
≤ 1
8
∫
Ω
|∇c|2|D2c|2 + C3 for all t ∈ (0, Tmax,ε)
(4.47)
and ∫
Ω
(u · ∇c)|∇c|2∆c
≤
√
3
∫
Ω
|u · ∇c||∇c|2|D2c|
≤ 1
16
∫
Ω
|∇c|2|D2c|2 + 12
∫
Ω
|u · ∇c|2|∇c|2
≤ 1
16
∫
Ω
|∇c|2|D2c|2 + 12‖u‖2L∞(Ω)
∫
Ω
|∇c|4 for all t ∈ (0, Tmax,ε)
(4.48)
by using (3.25) and the Young inequality. Now, inserting (4.46) into (4.48), this shows that
∫
Ω
(u · ∇c)|∇c|2∆c
≤ 1
16
∫
Ω
|∇c|2|D2c|2 + 12‖u‖2L∞(Ω) × [
1
4(1 + 16σ20)
∫
Ω
|∇c|2|D2c|2 + κ1]
≤ 1
4
∫
Ω
|∇c|2|D2c|2 + C4 for all t ∈ (0, Tmax,ε)
(4.49)
by using (4.43). Again, from the Young inequality, (1.8) as well as (2.10) and (3.25), we
have ∫
Ω
m∇c · ∇(|∇c|2)
≤ 1
8
∫
Ω
∣∣∇|∇c|2∣∣2 + 2λ2σ21
≤ 1
8
∫
Ω
∣∣∇|∇c|2∣∣2 + C5
(4.50)
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and ∫
Ω
(u · ∇c)∇c · ∇(|∇c|2)
≤ 1
16
∫
Ω
∣∣∇|∇c|2∣∣2 + 4
∫
Ω
|u · ∇c|2|∇c|2
≤ 1
16
∫
Ω
∣∣∇|∇c|2∣∣2 + 4‖u‖2L∞(Ω) × [ 14(1 + 16σ20)
∫
Ω
|∇c|2|D2c|2 + κ1]
≤ 1
16
∫
Ω
∣∣∇|∇c|2∣∣2 + 1
16
∫
Ω
|∇c|2|D2c|2 + C6.
(4.51)
Given the the boundedness of ‖∇c‖2L2(Ω) (see (4.44)), it is well-known that (cf. [15, 32, 59])
the boundary trace embedding implies that∫
∂Ω
|∇c|2 ∂
∂ν
|∇c|2 ≤ 1
16
∫
Ω
|∇|∇c|2|2 + C7
(∫
Ω
|∇c|2
)2
≤ 1
16
∫
Ω
|∇|∇c|2|2 + C8.
(4.52)
Now, together with (4.45), (4.47)–(4.52), we can derive that, for some positive constant C9,
1
4
d
dt
‖∇c‖4L4(Ω) +
3
4
∫
Ω
∣∣∇|∇c|2∣∣2 + 1
2
∫
Ω
|∇c|2|D2c|2 ≤ C9 for all t ∈ (0, Tmax,ε), (4.53)
which combined with (4.46) yields to
1
4
d
dt
‖∇c‖4L4(Ω) + C10‖∇c‖4L4(Ω) ≤ C11 for all t ∈ (0, Tmax,ε). (4.54)
This implies
‖∇c(·, t)‖L4(Ω) ≤ C12 for all t ∈ (0, Tmax,ε) (4.55)
by integration.
Step 3. The boundedness of ‖∇m(·, t)‖L4(Ω) for all t ∈ (0, Tmax,ε)
An application of the variation of constants formula for c leads to
‖∇m(·, t)‖L4(Ω)
≤ ‖∇et(∆−1)m0‖L4(Ω) +
∫ t
0
‖∇e(t−s)(∆−1)(m(s)− n(s)m(s))‖L4(Ω)ds
+
∫ t
0
‖∇e(t−s)(∆−1)∇ · (u(s)m(s))‖L4(Ω)ds.
(4.56)
To estimate the terms on the right of (4.56), in light of (2.10) and (3.25), applying the Lp-Lq
estimates associated heat semigroup, for some positive constant λ1 such that
‖∇et(∆−1)m0‖L4(Ω) ≤ C13 for all t ∈ (0, Tmax,ε) (4.57)
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as well as
∫ t
0
‖∇e(t−s)(∆−1)(m(s)− n(s)m(s))‖L4(Ω)ds
≤ C14
∫ t
0
[1 + (t− s)− 12− 32 ( 14− 14 )]e−λ1(t−s)(‖n(s)‖L4(Ω) + ‖m(s)‖L∞(Ω))ds
≤ C15 for all t ∈ (0, Tmax,ε)
(4.58)
and ∫ t
0
‖∇e(t−s)(∆−1)∇ · (u(s)c(s))‖L4(Ω)ds
≤ C16
∫ t
0
‖(−∆+ 1)ιe(t−s)(∆−1)∇ · (u(s)c(s))‖L4(Ω)ds
≤ C17
∫ t
0
(t− s)−ι− 12−κ˜e−λ1(t−s)‖u(s)c(s)‖L4(Ω)ds
≤ C18
∫ t
0
(t− s)−ι− 12−κ˜e−λ1(t−s)‖u(s)‖L∞(Ω)‖c(s)‖L∞(Ω)ds
≤ C19 for all t ∈ (0, Tmax,ε),
(4.59)
where ι = 13
28
, κ˜ = 1
56
. Inserting (4.57)–(4.59) into (4.56), one has
‖∇m(·, t)‖L4(Ω) ≤ σ2 for all t ∈ (0, Tmax,ε). (4.60)
Step 4. The boundedness of ‖c(·, t)‖W 1,∞(Ω) and ‖m(·, t)‖W 1,∞(Ω) for all t ∈
(τ, Tmax,ε) with τ ∈ (0, Tmax,ε)
Choosing θ ∈ (1
2
+ 3
8
, 1), then the domain of the fractional power D((−∆ + 1)θ) →֒
W 1,∞(Ω) (see e.g. [13, 43]). Thus, in light of α > 0, using the Ho¨lder inequality and the
Lp-Lq estimates associated heat semigroup,
‖c(·, t)‖W 1,∞(Ω)
≤ C20‖(−∆+ 1)θc(·, t)‖L4(Ω)
≤ C21t−θe−λ1t‖c0‖L4(Ω) + C21
∫ t
0
(t− s)−θe−λ1(t−s)‖(m− u · ∇c)(s)‖L4(Ω)ds
≤ C22 + C22
∫ t
0
(t− s)−θe−µ(t−s)[‖m(s)‖L∞(Ω) + ‖c(s)‖L∞(Ω) + ‖u(s)‖L∞(Ω)‖∇c(s)‖L4(Ω)]ds
≤ C23 for all t ∈ (τ, Tmax,ε)
(4.61)
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and
‖m(·, t)‖W 1,∞(Ω)
≤ C24‖(−∆+ 1)θm(·, t)‖L4(Ω)
≤ C25t−θe−λ1t‖m0‖L4(Ω) + C25
∫ t
0
(t− s)−θe−λ1(t−s)‖(m−mn− u · ∇m)(s)‖L4(Ω)ds
≤ C26 + C26
∫ t
0
(t− s)−θe−µ(t−s)[‖m(s)‖L∞(Ω) + ‖n(s)‖L4(Ω) + ‖u(s)‖L∞(Ω)‖∇m(s)‖L4(Ω)]ds
≤ C27 for all t ∈ (τ, Tmax,ε)
(4.62)
with τ ∈ (0, Tmax,ε), where we have used (2.10), (4.55), (4.43), (4.60) as well as the Ho¨lder
inequality and ∫ t
0
(t− s)−θe−λ1(t−s) ≤
∫ ∞
0
σ−θe−λ1σdσ < +∞.
Step 5. The boundedness of ‖c(·, t)‖W 1,∞(Ω) and ‖n(·, t)‖L∞(Ω) for all t ∈ (0, Tmax,ε)
Recalling Lemma 2.1, (4.61) and (4.62), we infer that
‖∇c(·, t)‖L∞(Ω) ≤ κ1 for all t ∈ (0, Tmax,ε) (4.63)
and
‖∇m(·, t)‖L∞(Ω) ≤ κ2 for all t ∈ (0, Tmax,ε). (4.64)
Step 6. The boundedness of ‖n(·, t)‖L∞(Ω) for all t ∈ (τ, Tmax,ε) with τ ∈ (0, Tmax,ε)
Fix T ∈ (0, Tmax,ε). Let M(T ) := supt∈(0,T ) ‖n(·, t)‖L∞(Ω) and h˜ := nS(x, n, c)∇c + u.
Then by (3.25), (1.3) and (4.55), there exists C28 > 0 such that
‖h˜(·, t)‖L4(Ω) ≤ C28 t ∈ (0, Tmax,ε), (4.65)
where we have used (2.5) and the boundedness of ‖c(·, t)‖W 1,∞(Ω) for all t ∈ (τ, Tmax,ε) with
τ ∈ (0, Tmax,ε). Hence, due to the fact that ∇ · u = 0, again, by means of an associate
variation-of-constants formula for n, we can derive
n(t) = e(t−t0)∆n(·, t0)−
∫ t
t0
e(t−s)∆∇·(n(·, s)h˜(·, s))ds−
∫ t
t0
e(t−s)∆(n(·, s)m(·, s))ds, t ∈ (t0, T ),
(4.66)
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where t0 := (t − 1)+. As the last summand in (4.67) is non-positive by the maximum
principle, we can thus estimate
‖n(t)‖L∞(Ω) ≤ ‖e(t−t0)∆n(·, t0)‖L∞(Ω) +
∫ t
t0
‖e(t−s)∆∇ · (n(·, s)h˜(·, s))‖L∞(Ω)ds, t ∈ (t0, T ).
(4.67)
If t ∈ (0, 1], by virtue of the maximum principle, we derive that
‖e(t−t0)∆n(·, t0)‖L∞(Ω) ≤ ‖n0‖L∞(Ω), (4.68)
while if t > 1 then with the help of the Lp-Lq estimates for the Neumann heat semigroup
and (2.10), we conclude that
‖e(t−t0)∆n(·, t0)‖L∞(Ω) ≤ C29(t− t0)− 32‖n(·, t0)‖L1(Ω) ≤ C30. (4.69)
Finally, we fix an arbitrary 7
2
∈ (3, 4) and then once more invoke known smoothing properties
of the Stokes semigroup and the Ho¨lder inequality to find C4 > 0 such that
∫ t
t0
‖e(t−s)∆∇ · (n(·, s)h˜(·, s)‖L∞(Ω)ds
≤ C31
∫ t
t0
(t− s)− 12− 37‖n(·, s)h˜(·, s)‖Lp(Ω)ds
≤ C32
∫ t
t0
(t− s)− 12− 37‖n(·, s)‖L28(Ω)‖h˜(·, s)‖L4(Ω)ds
≤ C33
∫ t
t0
(t− s)− 12− 37‖u(·, s)‖
27
28
L∞(Ω)‖u(·, s)‖|
1
28
L1(Ω)‖h˜(·, s)‖L4(Ω)ds
≤ C34M b(T ) for all t ∈ (0, T ),
(4.70)
In combination with (4.67)–(4.70) and using the definition of M(T ) we obtain C35 > 0 such
that
M(T ) ≤ C35 + C35M 2728 (T ) for all T ∈ (0, Tmax,ε). (4.71)
Hence, with some basic calculation, in light of T ∈ (0, Tmax,ε) was arbitrary, one can get
‖n(·, t)‖L∞(Ω) ≤ C36 for all t ∈ (0, Tmax,ε). (4.72)
Finally, by virtue of Lemma 2.1 and (4.42), (4.63)–(4.64), (4.72), the local solution can
be extend to the global-in-time solutions.
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Employing almost exactly the same arguments as in the proof of Lemma 3.1 in [23] (see
also [62]), and taking advantage of (4.41), we conclude the regularity theories for the Stokes
semigroup and the Ho¨lder estimate for local solutions of parabolic equations, we can obtain
weak solution (n, c,m, u) is a classical solution.
The most important consequence of Lemmas 4.1–4.2 is the following:
Proof of Theorem 1.1: The theorem 1.1 is part of the statement proven by Lemmas
4.1–4.2.
4.1 Eventual smoothness and asymptotics
Given the preliminary lemma collected in the above, in this subsection, we now establish the
claimed asymptotic behavior of the solutions to (2.1) under α > 0. Before going further, we
list the following lemma, which will be used to derive the convergence properties of solution
with respect to the norm in L2(Ω).
Lemma 4.3. (Lemma 4.6 of [10]) Let λ > 0, C > 0, and suppose that y ∈ C1([0,∞)) and
h ∈ C0([0,∞)) are nonnegative functions satisfying y′(t) + λy(t) ≤ h(t) for some λ > 0 and
all t > 0. Then if
∫∞
0
h(s)ds ≤ C, we have limt→∞ y(t) = 0.
To begin with, let us collect some basic solution properties which essentially have already
been used in [10].
Lemma 4.4. The global solution of (2.1) satisfies
∫ ∞
0
∫
Ω
(
nεmε + |∇mε|2
)
< +∞. (4.73)
Proof. These properties are immediate consequences of (2.15) and (2.12).
As an immediate consequence, we obtain the following which will firstly serve as a fun-
dament for our proof of stabilization in the first and third solution components.
Lemma 4.5. Under the assumptions of Lemma 4.1, for any η > 0, there are T > 0 and
ε0 > 0 such that for any t > T and such that for any ε ∈ (0, ε0)
0 ≤ 1|Ω|
∫
Ω
mε(·, t)− mˆ < η for any t > T (4.74)
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and
0 ≤ 1|Ω|
∫
Ω
nε(·, t)− nˆ < η for any t > T, (4.75)
where
mˆ =
{
1
|Ω|
∫
Ω
m0 − 1|Ω|
∫
Ω
n0
}
+
(4.76)
and
nˆ =
{
1
|Ω|
∫
Ω
n0 − 1|Ω|
∫
Ω
m0
}
+
. (4.77)
Proof. Pursuing a strategy demonstrated in lemma 4.2 of [48], we start by noting that as a
first consequence of Lemma 4.4 we know that
∫ t
t−1
∫
Ω
(
nεmε + |∇mε|2
)→ 0 as t→∞. (4.78)
Next, in view of (3.25), by using the Ho¨lder inequality and the Poincare´ inequality, for some
positive constant K,
∫ t
t−1
∫
Ω
nεmε =
∫ t
t−1
∫
Ω
nε(mε − m¯) +
∫ t
t−1
m¯
∫
Ω
nε
≥ −
∫ t
t−1
‖nε‖L2(Ω)‖mε − m¯‖L2(Ω) +
∫ t
t−1
m¯
∫
Ω
nε(x, s)dxds
≥ −K
∫ t
t−1
‖∇mε‖L2(Ω) + 1|Ω|
∫ t
t−1
[∫
Ω
mε(x, s)dx
∫
Ω
nε(x, s)dx
]
ds
≥ −K
(∫ t
t−1
‖∇mε‖2L2(Ω)
) 1
2
+
1
|Ω|
∫ t
t−1
[∫
Ω
mε(x, s)dx
∫
Ω
nε(x, s)dx
]
ds.
(4.79)
Inserting (4.78) into (4.79), we obtain
∫ t
t−1
[∫
Ω
mε(x, s)dx
∫
Ω
nε(x, s)dx
]
ds→ 0 as t→∞. (4.80)
Now if
∫
Ω
n0 −
∫
Ω
m0 ≥ 0, (2.11) warrants that
∫
Ω
nε −
∫
Ω
mε ≥ 0, which along with (4.80)
implies that ∫ t
t−1
(∫
Ω
mε(x, s)dx
)2
ds→ 0 as t→∞. (4.81)
Noticing that
∫
Ω
mε(s) ≥
∫
Ω
mε(t) for all t ≥ s, we have
0 ≤
(∫
Ω
mε(x, t)dx
)2
≤
∫ t
t−1
(∫
Ω
mε(x, s)dx
)2
ds→ 0 as t→∞,
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where we invoke (2.11) to obtain
∫
Ω
nε(·, t)→
∫
Ω
n0 −
∫
Ω
m0 as t→∞.
By very similar argument, one can see that
∫
Ω
nε → 0 and
∫
Ω
mε →
∫
Ω
m0−
∫
Ω
n0 as t→∞
in the case of
∫
Ω
n0 −
∫
Ω
m0 < 0. This readily establishes (4.74) and (4.75).
Lemma 4.6. Under the assumptions of Lemma 4.1, for any η > 0, there are T > 0 and
ε0 > 0 such that for any t > T and such that for any ε ∈ (0, ε0)
∫ t+1
t
‖mε(·, t)− mˆ‖L∞(Ω) < η (4.82)
and
‖mε(·, t)− mˆ‖Lp(Ω) < η, (4.83)
where mˆ is give by (4.76).
Proof. Firstly, since Lemma 3.4 asserts the existence of κ1 such that
∫ t+1
t
‖∇mε(·, t)‖4L4(Ω) ≤ κ1 (4.84)
and since (2.11) implies that
1
|Ω|
∫
Ω
mε(·, t) ≥
{
1
|Ω|
∫
Ω
m0 − 1|Ω|
∫
Ω
n0
}
+
, (4.85)
thus, by (4.74) we infer from the interpolation inequality and the Ho¨lder inequality that
∫ t+1
t
‖mε − mˆ‖L∞(Ω)ds
≤ C(
∫ t+1
t
(‖∇mε‖
12
13
L4(Ω)‖mε − mˆ‖
1
13
L1(Ω) + ‖mε − mˆ‖L1(Ω))ds
≤ C
∫ t+1
t
‖∇mε‖4L4(Ω)ds)
3
13 (
∫ t+1
t
‖mε − mˆ‖L1(Ω)ds) 113 + C
∫ t+1
t
‖mε − mˆ‖L1(Ω))ds
≤ C
∫ t+1
t
‖∇mε‖4L4(Ω)ds)
3
13 (sup
t>0
‖mε(·, t)− mˆ‖L1(Ω)) 113 + C sup
t>0
‖mε(·, t)− mˆ‖L1(Ω))
→ 0 as t→ +∞,
(4.86)
which immediately implies (4.82). Here we have used the fact that
‖mε − mˆ‖L1(Ω) =
∫
Ω
[mε(·, t)− mˆ] = |Ω|
[
1
|Ω|
∫
Ω
mε(·, t)− mˆ
]
→ 0 as t→ +∞
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by using (4.74). Next, for any p > 1, in view of Lemma 2.3, we derive from the the
interpolation and the Ho¨lder inequality that
‖mε − mˆ‖Lp(Ω)
≤ ‖mε − mˆ‖
p−1
p
L∞(Ω)‖mε − mˆ‖
1
p
L1(Ω)
→ 0 as t→ +∞,
(4.87)
which yields (4.83) directly.
Lemma 4.7. Under the assumptions of Lemma 4.1, for any η > 0, there are T > 0 and
ε0 > 0 such that for any t > T and such that for any ε ∈ (0, ε0)
‖cε(·, t)− mˆ‖L2(Ω) < η (4.88)
and ∫ t+1
t
∫
Ω
|∇cε|2 < η. (4.89)
where mˆ is give by (4.76).
Proof. Firstly, by means of the testing procedure, we may derive from the Young inequality
that
1
2
d
dt
‖cε − mˆ‖2L2(Ω)
=
∫
Ω
(cε − mˆ)[∆cε − uε · ∇cε − (cε − mˆ) + (mε − m¯)]
=
∫
Ω
(cε − mˆ)(∆cε − uε · ∇cε)−
∫
Ω
(cε − mˆ)2 +
∫
Ω
(cε − mˆ)(mε − mˆ)
≤ −
∫
Ω
|∇cε|2 −
∫
Ω
(cε − mˆ)2 + 1
2
∫
Ω
(mε − mˆ)2
≤ −
∫
Ω
(cε − mˆ)2 + 1
2
∫
Ω
(mε − mˆ)2 for all t > 0,
(4.90)
where we have used the fact that ∇ · uε = 0 and uε|∂Ω = 0. On the other hand, the bounds
from 4.6 entails ∫ t+1
t
∫
Ω
(mε − mˆ)2ds→ 0 as t→∞. (4.91)
This together with (4.90) and Lemma 4.3 imply (4.88) and (4.89).
Lemma 4.8. Under the assumptions of Lemma 4.1, for any p > 1 and η > 0, there are
T > 0 and ε0 > 0 such that for any t > T and such that for any ε ∈ (0, ε0)
‖nε(·, t)− nˆ‖Lp(Ω) < η, (4.92)
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where nˆ is given by (4.77).
Proof. Firstly, for any p > 1, by Lemma 3.2, there exist positive constants α1 and q > p
such that ∫
Ω
nqε(x, t) ≤ α1 for all t > 0. (4.93)
By the interpolation and the Ho¨lder inequality, we have
‖nε − nˆ‖Lp(Ω) ≤ ‖nε − nˆ‖
q(p−1)
p(q−1)
Lq(Ω) ‖nε − nˆ‖
q−p
p(q−1)
L1(Ω)
→ 0 as t→ +∞
(4.94)
by using (4.75). From (4.94) we readily derive (4.92) and thereby completes the proof.
The stabilization property implied by Lemmas 4.6 and 4.8 can now be turned into a
preliminary statement on decay of uε by making use of Lemma 4.3 and the standard testing
procedures.
Lemma 4.9. Under the assumptions of Lemma 4.1, for any η > 0, there are T > 0 and
ε0 > 0 such that for any t > T and such that for any ε ∈ (0, ε0)
‖uε(·, t)‖L2(Ω) < η, (4.95)
∫ t+1
t
‖∇uε‖2L2(Ω)dx < η (4.96)
as well as ∫ t+1
t
‖uε‖2Lq(Ω)dx < η (4.97)
and ∫ t+1
t
‖uε‖Lq(Ω)dx < η (4.98)
for any q ∈ [1, 6).
Proof. From the fourth equation in (2.1) we obtain the associated Navier-Stokes energy
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inequality in the form
1
2
d
dt
‖uε‖2L2(Ω)
= −
∫
Ω
|∇uε|2 +
∫
Ω
(nε +mε)∇φ · uε −
∫
Ω
∇Pε · uε
= −
∫
Ω
|∇uε|2 +
∫
Ω
(nε − nˆ +mε − mˆ)∇φ · uε
≤ −
∫
Ω
|∇uε|2 +K1
(∫
Ω
(nε − nˆ+mε − mˆ)2
) 1
2
(∫
Ω
|uε|2
) 1
2
≤ −
∫
Ω
|∇uε|2 +K1
(∫
Ω
|nε − nˆ|2 +
∫
Ω
|mε − mˆ|2
) 1
2
(∫
Ω
|uε|2
) 1
2
,
(4.99)
where we have used the fact that nˆ = −mˆ as well as ∇ · uε = 0 and uε|∂Ω = 0. Due to the
Poincare´ inequality again, we have
η0
∫
Ω
|uε|2 ≤
∫
Ω
|∇uε|2,
therefore, collecting (4.92) and (4.82), we derive from (4.99) that
lim
t→+∞
∫
Ω
|uε(x, t)|2dx = 0 (4.100)
and ∫ t+1
t
‖∇uε‖2L2(Ω)dx→ 0 as t→∞ (4.101)
and thereby proves (4.95)–(4.96). Finally, we make use of the embedding W 1,2(Ω) →֒ Lq(Ω)
(for any q ∈ [1, 6)) and the Young inequality to find that (4.97) and (4.98) hold.
Using thge decay property of mε(·, t) − mˆ + nε(·, t) − nˆ (see Lemmas 4.6 and 4.8), by
means of a contraction mapping argument, we may derive a certain eventual regularity and
decay of uε in L
p(Ω) with some p ≥ 6.
Lemma 4.10. For any p ∈ [6,∞) and η > 0, there are T > 0 and ε0 > 0 such that for any
t > T and such that for any ε ∈ (0, ε0)
‖uε(·, s)‖Lp(Ω) < η for any s ∈ [t, t+ 1]. (4.102)
Proof. We let p ≥ 6 and choose q ∈ (3, 6) which is close to 6 (e.g. q = 6p
p+2
) such that
1
2
− 3
2p
− 3(1
q
− 1
p
) > 0. (4.103)
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Now, we define γ0 =
3
2
(1
q
− 1
p
). Next, in view of (4.103) and using p ≥ 6, q ∈ (3, 6), we have
−2γ0 − 1
2
− 3
2p
> −1 and − 1
2
− 3
2p
> −1.
Therefore,
2κ2
∫ 3
0
s
−2γ0−
1
2
− 3
2pds < +∞ and 2κ2
∫ 3
0
s
− 1
2
− 3
2pds < +∞, (4.104)
where κ2 is give by Lemma 2.2. Thus for any η > 0, we any choose η0 ∈ (0, η) small enough
such that
η0 < min{ 1
2κ2
∫ 3
0
s−2γ0−
1
2
− 3
2pds
,
1
2κ2
∫ 3
0
s−
1
2
− 3
2pds
}. (4.105)
On the other hand, by (4.98), Lemmas 4.6–4.9, we then pick T0 and ε0 > 0 such that for
any t > T and such that for any ε ∈ (0, ε0)
∫ t+1
t
‖uε‖Lq(Ω)dx < η0
3κ1
and ‖mε(·, t)− mˆ+ nε(·, t)− nˆ‖Lp(Ω) < η0
3γ0+1κ3‖∇φ‖L∞(Ω) ,
(4.106)
where κ1 and κ3 are given by Lemma 2.2. In view of (4.106), for any t1 > T0 and ε ∈ (0, εt1),
one can find t˜0 ∈ (t1, t1 + 1) such that
‖uε(·, t˜0)‖Lq(Ω)dx < η0
3κ1
. (4.107)
Now, we define
T = T0 + 2.
In the following, we will prove that (4.102) holds for any t > T. To this end, for the above
t˜0, p, γ0 and η0, we let
X = {v : Ω× (t˜0, t˜0 + 3)→ R; sup
s∈(0,3)
sγ0‖v(t˜0 + s)‖Lp(Ω) ≤ η0}. (4.108)
Then we consider the mapping ϕ : X → R defined by
ϕ(v) = e−tAuε(t˜0) +
∫ t
t˜0
e−(t−τ)AP [−κ∇ · (Yεv ⊗ v)(τ) + (nε(τ) +mε(τ))∇φ] dτ.
Now, we will show that ϕ is a contraction on X . In fact, in view of Lemma 2.2, for any
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s > 1 and for any such v we may derive from the Ho¨lder inequality that
‖ϕ(v)(·, t)‖Lp(Ω)
≤ κ1(t− t˜0)−γ0‖uε(t˜0)‖Lq(Ω) + κ2
∫ t
t˜0
(t− τ)− 12− 32 ( 2p− 1p )‖v ⊕ v‖
L
p
2 (Ω)
dτ
+κ3‖∇φ‖L∞(Ω)
∫ t
t˜0
‖mε(·, τ)− mˆ+ nε(·, τ)− nˆ‖Lp(Ω)dτ
≤ κ1(t− t˜0)−γ0‖uε(t˜0)‖Lq(Ω) + κ2
∫ t
t˜0
(t− τ)− 12− 32 ( 2p− 1p )‖v‖2Lp(Ω)dτ
+κ3‖∇φ‖L∞(Ω)
∫ t˜0+3
t˜0
‖mε(·, τ)− mˆ+ nε(·, τ)− nˆ‖Lp(Ω)dτ.
(4.109)
Therefore, in light of (4.104), (4.107) as well as (4.108) and (4.106), we see that for every
t ∈ (t˜0, t˜0 + 3) and every v ∈ X
(t− t˜0)γ0‖ϕ(v)(·, t)‖Lp(Ω)
≤ κ1‖uε(t˜0)‖Lq(Ω) + κ2(t− t˜0)γ0
∫ t
t˜0
(t− τ)− 12− 32 ( 2p− 1p )‖v ⊕ v‖
L
p
2 (Ω)
dτ
+κ3(t− t˜0)γ0‖∇φ‖L∞(Ω)
∫ t˜0+3
t˜0
‖mε(·, τ)− mˆ+ nε(·, τ)− nˆ‖Lp(Ω)dτ
≤ κ1‖uε(t˜0)‖Lq(Ω) + κ2η203γ0
∫ 3
0
(t− τ)− 12− 32p τ−2γ0dτ
+κ33
γ0‖∇φ‖L∞(Ω) η0
3γ0+1κ3‖∇φ‖L∞(Ω)
< η0.
(4.110)
from which it readily follows that ϕ(X) ⊂ X . Likewise, for v ∈ X and w ∈ X we can use
Lemma 2.2 to find that
‖ϕ(v)(·, t)− ϕ(w)(·, t)‖Lp(Ω)
≤ κ2
∫ t
t˜0
(t− τ)− 12− 32p‖v ⊕ v − w ⊕ w‖
L
p
2 (Ω)
dτ
= κ2
∫ t
t˜0
(t− τ)− 12− 32p‖v ⊕ (v − w) + (v − w)⊕ w‖
L
p
2 (Ω)
dτ
≤ κ2
∫ t
t˜0
(t− τ)− 12− 32p (‖v‖Lp + ‖w‖Lp)‖v − w‖Lp(Ω)dτ
≤ 2κ2η0
∫ 3
0
τ−
1
2
− 3
2pdτ‖v − w‖L∞((0,3);Lp(Ω).
(4.111)
On the other hand, (4.105) implies that
2κ2η0
∫ 3
0
τ
− 1
2
− 3
2pdτ < 1,
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whence (4.111) shows that ϕ acts as a contraction on X and hence possesses a unique fixed
point on X , which, in view of the definition of ϕ, must coincide with the unique weak solution
uε of fourth equation of (2.1) on (t˜0, t˜0+3) (see e.g. Thm. V.2.5.1 of [29]). Now, by (4.110),
we also derive that
‖uε(·, t)‖Lp(Ω)dx < η0, for all t ∈ (t˜0 + 1, t˜0 + 3), (4.112)
from (t˜0 + 1, t˜0 + 3) ⊃ (t1 + 2, t1 + 3) we readily derive (4.102).
In the following lemmas, we next plan to prove Ho¨lder regularity of the components of
a solution on intervals of the form (T0, T0 + 1) for T0 > 0 by using the maximal Sobolev
regularity. To this end, we introduce the following cut-off functions, which will play a key
role in deriving higher order regularity for solution of problem (2.1).
Definition 4.1. Let ξ : R → [0, 1] be a smooth, monotone function, satisfying ξ ≡ 0 on
(−∞, 0] and ξ ≡ 0 on (1,∞) and for any t0 ∈ R we let ξt0 := ξ(t− t0).
Due to the above cut-off function, it follows from maximal Sobolev regularity that the
solution (nε, cε, mε, uε) even satisfies estimates in appropriate Ho¨lder spaces:
Lemma 4.11. Let α > 0. Then one can find µ ∈ (0, 1) and T, ε0, C > 0 such that for all
ε ∈ (0, ε0)
‖uε(·, t)‖C1+µ, µ2 (Ω¯×[t,t+1]) ≤ C for all t > T, (4.113)
‖cε(·, t)‖C1+µ, µ2 (Ω¯×[t,t+1]) ≤ C for all t > T (4.114)
as well as
‖mε(·, t)‖C1+µ, µ2 (Ω¯×[t,t+1]) ≤ C for all t > T (4.115)
and
‖nε(·, t)‖C1+µ,µ2 (Ω¯×[t,t+1]) ≤ C for all t > T. (4.116)
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Proof. Firstly, for any T0 > 0 let ξ := ξT0 and v := ξuε.

vt −∆v = h in Ω× (T0,∞),
∇ · v = 0, in Ω× (T0,∞),
v(x, T0) = 0, x ∈ Ω,
v = 0, on ∂Ω× (T0,∞),
where
h = −κ(Yεuε · ∇)v +∇(ξPε) + ξ(nε +mε)∇φ+ ξ′uε.
To estimate the inhomogeneity h herein, we first note that the known maximal Sobolev
regularity estimate for the Stokes semigroup ([11]) yields a constant k1 > 0 such that
∫ T0+2
T0
‖vt‖sLs(Ω) +
∫ T0+2
T0
‖D2v‖sLs(Ω)
≤ k1
∫ T0+2
T0
‖P(ξYεuε·)uε‖sLs(Ω) + k1
∫ T0+2
T0
(‖Pξ(mε(·, τ)− mˆ+ nε(·, τ)− nˆ)∇φ‖sLs(Ω))
+k1
∫ T0+2
T0
‖Pξ′uε‖sLs(Ω).
(4.117)
From the boundedness of the Helmholtz projection in Ls-spaces and the Ho¨lder inequality
we derive from Lemma 4.10 that there exist positive constant k2 and k3 such that for any
T0 > T
k1
∫ T0+2
T0
‖P(Yεuε·)v‖sLs(Ω)
≤ k2
∫ T0+2
T0
(
‖Yεuε‖sLl′ (Ω)‖∇v‖sLl(Ω)
)
≤ k2
∫ T0+2
T0
(
‖uε‖sLl′(Ω)‖∇v‖sLl(Ω)
)
≤ k3
∫ T0+2
T0
‖∇v‖sLl(Ω) for any ε ∈ (0, εT0),
(4.118)
where l > 2s and 1
l
+ 1
l′
= 1. Thanks to the Gagliardo-Nirenberg inequality, from Lemma
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4.10 again, we can estimate the right of (4.118) by following:
k3
∫ T0+2
T0
‖∇v‖sLl(Ω)
≤ k4
∫ T0+2
T0
(
‖D2v‖asLs(Ω)‖v‖(1−a)sLr0(Ω)
)
≤ k4
∫ T0+2
T0
(
‖D2v‖asLs(Ω)‖uε‖(1−a)sLr0 (Ω)
)
≤ k5
∫ T0+2
T0
‖D2v‖asLs(Ω) for any ε ∈ (0, εT0),
(4.119)
where a ∈ (0, 1) satisfies
1
l
− 1
3
= a(
1
s
− 2
3
) + (1− a) 1
r0
.
Therefore, inserting (4.119) into (4.118) and applying the Young inequality, we find k6 > 0
such that for all t0 > T
k1
∫ T0+2
T0
‖P(Yεuε·)v‖sLs(Ω) ≤
1
2
∫ T0+2
T0
‖D2v‖sLs(Ω) + k6 for any ε ∈ (0, εT0). (4.120)
Moreover, we derive from Definition 4.1 and Lemmas 4.6, 4.9 and 4.10, there is k7 > 0 such
that
k1
∫ T0+2
T0
‖Pξ(mε(·, τ)− mˆ+ nε(·, τ)− nˆ)∇φ‖sLs(Ω) + k1
∫ T0+2
T0
‖Pξ′uε‖sLs(Ω)
≤ k7,
(4.121)
so that invoking (4.120) and (4.117) we can estimate
∫ T0+2
T0
‖vt‖sLs(Ω) +
∫ T0+2
T0
‖D2v‖sLs(Ω) ≤ k8. (4.122)
Therefore, by the definition of ξ, for any s > 1, there exist positive constants C and T such
that for any t > T there is ε0 > 0 satisfying that for any ε ∈ (0, ε0)
‖uε(·, t)‖Ls((t,t+1);W 2,s(Ω)) + ‖uεt(·, t)‖Ls(Ω×(t,t+1)) ≤ C for all t ≥ T, (4.123)
which in view of a known embedding result ([1]) implies that for all t0 > 0, we can find
θ1 ∈ (0, 1) and C10 such that
‖uε(·, t)‖C1+θ1,θ1 (Ω¯×[t,t+1]) ≤ C10 for all t > T. (4.124)
Likewise, again using the maximal Sobolev regularity estimates and the Gagliardo-Nirenberg
inequality, we can claim that (4.114)–(4.116) hold by applying Lemmas 2.3, 3.2 and 4.10.
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Straightforward applications of standard Schauder estimates for the Stokes evolution
equation and the heat equation, respectively, finally yield eventual smoothness of the solution
(nε, cε, mε, uε).
Lemma 4.12. Let α > 0. Then one can find µ ∈ (0, 1) and T > 0 such that for some C > 0
‖uε(·, t)‖C2+µ,1+µ2 (Ω¯×[t,t+1];R3) ≤ C for all t > T, (4.125)
‖cε(·, t)‖C2+µ,1+µ2 (Ω¯×[t,t+1]) ≤ C for all t > T (4.126)
as well as
‖mε(·, t)‖C2+µ,1+µ2 (Ω¯×[t,t+1]) ≤ C for all t > T (4.127)
and
‖nε(·, t)‖C2+µ,1+µ2 (Ω¯×[t,t+1]) ≤ C for all t > T. (4.128)
Proof. We first combine Lemma 4.11 to infer the existence of α1 ∈ (0, 1), T1 > 0 and C1 > 0
such that for all t > T1,
‖uε · ∇cε‖
C
α1,
α1
2 (Ω¯×[t,t+1])
+ ‖uε · ∇mε‖
C
α1,
α1
2 (Ω¯×[t,t+1])
+‖nεmε‖
C
α1,
α1
2 (Ω¯×[t,t+1])
+ ‖mε‖
C
α1,
α1
2 (Ω¯×[t,t+1])
≤ C1.
(4.129)
Standard parabolic Schauder estimates applied to the second and third equation in (2.1)
([20]) thus provide C2 > 0 fulfilling
‖cε‖
C2+α1,1+
α1
2 (Ω¯×[t,t+1])
+ ‖mε‖
C2+α1,1+
α1
2 (Ω¯×[t,t+1])
≤ C2 for all t > T1 + 1. (4.130)
According to Lemma 4.11, it is possible to fix α2 ∈ (0, 1), T2 > 0 and C3 > 0 such that
‖nε‖
C1+α2,
α2
2 (Ω¯×[t,t+1])
+ ‖uε‖
C1+α2,
α2
2 (Ω¯×[t,t+1];R3)
≤ C3 for all t > T2. (4.131)
We next set T := T2 + 1 and let t0 > T be given. Then with ξt0 taken from Definition 4.1,
we again use that v(·, t) := ξt0uε(·, t), (x ∈ Ω, t > t0 − 1), is a solution of

vt −∆v = h x ∈ Ω, t > t0 − 1,
v(x, t0 − 1) = 0, x ∈ Ω,
(4.132)
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where
hε = −κ(Yεuε · ∇)v +∇(ξPε) + ξ(nε +mε)∇φ+ ξ′uε.
Now from (4.131) and the smoothness of ξ we readily obtain α3 ∈ (0, 1) and C4 > 0 fulfilling
‖hε‖
C
α3,
α3
2 (Ω¯×[t0−1,t0+1];R3)
≤ C4, (4.133)
so that regularity estimates from Schauder theory for the Stokes evolution equation ([30])
ensure that (4.132) possesses a classical solution v¯ ∈ C2+α3,1+α32 (Ω¯× [t0 − 1, t0 + 1]) satisfy-
ing
‖v¯‖
C
2+α3,1+
α3
2 (Ω¯×[t0−1,t0+1];R3)
≤ C5 (4.134)
with some C5 > 0 which is independent of t0. This combined with the uniqueness property
of (4.132), one can prove
‖uε‖
C
2+α3,1+
α3
2 (Ω¯×[t,t+1];R3)
≤ C6. (4.135)
Again relying on Lemma 4.11, this in turn warrants that for some α4 ∈ (0, 1), T4 > 0 and
C7 > 0 such that for all t > T4
‖∇·(nεSε(x, nε, cε)∇cε)‖
Cα4,
α4
2 (Ω¯×[t,t+1])
+‖uε·∇nε‖
Cα4,
α4
2 (Ω¯×[t,t+1])
+‖nεmε‖
Cα4,
α4
2 (Ω¯×[t,t+1])
≤ C7,
(4.136)
which along with the Schauder theory says establishes
‖nε‖
C2+α4,1+
α4
2 (Ω¯×[t,t+1])
≤ C8. (4.137)
Finally, choose T = max{T1, T1, T2, T3, T4} and µ = min{α1, α2, α3, α4}, then (4.130), (4.135),
(4.137) imply (4.125)–(4.128).
Having found uniform Ho¨lder bounds on nε, cε, mε and uε for ε > 0 in the previous
three lemmas (see Lemmas 4.11 and 4.12), also n, c,m and u share this regularity and these
bounds.
Lemma 4.13. Assume that α > 0. There exist θ ∈ (0, 1) as well as T0 > 0, (εj)j∈N ⊂ (0, 1)
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of the sequence from Lemma 4.1 such that for any t > T0

n ∈ C2+θ,1+ θ2 (Ω¯× [t, t+ 1]),
c ∈ C2+θ,1+ θ2 (Ω¯× [t, t + 1]),
m ∈ C2+θ,1+ θ2 (Ω¯× [t, t+ 1]),
u ∈ C2+θ,1+ θ2 (Ω¯× [t, t+ 1];R3),
(4.138)
that εj ց 0 as j →∞ and


nε → n ∈ C1+θ, θ2 (Ω¯× [t, t+ 1]),
cε → c ∈ C1+θ, θ2 (Ω¯× [t, t + 1]),
mε → m ∈ C1+θ, θ2 (Ω¯× [t, t+ 1]),
uε → u ∈ C1+θ, θ2 (Ω¯× [t, t + 1];R3)
and (4.139)
as ε = εj ց 0. Moreover, there is C > 0 such that
‖c(·, t)‖
C
2+θ,1+ θ2 (Ω¯×[t,t+1])
+ ‖m·, t)‖
C
2+θ,1+ θ2 (Ω¯×[t,t+1])
≤ C for all t > T0 (4.140)
as well as
‖n(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[t,t+1])
+ ‖u(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[t,t+1]);R3)
≤ C for all t > T0. (4.141)
Proof. In conjunction with Lemmas 4.12 and 4.1 and the standard compactness arguments
(see [28]), we can thus find a sequence (εj)j∈N ⊂ (0, 1) such that εj ց 0 as j →∞, and such
that (4.138)–(4.141) hold. The proof of Lemma 4.13 is completed.
Lemma 4.14. Let α > 0. Then one can find θ ∈ (0, 1) and T > 0 such that
‖c(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[T,∞))
≤ C (4.142)
as well as
‖u(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[T,∞);R3)
≤ C (4.143)
and
‖n(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[T,∞))
+ ‖m(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[T,∞))
≤ C. (4.144)
49
Proof. Let g := −ξc +mξ − ξu · ∇c + cξ′, where ξ := ξT0 is given by Definition 4.1 and T0
is same as the previous lemmas. Then we consider the following problem


c˜t −∆c˜ = g x ∈ Ω, t > T0,
c˜(T0) = 0, x ∈ Ω,
∂c˜
∂ν
= 0, x ∈ ∂Ω,
(4.145)
In view of Lemma 4.13 and Definition 4.1, we drive that
g is bounded in Cθ(Ω¯× (T,∞)),
so that, regularity estimates from Schauder theory for the parabolic equation (see e.g. III.5.1
of [20]) ensure that problem (4.145) admits a unique solution c˜ ∈ C2+θ,1+ θ2 (Ω¯× [T0+1,∞)).
This combined with the property of ξ implies that
c ∈ C2+θ,1+ θ2 (Ω¯× [T0 + 1,∞)). (4.146)
Applying the same argument one can derive the third equation of (1.1) that
m ∈ C2+θ,1+ θ2 (Ω¯× [T0 + 1,∞)). (4.147)
Finally, employing almost exactly the same arguments as in the proof of Lemma 4.12 (the
minor necessary changes are left as an easy exercise to the reader), and taking advantage of
(4.141), we conclude that
u ∈ C2+θ,1+ θ2 (Ω¯× [T0 + 1,∞);R3) (4.148)
and
n ∈ C2+θ,1+ θ2 (Ω¯× [T0 + 1,∞)), (4.149)
whence combining the result of (4.146) with (4.147) completes the proof.
On the basis of the eventual uniform continuity properties implied by the estimates in
this section (see Lemma 4.14), by using the interpolation inequality, we can now turn the
weak stabilization properties of n, c,m and u from Lemmas 4.6–4.9 into convergence with
regard to the norm in L∞(Ω).
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Lemma 4.15. Let α > 0. The solution (n, c,m, u) of (2.1) constructed in Lemma 4.1
satisfies
n(·, t)→ nˆ,m(·, t)→ mˆ as well as c(·, t)→ mˆ and u(·, t)→ 0 in L∞(Ω),
where nˆ = 1
|Ω|
{∫
Ω
n0 −
∫
Ω
m0}+ and mˆ = 1|Ω|{
∫
Ω
m0 −
∫
Ω
n0}+.
Proof. Firsly, due to Lemmas 4.6–4.9, we derive from Lemma 4.14 that
n(t)→ nˆ, c(t)→ mˆ,m(t)→ mˆ and u(t)→ 0 in L2(Ω), (4.150)
where mˆ and nˆ are given by (4.76) and (4.77), respectively. Next, due to Lemma 4.13, one
can obtain there exist positive constants κ1 and T such that for all t > T
‖n(·, t)‖C2+θ(Ω¯) + ‖c(·, t)‖C2+θ(Ω¯) + ‖m(·, t)‖C2+θ(Ω¯) + ‖u(·, t)‖C2+θ(Ω¯) ≤ κ1. (4.151)
Therefore, for any η > 0, we may use the compactness of the first of the embeddings
C2+θ(Ω¯) →֒→֒ L∞(Ω) →֒ L2(Ω) to fix, through an associated Ehrling lemma, a constant
κ2 > 0 such that
‖n(·, t)− nˆ‖L∞(Ω) ≤ η
2κ1
‖n(·, t)− nˆ‖C2+θ(Ω¯) + κ2‖n(·, t)− nˆ‖L2(Ω) (4.152)
‖c(·, t)− mˆ‖L∞(Ω) ≤ η
2κ1
‖c(·, t)− mˆ‖C2+θ(Ω¯) + κ2‖c(·, t)− mˆ‖L2(Ω) (4.153)
as well as
‖m(·, t)− mˆ‖L∞(Ω) ≤ η
2κ1
‖m(·, t)− mˆ‖C2+θ(Ω¯) + κ2‖m(·, t)− mˆ‖L2(Ω) (4.154)
and
‖u(·, t)‖L∞(Ω) ≤ η
2κ1
‖u(·, t)‖C2+θ(Ω¯) + κ2‖u(·, t)‖L2(Ω). (4.155)
Now due to (4.150), we may choose t0 > max{1, T} large enough such that for all t > t0,
‖n(·, t)− nˆ‖L2(Ω) + ‖c(·, t)− mˆ‖L2(Ω) + ‖m(·, t)− mˆ‖L2(Ω) + ‖u(·, t)‖L2(Ω) < η
2κ2
. (4.156)
Combined with (4.152)–(4.156), this shows that in fact
‖n(·, t)− nˆ‖L∞(Ω) ≤ η
2κ1
‖n(·, t)− nˆ‖C2+θ(Ω¯) + κ2‖n(·, t)− nˆ‖L2(Ω)
<
η
2κ1
κ1 + κ2
η
2κ2
= η for all t > t0,
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‖c(·, t)− mˆ‖L∞(Ω) ≤ η
2κ1
‖c(·, t)− mˆ‖C2+θ(Ω¯) + κ2‖c(·, t)− mˆ‖L2(Ω)
<
η
2κ1
κ1 + κ2
η
2κ2
= η for all t > t0
as well as
‖m(·, t)− mˆ‖L∞(Ω) ≤ η
2κ1
‖m(·, t)− mˆ‖C2+θ(Ω¯) + κ2‖m(·, t)− mˆ‖L2(Ω)
<
η
2κ1
κ1 + κ2
η
2κ2
= η for all t > t0
and
‖u(·, t)‖L∞(Ω) ≤ η
2κ1
‖u(·, t)‖C2+θ(Ω¯) + κ2‖u(·, t)‖L2(Ω)
<
η
2κ1
κ1 + κ2
η
2κ2
= η for all t > t0,
which together with the fact that η > 0 was arbitrary implies the claimed estimates.
In order to prove Theorem 1.2, we now only have to collect the results prepared during
this section:
Proof of Theorem 1.2.
Proof. Combining Lemmas 4.13–4.15 this convergence statement results immediately.
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