ness penalties, which is known to be strongly NP-Hard [3] . Moreover, we prove that unless P = N P , it is impossible to derive a polynomial time algorithm that guarantees a constant factor approximation.
Let y i ∈ {0, 1} be the binary decision variable equal to 1 if the job i is accepted and 0 otherwise. The binary variable x it ∈ {0, 1} is used to identify the position of each accepted job i when processed; x it equals 1 if job i is accepted and is the t th job to be processed and 0 otherwise. The binary variable z ji (i = j) is equal to 1 if both jobs i and j are accepted and job j is executed before job i; otherwise z ji takes the value 0.
Finally, a real variable T i represents the tardiness of job i = 1, . . . , n. A mixed-integer linear formulation for the order acceptance and scheduling problem can be expressed as:
We prove that a solution to (MIP) can be obtained by solving a slightly modified version where the integrality constraints on the variables y i and z ji are relaxed. The formulation can be further strengthened by adding the following set of cuts:
The second formulation is a time-indexed formulation [1] . It is based on a discretization of the time horizon into T periods, (in our case T = n i=1 p i ) and uses the binary variable x it ∈ {0, 1}, i = 1, . . . , n, t = 1, . . . , T , that equals 1 if job i is selected and its execution starts during period t and 0 otherwise, where the period t begins at time t − 1 and ends at time t. Computational results show that the latter formulation is suited for problem instances with medium or small processing times (less than 20) while we recommend the use of the former formulation for problem instances with larger processing times.
Implicit-enumeration algorithms
We present two branch-and-bound (B&B) algorithms to perform implicit enumeration of the solution space. These B&B algorithms are inspired by the work of Slotnick and Morton [7] . The first B&B algorithm (subsequently referred to as two-phase B&B) is a hierarchical algorithm that performs selection and scheduling separately. At each node of the branching tree, it uses the B&B algorithm for sequencing with total weighted tardiness developed by Potts and Van Wassenhove [5] to schedule the selected set of jobs. The second algorithm (called direct B&B) performs both selection and scheduling simultaneously. Some tools used by Potts and Van Wassenhove [5] to improve the running time of their B&B are adapted for the direct B&B, namely the precedence graph and the adjacent job interchange rule.
Heuristics
We present six heuristics for solving the problem. These heuristics are developed based on the structure of the problem and the exact algorithms presented above. The first is a slightly modified version of the myopic heuristic as described by Rom and Slotnick [6] . The modification allows to take into account the jobs in F . The second is an improvement of the first heuristic. Here, the B&B developed by Potts and Van Wassenhove [5] is used to replace the Rachamadugu and Morton heuristic [4] in the myopic algorithm. The third heuristic is based on the LP relaxation of the first linear formulation MIP while the fourth is based on the LP relaxation of the time-indexed formulation. The fifth heuristic is a depth-first B&B heuristic based on the two-phase B&B algorithm while the last one is a truncated direct B&B heuristic.
Computational experiments
During the presentation, we will discuss results on the comparison of the efficiency of the exact and heuristic algorithms developed in this paper based on computational experiments, including the solution of the linear formulations using CPLEX.
