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Proton radiography is an important diagnostic method for laser plasma experiments, and is particularly
important in the analysis of magnetized plasmas. The theory of radiographic image analysis has heretofore
only permitted somewhat limited analysis of the radiographs of such plasmas. We furnish here a theory
that remedies this deficiency. We show that to linear order in magnetic field gradients, proton radiographs
are projection images of the MHD current along the proton trajectories. We demonstrate that in the linear
approximation, the full structure of the perpedicular magnetic field can be reconstructed by solving a steady-
state inhomogeneous 2-dimensional diffusion equation sourced by the radiograph fluence contrast data. We
explore limitations of the inversion method due to Poisson noise, to discretization errors, to radiograph edge
effects, and to obstruction by laser target structures. We also provide a separate analysis that is well-suited
to the inference of isotropic-homogeneous magnetic turbulence spectra. We discuss extension of these results
to the nonlinear contrast regime.
I. INTRODUCTION
Proton radiography is an experimental technique
wherein the electric and magnetic fields in a plasma are
imaged using beams of protons. The deflection by elec-
tric and magnetic fields of a proton’s path bears informa-
tion about the morphology and strengths of electric and
magnetic fields. This kind of imaging is in use at laser
facilities around the world, and has advanced our under-
standing of flows, instabilities, and electric and magnetic
fields in high energy density plasmas.
Two distinct types of proton sources have been devel-
oped for use in proton imaging. The first type of source
uses thermally-produced protons accelerated by the ex-
treme electric field gradients generated when a target is
illuminated by an intense laser1–4. The second type of
source uses mono-energetic, fusion-produced protons cre-
ated by the implosion of a D3He capsule5–8.
The ability of proton imaging to provide informa-
tion about the strength and morphology of electric and
magnetic fields is exceptional. Such fields are ubiq-
uitous in high energy density physics (HEDP) exper-
iments, since laser-driven flows create strong electric
fields and the mis-aligned electron density and temper-
ature gradients in such flows create strong magnetic
fields via the Biermann battery effect. Thermally pro-
duced protons have been used, for example, to detect
electric fields in laser-plasma interaction experiments1;
and to image solitons9, laser-driven implosions2, and
collisionless electrostatic shocks10. Mono-energetic pro-
tons have been used, for example to distinguish be-
tween, image, and quantify electric and magnetic fields in
a)Electronic mail: carlo@oddjob.uchicago.edu
laser-driven plasmas from foils5 and inside hohlraums11;
to study changes in magnetic field topology due to
reconnection12, the morphology of the magnetic fields
generated in laser-driven implosions13–15, the evolution
of filamentation and self-generated fields in the coronae
of directly-driven inertial-confinement-fusion capsules16,
and Rayleigh-Taylor induced magnetic fields17; and to
observe magnetic field generation via the Weibel insta-
bility in collisionless shocks18.
Curiously, proton imaging was used in laser plasma
experiments for about a decade before any theory was
deveoped regarding how such images should be analyzed
to recover the electromagnetic structure of the imaged
plasma. Prior to the publication of the paper by Kugland
et al.19 (hereafter K2012), essentially no quantitative in-
formation could be extracted from proton radiographs.
The K2012 paper furnished the first systematic quanti-
tative discussion of the analysis of proton radiographs,
identifying the principal physical parameters, and identi-
fying the “linear” (small image contrast) and “nonlinear”
(large image contrast) regimes. K2012 noted the frequent
occurrence of high-definition structures in proton images,
and highlighted caustics of the proton optical system in
the nonlinear regime as the key to interpreting such struc-
tures. Starting from a selection of simplified field config-
urations, K2012 explored the caustic image structures to
be expected in radiographs of those configurations, and
advocated for an approach that relies on recognizing the
typology of such structures, and using them to infer the
fields that produce them.
In this paper, we provide a first-principles description
of the nature of the images of magnetized plasmas pro-
duced by proton imaging, and discuss the implications
for gaining information about the morphology and the
strength of magnetic fields in high energy density lab-
oratory experiments. Our concern is strictly with the
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2imaging of magnetic fields; we do not treat the imaging
of electric fields.
We mainly treat linear contrast fluctuations in this
work, although we also give a schematic discussion of
how the nonlinear regime can be addressed. In the lin-
ear regime, as we show below, image contrasts in proton
radiographs are images of projected MHD current. It fol-
lows from this observation that it is perfectly possible
for high-definition structure to occur even in the linear
regime. This is the case because where currents with
sharp distributions occur, sharp features must occur in
their radiographic images, irrespective of whether focus-
ing is strong or weak. We follow up the brief discussion
in K2012 that showed that in the linear regime, inver-
sion possible in principle, by furnishing and verifying a
practical field reconstruction algorithm, and separately,
an algorithm for recovering turbulent spectra.
In §II we describe the experimental setup, including
the proton imaging diagnostic, that we consider in this
paper. In §III we provide a theory of proton radiography
in the limit of small image contrasts, a situation that ap-
plies in many HEDP experiments. In §IV we show how
the proton radiographic image can be used to reconstruct
the average transverse magnetic field using this theory.
We present verification tests of the theory in §V. In §VI,
we explore and characterize some of the errors that affect
the reconstruction of the magnetic field using proton ra-
diographs. In §VII we apply the theory to reconstruction
of the spectrum of the turbulent magnetic field produced
by a turbulent flow. In §VIII, we outline schematically
an approach that we believe may permit extension of the
field reconstruction algorithm to the nonlinear regime.
We discuss our results and draw some conclusions in §IX.
II. PROTON RADIOGRAPHY: DEFINITIONS AND
MAGNITUDES
In this work, we concern ourselves exclusively with
proton-radiographic imaging of magnetic structures, ne-
glecting all electric forces on proton beams, unlike the
more general investigation of K201219.
An illustration of the experimental setup for a proton
radiographic image system is shown in Figure 1. Protons
emitted isotropically from the implosion source at the left
of the figure pass through an interaction region of non-
zero magnetic field, where they suffer small deflections
due to the Lorentz force. They then continue on, striking
a screen, where their positions are recorded.
If the transverse size of the interaction region di is
assumed small compared to the distance ri of the inter-
action region from the implosion source, then the proton
trajectories are nearly parallel. That is, if we assume
that the angular spread ω ≡ di/ri  1 – the “paraxial”
assumption also made in K2012 – we may use planar ge-
ometry at the screen. We will adopt this assumption in
what follows.
We further assume that the longitudinal size of the in-
teraction region, li, is small compared to ri, so that the
parameter λ ≡ li/ri  1. This assumption is conve-
nient because it allows certain geometric factors arising
in integrals to be treated as constants. This assumption
was considered equivalent to the previous assumption
ω  1 in K2012, since in that work the longitudinal and
transverse extents of the interaction region were assumed
equal. Since there are two separate uses made here of the
“small interaction region” approximation, one (paraxial-
ity) related to the transverse extent, the other related to
the longitudinal extent, we prefer to distinguish between
the two extensions, even if they are usually physically
similar.
A third simplifying assumption made here in common
with K2012 is that the angular deflections α induced by
the magnetic field are very small. We may quantify this
conservatively by assuming a uniform field strength B,
which gives rise to a Larmor radius rB =
mvc
eB for protons
of mass m moving at velocity v. When rB  li we may
estimate α ≈ lirB = eBliβmc2 , where β ≡ vc . If the protons
have kinetic energy T , then β ≈√2T/mc2. Therefore,
α =
e√
2mc2
T−1/2Bli
= 1.80× 10−2 Rad ×
(
T
14.7 MeV
)−1/2
×
(
B
105 G
)
×
(
li
0.1 cm
)
. (1)
With proton kinetic energies of 3 MeV or 14.7 MeV char-
acterstic of D–3He capsules, and magnetic field strengths
of even 106 Gauss, even a coherent field produces small
angular deflections. A random walk due to a disordered
field would produce even smaller deflections.
K2012 note the importance of a further “small” exper-
imental parameter, which measures the strength of the
variations of angular deflection induced by varying fields
across the interaction region. Assuming a perturbation
of length scale a in the transverse direction inducing a
deflection angle of characteristic size α, the definition of
the dimensionless number µ is
µ ≡ liα
a
. (2)
In effect, µ measures the amount of deflection per unit
(transverse) length in the interaction region. It is clearly
closely related to the derivatives of the magnetic field.
The particular importance of µ is that it controls the
amplitude of density contrast on the radiographic im-
age – small µ corresponds to small-amplitude contrasts,
whereas large µ results in order-unity or larger (that is,
“non-linear”) contrasts. It is noted in K2012 that µ and
α are independent parameters, which may be large or
small without reference to each other. In particular, one
may have fields that are intense (large α) but relatively
uniform (small µ) yielding small contrasts, or conversely
weak fields (small α) with large gradients (large µ) pro-
ducing large contrasts. The latter regime was of interest
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FIG. 1. Illustration of Experimental Setup
in K2012, since it is the regime in which caustic surfaces
may occur.
To summarize the research reported in this paper with
respect to the parameters ω, λ, α, and µ, we assume that
α 1, ω  1, λ 1, and µ 1, which is commonly the
case in many HEDP-related proton-radiographic experi-
mental setups. We will see below that in this “linear” (in
µ) regime, µ is in fact directly related to MHD current
density ∇×B, so that in effect contrast amplitude is di-
rectly related (in fact, proportional) to current strength.
As we will see, the identification of µ with MHD cur-
rent is sufficient to reconstruct the average transverse
magnetic field in detail, and, separately, to infer the spec-
tra of isotropic-homogeneous magnetic turbulent fields.
It also serves as a caution with respect to the use of
caustic structure in the interpretation of radiographs of
magnetized plasmas: high-definition structure on a radio-
graph cannot, in general, be attributed to caustic surfaces
of the proton optical system, since they can be produced
by sharp current distributions in regimes where mag-
netic field gradients are too weak to produce caustics.
Incautious identification of high-definition radiographic
“blobs” with caustics can therefore lead to overestima-
tion of magnetic field strengths.
III. SMALL FLUCTUATION THEORY OF PROTON
RADIOGRAPHY
We now consider the small contrast regime, µ  1.
As we will now see, the theory of such contrasts can be
constructed in terms of a 2-dimensional deflection vec-
tor field in the focal plane. The divergence of this field
yields the proton fluence contrast field directly, and may
be related to derivatives of the magnetic field in the in-
teraction region – specifically to the MHD current.
A. The Lateral Displacement Field
The fluence distribution of protons at the screen is rep-
resented by an area density function, Ψ(x⊥) d2x⊥, where
x⊥ represents position along the screen. In the absence
of a magnetic field, the density function is uniform by as-
sumption, Ψ0(x⊥) = ψ0, a constant. The effect of mag-
netization in the interaction region is to introduce a field
of small lateral displacements w⊥(x⊥) that distort the
uniform field Ψ0 to produce Ψ(x⊥). The w⊥ are “small”
in the sense that they correspond to the small angular
deflections discussed above.
We may relate the change in Ψ due to the magnetic
field to the displacement field w⊥. If we let the undis-
turbed coordinates be x
(0)
⊥ , so that x⊥ = x
(0)
⊥ + w⊥, we
have by conservation of protons
Ψ(x⊥) d2x⊥ = Ψ0(x
(0)
⊥ )d
2x
(0)
⊥
= Ψ0(x⊥ −w⊥)
∣∣∣∣∣∂x(0)⊥∂x⊥
∣∣∣∣∣ d2x⊥
≈ [Ψ0(x⊥)−w⊥ · ∇⊥Ψ0(x⊥) +O(α2)]
× [1−∇⊥ ·w⊥ +O(µ2)] d2x⊥, (3)
to first order in α and µ. It follows that
Ψ(x⊥) ≈ Ψ0(x⊥)−∇⊥ · [Ψ0(x⊥)w⊥] , (4)
which expresses the conservation of the “flux” Ψ0(x⊥)w⊥
in the plane of the detector screen. Since the unperturbed
proton flux is uniform by assumption, so that Ψ0(x⊥) =
ψ0, a constant, we finally obtain
δΨ(x⊥)/ψ0 ≡ Ψ(x⊥)− ψ0
ψ0
≈ −∇⊥ ·w⊥. (5)
Equation (5) specifies our chief observable, the contrast
field
Λ(x⊥) ≡ δΨ(x⊥)/ψ0, (6)
and relates it to the model quantity w⊥.
4It should be clear from the above that we are making
essential use of the conditions α  1 and µ  1. In
particular, |w⊥|/rs ∼ O(α), and Λ ∼ O(µ), and we drop
all terms of higher order in α and µ.
B. The Lorentz Force
We may relate the lateral displacement field w⊥ to
the magnetic field in the interaction region. Between its
emission and a later time t, a proton experiences a lateral
motion δx⊥(t) given by
δx⊥(t) =
∫ t
0
dt1 v⊥(t1). (7)
Here, v⊥(t1) is the lateral velocity experienced at time
t1 due to the Lorentz force accelerations received at prior
times. It is given by
v⊥(t1) =
∫ t1
0
dt2
e
mc
v n× B (x(t2)) , (8)
where n is the tangent vector to the proton trajectory,
which is approximately constant along the trajectory, due
to the smallness of the angular deflection α.
We treat the implosion source as approximately point-
like, and use the near-constancy of n, so that the ar-
gument x(t) of B in the integrand of Equation (8) is
given by x(t) = nvt. The Lorentz force is perpendicu-
lar to n, so the longitudinal velocity v is constant, and
t = z/v, where z denotes distance along the n-direction.
We change variables from t to z, obtaining
δx⊥(z) =
1
v
∫ z
0
dz1 v⊥(z1) (9)
v⊥(z1) =
e
mc
∫ z1
0
dz2 n× B(nz2). (10)
Combining Equations (9) and (10), we get
δx⊥(z) =
e
mcv
n×
∫ z
0
dz1
∫ z1
0
dz2B(nz2). (11)
We may switch the order of integration, to obtain
δx⊥(z) =
e
mcv
n×
∫ z
0
dz2B(nz2)
∫ z
z2
dz1
=
e
mcv
n×
∫ z
0
dz2B(nz2) (z − z2). (12)
The intuitive meaning of this equation is that the lateral
displacement δx⊥(z) of a proton at z is a superposition
of displacements resulting from additive velocity pulses
e
mc (nv)×B d(z2/v), each pulse operating for a time (z−
z2)/v.
The relation between n and the transverse location at
the screen x⊥ is
n = [zˆ+ x⊥/rs] +O(ω2), (13)
where, again, ω = di/ri is the small spread angle of pro-
tons crossing the interaction region. Defining
r(z,x⊥) ≡ (zˆ+ x⊥/rs)z (14)
we may express the lateral deflection at the screen, w⊥ =
δx⊥(rs) to leading order in ω and α:
w⊥(x⊥) =
e
mcv
n×
∫ rs
0
dzB (r(z,x⊥)) (rs − z). (15)
As a further simplification, we may take advantage of
the fact that in the integrand of Equation (15), the vari-
ation of the magnetic field is much more rapid than that
of the factor (rs − z), which may therefore be taken out-
side of the integral and replaced with (rs−ri) at the cost
of a relative error of order |z − ri| /ri ∼ li/ri = λ (this is
the “small longitudinal extent” approximation discussed
earlier). The result is
w⊥(x⊥) =
e(rs − ri)
mcv
n×
∫ rs
0
dzB (r(z,x⊥)) . (16)
C. Divergence of Deviation Field
From Equation (5), we know that the proton density
field δΨ(x⊥)/ψ0 is connected to the quantity ∇⊥ · w⊥,
rather that to w⊥ directly. To calculate this quantity,
it is convenient to extend w⊥(x⊥) to a vector field u(x)
defined in a 3-D neighborhood of the detector screen.
The definition of u is
u(x) ≡ e(rs − ri)
mcv
x
|x| ×
∫ rs
0
dzB
(
x
|x|z
)
. (17)
When x = x⊥ + rszˆ, it follows that
|u(x)−w⊥(x⊥)| / |w(x⊥)| ∼ O(ω). We also have
∇ · u = (∇⊥ ·w⊥) (1 +O(ω)), since the component
of u along zˆ is O(ω). This is convenient because it is
easier to take unconstrained spatial derivatives of the
expression in Equation (17) than to take “perpendicular”
derivatives of the expression in Equation (16).
We therefore have
Λ(x⊥) = −∇⊥ ·w⊥(x⊥)
= −∇ · u(x)
=
e(rs − ri)
mcv
x
|x| · ∇×
∫ rs
0
dzB
(
x
|x|z
)
,
(18)
where to get the third line, we’ve used the identity∇·(P×
Q) = Q · ∇×P−P · ∇×Q and the fact that ∇× x|x| = 0.
We pass over to tensor notation, denoting a vector q by
its components qi, i = 1, 2, 3, and using the Einstein con-
vention that repeated indices imply summation. Letting
r(z) ≡ x|x|z, and taking the derivative inside the integral,
5we find
Λ(x⊥) =
e(rs − ri)
mcv
xi
|x|ijk
∫ rs
0
dz
∂
∂xj
Bk (r)
=
e(rs − ri)
mcv
ijk
xi
|x| ×∫ rs
0
dz
∂
∂rl
Bk (r)
∂rl
∂xj
=
e(rs − ri)
mcv
ijk
xi
|x| ×∫ rs
0
dz
∂
∂rl
Bk (r) z
(
δjl
|x| −
xjxl
|x|3
)
=
e(rs − ri)
mcv
ijk
xi
|x|2
∫ rs
0
dz z
∂
∂rj
Bk (r)
=
e(rs − ri)
mcv
1
|x|n ·
∫ rs
0
dz z∇× B (r(z))
≈ eri(rs − ri)
mcvrs
n ·
∫ rs
0
dz∇× B (r(z))
≡ χ(x(0)⊥ ).
(19)
Here, in the first line, we’ve used the totally antisymmet-
ric Levi-Civita tensor ijk to express the cross product in
tensor form; to get from the third to the fourth equality,
we’ve used the fact that ijkxixj = 0 to eliminate the
second term in the parentheses of the integrand; and in
the final line we have appealed to the rapid variation of
B(r(z)) in the interaction region to replace the factor z
in the integrand by ri (1 +O(λ)), and take it outside the
integral, while also setting |x| = rs (1 +O(ω)). In the
final line we have defined the current projection function
χ(x
(0)
⊥ ), a dimensionless function of the undeflected co-
ordinates x
(0)
⊥ .
Equation (19) is amenable to an interesting interpre-
tation. The MHD current J is given by c4pi∇×B, so that
the contrast map Λ(x⊥) is in fact proportional to the line
integral of J along the flight path of the protons. That
is, the image on the screen is basically the projection of
the z-component of the MHD current field. We can now
also interpret the small contrast regime as the regime of
small MHD currents.
It follows that in the small-contrast theory, proton ra-
diographs of MHD plasmas are, for all intents and pur-
poses, projective images of the MHD current component
along the proton beam. This is a very useful observation,
as it furnishes an attractive alternative to the procedure
of stacking blob-like substructures in the interpretation
of radiographs, in the manner advocated in K2012.
IV. AVERAGE TRANSVERSE MAGNETIC FIELD
RECONSTRUCTION
An interesting and useful further consequence of the
theory developed thus far is that it is possible to recon-
struct the proton deflections w⊥ due to a magnetized
plasma. By Equation (16), this is equivalent to recon-
structing the z-integrated transverse magnetic field. This
possibility was recognized, but not exploited, in K2012,
and the treatment in that work failed to recognize an im-
portant issue that must be addressed in order for such a
reconstruction to be practical, as we now discuss.
We begin by writing Equation (5) as follows:
−∇0⊥ ·w(x(0)⊥ ) = Λ(x⊥), (20)
where w(x
(0)
⊥ ) is the lateral deflection as a function of un-
deflected lateral coordinate x
(0)
⊥ , and where the notation∇0⊥ refers to differentiation with respect to the unde-
flected coordinates x
(0)
⊥ . The function w(x
(0)
⊥ ) is written
in this way to emphasize that it is a function of the unper-
turbed coordinates (of which it is also a perturbation).
The point about the coordinate dependence of w is
worth belaboring because it is the origin of a subtlety in
Equation (20): the source term on the right-hand side is a
function of the perturbed coordinates x⊥ = x
(0)
⊥ +w(x
(0)
⊥ ).
We therefore have
−∇0⊥ ·w(x(0)⊥ ) = Λ(x(0)⊥ +w(x(0)⊥ )). (21)
The subtlety worth emphasizing here is that we may not,
in general, neglect the correction to the argument of Λ
on the RHS of Equation (21), despite the small-deflection
approximation α  1. The reason is that while the an-
gular deflections may be a small fraction of a radian, they
may still result in a substantial change in Λ, in regions
where gradients of Λ are large.
Now, as pointed out in Equation (78) of K2012, the
deflection field w(x
(0)
⊥ ) is irrotational, as a consequence
of the solenoidal character of B. That is, there exists a
scalar function φ(x
(0)
⊥ ) such that
w(x
(0)
⊥ ) = −∇0⊥φ(x(0)⊥ ). (22)
Combining Equations (21) and (22), we obtain the field
reconstruction equation
∇2φ(y) = Λ (y −∇φ(y)) , (23)
where we have unburdened the expressions of their su-
perscripts and subscripts to rein in the burgeoning no-
tational complexity, by introducing y ≡ x(0)⊥ , and by
stipulating that all gradients and Laplacians are two-
dimensional operators in the plane of the detector, and
differentiate with respect to y.
Equation (23) differs from the reconstruction equation
of K2012 (Equation 20 of K2012, basically the Poisson
equation for the projected potential, and its extension to
the magnetic case given in Equation 79) by the argument
of the source term on the RHS. We have found that as a
practical matter, the correction to the argument may not
be neglected ; doing so results in a very inaccurate algo-
rithm, because Λ can change substantially on this scale.
6The correction may be treated approximately, however,
as we now demonstrate.
Equation (23) is a second-order, elliptical, nonlin-
ear partial differential equation for the scalar function
φ, which must obviously be solved numerically. It is
not straightforwardly solvable in its full nonlinear form.
However, we may expand the right-hand side to first or-
der in ∇φ, obtaining
∇2φ(y) = Λ(y)−∇Λ(y) · ∇φ(y). (24)
Multiplying Equation (24) through by the integrating
factor exp(Λ(y)), we obtain
∇ ·
(
eΛ(y)∇φ(y)
)
= Λ(y)eΛ(y). (25)
Equation (25) is a steady-state diffusion equation, with
an inhomogeneous diffusion coefficient exp(Λ), and a
source term Λ exp(Λ). It may be solved by standard nu-
merical methods, as we demonstrate in §V.
Once a solution has been obtained, it is straighforward
to recover the deflection field w = −∇φ. The projection
integral of the perpendicular magnetic field may then be
obtained using Equation (16):∫ rs
0
dzB⊥ (r(z,y)) =
mcv
e(rs − ri)∇φ(y)× z, (26)
where we’ve made our now usual approximation n(0) ≈ z
at the cost of a small error O(ω). The vector product
with z in effect rotates the vector ∇φ clockwise by 90◦.
We may use Equation (26) to estimate the longitudi-
nally averaged transverse field,
B¯⊥ ≡ 1
li
∫ rs
0
dzB⊥ (r(z,y)) , (27)
which is obviously interesting information that is well-
worth extracting. In order to obtain this average, we
clearly need some way of estimating the longitudinal ex-
tent of the interaction region, li. Such an estimate may
be available from a separate diagnostic measurement of
the plasma, or from a simulation. Alternatively, one may
assume a rough isotropy, implying that the transverse ex-
tent of the interaction region is approximately the same
as the longitudinal extent. Under this assumption, one
may use the radiographic data to estimate the transverse
extent, and parlay this into the required estimate of li.
V. NUMERICAL VERIFICATION OF THE THEORY
In order to verify the theory developed thus far, we
have written a small ray-tracing code in Python, and used
it to simulate large ensembles of 14.7 MeV protons that
are fired at a magnetized region from a central source,
and recorded at a screen. The code uses the ODE inte-
gration routines from the Scipy20 library to integrate the
trajectory equations
dn
ds
=
(
α
li
)
n× b, (28)
and
dx
ds
= n, (29)
as an ODE system. Here, s denotes physical length along
each integral curve of n, and we measure the magnetic
field in units of some typical field strength Bt in the do-
main, so that b ≡ B/Bt, and the deflection angle α is
the “typical” deflection α = eBtlimvc .
The ODE system is further augmented by the tracer
equations
dχ
ds
=
eri(rs − ri)
mcvrs
n · ∇× B (30)
and
d
ds
(
liB¯⊥
)
= B⊥, (31)
which allow us to trace the current projection function χ
and the average perpendicular field B¯⊥ experienced by
each proton, so that we can map them to the screen and
compare them with the fluence contrast Λ and the recon-
structed perpendicular field, respectively, thus verifying
the theory.
Protons are fired in a cone about the z-axis, bounded
by a circular target in the x − y-plane at the location
of the interaction region. The cone is distorted by the
Lorentz force, and the protons locations and tracer data
are recorded at z = rs. The cone is then “collimated” to
a square region, with boundaries aligned with the x- and
y-axes, such that the square is entirely contained by the
circular aperture of the cone.
We simulate point sources only, located at a distance
ri = 10 cm from the interaction region, and rs = 100 cm
from the screen. The magnetic fields that we simulate
have characteristic field strengths of 2× 104 G. The field
configuration that we simulate is a magnetic “ellipsoidal
blob”, described in K2012. The field is purely azimuthal
about an arbitrary axis, with field strength
Bφ(r
′, z′) = B0
r′
a
exp
(
−r
′2
a2
− z
′2
b2
)
, (32)
where r′ is perpendicular distance from the azimuthal
symmetry axis, and z′ is distance along the axis. The
axis may be rotated arbitrarily with respect to the arrival
direction of the protons.
All images are binned into 128×128 pixels. The pro-
tons are summed in each bin, while the current projec-
tion function χ and the average transverse field liB¯⊥,
integrated for each proton according to Equations (30)
and (31), are averaged in each bin.
The pixelated proton counts are converted to fluence
contrast Λ using Equation (6). The field reconstruction
is carried out by solving Equation (25) for φ numerically
on the 128×128 image grid, by the slow-but-effective
method of unaccelerated Gauss-Seidel iteration (see §19.5
7FIG. 2. Comparison of theory and simulation, for an ellipsoidal blob aligned with the z-axis. The top row compares the
fluence contrast to the current projection contrast, testing Equation 19, whereas the bottom row compares the raw counts/bin
to the predicted counts/bin. The left panels show the radiograph data, while the middle panels show the prediction from the
integration of Equation 30. The right panels show the result of subtracting the middle-panel data from the corresponding
right-panel data, and normalizing by the statistical error – the Poisson error
√
n for the bottom panels, the propagated error
(Equation 33) for the top panels. The fluctuations in the difference maps are consistent with Gaussian noise.
of21), which gives serviceable results for present pur-
poses. We assume Dirichlet boundary conditions, that
is, φ(y) = 0 at the image boundary. This scheme, which
in effect solves a linear problem of the form Ax = b,
iteratively reduces the residual |Ax − b|, where || refers
to the 2-norm. We monitor the normalized L2-norm of
the residual, which is |Ax− b|/|b|, for convergence.
The initial guess is a solution of the Poisson equation
obtained from Equation (23) by setting the deflection
∇φ = 0 in the argument of Λ on the RHS. This solution
can be obtained very rapidly by FFT techniques, but
yields a poor match to the true field, and we therefore
only use it to initialize the iterative scheme.
The deflections, and the field projection, are then re-
covered using Equations (22) and (26).
A. An Isolated Blob
We begin with an easy, clean-room case: an ellipsoidal
blob, whose image is well-separated from the boundaries
of the image. The field strngth B0 = 2× 104 G, and the
azimuthal symmetry axis of the blob is aligned with the
z-axis. The blob has geometric parameters a = 0.03 cm,
b = 0.02 cm, and is centered on the z-axis (that is, down
the middle of the beam).
In this test, we fire 10 million protons at the circular
target, and after collimation to the square image we have
a yield of 6.1 million protons.
In the top row of Figure 2, we show the comparison of
the nonlinear fluence contrast Λ computed from the pixe-
lated data (left panel) to the current projection function
χ, integrated along proton trajectories (middle panel).
The agreement is visually very good. To perform a more
quantitative comparison, in the right hand panel we show
the normalized difference (Λ − χ)/σΛ, where σΛ is the
per-pixel Gaussian error. This is a reasonable procedure,
since the mean counts per pixel in the simulation is 373,
so that the pixel count distribution is well-described by
Gaussian statistics. The error σΛ for a pixel enclosing n
protons is computed starting from the Poisson error for
the counts, σP =
√
n, and using the standard propaga-
tion of errors formula the functional relationship between
Λ and n. In terms of the average counts per bin, n0, we
have
σΛ =
√
n
n0
. (33)
We can see from the top-right panel of Figure 2 that the
current projection function predicts the fluence contrast
perfectly. The fluctuations shown in the figure may fur-
ther be summed in quadrature, to supply a χ2 value of
16585.1 for 16384 degrees of freedom (DOF). This corre-
8FIG. 3. Reconstruction of the field configuration, for an ellipsoidal blob aligned with the z-axis. The colorbars displays field
strength on a logarithmic scale. (a) Actual field projection liB¯⊥ from the integration of Equation (31); (b) Reconstructed field;
(c) Actual proton deflections; (d) Reconstructed deflections.
sponds to a P -value of 13.4%, indicating a perfectly ac-
ceptable (parameter-free) “fit” of the model to the data.
In the lower panels of Figure 2, we show analogous
results for the same simulations, using raw counts and the
predicted counts per pixel. Once again, the comparison
is visually and quantitatively excellent.
The reconstruction of the field configuration is dis-
played in the upper panels of Figure 3. We ran the itera-
tive solver for 4000 iterations, at which point the residual
error was 0.51%. The top-left panel shows the actual field
projection liB¯⊥ from the integration of Equation (31),
while the top-right panel shows the reconstructed field.
The colormap displays field strength on a logarithmic
scale. We see that the field reconstruction in the cen-
ter of the image, near the peak field-strength location, is
very good, while a good deal of unstructured noise ap-
pears in portions of the image where the field strength is
more than three orders of magnitude less than the peak
value. At the location of peak field strength, the differ-
ence between the actual and reconstructed field strengths
is 2.0%. A quantitative comparison of the two images
may be performed using the L2 norm,
L2 ≡
∑p∈pixels |B(Reconstructed)p −B(True)p |2∑
p∈pixels |B
(True)
p |2
.
1/2
(34)
For this reconstruction, we find L2 = 0.13. The dis-
crepancy is presumably a composite of Poisson noise (it-
self around 5% per pixel), discretization error, and al-
gorithmic error (the algorithm terminated with a 0.53%
residual).
The lower panels in Figure 3 show the concomitant
proton deflections, as reconstructed by the algorithm.
These figures illustrate the expected focusing effect of the
azimuthal field. Again, the vector displacements main-
tain good accuracy in the range from peak displacement
length to displacements that are about three orders of
magnitude down from peak, after which unstructured
noise appears.
9FIG. 4. The same as Figure 2, but for a superposition of two blobs of unequal field intensity.
B. Two Superposed Blobs
We also simulate a more complex, and less symmetric
situation, by superposing two blobs of unequal strength
– one at y = +0.025 cm, with B0 = 2 × 104 G, and
one at y = −0.025 cm, with B0 = 104 G. The geometric
parameters of the blobs are both identical to those in
the previous example – a = 0.03 cm, b = 0.02 cm. We
again fire 10 million protons at the system, recovering 6.1
million protons after collimation to the square image.
Comparisons of fluence contrast to current projection,
and of counts per pixel to predicted counts per pixel,
are displayed in Figure 4. The comparison is again both
visually and quantitatively satisfactory. The difference of
the fluence contrast and current projection maps yields
a χ2 = 16448.4 for 16384 DOF, a P -value of 36%. The
model is quite clearly in good agreement with the data.
The reconstruction is illustrated in Figure 5. The it-
erative solution residual after 4000 iterations is 0.60%.
Again, the visual impression of the reconstructed field is
quite good, with good structural fidelity within three or-
ders of magnitude peak, for both magnetic field and for
deflections. At the peak field strength location, the differ-
ence between the reconstructed and actual field strengths
is 2.1%. The L2 norm of the difference between the re-
constructed and actual fields is L2 = 0.13.
VI. EXPLORATION AND CHARACTERIZATION OF
RECONSTRUCTION ERRORS
In this section, we explore the character of some errors
that affect the analysis of radiographs. We are concerned
here not with the general subject of systematic errors in
proton radiography (a subject that received a very thor-
ough treatment in K2012), but rather with errors that
limit the accuracy of the magnetic field reconstruction.
We can identify several individual (although not nec-
essarily independent) sources of error that are relevant
to reconstruction:
: Poisson Noise: In the diffusion equation that we use
for reconstruction, Equation (25), both the source
term on the right-hand side and the diffusion co-
efficient are estimated noisily from binned proton
counts. This Poisson noise is a source of error
whose principal effect is uncertainty that scales as
n−1/2, where n is the average number of protons
per pixel. However, we shall see that Poisson noise
can also be expected to produce other indirect ef-
fects;
: Discretization Noise: The numerical solution is carried
out on a uniform grid in the image plane. Ob-
viously, the level of refinement of the grid has an
impact on the accuracy of the solution. In princi-
ple, the mesh should be fine enough to resolve the
smallest magnetic structures in the image. How-
ever, one may not simply refine the mesh indefi-
nitely, as the reduced error due to discretization
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FIG. 5. The same as Figure 3, but for a superposition of two blobs of unequal field intensity.
will eventually be balanced by Poisson noise as the
average number of protons per pixel drops, and the
form of the fluence contrast function Λ becomes
noisily determined. Thus, there is a tradeoff be-
tween discretization noise and Poisson noise that
should be optimized somehow;
: Edge Effects: The solution of an elliptical PDE such as
Equation (25) requires assumptions about bound-
ary condiditions. A natural choice is Dirichlet BC,
with the function φ(y) → 0 at the edges of the
radiograph. If the active region is well-separated
from the edges, then this choice may be expected
to give good results. If the active region is not well-
separated from the edges, this choice is not ideal,
and may at best be regarded as an approximation
of convenience. In this case, it seems clear that the
ability to recover detailed field structure is compro-
mised. It is interesting to inquire whether one may
still infer the correct order of magnitude of |B⊥|
in these circumstances. It should be also be noted
that even for an active region that is isolated from
the boundaries, Poisson noise can furnish spurious
activity near the boundary. Thus, edge effects and
Poisson noise effects are also intertwined;
: Obstruction Effects: It is not uncommon in laser ex-
periments for some part of the physical structure
of the target to be illuminated by the beam of pro-
tons, and thus to cast a shadow on the image. Such
a shadow, treated naively, would appear to the
present analysis as an enormous, proton-clearing
field of large strength and strong gradients! Ev-
idently it is necessary to characterize the impor-
tance of this kind of error. One very crude fix is
to replace the proton fluence in the shadowed re-
gions by the mean, zero-deflection proton fluence.
If the shadow encroaches on an image region of
magnetic activity, this procedure will clearly spoil
the reconstruction of the detailed field structure.
We may still hope to at least recover the typical
field strengths, at least approximately.
: The Diffusion Approximation: The linear diffusion PDE
in Equation (25) is an approximation to the non-
linear reconstruction PDE in Equation (23). The
approximation is valid if we may legitimately ex-
pand the RHS of Equation (23) to linear order in
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FIG. 6. Study of the effect of Poisson noise. The field reconstruction figures display the field as reconstructed for different
numbers of protons in the field of view – 3.7 × 105 (a), 3.7 × 106 (b), and 6.1 × 107 (c). Panel (d) displays the error of the
reconstruction, measured using the relative L2 norm of the difference between the reconstructed field and the true field. The
line shows the expected n−1/2 scaling characteristic of Poisson noise errors. For these simulations, the Poisson noise error
dominates until n ≈ 107, at which point other types of error take over the error budget.
∇φ. This means that the displacement field ∇φ
must be “small” in a different sense than the pre-
vious condition α  1: it must also be true that
the second-order term in the Taylor expansion of
the RHS of Equation (23) should be small com-
pared to the linear term, that is (with apologies for
the abuse of notation) that |∇φ|  |∇Λ|/|∇∇Λ|,
everywhere on the image.
Below, we explore numerically some of the character-
istics of Poisson noise, discretization noise, edge effects,
and obstruction effects. We will overlook the effect of the
diffusion approximation, since it would require a substan-
tial investigation, if for no other reason that one would
first have to devise some method of solving the non-linear
PDE in Equation (23). In our opinion, the effort involved
justifies a separate paper.
A. Poisson Noise Effects
We explore the influence of Poisson noise using the
first field simulated in the previous section, which was
displayed in Figure 3. We shoot 108 protons at this field,
and produce datasets of different fluences by truncating
this simulation to 6 × 105, 106, 3 × 106, 6 × 106, 107,
3 × 107, 6 × 107 and 108 protons. In each case, after
collimation to the square field-of-view, about 60% of the
protons remain. We perform the reconstruction proce-
dure on each dataset, using the same 128× 128 grid that
we used in the previous section.
Three sample reconstructions are displayed in Figure 6.
They correspond to the datasets with 6 × 105 protons
(3.7 × 105 in the FOV), 6 × 107 protons (3.7 × 107 in
the FOV), and 108 protons (6.1× 107 in the FOV). The
progressive degradation of the reconstruction is evident,
and proceeds from the regions of weaker field (where the
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FIG. 7. Resolution study. The three figures show relative L2 norm measures for three different proton fluences. (a) 6.1× 105
protons in the square FOV; (b) 2.4× 106 protons in FOV; (c) 6.1× 106 protons in FOV. The blue dots show the L2 measure
of departure of the reconstructed field from the true field, at each of a number of grid resolutions (number of mesh points per
dimension). The red crosses show the L2 difference between the reconstructions corresponding to the two adjoining resolutions.
The turnover point in the crosses can serve as an indicator of “optimal” (or, at least, not horrible) resolution in experimental
work, where the “true” field is not available for comparison.
current integral is more poorly determined) inwards to
the regions of stronger field.
The lower-right panel shows the L2-norm of the differ-
ence between the reconstructed field and the actual field,
normalized to the L2-norm of the actual field, as a func-
tion of number of protons in the FOV. The error shows
the expected Poisson scaling of n−1/2 for n . 107. Ev-
idently, for these simulations, other types of error begin
to dominate the error budget above this proton fluence.
B. Discretization Effects
As discussed above, the effect of grid spacing on re-
construction accuracy is inextricably entwined with the
effect of Poisson noise. For a fixed radiograph, the res-
olution can only be increased up to the point where the
per-pixel proton counts begin to be so low that Poisson
noise begins to degrade the reconstruction.
To explore the connection between resolution and Pois-
son noise, we conducted three series of reconstructions.
Each series comprised a set of six grids – 32×32, 45×45,
64 × 64, 90 × 90, 128 × 128, and 181 × 181 grid points,
respectively (each contains twice as many points as the
previous one). We performed this series of reconstruc-
tions on each of three simulations of a blob. The three
simulations differed only in the number of protons – they
contained 6.1 × 105, 2.4 × 106, and 6.1 × 106 protons in
the square FOV, respectively. The selected blob had pa-
rameters that differed from the one in §V A, in the single
respect that a = 0.05 cm instead of a = 0.03 cm. We ex-
panded the blob laterally so as to give the reconstructions
a better chance to capture the field at the low resolution
end.
The results are displayed in Figure 7.The blue circles
show the relative L2 norm of the difference between the
reconstructeed field and the “true” field. The red crosses
show the relative L2 norm of the difference between two
“adjacent” resolutions (the crosses are therefore located
between their corresponding pairs of circles). The value
of the latter measure is that it is available in experimental
situations, when the true field is not known.
The figure shows the very strong effect of proton flu-
ence on reconstruction accuracy. Depending on the pro-
ton fluence, the reconstruction accuracy may be compro-
mised even at low resolutions, or alternatively it may con-
tinue to improve up to the limit of our patience with the
reconstruction algorithm (which has a time-to-solution
that grows at least as fast as the number of grid points).
The difference between adjacent resolutions appears to
furnish a reasonable “rough-and-ready” indicator of op-
timality (or, at least, of non-pessimality), in the sense
that in the low-fluence case (left panel) the crosses begin
to rise at about the time when the departure from the
true field begins to get serious.
C. Edge Effects
To illustrate the influence of boundary effects on field
reconstruction we perform a simulation using a blob
with the same parameters as the ones used in §V A, but
displaced so that a substantial part of the previously-
reconstructed field now overlaps the right edge of the
image. To do this, we displace the interaction region to
the right by 1.1li. We shoot 10
7 protons at the target as
before, and again recover about 6 × 106 protons in the
collimated square image.
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FIG. 8. Reconstructed field configuration for a blob situated near the edge of the imaged region.
FIG. 9. Obstruction study. The three figures show reconstructed magnetic field for the two-blob test case, similar to Figure 5,
but in each case with a strip of proton data removed and replaced by the overall average proton flux. (a) No obstruction (same
as in Figure 5. (b) Data obstructed in the vertical strip 0.1 < x < 0.2. (c) Data obstructed in the vertical strip 0.1 < x < 0.5.
The resulting reconstruction is displayed in Figure 8.
The comparison with the single isolated blob of § V A
is instructive. In this case, the detailed reconstruction
accuracy is degraded – the L2 norm of the difference be-
tween actual and reconstructed fields has increased to
29% (from 13%), and the difference between actual and
reconstructed field strengths at the location of peak field
strength has increased to 13.5% (from 2.0%). On the
other hand, the structure of the field is still recognizable:
the reconstructed contours are still clearly concentric cir-
cles to a radius of 0.5 cm from the center point of the
field, which was also the case in Figure 3. It appears,
then, that when the image of the interaction region en-
croaches on the edge of the radiograph, one may still hope
to infer field strength peak magnitudes and field struc-
ture to some useful degree, despite the inexactly obeyed
boundary conditions.
D. Obstruction Effects
We study the effect of obstruction on field reconstruc-
tion using a variation of the two superposed blob sim-
ulation described in §V B, where we summarily remove
the protons in a vertical strip near the blob, and replace
the removed fluences by the mean, zero-deflection fluence
for the image. We do this for obstruction strips of two
different widths.
The results are shown in Figure 9. The left panel of
this figure shows the result of reconstruction using un-
obstructed data, and is therefore the same as the recon-
struction in Figure 5. The middle panel shows the re-
construction that is obtained after obstructing the data
in the vertical strip 0.1 < x < 0.2, while the right panel
shows the reconstruction obtained after obstructing data
in the strip 0.1 < x < 0.5.
What emerges from this study is that the field recon-
struction can be remarkably robust to obstruction effects.
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In both obstructed cases, the typical field intensities are
largely unaffected by the obstruction, and the morphol-
ogy is not wildly distorted. This is, we believe, due to the
nonlocal nature of the reconstruction, which can partly
“heal” the data corruption, interpolating to preserve the
assumption of continuity and differentiability of the field
that is built in to the reconstruction procedure. Natu-
rally, one would expect the fidelity of the reconstruction
to be more seriously compromised as the obstruction be-
comes more serious. It is also likely that the unrealistic
simplicity of the two-blob test case is helpful in aiding re-
construction. Nonetheless, this test case offers some rea-
son to place some limited reliance on field strengths and
morphologies inferred through the reconstruction proce-
dure, even in the case of obstructed data.
E. The Trouble With Caustics
The theory developed in this article assumes linear con-
trast departures, which, as we have seen, means small
field gradients, and, particularly, small currents. In this
regime, there is no strong focusing, and the caustic struc-
tures examined and described in K2012 cannot develop in
radiographic images. Nonetheless, it is noteworthy that
high-definition structures can develop in images, even in
the absence of caustic structure. In fact it is apparent
that the appearance of sharp features in a proton radio-
graph cannot be taken as evidence of caustic formation.
Furthermore, as we have seen the essential tool for under-
standing radiographic structure is not caustic structure,
but rather the MHD current.
As an aid to the discussion, consider the “wire-in-a-
beer-can” field configuration, wherein a uniform current
flows along a central wire of finite radius, and the return
current flows back along the finite-thickness walls of the
can. The wire diameter is r0, the can diameter is r1,
the thickness of the can walls is δ, and the height of the
can is z0. The net current in the central wire is I. We
assume the current density is uniform in the wire and in
the can’s vertical side walls.
The magnetic field B is purely azimuthal, B = Bφeφ,
and we assume azimuthal symmetry, so that ∇ · B =
r−1∂Bφ/∂φ = 0.
We choose a factorized form for Bφ:
Bφ = f(r)g(z), (35)
where r is the cylindrical radius coordinate, and z is
cylindrical height coordinate.
The z-dependence of the field simply limits the field to
the can vertically:
g(z) =

1 , |z| < z0/2;
1− |z|−z0/2δ , z0/2 ≤ |z| < z0/2 + δ;
0 , |z| ≥ z0/2 + δ.
(36)
The function f(r) is set by the can/wire geometry de-
scribed above, and by Ampere’s law
Bφ =
2i(r)
cr
, (37)
where i(r) is the total net current along the z-direction
inside radius r. By considering the region |z| < z0/2 we
therefore have
f(r) =

2Ir
cr 20
, r < r0;
2I
cr , r0 ≤ r < r1;
2I
cri
(
1− r−riδ
)
, r1 ≤ r < r1 + δ;
0 , r ≥ ri + δ.
(38)
This field configuration yields a uniform current density
in the wire and in the vertical walls of the can. The
current J bends to flow around the end-caps from the
wire to the side walls and back. The azimuthal magnetic
field strength rises linearly from the center to the edge of
the wire, then declines as r−1 in the interior of the can,
and finally drops linearly to zero in the outer wall of the
can.
Figure 10 gives two simulated (with 5 million protons)
radiographic images of “wire-in-a-beer-can” simulations.
The current projection is negative in the central wire,
positive in the walls. In the left panel, the parameters are
chosen so that the fluctuations are linear – the contrast
is everywhere less than about 0.3. In the right panel, the
field intensity has been increased to push the contrasts
well into the nonlinear regime, so that the central region
is nearly cleared of protons, and the walls have more than
double the mean count rate.
There is no question of any caustic structure in the first
image, since the contrasts are too small for the necessary
nonlinear structure to be present. In the second image,
it is likely that a caustic has developed somewhere in the
outer ring, given the high constrast there. Nonetheless
we see very similar morphology in the two cases. This
illustrates the point that caustic formation is in no sense
necessary for the formation of sharp radiographic struc-
ture. We conclude that it is not in general correct to iden-
tify high-definition features in radiographs with caustic
structure, in an effort to infer magnetic structure using
the formulae in K2012 to relate such structure to image
caustics. At a minimum, one should verify the necessary
condition for caustic formation – large contrast fluctua-
tions.
The importance of using MHD current to interpret ra-
diographs can be seen by noting that intuitive interpre-
tations of the field configuration that do not rely on the
behavior of the current can be seriously misleading. In
particular, it would be incorrect to associate the peak
field intensity with the peak count rate, since according
to Equation (38) the field strength peaks at the surface
of the wire, rather than at the side walls of the can. A
somewhat less naive interpretation would be to associate
field gradients only with the interiors of the images of the
wire (the central hole) and the wall (the outer annulus).
This would also be incorrect, however, since according to
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FIG. 10. “Wire in a beer can” simulation. A uniform current runs along a central wire, with the return current flowing back
down the walls of the can. (a) Linear contrast regime. (b) Nonlinear contrast regime.
Equation (38), |df/dr| is also nonzero in the interior of
the can (r0 ≤ r < r1), where there is no image contrast at
all! Furthermore, on the basis of either image, one might
naively ascribe the same (zero) field to the exterior of the
can (r > r1 +δ) as to the interior (r0 ≤ r < r1), since the
images of both regions are uniform-no-contrast. In fact,
the interior of the can contains a non-zero irrotational
field, while the exterior field is zero.
All these features are perfectly intelligible when the
current is considered. The current along the proton beam
direction is negative in the central wire, positive in the
walls, and zero elsewhere. That statement gives a com-
pletely satisfactory and concise description of both the
linear and the nonlinear image.
A further defect of the emphasis on caustic structure
is that it would lead the analyst to emphasize the bright
annulus of the wall, where the strong focusing occurs,
over the hole in the center, where strong de-focusing is
the story. But the two are complementary, as can be
seen by considering how the image would change were
the current simply reversed everywhere – the central hole
would become a bright spot (and presumably the locus
of a caustic in the nonlinear image), the wall a trough.
The complementarity between the two features, which
is obvious when their interpretation is in terms of cur-
rent, is lost when one adopts instead the caustic as one’s
interpretive key.
This leads to a final point. It is current, not caustic
structure, that makes these images intelligible. Even in
the non-linear regime, despite the invalidation of the lin-
ear theory, we see that current continues to be a valuable
guide to image structure. This consideration is impor-
tant for image analysis, but vital for experimental de-
sign: the decision on where to position and how to orient
a radiographic setup should be made, to the maximum
extent possible, on the basis of the morphology of the
MHD currents that one expects to be produced in the
experiment. Setting up the proton beam largely per-
pendicularly to expected current flows would result in
avoidably weak signal; contrariwise, the signal may be
optimized by aligning beam and currents to the greatest
extent possible. This highlights the importance of high-
fidelity simulations of laser plasma experiments, such as
the ones described in Tzeferacos et al. 22 . Such simula-
tions easily allow one to discern the main current flows in
the plasma, and hence optimize one’s radiographic setup
with respect to the experimental setup.
VII. PROTON RADIOGRAPHY OF
ISOTROPIC-HOMOGENEOUS TURBULENT FIELDS
In experimental applications that result in turbulent
flows, the direct reconstruction of the transverse mag-
netic field is not necessarily desirable. Of greater in-
terest is the spectrum of the turbulent magnetic field.
While the spectrum is in principle recoverable from the
reconstructed field, such a procedure would unnecessar-
ily entangle the inferred spectrum with some of the re-
construction errors discussed above (i.e. edge and ob-
struction effects) As we will now demonstrate, under the
assumptions that the field has an approximately uniform
and isotropic spectrum, the spectrum itself is directly
and robustly recoverable from the radiographic image,
without performing the field reconstruction.
Our starting point is Equation (19), which we rewrite
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slightly as
Λ(x⊥) =
eri(rs − ri)
mcvrs
zˆ ·
∫ ri+li/2
ri−li/2
dz∇× B(r(z,x⊥)),(39)
where we accept to incur an error of order O(ω) by re-
placing n(0) with zˆ in the inner product, and one of order
O(λ) by separating the dependence on z from that on x⊥
in the argument of the integrand, setting
r(z,x⊥) ≡ zzˆ+ ri
rs
x⊥. (40)
In Equation (39), we have also changed the limits of inte-
gration to include only the region in which the magnetic
field is appreciable. The reason for this change will be
made apparent below.
Note also that in Equation (39) we are neglecting the
small shift in the argument of Λ that was so important
to the reconstruction algorithm (compare Equation 21).
This is permissible at the cost of stipulating that the
spectrum obtained thereby cannot be trusted at scales
close to, or smaller than, the angular deflection scale αli.
At longer scales, the spectrum should be unaffected by
this approximation.
A. The Two-Point Correlation Function and the Spectrum
We define the two-point correlation function for the
radiographic image as follows:
η(|x′⊥ − x⊥|) ≡ 〈Λ(x⊥)Λ(x′⊥)〉 , (41)
where the expectation value 〈〉 is an ensemble average.
The fact that η (|x′⊥ − x⊥|) depends only on the distance
between x′⊥ and x⊥ is a consequence of the assumed
isotropy and homogeneity of the stochastic field B, as
will be shortly evident.
Inserting Equation (39) in Equation (41) we get
〈Λ(x⊥)Λ(x′⊥)〉 =
e2r2i (rs − ri)2
m2c2v2r2s
lmnl′m′n′ zˆlzˆl′
×
∫ ri+li+1/2
ri−li/2
dz
∫ r1+li/2
ri−li/2
dz′
∂
∂rm
∂
∂r′m′
〈Bn (r(z,x⊥))Bn′ (r(z′,x′⊥)〉 . (42)
The correlation expression in the integrand defines an
isotropic tensor
〈Bn (x)Bn′ (x′)〉 ≡ Qnn′ (x− x′) (43)
that is analogous to the classic incompressible velocity
correlation tensor, since ∇ · B = 0 is analogous to the
incompressibility condition for velocity. Following the
development in Sections 6.2 and 8.1 of Davidson 23 , we
write
Qnn′(a) =
∫
d3k eik·aΦnn′(k), (44)
where the isotropic tensor Φnn′(k) has the form
Φnn′(k) =
EB(k)
k2
(
δnn′ − knkn′/k2
)
. (45)
The quantity EB(k) is the energy spectrum of the mag-
netic field, and satisfies the relation∫ ∞
0
dk EB(k) =
1
8pi
〈
B2
〉
, (46)
which is obtainable by setting a = 0 and contracting the
indices in Equation (44).
Inserting Equations (43-45) into Equation (42), we ob-
tain
〈Λ(x⊥)Λ(x′⊥)〉 =
e2r2i (rs − ri)2
m2c2v2r2s
lmnl′m′n′ zˆlzˆl′
×
∫ ri+li+1/2
ri−li/2
dz
∫ z1+li/2
ri−li/2
dz′∫
d3k eik·(r(z,x⊥)−r(z
′,x′⊥))
×kmkm′EB(k)
k2
(
δnn′ − knkn′/k2
)
. (47)
At this point it is possible to clarify why it was impor-
tant to adopt limits of z-integration that are confined to
the interaction region. The magnetic field is confined to
the interaction region, and were we to Fourier-transform
B instead of Q, the various complex phases of the trans-
form of B would contain the information necessary to
respect this confinement. However, the spectrum EB(k)
that appears in the Fourier transform of Q knows noth-
ing of those phases. It knows that there is an integral
scale cutoff k0 & 2pi/li, but it represents a model of uni-
form, isotropic turbulence in which all space is pervaded
by a turbulent B-field with integral-scale cutoff k0. The
restriction on the limits of integration in z in effect pre-
vents that model from incorporating proton deflections
from regions where physically the field is zero.
The term knkn′ in the integrand of Equation (47) van-
ishes, since lmnkmkn = 0. We may then use the de-
composition k = k⊥ + kz zˆ and the Levi-Civita tensor’s
contraction identity
lmnl′m′n′δnn′ = δll′δmm′ − δlm′δml′ (48)
to obtain
〈Λ(x⊥)Λ(x′⊥)〉 =
e2r2i (rs − ri)2
m2c2v2r2s
∫ ∞
−∞
dkz
4 sin2(kzli/2)
k2z
×
∫
d2k⊥ ei(ri/rs)k⊥·(x⊥−x
′
⊥)
EB
(
[k2⊥ + k
2
z ]
1/2
)
k2⊥
k2⊥ + k2z
.
(49)
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As a function of kz. the integrand term
4 sin2(kzli/2)/k
2
z is sharply peaked near kz = 0,
and has a width 1/li. Compared to the k scales present
in EB(k), it is well-approximated by a δ-function:
4 sin2(kzli/2)
k2z
≈ 2piliδ(kz). (50)
Using this in Equation (49), we obtain
〈Λ(x⊥)Λ(x′⊥)〉 =
2pie2r2i (rs − ri)2li
m2c2v2r2s
×∫
d2k⊥ ei(ri/rs)k⊥·(x⊥−x
′
⊥)EB(k⊥)
=
2pie2(rs − ri)2li
m2c2v2
×∫
d2q⊥ eiq⊥·(x⊥−x
′
⊥)EB
(
rs
ri
q⊥
)
,(51)
where we’ve defined the screen-plane wave vector q⊥ ≡
ri
rsk⊥. Since EB(k⊥) depends only on the magnitude of
k⊥, we see that the autocorrelation indeed only depends
on the magnitude |x′⊥ − x⊥|, as previously asserted.
Note that had we not restricted the z integration range,
rather leaving it as 0 < z < zs, we would have obtained
a similar result, but scaled up by rs/li (because instead
of the RHS of Equation (50), we would have found an
expression that is approximately 2pirsδ(kz)). Thus the
predicted contrast spectrum would have too large an am-
plitude by a factor rs/li, which would correspond to de-
flections suffered in consequence of a turbulent field per-
vading the entire region between the implosion capsule
and the screen, rather than one confined to a small in-
teraction region.
We Fourier-transform Equation (51) with respect to
both arguments, obtaining〈
Λ˜(p⊥)Λ˜(p′⊥)
∗
〉
=
2pie2(rs − ri)2li
m2c2v2
δ2(p⊥−p′⊥)EB
(
rs
ri
p⊥
)
,
(52)
where we’ve defined the Fourier transform of the contrast
fluctuation map,
Λ˜(p⊥) ≡ (2pi)−4
∫
d2x⊥e−ip⊥·x⊥Λ(x⊥). (53)
The awkward δ-function in Equation (52) may be dis-
posed of by noting that the contrast fluctuation map
Λ(x⊥) is available as a discretized array on a mesh of
cells, rather than as a continuous function, and its Fourier
transform is necessarily a Discrete Fourier Transform
(DFT). If the mesh on the screen is an N × N evenly-
spaced array over a square of lateral dimension L, the
DFT will produce an complex array of transform values
Λˆ(n), where the n are 2-dimensional mode vectors whose
components are integers, n = [nx, ny]. The n are related
to the wave vectors p⊥ by p⊥ = 2piL n. The Λˆ(n) are then
related to the Λ˜(p⊥) by averaging the latter over the cell
in p⊥-space corresponding to the mode n. That is to say,
Λˆ(n) =
(
2pi
L
)−2 ∫
Cell n
d2p⊥ Λ˜(p⊥), (54)
where the integral is over the p⊥-space square cell of side
2pi/L centered at 2piL n.
We therefore average the dependence of Equation (53)
on p⊥, p′⊥ over cells n, n
′, respectively. This process
duly removes the δ-function, leaving the result〈
Λˆ(n)Λˆ(n′)∗
〉
=
e2(rs − ri)2liL2
2pim2c2v2
δnn′EB
(
rs
ri
2pi
L
|n|
)
.
(55)
The final result for the turbulence spectrum is then
EB
(
rs
ri
2pi
L
|n|
)
=
2pim2c2v2
e2(rs − ri)2liL2
〈
Λˆ(n)Λˆ(n)∗
〉
. (56)
In a practical computation, the ensemble average in
Equation (56) may be replaced by a rotational average
over cells in n-space, binning |n| to suit one’s conve-
nience.
It is a noteworthy feature of Equation (56) that the fac-
tor rsri p⊥ in the argument of EB expresses the expected
stretching of wavelengths by the divergence of the pro-
ton rays on their way from the interaction region to the
screen.
Note also that according to Equation (56), we again
require an estimate of the longitudinal extent of the in-
teraction region li in order to obtain the amplitude of the
spectrum EB . The discussion of the availability of such
an estimate of li was given at the end of §IV.
B. Numerical Verification with a Gaussian Field
We verify Equation (56) by means of a simulation in
which protons are fired at a domain containing a Gaus-
sian random magnetic field of known spectrum. Such a
field does not really represent a realistic magnetic tur-
bulence distribution, of course, since turbulence is well-
known to be non-Gaussian (see Davidson 23 , pp. 99-103,
for example). This is not an issue here, since we merely
wish to confirm that we can successfully recover the two-
point spectrum of a homogeneous-isotropic distribution,
irrespective of what the other moments of the distribu-
tion may be, so we are free to choose a Gaussian random
field on grounds of simplicity.
The optical set-up is the same as in the previous ver-
ification tests: ri = 10 cm, rs = 100 cm, li = 0.1 cm.
Protons energies are monochromatic, at 14.7 MeV, and
the protons are emitted from a point source at the origin.
The simulated spectrum is a truncated power-law with
the following form:
EB(k) =
{ 〈B2〉
8pi
α+1
kα+12 −kα+11
kα : k1 < k < k2
0 : otherwise.
(57)
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FIG. 11. Radiographic results of simulation with Gaussian random field. The images are of a square of data entirely contained
within the image of the interaction region.
This form allows us to specify the normalization in terms
of the mean magnetic energy B2/8pi, according to Equa-
tion (46). We parametrize the spectral cutoffs in terms of
discrete modes n1 and n2, with k1 =
2pi
li
n1, k2 =
2pi
li
n2. In
our simulations, we chose < B2 >1/2= 103 G, α = −3.5,
n1 = 2, n2 = 40. These parameters, together with the
optical system parameters rs, ri above, result in expected
contrast fluctuations at the screen of about 0.1.
We generate the field in a 128 × 128 mesh of cells in
a cubic domain. We start out in Fourier space, ran-
domly drawing the (complex) components of the Fourier-
transformed vector potential a(k) in each k-space cell in-
depenently from a zero-mean normal distribution. The
variance of the distribution is chosen to yield the desired
spectrum EB . The reality constraint a(k)
∗ = a(−k)
is enforced by drawing samples only in the hemisphere
kx > 0, and copying the complex conjugate of the field
in this hemisphere to the reflected point in the opposite
hemisphere. The resulting vector field is then Fourier-
transformed to the real domain to obtain A(x), and the
discrete curl is taken to yield the final magnetic field,
B = ∇× A.
We simulate firing 5 million protons through this set-
up, in a cone of radius 0.1 cm at r = ri. The radiographic
results are displayed in Figure 11, which shows a square
region of data entirely contained within the image of the
interaction region.
To obtain the spectrum, we proceed as indicated in
the discussion following Equation (56). We bin the re-
gion imaged in Figure 11 into a 128× 128 array of cells,
computing the contrast map in each cell, and perform
an FFT on the result, to estimate Λˆ(n). We bin the ra-
dial wave number n = |n| into equally-spaced logarithmic
bins, and average the contributions in each bin to per-
form a circular average. Then, using Equation (56), we
estimate EB .
The result of this computation is displayed in Fig-
ure (12). The left panel of this figure shows the result
of the analysis just described. The right panel shows the
result of repeating the analysis on the current projection
function χ, which as we have seen, predicts the fluence
contrast. It is clear that at low frequency, the analysis
returns the correct spectrum – both the low-frequency
cutoff k1 and the spectral slope are correctly recovered.
At high frequency, we see a leveling-off of the spectrum
in the contrast data, that has no counterpart in the spec-
trum inferred from χ. Since the difference between these
two is basically Poisson noise, we see that it is the white-
noise spectrum from Poisson statistics that supervenes to
level off the decline of the magnetic spectrum.
This observation points to a practical necessity in im-
plementing this algorithm: it is necessary to optimize the
tradeoff between spectral resolution and Poisson noise,
by choosing the size of the image binning mesh carefully.
Too high a resolution can lead to low counts-per-bin, and
therefore excessive noise, while too low a resolution leads
to the inability to probe high frequencies. This trade-
off must be resolved empirically in the analysis of radio-
graphs, on a case-by-case basis. These considerations are
analogous to the ones described in §V B.
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FIG. 12. Recovered spectra using Equation ( 56). In both panels the highlighted region is the range between the spectral cutoffs
k1 and k2, while the blue line represents the input spectrum that was used to generate the field according to Equation (57).
(a) Spectrum obtained using the binned contrast data. (b) Spectrum obtained repeating the procedure, but using the current
projection function χ (which predicts the contrast) instead. The high-frequency differences between the two spectra are
explained by Poisson noise.
Another high-frequency effect that is to be expected
in real data, but that we do not simulate here, is that
the finite size of the implosion capsule must necessarily
produce a high-frequency cutoff in the measured spec-
trum. The reason is that a finite capsule size s blurs
the image of every point in the interaction region by
an angular blurring s/ri, and hence by a linear blur-
ring length s(rs − ri)/ri in the image. This corre-
sponds to a length scale in the interaction region of
λs = s(rs − ri)/ri × ri/rs = s(rs − ri)/rs. This is the
limit to which we may expect to resolve any structure in
the spectrum, which should therefore be expected to con-
tain a high-frequency cutoff at wavenumber ks = 2pi/λs.
Naturally, for this cutoff to be visible, it must occur
at wavenumbers k below the advent of the white noise
plateau discussed above.
VIII. ON THE NONLINEAR THEORY OF PROTON
RADIOGRAPHY
An important gap that remains in the analysis of pro-
ton radiographs is the ability to reconstruct the trans-
verse magnetic field in the nonlinear regime in a manner
analogous to the linear reconstruction discussed above.
From an experimental point of view, this is an important
gap to address, since radiographs of laser plasmas can
show evidence of nonlinear contrasts (see, for example,
Figure 6 of Park et al. 24). In these cases, the linear the-
ory can provide at best crude and approximate estimates
of field strength and morphology.
While we do not furnish here a finished theory – com-
plete with numerical verification – of nonlinear radiogra-
phy, we believe that we know enough about the features
of such a theory (as distinct from the caustic-based inter-
pretive theory of K2012) to be worth setting out in this
article.
The starting place is the nonlinear equation of intensity
at the screen. This equation, which replaces the linear
regime Equation (4), is given by Equation (6) of K2012,
which we write here as
Ψ
(
x(0) +w
)
× det
∣∣∣∣∂(x(0) +w)∂x(0)
∣∣∣∣ = ψ0. (58)
Here, as before, Ψ is the measured fluence on the ra-
diograph, ψ0 is the fluence that would be measured in
the absence of any deflection, x(0) is the location on the
screen where a proton would land in the absence of de-
flection, and w is the lateral deflection.
Now, even in the nonlinear regime, it remains the case
that w = −∇φ, as was discussed in §IV – this is essen-
tially a consequence of the irrotationality of the magnetic
field. If we define the function
ζ ≡ 1
2
|x(0)|2 − φ, (59)
then we may write Equation (58) in the following form:
Ψ (∇ζ)× det ∣∣D2ζ∣∣ = ψ0, (60)
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where D2ζ is the matrix of second derivatives of ζ, that
is [D2ζ]ij = ∂
2ζ/∂x
(0)
i ∂x
(0)
j .
As intractable as this equation appears at first
glance, it turns out to be an example of a very fa-
mous class of equations: it is the Monge-Ampe`re
equation, first discussed by the French mathematicians
Gaspard Monge (in 1784) and Andre´-Marie Ampe`re
(in 1820). It is an equation of central importance
in the subject of Monge-Kantorovich Optimal Mass
Transportation25, and it crops up in fields as diverse
as differential geometry26, meteorology27, cosmology28,
medical imaging29, economics30, and many others. For
this reason, the properties of this equation have been
studied in depth.
The equation arises in its archetypal form in optimal
transportation problems, wherein a fixed given distribu-
tion of mass in some space is to be mapped to a second
fixed distribution of mass, by means of a mapping on the
space that minimizes some cost function. In symbols (if
not in formal mathematics) the initial distribution µ0, a
measure on a space Ω, is to be mapped to a new, given
distribution µ1 on Ω by means of a “transport plan”, a
diffeomorphism y : Ω → Ω, so that µ1 and µ2 are re-
lated by the jacobian of y(x). Obviously, there are many
possible transportation plans that can effect the required
mapping, but the one of interest is the one that minimizes
a certain cost function.
Suppose that the distributions µ0, µ1 are described by
densities P1(x)dx, P2(x)dx, respectively. P1 and P2 are
related by
P2(y) det
∣∣∣∣∂y∂x
∣∣∣∣ = P1(x). (61)
If the cost function to be minimized is the Kantorovich-
Wasserstein L2 distance
d2(P1, P2,y) ≡
∫
Ω
dxP1(x)(y(x)− x)2, (62)
then it has been shown31,32 that the cost-minimizing dif-
feomorphism y(x) is the gradient of a convex function ζ,
that is,
y(x) = ∇ζ(x). (63)
Inserting Equation (63) in Equation (61), it then fol-
lows that ζ(x) is the solution of a Monge-Ampe`re equa-
tion. It has been further shown that this solution is
unique.
There is therefore a curious connection between the
nonlinear radiography reconstruction problem and the
optimal transportation problem. Whereas in the latter,
it is the case that the L2-cost minimizing optimal dif-
feomorphism is the gradient of the unique solution of the
Monge-Ampere equation, in the radiography problem, we
know that the mapping between the no-deflection fluence
distribution and the observed distribution is necessarily
the gradient of some function (by the irrotationality of
the magnetic field), and that therefore the unique solu-
tion of the Monge-Ampe`re equation (60) is the optimal
– by the L2 cost metric – transport plan between the
uniform fluence density ψ0 and the observed density Ψ.
In other words, in our current notation, given the cost
function
d2(Ψ, ψ0,w) = ψ0
∫
d2x |w(x)|2, (64)
optimal transportation theory tells us that minimizing
Equation (64) with respect to the set of deflections w(x)
that transform ψ0 to Ψ(x) leads to an irrotational vector
field w(x) = −∇φ(x), and hence to a solution of Equa-
tion (60).
This connection creates an opportunity. There are a
number of numerical algorithms in the literature29,33–35
that have been successfully used to solve the optimal
transportation problem with L2 cost in various contexts.
The successful application of any such algorithm to the
radiographic inversion problem would produce the lateral
deviations w, and hence, by Equation (16), the average
transverse magnetic field.
This discussion of the nonlinear inversion problem is
necessarily schematic, and is clearly more a description
of a possible research path than actual research in its
own right. The connection between nonlinear radiogra-
phy and optimal transportation theory seems to us to be
a valuable result, worth mentioning in print, and we hope
it will be helpful in stimulating further research on the
topic.
IX. DISCUSSION
We have shown in this work several new and interest-
ing results in the theory of proton radiography. First,
we have shown that in the linear contrast fluctuation
regime, proton radiographic images of magnetized (non-
electrified) plasmas are simply projective images of MHD
current. This fact, which was not previously recognized,
lends considerably more diagnostic power to the analysis
of such radiographs, which may be interpreted directly
in terms of the currents that they image. This is a much
more direct and less cumbersome analysis than that pro-
posed in K201219, wherein radiographs are interpreted
using stacks of blob-like field configurations chosen to
mimic structures observed in the image.
Secondly, we have shown that it is possible to recon-
struct the line-integrated transverse magnetic field, by
solving a steady-state diffusion equation with a source
and an inhomogenous diffusion coefficient that are both
functions of the the proton contrast image on the radio-
graph. Given an independent estimate of the interaction
region size li, this translates directly into estimates of the
transverse magnetic field, averaged over proton trajecto-
ries.
Thirdly, we have shown that proton-radiographic im-
ages of isotropic-homogeneous turbulent magnetic fields
can be straightforwardly analyzed to infer the field spec-
trum, which is obtainable from the Fourier transform of
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the two-point autocorrelation function of the image. The
average magnetic field energy density is also easily ob-
tainable from this kind of analysis.
Fourth, and perhaps most importantly, we have pro-
pounded a view of proton radiograph analysis that is
rather different from what has become a standard view,
to wit that structures on radiographs are explainable by
caustic formation, and that identification of such struc-
tures and their analysis in terms of caustics is necessary
to estimate magnetic structure from images. That view
became prevalent, we believe, because the direct relation
between radiographic structure and MHD current struc-
ture was not yet understood, and it was felt that the
explanation of sharply-defined structures on radiographs
could not be carried out merely in terms of presumably-
smooth magnetic fields. For this reason, appeal was made
to caustic properties of optical systems, to describe the
observed sharply-defined structures.
In the view described in this work, while caustics are
undoubtedly a possible feature of proton radiographic im-
ages, it is not generally necessary to focus on caustic
structure to interpret such images. As we have shown,
sharp current features such as filaments and sheets au-
tomatically result in analogous sharp structures on the
radiograph, whose presence may therefore not be the
result of caustic structure. At least in the linear con-
trast regime the transverse magnetic field is directly re-
coverable from the image (as is the energy spectrum, in
the case of homogenous-isotropic turbulence). Further-
more, we have suggested in §VIII an approach that may
allow field reconstruction even in the nonlinear regime.
Therefore, the approach of modeling various component
blobs and shocks and comparing their radiographic sig-
natures to observed structures seems less compelling. In
any event, from an aesthetic point of view, it seems to
us much more satisfactory to be able to interpret radio-
graphic images not as entangled products of the plasma
structure and the focusing properties of the proton opti-
cal system, but rather as the direct result of the plasma
structure alone.
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