The space of invariants of a tensor product of representations of SL(n) is provided with the basis parametrized by wave graphs introduced here especially for this purpose. The proof utilizes a game similar to Tetris, named here L-tris.
2-wave graphs are exactly the same graphs as were used for the description of SL (2) The corresponding invariants are
where σ 1 = (34) ∈ S 6 , σ 2 = (24)(35) ∈ S 6 .
Note that the choice (2) of the permutations σ i in (1), is not unique for the given wave graphs.
Multiplying σ i by (14)(25)(36), we obtain the same result.
For a wave graph G, denote t G the analogous tensor products of the basic wedge n-forms, see (10).
Theorem 1.
Tensors t G parametrized by all n-wave graphs with m vertices, form a basis in the space of SL(n)-invariants in V ⊗m .
The proof uses a game similar to Tetris, named here L-tris.
The main theorem
In this section we give all the necessary definitions and prove the main theorem.
Let f be a field of characteristic 0, and SL(n) -the group of n × n f -matrices with determinant 1, acting on n-dimensional linear f -space V with basis (x 1 , . . . , x n ) by the standard way.
Recall some fundamental facts about the representations of SL(n). The word representation will mean below a polynomial finite dimensional linear representation over f . Every representation of SL(n) is equivalent to a sum of irreducible representations. All classes of equivalence of the irreducible representations are parametrized by partitions of length < n. Denote L n the set of partitions of length < n, and denote ρ λ the irreducible representation corresponding to a partition λ ∈ L n . Then ρ 0 is a trivial representation of dimension 1 and ρ 1 is the standard representation in V mentioned above. To describe the decomposition of tensor products of irreducible representations,
we'll use Young diagrams.
For a moment, let us draw the Young diagrams rotated by 90
• counterclockwise. Then we can interpret a Young diagram of a partition of length < n as a Tetris position on a Tetris game field of width n, with non-increasing height of columns (looking from the left hand side to the right). Then
where |λ| denotes the weight (i. e. the sum of all parts) of a partition λ; τ (λ, m, n) = λ n Thus, we have a bijection between the set of standard tableaux of shape τ (λ, m, n) and the set of irreducible components of type ρ λ in the total decomposition of the left hand side of (4) according to (3).
Lemma 2. The subspace of SL(n)-invariants of V ⊗n is one-dimensional, and we can choose
as a basis element in that space.
Proof. For a ∈ SL(n),
It means that ω is invariant. By Lemma 1, the dimension of the space of invariants is equal to
Lemma 3. The dimension of the subspace of SL(n)-invariants of V ⊗m is nonzero iff m = kn for some integer k, in which case it equals
Proof. It follows from Lemma 1 that the dimension equals f n k . Using the hook length formula [1] , one obtains (7).
Definition 2. An n-wave graph is a graph with the vertices 1, 2, . . . , m, each connected component of which is a path of length n − 1, edges of which can be drawn in the book with n − 1 pages, i.
e. n − 1 copies of the upper half-plane, glued along R, such that the first edge of each connected component is drawn on the first page, the second edge -on the second page, and so on, without intersections.
Lemma 4. The number of n-wave graphs with m vertices is nonzero iff m = kn for some integer k, in which case it equals (7).
Proof. We'll construct a bijection between the set of standard rectangular tableaux of shape n k and the set of n-wave graphs with m = kn vertices. More precisely, we'll construct a bijections between each of the mentioned sets and the set of the lattice words of length m, containing equally k of each letter from the alphabeth A n = {1, 2, . . . , n}. A lattice word means that reading it from the beginning to any letter, one meets at least as many 1's as 2's, at least as many 2's as 3's and so on. we obtain a word α 1 . . . α 2k with all the necessary conditions. One can check, inductively, that the constructed mappings are mutually inverse. Thus, we got a bijection for the case n = 2.
In the general case, for n > 2, for each lattice word with equally k 1's, 2's, . . . , and n's; its subwords containing all of the two subsequent letters: 1 and 2, or 2 and 3, . . . , or n − 1 and n, are lattice words in two-letter alphabets with equally k copies of each letter. Drawing the outerplanar graph corresponding to the first subword on the first page, to the second subword-on the second page, and so on, with the numeration of vertices, coming from the original lattice word using n letters, we obtain a wave graph. Conversely, setting for each edge (i, j) lying on N -th page of a wave graph, where 1 ≤ N ≤ n − 1, with i < j, α i = N, α j = N + 1, we obtain a lattise word α 1 . . . α m having k 1's, k 2's, . . . , k n's. The constructed mappings are mutually inverse. Thus we constructed a bijection.
To complete the proof of the lemma, the same as for the proof of Lemma 3, one can use the hook length formula [1] .
Definition 3. For an n-wave graph G, denote O(G) the set of directed n-hypergraphs, the underlying wave graph of which is G. A directed n-hypergraph means a set of vertices V equipped with a set of directed n-edges, i. e. totally ordered subsets of n elements of V . For V = {1, 2, . . . , m}, the underlying wave graph is a simple graph with the set of vertices V , constructed from the given directed n-hypergraph by drawing for each of its edges (i 1 , . . . , i n ) a path (
where (j 1 , . . . , j n ) is such permutation of (i 1 , . . . , i n ) that j 1 < j 2 < · · · < j n and we draw each edge (j N , j N +1 ) on the N -th page of our book.
To define an element of O(G), we have to introduce a linear ordering on every connected component of G. Hence, the number of elements of O(G) is equal to (n!) k for a n-wave graph with m = kn vertices.
where x i (g) = x or i , and or i is the ordinal number of vertex i in the unique n-edge of g it belongs.
Also denote
where inv g is the number of inversions in g, i. e. the number of pairs of vertices i < j ordered in an opposite way in a directed n-edge of g.
Note that t G is equal to the tensor product of wedge products x 1 ∧ · · · ∧ x n corresponding to the connected components, i. e. waves, of G. In more detail, for a graph G with waves (1, 2, . . . , n), (n + 1, . . . , 2n), . . . , ((k − 1)n + 1, . . . , kn)
and for other n-wave graphs, t G can be obtained from (10) by corresponding permutation (not unique, in general). 
