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Abstract: This article presents a re-structuring of spatial econometric models in a linear 
mixed model framework. To that end, it proposes low rank spatial econometric models that 
are robust to the existence of noise (i.e., measurement error), and can enjoy fast parameter 
estimation and inference by Type II restricted likelihood maximization (empirical Bayes) 
techniques. The small sample properties of the proposed low rank spatial econometric 
models are examined using Monte Carlo simulation experiments; the results of these 
experiments confirm that direct effects and indirect effects à la LeSage and Pace (2009) can 
be estimated with a high degree of accuracy. Also, when data are noisy, estimators for 
coefficients in the proposed models have lower root mean squared errors compared to 
conventional specifications, despite them being low rank approximations. The proposed 
approach is implemented in an R package “spmoran.” 
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1. Introduction 
 Both spatial econometrics (e.g., LeSage and Pace, 2009; Kelejian and Piras, 2017) 
and geostatistics/spatial statistics (e.g., Cressie, 1993; Cressie and Wikle, 2011) offer useful 
toolboxes for spatial and spatiotemporal data modeling. The model specifications 
characterizing these two fields are quite different. Recent studies in geostatistics, including 
Cressie and Wikle (2011), advocate the following three-stage hierarchical specification of 
Berlinear (1996): 
 
- Data model  ∶ [ data | spatial process, data parameters]  
- Process model ∶ [ spatial process | process parameters]  
- Parameter model ∶ [ data parameters, process parameters]  
 
where the data model describes a data distribution conditional on the underlying process, the 
process model describes an underlying spatially dependent process, and the parameter model 
adds structures to a set of parameters. Geostatistical studies have shown the flexibility of 
this specification (e.g., Kang and Cressie, 2011; Banerjee et al., 2014).  
 In contrast, spatial econometric models typically assume that a spatial 
autocorrelation effect is present in a researcher’s data sample, rather than in the population 
from which the sample was drawn (see Manski, 1993). In other words, associations among 
observations (i.e., “data”) are modelled1 , and the distinction of Data model and Process 
model is not obvious compared to a geostatistical specification. For example, Arbia (2006) 
notes that the spatial lag model (SLM) (or spatial autoregressive response model), one of the 
popular model specifications in spatial econometrics, in which spatial autocorrelation within 
a response variable is modeled, is not consistent with random field theory. 
 Our aim in this article is to re-structure spatial econometric models in a linear mixed 
model framework, and explicitly distinguish the Data model and the Process model. By 
doing so, we try to make spatial econometric models more compatible with those used by 
statisticians working in geostatistics and/or other spatial statistical areas. Modelling within 
a linear mixed model framework allows natural dimension reduction of spatial econometric 
models. To that end, we propose low rank spatial econometric models that are robust to the 
existence of noise (i.e., measurement error), and can enjoy fast parameter estimation and 
                                                  
1 This specification has merit in terms of identification of different types of spatial effects (see Gibbons 
and Overman, 2012). 
inference by Type II restricted likelihood maximization (empirical Bayes) techniques. In 
geostatistics, low rank modeling is increasingly popular because of its computational 
efficiency, flexibility, and affinity with the hierarchical representation. Typical low rank 
approaches include fixed rank kriging (Cressie and Johanesson, 2008), predictive process 
modeling (Banerjee et al., 2008), and multiscale approximation (Nychka et al., 2015). 
However, approaches for low rank approximation of spatial econometric models are quite 
limited. One notable exception is Burden et al. (2015), who derived a low rank specification 
for the spatial error model (SEM) (also known as the simultaneous autoregressive model, in 
the spatial statistical literature). The difference between Burden et al. (2015) and our 
approach is that the latter is based on eigenvector spatial filtering (Griffith, 2003; Griffith 
and Chun, 2014), and it proposes not only a low rank SEM (LSEM), but also a low rank 
SLM (LSLM). In addition, we show that marginal effects, known as “direct effects” and 
“indirect effects” (LeSage and Pace, 2009), can naturally be defined and accurately 
calculated. Then, the small sample properties of the proposed low rank spatial econometric 
models are examined using Monte Carlo simulation experiments; the results of these 
experiments confirm that when data are noisy, coefficient estimators in the proposed models 
have lower root mean squared errors (RMSE) compared to conventional specifications, 
despite their being low rank approximations. 
The subsequent sections of this paper are organized as follows. Section 2 introduces 
the standard spatial econometric modeling approach. Section 3 develops the low rank spatial 
econometric model, accompanied by an explanation of its parameter estimation procedure. 
Section 4 compares the performance of conventional and our proposed low rank mixed 
model specifications using Monte Carlo simulation experiments. Finally, Section 5 
concludes our paper. 
 
2. Standard spatial econometric models 
Spatial econometric models are autoregressive in nature, tend to be based upon the 
auto-normal specification, frequently have their parameters estimated with maximum 
likelihood techniques, and involve matrix inversions that generate direct and indirect effects. 
Meanwhile, the issue of dimensionality refers to the number of observations, N. As N 
increases, the computational cost for the inversions increases rapidly. Low rank approach 
reduces the cost by approximating the (full rank) matrix being inverted by a rank L (< N), or 
low rank, matrix, which allows for estimating parameters computationally efficiently. This 
section introduces standard spatial econometric models, and the subsequent section applies 
a lank reduction to these models. 
 
2.1. Model specification 
The SLM and the SEM are basic spatial econometric models formulated as follows 
(see Cliff and Ord, 1981; Upton and Fingleton, 1985; Anselin, 1988): 
𝐲 = 𝐗𝛃 + 𝐞     𝐞 = 𝜑𝐖𝐞 + 𝛆       𝛆~𝑁(𝟎, 𝜎2𝐈), (1) 
𝐲 = 𝜌𝐖𝐲 + 𝐗𝛃 + 𝛆            𝛆~𝑁(𝟎, 𝜎2𝐈), (2) 
where y is a vector of response variables (N × 1), X is a matrix of covariates (N × K), β is a 
vector of regression coefficients (K × 1), 𝜎2 is a variance parameter, and I is an N × N 
identity matrix. W is an N × N matrix describing spatial connectivity among sites on which 
sample values locate. It is usually given by a row-standardized matrix calculated from a 
symmetric proximity matrix W0 with zero diagonals. Alternatively, W can be given by a 
symmetric matrix (see Elhorst, 2014), which is the version we will employ later. For example, 
W0 may be given by a rook-type proximity matrix whose (i, j)-th element equals 1 if these 
two samples are adjacent, and 0 otherwise. 𝜑 and ρ are parameters quantifying the strength 
of spatial dependence in y or e, respectively. Positive spatial dependence exists if these 
parameters are positive and significant, whereas negative dependence exists if they are 
negative and significant. The spatial dependence parameters take a value in the interval 
(1/λmin, 1/λmax) = (1/λmin, 1), where λmax and λmin are the maximum and the minimum 
eigenvalues of matrix 𝐖. 
The SAC model and the spatial Durbin model (SDM) are other popular 
specifications in spatial econometrics. The SAC model, which combines the SEM and the 
SLM, is formulated as 
𝐲 = 𝜌𝐖𝐲 + 𝐗𝛃 + 𝐞       𝐞 = 𝜑𝐖𝐞 + 𝛆             𝛆~𝑁(𝟎, 𝜎2𝐈). (3) 
This model is useful to estimate direct and indirect effects in the presence of residual spatial 
dependence (see Elhorst, 2014). The SDM is formulated as 
𝐲 = 𝜌𝐖𝐲 + 𝐗𝛃 + 𝐖𝐗𝐪 + 𝐞             𝛆~𝑁(𝟎, 𝜎2𝐈), (4) 
where 𝐪 is a vector of coefficients. The 𝐖𝐗𝐪 term captures local spill-overs from X while 
the 𝜌𝐖𝐲 term captures global spill-over effects (see Elhorst, 2009; Seya et al., 2012). 
These spatial econometric models are widely used, especially in the social sciences. 
See Anselin (2010) about the history of spatial econometrics. 
 2.2. Maximum likelihood (ML) estimation 
Spatial dependence parameters in Eqs. (1) – (4) are estimated by, for example, 
maximizing their log-likelihood functions, which are specified as follows: 
log 𝑝(𝐲|𝛉) = 𝑐𝑜𝑛𝑠𝑡. −
𝑁
2
𝑙𝑜𝑔 [
1
𝑁
?̂?′𝐙′𝐙?̂?] + 𝑙𝑜𝑔|𝐙|, (5) 
where 𝛉 is a set of spatial dependence parameters (see Table 1), Z is a N × N matrix 
describing spatial interactions, and ?̂? is a N × 1 vector of residuals. Table 1 summarizes 
definitions 𝛉, Z, and ?̂? for SLM, SEM, SAC, and SDM. For all models, the determinant 
|Z| and the inverse Z–1 must be evaluated, and its computational complexities are O(N3), 
which is intractable for large samples. An objective of this study is to establish how to reduce 
computational costs here. For existing computationally efficient likelihood approximations, 
see Smirnov and Anselin (2001), Griffith (2004; 2015), and LeSage and Pace (2009). 
 
[Table 1 around here] 
 
2.3. Direct effects and indirect effects 
The spatial econometric literature reveals that in the SLM, the SDM, or the SAC 
model, parameter 𝛃 itself is not easy to interpret because it is confounded by the term 
𝜌𝐖𝐲. Hence the direct effects (DE), 𝜕𝑦𝑖 𝜕𝑥𝑖,𝑘⁄ , and indirect effects (IE), 𝜕𝑦𝑗 𝜕𝑥𝑖,𝑘⁄ , where 
xi,k is the i-th element of the k-th covariate, and yi is the i-th element of y, are used to 
understand marginal effects. DE quantifies the impact of a unit change of xi,k on the i-th 
sample, while IE quantifies the impact of the change on neighboring samples; i.e., IE 
quantities spatial spill-over effects. DE and IE for SLM/SDM/SAC have N and N(N - 1) 
realizations, respectively. As a summary measure, their averaged values are usually used. 
The average DE is defined by DEk = 
1
𝑁
∑
𝜕𝑦𝑖
𝜕𝑥𝑖,𝑘
𝑁
𝑖=1 , whereas the average IE is defined by IEk 
= 
1
𝑁
∑ ∑
𝜕𝑦𝑗
𝜕𝑥𝑖,𝑘
𝑖≠𝑗𝑗  (Table 2). For further details about DE and IE, see LeSage and Pace (2009). 
 
[Table 2 around here] 
 
3. Low rank spatial econometric models 
In this section, we propose low rank spatial econometric models. The first, sub-
section 3.1 formulates low rank spatial econometric models. Sub-section 3.2 introduces a 
Type II restricted likelihood (empirical Bayes) approach to estimate the parameters of these 
models in a computationally fast manner. Finally, the merit of our proposed model compared 
to a standard specification is discussed in sub-section 3.6. 
 
3.1. Low rank approximations 
Let us define the W matrix as 
1
𝜆𝑚𝑎𝑥
𝐖(0) , where 𝐖(0) is a symmetric spatial 
proximity matrix with zero diagonal entries, and 𝜆𝑚𝑎𝑥 is the maximum eigenvalue. Then, 
the (𝐈 − 𝜑𝐖)−1 matrix may be rewritten as follows: 
    (𝐈 − 𝜑𝐖)−1 = (𝐄∗𝐄∗′ − 𝜑𝐄∗𝚲∗𝐄∗′)
−1 = [𝐄∗(𝐈𝐿 − 𝜑𝚲∗)𝐄∗
′]−1
≈ 𝐄∗(𝐈𝐿 − 𝜑𝚲∗)
−1𝐄∗
′, 
(6) 
where 𝐈𝐿 is an 𝐿 × 𝐿 identity matrix, 𝐄∗ is a matrix containing all of the N eigenvectors, 
and 𝚲∗ is a diagonal matrix whose entries are the N eigenvalues, with the eigenvalue and 
eigenvector entries in the same order. Eq. (6) suggests that (𝐈 − 𝜑𝐖)−1 = 𝐄∗(𝐈𝐿 −
𝜑𝚲∗)
−1𝐄∗
′ can be approximated by 𝐄(𝐈𝐿 − 𝜑𝚲)
−1𝐄′, where E is a N × L matrix of L (≤ 
N) eigenvectors, and Λ is an L × L diagonal matrix of the corresponding L eigenvalues. The 
eigenpairs in E and Λ are assumed to be arranged in descending order. The l-th eigenvalue 
is denoted by 𝜆𝑙 , where 𝑙 ∈ {1, ⋯ 𝐿} . The eigenvalues of 𝐖 =
1
𝜆𝑚𝑎𝑥
𝐖(0) take a value 
between 1 (= 
𝜆𝑚𝑎𝑥
𝜆𝑚𝑎𝑥
) and 
𝜆𝑚𝑖𝑛
𝜆𝑚𝑎𝑥
, where 𝜆𝑚𝑖𝑛(= 𝜆𝐿) is the minimum eigenvalue of matrix W0. 
Accordingly, 𝜑  is restricted to take a value between 1 and 
𝜆𝑚𝑖𝑛
𝜆𝑚𝑎𝑥
 , just like for the 
conventional spatial econometric models. 
Using this preceding expression, the SEM, Eq. (1) is readily approximated as 
follows: 
𝐲 = 𝐗𝛃 + (𝐈 − 𝜑𝐖)−1𝛆 ≈ 𝐗𝛃 + 𝐄(𝐈𝐿 − 𝜑𝚲)
−1𝐄′𝛆, 
= 𝐗𝛃 + 𝐄𝛄         𝛄~𝑁(𝟎, 𝜎2(𝐈𝐿 − 𝜑𝚲)
−2), 
(7) 
where the first term represents the trend, and the second term represents spatially dependent 
errors. An interesting finding is that Eq. (7) does not have an independent error process, 
which is useful to capture data noise. Given that the existence of an independent error 
process is a premise in geostatistical modeling, this specification weakness might be a crucial 
flaw in spatial econometric modeling. 
The SLM, Eq. (2), can be approximated by replacing (𝐈 − 𝜌𝐖)−1  with 
𝐄(𝐈𝐿 − 𝜆𝚲)
−1𝐄′ as follows: 
𝐲 = (𝐈 − 𝜌𝐖)−1𝐗𝛃 + (𝐈 − 𝜌𝐖)−1𝛆  
       ≈ 𝐄(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗𝛃 + 𝐄(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝛆. 
(8) 
Unfortunately, this specification has a severe disadvantage in that the basic linear regression 
model (LM) is no longer a special case of Eq. (8). Specifically, when ρ = 0, 
𝐄(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗𝛃 = 𝐄𝐄′𝐗𝛃 ≠ 𝐗𝛃  because 𝐄𝐄′ ≠ 𝐈  after the rank reduction while 
𝐄′𝐄 = 𝐈𝐿. Our preliminary analysis demonstrates that Eq. (8) tends to have lower model 
accuracy than the basic linear model due to this property. 
 To overcome this difficulty, we expand the SLM following Tiefelsdorf and Griffith 
(2007) as follows: 
  𝐲 = (𝐈 − 𝜌𝐖)−1𝐗𝛃 + (𝐈 − 𝜌𝐖)−1𝛆 
= (𝐈 + 𝜌𝐖 + 𝜌2𝐖2 + ⋯ )𝐗𝛃 + (𝐈 − 𝜌𝐖)−1𝛆 
= 𝐗𝛃 + 𝜌𝐖(𝐈 + 𝜌𝐖 + 𝜌2𝐖2 + ⋯ )𝐗𝛃 + (𝐈 − 𝜌𝐖)−1𝛆 
= 𝐗𝛃 + 𝜌𝐖(𝐈 − 𝜌𝐖)−1𝐗𝛃 + (𝐈 − 𝜌𝐖)−1𝛆. 
(9) 
After this expansion, the SLM has the following low rank representation: 
𝐲 = 𝐗𝛃 + 𝜌𝐄𝚲𝐄′𝐄(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗𝛃 + 𝐄(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝛆, 
= 𝐗𝛃 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗𝛃 + 𝐄𝛄,      𝛄~𝑁(𝟎, 𝜎2(𝐈𝐿 − 𝜌𝚲)
−2),   
(10) 
where the first term, 𝐗𝛃 , measures the direct impact, the second term, 𝜌𝐄𝚲(𝐈𝐿 −
𝜌𝚲)−1𝐄′𝐗𝛃 = 𝜌𝐄𝚲𝐄′𝐄(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗𝛃 ≈ 𝜌𝐖(𝐈 − 𝜌𝐖)−1𝐗𝛃 , measures the indirect 
spillover effects, and the third term, 𝐄𝛄, represents spatially autocorrelated errors. Unlike 
Eq. (8), Eq. (10) becomes the basic LM if 𝜌 = 0. Yet, an independent noise process is absent 
from Eq. (8). Eq. (10) shows that, as suggested by Arbia (2006), the SLM does not have a 
representation as a pure spatial process, but has a representation as the sum of a spatial 
process term, 𝐄𝛄 , where 𝛄 is a vector of random coefficients appearing in Eq.(10), and a 
deterministic term, 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗𝛃, accounting for the spill-overs from X. 
 The SDM can be approximated in the same way by replacing 𝐗𝛃 in Eq. (9) with 
𝐗𝛃 + 𝐖𝐗𝛄. The approximate SDM is obtained as follows: 
𝐲 = 𝐗𝛃 + 𝐖𝐗𝐪 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′(𝐗𝛃 + 𝐖𝐗𝐪) + 𝐄𝛄, 
𝛄~𝑁(𝟎, 𝜎2(𝐈𝐿 − 𝜌𝚲)
−2). 
(11) 
We do not assume any rank reduction for the W matrix in WX. This is because the 
computational burden for WX is very small, even without rank reduction. 
The SAC is approximated in the similar way to that for the SLM. Expanding SAC 
as  
𝐲 = (𝐈 − 𝜌𝐖)−1𝐗𝛃 + (𝐈 − 𝜌𝐖)−1(𝐈 − 𝜆𝐖)−1𝛆  
= (𝐈 + 𝜌𝐖 + 𝜌2𝐖2 + ⋯ )𝐗𝛃 + (𝐈 − 𝜌𝐖)−1(𝐈 − 𝜆𝐖)−1𝛆 
= 𝐗𝛃 + 𝜌𝐖(𝐈 + 𝜌𝐖 + 𝜌2𝐖2 + ⋯ )𝐗𝛃
+ (𝐈 − 𝜌𝐖)−1(𝐈 − 𝜆𝐖)−1𝛆 
= 𝐗𝛃 + 𝜌𝐖(𝐈 − 𝜌𝐖)−1𝐗𝛃 + (𝐈 − 𝜌𝐖)−1(𝐈 − 𝜆𝐖)−1𝛆 
(12) 
allows Eq. (12) to be approximated just like the SLM: 
𝐲 = 𝐗𝛃 + 𝜌𝐄𝚲𝐄′𝐄(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗𝛃 + 𝐄(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐄(𝐈𝐿 − 𝜆𝚲)
−1𝐄′𝛆, 
= 𝐗𝛃 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗𝛃 + 𝐄𝛄,      𝛄~𝑁(𝟎, 𝜎2(𝐈𝐿 − 𝜌𝚲)
−2(𝐈𝐿 − 𝜆𝚲)
−2).   
(13) 
This section shows that the SEM, SLM, SDM, and SAC have low rank 
representations. At the same time, these results highlight that these models do not assume 
independent noise process in y. Unfortunately, this assumption is unsuitable for noisy data, 
such as remotely sensed images, small area data (e.g., district-level socio-
economic/demographic data), and smart sensor data (e.g., electricity usage) that are now 
becoming available (see Arbia et al., 2016). 
 
3.2. Low rank spatial econometric models 
To include a white noise process, we introduce a data model, which is usually 
assumed in geostatistics (see Section 1). Our data model is specified as 
𝐲 = 𝛽1𝟏 + 𝐳 + 𝐮,                   𝐮~𝑁(𝟎, 𝜏
2𝐈), (14) 
where u is a white noise process with variance τ2, which often is called a nugget parameter 
in geostatistics. Note that Bivand et al. (2015) also introduce a white noise process into (full 
rank) spatial econometric models to estimate the model in an integrated nested Laplace 
approximation framework. 𝛽1 represents an intercept, and 1 is a N-by-1 vector of ones. An 
intercept is included in the data model because it increases identifiability (see the subsequent 
discussion).  
This study specifies the process z, which can be considered as a vector of de-noised 
observations, by a spatial econometric model without an intercept term. The low rank SEM 
(LSEM) is defined by substituting Eq. (7), which approximates the SEM, into z as follows: 
𝐲 = 𝐗𝛃 + 𝐄𝛄 + 𝐮,         𝛄~𝑁(𝟎, 𝜎2(𝐈𝐿 − 𝜑𝚲)
−2),           𝐮~𝑁(𝟎, 𝜏2𝐈).  (15) 
where (𝐈𝐿 − 𝜑𝚲)
−2 is a diagonal matrix whose l-th entry equals 1 (1 − 𝜑𝜆𝑙)
2⁄ . If 𝜑 is 
large (i.e., near 1), the diagonal elements corresponding to large eigenvalues are considerably 
greater than the diagonal elements corresponding to small eigenvalues. As a result, the 
coefficients corresponding to principal eigenvectors, which explain large-scale map patterns, 
become large. As a result, the error process has a large-scale map pattern. By contrast, as φ 
approaches zero, the decay becomes slow, and the resulting process has small-scale pattern. 
A notable difference with the original SEM is that the error process disappears not when 𝜑 
= 0, but when σ2 = 0. In other words, 𝜑 in the LSEM is purely a scale parameter, and σ2 is 
an intensity parameter. The parameters {𝜑, σ2, 𝜏2} correspond to the range, partial-sill, and 
nugget parameters in geostatistics. 
The low rank SLM (LSLM) is specified by substituting Eq. (10), with an intercept 
of zero, into z, as 
𝐲 = 𝛽1𝟏 + [𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′]𝐗−1𝛃−1 + 𝐄𝛄 + 𝐮 
𝛄~𝑁(𝟎, 𝜎2(𝐈𝐿 − 𝜌𝚲)
−2),           𝐮~𝑁(𝟎, 𝜏2𝐈), 
(16) 
where 𝐗 = [𝟏, 𝐗−1]  and 𝛃 = [𝛽1, 𝛃′−1]′ . Note that the model may be defined as 𝐲 =
[𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′]𝐗𝛃 + 𝐄𝛄 + 𝐮 , hhich is more consistent hith the standard SLM. 
Hohever, our preliminary analysis shohs that, in this specification, 𝛽1𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝟏 
in the first term and 𝐄𝛄 tend to be collinear, and the identification of the true intercept value 
becomes difficult.2 Therefore, he define the data model as Eq. (14), and the LSLM as Eq. 
(16). While the standard SLM captures spatial interactions among observations (see Manski, 
1993), the LSLM captures the interactions among denoised observations z, using the term 
[𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′]𝐗−1𝛃−1 + 𝐄𝛄 to approximate (𝐈 − 𝜌𝐖)
−1(𝐗−1𝛃−1 + 𝛆) = (𝐈 −
𝜌𝐖)−1𝐳. Bivand et al. (2015) introduce a similar SLM specification. 
The low rank SDM (LSDM) is obtained in the same way as the LSLM: 
𝐲 = 𝛽1𝟏 + [𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′](𝐗−1𝛃−1 + 𝐖𝐗−1𝐪−1) + 𝐄𝛄 + 𝐮 
𝛄~𝑁(𝟎, 𝜎2(𝐈𝐿 − 𝜌𝚲)
−2),           𝐮~𝑁(𝟎, 𝜏2𝐈), 
(17) 
where 𝐪 = [𝑞1, 𝐪′−1]′. 
Finally, the low rank SAC (LSAC) is defined as 
𝐲 = 𝛽1𝟏 + [𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′]𝐗−1𝛃−1 + 𝐄𝛄 + 𝐮  
𝛄~𝑁(𝟎, 𝜎2(𝐈𝐿 − 𝜌𝚲)
−2(𝐈𝐿 − 𝜑𝚲)
−2),            𝐮~𝑁(𝟎, 𝜏2𝐈). 
(18) 
Given Eq. (14), the three models include a white noise process, u; they are more 
suitable for noisy data than are the classical SEM, SLM, SDM, and SAC specifications. 
Besides, the low rank models have hierarchical representations as summarized in Table 3. In 
                                                  
2 This might be the reason why the intercept of the classic SLM often takes a singular value. 
other words, the low rank models are expressed as 𝑝(𝐲|𝐳)𝑝(𝐳|𝛄)𝑝(𝛄) = [data | spatial 
process][spatial process | parameter][parameter], which typically is assumed in recent 
geostatistical studies. 
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One issue concerns how to select the number of eigenvectors, L. A large L decreases 
model errors, but increases model complexity that can lead to overfitting. Thus, L must be 
selected to balance the accuracy and complexity of the model. L can be given by the number 
of eigen-pairs satisfying |λl /λmax| > t, where t is a threshold value. Following Griffith (2003), 
this threshold can be 0.25, 0.50, or 0.75. Alternatively, L can be determined adaptively, 
considering the data size and the computing environment. This is because a large L increases 
computational cost. Based on the simulation experiment in Section 4, 𝐿 ≥ 200 is desirable.  
Because [𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′]  approximates (𝐈 − 𝜌𝐖)−1 , the direct and 
indirect effects (see Table 2) for the LSLM and LSAC can be approximated by the diagonal 
and off-diagonal elements of [𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′]?̂?−1 , respectively. 𝐷𝐸𝑘  may be 
defined as follows: 
𝐷𝐸𝑘 =
1
𝑁
𝑇𝑟[𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′]?̂?𝑘 
=
1
𝑁
∑[1 + 𝜌?̃?′𝑖𝚲(𝐈𝐿 − 𝜌𝚲)
−1?̃?𝑖]?̂?𝑘
𝑁
𝑖=1
, 
(19) 
where ?̃?𝑖 is the i-th row of E. 𝑇𝑟[𝐁] returns the trace of the matrix B. In contrast, 𝐼𝐸𝑘 
may be defined as follows: 
𝐼𝐸𝑘 =
1
𝑁
𝟏′[𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′]𝟏?̂?𝑘 − 𝐷𝐸𝑘 
= ?̂?𝑘 + ?̂?𝑘
𝜌
𝑁
𝟏′𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝟏 − 𝐷𝐸𝑘 
(20) 
A notable feature of this specification is that it does not need to store a N × N matrix. 
 In the case of the LSDM, DEk and IEk may be defined as 
𝐷𝐸𝑘 =
1
𝑁
𝑇𝑟[(𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′)(?̂?𝑘𝐈 + ?̂?𝑘𝐖)], 
=
1
𝑁
∑[1 + 𝜌?̃?′𝑖𝚲(𝐈𝐿 − 𝜌𝚲)
−1?̃?𝑖]?̂?𝑘
𝑁
𝑖=1
+
1
𝑁
∑[𝜌?̃?′𝑖𝚲(𝐈𝐿 − 𝜌𝚲)
−1?̃?𝑖
(𝐖)]?̂?𝑘
𝑁
𝑖=1
, 
(21) 
𝐼𝐸𝑘 =
1
𝑁
𝟏′[𝐈 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′](𝟏?̂?𝑘 + 𝐖𝟏?̂?𝑘) − 𝐷𝐸𝑘 , 
= ?̂?𝑘 +
𝜌
𝑁
𝟏′𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′(𝟏?̂?𝑘 + 𝐖𝟏?̂?𝑘) +
𝟏′𝐖𝟏
𝑁
?̂?𝑘 − 𝐷𝐸𝑘 , 
(22) 
where ?̃?𝑖
(𝐖)
 is the i-th row of the WE matrix. 
 
3.3. Parameter estimation 
Spatial econometric models typically are estimated by maximizing the likelihood 
𝑝(𝐲|𝛉), which involves a determinant evaluation and an inversion of Z, both of which have 
complexy of O(N3), where 𝛉  represents spatial dependence parameters, and Z equals 
(𝐈𝐿 − 𝜌𝚲)
−2 for the SLM (see Table 1). However, here we maximize the Type II (empirical 
Bayes/h-) likelihood, which in our case is formulated as 𝑝(𝐲|𝛄, 𝛉)𝑝(𝛄|𝛉) because it is more 
consistent with our hierarchical representation, and, more importantly, it allows us to 
estimate parameters in a more computationally efficient manner. 
Before this estimation, we rewrite the low rank models as follows: 
𝐲 = 𝐗𝛉𝛃 + 𝐄𝚺𝛉𝐯 + 𝐮          𝐯~𝑁(𝟎, 𝜏
2𝐈𝐿)         𝐮~𝑁(𝟎, 𝜏
2𝐈), (23) 
where 𝚺𝛉𝐯 = 𝛄; 𝐗𝛉 and 𝚺𝛉 are summarized in Table 4. 
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Eq. (23) is identical to the linear mixed effects (LME) model (e.g., Bates, 2010) 
Two types of likelihood are available. The Type I likelihood, 𝑙1(𝐲), is evaluated using the 
probability density function (PDF) of 𝐲~𝑁(𝐗𝛉𝛃, 𝜏
2𝐄𝚺𝛉
2𝐄′ + 𝜏2𝐈), which is identical to Eq. 
(23). The Type II likelihood is defined by 𝑙2(𝐲) = ∫ 𝑝(𝐲|𝐯)𝑝(𝐯) 𝒅𝐯 , where 𝑝(𝐲|𝐯) and 
𝑝(𝐯) are PDFs for 𝐲~𝑁(𝐗𝛉𝛃 + 𝐄𝚺𝛉𝐯, 𝜏
2𝐈) and 𝐯~𝑁(𝟎, 𝜏2𝐈𝐿), respectively (e.g., Bates, 
2010). Mainly for small area estimation, Salvati (2004), Pratesi and Salvati (2009), among 
others, have estimated LME models with (full rank) spatially dependent errors using Type I 
likelihood maximization. To the best of the authors’ knowledge, Type II likelihood 
maximization has never been used in spatial econometric modeling. However, based on 
Pinheiro and Bates (2000), the second specification is computationally more efficient. 
Besides, because Type II likelihood maximization is identical to empirical Bayesian 
estimation, it is readily extended to a wider class of Bayesian spatial models. We prefer the 
Type II approach. 
We maximize the Type II restricted log-likelihood, 𝑙𝑜𝑔𝑙𝑖𝑘𝑅(𝛉) , following 
Murakami and Griffith (2015; 2018a), who estimate a random effects ESF model. The 
estimation procedure is as follows: 
(i) 𝛉 is estimated by numerically maximizing Eq.(24) with plugins of Eqs. (25) and 
(26), 
(ii) {?̂?, ?̂?} are estimated by Eq. (26), 
(iii) ?̂?2 is estimated using Eq. (27). 
𝑙𝑜𝑔𝑙𝑖𝑘𝑅(𝛉) = −
1
2
𝑙𝑛 |[
𝐗′𝛉𝐗𝛉 𝐗′𝛉𝐄𝚺𝛉
𝚺𝛉𝐄′𝐗𝛉 𝚺𝛉
−2 + 𝐈𝐿
]|  −
𝑁 − 𝐾
2
(1 + 𝑙𝑛 (
2𝜋𝑑(𝛉)
𝑁 − 𝐾
)), (24) 
𝒅(𝛉) = (𝐲 − 𝐗𝛉?̂? − 𝐄𝚺𝛉?̂?)′(𝐲 − 𝐗𝛉?̂? − 𝐄𝚺𝛉?̂?) + ?̂?′?̂? (25) 
[?̂?
?̂?
] = [
𝐗′𝛉𝐗𝛉 𝐗′𝛉𝐄𝚺𝛉
𝚺𝛉𝐄′𝐗𝛉 𝚺𝛉
2 + 𝐈𝐿
]
−1
[
𝐗′𝛉𝐲
𝚺𝛉𝐄′𝐲
] (26) 
?̂?2 =
1
𝑁 − 𝐾
(𝐲 − 𝐗𝛉𝛃 − 𝐄𝚺𝛉𝐯)′(𝐲 − 𝐗𝛉𝛃 − 𝐄𝚺𝛉𝐯) (27) 
Eq. (25) balances accuracy and complexity of a model. For further detail about this 
estimation approach, see Bates (2010) and Murakami and Griffith (2015). 
 The variance-covariance matrix for the estimated coefficients is given by 
𝑉𝑎𝑟 [?̂?
?̂?
] = ?̂?2 [
𝐗′𝛉𝐗𝛉 𝐗′𝛉𝐄𝚺𝛉
𝚺𝛉𝐄′𝐗𝛉 𝚺𝛉
2 + 𝐈𝐿
]
−1
. (28) 
The diagonal entries are useful to evaluate the statistical significance of the estimated 
coefficients. 
 
3.4. Bootstrapping 
This section introduces a parametric bootstrap that estimates confidence intervals 
for the spatial dependence parameters (see Table 1), DEk and IEk. Because Eq. (23) is 
identical to the usual LME model, bootstrapping for the standard LME model already is 
available. The procedure may be summarized as follows: 
(i) 𝐯~𝑁(𝟎, ?̂?2𝐈𝐿) and 𝐮~𝑁(𝟎, ?̂?
2𝐈) are randomly sampled; 
(ii) 𝐲∗ = 𝐗?̂??̂? + 𝐄𝚺?̂?𝐯 + 𝐮 is calculated; 
(iii) Parameters and direct/indirect effects are estimated by applying the restricted log-
likelihood maximization (REML), which we introduced in Section 3.3, to a low 
rank spatial econometric model whose y is replaced with 𝐲∗; 
(iv) Steps (i) to (iv) are iterated m times. 
 
3.5. Fast computations 
Our model estimation involves an eigen-decomposition, parameter estimation, and 
bootstrapping. Unfortunately, all of these tasks can be time consuming for large samples. 
This section explains, in the subsequent three subsections, strategies for reducing the 
computational costs for these three tasks. 
 
3.5.1. Fast eigen-decomposition 
The eigen-decomposition, whose computational complexity equals O(N3), is 
prohibitive for large samples. For a sparse matrix W, the ARPACK 
(https://www.caam.rice.edu/software/ARPACK/) or other fast eigen-decomposition routines 
are useful to reduce computational burden (see Griffith, 2000). For a dense W, the Nyström 
approximation (Drineas and Mahoney, 2005) or other eigen-approximations, which appear 
in the machine learning literature for eigen-decomposition of kernel matrices, are useful. 
 
3.5.2. Fast parameter estimation 
A key feature of our specification is that matrices and vectors whose sizes depend 
on N can be eliminated before executing estimation and bootstrapping. Although we consider 
the LSEM as an example, similar approaches are available for the LSLM, LSDM, and LSAC 
(see Appendix.1). The restricted log-likelihood (Eqs. (24)-(26)) for the LSEM can be 
rewritten as follows: 
𝑙𝑜𝑔𝑙𝑖𝑘𝑅(𝛉) = −
1
2
𝑙𝑛 |[
𝐌𝑋𝑋 𝐌𝐸𝑋𝚺𝛉
𝚺𝛉𝐌′𝐸𝑋 𝚺𝛉
2 + 𝐈𝐿
]| −
𝑁 − 𝐾
2
(1 + 𝑙𝑜𝑔 (
2𝜋𝑑(𝛉)
𝑁 − 𝐾
)), (29) 
𝒅(𝛉) = 𝑚𝑦𝑦 − 2[?̂?′, ?̂?′] [
𝐦𝑋𝑦
𝚺𝛉𝐦𝐸𝑦
] + [?̂?′, ?̂?′] [
𝐌𝑋𝑋 𝐌𝐸𝑋𝚺𝛉
𝚺𝛉𝐌′𝐸𝑋 𝚺𝛉
2 ] [
?̂?
?̂?
] + ?̂?′?̂?, (30) 
               [?̂?
?̂?
] = [
𝐌𝑋𝑋 𝐌𝐸𝑋𝚺𝛉
𝚺𝛉𝐌′𝐸𝑋 𝚺𝛉
2 + 𝐈𝐿
]
−1
[
𝐦𝑋𝑦
𝚺𝛉𝐦𝐸𝑦
], (31) 
where 𝐌𝑋𝑋 = 𝐗′𝐗 , 𝐌𝐸𝑋 = 𝐄′𝐗 , 𝐦𝑋𝑦 = 𝐗′𝐲 , 𝐦𝐸𝑦 = 𝐄′𝐲 , and 𝑚𝑦𝑦 = 𝐲′𝐲 . Interestingly, 
Eqs. (29) – (31) do not include any matrix or vector with a dimension depending on N. The 
computationally demanding parts in the 𝑙𝑜𝑔𝑙𝑖𝑘𝑅(𝛉) expression are the inverse and the 
determinant evaluation of the [
𝐌𝑋𝑋 𝐌𝐸𝑋𝚺𝛉
𝚺𝛉𝐌′𝐸𝑋 𝚺𝛉
2 + 𝐈𝐿
] matrix. Both of these operations have 
complexities of O((K+L)3). Thus, if only the five inner products are evaluated a priori, the 
computational cost for the numerical maximization of the likelihood function is quite small, 
and independent of the sample size N. Murakami and Seya (2017) apply the same idea to a 
spatial unconditional quantile regression, whereas Murakami and Griffith (2018b) apply it 
to a spatially varying coefficients model for large samples. 
 
3.5.3. Fast bootstrapping 
 The bootstrap method also can be accelerated by employing a similar idea. In the 
case of the LSEM, X and E are unchanged across iterations. In other words, the only 
elements we need to calculate in each iteration are 𝐦𝑋𝑦 = 𝐗′𝐲, 𝐦𝐸𝑦 = 𝐄′𝐲, and 𝑚𝑦𝑦 =
𝐲′𝐲. Fortunately, their total number of operations is only (K + L + 1)N. The computational 
cost is quite small even for large samples. The same approach is available for the LSLM, 
LSDM, and LSAC (see Appendix.1). 
 Finally, to estimate the standard errors for DEk and IEk, which are required to 
evaluate their statistical significances, we need to evaluate these two quantities in each 
iteration. With regard to DEk, Eq. (19) must be calculated repeatedly for the LSLM/LSAC 
ratio, while Eq. (21) must be calculated repeatedly for the LSDM. During these calculations, 
?̃?′𝑖𝚲(𝐈𝐿 − 𝜌𝚲)
−1?̃?𝑖  and ?̃?′𝑖𝚲(𝐈𝐿 − 𝜌𝚲)
−1?̃?𝑖
(𝐖)
  (only for LSDM) must be evaluated 
repeatedly. Fortunately, because 𝚲(𝐈𝐿 − 𝜌𝚲)
−1 is a diagonal matrix, and ?̃?𝑖 and ?̃?𝑖
(𝐖)
 are 
short vectors (L × 1), the computational costs of these computations are trivial. 
For the LSLM and LSAC, the cost for IEk is also trivial after 𝐦1𝐸 = 𝟏′𝐄  is 
evaluated. Given 𝐦1𝐸, IEk yields 
𝐼𝐸𝑘 = ?̂?𝑘 + ?̂?𝑘
𝜌
𝑁
𝐦1𝐸𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐦′1𝐸 − 𝐷𝐸𝑘, (32) 
whose computational complexity is independent of sample size. In the case of the LSDM, 
we additionally need to evaluate 𝑚𝑊 = 𝟏′𝐖𝟏 and 𝐦𝐸𝑊1 = 𝐄𝐖𝟏. Given these elements, 
the IEk quantity for the LSDM can be expressed as 
𝐼𝐸𝑘 = ?̂?𝑘 +
𝜌
𝑁
𝐦1𝐸𝚲(𝐈𝐿 − 𝜌𝚲)
−1(𝐦′1𝐸?̂?𝑘 + 𝐦𝐸𝑊1?̂?𝑘) +
𝑚𝑊
𝑁
?̂?𝑘 − 𝐷𝐸𝑘 , (33) 
which again does not involve any matrix or vectors whose size depends on N. Thus, both 
DEk and IEk can be evaluated computationally efficiently in bootstrapping. 
 
3.6. Usefulness of hierarchical low rank specifications 
Our specification has at least three specific advantages over the standard spatial 
econometric model specifications.  The first advantage is computational efficiency. Unlike 
the standard ML estimation for spatial econometric models, our likelihood maximization 
does not involve inverse and determinant evaluation of an N × N matrix (the Z matrix in 
Table 1) owning to rank reduction. 
The second advantage is expandability. Our models are identical to the LME model 
(see Bates, 2010) that has been used to estimate multilevel, non-linear, and spatially and non-
spatially varying effects, among others. These effects are readily incorporated into our model 
by adding a term Gr, where G is a matrix describing these effects (e.g., in the case of 
multilevel effects, the (i, g)-th column contains 1 if the i-th sample is in the g-th group, and 
0 otherwise), and r is a vector of random coefficients. Besides, our model specifications are 
akin to the hierarchical geostatistical model specification that has been extended to dynamic 
spatiotemporal modeling, multivariate spatial modeling, data fusion, and many other 
contexts (see, Gelfand et al., 2010).  
The third advantage of our specification is its explicit consideration of data noise, 
as we explain in our preceding discussion. The next section shows that consideration of data 
noise significantly changes analysis results. 
 
4. Monte Carlo Simulation Experiment 
In this section, we focus on SLM and SEM-type specifications, the two most 
common specifications employed in spatial econometrics. A simulation experiment focusing 
on the SAC model or the SDM would be an important future study. 
. 
4.1. Simulation experiment 1 
This section compares estimation accuracy of the classical LM, the LSLM, and the 
SLM while assuming the SLM to be the true data generating process. Section 4.1.1 
summarizes our simulation experimental design, and Section 4.1.2 explains the simulation 
result. 
 
4.1.1. The setting 
This section compares the LSLM and SLM by fitting them with simulated data 
generated by Eq. (34): 
𝐲 = 𝛽0𝟏 + 𝐳 + 𝐮                 𝐮~𝑁(𝟎, 𝜏
2𝐈), 
      𝐳 = (𝐈 − 𝜌𝐖)−1(𝛽1𝐱1 + 𝛽2𝐱2) + (𝐈 − 𝜌𝐖)
−1𝛆     𝛆~𝑁(𝟎, 𝐈).   
(34) 
We assume that 𝐱1 is an influential variable, whereas 𝐱2 is a less influential variable. 
Based on these assumptions, the true coefficient values are as follows: 𝛽0 = 1.0, 𝛽1 = 2.0, 
and 𝛽2  = 0.5 . Following LeSage and Pace (2014), Arbia et al. (2016) among others, 
covariates 𝐱1 and 𝐱2 are independently sampled from normal distributions, N(0, I). 𝐖 =
1
𝜆max
𝐖0, where 𝐖0 is given by a matrix with its (i, j)-th element equal to 1 if the samples i 
and j share more than one border, and 0 if they do not share any border. Spatial coordinates 
for each sample are generated from two independent standard normal distributions, and the 
borders are drawn using a Delaunay triangulation. Unlike the conventional SLM, Eq. (34) 
includes the white noise process u. In other words, the SLM implicitly assumes 𝜏2 = 0. 
 In the simulation experiment, synthetic data are replicated 200 times in each case, 
with 𝑁 ∈ {500, 2000}, 𝜌 ∈ {0.2, 0.4, 0.6, 0.8}, and 𝜏2 ∈ {0, 2, 4}. 
 The models being compared include the LM, LSLML, LSLM50, LSLM100, LSLM200, 
LSLM300, LSLM400, and SLM, where LSLML denotes the LSLM with L eigen-pairs. The 
eigen-pairs are extracted using rARPACK (https://cran.r-
project.org/web/packages/rARPACK/index.html), which is an R package that implements 
the ARPACK procedure for efficiently calculating eigen-pairs of a sparse matrix. 
 Estimation accuracies are compared using the root mean squared error (RMSE) and 
the mean bias. In terms of the k-th regression coefficient, 𝛽𝑘 , where 𝑘 ∈ {1,2,3} , these 
diagnostics are defined as 
𝑅𝑀𝑆𝐸[𝛽𝑘] = √
1
200
∑ (?̂?𝑘
(𝑖𝑡𝑒𝑟)
− 𝛽𝑘)2
200
𝑖𝑡𝑒𝑟=1
 (35) 
𝐵𝑖𝑎𝑠[𝛽𝑘] =
1
200
∑ (?̂?𝑘
(𝑖𝑡𝑒𝑟)
− 𝛽𝑘)
200
𝑖𝑡𝑒𝑟=1
 
(36) 
where ?̂?𝑘
(𝑖𝑡𝑒𝑟)
 is the estimate in the iter-th iteration. 
 
4.1.2. Results 
Because results for the estimated coefficients ?̂?1 and ?̂?2 are similar, we report 
results only for ?̂?1. Table 5 summarizes RMSE and bias of the estimates. As expected, the 
RMSEs and biases of the LM estimates are large when ρ is large. The RMSEs and biases for 
the SLM and LSLM tend to be smaller than for the LM estimates. If the noise variance 𝜏2 
equals zero (i.e., data is clean), the SLM estimates are especially accurate. However, the 
RMSEs and biases rapidly increase as the noise variance 𝜏2 increases. The SLM is found 
to be suitable only for clean data. Regarding the LSLM, the RMSE and bias are relatively 
small even when the noise variance 𝜏2 is large; the LSLM is relatively robust against data 
noise.  
 
[Table 5 around here] 
 
Yet, the LSLM estimates tend to be biased when N = 2,000 and L is small. This 
result suggests that the LSLM faces a degeneracy problem, which is a well-known major 
problem of low rank modeling (Stein, 2014). Specifically, the absence of non-principal 
eigen-pairs can introduce errors into coefficients estimates. In our setting, this problem 
disappears when L ≥ 200. 
Table 6 summarizes the standard error of ?̂?1, which we denote se[?̂?1]. Again, the 
LSLM and SLM tend to have smaller RMSEs and biases than the LM. However, the RMSEs 
and biases for the SLM are close to those for the LM estimates when data are noisy. The 
LSLM has small RMSEs and biases across cases, especially when L ≥ 200. This outcome 
implies that consideration of data noise stabilizes the standard error estimates. 
 
[Table 6 around here] 
 
Table 7 summarizes results for the estimated ?̂?  parameters. Interestingly, the 
LSLM estimates are nearly unbiased across cases, regardless of the number of eigen-pairs. 
The RMSEs are also quite small, especially when the sample size is large (N = 2,000). By 
contrast, the standard SLM severely underestimates the ρ value when data are not clean 
(𝜏2 ≠ 0 ). Thus, although independent data noise has been ignored in almost all spatial 
econometric studies, this omission leads to an erroneous conclusion. 
 [Table 7 around here] 
 
Tables 8 and 9 show RMSEs and biases for the estimated DE1 and IE1. DEk and IEk 
estimated for the LSLM have small RMSEs and biases across cases. Interestingly, any 
degeneracy problem due to the rank reduction is not detectable with this table; the increase 
in N successfully improves estimation accuracy. Thus, while a low rank approach has never 
been used to estimate DE and IE, it accurately estimates these effects from large samples 
without encountering the degeneracy problem. The SLM again underestimates these effects 
when 𝜏2 ≠ 0. The underestimation for IEk is severe, especially when 𝜏2 = 4 and 𝜌 = 0.8. 
 
[Table 8 around here] 
[Table 9 around here] 
 
Table 10 compares the mean lower and upper bounds of the 95% confidential 
intervals for DE1 and IE1 when ρ = 0.6 and 𝜏2 = 0.0. The bootstrap approach is employed 
for the LSLM case, whereas the Markov chain Monte Carlo (MCMC) technique 
implemented in the R package spdep is used for the SLM. This table shows that these two 
approaches provide similar confidence intervals for DE1. In contrast, our bootstrapping tends 
to have wider confidence intervals for IE1 than for the SLM. This outcome might be because 
our approach estimates the spatial dependence parameters in each iteration, whereas the 
MCMC implementation in spdep assumes the spatial dependence parameter as given. Our 
result might be more reliable because it takes into account the uncertainty in these parameters. 
 
[Table 10 around here] 
 
4.2. Simulation experiment 2 
This section compares the LM, LSEM, and SEM while assuming SEM to be the true 
data generating process. Section 4.2.1 summarizes our simulation experimental design, and 
Section 4.2.2 explains the simulation result. 
 
4.2.1. The setting  
Next we compare the LSEM and the standard SEM. The true data are generated 
from 
𝐲 = 𝛽0𝟏 + 𝐳 + 𝐮                 𝐮~𝑁(𝟎, 𝜏
2𝐈) 
      𝐳 = 𝛽1𝐱1 + 𝛽2𝐱2 + (𝐈 − 𝜑𝐖)
−1𝛆.     𝛆~𝑁(𝟎, 𝐈)   
(37) 
where coefficients 𝛽0 = 1.0, 𝛽1 = 2.0, and  𝛽2  = 0.5, which are the same setting used for 
the previous section. Covariates 𝐱1 and 𝐱2, and W are also given in the same way as for 
Sections 4.1 and 4.2. Eq. (37) coincides with the SEM when 𝜏2 = 0 . Simulations are 
replicated 200 times in each case, with 𝑁 ∈ {500, 2000}, 𝜑 ∈ {0.2, 0.4, 0.6, 0.8}, and 𝜏2 ∈
{0, 1, 2}. 
The models being compared are as follows: the LM, LSEM50, LSEM100, LSEM200, 
LSEM300, LSEM400, and SEM, where LSEML represents LSEM with L eigen-pairs. 
 
4.2.2. Results 
Table 11 summarizes RMSEs and biases of the estimated ?̂?1s. Estimates for all 
models are nearly unbiased and have small errors. This result is reasonable because both the 
LM and SEM estimators are unbiased in the presence of spatially dependent errors. 
 
[Table 11 around here] 
 
Table 12 summarizes the estimated coefficients standard errors, se[ ?̂?1 ]s. The 
RMSEs and biases for the LM increase when 𝜑 is large and 𝜏2 is small. Consideration of 
residual spatial dependence is needed to evaluate the coefficients standard errors 
appropriately. The coefficients standard errors, se[?̂?1]s, estimated for the SEM are accurate 
across cases. The LSEM yields accurate estimates of se[?̂?1 ]s, too. When N = 2,000, the 
accuracy improves as the number of eigen-pairs L increases. This outcome is because a larger 
number of eigen-pairs captures more spatial variation, and mitigates the degeneracy problem. 
In contrast, in many cases with N = 500, the RMSEs are the smallest when L = 200 or 300, 
but not when L = 400. This finding suggests that L must be chosen to avoid overfitting when 
N is small. 
 
[Table 12 around here] 
 The left side of Table 13 summarizes the bias of the estimated ?̂? s. The ?̂? s 
estimated for the LSEM are biased when their true value is near zero. This outcome is 
because the LSEM employs not only the scale parameter 𝜑, but also the variance parameter 
𝜎2, to model residual spatial dependence. As a result, 𝜑 = 0 in the LSEM no longer means 
an absence of spatial dependence, whereas 𝜑 = 0 in the SEM does mean this. When using 
the LSEM, 𝜑 must be interpreted as a pure scale parameter. Still, ?̂? estimated for the 
LSEM indicates a small bias when N is large and the true 𝜑 is not small. 
 
[Table 13 around here] 
 
The right side of Table 13 summarizes the z-value of the Moran coefficient (see 
Cliff and Ord, 1981) for residual spatial dependence. This table verifies that the LSEM 
successfully reduces residual spatial dependence across cases. Nevertheless, when N = 2,000, 
the residual Moran coefficient tends to increase as L decreases due to the degeneracy 
problem. Overcoming this problem would be an important next step. 
 4.3. A comparison of computational times 
This section compares average computational times for the eigen-decomposition 
and the parameter estimation for the LSLML and LSEML, hhere 𝐿 ∈{50, 100, 200}, using 
larger samples with 𝑁 ∈ {5,000, 10,000, 20,000, 40,000} . The rARPACK package was 
used for the eigen-decomposition. The LSLML was fitted 30 times to data generated with Eq. 
(34), and the LSEML was fitted to those data generated with Eq. (37). The cost of ML 
estimation for the SLM and SEM is O(N3); roughly speaking, this ML estimation is 
infeasible when N > 10,000 in a standard computing environment. 
Table 14 summarizes average computation times. The eigen-decomposition took 
only 148.1 seconds even when N = 40,000 and L = 200. Both of the LSLM and LSEM 
estimations require only seconds. These results confirm computational efficiency of our 
approach. Furthermore, despite bootstrapping all of the parameter estimates for the LSLM 
200 times, the computationl time was only 176.9 seconds, even when N = 40,000 and L = 
200, without parallelization. Our approach is especially suitable for large samples. 
 
[Table 14 around here] 
 
5. Concluding Remarks 
This paper summarizes results of a study addressing the low rank spatial 
econometric modeling approach. The study’s main features are as follow: it approximates 
standard spatial econometric models; it is consistent with a hierarchical model specification 
in geostatistics; it is computationally efficient; and, it accommodates data noise. 
Performance of the LSLM and SEM, the two basic specifications, are studied with Monte 
Carlo experiments. Results confirm estimation accuracy and computational efficiency. 
Except for Tiefelsdorf and Griffith (2007), Griffith and Chun (2014), Chun et al. 
(2016), and some recent ESF studies, studies on a low rank approximation for SLM is still 
quite limited. Despite that, our results show that the LSLM accurately approximates the SLM. 
Especially, the DE and IE estimated for the LSLM have very small errors across cases. Rank 
reduction might be a sensible way to approximate the SLM. 
Many issues remain to be addressed. First, our approaches must be applied to a wide 
variety of empirical case studies to clarify their advantages and disadvantages in practice. 
Therein, sensitivity analyses of our approach with regard to the specification of matrix W, 
data distribution type, and so on, also is needed. Second, we need to mitigate the degeneracy 
problem due to rank reduction. Fortunately, recently low rank approaches mitigating this 
problem have been proposed in geostatistics (e.g., Sang and Huang, 2012, Nychka et al., 
2015). Combining these approaches with our approach is an important next step to estimate 
coefficients accurately, even if the number of eigen-pairs is substantially smaller than N. 
Third, our approach must be extended to a wide variety of modeling problems. Fortunately, 
because our models are identical to the standard LME model (see Section 3.6), they could 
be extended to additive, multilevel, varying coefficients, and other models that have a LME 
model representation (Hodges, 2016). Besides, because our specification is identical to the 
hierarchical specification in geostatistics, potentially our models can be extended to dynamic 
spatiotemporal (e.g., Cressie and Johanessen, 2008), multivariate (e.g., Banerjee et al., 2008), 
and other models. These extensions would be useful for integrating spatial econometrics and 
geostatistics, which have been developed nearly independently. 
Functions to implement the LSLM and LSEM are available in an R package 
spmoran (https://cran.r-project.org/web/packages/spmoran/index.html). 
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Appendix.1 Fast parameter estimation 
 The restricted log-likelihood for the LSLM is given by Eqs.(24), (25), and (26) with 
𝑚𝑦𝑦 = 𝐲′𝐲 and 𝐦𝐸𝑦 = 𝐄′𝐲. The inner products {𝐌𝑋𝑋, 𝐌𝐸𝑋, 𝐦𝑋𝑦} are given as follows. 
𝐌𝑋𝑋 is given as 
𝐌𝑋𝑋 = [
𝑚11 𝐦1𝑋−1
𝐦′1𝑋−1 𝐌𝑋−1𝑋−1
], (A1) 
where 
𝐦1𝑋−1 = 𝟏′[𝐗−1 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗−1] 
= 𝐦1𝑋(−1) + 𝐦1𝐸𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐌𝐸𝑋(−1), 
𝐌𝑋−1𝑋−1 = [𝐗−1 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗−1]
′[𝐗−1 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗−1] 
= 𝐌𝑋𝑋(−1) + 2𝜌𝐌′𝐸𝑋(−1)𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐌𝐸𝑋(−1)
+ 𝜌2𝐌′𝐸𝑋(−1)𝚲
2(𝐈𝐿 − 𝜌𝚲)
−2𝐌𝐸𝑋(−1), 
 
𝑚11 = 𝟏′𝟏 = 𝑁 , 𝐦1𝑋(−1) = 𝟏′𝐗−1 , 𝐦1𝐸 = 𝟏′𝐄 , 𝐌𝐸𝑋(−1) = 𝐄′𝐗−1 , and 𝐌𝑋𝑋(−1) =
𝐗′−1𝐗−1.  
𝐌𝐸𝑋 is given as 
𝐌𝐸𝑋 = [𝐦′1𝐸 𝐌𝐸𝑋−1], (A2) 
where 
𝐌𝐸𝑋−1 = 𝐄′(𝐗−1 + 𝜌𝐄𝚲(𝐈𝐿 − 𝜌𝚲)
−1𝐄′𝐗−1) 
= 𝐌𝐸𝑋(−1) + 𝜌(𝐈𝐿 − 𝜌𝚲)
−1𝐌𝐸𝑋(−1). 
 
𝐦𝑋𝑦 is given as 
𝐦𝑋𝑦 = [𝑚1𝑦 𝐦
′
𝑋(−1)𝑦]′, (A3) 
where 𝑚1𝑦 = 𝟏′𝐲 and 𝐦𝑋(−1)𝑦 = 𝐗′−1𝐲. 
 Once {𝑚𝑦𝑦 , 𝐦𝐸𝑦 , 𝑚11 , 𝐦1𝑋(−1) , 𝐦1𝐸 , 𝐌𝐸𝑋(−1) , 𝐌𝑋𝑋(−1) , 𝑚1𝑦 , 𝐦𝑋(−1)𝑦 } are 
evaluated, Eqs. (A1) – (A3) no longer include matrix/vector whose size depends on N. Thus, 
the LSLM can be estimated computationally efficiently by evaluating these inner products 
first, and maximizing Eq.(24) after that. 
 As summarized in Table 4, the LSLM and the LSAC model are identical except that 
𝚺𝛉 . Because the estimation procedure is unchanged even if 𝚺𝛉  is changed, the fast 
estimation approach for the LSLM is readily available to the LSAC model. Likewise, the 
same procedure is applicable to the LSDM if only 𝐗−1 is replaced with [𝐗−1, 𝐖𝐗−1]. 
 In the bootstrapping for the LSLM, the LSDM, and the LSAC model, because these 
models have the LME model representation (see Table 4), the bootstrap approach for the 
LME model, which was applied to the LSEM in Section 3.4, is also applicable to these 
models. As explained in Section 3.4, X and E are fixed and only y is changed across 
iterations. Thus, given {𝑚11, 𝐦1𝑋(−1), 𝐦1𝐸, 𝐌𝐸𝑋(−1), 𝐌𝑋𝑋(−1)} before the iterations, the 
only elements we need to calculate in each iteration are {𝑚𝑦𝑦, 𝐦𝐸𝑦, 𝑚1𝑦, 𝐦𝑋(−1)𝑦} whose 
total number of operations is only (K + L + 1 ) N. Thus, the bootstrapping for these models 
are computationally efficient as same as the LSEM.  
Table 1: Elements in the log-likelihood (Eq.5). Those for SDM are the same with SLM whose X is 
replaced with [X, WX] and β with [β', γ']'. 
 SEM SLM/SDM SAC 
𝛉 𝜑 𝜌 {𝜑, 𝜌} 
?̂? 𝐲 − 𝐗?̂? 𝐲 − (𝐈 − 𝜌𝐖)−1𝐗?̂? 𝐲 − (𝐈 − 𝜌𝐖)−1𝐗?̂? 
Z 𝐈 − 𝜑𝐖 𝐈 − 𝜌𝐖 (𝐈 − 𝜑𝐖)(𝐈 − 𝜌𝐖) 
?̂? [𝐗′(𝐙′𝐙)−1𝐗]−1𝐗′(𝐙′𝐙)−1𝐲 [𝐗′𝐗]−1𝐙𝐲 [𝐗′(𝐙′𝐙)−1𝐗]−1𝐗′(𝐙′𝐙)−1(𝐈 − 𝜌𝐖)−1𝐲 
  
Table 2: Direct and indirect effects. ?̂?𝑘 is the k-th element of ?̂?, and 𝑞𝑘 is the k-th element of ?̂?. 
 Definition 
Average DE and IE 
SEM SLM/SAC SDM 
Direct  
effects 
𝐷𝐸𝑘 = 𝜕𝑦𝑖 𝜕𝑥𝑖,𝑘⁄  ?̂?𝑘 
Mean of the diagonal 
elements of (𝐈 − 𝜌𝐖)−1?̂?𝑘 
Mean of the diagonal elements of 
(𝐈 − 𝜌𝐖)−1(?̂?𝑘𝐈 + ?̂?𝑘𝐖) 
Indirect  
effects 
𝐼𝐸𝑘 = 𝜕𝑦𝑗 𝜕𝑥𝑖,𝑘⁄  0 
Mean of the roh-sums of the 
off-diagonal elements of 
(𝐈 − 𝜌𝐖)−1?̂?𝑘 
Mean of the roh-sums of the off-
diagonal elements of  
(𝐈 − 𝜌𝐖)−1(?̂?𝑘𝐈 + ?̂?𝑘𝐖) 
  
Table 3: Hierarchical representations of the loh rank spatial econometric models 
 Data model Process model 
LSEM 
𝐲 = 𝛽1𝟏 + 𝐳 + 𝐮, 
𝐮~𝑁(𝟎, 𝜏2𝐈) 
𝐳 = 𝐗−1𝛃−1 + 𝐄𝛄 𝛄~𝑁(𝟎, 𝜎
2(𝐈 − 𝜑𝚲)−2) 
LSLM 𝐳 = [𝐈 + 𝜌𝐄𝚲(𝐈 − 𝜌𝚲)−1𝐄′]𝐗−1𝛃−1
+ 𝐄𝛄 
𝛄~𝑁(𝟎, 𝜎2(𝐈 − 𝜌𝚲)−2) 
LSAC 𝛄~𝑁(𝟎, 𝜎2(𝐈 − 𝜌𝚲)−2(𝐈 − 𝜑𝚲)−2) 
LSDM 
𝐳 = [𝐈 + 𝜌𝐄𝚲(𝐈 − 𝜌𝚲)−1𝐄′](𝐗−1𝛃−1
+ 𝐖𝐗−1𝛄−1) + 𝐄𝛄 
𝛄~𝑁(𝟎, 𝜎2(𝐈 − 𝜌𝚲)−2) 
  
Table 4: Variables/parameters in Eq.(23) 
 𝐗𝛉 𝚺𝛉 
LSEM X (σ 𝜏)⁄ (𝐈 − 𝜑𝚲)−1 
LSLM 
[𝟏, {𝐈 + 𝜌𝐄𝚲(𝐈 − 𝜌𝚲)−1𝐄′}𝐗−1] 
(σ 𝜏)⁄ (𝐈 − 𝜌𝚲)−1 
LSAC (σ 𝜏)⁄ (𝐈 − 𝜑𝚲)−1(𝐈 − 𝜌𝚲)−1 
LSDM [𝟏, {𝐈 + 𝜌𝐄𝚲(𝐈 − 𝜌𝚲)−1𝐄′}𝐗−1, {𝐈 + 𝜌𝐄𝚲(𝐈 − 𝜌𝚲)
−1𝐄′}𝐖𝐗−1] (σ 𝜏)⁄ (𝐈 − 𝜌𝚲)
−1 
 
 
 
Table 5: RMSE and Bias of β1 (LM, LSLM, and SLM). Darker red represents larger RMSE and bias. 
 
N ρ τ2 
RMSE  Bias 
LM 
LSLM 
SLM 
 
LM 
LSLM 
SLM 
50 100 200 300 400  50 100 200 300 400 
500 
 0.0 0.05  0.06  0.07  0.05  0.05  0.05  0.04   0.01  -0.03  -0.05  -0.03  -0.02  -0.01  -0.01  
0.2 2.0 0.11  0.11  0.11  0.11  0.11  0.11  0.11   0.02  -0.03  -0.04  -0.02  -0.01  0.00  0.01  
 4.0 0.18  0.20  0.20  0.19  0.19  0.19  0.18   0.02  -0.02  -0.03  -0.02  -0.01  -0.01  0.01  
 0.0 0.08  0.07  0.09  0.07  0.06  0.05  0.05   0.06  -0.04  -0.08  -0.05  -0.03  -0.02  -0.01  
0.4 2.0 0.13  0.11  0.13  0.11  0.11  0.11  0.11   0.07  -0.04  -0.07  -0.04  -0.02  -0.01  0.03  
 4.0 0.20  0.20  0.21  0.20  0.20  0.19  0.19   0.07  -0.03  -0.05  -0.03  -0.01  0.00  0.05  
 0.0 0.19  0.07  0.11  0.08  0.06  0.06  0.04   0.18  -0.04  -0.10  -0.07  -0.04  -0.03  0.00  
0.6 2.0 0.22  0.11  0.13  0.12  0.11  0.11  0.13   0.18  -0.02  -0.08  -0.05  -0.02  0.00  0.07  
 4.0 0.26  0.21  0.22  0.21  0.21  0.21  0.23   0.16  -0.04  -0.09  -0.06  -0.03  -0.01  0.10  
 0.0 0.47  0.06  0.11  0.09  0.07  0.06  0.05   0.46  -0.01  -0.10  -0.08  -0.05  -0.03  0.01  
0.8 2.0 0.49  0.11  0.13  0.12  0.10  0.10  0.16   0.46  0.01  -0.08  -0.05  -0.02  0.00  0.11  
 4.0 0.50  0.21  0.21  0.20  0.20  0.20  0.30   0.43  -0.01  -0.08  -0.05  -0.02  -0.01  0.21  
2000 
 0.0 0.02  0.02  0.02  0.04  0.05  0.05  0.02   0.01  0.00  -0.01  -0.03  -0.05  -0.04  0.00  
0.2 2.0 0.05  0.05  0.05  0.06  0.07  0.07  0.05   0.01  0.00  -0.01  -0.03  -0.05  -0.04  0.00  
 4.0 0.09  0.09  0.09  0.10  0.10  0.10  0.09   0.03  0.02  0.00  -0.01  -0.03  -0.03  0.02  
 0.0 0.07  0.04  0.02  0.05  0.08  0.08  0.02   0.06  0.03  0.00  -0.04  -0.08  -0.08  0.00  
0.4 2.0 0.08  0.06  0.05  0.07  0.09  0.09  0.06   0.06  0.03  0.00  -0.04  -0.08  -0.07  0.03  
 4.0 0.12  0.11  0.10  0.10  0.11  0.11  0.11   0.08  0.05  0.02  -0.02  -0.06  -0.05  0.06  
 0.0 0.18  0.11  0.06  0.05  0.10  0.10  0.02   0.18  0.11  0.05  -0.04  -0.09  -0.09  0.00  
0.6 2.0 0.19  0.12  0.08  0.07  0.11  0.11  0.09   0.17  0.11  0.05  -0.04  -0.09  -0.09  0.06  
 4.0 0.21  0.15  0.12  0.10  0.13  0.12  0.16   0.19  0.12  0.06  -0.02  -0.08  -0.08  0.13  
 0.0 0.46  0.28  0.16  0.03  0.09  0.10  0.02   0.46  0.28  0.16  0.00  -0.09  -0.09  0.00  
0.8 2.0 0.46  0.28  0.16  0.05  0.10  0.10  0.12   0.46  0.27  0.15  0.00  -0.09  -0.09  0.10  
 4.0 0.48  0.30  0.19  0.10  0.12  0.12  0.26   0.46  0.28  0.16  0.01  -0.07  -0.07  0.24  
Table 6: RMSE and Bias of se[β1] (LM, LSLM, and SLM). Darker red represents larger RMSE and bias. 
 
N ρ τ2 
RMSE  Bias 
LM 
LSLM 
SLM 
 
LM 
LSLM 
SLM 
50 100 200 300 400  50 100 200 300 400 
500 
 0.0 0.002  0.002  0.002  0.003  0.003  0.004  0.001   0.001  -0.001  -0.002  -0.002  -0.002  -0.003  0.000  
0.2 2.0 0.003  0.005  0.005  0.005  0.005  0.006  0.003   0.001  -0.002  -0.003  -0.003  -0.003  -0.004  0.000  
 4.0 0.006  0.008  0.009  0.009  0.010  0.011  0.006   0.002  -0.003  -0.005  -0.005  -0.005  -0.007  0.001  
 0.0 0.006  0.002  0.003  0.004  0.005  0.007  0.002   0.006  0.000  -0.003  -0.004  -0.005  -0.007  0.000  
0.4 2.0 0.006  0.005  0.007  0.006  0.006  0.007  0.005   0.005  -0.003  -0.005  -0.005  -0.005  -0.006  0.003  
 4.0 0.011  0.009  0.011  0.011  0.010  0.011  0.010   0.009  -0.003  -0.006  -0.006  -0.005  -0.006  0.008  
 0.0 0.018  0.002  0.003  0.005  0.006  0.009  0.002   0.018  0.002  -0.003  -0.004  -0.006  -0.009  0.001  
0.6 2.0 0.016  0.004  0.007  0.007  0.008  0.009  0.009   0.015  -0.002  -0.006  -0.007  -0.007  -0.008  0.009  
 4.0 0.025  0.011  0.013  0.012  0.011  0.011  0.023   0.024  -0.002  -0.008  -0.007  -0.006  -0.007  0.021  
 0.0 0.056  0.006  0.002  0.005  0.007  0.010  0.002   0.056  0.006  -0.001  -0.004  -0.007  -0.010  0.002  
0.8 2.0 0.045  0.004  0.008  0.008  0.009  0.010  0.017   0.045  0.000  -0.007  -0.008  -0.009  -0.010  0.017  
 4.0 0.059  0.012  0.014  0.013  0.012  0.012  0.047   0.059  0.000  -0.009  -0.008  -0.008  -0.008  0.046  
2000 
 0.0 0.001  0.000  0.000  0.001  0.001  0.001  0.000   0.001  0.000  0.000  0.000  -0.001  -0.001  0.000  
0.2 2.0 0.001  0.001  0.001  0.001  0.002  0.002  0.001   0.001  0.000  0.000  -0.001  -0.001  -0.001  0.000  
 4.0 0.002  0.002  0.002  0.002  0.003  0.003  0.002   0.001  0.000  0.000  -0.001  -0.002  -0.002  0.001  
 0.0 0.003  0.002  0.001  0.000  0.001  0.001  0.000   0.003  0.002  0.001  0.000  -0.001  -0.001  0.000  
0.4 2.0 0.003  0.002  0.001  0.002  0.002  0.003  0.002   0.003  0.001  0.000  -0.001  -0.002  -0.002  0.002  
 4.0 0.005  0.003  0.002  0.003  0.004  0.004  0.005   0.005  0.003  0.001  -0.001  -0.003  -0.003  0.004  
 0.0 0.009  0.006  0.004  0.001  0.001  0.001  0.001   0.009  0.006  0.004  0.001  -0.001  -0.001  0.001  
0.6 2.0 0.008  0.005  0.003  0.001  0.003  0.003  0.005   0.008  0.005  0.002  -0.001  -0.003  -0.003  0.005  
 4.0 0.013  0.008  0.005  0.003  0.004  0.004  0.012   0.013  0.008  0.004  -0.001  -0.003  -0.004  0.012  
 0.0 0.028  0.016  0.010  0.003  0.000  0.001  0.001   0.028  0.016  0.010  0.003  0.000  -0.001  0.001  
0.8 2.0 0.023  0.012  0.006  0.001  0.003  0.003  0.009   0.023  0.012  0.006  0.000  -0.003  -0.003  0.008  
 4.0 0.030  0.017  0.009  0.003  0.004  0.004  0.024   0.030  0.016  0.009  0.001  -0.003  -0.004  0.024  
Table 7: RMSE and Bias of ρ (LSLM and SLM). Darker red represents larger RMSE and bias. 
 
N ρ τ2 
RMSE  Bias 
LSLM 
SLM 
 LSLM 
SLM 
50 100 200 300 400  50 100 200 300 400 
500 
 0.0 0.09  0.08  0.07  0.06  0.06  0.04   0.01  0.03  0.03  0.03  0.03  -0.01  
0.2 2.0 0.17  0.15  0.13  0.12  0.11  0.13   0.01  0.02  0.02  0.02  0.01  -0.11  
 4.0 0.33  0.29  0.23  0.22  0.22  0.19   -0.07  -0.05  -0.02  -0.02  -0.02  -0.17  
 0.0 0.07  0.08  0.07  0.07  0.07  0.04   0.03  0.06  0.06  0.05  0.06  -0.02  
0.4 2.0 0.12  0.11  0.10  0.10  0.09  0.21   0.03  0.05  0.04  0.03  0.03  -0.20  
 4.0 0.22  0.21  0.17  0.17  0.17  0.33   -0.02  -0.01  0.00  0.00  -0.01  -0.32  
 0.0 0.07  0.08  0.08  0.08  0.08  0.03   0.05  0.07  0.07  0.07  0.07  -0.02  
0.6 2.0 0.07  0.08  0.07  0.07  0.06  0.24   0.03  0.05  0.05  0.04  0.04  -0.23  
 4.0 0.12  0.11  0.10  0.10  0.10  0.43   0.02  0.04  0.03  0.02  0.02  -0.42  
 0.0 0.05  0.07  0.07  0.07  0.07  0.02   0.05  0.06  0.07  0.07  0.07  -0.01  
0.8 2.0 0.05  0.06  0.06  0.05  0.05  0.20   0.04  0.05  0.05  0.04  0.04  -0.19  
 4.0 0.06  0.06  0.06  0.06  0.06  0.42   0.03  0.04  0.04  0.04  0.03  -0.42  
2000 
 0.0 0.06  0.04  0.04  0.05  0.05  0.02   0.00  0.01  0.02  0.03  0.03  -0.01  
0.2 2.0 0.12  0.09  0.07  0.07  0.07  0.11   -0.01  0.00  0.02  0.03  0.03  -0.11  
 4.0 0.27  0.19  0.15  0.13  0.13  0.17   -0.07  -0.02  -0.01  0.01  0.01  -0.16  
 0.0 0.05  0.04  0.04  0.06  0.06  0.02   0.00  0.01  0.04  0.05  0.06  -0.01  
0.4 2.0 0.07  0.05  0.06  0.06  0.06  0.20   0.00  0.01  0.03  0.05  0.05  -0.19  
 4.0 0.17  0.11  0.10  0.09  0.09  0.31   -0.04  0.00  0.02  0.04  0.04  -0.31  
 0.0 0.03  0.03  0.05  0.06  0.07  0.02   0.01  0.02  0.04  0.06  0.07  -0.01  
0.6 2.0 0.04  0.04  0.05  0.06  0.06  0.23   0.00  0.02  0.04  0.06  0.06  -0.23  
 4.0 0.07  0.06  0.06  0.07  0.07  0.42   -0.01  0.01  0.03  0.05  0.05  -0.42  
 0.0 0.02  0.03  0.05  0.06  0.06  0.01   0.01  0.02  0.04  0.06  0.06  -0.01  
0.8 2.0 0.02  0.03  0.04  0.06  0.06  0.19   0.01  0.02  0.04  0.05  0.06  -0.19  
 4.0 0.03  0.03  0.04  0.05  0.05  0.41   0.01  0.02  0.04  0.05  0.05  -0.41  
Table 8: RMSE and Bias of DE1 (LSLM, and SLM). Darker red represents larger RMSE and bias. 
 
N ρ τ2 
RMSE  Bias 
LSLM 
SLM 
 LSLM 
SLM 
50 100 200 300 400  50 100 200 300 400 
500 
 0.0 0.05  0.05  0.04  0.04  0.04  0.05   -0.01  -0.01  -0.01  -0.01  -0.01  -0.01  
0.2 2.0 0.11  0.11  0.11  0.11  0.11  0.11   0.01  0.01  0.01  0.01  0.01  0.00  
 4.0 0.18  0.18  0.19  0.18  0.19  0.18   0.01  0.01  0.01  0.01  0.01  0.00  
 0.0 0.05  0.05  0.05  0.05  0.05  0.05   -0.01  -0.01  -0.01  -0.01  -0.01  -0.01  
0.4 2.0 0.11  0.11  0.11  0.11  0.11  0.11   0.01  0.00  0.00  0.00  0.00  -0.02  
 4.0 0.18  0.19  0.19  0.18  0.19  0.19   0.01  0.01  0.01  0.01  0.01  -0.01  
 0.0 0.06  0.06  0.05  0.05  0.06  0.05   0.00  0.00  0.00  0.00  0.01  -0.01  
0.6 2.0 0.11  0.11  0.11  0.11  0.11  0.12   0.01  0.01  0.00  0.00  0.01  -0.05  
 4.0 0.20  0.19  0.19  0.19  0.19  0.22   -0.01  -0.01  -0.01  -0.01  -0.01  -0.07  
 0.0 0.08  0.08  0.07  0.08  0.08  0.07   0.01  0.01  0.02  0.03  0.04  -0.01  
0.8 2.0 0.12  0.12  0.11  0.11  0.11  0.20   0.00  0.01  0.00  0.00  0.00  -0.16  
 4.0 0.22  0.21  0.20  0.20  0.20  0.30   -0.02  -0.01  -0.02  -0.02  -0.02  -0.20  
2000 
 0.0 0.02  0.02  0.02  0.02  0.02  0.02   0.00  0.00  0.00  0.00  0.00  0.00  
0.2 2.0 0.05  0.05  0.05  0.05  0.05  0.05   0.00  0.00  0.00  0.00  -0.01  -0.01  
 4.0 0.09  0.09  0.09  0.09  0.09  0.09   0.01  0.01  0.01  0.01  0.01  0.01  
 0.0 0.03  0.03  0.02  0.02  0.02  0.02   0.00  0.00  0.00  0.00  0.00  -0.01  
0.4 2.0 0.05  0.05  0.05  0.05  0.05  0.06   0.00  0.00  0.00  -0.01  -0.01  -0.02  
 4.0 0.09  0.09  0.09  0.09  0.09  0.09   0.01  0.01  0.01  0.01  0.01  0.00  
 0.0 0.03  0.03  0.03  0.03  0.03  0.03   0.00  0.00  0.00  0.00  0.00  -0.01  
0.6 2.0 0.06  0.06  0.06  0.06  0.06  0.09   -0.01  -0.01  -0.01  -0.01  -0.01  -0.06  
 4.0 0.10  0.10  0.10  0.10  0.10  0.10   0.01  0.01  0.01  0.01  0.01  -0.04  
 0.0 0.05  0.04  0.04  0.03  0.03  0.03   0.00  0.00  0.00  0.00  0.01  -0.02  
0.8 2.0 0.07  0.06  0.06  0.06  0.06  0.17   0.00  -0.01  0.00  0.00  0.00  -0.16  
 4.0 0.10  0.10  0.10  0.10  0.10  0.19   0.00  0.00  0.00  0.01  0.01  -0.15  
Table 9: RMSE and Bias of IE1 (LSLM, and SLM). Darker red represents larger RMSE and bias. 
 
N ρ τ2 
RMSE  Bias 
LSLM 
SLM 
 LSLM 
SLM 
50 100 200 300 400  50 100 200 300 400 
500 
 0.0 0.22  0.19  0.18  0.18  0.18  0.13   -0.01  0.04  0.04  0.05  0.06  -0.02  
0.2 2.0 0.44  0.39  0.35  0.32  0.32  0.33   0.06  0.06  0.05  0.05  0.05  -0.29  
 4.0 0.73  0.67  0.63  0.60  0.59  0.46   0.00  -0.02  0.05  0.04  0.03  -0.42  
 0.0 0.32  0.30  0.31  0.31  0.32  0.21   -0.01  0.10  0.15  0.17  0.19  -0.07  
0.4 2.0 0.56  0.53  0.49  0.47  0.45  0.81   0.08  0.11  0.11  0.10  0.09  -0.78  
 4.0 0.87  0.85  0.81  0.77  0.76  1.14   0.01  0.01  0.05  0.03  0.03  -1.12  
 0.0 0.64  0.69  0.75  0.76  0.76  0.39   0.16  0.37  0.50  0.55  0.57  -0.17  
0.6 2.0 0.73  0.72  0.70  0.68  0.66  1.86   0.02  0.16  0.19  0.17  0.15  -1.84  
 4.0 1.27  1.21  1.16  1.12  1.09  2.59   0.04  0.17  0.13  0.09  0.10  -2.58  
 0.0 1.84  2.33  2.75  2.87  2.87  1.31   0.58  1.48  2.03  2.20  2.22  -0.51  
0.8 2.0 1.86  2.00  1.95  1.86  1.77  6.03   -0.04  0.49  0.49  0.39  0.26  -6.00  
 4.0 2.71  2.76  2.70  2.65  2.60  8.00   -0.08  0.30  0.23  0.10  0.04  -7.99  
2000 
 0.0 0.17  0.12  0.10  0.10  0.10  0.07   -0.02  -0.02  0.00  0.02  0.03  -0.02  
0.2 2.0 0.31  0.23  0.18  0.18  0.17  0.30   -0.03  -0.01  0.00  0.02  0.01  -0.29  
 4.0 0.58  0.46  0.38  0.34  0.33  0.42   -0.08  0.00  -0.02  0.01  0.01  -0.42  
 0.0 0.24  0.18  0.14  0.16  0.17  0.12   -0.04  -0.03  0.01  0.06  0.09  -0.07  
0.4 2.0 0.35  0.26  0.22  0.23  0.22  0.79   -0.04  -0.02  0.01  0.05  0.05  -0.79  
 4.0 0.65  0.51  0.44  0.41  0.41  1.11   -0.10  -0.01  -0.01  0.04  0.04  -1.11  
 0.0 0.37  0.29  0.25  0.31  0.36  0.24   -0.07  -0.05  0.05  0.18  0.27  -0.16  
0.6 2.0 0.47  0.37  0.34  0.36  0.37  1.86   -0.09  -0.07  0.01  0.12  0.14  -1.86  
 4.0 0.77  0.64  0.60  0.60  0.60  2.58   -0.13  -0.01  0.03  0.12  0.13  -2.57  
 0.0 1.10  0.91  0.75  1.03  1.25  0.79   -0.39  -0.38  0.12  0.70  0.99  -0.56  
0.8 2.0 1.19  0.98  0.90  1.02  1.05  5.95   -0.42  -0.39  0.06  0.48  0.55  -5.94  
 4.0 1.47  1.27  1.23  1.27  1.28  7.97   -0.62  -0.51  -0.12  0.18  0.21  -7.97  
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Table 10: Mean loher and upper bounds of the estimated 95 % confidence intervals for DE1 and IE1 (ρ = 
0.6; τ2 = 0.0). The bootstrapping hith 200 iterations is used for LSLM and the MCMC implemented in 
the impact function is an R package spdep is used for SLM. 
 
N 
Loher bound Upper bound 
 LSLM 
SLM 
LSLM 
SLM 
 50 100 200 50 100 200 
DE1 
500 2.20  2.21  2.21  2.22  2.46  2.45  2.44  2.43  
2,000 2.25  2.25  2.26  2.27  2.39  2.38  2.39  2.38  
IE1 
500 1.78  2.13  2.47  2.26  3.78  4.02  4.11  3.09  
2,000 1.63  1.98  2.32  2.45  3.04  3.11  3.31  2.86  
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Table 11: RMSE and Bias of β1 ((LM, LSEM, and SEM). Darker red represents larger RMSE and bias. 
N 𝜑 τ2 
RMSE  Bias 
LM 
LSEM 
SEM 
 
LM 
LSEM 
SEM 
50 100 200 300 400  50 100 200 300 400 
500 
 0.0 0.05  0.05  0.05  0.05  0.05  0.05  0.05   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
0.2 2.0 0.06  0.06  0.06  0.06  0.06  0.06  0.06   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
 4.0 0.10  0.10  0.10  0.10  0.10  0.10  0.10   -0.02  -0.02  -0.02  -0.02  -0.02  -0.02  -0.02  
 0.0 0.04  0.04  0.04  0.04  0.04  0.04  0.04   0.01  0.01  0.01  0.01  0.01  0.01  0.01  
0.4 2.0 0.06  0.06  0.06  0.06  0.06  0.06  0.06   0.01  0.01  0.01  0.01  0.01  0.01  0.01  
 4.0 0.10  0.10  0.10  0.10  0.10  0.10  0.10   0.01  0.01  0.01  0.01  0.01  0.01  0.01  
 0.0 0.05  0.05  0.05  0.05  0.05  0.05  0.05   0.00  0.01  0.00  0.00  0.00  0.01  0.00  
0.6 2.0 0.06  0.07  0.07  0.07  0.07  0.07  0.07   0.01  0.01  0.01  0.01  0.00  0.01  0.01  
 4.0 0.11  0.11  0.11  0.11  0.11  0.11  0.11   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
 0.0 0.06  0.05  0.05  0.05  0.05  0.05  0.04   0.01  0.00  0.00  0.01  0.01  0.00  0.00  
0.8 2.0 0.08  0.07  0.06  0.06  0.06  0.07  0.06   0.01  0.01  0.01  0.01  0.01  0.01  0.01  
 4.0 0.10  0.10  0.10  0.10  0.10  0.10  0.11   0.01  0.01  0.00  0.01  0.00  0.01  0.00  
2000 
 0.0 0.02  0.02  0.02  0.02  0.02  0.02  0.02   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
0.2 2.0 0.03  0.03  0.03  0.03  0.03  0.03  0.03   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
 4.0 0.04  0.04  0.04  0.04  0.04  0.04  0.04   -0.01  0.00  -0.01  0.00  0.00  0.00  -0.01  
 0.0 0.02  0.02  0.02  0.02  0.02  0.02  0.02   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
0.4 2.0 0.03  0.03  0.03  0.03  0.03  0.03  0.04   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
 4.0 0.05  0.05  0.05  0.05  0.05  0.05  0.05   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
 0.0 0.02  0.02  0.02  0.02  0.02  0.02  0.02   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
0.6 2.0 0.03  0.03  0.03  0.03  0.03  0.03  0.03   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
 4.0 0.05  0.05  0.05  0.05  0.05  0.05  0.05   0.00  0.00  0.00  0.00  0.00  0.00  0.00  
 0.0 0.03  0.02  0.02  0.02  0.02  0.02  0.02   0.00  0.00  -0.01  0.00  0.00  0.00  0.00  
0.8 2.0 0.04  0.04  0.04  0.04  0.04  0.04  0.04   0.00  0.01  0.00  0.00  0.00  0.00  0.00  
 4.0 0.05  0.05  0.05  0.05  0.05  0.05  0.05   -0.01  0.00  0.00  0.00  0.00  0.00  0.00  
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Table 12: RMSE and Bias of se[β1] (LM, LSEM, and SEM). Darker red represents larger RMSE and bias 
N 𝜑 τ2 
RMSE  Bias 
LM 
LSEM 
SEM 
 
LM 
LSEM 
SEM 
50 100 200 300 400  50 100 200 300 400 
500 
 0.0 0.002  0.002  0.002  0.002  0.002  0.003  0.001   0.001  0.000  -0.001  -0.001  -0.001  -0.002  0.000  
0.2 2.0 0.002  0.002  0.002  0.003  0.003  0.004  0.002   0.000  -0.001  -0.001  -0.002  -0.002  -0.003  -0.001  
 4.0 0.003  0.004  0.004  0.004  0.005  0.005  0.004   0.000  -0.001  -0.001  -0.002  -0.002  -0.002  0.000  
 0.0 0.003  0.002  0.002  0.002  0.003  0.005  0.001   0.003  0.000  -0.001  -0.002  -0.002  -0.004  0.000  
0.4 2.0 0.002  0.002  0.003  0.003  0.004  0.005  0.002   0.001  -0.001  -0.002  -0.002  -0.002  -0.003  0.000  
 4.0 0.003  0.003  0.004  0.004  0.005  0.006  0.003   0.000  -0.001  -0.001  -0.002  -0.002  -0.003  0.000  
 0.0 0.008  0.002  0.002  0.002  0.003  0.005  0.002   0.008  0.001  -0.001  -0.002  -0.003  -0.005  0.000  
0.6 2.0 0.005  0.002  0.003  0.004  0.005  0.008  0.002   0.004  -0.001  -0.002  -0.004  -0.005  -0.007  -0.001  
 4.0 0.004  0.004  0.004  0.005  0.005  0.007  0.003   0.002  -0.001  -0.002  -0.003  -0.003  -0.005  0.000  
 0.0 0.024  0.005  0.002  0.002  0.004  0.006  0.002   0.023  0.004  0.000  -0.001  -0.003  -0.006  0.000  
0.8 2.0 0.015  0.002  0.003  0.005  0.006  0.009  0.002   0.015  0.000  -0.003  -0.004  -0.006  -0.008  -0.001  
 4.0 0.009  0.004  0.005  0.006  0.007  0.010  0.003   0.007  -0.002  -0.004  -0.005  -0.006  -0.009  0.000  
2000 
 0.0 0.001  0.000  0.000  0.000  0.001  0.001  0.000   0.000  0.000  0.000  0.000  0.000  0.000  0.000  
0.2 2.0 0.000  0.000  0.000  0.001  0.001  0.001  0.000   0.000  0.000  0.000  0.000  0.000  0.000  0.000  
 4.0 0.001  0.001  0.001  0.001  0.001  0.001  0.001   0.000  0.000  0.000  0.000  0.000  0.000  0.000  
 0.0 0.001  0.001  0.001  0.000  0.001  0.001  0.000   0.001  0.001  0.001  0.000  0.000  -0.001  0.000  
0.4 2.0 0.001  0.001  0.001  0.001  0.001  0.001  0.001   0.001  0.000  0.000  0.000  -0.001  -0.001  0.000  
 4.0 0.001  0.001  0.001  0.001  0.001  0.001  0.001   0.000  0.000  0.000  0.000  -0.001  -0.001  0.000  
 0.0 0.004  0.003  0.002  0.001  0.000  0.001  0.000   0.004  0.003  0.002  0.001  0.000  0.000  0.000  
0.6 2.0 0.002  0.001  0.001  0.001  0.001  0.001  0.001   0.002  0.001  0.001  0.000  -0.001  -0.001  0.000  
 4.0 0.001  0.001  0.001  0.001  0.001  0.001  0.001   0.001  0.000  0.000  -0.001  -0.001  -0.001  0.000  
 0.0 0.012  0.007  0.005  0.002  0.001  0.000  0.000   0.012  0.007  0.005  0.002  0.001  0.000  0.000  
0.8 2.0 0.008  0.004  0.002  0.001  0.001  0.001  0.001   0.008  0.004  0.002  0.000  -0.001  -0.001  0.000  
 4.0 0.004  0.002  0.001  0.001  0.002  0.002  0.001   0.004  0.001  0.000  -0.001  -0.002  -0.002  0.000  
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Table 13: Bias of the spatial dependence parameter φ (LSEM and SEM) and the residual MC values (LM, LSEM, and SEM) 
N 𝜑 τ2 
Bias of φ  z-value of the residual MC  
LSEM 
SLM 
 
LM 
LSEM 
SEM 
50 100 200 300 400  50 100 200 300 400 
500 
 0.0 0.12  0.32  0.50  0.54  0.54  -0.02   2.73  0.31  -0.20  0.08  -0.02  -0.22  0.10  
0.2 2.0 0.09  0.16  0.28  0.38  0.40  -0.10   1.51  0.08  -0.26  -0.09  -0.03  -0.19  0.08  
 4.0 -0.02  0.04  0.14  0.27  0.28  -0.17   0.55  -0.22  -0.38  -0.28  -0.19  -0.25  0.08  
 0.0 0.03  0.27  0.37  0.39  0.38  -0.01   6.65  1.47  -0.20  -0.21  -0.43  -0.89  0.12  
0.4 2.0 0.04  0.21  0.35  0.38  0.36  -0.18   3.36  0.30  -0.56  -0.26  -0.34  -0.55  0.06  
 4.0 -0.10  -0.05  0.06  0.21  0.23  -0.31   1.36  -0.02  -0.22  -0.04  -0.07  -0.24  0.08  
 0.0 -0.02  0.18  0.25  0.26  0.26  -0.01   11.72  2.53  -0.02  -0.36  -0.75  -1.47  0.14  
0.6 2.0 -0.03  0.11  0.18  0.20  0.19  -0.21   6.84  0.74  -0.86  -1.05  -1.23  -1.69  -0.09  
 4.0 0.03  0.06  0.14  0.20  0.19  -0.41   2.93  -0.16  -0.89  -0.70  -0.67  -0.88  0.01  
 0.0 0.03  0.08  0.12  0.13  0.13  0.00   20.77  4.86  0.65  -0.22  -0.88  -1.77  0.17  
0.8 2.0 0.03  0.07  0.10  0.10  0.10  -0.18   14.13  1.25  -1.35  -1.75  -2.12  -2.73  -0.69  
 4.0 -0.05  0.03  0.06  0.07  0.05  -0.42   6.98  -0.45  -1.65  -1.79  -1.88  -2.26  -0.33  
2000 
 0.0 0.17  0.20  0.22  0.29  0.41  0.00   5.89  4.33  2.90  0.74  -0.72  -0.76  0.04  
0.2 2.0 0.11  0.11  0.16  0.20  0.25  -0.10   2.89  2.06  1.31  0.24  -0.44  -0.28  0.04  
 4.0 -0.11  -0.07  -0.03  0.01  0.01  -0.16   1.22  0.68  0.33  -0.26  -0.53  -0.24  0.03  
 0.0 0.04  0.04  0.10  0.20  0.28  0.00   13.26  9.85  6.93  2.46  -0.42  -0.80  0.04  
0.4 2.0 0.01  0.06  0.10  0.18  0.26  -0.17   6.96  4.74  3.00  0.40  -1.16  -1.30  -0.04  
 4.0 -0.20  -0.05  -0.03  0.04  0.09  -0.30   2.76  1.75  1.05  0.08  -0.65  -0.49  0.03  
 0.0 -0.09  0.00  0.08  0.12  0.18  0.00   24.03  17.61  12.65  5.29  0.65  -0.14  0.04  
0.6 2.0 -0.06  -0.02  0.08  0.12  0.15  -0.20   13.71  9.12  5.68  0.97  -1.75  -2.14  -0.35  
 4.0 -0.16  -0.03  0.03  0.07  0.13  -0.41   5.80  3.30  1.64  -0.48  -1.66  -1.75  -0.10  
 0.0 -0.08  0.02  0.06  0.07  0.09  0.00   42.35  29.49  20.70  9.17  2.38  1.05  0.03  
0.8 2.0 -0.06  0.04  0.06  0.07  0.08  -0.16   29.24  17.55  10.63  2.35  -2.03  -2.76  -1.62  
 4.0 -0.13  0.02  0.05  0.06  0.07  -0.40   14.73  7.26  3.29  -1.05  -3.17  -3.45  -0.93  
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Table 14: Computational time for larger samples (seconds). rARPACK package is used for the eigen-decomposition. The bootstrapping is not parallelized. 
N 
Eigen-decomposition 
LSLM LSEM 
Estimation Bootstrapping (200 iterations) Estimation 
L=50 L=100 L=200 L=50 L=100 L=200 L=50 L=100 L=200 L=50 L=100 L=200 
5,000 1.5  2.2  5.6  0.1 0.3 1.7 10.7 27.2 139.7 0.1 0.3 1.7 
10,000 4.3  8.0  18.8  0.1 0.4 2.0 11.6 28.7 144.1 0.1 0.3 1.6 
20,000 14.3  24.3  52.0  0.2 0.6 2.4 14.0 32.4 155.1 0.1 0.5 2.3 
40,000 46.8  72.3  148.1  0.3 0.9 3.6 19.0 40.4 176.9 0.3 0.7 2.8 
 
 
