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STRUCTURE THEOREMS OF MIXABLE SHUFFLE ALGEBRAS AND
FREE COMMUTATIVE ROTA-BAXTER ALGEBRAS
LI GUO AND BINGYONG XIE
Abstract. We study the ring theoretical structures of mixable shuffle algebras and their
associated free commutative Rota-Baxter algebras. For this study we utilize the connection
of the mixable shuffle algebras with the overlapping shuffle algebra of Hazewinkel, quasi-
shuffle algebras of Hoffman and quasi-symmetric functions. This connection allows us to
apply methods and results on shuffle products and Lyndon words on ordered sets. As a
result, we obtain structure theorems for a large class of mixable shuffle algebras and free
commutative Rota-Baxter algebras with various coefficient rings.
1. Introduction
In this paper, all rings and algebras are assumed to be unitary unless otherwise specified.
Let k denote a commutative ring. By an algebra we mean a k-algebra and by a tensor
product we mean the tensor product over k.
1.1. Rota-Baxter algebras and mixable shuffle algebras. Given a commutative ring
k and a λ ∈ k, a Rota-Baxter algebra of weight λ is an associative k-algebra R together
with a k-linear operator P on R such that
(1) P (x)P (y) = P (xP (y)) + P (P (x)y) + λP (xy), ∀x, y ∈ R.
Such an operator is called a Rota-Baxter operator (of weight λ). This operator is an
abstraction of the integration operator P (f)(x) :=
∫ x
0
f(t) dt where the above identity
is simply the integration by parts formula. This operator also include as special cases
numerous other operators in mathematics and physics, such as the summation operator of
functions, partial sum operator for sequences and projection operator on Laurent series,
as well as the operator on distributions in the paper [4] where G. Baxter first defined this
operator. Such broad connections lead to many applications of Rota-Baxter algebras [1, 2,
3, 6, 8, 11, 12, 18, 19, 24, 38] which further motivate the theoretical study of Rota-Baxter
algebras. See the introductory and survey articles [10, 16, 17, 38] for further details.
As a first step in their theoretical study, free commutative Rota-Baxter algebras were
constructed by Cartier and Rota [5, 37] with certain restrictions. A general construction
was obtained by one of the authors and Keigher [20, 21] in terms of mixable shuffle products.
For a commutative k-algebra A, let Xk,λ(A) be the free commutative Rota-Baxter algebra
of weight λ generated by A. It is shown in [20] that
(2) Xk,λ(A) = A⊗MSk,λ(A)
where MSk,λ(A) (denoted by X
+
k,λ(A) in [20, 21]) is the mixable shuffle algebra of
weight λ generated by A. The precise definitions will be recalled in Section 2.1. Thus the
study of free commutative Rota-Baxter algebras is reduced to the study of mixable shuffle
algebras.
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1.2. Overlapping shuffle algebra and quasi-symmetric functions. During the same
period of time when mixable shuffle product was constructed, Hazewinkel [26, 27] defined
the overlapping shuffle algebra and showed that it gives another description of the algebra
of quasi-symmetric functions. He then used the language and methods on Lyndon words
of shuffles algebras to extend the well-known theorem of Radford [35] that the shuffle
algebra with rational coefficients is a polynomial algebra generated by the set of Lyndon
words to the algebra of quasi-symmetric functions with rational coefficients. More generally,
Hoffman [30] showed that his quasi-shuffle algebras, also introduced during the same period
of time, are polynomial algebras on Lyndon words when rational coefficients are considered.
The theory of these algebras with integer coefficients developed more slowly. As com-
mented in [27, 28], Ditters announced in his 1972 paper [7] that the algebra of quasi-
symmetric functions with integer coefficients is a polynomial algebra. But there was a gap
in his proof, as well as in the quite a few subsequent efforts to prove the statement. Even-
tually, Hazewinkel was able to provide a correct proof (Theorem 2.2.(c)). So we will call
this statement the Ditters Conjecture or the Ditters-Hazewinkel Theorem.
1.3. Mixable shuffles and overlapping shuffles. As we will see later in Section 2.2,
the overlapping shuffle algebra, generalized overlapping shuffle algebras and quasi-shuffle
algebras are all special cases of mixable shuffle algebras. In this paper we extend the results
and methods for these special cases, especially from [27], to study more general mixable
shuffle algebras with various coefficient rings. We then study the ring theoretical structure
of free commutative Rota-Baxter algebras through the tensor decomposition in Eq. (2).
This paper can be regarded as a continuation of our earlier studies [9, 15, 20, 21] on this
subject.
In analogy to the cases of the overlapping shuffle algebra and quasi-symmetric functions,
the structure of a mixable shuffle algebra depends on its base ring k, as well as its weight
λ, especially for those mixable shuffle algebras that appear in the construction of free
commutative Rota-Baxter algebras. So we will consider mixable shuffle algebras and Rota-
Baxter algebras in these separate cases. For notational simplicity, we will take the base
ring k to be Q, Fp, Zp or Z. See Table 1 for a summary of previous and new results.
When k = Q, Radford’s theorem and its generalizations by Hazewinkel [27] and Hoff-
man [30] can be quite easily generalized further to mixable shuffle algebras (Theorem 2.3)
and then to free commutative Rota-Baxter algebras (Theorem 2.4). This is presented in
Section 2 after preliminary notations and results.
The situation is already quite different in the case of k = Fp which is considered in
Section 3. By a careful study of the Lyndon words, we obtain the structure theorem
(Theorem 3.17) for a quite large class of mixable shuffle algebras. This leads to the structure
theorem of a quite large class of free commutative Rota-Baxter algebras (Theorem 3.20),
including those generated by a finite set.
In Section 4, we lift the results in Section 3 from Fp to Zp by studying the reduction
map Zp → Fp. As is often the case in this lifting process, we can only recover part of the
information and obtain a less precise structure theorem on the mixable shuffle algebras with
Zp-coefficients (Theorem 4.5), which translates to a less precise structure theorem on the
free commutative Rota-Baxter algebras with Zp-coefficients (Theorem 4.6). Nevertheless,
in the case that we are most interested in and includes the overlapping shuffle algebra, we
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show that the mixable shuffle algebra is a polynomial algebra generated by an explicitly
defined set.
In the final Section 5, we give a local-global principle extracted from Hazewinkel’s elegant
proof of the Ditters-Hazewinkel Theorem [27] mentioned above. This principle allows us
to “glue” together our local results over Q and Zp, for all p, to obtain results over Z. As
a result, we generalize the Ditters-Hazewinkel Theorem from the mixable shuffle algebra
on free abelian semigroup with one generator to those with countably many generators
(Theorem 5.4). We obtain a similar polynomial algebra in free commutative Rota-Baxter
algebra generated by a set (Theorem 5.6).
Acknowledgements: Both authors thank the Max Planck Institute for Mathematics
at Bonn where this research was carried out. The first author acknowledges support from
NSF grant DMS-0505643.
2. Structure theorems on Q
In this section we first review the construction of free commutative Rota-Baxter algebras
in terms of mixable shuffle algebras obtained in [20, 21]. We then relate mixable shuffle
algebras to the overlapping shuffle algebra and generalized overlapping shuffle algebras of
Hazewinkel [27, 28], and quasi-shuffle algebras of Hoffman [30]. This connection allows us
to extend the study of overlapping shuffle algebra and quasi-shuffle algebras to the study
the structure of mixable shuffle algebras and free commutative Rota-Baxter algebras with
base ring Q. This connection will also be used in later sections for other base rings.
2.1. Mixable shuffle algebras and free commutative Rota-Baxter algebras. We
briefly recall the construction of mixable shuffle algebras and free commutative Rota-Baxter
algebras [20, 21].
Let A be a commutative k-algebra that is not necessarily unitary. For a given λ ∈ k, the
mixable shuffle algebra of weight λ generated by A (with coefficients in k) is the
k-module
(3) MS(A) := MSk,λ(A) =
⊕
k≥0
A⊗k = k⊕A⊕A⊗2 ⊕ · · ·
equipped with the mixable shuffle product ⋄λ of weight λ defined as follows.
For pure tensors a = a1 ⊗ . . . ⊗ am ∈ A
⊗m and b = b1 ⊗ . . . ⊗ bn ∈ A
⊗n, a shuffle of a
and b is a tensor list of ai and bj without change the natural orders of the ais and the bjs.
More generally, for the fixed λ ∈ k, a mixable shuffle (of weight λ) of a and b is a shuffle
of a and b in which some (or none) of the pairs ai ⊗ bj are merged into λ aibj . Then define
(4) a ⋄ b = a⋄λb =
∑
mixable shuffles of a and b
where the subscript λ is often suppressed when there is no danger of confusion. For example,
a1 ⋄ (b1 ⊗ b2) : = a1⋄λ(b1 ⊗ b2)
= a1 ⊗ b1 ⊗ b2 + b1 ⊗ a1 ⊗ b2 + b1 ⊗ b2 ⊗ a1︸ ︷︷ ︸
shuffles
+ λ(a1b1)⊗ b2 + λb1 ⊗ (a1b2)︸ ︷︷ ︸
merged shuffles
.
With 1 ∈ k as the unit, this product makes MSk,λ(A) into a commutative k-algebra. See [20]
for further details of the mixable shuffle product. When λ = 0, we simply have the shuffle
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product which is also defined when A is only a k-module, treated as an algebra with zero
multiplication.
The product ⋄λ can also be defined by the following recursion [9, 25] which gives the
connection with quasi-shuffle algebras of Hoffman [30]. First define the multiplication by
A⊗0 = k to be the scalar product. In particular, 1 is the identity. For any m,n > 1 and
a := a1 ⊗ · · · ⊗ am ∈ A
⊗m, b := b1 ⊗ · · · ⊗ bn ∈ A
⊗n, define a⋄λb by induction on the sum
m+ n. Then m+ n > 2. When m+ n = 2, we have a = a1 and b = b1. Define
(5) a⋄λb = a1 ⊗ b1 + b1 ⊗ a1 + λa1b1.
Assume that a⋄λb has been defined for m+ n > k > 2 and consider a and b with m+ n =
k + 1. Then m+ n > 3 and so at least one of m and n is greater than 1. Then we define
a⋄λb =

a1 ⊗ b1 ⊗ · · · ⊗ bn + b1 ⊗
(
a1⋄λ(b2 ⊗ · · · ⊗ bn)
)
+λ(a1b1)⊗ b2 ⊗ · · · ⊗ bn, when m = 1, n > 2,
a1 ⊗
(
(a2 ⊗ · · · ⊗ am)⋄λb1
)
+ b1 ⊗ a1 ⊗ · · · ⊗ am
+λ(a1b1)⊗ a2 ⊗ · · · ⊗ am, when m > 2, n = 1,
a1 ⊗
(
(a2 ⊗ · · · ⊗ am)⋄λ(b1 ⊗ · · · ⊗ bn)
)
+ b1 ⊗
(
(a1 ⊗ · · · ⊗ am)⋄λ(b2 ⊗ · · · ⊗ bn)
)
+λ(a1b1)
(
(a2 ⊗ · · · ⊗ am)⋄λ(b2 ⊗ · · · ⊗ bn)
)
, when m,n > 2.
Here the products by ⋄λ on the right hand side of the equation are well-defined by the
induction hypothesis.
Now let A be a (unitary) k-algebra. We define the tensor product algebra
(6) X(A) := Xk,λ(A) = A⊗MSk,λ(A) = A⊕A
⊗2 ⊕ · · · .
Define a k-linear operator PA on X(A) by assigning
PA(x0 ⊗ x1 ⊗ · · · ⊗ xn) = 1A ⊗ x0 ⊗ x1 ⊗ · · · ⊗ xn,
for all x0⊗x1⊗· · ·⊗xn ∈ A
⊗(n+1) and extending by additivity. Let jA : A→ X(A) be the
canonical inclusion map.
Theorem 2.1. [20]
(a) The pair (X(A), PA), together with the natural embedding jA : A→ X(A), is a free
commutative Rota-Baxter k-algebra of weight λ on A. In other words, for any Rota-
Baxter k-algebra (R,P ) and any k-algebra homomorphism ϕ : A → R, there exists
a unique Rota-Baxter k-algebra homomorphism ϕ˜ : (X(A), PA) → (R,P ) such that
ϕ = ϕ˜ ◦ jA as k-algebra homomorphisms.
(b) When X is a set. The pair (X(k[X ]), Pk[X]), together with the natural embedding
jX : X → k[X ]→ X(k[X ]), is a free commutative Rota-Baxter k-algebra on the set
X of weight λ.
2.2. Mixable shuffles, overlapping shuffles and quasi-shuffles. Let S be a semigroup
and let kS =
∑
s∈S k s be the semigroup nonunitary k-algebra. Then a canonical k-basis
of (kS)⊗k, k > 0, is the set S⊗k := {s1 ⊗ · · · ⊗ sk | si ∈ S, 1 6 i 6 k}. Thus a canonical
k-basis of MSk,λ(A) is
(7) M⊗(S) := {1} ∪ {u1 ⊗ · · · ⊗ ur | ui ∈ S, 1 6 i 6 r, r > 1}.
With the tensor concatenation, M⊗(S) is simply the free monoid generated by S. We use
the tensor concatenation instead of the usual concatenation for the product since we need
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to use the concatenation to denote the product in S when S is a semigroup. Elements in
M⊗(S) are still called words from the set S. Then we have
MSk,λ(S) := MSk,λ(kS) = kM
⊗(S).
We denote MSk,λ(S) for MSk,λ(kS) to make clear the connection with S and to simplify
the notation.
Let S be a monoid and let kS be the (unitary) k-algebra. As in Eq. (2) we have the free
commutative Rota-Baxter algebra
(8) Xk,λ(kS) = (kS)⊗MSk,λ(S).
It is in fact the free commutative Rota-Baxter algebra generated by the monoid S in the
sense that it comes from the left adjoint functor of the forgetful functor from the category of
commutative Rota-Baxter algebras to the category of commutative multiplicative monoids.
Now let S be the multiplicative semigroup {xi}i>1. Then
M⊗(S) = {xa1 ⊗ · · · ⊗ xak | aj > 1, 1 6 j 6 k, k > 0}.
It is in bijection with the set of vectors
{[a1, · · · , ak] | aj > 1, 1 6 j 6 k, k > 0}
and with the set of polynomials{ ∑
16i1<···<in
Xa1i1 · · ·X
ak
ik
| aj > 1, 1 6 j 6 k, k > 0
}
⊆ k[Xi, i > 1].
Through the first bijection, we obtain the isomorphism of MSk,1(S) with the overlapping
shuffle algebra
k{[a1, · · · , ak] | aj > 1, 1 6 j 6 k, k > 0}
defined by Hazewinkel [26]. See [26] for more details and a more precise definition of the
product in terms of order preserving injective maps (see also [5] and [13]). Through the
second bijection, we obtain the isomorphism of MSk,1(S) with the algebra QSymk(S) of
quasi-symmetric functions [14].
Let S be a graded semigroup S =
∐
i>0 Si, SiSj ⊆ Si+j such that |Si| <∞, i > 0. Then
with λ = 1, the mixable shuffle algebra MSλ(S) is isomorphic to the quasi-shuffle algebra
defined by Hoffman [30, 9, 25].
For a general semigroup S, the mixable shuffle algebra MSk,1(S) of weight 1 coincides
with the generalized overlapping shuffle algebra on S [28].
Let (S,<) be an ordered set. Extend the order on S to the lexicographic order <lex
on M⊗(S). Thus, for u, v ∈ M⊗(S), u <lex v if and only if either v = u ⊗ x for some
non-empty word x, or u = x⊗ a⊗ u′, v = x⊗ b⊗ v′ for some words x, u′, v′ and some letter
a, b with a < b. Recall that a Lyndon word in M⊗(S) is a non-empty word w such that
if w = u ⊗ v with u, v 6= 1, then w <lex v. Let Lyn = Lyn(S) be the set of Lyndon words
in M⊗(S).
The following theorem summarizes what is known about when a mixable shuffle algebra
is a polynomial algebra.
Theorem 2.2. (a) ([35][36, Theorem 6.1]) Let S be an ordered set. Then MSQ,0(S),
namely the shuffle algebra Sh(S) on S with coefficients in Q, is isomorphic to
Q[Lyn(S)].
6 LI GUO AND BINGYONG XIE
Table 1. Structure of MSk,λ(S)
base ring k weight λ
ordered set or
semigroup S
reference
Radford [35] Q 0 ordered set Theorem 2.2.(a)
Hoffman [30] Q 1
ordered abelian
semigroups
Theorem 2.2.(b)
Hazewinkel [27] Q,Zp,Z 1 Z>0 Theorem 2.2.(b) & (c)
This paper
Q 6= 0
ordered abelian
semigroups
Theorem 2.3
Fp 0 ordered set Theorem 3.7
Fp 6= 0 S ∈ P, J Theorem 3.17
Zp p-unit S ∈ F, J Theorem 4.5
Z ±1 S ∼= Zn>0 or Z
(∞)
>0 Theorem 5.3 & 5.4
(b) (Hazewinkel-Hoffman Theorem [27],[30, Theorem 2.6.]) Let S be an ordered
abelian semigroup. Then MSQ,1(S), namely the quasi-shuffle algebra on S with co-
efficients in Q, is isomorphic to Q[Lyn(S)].
(c) (Ditters-Hazewinkel Theorem [7, 27]) Let S be the free abelian semigroup with
one generator. Then MSZ,1(S), namely the Z-algebra of overlapping shuffles, and the
algebra quasi-symmetric functions with integer coefficients, is a polynomial algebra.
Thus quite much is known about the mixable shuffle algebras with coefficients in Q and
with weight 0 or 1, but little is known in the other cases. One of our main goals in this
paper is to extend this theorem to the cases for other coefficient rings and other weights,
as summarized in Table 1.
We first consider the easy case when k = Q and λ ∈ Q is arbitrary.
Theorem 2.3. Let S be an ordered abelian semigroup and let λ be in Q. Then MSQ,λ(S)
is isomorphic to Q[Lyn(S)].
Proof. Fix a λ ∈ Q. If λ = 0, then by definition, MSQ,λ(S) is the shuffle algebra Sh(S) on
the Q-vector space QS. By Theorem 2.2.(a), we have MSQ,0(S) = Q[Lyn]. If λ = 1, then
as was shown in [9] and [25], MSQ,1(S) is the quasi-shuffle Q-algebra on the semigroup S
and thus is Q[Lyn(S)] by Theorem 2.2.(b).
If λ 6= 0, 1, the algebra isomorphism
f :XQ,λ(QS)→ XQ,1(QS),
a0 ⊗ · · · ⊗ an 7→ λ
n(a0 ⊗ · · · ⊗ an), ∀a0 ⊗ · · · ⊗ an ∈ QS
⊗(n+1)
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from [9] (Lemma 2.8 and the comments afterward) restricts to an algebra isomorphism
f :MSQ,λ(QS)→ MSQ,1(QS),
a1 ⊗ · · · ⊗ an 7→ λ
n(a1 ⊗ · · · ⊗ an), ∀a1 ⊗ · · · ⊗ an ∈ QS
⊗n.
Thus a Lyndon word ω ∈ MSQ,1(S) is sent to λ
ℓ(ω)ω ∈ MSQ,λ(S) where ℓ(ω) is the length
of the word ω. Since λ ∈ Q is invertible, MSQ,λ(S) is still generated by Lyn(S). Thus the
theorem holds for all λ ∈ Q. 
2.3. Free commutative Rota-Baxter algebras over a Q-algebra. We now apply The-
orem 2.3 to free commutative Rota-Baxter algebras.
Theorem 2.4. Let S be an ordered abelian monoid and let QS be the monoid algebra.
Then
(9) XQ,λ(QS) = QS ⊗Q[Lyn(S)],
where Lyn(S) is the set of Lyndon words on S. In particular, let X be an ordered set. Let
M c(X) be the free abelian monoid generated by X. Then
(10) XQ,λ(Q[X ]) = Q[Lyn(M
c(X))],
where
Lyn(M c(X)) := X ∪ {1⊗ w | w ∈ Lyn(M c(X))}.
Proof. By Theorem 2.3 and Eq. (8), we have XQ,λ(QS) = QS ⊗Q[Lyn] by Eq. (2).
For the second statement, let X be an ordered set. Then Q[X ] = QM c(X) and
XQ,λ(Q[X ]) = Q[X ]⊗MSQ,λ(M
c(X)) = Q[X ]⊗Q[Lyn(M c(X))] = Q[Lyn(M c(X))].

3. Structure theorems on Fp
Given a prime number p, we now consider the algebra structure of the mixable shuffle
algebras MSFp,λ(S) where S is an ordered semigroup with base ring Fp. Here the situation
is quite different from the case when the base ring is Q. As an easy illustration, let x ∈ S,
then the shuffle product xXp = x⋄0p = p!x⊗p = 0 in MSFp,0(X). We will show that this
phenomenon prevails when the weight λ is zero and, as a result, MSFp,0(S) has no polynomial
subalgebras. When λ 6= 0, the structure of MSFp,λ(S) is more diversified. For a large class
of abelian semigroups S, including free semigroups, free monoids, p-nilpotent groups and p-
idempotent groups, we determine the factorization of MSFp,λ(S) into a polynomial part and
a non-polynomial part. We then apply these structure theorems to the free commutative
Rota-Baxter algebras XFp,λ(FpS) with coefficients in Fp.
8 LI GUO AND BINGYONG XIE
3.1. Notations and preparatories. Let (S,<) be an ordered set and let the free monoid
M⊗(S) be as defined in Eq. (7). Recall that we use <lex to denote the lexicographic order
on M⊗(S) induced from the order on S. We will use another order <leng on M
⊗(S).
Definition 3.1. Let (S,<) be an ordered semigroup. For u = u1 ⊗ · · · ⊗ ur ∈ S
⊗r and
v = v1 ⊗ · · · ⊗ vs ∈ S
⊗s, define
(11) u <leng v ⇔
{
r < s or
r = s and ∃ 1 6 i 6 r, such that u1 = v1, · · · , ui−1 = vi−1, ui < vi.
<leng will be called the pro-length order (or L-order for short).
We note that, when u and v have the same length, u <lex v if and only if u <leng v.
Recall that a well-ordered set is a totally ordered set whose every non-empty subset has a
smallest element.
Lemma 3.2. Let (S,<) be a well-ordered set. Then the L-order <leng defines a well order
on the set M⊗(S).
Proof. <leng is clearly a total order on M
⊗(S). Let T be a non-empty subset of M⊗(S).
Define T0 to be the subset of T consisting of words of the smallest length r, T1 to be the
subset of T0 consisting of tensors u1 ⊗ · · · ⊗ ur such that u1 is the smallest, T2 to be the
the subset of T1 consisting of tensors u1 ⊗ · · · ⊗ ur such that u2 is the smallest, · · · , Tr to
be the subset of Tr−1 consisting of tensors u1 ⊗ · · · ⊗ ur such that ur is the smallest. Then
the smallest element of T is the unique element of Tr. 
We list the following results for later references.
Theorem 3.3. (a) (Chen-Fox-Lyndon factorization) [36] Any word w ∈ M⊗(S)
can be written uniquely as a tensor product of Lyndon words
w = w⊗i11 ⊗ · · · ⊗ w
⊗ik
k , w1 > · · · > wk, i1, · · · , ik > 1.
(b) (Tensor form of freshman’s dream) [19, Theorem 4.1 ] For any w = w1⊗ · · ·⊗
wn ∈M
⊗(S) and λ ∈ k,
(12) w⋄λp ≡ λ(p−1)(n−1)wp1 ⊗ · · · ⊗ w
p
n mod p.
Notation: For u ∈ MSk,λ(S) and w ∈M
⊗(S), we write
u = w + lower L-order terms
if u− w is a linear combination of words in M⊗(S) with L-order less than w.
Lemma 3.4. The following statements hold in MSZ,λ(S).
(a) Let w = w⊗i11 ⊗ · · · ⊗ w
⊗ik
k be the Chen-Fox-Lyndon factorization. We have
w⋄λi11 ⋄λ · · · ⋄λw
⋄λik
k = (i1! · · · ik!)w + lower L-order terms.
(b) Let u be a Lyndon word and let v be a word with u > v. Then
u⊗s⋄λv = u
⊗s ⊗ v + lower L-order terms.
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(c) Let u be a Lyndon word and let n1, · · ·nk be positive integers. Then
u⊗n1 ⋄ · · · ⋄ u⊗nk =
(n1 + · · ·+ nk)!
n1! · · ·nk!
u⊗(n1+···nk) + lower L-order terms.
(d) For any Lyndon word u and integer n = a0+ a1p+ a2p
2+ · · · akp
k with a0, · · · , ak ∈
{0, 1, · · · , p− 1}, we have
(13) (u⊗p
0
)⋄λa0⋄λ · · · ⋄λ(u
⊗pk)⋄λak = Nnu
⊗n + lower L-order terms,
where Nn is a p-adic unit.
Proof. (a). As is well-known [36], for the shuffle product X = ⋄0 (mixable shuffle product
of weight 0), we have
w⋄0i11 ⋄0 · · · ⋄0 w
⋄0ik
k = (i1! · · · ik!)w +
∑
ℓ(u)=ℓ(w),u<w
αuu
for some natural integer αu. By the definition of the mixable shuffle product of weight λ,
w⋄λi11 ⋄λ · · · ⋄λw
⋄λik
k = w
⋄0i1
1 ⋄0 · · · ⋄0 w
⋄0ik
k + terms of length < ℓ(w).
Since either ℓ(u) = ℓ(w) with u <lex w or ℓ(u) < ℓ(w) implies u <leng w, we are done.
(b). Let v = v⊗i11 ⊗ · · · ⊗ v
⊗ik
k be the Chen-Fox-Lyndon factorization. Since v1 is a
Lyndon word, we have v > v1. Since it is assume that v < u, we have u > v1. Thus
u⊗s ⊗ v = u⊗s ⊗ v⊗i11 ⊗ · · · ⊗ v
⊗ik
k is the Chen-Fox-Lyndon factorization of u
⊗s ⊗ v. Then
by Item (a),
u⋄λs⋄λv
⋄λi1
1 ⋄λ · · · ⋄λv
⋄λik
k = (s!)(i1!) · · · (ik!)u
⊗s ⊗ v + lower L-order terms.
On the other hand, applying Item (a) separately to u⊗s and v = v⊗i11 ⊗ · · · ⊗ v
⊗ik
k , we have
u⋄λs⋄λv
⋄λi1
1 ⋄λ · · · ⋄λv
⋄λik
k = (s!)u
⊗s⋄λ((i1!) · · · (ik!))v+terms with L-order lower than u
⊗s⊗v.
This gives what we need.
(c). By Item (a) we have
1
ni!
u⋄λni = u⊗ni + lower L-order terms.
So
u⊗n1⋄λ · · · ⋄λu
⊗nk =
1
n1! · · ·nk!
u⋄λ(n1+···+nk) + terms with L-order lower than u⊗(n1+···+nk)
=
(n1 + · · ·+ nk)!
n1! · · ·nk!
u⊗(n1+···+nk) + lower L-order terms,
as desired.
(d) is a special case of (c) since Nn =
n!Qk
j=0(p
j !)aj
is a p-adic unit [27, Corollary 7.6]. 
Let A be a commutative k-algebra. For a pure tensor a in A⊗n, denote a⊗k to be the k
fold tensor power of a. For a set Y of pure tensors and a prime number p, denote
(14) Y ⊗k = {a⊗k | a ∈ Y }, T(Y ) =
∐
k>0
Y ⊗p
k
.
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Here T stands for tensor power. When Y = Lyn is the set of Lyndon words in MSk,λ(S)
where S is an ordered semigroup, we denote TL = T(Lyn).
We will use the following proposition several times.
Proposition 3.5. Let k be either Fp or Zp. Let S be a well-ordered semigroup and let
λ ∈ k. Denote ⋄ = ⋄λ.
(a) As a k-algebra, MSk,λ(S) is generated by TL for any λ ∈ k.
(b) The subset
(15) U := {1}∪{w⋄n11 ⋄· · ·⋄w
⋄nr
r | wj ∈ TL, w1 > · · · > wr, 1 6 nj 6 p−1, 1 6 j 6 r, r > 1}
of MSk,λ(S) is linearly independent.
Proof. (a). Let MSk,λ(S)
′ be the k-subalgebra of MSk,λ(S) generated by TL. We just need
to prove M⊗(S) ⊆ MSk,λ(S)
′ by contradiction. First of all, the smallest element in M⊗(S)
is the 1-tensor s0 where s0 denotes the smallest element of the well-ordered semigroup S.
Since s0 is a Lyndon word, s0 is in MSk,λ(S)
′. Therefore M⊗(S)\MSk,λ(S)
′ is not M⊗(S).
Suppose M⊗(S) 6⊆ MSk,λ(S)
′, then M⊗(S)\MSk,λ(S)
′ is not empty. Since by Lemma 3.2,
M⊗(S) is a well-ordered set with respect to the L-order, there is a smallest element w in
M⊗(S)\MSk,λ(S)
′. Let w = w⊗i11 ⊗ · · · ⊗ w
ir
r , w1 > · · · > wr, be the Chen-Fox-Lyndon
factorization of w.
Suppose r = 1. Then w = w⊗n1 for some n > 1. Using the notation of Lemma 3.4.(d),
we have
w⊗n1 = N
−1
n (w
⊗p0
1 )
⋄a0 ⋄ · · · ⋄ (w⊗p
r
1 )
⋄ar + terms with L-order lower than w⊗n1 ,
where Nn is a p-adic unit. Since (w
⊗p0
1 )
⋄a0 ⋄ · · · ⋄ (w⊗p
r
1 )
⋄ar is a product of the elements
w⊗p
i
1 , i > 0, that are already in TL, this product is in MSk,λ(S)
′. By the minimality
of w = w⊗n1 , the other terms on the right hand side of the above equation are also in
MSk,λ(S)
′. Thus w⊗n1 is in MSk,λ(S)
′. This is a contradiction.
Suppose r > 1. Then by the Chen-Fox-Lyndon factorization, we have w⊗i22 ⊗ · · ·⊗w
ir
r <
w1. Hence Lemma 3.4 (b) gives
w = w⊗i11 ⊗w
⊗i2
2 ⊗ · · ·⊗w
ir
r = w
⊗i1
1 ⋄ (w
⊗i2
2 ⊗ · · ·⊗w
ir
r ) + terms with L-order lower than w.
By the minimality of w, we have w⊗s1 , w
⊗i2
2 ⊗ · · · ⊗ w
ir
r ∈ MS(S)
′ since they have lengths
shorter than w and hence L-orders lower than w. Therefore, w is also in MS(X)′. This
again is a contradiction and completes our proof that M⊗(S) ⊆ MSk,λ(S)
′.
(b). Define
(16) Γ = {γ : TL→ {0, · · · , p− 1} | γ has finite support}.
Then we have
(17) U = {wγ := ⋄
w∈TL
w⋄λγ(w) | γ ∈ Γ}.
For γ 6= 0, let the support of γ be {w1, · · · , wr} ⊆ TL with w1 > · · · > wr. Note that each
wi is a u
⊗pj for some u ∈ Lyn and j > 0. Let u1 > · · · > ut be such u’s in Lyn. Then
(w1, · · · , wr) = (u
⊗pi1,1
1 , · · · , u
⊗p
i1,a1
1 , u
⊗pi2,1
2 , · · · , u
⊗p
i2,a2
2 , · · · , u
⊗pit,1
t , · · · , u
⊗p
it,at
t ),
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where ij,1 > · · · > ij,aj , aj > 1, 1 6 j 6 t. Thus
(18)
wγ = w
⋄λγ(w1)
1 ⋄λ · · · ⋄λw
⋄λγ(wr)
r
=
t
✸λ
j=1
( aj
✸λ
k=1
(u⊗p
ij,k
j )
⋄λγ(u
⊗p
ij,k
j )
)
=
t
✸λ
j=1
( ∞
✸λ
ℓ=1
(u⊗p
ℓ
j )
⋄λγ(u
⊗pℓ
j )
)
since γ(u⊗p
ℓ
j ) = 0 outside the support of γ. Similarly,
(19)
w
⊗γ(w1)
1 ⊗ · · · ⊗ w
⊗γ(wr)
r =
t
⊗
j=1
( aj
⊗
k=1
(u⊗p
ij,k
j )
⊗γ(u⊗p
ij,k
j )
)
=
t
⊗
j=1
u
⊗(
Paj
k=1 p
ij,kγ(u⊗p
ij,k
j ))
j
=
t
⊗
j=1
u
⊗(
P∞
ℓ=0 p
ℓγ(u⊗p
ℓ
j ))
j .
Then by Eq. (18),
wγ =
t
✸λ
j=1
(Nγ,uju
⊗(
P∞
ℓ=0 p
ℓγ(u⊗p
ℓ
j
))
j + lower L-order terms) (by Lemma 3.4. (d))
= Nγ
t
⊗
j=1
u
⊗(
P∞
ℓ=0 p
ℓγ(u⊗p
ℓ
j ))
j + lower L-order terms (by Lemma 3.4. (b))(20)
= Nγw
⊗γ(w1)
1 ⊗ · · · ⊗ w
⊗γ(wr)
r + lower L-order terms (by Eq. (19)).
Here Nγ,uj is a p-adic unit that only depends on uj and γ, and Nγ =
∏t
j=1Nγ,uj . Since
all the leading terms are distinct and the leading coefficients are p-adic units, the displayed
elements in U are all distinct.
Now suppose the set U is linearly dependent. Then there is a linear combination∑
u∈U
auu = 0
such that not all au are zero. Among all the u’s with nonzero coefficients, let u0 be the
one such that the leading word w of u0 in Eq. (20) is the largest. Then au0 is in fact
the coefficient of w when
∑
u∈U auu = 0 is expanded by Eq. (20). Therefore u0 = 0, a
contradiction. 
3.2. Mixable shuffle algebras with coefficients in Fp. Let p be a prime and let k = Fp
in this section. We study the structure of MSk,λ(S) for a semigroup S. When λ = 0,
this structure is easy to give (Theorem 3.7). It is more subtle when λ 6= 0 and we have
to distinguish several types of abelian semigroups, such as free semigroups, elementary p-
groups and p-idempotent semigroups. To avoid case by case consideration and repeated
arguments, we provide an axiomatic framework in Section 3.2.2 before stating and proving
our main theorem in Section 3.2.3.
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3.2.1. Mixable shuffle algebras of weight 0. We consider mixable shuffle algebras MSFp,λ(S)
of weight 0, that is, shuffle product algebras. It is defined as long as S is a set.
Definition 3.6. Let A be a k-algebra. Let Y be a subset of A. Define
Ŷ := {ŷ | y ∈ Y }
to be the set of symbols that is in bijection with Y . Define
φ : k[Ŷ ]→ A, ŷ 7→ y, y ∈ Y,
to be the algebra homomorphism that “evaluates” ŷ to y.
Theorem 3.7. Let S be a finite ordered set. Let TL = T(Lyn(S)) be as defined in Eq. (14).
Let T̂L = {ŵ | w ∈ TL} be as defined in Definition 3.6. Then
(21) MSFp,0(S)
∼= Fp[T̂L]/〈ŵ
p | ŵ ∈ TL〉 =
⊗
bw∈TL
(
Fp[ŵ]/〈ŵ
p〉
)
.
Here 〈Y 〉 denotes the ideal generated by Y .
Proof. By Proposition 3.5.(a), we have a surjective Fp-algebra homomorphism
φ : Fp[T̂L]→ MSFp,0(S), ŵ 7→ w,w ∈ TL.
As remarked at the beginning of Section 3, up = p!u⊗p = 0 for any word u in MSFp,0(S).
Thus 〈ŵp | ŵ ∈ T̂L〉 is in the kernel of φ. Note that the set
{1} ∪ {ŵn11 · · · ŵ
nr
r | ŵj ∈ T̂L, w1 > · · · > wr, 1 6 nj 6 p− 1, 1 6 j 6 r, r > 1}
is a Fp-basis of Fp[T̂L]/〈ŵp | ŵ ∈ TL〉 which is mapped onto the subset
U = {1} ∪ {w⋄n11 ⋄ · · · ⋄ w
⋄nr
r | wj ∈ TL, w1 > · · · > wr, 1 6 nj 6 p− 1, 1 6 j 6 r, r > 1}
of MSFp,0(S) defined in Eq. (15). Thus to show that φ is injective and hence finish the
proof of the theorem, we only need to show that U is linearly independent. This is just
Proposition 3.5.(b). 
3.2.2. Two classes of semigroups and their Lyndon words. For an abelian semigroup S,
define
(22) S1 = {g ∈ S | g
p = g}, S2 = {g ∈ S | g
p 6= g}.
Then S = S1
∐
S2. We will study MSFp,λ(S) for S in the following two classes of abelian
semigroups.
Definition 3.8. (a) Let P denote the class of well-ordered abelian semigroups (S,<)
such that, for any a, b ∈ S,
a > b⇒ ap > bp, and(23)
ap > a.(24)
(b) Let J denote the class of well-ordered abelian semigroups (S,<) such that every
element g ∈ S satisfies gp
2
= gp and g1 < g2 for g1 ∈ S1 and g2 ∈ S2.
We give some examples to illustrate the wide range of semigroups covered by these two
classes. We start with some examples and properties of P.
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Proposition 3.9. (a) P contains the class I of pairs (S,<) consisting of a finite abelian
semigroup S that is p-idempotent, that is, gp = g for any element g in the semi-
group, and any well order < on S.
(b) Let F be the class of free abelian semigroups F = F (X) generated by ordered
finite sets X. For (xn11 , · · · , x
n|X|
|X| ) ∈ F, xi ∈ X, ni > 1, 1 6 i 6 |X|, define
deg(xn11 , · · · , x
n|X|
|X| ) =
∑|X|
i=1 ni. For y1, y2 ∈ F , define y1 > y2 if deg(y1) > deg(y2),
or if deg(y1) = deg(y2) and y1 is larger than y2 according to the lexicographic order
on F induced by the order on X. Then F is a subclass of P.
(c) The class P is closed under the semigroup unitarization that adds an identity ιP to
an ordered semigroup P ∈ P. The order on P is extended to P ∪{ιP } by defining ιP
to be the smallest element. In particular, P contains free abelian monoids M c(X)
generated by ordered finite sets X.
(d) The class P is closed under taking finite direct products and sub-objects, with the
(lexicographic) product order and restricted order, respectively.
(e) The class P is closed under taking semigroup direct coproducts with the coproduct
order (see the proof for the construction).
Proof. (a). Both of the two conditions on P follow from the p-idempotent condition gp = g.
(b). Here checking of the two conditions boils down to the facts that, for positive integers
m,n, m > n if and only if pm > pn, and that pm > m.
(c) Let P ∈ P and consider the monoid P ∪ {ιP}. Since elements in P already satisfy the
two conditions for P and there is no a ∈ P with ιP > a, we only need to check that a > ιP
implies ap > ιpP and that ι
p
P > ιP , both of which are clear.
(d) holds since the two conditions on P are preserved by taking finite direct products and
subsets.
(e). Let S, S ′ ∈ P. The coproduct C = C(S, S ′) of S and S ′ is defined by the usual universal
property. Explicitly, C is the disjoint union
C = (S × S ′)
∐
S
∐
S ′.
Extending the semigroup S (resp. S ′) to the monoid S ∪ {ιS} (resp. S
′ ∪ {ιS′}) by adding
an identity ιS (resp. ιS′). Thus we can rewrite C as the sub-semigroup
C = {(y, g) ∈ (S ∪ {ιS})× (S
′ ∪ {ιS′}) | (y, g) 6= (ιS, ιS′)}
of the monoid product (S ∪ {ιS})× (S
′ ∪ {ιS′}). By Item (c), S ∪ {ιS} and S
′ ∪ {ιS′} are
in P. Hence by Item (d), P contains (S ∪ {ιS})× (S
′ ∪ {ιS′}) with the product order, and
then contains C ⊆ (S ∪ {ιS})× (S
′ ∪ {ιS′}) with the restricted order. 
We next provide some examples and properties of J.
Proposition 3.10. (a) Let I be the class in Proposition 3.9.(a). Then I ⊆ J.
(b) J contains the class E of pairs (S,<) consisting of a finite abelian group S that is an
elementary p-group, that is, gp = e for any element in the group. Here e is the
identity and < is any choice of well order on S such that e is the smallest element.
(c) The class J is closed under taking finite direct products and sub-objects, with the
product order and restricted order, respectively.
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We will use the notations P, J, I,F,C,E with the above meanings in the rest of this paper.
Proof. The verifications of Items (a) and (b) are clear. Item (c) follows since the defining
properties of J are preserved under taking finite direct products and subsets. 
Let a semigroup S be in P or J. For a word w = u1 ⊗ · · · ⊗ ur ∈ S
⊗r ⊆M⊗(S), denote
(25) w〈p〉 = up1 ⊗ · · · ⊗ u
p
r.
Lemma 3.11. Let S ∈ P.
(a) a > b⇔ ap > bp.
(b) a = b⇔ ap = bp.
(c) A word w ∈M⊗(S) is a Lyndon word if and only if w〈p〉 is a Lyndon word.
Proof. (a). Suppose ap > bp but a 6 b, then either a < b which implies that ap < bp, or
a = b which implies that ap = bp. Both are contradictions. So a > b. The same argument
applies to prove (b).
(c). By Items (a) and (b), the map
F : S → S ′ := {gp | g ∈ S}, g 7→ gp, g ∈ S,
is an isomorphism of the two ordered sets with the order on S ′ being restricted from S.
Since Lyndon words are determined solely by the orders, an order-preserving set map sends
a Lyndon word to a Lyndon word. Then Item (c) follows. 
For S ∈ P or J, S1 is a sub-semigroup of S and remains in the same class as S. Define
the subset of p-divisible elements of S:
(26) Sdiv :=
⋂
r>1
{up
r
| u ∈ S}.
Lemma 3.12. Let S be in P.
(a) Sdiv = S1.
(b) For i = 1, 2, g ∈ Si if and only if g
p ∈ Si.
Proof. (a). Since clearly Sdiv ⊇ S1, it remains to show that Sdiv\S1 is empty. Suppose not,
then since S is a well-ordered set, Sdiv\S1 has a minimal element, denoted by w0. Then
w0 6= w
p
0 but w0 = u
p for some u ∈ S. Since w0 is in Sdiv, there is a ur for each r > 1
such that w0 = u
pr
r . Then we have u
p
1 = w0 = (u
pr−1
r )
p for r > 2. By Lemma 3.11.(b),
we get u1 = u
pr−1
r , r > 2. Thus u1 is in Sdiv. Suppose u1 is in S1. Then u1 = u
p
1 = w0.
Then wp0 = u
p
1 = u1 = w0, yielding a contradiction. Therefore, u1 ∈ Sdiv\S1. By the
minimality of w0, we must have w0 6 u1. By Eq. (24), w0 = u
p
1 > u1. Thus w0 = u1, that
is, w0 = u
p
1 = w
p
0, again a contradiction.
(b). By Lemma 3.11.(b),
g ∈ S1 ⇔ g
p = g ⇔ gp
2
= gp ⇔ gp ∈ S1.
Then the claim for S2 follows since S1 and S2 are disjoint. 
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We define the following operators on subsets W ⊆M⊗(S).
(27)
W1 = {w ∈ W | w
〈p〉 = w},
W2 = {w ∈ W | w
〈p〉 6= w},
E(W ) = {w ∈ W | either w = w〈p〉 or w 6= u〈p〉 for any u ∈M⊗(S)}.
Clearly W = W1
∐
W2. Recall from Eq. (14) that we have also defined the operator
T(W ) = {w⊗p
i
| i ∈ Z>0, w ∈ W}.
The following lemma shows that the four operatorsW 7→ W1,W 7→W2,W 7→ E(W ) and
W 7→ T(W ) all commute with one another.
Lemma 3.13. Let W be any subset of M⊗(S).
E(T(W )) = T(E(W )), T(Wi) = T(W )i, i = 1, 2.(28)
E(W1) =W1 = E(W )1, E(W2) = E(W )2.(29)
Proof. Eq. (28) follows easily from the definitions.
For Eq.(29), E(W1) =W1 follows from the definitions. Then
W1 = (W1)1 = E(W1)1 ⊆ E(W )1 ⊆W1.
Thus E(W2) = E(W\W1) = E(W )\E(W1) = E(W )\E(W )1 = E(W )2. 
For notational convenience, we will skip the parentheses in the operators and denote
EW = E(W ), TW = T(W ), TEW = T(E(W )),
EWi = E(Wi), TWi = T(Wi), TEWi = T(E(Wi)), i = 1, 2.
In particular, for L = Lyn(S),
EL = E(L), TL = T(L), TEL = T(E(L)),
ELi = E(Li), TLi = T(Li),(30)
TELi = T(E(Li)) = {w = u
⊗pr | u ∈ ELi, r ∈ Z>0}, i = 1, 2.
By Lemma 3.13, there is no ambiguity in these notations, since, for example,
TEL1 = T(E(L1)) = T(E(L)1) = T(E(L))1 = E(T(L1)).
When S is the free abelian semigroup with one generator, our TL and TEL agree with the
sets SL and ESL defined in [27].
Lemma 3.14. Let S be in P. Let L = Lyn(S) be the set of Lyndon words. Then we have
TL1 = TEL1,(31)
L1 = Lyn(S1).(32)
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Proof. By Eq. (29) we have L1 = EL1. So applying the operator T, we have TL1 = TEL1.
For Eq. (32), let w = w1 ⊗ · · · ⊗ wr ∈ S
⊗r be a Lyndon word. Then
(w ∈ L1)⇔ (w
〈p〉 = w)⇔ (wp1 ⊗ · · · ⊗ w
p
r = w1 ⊗ · · · ⊗ wr)
⇔ (wpi = wi, 1 6 i 6 r)⇔ (wi ∈ S1, 1 6 i 6 r)⇔ (w ∈ Lyn(S1)).

Lemma 3.15. Let S ∈ P. Then TL2 = {u
〈pi〉 | u ∈ TEL2, i > 0}. Further, all the displayed
elements are distinct.
Proof. Note that for any u〈p
i〉 in the set of the right hand side, u = w⊗p
j
for some w ∈
EL2. Since (w
⊗pj)〈p
i〉 = (w〈p
i〉)⊗p
j
, and w〈p
i〉 is also in Lyn2 by Lemma 3.12.(b), we have
(w〈p
i〉)⊗p
j
∈ TL2. This proves ⊇ .
Conversely, let v⊗p
j
∈ TL2 with v ∈ Lyn2. Then a tensor factor of v is in S2, and hence
is not in Sdiv by Lemma 3.12.(a). This means v = w
〈pi〉 for some w ∈ EL2. This shows that
v⊗p
j
= (w〈p
i〉)⊗p
j
= (w⊗p
j
)〈p
i〉 is in {u〈p
i〉 | u ∈ TEL2, i > 0}.
Suppose there are u, v ∈ TEL2 and i, j > 0 such that u
〈pi〉 = v〈p
j〉. Without loss of
generality, we can take i > j. Then (u〈p
i−j〉)〈p
j〉 = v〈p
j〉. By Lemma 3.11.(b), u〈p
i−j〉 = v.
Since v ∈ TEL2, we have v 6= v
〈p〉. Since v ∈ TEL2 = E(TL2) by Eq. (28), from the
definition of the operator E in Eq. (27), we have v 6= w〈p〉 for any word w. So from
u〈p
i−j〉 = v we obtain i− j = 0 and then u = v. 
For S ∈ J, define
(33)
T˜L2 := T˜L2(S) = {w − w
〈p〉| w ∈ TL2},
T˜L := T˜L(S) = TL1(S) ∪ T˜L2(S).
3.2.3. Mixable shuffle algebras of nonzero weight. We now consider a mixable shuffle algebra
MSFp,λ(S) on a semigroup S when λ 6= 0.
Lemma 3.16. Let S ∈ J and let λ ∈ Fp be non-zero. For any word w ∈ MSFp,λ(S),
(34) (w − w〈p〉)⋄λp = 0.
Proof. Let w be in MSFp,λ(S). We have
(w − w〈p〉)⋄λp = w⋄λp − (w〈p〉)⋄λp
= λ(ℓ(w)−1)(p−1)w〈p〉 − λ(ℓ(w
〈p〉)−1)(p−1)(w〈p〉)〈p〉 (by Eq. (12))
= λ(ℓ(w)−1)(p−1)w〈p〉 − λ(ℓ(w)−1)(p−1)w〈p
2〉 (ℓ(w〈p〉) = ℓ(w))
= λ(ℓ(w)−1)(p−1)w〈p〉 − λ(ℓ(w)−1)(p−1)w〈p〉. (defining property of J)
Hence we have the lemma. 
With notations introduced in Eq. (30)and Eq. (33), we can state our main theorem on
mixable shuffle algebras with weight λ 6= 0 and with coefficients in Fp.
Theorem 3.17. Let 0 6= λ ∈ Fp. We will use the notation from Definition 3.6.
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(a) For a semigroup S in P, we have
MSFp,λ(S)
∼= Fp[T̂EL]/〈ŵ
p − ŵ | ŵ ∈ T̂EL1〉
∼= Fp[T̂EL1]/〈ŵ
p − ŵ | ŵ ∈ T̂EL1〉 ⊗ Fp[T̂EL2].(35)
In particular, for S ∈ F,
MSFp,λ(S)
∼= Fp[T̂EL].
(b) For S in J, we have
(36) MSFp,λ(S)
∼=
(
Fp[T̂L1]/〈ŵ
p − ŵ | ŵ ∈ T̂L1〉
)
⊗
(
Fp[
̂˜
TL2]/〈ŵ
p | ŵ ∈
̂˜
TL2〉
)
.
Corollary 3.18. Let X be a finite ordered set. Let S = M c(X) be the free abelian monoid
generated by X. Then
(37) MSFp,λ(Fp[X ]) ∼= Fp[T̂EL2]⊗
(
Fp[T̂EL1]/〈ŵ
p − ŵ | ŵ ∈ T̂EL1〉
)
.
We note that in this case,
(38) TEL1 = {1
⊗pi | i > 0}.
Proof. By Proposition 3.9.(c), M c(X) is in P. Since MSFp,λ(M
c(X)) = MSFp,λ(Fp[X ]), the
corollary follows from Theorem 3.17.(a). 
Proof of Theorem 3.17. (a). We first show the surjectivity of the natural Fp-algebra
homomorphism
φ : Fp[T̂EL]→ MSFp,λ(S)
in Definition 3.6 sending ŵ ∈ T̂EL to w ∈ TEL.
Let MSFp,λ(S)
′ be the image of φ. By Proposition 3.5, we only need to show TL ⊆
MSFp,λ(S)
′. Let w ∈ TL. Then either w ∈ TL1 or w ∈ TL2. If w ∈ TL1, then by Eq. (31),
w ∈ TEL1 ⊆ TEL and hence is in MSFp,λ(S)
′. If w ∈ TL2, then w = u
〈pi〉 for some
u ∈ TEL2 by Lemma 3.15. By Eq. (12),
u⋄λp
i
= u〈p
i〉 = w.
So w is in MSFp,λ(S)
′ since u ∈ TEL2 ⊆ MSFp,λ(S)
′. Thus we have shown the surjectivity
of φ.
To prove the injectivity, first note that, by Eq. (12), w⋄λp = w for w ∈ TEL1. So the
ideal 〈ŵp − ŵ | ŵ ∈ T̂EL1〉 of Fp[T̂EL] is in ker(φ). Let
Σ = {σ = (σ1, σ2)|σ1 : TEL1 → {0, · · · , p−1}, σ2 : TEL2 → Z>0, both with finite supports}.
Then
V̂ :=
{
ẑσ := (
∏
u∈TEL1
ûσ1(u))(
∏
v∈TEL2
v̂σ2(v)) | σ = (σ1, σ2) ∈ Σ
}
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is a Fp-basis of Fp[T̂EL]/〈ŵp − ŵ | ŵ ∈ T̂EL1〉. Further,
V :=
{
zσ := ( ✸λ
u∈TEL1
u⋄λσ1(u))⋄λ( ✸λ
v∈TEL2
v⋄λσ2(v)) | σ = (σ1, σ2) ∈ Σ
}
is the image of V̂ under φ. Thus to prove the injectivity of φ we only need to show that V
is linearly independent. For this we relate V to the linearly independent subset U defined
in Eq. (15).
Let
Γ = {γ : TL→ {0, · · · , p− 1} | γ has finite support }.
Then we have
U = {wγ := ✸λ
w∈TL
w⋄λγ(w) | γ ∈ Γ}.
We will construct a bijection between Σ and Γ. First note that TL = TL1
∐
TL2 =
TEL1
∐
TL2 by Eq. (31) and
TL2 = {v
〈pi〉 | v ∈ TEL2, i > 0}
with all displayed elements distinct by Lemma 3.15. Thus we can define
η : Σ→ Γ, σ 7→ γσ, σ = (σ1, σ2) ∈ Σ
by first taking γσ|TEL1 = σ1. Next for any w = v
〈pi〉 ∈ TL2 with v ∈ TEL2, if σ2(v) =
∞∑
j=0
ajp
j
with aj ∈ {0, · · · , p− 1}, we define γσ(w) = ai. In the other direction, we define
ζ : Γ→ Σ, γ 7→ σγ = (σ1, σ2)
as follows. If u ∈ TEL1, then define σ1(u) = γ(u). If v ∈ TEL2 then v
〈pi〉 ∈ TL2 for all
i > 0 and we define
σ2(v) =
∞∑
i=0
γ(v〈p
i〉)pi.
From the constructions we see that η and ζ are inverse of each other.
Lemma 3.19. We have V = U . More precisely, for any σ ∈ Σ, we have zσ = wη(σ).
Proof. For any v ∈ TEL2, by Eq. (12), we have
v⋄λp
j
= λj(ℓ(v)−1)(p−1)v〈p
j〉 = v〈p
j〉.
If σ2(v) =
∞∑
j=0
av,jp
j with av,j ∈ {0, · · · , p− 1}, then
v⋄λσ2(v) = ✸λ
j>0
(v⋄λp
j
)⋄λav,j = ✸λ
j>0
(v〈p
j〉)⋄λav,j
and so
zσ = ( ✸λ
u∈TEL1
u⋄λσ1(u))⋄λ( ✸λ
v∈TEL2
v⋄λσ2(v))
= ( ✸λ
u∈TEL1
u⋄λσ1(u))⋄λ( ✸λ
v∈TEL2
(v〈p
j〉)⋄λav,j )
= wη(σ).

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By Lemma 3.19 and Proposition 3.5.(b), V is linearly independent, as desired.
(b). Now we consider S ∈ J. Define
φ : Fp[
̂˜
TL]→ MSFp,λ(S)
to be the natural algebra homomorphism in Definition 3.6 with Y = T˜L. Again let
MSFp,λ(S)
′ be the image.
We first prove that φ is onto. Applying Proposition 3.5.(a) to the semigroup S1 and
noting that TL1 = TL(S1) by applying T to Eq. (32), we have MSFp,λ(S1) = φ(Fp[T̂L1])
and hence is in MSFp,λ(S)
′. Now for any w ∈ TL, either w ∈ TL1 or w = w˜ + w
〈p〉
where w˜ = w − w〈p〉 ∈ T˜L2 ⊆ MSFp,λ(S)
′ and w〈p〉 ∈ MSFp,λ(S1) = φ(Fp[T̂L1]). Thus
w ∈ MSFp,λ(S)
′. Then the surjectivity follows from Proposition 3.5.(a).
For w ∈ TL, define
w¯ :=
{
w, w ∈ TL1,
w − w〈p〉, w ∈ TL2.
U := {1}∪
{
w¯⋄λi11 ⋄λ · · · ⋄λw¯
⋄λir
r | wi ∈ TL, w1 > · · · > wr, 1 6 ij 6 p− 1, 1 6 j 6 r, r > 1
}
.
To prove Eq. (36), we only need to show that U is linearly independent.
Recall that the set U in Eq. (15) is just
U = { 1}∪
{
w⋄λi11 ⋄λ · · · ⋄λw
⋄λir
r | wi ∈ TL, w1 > · · · > wr, 1 6 ij 6 p− 1, 1 6 j 6 r, r > 1
}
.
By Eq. (20), in terms of the linear representation by the standard basis of pure tensors in
MSFp,λ(S),
w⋄λi11 ⋄λ · · · ⋄λw
⋄λir
r = µw
⊗i1
1 ⊗ · · · ⊗ w
⊗ir
r + lower L-order-terms
where µ is a nonzero constant. Since w¯i = wi when wi ∈ TL1 and w¯i = wi − w
〈p〉
i and
w
〈p〉
i <leng wi when w ∈ TL2, we also have
w¯⋄λi11 ⋄λ · · · ⋄λw¯
⋄λir
r = µw
⊗i1
1 ⊗ · · · ⊗ w
⊗ir
r + lower L-order-terms
for the same µ as in the last equation. It follows that U is linearly independent if and only
if U is linearly independent which is Proposition 3.5.(b). 
3.3. Free Rota-Baxter algebras with coefficients in Fp. We can now obtain a struc-
ture theorem on free commutative Rota-Baxter algebras by extracting information from the
structure theorem on mixable shuffle algebras in Theorem 3.7, Theorem 3.17 and Corol-
lary 3.18.
Theorem 3.20. Let X be a finite ordered set. We will continue to use the -̂notation in
Definition 3.6.
(a) Let λ = 0 and let S = M c(X) be the commutative monoid generated by X. Let
TL = T(Lyn(S)) be defined in Eq. (14). Then
XFp,λ(Fp[X ]) ∼= Fp[X ]⊗
(
Fp[T̂L]/〈ŵ
p | ŵ ∈ T̂L〉
)
.
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(b) Let 0 6= λ ∈ Fp and let S = M c(X). Let TEL2 be as defined in Eq. (30). Then
XFp,λ(Fp[X ]) ∼= Fp[X ∪ T̂EL2]⊗
(
Fp[Ŵ ]/〈ŵ
p − ŵ | ŵ ∈ Ŵ 〉
)
, W = {1⊗p
i
| i > 0}.
(c) Let A = Fp[X ]/〈xp−x | x ∈ X〉 and 0 6= λ ∈ Fp. Let S ∈ P be as defined in Eq. (39)
in the proof. Let TEL = TEL(S) be defined in Eq. (30). Then
XFp,λ(A)
∼= Fp[X ∪ T̂EL]/〈ŵ
p − ŵ | ŵ ∈ X ∪ T̂EL〉.
(d) Let A = Fp[X ]/〈xp − 1 | x ∈ X〉 and 0 6= λ ∈ Fp. Let S ∈ J be the abelian group
µ
|X|
p where µp is the cyclic multiplicative group of order p. Let TL1 = TL1(S) be as
defined in Eq. (30) and let T˜L2 = T˜L2(S) be as defined in Eq. (33). Then
XFp,λ(A)
∼= (Fp[X ]/〈x
p − 1 | x ∈ X〉)
⊗
(
Fp[T̂L1]/〈w
p − w | w ∈ T̂L1〉
)
⊗
(
Fp[
̂˜
TL2]/〈w
p | w ∈
̂˜
TL2〉
)
.
Remark 3.21. The four cases in the theorem show quite distinct structures of free com-
mutative Rota-Baxter algebras for different weights and generating algebras A. First of all,
when the weight is zero, then the polynomial part of XFp,0(X) is Fp[X ] itself. The second
tensor factor (the shuffle algebra part) is completely nilpotent.
In the case of λ 6= 0, when A = Fp[X ], XFp,λ(A) is basically a free (i.e., polynomial)
Fp-algebra except the subalgebra⊕
k>1
Fp1
⊗k ∼= Fp[Ŵ ]/〈ŵ
p − ŵ | ŵ ∈ Ŵ 〉, W = {1⊗p
i
| i > 0}.
When A = Fp[x]/〈xp − x〉, even though the corresponding free commutative Rota-Baxter
algebra does not have any polynomial part, its structure reflects its base algebra in the
sense that
XFp,λ(A)
∼= Fp[{x}∪T̂EL]/〈ŵ
p−ŵ | ŵ ∈ {x}∪T̂EL〉 ∼=
⊗
i∈{x}∪T̂EL
Ai, Ai ∼= A, ∀i ∈ {x}∪T̂EL,
is just a tensor product of copies of A. In this sense, when A = Fp[x]/〈x
p − 1〉, the
structure of XFp,λ(A) has completely diverged from A since the only part of XFp,λ(A) that
is isomorphic to A is the first tensor factor contributed from XFp,λ(A) = A ⊗MSFp,λ(A).
Such diversities can be expected in other free commutative Rota-Baxter algebras.
Proof. We recall the tensor decomposition of the free commutative Rota-Baxter algebra on
an algebra A in Eq. (6):
XFp,λ(A) = A⊗MSFp,λ(A).
Then Item (a) follows from Theorem 3.7. Item (b) follows from Corollary 3.18.
For (c), consider the cyclic group of order p − 1, µp−1 = {ξ, ξ
2, · · · , ξp−1} where ξp−1 is
the identity. Define G = {e} ∪ µp−1 to be the monoid from the unitarization of µp−1. So
the multiplication on G is extended from µp−1 by
e · e = e, e · ξi = ξi = ξi · e, 1 6 i 6 p− 1.
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It is clear that the algebra homomorphism
f : Fp[x]→ FpG, x 7→ ξ
has 〈xp − x〉 in its kernel. It is surjective since f(xi) = ξi, 1 6 i 6 p − 1, and f(1) = e.
Then Fp[x]/〈xp − x〉 ∼= FpG since both Fp-algebras have the same dimension. Now G, and
hence
(39) S := G|X|,
are in the class P. Then Item (c) follows from Theorem 3.17.(a).
Finally Item (d) follows from Theorem 3.17.(b). 
4. Structure theorems on Zp
We now lift our Theorem 3.17 for mixable shuffle algebras in Section 3 from Fp to Zp
by the Nakayama Lemma and a topological consideration. We then obtain a canonical
polynomial algebra in the free commutative Rota-Baxter Zp-algebra generated by a finite
set.
4.1. Mixable shuffle algebras with coefficients in Zp. We first recall notations and
properties of graded sets and their polynomial algebras. Let Y =
∐
n≥1 Y
(n) be a graded set.
We define the degree of y ∈ Y (n) by deg(y) = n. Let F (Y ) be the free abelian semigroup
generated by Y . For y = y1 · · · yk ∈ F (Y ) with yj ∈ Y, 1 6 j 6 k, define deg(y) =
deg(y1) + · · ·+ deg(yk). In this way, the polynomial algebra k[Y ] over a commutative ring
k becomes a graded algebra: k[Y ] = ⊕n≥0k[Y ]
(n).
Lemma 4.1. Let Y =
∐
n>0 Y
(n) be a graded set.
(a) For any n ≥ 1, as a k-module,
k[Y ](n) = (
n−1∑
j=1
k[Y ](j)k[Y ](n−j))⊕ kY (n).
(b) Let R = ⊕n>0R
(n) be a graded algebra and let T be a graded subset of R. Let T̂ be
a set that is in bijection with T and is equipped with the grading from T . Then the
homomorphism φ : k[T̂ ]→ R in Eq. (3.6) is a graded algebra homomorphism.
Proof. (a). The degree on F (Y ) makes F (Y ) into a graded semigroup and k[Y ](n) =
kF (Y )(n). Then the lemma follows from the disjoint union decomposition
F (Y )(n) = (∪n−1j=1F (Y )
(j)F (Y )(n−j))
∐
Y (n)
of F (Y )(n) into elements of Y and elements which are products of at least two elements of
Y .
(b) is the universal property of k[T̂ ] as the free commutative algebra generated by the graded
set T̂ [31, Proposition 3.1]. To be explicit, φ preserves the gradings when it is restricted to
T̂ . Since the grading on any graded algebra is multiplicative, the grading preserving map
φ : T̂ → T extends to a grading preserving homomorphism φ : Q[T̂ ]→ R. 
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Consider S ∈ F, that is, S is a free abelian semigroup generated by an ordered finite set.
We will continue to use the total degree on S defined in Proposition 3.9.(b). For a word
w = w1 ⊗ · · · ⊗ wr ∈ S
⊗r ⊆ MSk,λ(S), we define the degree of w by
(40) deg(w) = deg(w1) + · · ·+ deg(wr).
Then MSQ,λ(S) is a graded algebra by the same argument as that in [30, Theorem 2.1]
where the case λ = 1 is considered. Note that
(41) deg(w〈p〉) = deg(w⊗p) = p deg(w).
Let Lyn(n) = Lyn(S)(n) be the subset of Lyndon words on S of degree n. Since all
elements in S have positive degrees, Lyn(n) is finite for each n > 1. So we have a graded set
Lyn =
∐
n>1 Lyn
(n) with each homogeneous component finite. By applying Lemma 4.1.(b),
Theorem 2.3 has the following refined form.
Theorem 4.2. Let S be in F and let λ be in Q. Then the inclusion map Lyn(S) ⊆ MSQ,λ(S)
induces an isomorphism f : Q[Lyn(S)] → MSQ,λ(S) of graded algebras. Here the grading
on Q[Lyn(S)] is given by the graded set Lyn(S).
Now we consider MSZp,λ(S) defined over Zp.
Proposition 4.3. Let λ be a unit in Zp. For S in F (resp. in J) from Proposition 3.9
(resp. Definition 3.8), the natural homomorphism from Definition 3.6
φ : Zp[T̂EL]→ MSZp,λ(S), ŵ 7→ w,
(resp. φ : Zp[
̂˜
TL]→ MSZp,λ(S), ŵ 7→ w)
is surjective.
Proof. We first consider S ∈ F. In this case S is the free abelian semigroup generated by
a finite set. By Lemma 4.1.(b), φ is a homomorphism of graded algebras. Its reduction
modulo p gives the graded algebra homomorphism
φ¯ : Fp[T̂EL]→ MSFp,λ¯(S).
Here λ¯ is λ mod p. By Theorem 3.17, φ¯ is an isomorphism. Therefore the map of Fp-vector
spaces
φ¯(n) : Fp[T̂EL]
(n) → MSFp,λ¯(S)
(n)
is isomorphic and in particular is surjective. Since for S ∈ F, the number of elements
of fixed degree is finite, the number of words from S of fixed degree is finite. Thus both
Zp[T̂EL](n) and MSFp,λ(S)
(n) are of finite rank over Zp. Then by Nakayama Lemma the
map
φ(n) : Zp[T̂EL]
(n) → MSFp,λ(S)
(n)
is surjective. This implies that φ is surjective for S ∈ F.
We next consider the case of S ∈ J. Applying Proposition 3.5.(a) to the semigroup S1 and
noting that TL1 = TL(S1) by applying T to Eq. (32), we have MSZp,λ(S1) = φ(Zp[T̂L1])
and hence is in MSZp,λ(S)
′. Now for any w ∈ TL, either w ∈ TL1 or w = w˜ + w
〈p〉
where w˜ = w − w〈p〉 ∈ T˜L2 ⊆ MSZp,λ(S)
′ and w〈p〉 ∈ MSZp,λ(S1) = φ(Zp[T̂L1]). Thus
w ∈ MSZp,λ(S)
′. Then the surjectivity follows from Proposition 3.5.(a). 
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For S ∈ J, let v̂ ∈ T̂L1 and ŵ ∈
̂˜
TL2. Then by Theorem 3.17 we have
φ(v̂)⋄λp, φ(ŵ)⋄λp − φ(ŵ) ∈ pMSZp,λ(S).
By Proposition 4.3 there are polynomials Q′v and Q
′
w in Zp[
̂˜
TL] such that
φ(v̂)⋄λp = pφ(Q′v) φ(ŵ)
⋄λp − φ(ŵ) = pφ(Q′w).
Thus
Qv := v̂
p − pQ′v, Qw := ŵ
p − ŵ − pQ′w
are in kerφ. Let I be the ideal of Zp[
̂˜
TL] generated by the Qv’s and Qw’s. Then I ⊆ ker φ.
Let I¯ be the closure of I in Zp[
̂˜
TL] with respect to the p-adic topology, that is,
I¯ =
⋂
n>0
(I + pnZp[
̂˜
TL]).
Then the modula Zp[
̂˜
TL]/I¯ is separated with the p-adic topology, i.e.⋂
n>0
pn(Zp[
̂˜
TL]/I¯) = 0.
Because I¯ ⊂ I + pnZp[
̂˜
TL], n > 0, we have
φ(I¯) ⊆ pnMSZp,λ(S).
So φ(I¯) ⊆
⋂
n>0
pnMSZp,λ(S). Since MSZp,λ(S) is a free Zp-module, we have
⋂
n>0
pnMSZp,λ(S) =
0. Hence φ(I¯) = 0. Thus φ induces a homomorphism
Zp[
̂˜
TL]/I¯ → MSZp,λ(S),
which is again denoted by φ. We give a lemma before presenting our main theorem in this
section.
Lemma 4.4. Let M be a Zp-module that is separated for the p-adic topology and let N be a
torsion-free Zp-module. Let f : M → N be a homomorphism of Zp-modules. If the induced
homomorphism
f¯ :M ⊗ Fp → N ⊗ Fp
is injective, then f is also injective.
Proof. Let m ∈ ker(f). We prove m = 0. Since f¯ is an isomorphism, we have m ∈ pM .
Write m = pm1. Then f(pm1) = pf(m1) = 0. Since N is torsion-free, we get f(m1) = 0.
So we have m1 ∈ pM and m ∈ p
2M . An inductive argument shows that m ∈
⋂
n>0
pnM .
Then the condition that M is separated for the p-adic topology implies that m = 0. 
Theorem 4.5. Let λ ∈ Zp be a p-adic unit.
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(a) For S ∈ F, the natural homomorphism
φ : Zp[T̂EL]→ MSZp,λ(S)
is an isomorphism of graded Zp-algebras. In other words, MSZp,λ(S) = Zp[TEL]. In
particular, there is a natural isomorphism
(42) ZpTEL
(n) ∼= MSZp,λ(S)
(n)/
( n−1∑
i=1
MSZp,λ(S)
(i)MSZp,λ(S)
(n−i)
)
.
Further, the homogeneous component TEL(n) of TEL of degree n has cardinality
|Lyn(S)(n)|, n > 1.
(b) For a semigroup S ∈ J, the natural homomorphism
φ : Zp[
̂˜
TL]/I¯ → MSZp,λ(S)
is an isomorphism.
Proof. Let S ∈ F or J. By Proposition 4.3, φ is surjective. By Theorem 3.17, φ ⊗ Fp is
an isomorphism. Note that for S ∈ F (resp. S ∈ J), Zp[T̂EL] (resp. Zp[
̂˜
TL]/I¯) is a Zp-
module separated for the p-adic topology and that MSZp,λ(S) is a free Zp-module. Applying
Lemma 4.4 with M = Zp[T̂EL] (resp. M = Zp[
̂˜
TL]/I¯) and N = MSZp,λ(S) we obtain the
injectivity of φ.
This proves Item (b) and a part of Item (a). To finish the proof of Item (a), let S ∈ F.
By Lemma 4.1.(b), the algebra isomorphism φ is graded. Since the grading on T̂EL is
obtained from TEL, MSZp,λ(S) = Zp[TEL] as a graded algebra. Thus MSZp,λ(S)
(n) =
Zp[TEL]
(n), n > 0. So by Lemma 4.1.(a) we have
ZpTEL
(n) ∼= Zp[TEL]
(n)/
( n−1∑
i=1
Zp[TEL]
(i)Zp[TEL]
(n−i)
)
= MSZp,λ(S)
(n)/
( n−1∑
i=1
MSZp,λ(S)
(i)MSZp,λ(S)
(n−i)
)
.
Since
TEL = {u⊗p
i
| u ∈ EL, i > 0}, Lyn = {u〈p
i〉 | u ∈ EL, i > 0}
by Lemma 3.11.(c), and
deg(u⊗p
i
) = pi deg(u) = deg(u〈p
i〉)
by Eq. (41), we have |TEL(n)| = |Lyn(n)|. 
4.2. Free Rota-Baxter algebras with coefficients in Zp.
Theorem 4.6. Let X be a finite set and let S be the free abelian semigroup generated by
X. Let TEL = TEL(S). Let λ ∈ Zp be a p-adic unit. Then there is a canonical subalgebra
of XZp,λ(Zp[X ]) that is isomorphic to Zp[X ∪ T̂EL].
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Proof. By Theorem 4.5, MSZp,λ(S)
∼= Zp[T̂EL]. The inclusion of S into the free abelian
monoid M c(X) induces the inclusion MSZp,λ(S) ⊆ MSZp,λ(M
c(X)). Then we have
Zp[X ∪ T̂EL] ∼= Zp[X ]⊗ Zp[T̂EL] ∼= Zp[X ]⊗MSZp,λ(S)
⊆ Zp[X ]⊗MSZp,λ(M
c(X)) = XZp,λ(Zp[X ]).

5. Structure theorems on Z
We now study mixable shuffle algebras with coefficients in Z by generalizing the work of
Hazewinkel [27] on the Ditters Conjecture (Theorem 2.2.(c). We first extract from his proof
a general principle (Theorem 5.2) showing that a compatible system of local polynomial
conditions implies a global one. This result will then be combined with our result on the
local case in Section 4 and be applied to mixable shuffle algebras and free commutative
Rota-Baxter algebras.
5.1. Mixable shuffle algebras with coefficients in Z. The following lemma is well-
known but we include a short proof for the lack of references.
Lemma 5.1. (a) A finitely generated abelian group M is free of rank k if M ⊗Zp ∼= Zkp
for all prime numbers p.
(b) A homomorphism of finitely generated free abelian groups f : M1 → M2 is injective
and identifies M1 with a direct summand of M2 if for every prime p, the homomor-
phism f ⊗Zp : M1 ⊗Zp → M2 ⊗Zp is injective and identifies M1 ⊗Zp with a direct
summand of M2 ⊗ Zp as a Zp-module.
Proof. (a) follows from the fundamental theorem of finitely generated abelian groups.
(b). Since f⊗Zp is injective, ker(f⊗Zp) = ker(f)⊗Zp is the free Zp-module of rank 0. Thus
by Item (a), ker f is the free abelian group of rank 0, so is 0. Since (f ⊗ Zp)(M1 ⊗ Zp) is a
direct summand of the free Zp-moduleM2⊗Zp, the quotient (M2⊗Zp)/(f⊗Zp)(M1⊗Zp) =
(M2/f(M1))⊗ Zp is a free Zp-module whose Zp-rank is
rankZp(M2 ⊗ Zp)− rankZp(M1 ⊗ Zp) = rankZ(M2)− rankZ(M1).
So by Item (a), M2/f(M1) is free. Therefore, f(M1) is a direct summand of M2. 
In the following theorem, we denote Spec(Z) = {0} ∪ {p | p a prime of Z}. Also denote
Z0 = Q for ease of notations.
Theorem 5.2. Let R = ⊕n>0R
(n) be a commutative graded Z-algebra with each homogenous
piece R(n) a free Z-module. Suppose that, for each ℓ ∈ Spec(Z), there exists a graded subset
Yℓ =
∐
n>1 Y
(n)
ℓ of R⊗ Zℓ with the following properties.
(a) For a fixed n ≥ 0, |Y
(n)
ℓ | is finite with the same cardinality when ℓ ∈ Spec(Z) varies;
(b) For every ℓ ∈ Spec(Z), R⊗ Zℓ = Zℓ[Yℓ] as a graded Zℓ-algebra.
Then there is a graded subset Y =
∐
n≥0 Y
(n) of R such that
(i) |Y (n)| = |Y
(n)
0 | for all n > 0;
(ii) R ∼= Z[Y ] as a graded algebra.
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Proof. Fix n ≥ 1. Consider the right exact sequence
(43)
n−1⊕
j=1
(R(j) ⊗R(n−j))
µn
−→ R(n)
πn−→ G(n) → 0
where µn is the multiplication map and G
(n) is the cokernel of µn. For any ℓ ∈ Spec(Z),
by Property (b) and the right exactness of tensoring with Zℓ, we obtain the right exact
sequence
(44)
n−1⊕
j=1
(Zℓ[Yℓ]
(j) ⊗ Zℓ[Yℓ]
(n−j))
µn,ℓ
−→ Zℓ[Yℓ]
(n) πℓ,n−→ G(n) ⊗ Zℓ → 0,
where µn,ℓ is again the multiplication map. By Lemma 4.1.(a) we get Zℓ[Yℓ](n) = im(µn,ℓ)⊕
ZℓY
(n)
ℓ . Thus G
(n) ⊗ Zℓ ∼= Z
|Y
(n)
ℓ
|
ℓ is a free Zℓ-module. By Property (a) and Lemma 5.1.(a),
G(n) is a free abelian group of rank |Y
(n)
ℓ |. Thus the right exact sequence in Eq. (43) splits
and we have R(n) = im(µn)⊕R
(n)′ for a free abelian group R(n)′ ⊆ R(n) of rank |Y
(n)
ℓ | such
that R(n)′ ∼= G(n) under πn. Let Y
(n) be a Z-basis of R(n)′, n > 1, and let Y = ∪n>1Y (n).
Let R′′ be the subalgebra of R generated by Y and let R(n)′′ = R′′ ∩ R(n), n > 1. Let
W =
∐
n≥1W
(n) be a graded set such that W (n) is in bijection with Y (n) through a map
τn : W
(n) → Y (n). Define the Z-algebra homomorphism
α : Z[W ]→ R, w 7→ τn(w), w ∈ W
(n), n ≥ 1.
It is a graded algebra homomorphism since it is defined piece by piece on each homogeneous
subgroup. We have R′′ = im(α).
We next prove R′′ = R by claiming that R(n) ⊆ R′′ for all n ≥ 1 by induction on n.
When n = 1, R(1) = ZY (1), so the claim is clear. Suppose R(k) ⊆ R′′ for k < n. Then since
R(n) = im(µn) + ZY
(n) =
( n−1∑
j=1
R(j)R(n−j)
)
+ ZY (n),
we again have R(n) ⊆ R′′ by the induction hypothesis. Therefore α is a surjective homo-
morphism of graded algebras. Thus α restricts to give a surjection
αn : Z[W ]
(n) → R(n)
for any n ≥ 1.
For each n > 1, W (n) is in bijection with Y (n). Also Y (n), as a Z-basis of R(n)′ of
rank |Y
(n)
0 |, is in bijection with Y
(n)
0 . So W
∼= Y0 as graded sets and Q[W ] ∼= Q[Y0] as
graded algebras. Hence Q[Y0](n) has the same Q-dimension as that of Q[W ](n). Also by
Property (b), R(n) ⊗ Q has the same Q-dimension as that of Q[Y0](n). Therefore R(n) ⊗ Q
and Q[W ](n) have the same Q-dimension. Thus the free abelian groups R(n) and Z[W ](n)
have the same rank. Thus αn is an isomorphism for every n ≥ 1 and hence α is an
isomorphism. 
Theorem 5.3. Let S be a finitely generated free abelian semigroup. Then for λ = ±1,
MSZ,λ(S) is a polynomial algebra Z[Y ], where Y =
∐
n>1 Y
(n) is a graded set whose homo-
geneous component Y (n) has cardinality |Lyn(S)(n)|. Here Lyn(S)(n) is the set of Lyndon
words on S of degree n.
STRUCTURES OF MIXABLE SHUFFLE ALGEBRAS AND ROTA-BAXTER ALGEBRAS 27
Proof. We apply Theorem 5.2 to the graded algebra R = MSZ,λ(S) where the grading is
defined by the degree on words in Eq.(40). For ℓ ∈ Spec(Z), define
Yℓ =
{
Lyn(S), ℓ = 0,
TEL(S)(ℓ), ℓ 6= 0.
with their grading restricted from MSZ,λ(S). Then by Theorem 4.2, R ⊗ Q ∼= Q[Y0] as
graded algebras. By Theorem 4.5, for ℓ 6= 0, R ⊗ Zℓ = Zℓ[Yℓ] as graded algebras. Further,
by Theorem 4.5.(a) and its proof, |Y
(n)
ℓ | = |Y
(n)
0 |, n > 1. Then our proof is completed by
Theorem 5.2. 
5.2. Weight λmixable shuffle algebras for countably generated free abelian semi-
groups. We now extend Theorem 5.3 to the countably infinite generators.
Theorem 5.4. Let X be a countable set. Let F (X) be the free abelian semigroup generated
by X. Then the algebra MSZ,λ(F (X)), λ = ±1, is a polynomial Z-algebra.
Proof. We denote S = F (X) in this proof. First we fix an order on X such that X =
{x1, x2, x3, · · · } with x1 < x2 < x3 < · · · . Then we define a degree and an order on S
as before. For every k > 1 we write Xk = {x1, · · · , xk} and let Sk be the free abelian
semigroup generated by Xk that can be considered as a subgroup of S. Then we form a
direct system {MSZ,λ(Sk)}k>1 and we have
MSZ,λ(S) = lim
−→
MSZ,λ(Sk).
By Theorem 5.3 for every k > 1, MSZ,λ(Sk) is a graded polynomial algebra
(45) MSZ,λ(Sk) = Z
[∐
n>1
Y
(n)
k
]
,
where Y
(n)
k is a lifting of a basis of the quotient
G
(n)
k = MSZ,λ(Sk)
(n)/
∑
16i<n
MSZ,λ(Sk)
(i)MSZ,λ(Sk)
(n−i)
to MSZ,λ(Sk)
(n). Let π
(n)
k denote the quotient map
MSZ,λ(Sk)
(n) → G
(n)
k .
For our purpose we need to choose a special lifting Y
(n)
k so that {Y
(n)
k }k>1 form an
increasing sequence of subsets for every fixed n. For this we need the following lemma.
Lemma 5.5. For n, k > 1, G
(n)
k is a direct summand of G
(n)
k+1.
Proof. For a fixed prime ℓ, we have the following commutative diagram
ZℓTEL(ℓ)(Sk)(n) //
≃π
n
ℓ,k

ZℓTEL(ℓ)(Sk+1)(n)
≃π
n
ℓ,k+1

G
(n)
k ⊗ Zℓ
// G
(n)
k+1 ⊗ Zℓ.
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The two vertical reduction maps are isomorphisms by Eq. (42). The homomorphism in the
top row of the above diagram is induced by the inclusion of sets
TEL(ℓ)(Sk)
(n) → TEL(ℓ)(Sk+1)
(n)
and hence is injective and identifies the source with a direct summand of the target. Then
the homomorphism G
(n)
k ⊗Zℓ → G
(n)
k+1⊗Zℓ in the bottom row is also injective and identifies
G
(n)
k ⊗Zℓ with a direct summand of G
(n)
k+1⊗Zℓ. By Lemma 5.1.(b) we obtain the lemma. 
Now we choose our Y
(n)
k by induction on k > 1. We first fix a lifting Y
(n)
1 . For a given
k > 1, suppose we have chosen Y
(n)
k . Then π
(n)
k (Y
(n)
k ) is a basis of G
(n)
k . By Lemma 5.5,
G
(n)
k is a direct summand of G
(n)
k+1. In other words, we may write
G
(n)
k+1 = G
(n)
k ⊕G
′(n)
k+1.
Then G
′(n)
k+1 is a free abelian group and let B
′(n)
k+1 be a basis of G
′(n)
k+1. Let Y
′(n)
k+1 be a lifting of
B
′(n)
k+1 to MSZp,λ(Sk+1)
(n). Then we can define Y
(n)
k+1 to be the disjoint union Y
(n)
k
∐
Y
′(n)
k+1 since
π
(n)
k+1(Y
(n)
k
∐
Y
′(n)
k+1 ) is a basis of the free abelian group G
(n)
k+1. This completes the induction.
Let
Yk =
∐
n>1
Y
(n)
k .
Then Yk is a subset of Yk+1. From the construction and Eq. (45) we obtain
MSZ,λ(Sk) = Z[Yk].
Therefore
MSZ,λ(S) = lim
−→
MSZ,λ(Sk) = lim
−→
Z[Yk] = Z[∪k>1Yk]
is a polynomial Z-algebra, as expected. 
5.3. Free commutative Rota-Baxter algebras with coefficients in Z.
Theorem 5.6. Let X be a at most countably many set. Let F (X) be the free abelian
semigroup generated by X. Let λ = ±1. Then there is a set Ω of variables such that
(46) XZ,λ(Z[X ]) ∼= Z[Ω] ⊕N
where N = NS is the subgroup of XZ,λ(Z[X ]) spanned by pure tensors of the form
w0 ⊗ · · · ⊗ wr, wi ∈ {1} ∪ F (X), 1 6 i 6 r, wi = 1 for some 1 6 i 6 r, r > 1.
When X is finite. Then Ω = X ∪ Y , where Y is a graded set in bijection with the graded
set Lyn(F (X)) of Lyndon words.
Proof. By Theorem 5.3 and Theorem 5.4, MSZ,λ(F (X)) = Zp[Y ] for a set Y of variables.
Let M c(X) be the free commutative monoid generated by X . Then M c(X) = {1}∪F (X).
So a word in MSZ,λ(M
c(X)) is of the form w = w1 ⊗ · · · ⊗ wr where either each wi is in
F (X) or at least one of wi is 1. A word w is in MSZ,λ(F (X)) precisely when it is of the
first form. We denote N+ to be the subgroup of MSZ,λ(M
c(X)) generated by elements of
the second form. Then we have
MSZ,λ(M
c(X)) = MSZ,λ(F (X))⊕N
+ ∼= Z[Y ]⊕N+.
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Since Z[X ] = ZM c(X), we have
XZ,λ(Z[X ]) = Z[X ]⊗MSZ,λ(M
c(X)) ∼= Z[X ]⊗ (MSZ,λ(F (X))⊕N
+)
∼= Z[X ]⊗ (Z[Y ]⊕N+) ∼= Z[X ∪ Y ]⊕ (Z[X ]⊗N+).
Then we just need to take Ω = X ∪ Y and N = Z[X ]⊗ N+ to get the direct sum decom-
position in Eq. (46).
When X is finite, by Theorem 4.5, we have Y in the specified form as prescribed. 
As a final note, we elaborate on the significance of Theorem 5.6. By Theorem 2.4,
XQ,λ(A(X)) is a polynomial Q-algebra generated by Lyn(X) := X ∪ {1 ⊗ w | w ∈
Lyn(M c(X))}. Since Lyn(X) is a part of a Z-basis of XZ,λ(A(X)), it follows that Lyn(X)
generates a polynomial Z-subalgebra of XZ,λ(A(X)). There is no inclusion relation between
the polynomial generating set Y in Theorem 5.6 and Lyn(X) in Theorem 2.4 since Y is not
the set of Lyndon words, only in bijection with this set. However, the polynomial subalge-
bra Z[X ∪ Y ] in Theorem 5.6 can be more useful in studying the structure of XZ,λ(A(X))
because of the direct sum decomposition in Eq. (46). This is similar to the importance
of studying direct summands of abelian groups. It is easy to obtain free subgroups in a
torsion-free abelian group, such as Q, but it is more useful to obtain a direct summand
that is free. Similarly, there are many polynomial subalgebras in a free commutative Rota-
Baxter algebra X(A), but it is more useful to have such a subalgebra that is also a direct
summand. For example, in XZ,0(Z) which is just the divided power algebra ⊕n>0Zxn with
xmxn =
(
m+n
m
)
xm+n, the subalgebra generated by any f 6∈ Z is a polynomial algebra, but
the algebra itself is not a polynomial algebra, none does it have a polynomial subalgebra
as a direct summand. In the case we consider, it would be interesting to find out whether
the polynomial algebra summand in Eq. (46) can be extended to a larger such summand.
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