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１はじめに
進化的計算（EvolutionaryComputation）［1]は自然の進化と適応の概念を導入した計算システムのこ
とであり，従来の伝統計算手法では解けない大規模で複雑な問題を解くための強靭なしかも効率的計算法
と考えられ性目されている．これには進化的戦略（EvolutionaryStrategies;ES），進化的プログラミング
(EvolutionaryProgramming;EP),遺伝的アルゴリズム(GeneticAlgorithms;GA)と遺伝的プログラミング
(GeneticProgramming;GP)などがある．
ＥＳは1965年に数値最適化手法としてRechenbergとSchwefelにより提案されたものである.ＥＰはFogel
により1965年有限状態機械の人工知能的アプローチとして提案され,後に組み合わせや数値最適化手法に
応用されるに至った．ＧＡは1975年にHollandにより適応的探索アルゴリズムとして提案されたものであ
るＧＰは1987年にＫｏｚａのＬIPSプログラムとして提案されたものであるが,木構造染色体に対するＧＡの
応用とみなすことができる．
これらの計算手法はすべて個体集団(population)を使用することと個体集団を構成する個体(individual）
の間の情報交換により,解を探索しようとするものである．
本論文は進化的計算の中のＥＰについて記述するものである.進化的プログラミングは有限個の解集合か
らなる個体集団に対し突然変異(mutation)と選択により,より質の高い解をもつ個体集団を発生させよう
とする集団探索法である．これまでに提案されているＥＰは主としてGaussianMutationによるＣＥＰと
CauchyMutationによるＦＥＰ手法がある．前者はGauss分布乱数を,後者はCauchy分布乱数をそれぞれ
使用し,関数最適化問題に対しては一般的にＦＥＰの方が有効であるとされている[2｝しかしながら,問題に
よってはＣＥＰの方がよりすぐれた収束特性を示すこともあり，さらに収束の状況によって結果は異なる．
この観点から,Narihisaらは2002年に複合指数分布乱数を使用する指数型進化的プログラミング(EEP)を
提案した[3｝これは指数分布のパラメータを制御することで分布の分散を変動させ収束の効率化を狙った
ものである.これまでの研究では種々のパラメータ値に対する収束特性を検討してきたが[４１[5][6]171,今回は
パラメータ値を進化世代(evolutionaJ,ygeneration)に対応して変動させる新ＥＰ手法の有効性について検
討するものである[8Ⅱ９１さらに,従来のＥＰ手法も含めて,対象問題毎にそれぞれbest-tuningなパラメー
タ値の存在性を併せて検討することで従来のＥＰで必要不可欠とされている戦略パラメータをなしとした
nsEEPをも新ＥＥＰ手法として提案し,その有効性を示すものである．
数値実験として,この分野でよく知られたベンチマーク問題に適応した結果,かなり良好な解が得られて
いる．
２標準進化的プログラミング（ＣＥＰ）
ＢａｃｋとSchwefelによるＥＰのアルゴリズムは次の通りである．
Stepl:似個の個体からなる初期個体集団の生成、ｈ＝１とする.各個体は実数ベクトルの対(鋤,⑩),VdE
｛1,2,…,似},ただし,⑳`は変数ベクトル,的はガウス分布の標準偏差ベクトルとする．
Step2:個体集団の各個体(鋤,⑭),Vde｛1,2,…,似}に対して適合度を計算する．
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Step3:各個体(鋤,的),j＝1,…,似は単一の子孫(蝿,ゲi)を生成する.ｊ＝1,2,…,ｎに対して
(2.1）
(22）
晩(ｊ)＝◎`(水叩{ﾃⅣ(0,1)＋γＭ(0,1)｝
必(j)＝ｚ`(j)＋◎i(j)zvXO,1）
ただし,z`(i),z`(j)ｎ(j)ｎ(j)はベクトル⑯`勘⑭’ず`のﾉｰ成分を表わす｣v(o’1)は標準化された１
次元正規乱数で,その平均は0,標準偏差は１となっていることを示す.IVXO,1)は各ｊ毎に発生する
正規乱数を示し,デー(,/ﾖﾏﾃ了)-1,γ＝(､/雨)-1とする．
Step4:各子孫(娩仇),Vie{1,2,…,似}の適応度を計算する．
Step5:ｑトーナメント選択を実施し,(鋤,的),(域,ゲガ)の中から似個選択し,次世代の親とする．
Step6:停止条件を満たせば停止,そうでなければﾙｰﾙ＋１としてStep3へ．
３Cauchy乱数を用いた進化的プログラミング（FEP）
ＣＥＰではGauss分布に従う正規乱数Ｎ(0,1)を使用した突然変異を考えたのに対して,FEPではCauchy
分布に従う乱数を使用する．原点を平均とする１次元Cauchy分布の密度関数は
ノ(露水弄志,-..<麺＜+oq$>･ （3.1）
であり,tはスケールパラメータである．これに対応するCauchy分布関数Ｆ(z,t)は炊のようになる．
〃Ｍ=;+÷…"(;）（32）
したがって,[0,1]区間の一様乱数をｙとすると，
…伽{薇(,-;)｝（33）
となり，この乱数をＣ(0,t)で表わす．スケールパラメータｔ＝１とした乱数がＣ(0,1)であり,次のように
なる．
ｏ(oﾕ)=伽{薇(｡_;)},o≦｡≦Ⅲ （3.4）
ＦＥＰの処理アルゴリズムはＣＥＰのStep３における式(22)の代りに
ｚ;(j)＝鋤(j)＋の(j)。j(0,1）（3.5）
としたものである．
４複合指数乱数を用いた進化的プログラミング（ＥＥＰ）
ＥＥＰでは複合指数分布に従う乱数Ｅ(0,入)を用いた突然変異を考慮するものである．パラメータ入の複
合指数分布の１次元の確率密度関数巾)は
巾)=;oxp{-叩'},-..<麺く+｡｡〃｡（41）
として与えられるしたがって,この分布において平均尼＝o,分散ＵＱｒ(z)＝急となる．このことから,こ
の分布の分散は入が小さければ大きく,入が大きければ小さくなり,入により制御可能であることを示してい
る．ノ(z)に対応した分布関数Ｆ(Ｚ)は
胴一{Ｌ鯛,:三Ｉ’42）
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として与えられる．したがって,[0,1]区間での一様乱数をz/とすると，
‘-(±鰹(,_Ⅷ;三’4⑳
で発生させる乱数zはＥ(0,入)で表わされる．このことから,E(0,入)＝顎(0,1)となりＥ(0,1)を発生させ
ることによりＥ(0,入)を計算できるＥＥＰではＣＥＰのStep3における式(2.2)の代りに
Ｚ!(j)＝鯵#(j)＋的(j)Ej(0,入） （44）
としたものである．
この入の値として,次の２タイプを考える．
入L=入,+(上言上),，（45）
ハーハ川'(､(筈))≦’（46）
入＝入ＬとしたＥＥＰをljnEEP、入＝入ＥとしたＥＥＰをeZPEEPと呼ぶ．ただし,ｇは進化世代,入1,入2は入
の初期値,最終値,Ｇは全進化世代数とする．さらに,eZpEEPにおいてＣｌ(j)を使用しないものを"SEEPと
呼ぶ．すなわち,式(2.1),(22)の代りに
⑰!(j)＝z`(j)＋身(0,入） （4.7）
Ｅｊ(0,入)＝鶚Ej(0,1)exp[-Ｉ､(藷)き]，（48）
としたものである．ただし,uﾉjは与えられた問題のｊ成分の各変数における許容範囲を示すものとする．し
たがって,nsEEPのアルゴリズムは次のようになる．
Stepl:似個の個体からなる初期個体集団の生成,A＝１とする.各個体は実数ベクトル鋤,Ｖｊｅ{1,2,…,似}，
ただし,鋤は変数ベクトルとする．
Step2:個体集団の各個体(鋤),Vde｛1,2,…,似}に対して適合度を計算する．
Step3:各個体(鋤),j＝1,…,似は単一の子孫蝿を生成するｊ＝1,2,…,ｎに対して
㎡`(j)＝鋤(j)＋Ｅｊ(o,入）
ただし,鋤(i),麺`(j)はベクトル鋤,蝋のﾉｰ成分を表わすＥｊ(0,入)は各j毎に発生する複合指数乱数
を示す．
Step4:各子孫蝿,Ｖｉｅ{1,2,…,似}の適応度を計算する．
Step5：ｑトーナメント選択を実施し,鋤,蝿の中から似個選択し,次世代の親とする．
Step6：停止条件を満たせば停止,そうでなければルール＋１としてStep3へ．
５数値実験
5.1今回の数値実験の目的
ＥＰの計算においては戦略パラメータワの下限Ｅの値,EEPにおいては入1,入２の値によりその収束特性
は異なる．本実験ではこれらのパラメータ値をある範囲で変動させて,与えられた問題に適合したパラメー
タ値を使用することでどの程度に解精度を向上し得るか検討するものである．したがって,各問題に対し
(E,入1,入2)の３つのパラメータの組合せで解かせるために並列コンピュータParagonXP/S15(296ユニット）
を使用した．
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5.2適用問題
ＥＥＰの収束特性を検討するために,今回の実験で対象とした問題はこの分野でよく知られているベンチ
マーク問題で,表１に与えている関数最適化問題である．この中の/i～んは単一の局所解をもつｕ"j-modqZ
関数であり,九～た2は複数の局所解をもつmultj-modql関数である．また,各ベンチマーク問題におけるＳ
はｚｉの範囲,九碗は厳密解である．
5.3パラメータ設定
数値実験におけるパラメータは次のように設定した．
個体集団の大きさ；似＝１００
トーナメントサイズ；ｑ＝１０
計算世代数；Ｇ=5000
Eの値；{E,＝10-2,E2＝10-3,E3＝10-4,E4＝10~5,E5＝10~6,E6＝10~8｝
ｌｊｎＥＥＰとeZpEEPにおいて
初期値；入1＝{５１＝1,（2＝01,（3＝005,Ｑ＝001,〔5＝10-3,品＝10~4｝
終期値；入2＝{〃1＝10,〃2＝20,,73＝50,〃4＝100｝
nsEEPにおいて
初期値；入'＝{（'＝５×10-5,（2＝５×10~4,（3＝５×10-3,（4＝５×10-2,<5＝５×10-1,（6＝50,
（7＝５×101,（8＝５×102｝
終期値;A2＝{〃1＝５，〃2＝５×101,〃3＝５×102,り4＝５×103,〃5＝５×104,り6＝５x1Oloルー５×,0,6,
,78＝５×1022｝
戦略パラメータの初期値；⑩(j)；[0,1]区間の一様乱数
5.4実験実施要領
本実験は複合指数分布のパラメータを変動させるＥＥＰの収束特性と戦略パラメータ無しの新ＥＥＰの収
束特性につき検討するものであるが、同様に,ＣＥＰおよびＦＥＰについても５０００世代までの特性につき記
述する．これはＥＥＰとの性能比較という目的もさることながら,CEPやＦＥＰについての性能記述が多く
の関連文献において1500世代か2000世代まで位のものであり、５０００世代までのものは殆んどないからで
ある．例えば,FEPの方がＣＥＰよりは一般によい特性を示すものとされているが,このことは1500世代あ
るいは2000世代までの特性であり，それ以降のものについては殆んど言及されていない．しかし本実験で
は2000世代以降においてはＣＥＰの方が良好な結果を蘭すことも明確になっている．これらの結果は基本
的にGauss分布とCauchy分布の特徴から類推しうるものである．
本実験での収束特性は各世代毎に各個体の関数値を100runsの平均値として評価値とした．ここでは関
数最適化問題を取り扱うので関数値が小さい程望ましい状態といえる．進化の過程で,戦略パラメータ◎(j）
は新しい解を決定する場合の変異巾とに関与するものであるが,|◎(j)|＝０は進化の停止を意味する．この
状況を避けるために,|ﾜ(j)|の下限を６とし,|ﾜ(j)|＜Ｅであれば強制的に|ひ(j)|＝Ｅとして進化を続行させ
る．今回の実験では各問題に適した下限値についても検討し,最終世代での適応度を比較検討する．
６実験結果とその考察
実験結果は表2,表3,表４の通りである.表２はlinEEPの最終解,表３はeZpEEPの最終解,表４はnsEEP
の最終解を示すものである．表2,3,4は(E,入1,入2)のbesttuningにおける解を示している．これからわか
るようにＣＥＰやＦＥＰも問題によりＥの値は異なり,lmEEPやezpEEPではＥは勿論,入1,入2の値はそれぞ
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れ異なったものとなっている．それぞれが最適な値を採用したときの解を示している．JjnEEPでは１２問
中８問においてＣＥＰやＦＥＰよりも良質な解が求められており，その有効性を示している．また,eZpEEP
では１２問中１０間においてＣＥＰやＦＥＰより良質な解が求められており，これもＥＥＰの有効性を示してい
る．また同時に,解の質を良くするような問題固有のbest-tuningなパラメータ値が存在していることがわ
かる．特に表４は戦略パラメータなしのnsEEPの結果を示したものであるが,適切な入,伽を選択できれ
ばＣＥＰやＦＥＰと比較して桁違いに良質な解が求められている．さらに１２問において良質な解が求められ
るようなパラメータ値が存在していることがわかった．また,これまでの実験で解が効率良く進化している
ときに入を大きく変えて解探索能力が落ちたこと，ユニモーダル関数のように進化が落ち着く最適値周辺で
入を大きく変えることによって解探索能力が上がった事ことから,解が効率良く進化するであろう進化初期
から中期あたりでは入の値の変化の小さい方が効果的な解探索が可能になるという期待ができる．以上のこ
とから,eZpEEPの場合はＥが６個,入1が６個,入2が４個の144通りの組合せとし,nsEEPでは８×８の６４
通りの組合せ結果を示すものであることからnsEEPの方が計算資源は少なくして良質な結果を求められて
いることを示す.一方,CEPやＦＥＰについては６通りの組合せの計算結果であるが,Intel(R)Pentium(R)４
CPU3.2GHzL96GBRAMのコンピュータ１台でこの種の問題を解くと仮定すると,平均的に１回の処理
に1200秒,"sEEPの場合戦略パラメータグの処理をしない分1つの問題に対する処理時間；の300秒程度
で済むことから,表２のCEP,FEPは６×１２００＝7200秒に対し,nsEEPは６４×３００＝19200秒となって，
約2.6倍の処理時間が必要であることを示している．メタヒューリスティックの観点から見ると,多少余分な
処理時間がかかってもより高精度の解が求められるならば,その方が望ましいこともあり得るわけで,n8EEP
の有効さが期待し得るものと思われるちなみに,CEPやＦＥＰなどの従来のＥＰでは5000世代でこのよう
な質の解は絶対に求められないし,その何十倍の時間をかけても不可能と思われる．また表2~4のパラメー
タ値より,今回のように入を各問題によって最適なパラメータ値を与えなくても,入を設定をある程度の範囲
内で固定すれば良質な解を得ることができると思われる．
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表ＬＴＥＳＴＦＵＮＣＴＩＯＮ
表２ FinalSolutionofljnEEP
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' ＣＥＰ ＦＥＰ ｌｍＥＥＰ
Ｅ ｆ Ｅ ノ Ｅ 入１ 入２ ’
九 1０－６ －７ 1０－８ 6.359×１０－４ 1０－８ 1０－３ 1０ 2.7×１０－１４
九 1０－８ －３ 1０－８ 5.406×１０－３ 1０－８ 0.05 1０ －８
九 1０－２ 6.165 1０－８ 3109 1０－２ 1０－２ 1０ －２
□ 6４ 1０－２ －２ 1０－８ 6.167×１０－２ 1０－２ 1０－２ 1０ －３
九 1０－４ 101.8 1０－８ 83.56 1０－６ 1０－１ 1０ 44.04
Ｑ 尼 1０－２ 1.424 1０－６ 0.7002 1０－４ 0．０５ 1０ ０
ハ 1０－４ －２ 1０－８ 6.072×１０－２ 1０－２ 0.05 1０ １．９２３×￣２
人 1０－４ 37 1０－４ －１２５６０．６ 1０－８ 0.05 1０ -10900
九 1０－４ 12.509 1０-８ ０．２０８ 1０－８ 0.05 1０ 17.97
九ｏ 1０－４ 1０－８ 4.590×１０－３ 1０－４ 1０－１ 1０ －４
力， 1０－２ －２ 1０－６ 1.013 －２ 1０－２ 1０-４ 1０ 1.125×１０－２
八２ 1０－８ 16 1０－６ －４ 1０－８ 0.05 1０ 6.532×１０－２
谷口隆裕・片山謙吾・南原英生・成久洋之7６
表３:FinalSolutionofeZpEEP
’’’ 6.359×１０－４2.293×１０－７ １．１９５×１０－８5.406×１０－３1.195×１０－３ １.ｌ９０ｘ１０－２７．７３７×１０－４6.167×１０－２3.832×１０－２１０１．８ 0.70021.424 １．８９４×１０￣２6.072×１０－２6.587×１０－２ －１２５６５．９-12560.6-7637.8 ０．２０８２１２．５０９ 4.590×１０－３2.039 １．０１３×１０－２4.105×１０－２ １．０８１×１０－５５．０５８×１０－４0.1630
表４ FinalSolutionofnsEEP
’’ ５×１０２２5.06.359×１０－４2.293×１０－７ １．２２３×１０￣21５×１０２２5.406×１０－３ 5.01.195×１０－３ １．２８０×１０－７５×１０ ５×１０31.096.165 １．３０５×１０－２２５×１０２２6.167×１０－２ 5.03.832×１０－２ ５×１０５．０83.56101.8 （6579e"erQtio7z）５×１０ ５×101ｏ0.70021.424 ５．１０９×ｍ－３５×１０５．０6.072×１０－２6.587×１０－２ －１２５６９．４５×１０－３ ５×101ｏ-12560.6-7637.8 ７．８２７×１０－６５×１０0.2082 ５×１０－４１２．５０９ １．７１５×１０－７５×１０－１ ５×１０１６4.590×１０－３2.039 ３．２０３×１０－３５×１０５×１０－１１．０１３×１０－２4.105×１０－２ （3634gemerQZEom）５×１０２２5.058×１０－４ 5.00.1630
' ＣＥＰ ＦＥＰ eZpＥＥＰ
Ｅ ′ Ｅ ′ Ｅ 入１ 入２ ノ
.f， 1０－６ －７ 1０-８ －４ 1０－６ 0．０５ 100 9.2×１０－１４
九 1０－８ １１９５ －３ 1０－８ －３ 1０－８ 1.0 100 －８
九 1０－２ 6.165 1０－８ 31.09 1０－２ 1.0 100 ．１ × －２
九 1０－２ －２ 1０－８ －２ 1０－２ ０．０５ 100 7.737 －４
人 1０－４ 101.8 1０－８ 83.56 1０－２ 1.0 100 75.28
九 1０－２ 1０－６ 1０－２ 1.0 100 ０
ハ 1０－４ －２ 1０－８ －２ 1０－２ 1.0 100 1.894 －２
人 1０－４ 1０－４ 1０－４ 1０－４ 2０
九 1０－４ 12509 1０－８ 0 1０－８ 0０５ 1０ 5.522
九ｏ 1０－４ ２０３９ 1０－８ －３ 1０－６ 0.05 100 ３．７７１×１０－７
A1 1０－２ －２ 1０－６ワ 1.013 －２ 1０－２ 1.0 100 1.284×１０－２
A２ 1０－８ 1０－６ 5.058 －４ 1０－２ 1０－４ 2０ 1.081 －５
′ CＥＰ ＦＥＰ nｓＥＥＰ
Ｅ ’ Ｅ ′ 入１ 入２ '
九 1０－６ －７ 1０－８ －４ 5 ０2２ 7.9×１０－４４
九 1０－８ －３ 1０－８ －３ 5 1０２２ －２１
九 1０－２ 1０－８ 5 1 １ 5 1 ４ －７
九 1０－２ －２ 1０－８ －２ 5 1０2２ －２２
九 1０－４ 1０－８ 5.0 5 1 ２ 4６．８６
九 1０－２ 1０－６ 5 1 １ 5 ０1０ ０( ” 7q l
乃 1０－４ －２ 1０－８ －２ 5.0 5 1 ２ 5.109×１０－３
た 1０－４ 1０－４ 5 1 －３ 5 ０1０
/ｂ 1０－４ 12.509 1０－８ 5 1 －４ 1 ４ 7.827 ６
ＡＣ 1０－４ 1０－８ －３ 5 1 －１ 5 1０1６ 1.715 －７
/１１ 1０－２ －２ 1０－６ 1.013 －２ 5 1 －１ 5 1 ４ －３
八２ 1０－８ 1０－６ -４ 5 1０2２ ０( 9 〃 ti n
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Thetermevolutionarycomputingreferstothestudyofthefbundationandapplicationsofcertain
heuristictechniguesandbasedontheprinciplesofnaturalevolution;thustheaimofdesigningevolutionａｒｙ
ａｌｇｏｒｉｔｈｍｓｉｓｔｏｍｉｍｉｅｓｏｍｅｏｆｔｈeprocessestakingplaceinnaturalevolution・Thesealgorithmsare
classifiedintothreemaincategories,dependingmoreonhistoricaldevelopmentthanonmajorfilnctional
techniqueslnfact,theirbiologicalbasisisessentiaｌｌｙｔｈｅｓａｍｅ・
Thesealgorithmscontainevolutionaryprogramming(;EP),evolutionarystratefies(;ES),geneticalgo-
rithms(;GA)andgeneticprogramming(;GP）
Anevolutionaryalgorithm(;EA)isaniterativeandstochssticprocessthatoperatesonasetofin-
dividuals(calledpopulation)．Eachindividualrepresentsapotentialsolutiontotheproblembeing
solved,Initially,thepopulationisrandomlygeneratedEveryindovidualinthepopulationisassigned,by
meansofafitnessfUnction，amesuresofitsgoodnesswithrespecttotheproblemunderconsideration，
whichguidesthesearch
EvolutionaryProgrammingisoneofmainbranchofofevolutionarycomputationwhichmimicbiological
evolutionandnaturalselections・ThemainfeatureofEvolutionaryprogrammingisthatevolutionprocess
usesonlymutationoperator・Thispropertycanbeconsideredtobeeasilyapplicabletomiscellaneous
typeoptimizationproblems・originally,thisevolutionaryprogrammingisproposedbyD.Ｂ・FogeLLater，
Yaoetalmodifiedthisasfastevolutionaryprogramming(FEP)byusingCauchymutationilmsteadof
Gaussianmutation
ln2002,NanhisaproposedexponentialevolutionaJ｢yprogramming(EEP)byusingdoubleexponential
mutation・ThisEEPaimsefIicientevolvingprocessbycontrollingsteplengthofoptimization・Inthese
years,theefIiciencyofEEPhasreportedfbrfUnctionoptimizationproblems・Ａｌmostexistingevolutionary
programmingusestrategyparameterfbrsakeofselfLadaptiviness・
Inthispaper，weproposenewevolutionaryprogrammingsbyusingdoubleexponentialdistribution
parameter入varyingwithevolutionarygeneration・Theexperimentalresultsshowexcellenthighqualty
solutiononapplyingtofUnctionoptimizationproblems．
