The eigenvalues of the Laplacian matrix for a class of directed graphs with both positive and negative weights are studied. First, a class of directed signed graphs is investigated in which one pair of nodes (either connected or not) is perturbed with negative weights. A necessary condition is proposed to attain the following objective for the perturbed graph: the real parts of the non-zero eigenvalues of its Laplacian matrix are positive. A sufficient condition is also presented that ensures the aforementioned objective for unperturbed graph. It is then highlighted the case where the condition becomes necessary and sufficient. Secondly, for directed graphs, a subset of pairs of nodes are identified where if any of the pairs is connected by an edge with infinitesimal negative weight, the resulting Laplacian matrix will have at least one eigenvalue with negative real part. Illustrative examples are presented to show the applicability of our results.
the locations of eigenvalues of the Laplacian matrix [1; 10; 11] . In the presence of negative weights, this relation is hard to establish and, consequently, the spectral characterization of Laplacian matrix becomes more challenging. For undirected graphs, there exist powerful results that mainly provide bounds on the number of negative and positive eigenvalues. [4; 7; 8] . Recently, a connection between the number of positive eigenvalues of the Laplacian matrix and negative weights has been developed for undirected graphs in [9] . More specifically, it has been proven that the number of positive eigenvalues equals the number of negative weights in the graph minus the number of positive eigenvalues of the associated cycle intersection matrix [9, Theorem 2.9] . However, no conditions on the magnitude of the negative weights has been identified to ensure the existence of eigenvalues with negative real parts.
In many applications, e.g. see [28] , the objective is to prevent the Laplacian matrix from having eigenvalues with negative real parts. Robustness of uncertain undirected networks has been recently studied where the negative weight has been incorporated as uncertainty in the network. Under certain assumptions on the distribution of negative weights, the robustness of network has also been analyzed in the presence of multiple negative weights [32] . These results have recently been extended to a general case (undirected graphs with arbitrary numbers of negative weights) using tools from electrical circuit theory [12] . It has been argued that these results can be interpreted using the notion of effective resistance originally introduced in electrical networks [16] . The robustness of the consensus algorithm over directed signed graphs has been studied in [18] .
Our results concern analyzing the eigenvalues of the Laplacian matrix for directed signed graphs. Similar to the undirected graphs, we obtain a necessary/sufficient conditions (for some cases necessary and sufficient) which provides an upper bound of negative weights between any pairs of nodes which guarantees that none of the eigenvalues of the Laplacian matrix has a negative real part. It was not possible to employ the machinery employed in [12; 32] for undirected graphs to derive the results of this paper as the Laplacian matrix of the directed graphs are not generally symmetric. The employed methodology in [32] has been recently extended to deal with directed graphs [18] where sufficient conditions for the upper bound on a single negative weight has been derived via Nyquist stability criteria. The necessary result of our paper considers the case in which both edges between any arbitrary pairs of nodes are perturbed with negative weights. Our sufficiency result is more general than the main result of [18] since we also allow perturbing two edges between two nodes with the same negative weight to the signed directed graph. Our results cover a more general set of graphs as a graph with multiple negative edges might satisfy the assumption of the theorem, while [18, Theorem 1] only is applied to graphs with no negative edges. Even though the results of our paper are interpreted via Nyquist criteria, our approaches are different from [18] . We also highlight the case where the condition becomes necessary and sufficient. Furthermore, it is argued that for directed graphs, the recently proposed notion of effective resistance [30] is not applicable to interpret the obtained upper bound. By partitioning the nodes of the graph into some sets, we identify "sensitive pairs of nodes" with the following property: If there exists at least one edge with sufficiently small negative weight, the Laplacian matrix has at least one eigenvalue with negative real part. This result is different from the main result in [8, Theorem 2.10] which established a lower bound and upper bound for the number of negative eigenvalues. This paper is organized as follows. In Section 2, we introduce the required notation and preliminaries. Section 3 states the underlying questions studied in the current manuscript following by the main results, illustrative examples, and discussions. Section 4 demonstrates the applicability of this work through consensus in social networks. Conclusion is presented in the last section and the proofs of some lemmas are included in Appendix.
Preliminaries and Graph Notation
Throughout this paper, I N ∈ R N×N , 1 N ∈ R N , and 0 N ∈ R N denote the N × N identity matrix, the N-dimensional vectors containing 1, and 0 in every entry, respectively. The standard bases in R N are represented by {e 1 , . . . , e N } where e i is the i th column of I N . The 2-norm of a vector x ∈ R N is shown by x . For a complex variable, vector or matrix, R(⋅) and I(⋅) stand for the real and imaginary parts. For a matrix A ∈ R N×N , Spec(A) = {λ i (A)} N i=1 denotes the set of eigenvalues of A where R(λ 1 ) ≤ R(λ 2 ) ≤ ⋅ ⋅ ⋅ ≤ R(λ N ). An eigenvalue λ i (A) is called semisimple if its algebraic and geometric multiplicities are equal. The operator diag(⋅) constructs a block diagonal matrix from its arguments. The entry in the i th row and j th column of a matrix A is represented by [A] i j , while the i th entry of a vector x is denoted by [x] i . For a set A, its cardinality is denoted by A .
A weighted directed signed graph G is represented by the triple G(V, E, W) where V = {1, . . . , N} is the nodes set, E ⊂ V × V is the edge set, and W ∶ V × V → R is a weight function that maps each (i, j) ∈ E to a nonzero scalar a i j and returns 0 for all other (i, j) ∈ E. The adjacency matrix A ∈ R N×N captures the interconnection between the nodes in the graph where [A] i j = a i j ≠ 0 iff (i, j) ∈ E. For the edge (i, j), we follow the definition corresponding to a sensing convention which indicates that node i receives information form node j or equivalently, the node j influences the node i; see [30] for more information. For each node i ∈ V, N i denotes the set of its neighbors, i.e., N (i) = { j a i j ≠ 0}.
For a given graph G(V, E, W) and a set V ⊆ V, the corresponding induced subgraph is denoted by G(V, E, W), where the set E is defined as E = {(i, j) ∈ E i, j ∈ V}, and W ∶ V × V → R is defined as W(i, j) = W(i, j). In order to categorize edges in terms of the sign of their values, we define the sets E + = {(i, j) a i j > 0}, and
We call the edges in E + and E − positive edges and negative edges, respectively. Subsequently, for a signed graph G(V, E, W), we denote the subgraph with non-negative weights by
Similarly, for a signed graph G(V, E, W), we denote the subgraph with non-positive weights by
For a directed graph, the in-degree and out-degree of node i are defined as
Since the rows of the Laplacian matrix add to zero, 1 N is always one of its eigenvector that corresponds to the eigenvalue 0. This eigenvalue is called the trivial eigenvalue while the rest of eigenvalues is called non-trivial eigenvalues.
Let
T N denote the orthogonal projection matrix onto the subspace of R N perpendicular to 1 N . The matrix Π is symmetric and since L1 N = 0, LΠ = L and ΠL T = L T for any graph. We define a matrix Q ∈ R (N−1)×N whose rows are the orthonormal bases for span{1 N } ⊥ where ⊥ denotes the orthogonal complement of the space. Hence, Q T is a full column rank matrix. On span{1 N } ⊥ , the Laplacian matrix is equivalent to the so-called reduced
A path of length r from i 1 ∈ V to i r ∈ V in graph G is a sequence (i 1 , i 2 , . . . , i r ) of distinct nodes in V where i j+1 is a neighbor of i j for all j = 1, . . . , r − 1. If there exists a path (no path) from the node j to the node i, then the node i is (not) reachable from node j. We use j ↣ i ( j i) to show the existence (absence) of path from j to i. A node i is a globally reachable node if it is reachable from all other nodes of the graph. Similar to [30] , we say that two nodes i and j are connected if the graph contains two paths, one starting from node i and the other one from j that both terminates at the same node. A graph G is connected if every pair of nodes is connected. This notion of a connected graph corresponds to the scrambling matrices [22] . It has been shown that the graph is connected if and only if there exists at least one globally reachable node; the node, to which, there exists at least one path from every node in the graph [30] . A graph G is strongly connected if for every i ∈ V and j ∈ V, i ↣ j. Hence, the graph G is strongly connected if and only if every node of the graph is a globally reachable node.
For every node i ∈ V, the reachable set R(i) is the union of the node i and all nodes from which there exists a path to node i, i.e. R(i) = {i} ∪ { j ∈ V j ↣ i}. Next the reachable, exclusive and common sets associated with a graph G are defined. Definition 1. For a given graph G(V, E, W), a set of nodes R ⊆ V is called a reach set if (a) there exists at least one node i ∈ V such that R(i) = R, and (b) it is maximal, i.e. there is no j ∈ V such that R(i) ⊂ R( j) (properly). Let R 1 , . . . , R d denote all reaches of the graph G. We associate a set of reaching nodes U k with each reach set R k and it is defined as U k = {i ∈ V R(i) = R k }. For each set R k , the exclusive set X k and the common set C k are defined as
Remark 1. The description of the sets in Definition 1 differs from [11, Definition 2.6] as we use the sensing convention rather the information flow one. For a given graph with sensing convention, the same results can be obtained by using the information flow convention if the direction of each edge is reversed.
* The current definition of Laplacian matrix has been inspired from a large variety of applications in control such as consensus [32] , security analysis of complex networks [25; 27] , and synchronization in networks of oscillators [2; 23] . However, there is another way to define the Laplacian matrix for weighted signed graphs in which the in-degree and out-degree of node i are defined as d in i = ∑ j a ji and d out i = ∑ j a i j respectively [14] .
To obtain an intuition behind the concepts in Definition 1, we see the weight a i j ≠ 0 as an influence weight from j to i. In this case, a reach set R k is a set in which at least one of node influences all others directly or indirectly, and this set cannot be included in a bigger such set. Set U k is the set of nodes in R k which influences all others in R k . Set X k is the set of nodes in R k which are in no other reach set R q with q ≠ k. Set C k is the set of nodes in R k which are also in some other reach set R q with q ≠ k. The following example shows how these sets are defined for a given graph. Example 1. The graph shown in Figure 1 has three reach sets R 1 = {1, 2, 8, 9, 10, 11, 12}, R 2 = {3, 4, 5, 8, 9, 10, 11, 12} and R 3 = {6, 7}. By using the definitions of X k and C k for k = 1, 2, 3, the exclusive sets and common sets includes X 1 = {1, 2}, X 2 = {3, 4, 5}, X 3 = {6, 7}, C 1 = C 2 = {8, 9, 10, 11, 12} and C 3 = ∅. The reaching sets are described by U 1 = {1, 2}, U 2 = {3} and U 3 = {7}. △ In the following lemma, some properties of these sets are presented.
Lemma 1. Given a graph G(V, E, W) and the corresponding sets in Definition 1, the following properties hold for every k = 1, . . . , d.
the rest of the graph.
Proof of Lemma 1: Proof of 1. This property is a direct consequence of how the sets C k , X k are defined. Proof of 2. Choose an arbitrary node i ∈ U k . From the definition of U k it follows that R(i) = R k and by definition of R(i) we have that i ∈ R k . We complete the proof by contradiction. Assume i ∈ C k which means there exists at least one q ≠ k such that i ∈ C q and subsequently i ∈ R q . This means R k ⊂ R q which contradicts maximality of R k . Hence i ∉ C k .
Proof of 3(a). Since i ∈ U k , then ∀u ∈ R k , u ↣ i. For the purpose of showing contradiction, suppose that (i, j) ∈ E. Then i ↣ j and subsequently ∀u ∈ R k , u ↣ j which is equivalent to j ∈ U k . This contradicts j ∈ X k U k .
Proof of 3(b). Assume that p ∈ X k and m ∈ C k . For the purpose of showing contradiction, assume (p, m) ∈ E which is equivalent to j ↣ m. Since m ∈ C k , there exists at least q such that m ∈ R q which along with the existence of j ↣ m implies j ∈ R q . This concludes X k ∩ R q ≠ ∅ which is in contradiction with the definition of X k .
Proof of 4. We prove the fourth property by contradiction. Since a graph with single node is strongly connected, without loss of generality, we assume U k > 1. Assume that G k is not strongly connected. Hence, there exists at least two nodes i, j ∈ U k such that i j. This means i ∉ R( j) and since by definition of R(i), i ∈ R(i), we have R(i) ≠ R( j). This contradicts the assumption R(i) = R( j) = R k . Hence, G k is strongly connected.
Proof of 5. If
This completes the proof of the fifth property.
We now turn to Example 1 to illustrate that Lemma1 holds in this example.
Example 1 (Continued).
It is straightforward to check that the properties 1 and 2 in Lemma 1 hold. To check the third property, it is observed that (3, 4) ∉ E as 3 ∈ U 2 and 4 ∈ X 2 U 2 . Note that the node 4 cannot be in the set U 2 as R(4) = {3, 4, 5} ⊂ R 2 . It is observed that all subgraphs induced by U k , k = 1, 2, 3 are strongly connected. We note that C 3 is empty which means the original graph has a disconnected subgraph. △ For a graph with non-negative weights, we list the properties of its Laplacian matrix and its eigenvectors in the following lemma.
Lemma 2. Consider a graph G(V, E, W) with non-negative weights and Laplacian matrix L. Assume that the graph has d
† reach sets R k with the corresponding sets X k , U k , and R k according to Definition 1. Then, zero is a semisimple eigenvalue of L with multiplicity d. Denote the right and the left eigenvectors associated with the zero eigenvalue of L that form the orthogonal bases for its eigenspace by
can be chosen to satisfy the following conditions:
Furthermore, each µ k can be chosen such that their entries satisfy the following conditions:
Proof. By taking into account Remark 1, the fact that the eigenvalue is semisimple and the results regarding γ k correspond to [11, Corollary 4.1] . Denote A the adjacency matrix of G. By relabeling the nodes, they can be partitioned such that the first X 1 nodes in the first partition belong to the set X 1 , the second X 2 nodes in the second partition belong to the set X 2 , and so on, and the remaining nodes belong to the set C =
and reaching nodes setsŨ k = Π V ○ U k , where ○ denotes the element-wise operation on the set. There is also a permutation matrix P ∈ R N×N that relates the adjacency and Laplacian matrices ofG to the ones of G viaÃ = PAP −1 andL = PLP −1 . By employing Properties 1 − 3 in Lemma 1,Ã can be written as
whereÃ S S ′ means the matrix of weights induced by set S and S ′ . Due to the property 3(a) in Lemma 1, each block AX kXk is decomposed to ÃŨ with M i =X i Ũ i . Consequently, the Laplacian matrixL is represented by
where the block diagonal terms are LŨ 
In light of the discussion above, it is observed that
is a left eigenvector forL corresponding to the zero eigenvalue. SinceŨ i ∩Ũ j = ∅ for i ≠ j,μ T jμ i = 0 which means µ 1 , . . . ,μ d are orthogonal bases for the eigenspace of zero eigenvalues. AsL = PLP −1 , we have µ k = P Tμ k which along with (6) and the properties ofν k lead to Properties 1 − 3 of µ k . This completes the proof.
Example 1 (Continued). Now, we illustrate the results of Lemma 2 by assigning the following weights to the edges of the graph in Figure 1 : a 12 = 2, a 21 = 1, a 43 = 3, a 45 = 5, a 54 = 4, a 67 = 7, a 81 = 1, a 83 = 3, a 98 = 8, a 10,9 = 9, a 10,11 = 11, a 10,12 = 12, a 11,10 = 10, a 11,12 = 12, a 12,10 = 10. The eigenvalues of the Laplacian matrix L are λ 1 = λ 2 = λ 3 = 0, λ 4 = 1.101, λ 5 = 2.265, λ 6 = 3, λ 7,8 = 4 + 4i, λ 9 = 7, λ 10 = 10.899, λ 11 = 22, λ 12 = 39.735. It is observed that the Laplacian matrix has three zero eigenvalues that is consistent with the point that the underlying graph has three reach sets. Denote the right and the left eigenvectors associated with the zero eigenvalue of L by γ 1 , γ 2 , γ 3 ∈ R 12 and µ 1 , µ 2 , µ 3 ∈ R 12 , respectively. In order to choose γ 1 , we follow the properties 1 and 2 in Lemma 2, leading to 
]
T . It is now straightforward to check the property 4 in Lemma 2, i.e. γ 1 + γ 2 + γ 3 = 1 12 . Turning into the construction of µ 1 , we use the second property in Lemma 2 that leads to [µ 1 ] i = 0 for i ∈ V R 1 = {3, . . . , 12}. The remaining entries of µ 1 are obtained by solving µ Lemma 2) . Following the same approach, we have µ 2 = [0
T and µ 2 = [0
T . △
Problem Formulation and Results
Motivated by the applications stated in Section 1, we investigate the effect of negative weights on the eigenvalues of the Laplacian matrix. Subsection 3.1 is mainly concerned with finding an upper bound on the magnitude of negative weights for added edges such that the eigenvalues of the Laplacian matrix have a specific property. We also present a discussion on the applicability of the notion of effective resistance for directed graphs. In Subsection 3.2, we analyze the eigenvalues of Laplacian matrix for a graph with multiple negative weights whose magnitudes are infinitesimal.
Adding an extra (un)directed negative edge to directed signed graphs
In this subsection, we proceed to answering the following question:
Denote L the Laplacian matrix of G. Find conditions on G 1 and a bound on δ uv and δ vu such that
We first state the following definition and lemma that are used to prove the main results of this subsection.
Definition 2. Consider a signed graph G(V, E, W) with the Laplacian matrix L. For given two arbitrary nodes u and v, and variables δ uv , δ vu , ω ≥ 0, we define r(ω, δ uv , δ vu ) as follows
whereL = QLQ T is the reduced Laplacian matrix.
Lemma 3. Assume for a given directed graph G(V, E, W) with Laplacian matrix L,
where the set Λ contains the non-zero eigenvalues of L. Then, Proof. The proof of the first part can be found in [31, Lemma1] . Even though the lemma deals with directed graphs with non-negative weights, the same arguments are applicable to directed signed graphs, since L1 N = 0. If G is connected with non-negative weights, then Spec(L) = {0, λ 2 , . . . , λ N } with R{λ 2 } > 0 [1] . Taking into account this point along with the first part of the lemma proves the second part.
We now present a necessity result for the non-zero eigenvalues of Laplacian matrix to have positive real parts in the presence of a negative weight. Theorem 1. Consider a signed graph G 1 (V, E 1 , W 1 ) with the Laplacian matrix L 1 . Assume that L 1 has only one zero eigenvalue and the rest of its eigenvalues have positive real parts. Construct a new graph
If the eigenvalues of L satisfy (7), then r(0, δ uv , δ vu ) < 1.
Proof. DefineL = QLQ T and suppose that the eigenvalues of L satisfy (7). We show the condition (9) holds. In view of the first part of Lemma 5 in Appendix A, if r(0,
Thus,L has at least one zero eigenvalue. This means that the condition (9) is necessary for the eigenvalues of L satisfy (7) .
We now present a sufficiency theorem for the non-zero eigenvalues of Laplacian matrix to have positive real parts in the presence of a negative weight. ‡ For a graph with non-negative weights, the definition of connectivity, falls somewhere between the definitions of strong and weak connectivity [1; 30] . Theorem 2. Consider a signed graph G 1 (V, E 1 , W 1 ) with the Laplacian matrix L 1 . Assume that L 1 has only one zero eigenvalue and the rest of its eigenvalues have positive real parts. Construct a new graph
Then, the eigenvalues of L satisfy (7) for all δ ∈ [0, δ * ).
Proof. Denote L 2 the Laplacian matrix of
T with δ uv = δq uv and δ vu = δq vu . Under conditions of the theorem, L can be written as L = L 1 + L 2 , leading to the following expression forL,
Since L 1 has only one zero eigenvalue and the rest of its eigenvalues have positive real parts, all eigenvalues ofL 1 − jωI have positive real parts according to Property 1 in Lemma 3. We now prove the theorem for the case with q uv , q vu > 0. The proof of theorem for the cases with q uv > 0, q vu = 0 or q uv = 0, q vu > 0 follows the same lines. Since q uv , q vu > 0, we have δ uv = δq uv and δ vu = δq vu . Note that for δ = 0,
ii , the sum of the diagonal entries of L becomes negative. This leads L to have at least one eigenvalue with a negative real part, and consequently, in view of Property 1 in Lemma 3,L has that eigenvalue with negative real part. Hence, the continuity of eigenvalues ofL with respect to δ states that
and also with δ = δ * , R{λ i (L)} = 0 for some i. This means there exists at least one ω ∈ R ≥0 such that λ i (L) = jω for δ = δ * , or equivalently det (L − jωI) = 0. Using the expression ofL in (11) and taking into account thatL 1 − jωI is invertible, we have
where the last two equalities are obtained by applying Lemma 4 and taking into account δ uv = δq uv and δ vu = δq vu . SinceL 1 − jωI is invertible, we observe that det (L − jωI) = 0 if and only if δ * (e u − e v ) T Q T (L 1 − jωI) −1 Q(q uv e u − q vu e v ) = 1. By solving (10), we find the minimum value of δ * such that the eigenvalues of L satisfy (7) for all δ ∈ (0, δ * ). The optimization problem (10) always has a solution since the continuity argument above guarantees that the eigenvalues ofL cross the imaginary axis for some δ ∈ (0, δ 1 ]. This completes the proof of the case q uv , q vu > 0. Remark 2. Theorem 2 includes three different cases that correspond to perturbing the edge (u, v) (q uv > 0, q vu = 0), the edge (v, u) (q uv = 0, q vu > 0), or both edges (u, v) and (v, u) (q uv > 0, q vu > 0). The variables q uv , q vu allow to incorporate all these cases in only one optimization problem as stated in (10).
The sufficiency condition (10) in Theorem 2 correspond to the minimum value of δ * such that the eigenvalues of L satisfy (7) for all δ ∈ (0, δ * ). One of the following statements holds for δ * obtained from solving (10):
1. δ * is obtained with ω 1 , . . . , ω k where ω i ≠ 0 for i = 1, . . . , k and k is the number of solutions for (10) which is finite since the constraint is a non trivial polynomial equation in ω by definition of r(ω, δ uv , δ vu ); 2. or, there exists at least one zero ω i .
In the second case, the matrixL has at least one zero eigenvalue with δ = δ * (in the view of (12) ) which means that det L −1 1L = 0 for δ = δ * . In this case, the condition (9) becomes necessary and sufficient for the non-zero eigenvalues of Laplacian matrix have positive real parts in the presence of a negative weight according to the following theorem.
Theorem 3. Consider a signed graph G 1 (V, E 1 , W 1 ) with the Laplacian matrix L 1 . Assume that L 1 has only one zero eigenvalue and the rest of its eigenvalues have positive real parts. Construct a new graph G(V, E, W) =
, where E 2 = {(u, v), (v, u)} and W 2 (u, v) = −δq uv ≤ 0, W 2 (v, u) = −δq vu ≤ 0 with δ > 0 and given q uv , q vu ≥ 0. Denote L the Laplacian matrix of G. Let δ * be obtained from (10) with ω 1 , . . . , ω k being the roots of the equality constraint. Assume further that there exists at least one zero ω i . The eigenvalues of L satisfy (7) (7), then (14) holds. We now show that the condition (14) is sufficient for the case with q uv , q vu > 0. The cases with q uv > 0, q vu = 0 or q uv = 0, q vu > 0 can be proven by using the same arguments. In the proof of Theorem 2, it is observed from the continuity of eigenvalues ofL with respect to δ that
and also with δ = δ * , R{λ i (L)} = 0 for some i. Since δ * is obtained from (10) with at least one zero ω i , then there exists at least one zero eigenvalue λ i (L) = 0 for δ = δ * , meaning that det L −1 1L = 0. From the definition of r(0, δq uv , δq vu ) in (14), we have r δ ∶= r(0, δq uv , δq vu ) = αδ,
where α = (e u − e v ) T Q TL−1 1 Q (q uv e u − q vu e v ). Let assume α > 0. Using this assumption, (15) can be rewritten as
We now need to show r * = 1. If r * < 1, according to (17) , the real part of at least one eigenvalue ofL is negative for r δ > r * and the real part becomes zero at r δ = r * ; however, from Lemma 5 in Appendix A, it is observed thatL can have zero eigenvalue(s) if and only if r δ = 1. This contradicts the assumption r * < 1. Hence, r * = 1 To complete the proof, we should show the assumption α > 0. To do so, we show α cannot be zero or strictly negative by considering two cases.
Case 1: To obtain a contradiction, assume α = 0. Then r δ = 0, and according to (A.2), det L −1 1L cannot be zero which meansL has no zero eigenvalue. This means that δ * = +∞ or equivalently all eigenvalues ofL have positive real parts. However, this is not true, since for sufficiently large δ,
ii , the sum of the diagonal entries of L becomes negative. This leads L to have at least one eigenvalue with a negative real part. Hence, in view of Property 1 in Lemma 3,L has the same eigenvalue with negative real part. This is in contradiction with δ * = +∞. Therefore, α ≠ 0.
Case 2: To obtain a contradiction, assume α < 0. Thus (15) and (16) imply
Furthermore, letting r δ = −r * yields R{λ i (L)} = 0 for some i as r * is taken as the maximum value satisfying (18) . This means that det L −1 1L = 0 for r δ = −r * < 0. However, according to (A.2), det L −1 1L = 0 if and only if r δ = 1. This contradicts r δ < 0. Hence, α cannot be negative. This completes the proof.
The key step to apply Theorems 2 and 3 is to numerically solve the optimization problem (10) , which has at least one solution as explained in the proof of Theorem 2. The feasible set of this optimization problem can be interpreted in terms of the Nyquist plots of the following system Σ uv ,
where x uv ∈ R N−1 , u uv ∈ R and y uv ∈ R denote the state, the input and the output of the system Σ uv . Consider the optimization problem (10) and the system Σ uv in a negative feedback structure with a proportional controller δ 1 . The optimization problem (10) yields the minimum value of the gain for which the Nyqiust diagram of δ 1 G uv (s) crosses the critical point −1 where G uv (s) is the transfer function from u uv to y uv . Hence, to attain δ * , one can plot the Nyquist diagram of Σ uv and find frequencies ω i , i = 1, . . . , k, at which it crosses the real axis. Then, δ * = (V, E 1 , W 1 ), G 2 (V, E 2 , W 2 ) and G(V, E, W) depicted in Figure 2 with the Laplacian matrices L 1 , L 2 , L respectively. In this figure, the solid arrows represent the positive weights which are set equal to 2, and the dashed arrows represent the negative weights with a 36 = a 63 = a 38 = −1. The graph G is constructed from the graphs G 1 and G 2 by adding negative weights between two pairs of nodes, i.e. G = G 1 ⊕ G 2 . We now add the negative directed edge a 38 = −δ. The Nyquist diagram plotted in Figure 3 crosses the real axis at ω 1 = 0 and ω 2 = ∞. Furthermore, the magnitude of the Nyquist diagram at ω 1 is smaller than of that at ω 2 . Hence, in view of Theorem 3, the condition (14) is necessary and sufficient condition, leading to δ * = 1.94285. This means that the eigenvalues of L satisfy (7) if and only if δ < 1.94285. △ Example 3. Consider the graphs Figure 4 with the Laplacian matrices L 1 , L 2 , L respectively. In this figure, the solid black arrows, the dashed red arrow and the solid read arrows represent the positive weights, the negative weight and the perturbed edges, respectively. We assign the following weights to the edges of the graph In the first scenario, the graph G is constructed from the graphs G 1 and G 2 by perturbing positive weights between two pairs of nodes 1 and 2. According to the left Nyquist diagram plotted in Figure 5 , the Nyquist diagram crosses the real axis at ω 1 = 0, ω 2,3 = ±0.6 and ω 4,5 = ±∞. Furthermore, the magnitude of the Nyquist diagram at ω 2,3 is smaller than others. Hence, in view of Theorem 3, the condition (14) is sufficient, leading to δ * = 0.52. This means that if δ < 0.52 the eigenvalues of L meet (7) . On the other hand, the necessary condition (9) holds for δ < 1.8. In the second scenario, the graph G is constructed from the graphs G 1 and G 2 by perturbing positive weights between two pairs of nodes 2 and 5. According to the right Nyquist diagram plotted in Figure 5 , the Nyquist diagram crosses the real axis at ω 1 = 0, ω 2,3 = ±0.63, ω 4,5 = ±0.8 and ω 6,7 = ±∞. Furthermore, the magnitude of the Nyquist diagram at ω 1 is smaller than others. Hence, in view of Theorem 3, the condition (14) is necessary and sufficient condition, leading to δ * = 2.3239. This means that the eigenvalues of L meet (7) if and only if δ < 2.3239. △ Figure 4 : A directed graph studied in Example 2. The solid arrows represent the positive weight edges while the dashed arrows show the edges with negative weights. All positive and negative weights are set equal to 2 and −1, respectively. Remark 3. The results of this subsection are different from those in [18] where sufficient conditions for the upper bound δ has been derived via Nyquist stability criteria. First, we provide the necessary result which considers the case in which both edges between any arbitrary pairs of nodes are perturbed with negative weights. Secondly, our sufficiency result is more general than the main result of [18] since we also allow perturbing two edges between two nodes with the same negative weight. Our results cover a more general set of graphs as a graph with multiple negative edges might satisfy the assumption of the theorem, while [18, Theorem 1] only is applied to graphs with no negative edges. Even though the results of this paper are interpreted via Nyquist criteria, the definitions of systems are different from [18] . Finally, we highlight the case where the condition becomes necessary and sufficient.
In all theorems above, it is assumed that the original graph G 1 satisfy (7). If G 1 is connected and all of its weight are non-negative, the second part of Lemma 3 provides the necessary and sufficient conditions for G 1 to satisfy (7) . In this case, the following corollaries are obtained.
Corollary 1. Consider a signed graph G(V, E, W) with the Laplacian matrix L where it is decomposed into two subgraphs G(V, E + , W + ) and G(V, E − , W − ) with the corresponding Laplacian matrices L + and L − , respectively. Assume
is connected, and defineL
Corollary 2. Consider a signed graph G(V, E, W) with the Laplacian matrix L where it is decomposed into two subgraphs G(V, E + , W + ) and G(V, E − , W − ) with the corresponding Laplacian matrices L + and L − , respectively. Assume
is connected, and defineL + = QL + Q T . Let δ * be obtained from (10) with ω 1 , . . . , ω k for i = 1, . . . , k. Assume further that there exists at least one zero ω i . The eigenvalues of L satisfy (7) if and only if
We end this subsection by commenting on the relationship between the aforementioned results and the concept of effective resistance introduced in the literature e.g. see [32] and references there in. First, consider an undirected graph G(V, E + , W + ) with non-negative weights and the Laplacian matrixL + . Assume that the graph is connected. We construct an electrical network from the graph G(V, E + , W + ) by replacing each weighted edge (i, j) with a resistor R i j = a −1 i j as shown in Figure 6a . Then, a constant current source I is connected between nodes u and v, and the voltage at its terminal is calculated. The effective resistance between nodes u and v is computed by r uv = V I
. Using electrical circuit theory, it was shown that r uv can be obtained by [16] 
which has the same expression as (21) with q uv = q vu = 1. Now consider the case where a negative undirected edge is added between the nodes u and v to construct the undirected graph G(V, E, W) with the Laplacian matrix L. The corresponding equivalent electrical circuit contains two parallel resistors r uv and R − = −δ −1 § , which correspond to the aforementioned effective resistance and the added negative edge, respectively (Figure 6b ). In this case, the equivalent resistance between nodes u and v is calculated by
The interpretation of the inequality (21) ¶ from the electrical circuit perspective is as follows: the equivalent resistance R th is positive as long as (21) holds. Otherwise, R th is either short circuit (if δ −1 = r uv ) or negative (if δ −1 < r uv ). By § Negative resistance has a practical meaning in electrical circuit theory as there exist electrical components with this property (see https: //en.wikipedia.org/wiki/Negative_resistance).
¶ Note that inequality (21) is necessary and sufficient for this case as the underlying graph is undirected.
taking into account this point and Corollary 1, it is concluded that the Laplacian matrix L satisfy the condition (7) if and only if the equivalent resistance R th of the corresponding equivalent electrical circuit is positive. For directed graphs satisfying in the conditions of Corollary 2, one may be interested in interpreting the condition (21) using the concept of effective resistance similar to undirected graphs if directed graph satisfy assumptions of Corollary 2. However, this is not directly possible. Indeed, the notion of effective resistance has been recently introduced for both directed and undirected graphs as [30] ,
where Σ is a symmetric matrix obtained from the Lyapunov equation
For a connected undirected graph
−T is a unique solution of (24) and r uv has the same expression as (22) . Unlike undirected graphs, the expression of r uv in (21) (even with q uv = q vu = 1) cannot be obtained from (23) and (24), since (
This reveals that, unlike undirected graph, the upper bound of δ cannot be interpreted by effective resistance defined in (23) . As a result, it is not clear how to generalize the notion of effective resistance for directed graphs with non-negative weights by using electrical circuit theory.
(a) (b) Figure 6 : (a) An equivalent electrical circuit for a connected undirected graph G(V, E + , W + ) with non-negative weights to measure the effective resistance between two nodes u and v. (b) An equivalent electrical circuit for G(V, E, W) which is obtained by adding a negative edge to G(V, E + , W + ) .
Directed graphs with multiple negative weights
In this subsection, we examine the eigenvalues of the Laplacian matrix for graphs with multiple negative weights by stating the following question.
Question 2. Given a graph G 1 (V, E 1 , W 1 ) with non-negative edge weights, identify a set of pairs of nodes E 2 ⊆ {V × V} E 1 , E 2 = {(u 1 , v 1 ), . . . , (u l , v l )}, called sensitive pairs of nodes such that if a new graph is constructed from G 1 by connecting those pairs of nodes with negative weights whose magnitudes are infinitesimal, the Laplacian matrix of the new graph has at least one eigenvalue with negative real part.
The following theorem is aimed at answering the aforementioned question. Figure 7 shows a schematic diagram of a graph in which the negative edge weights connect those pairs of the nodes.
Theorem 4. Consider a graph G 1 (V, E 1 , W 1 ) with non-negative edge weights and its Laplacian matrix L 1 . Assume that G 1 consists of d ≠ 1 reach sets R k , k = 1, . . . , d with corresponding reaching nodes sets U k , exclusive sets X k and common sets C k according to Definition 1.
with being a sufficiently small positive scalar and a ukvk > 0, and
If there exists at least one negative edge weight (u k , v k ) ∈ E 2 such that 1. either u k ∈ U i and v k ∈ X j for some j ≠ i, 2. or u k ∈ U i and v k ∈ C j for some j (including j = i), then the Laplacian matrix of G has at least one eigenvalue with non-positive real part.
Proof. Suppose all conditions of Theorem 4 hold. The Laplacian matrix of G can be expressed as
where L 2 is the Laplacian matrix of G 2 , andL 2 is the Laplacian matrix for a graphG
Without loss of generality, we suppose the nodes of G 1 are labeled such that the structure of the adjacency matrix of G 1 is consistent with the structure of (2). Since zero is a semisimple eigenvalue of L with multiplicity d, in view of Lemmas 6 and 7, it is enough show that at least the real part of one of the eigenvalues of Θ ∶= ΥL 2 Γ becomes negative (see Lemma 7 for definitions of Υ and Γ). Conditions 1 and 2 in the theorem statement are equivalent to statements 3 and 4 of Lemma 7. Hence, if there exists at least one negative edge (u, v) satisfying one of conditions 1 and 2, then according to Lemma 7 , Θ has at least a negative diagonal term which means trace(Θ) < 0 or equivalently
λ i (Θ) < 0. This implies that there exists at least one eigenvalue λ i (Θ) with R{λ i (Θ)} < 0.
Remark 4. For undirected graphs, it is straightforward to see that R i = U i . In view of Theorem 4, if G is connected while G 1 is not, then G 2 contains negative weight edges which satisfy the first condition of Theorem 4, and connect disconnected components of G 1 . In this case, Theorem 4 ensures that the Laplacian matrix of G is indefinite as it is symmetric and also has negative eigenvalue(s). This result is consistent with the result of Theorem IV.3 in [32] .
Remark 5. In Theorem 4, we have characterized a class of sensitive pairs of nodes. However, there are other classes of sensitive pairs of nodes that we have not considered. As an example, (u k , v k ) ∈ E − such that:
1. either u ∈ U i and v ∈ X i , 2. or u ∈ R i U i and v ∈ R j for some i ≠ j.
In this case, it can be shown that the corresponding diagonal term of the matrix Θ in the proof of Theorem 4 is zero. Hence, the same argument in Theorem 4 cannot be followed to achieve similar results. Example 4. We illustrate the results of Theorem 4 and the point mentioned in Remark 5 using the graphs depicted in Figure 8 . All positive weights are assigned to be 2. We have observed in Example 1 that the graph G 1 has three reaching nodes sets U 1 = {1, 2}, U 2 = {3}, U 3 = {7}, three exclusive sets X 1 = {1, 2}, X 2 = {3, 4, 5}, X 3 = {6, 7} , and three common sets C 1 = C 2 = {8, 9, 10, 11, 12} and C 3 = ∅.
In what follow, we demonstrate the application of Theorem 4. To this end, let 1 = 0.0001 and 2 = 0. In this case, E 2 = {(7, 9), (1, 4)}. Note that (i) the nodes 1 and 4 belong to the sets U 1 and X 2 (Condition 1 in Theorem 4); (ii) the nodes 7 and 9 belong to the sets U 3 and C 1 (or C 2 ) (Condition 2 in Theorem 4), which means that the negative edge satisfies the conditions of Theorem 4. By computing the eigenvalues of the Laplacian matrix of G, it is observed that it has two eigenvalues with negative real parts, while the remaining eigenvalues have positive real parts. Next, we investigate the statement of Remark 5 via choosing 1 = 0, 2 = 0.0001 and E 2 = {(3, 4), (7, 6), (6, 5), (4, 8)}. Note that (i) the nodes 3 and 4 belong to the sets U 2 and X 2 (Condition 1 in Remark 5); (ii) the nodes 7 and 6 belong to the sets U 3 and X 3 (Condition 1 in Remark 5); (iii) the nodes 6 and 5 belong to the sets X 3 ⊂ R 3 U 3 and X 2 ⊂ R 2 (Condition 2 in Remark 5); (iv) the nodes 4 and 8 belong to the sets X 2 ⊂ R 2 U 2 and C 1 ⊂ R 1 (Condition 2 in Remark 5), which means that the negative edges of the graph depicted in Figure 8 meet the conditions outlined in Remark 5. By computing the eigenvalues of the Laplacian matrix, we noticed that all eigenvalues of the Laplacian matrix (excluding the single zero one) have positive real parts, however, their real parts become negative if the absolute values of negative weights are not small. This shows that for these negative edges, knowing that they are negative is not enough to conclude about the sign of real parts of eigenvalues, but their weights also play a role, unlike the one in the first case. △
Application
In this section, we elucidate the application of our results to the consensus problem in social networks with antagonistic interactions. The dynamic of the whole network with N node is written aṡ
where x ∈ R N , x = [x 1 x 2 . . . Consider a network with a graph network G 1 (V, E 1 , W 1 ) in Example 1. In Example 1, we have shown that the Laplacian matrix L 1 with these values for weights satisfies (7), and consequently, the network achieves consensus. We have perturbed the network with negative directed edge a 38 = −δ. We have pointed out that the eigenvalues of L meet (7) if and only if δ < 1.94285.
With the choice of δ = 1.5, the eigenvalues of L satisfy (7) and network achieves consensus as shown in Figure 9a . However, with δ = 1.95, the eigenvalues of L no longer satisfy (7) and network does not achieve consensus as shown in Figure 9b . 
Conclusion
We have analyzed the eigenvalues of the Laplacian matrix for a class of directed graphs with positive and negative weights. The first part of our paper has dealt with directed signed graphs where arbitrary negative edges were added between any arbitrary pairs of nodes in the original graphs. Under certain conditions, we have shown that if the magnitude of that added negative weight violates a computable upper bound, all eigenvalues of the Laplacian matrix (except the single zero eigenvalue) of the original graph have positive real parts. We have pointed out that, unlike undirected graphs, it appears that effective resistance definition does not apply directly to this case. In the second part, we have shown that if the graph is perturbed by adding edge(s) with negative weight(s) to certain nodes, the Laplacian matrix of the perturbed graph has at least one eigenvalue with negative real part. To deal with multiple negative edge weights, i.e. E 2 > 1, it should be noted that the Laplacian matrix L 2 can be written as a sum of Laplacian matrices each of which corresponding to one negative edge weight. As adding a negative edge weight does not contribute to any positive value for [Θ] ii , we conclude that the diagonal terms of Θ are non-positive, i.e.
[Θ] ii ≤ 0 for i = 1, . . . , d. In addition, from our discussion for a single negative edge weight, it is observed that [Θ] ii becomes negative if and only if there exists at least one edge (u, v) ∈ E 2 that meets the one of the conditions mentioned in the statements 3 and 4. This completes the proof.
