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Figure 4: Compares the performance of the heuristic when implemented for execution on respectively a GPU
and CPU. The single threaded CPU implementation can handle a time window of ≈ 50 samples, before the
update reaches the bound defined by the repetition time, whereas the GPU is ≈ 45 times faster.
Conclusion
We propose a novel searchlight heuristic that yields similar results to resampling based searchlight approaches.
The reduced computational complexity of the suggested heuristic enables searchlight approaches to be applied
in a real-time setting preventing the need for functional localizer scans. The suggested heuristic also enables
the use of dynamic searchlight procedures capable of adapting to changes in the subjects strategy, performance
or brain state during the experiment. Finally, the absence of data dependencies between distinct searchlight
regions and the low memory footprint, makes the heuristic highly suitable for modern multi core architectures.
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Results
We tested the suggested heuristic on Blood Oxygenation Level Dependent sensitive fMRI data acquired on a 3
Tesla MR scanner (Siemens Magnetom Trio). Additional sequence parameter were as follows: 25 interleaved
echo planar imaging gradient echo slices, echo time 30 ms, repetition time 1470 ms, flip angle 90 degrees.
During the scanning session (800 volumes) the subject was engaged in a simple motor paradigm in which the
subject was asked to respond by either left or right index finger keypress when a visual cue was presented.
The classification model was used to predict with which finger the selected to press the button. Pre-processing
steps included: rigid body realignment, spatial smoothing (6 mm full width at half maximum isotropic Gaussian
kernel) and high pass filtering (cut-off frequency 1/128 Hz).
The searchlight approach was performed on cubic sub-regions of 3× 3× 3 voxels, using the proposed heuristic
applied with a Gaussian kernel, k(x, x′) = e−γ‖x−x′‖2, to accommodate for nonlinearies in input space. For
comparison we used LIBSVM [1], also with a Gaussian kernel, and for both methods we performed cross-
validation to determine the parameters. For the SVM we applied cross-validation to determine the model
parameters C ∈ {10−4, 10−3, . . . , 102} and γ ∈ {2−10, 2−9, . . . , 210}, whereas for the suggested approach we
only used cross-validation to determine the γ-parameter.
Figure 2 shows the activation map obtained from running the SVM based searchlight approach with a Gaussian
kernel. Activated regions was thresholded at > 75% accuracy, corresponding to 1322 activated regions. Figure
3 shows coresponding activation map based on the suggested approach, with the threshold selected to yield
1322 activated regions, allowing direct comparison with Figure 2.
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Figure 2: Activations found using a Gaussian kernel based SVM.
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Figure 3: Activations found using the proposed intercluster method.
Methods
An efficient heuristic for determining kernel parameters was recently proposed [8], and uses the inter-cluster
distance in feature space as a quality measure for a given set of parameters. To train a kernelized SVM using
the proposed method, the kernel parameters are first determined by maximizing the inter-cluster distance, after
which the C parameter is determined using standard cross-validation [2].
Consider a binary classification problem, where X+ and X− denote positive and negative samples, and where
N+ and N− denote the number of samples in each class. In input space, X , the distance between class means,
x±, can be computed as
dX (x+, x−) = dX
(∑
xi∈X+ xi
N+
,
∑
xi∈X− xi
N−
)
where the function dX : X × X 7→ R, is some arbitrary distance measure, -for instance the L2-norm. Now
let Φ : X 7→ F be the function that maps data from the input space, to some feature space, F , and let
dF : F ×F 7→ R be a distance measure in this feature space. If we choose dF to be the L2-norm, the distance
between two points can thus be written as
dF(Φ(x),Φ(y))2 = Φ(x)>Φ(x) + Φ(y)>Φ(y)− 2Φ(x)>Φ(y)
Since the input vectors only enters as dot products in the above expression, the kernel trick may be applied [7]
= k(x, x) + k(y, y)− 2k(x, y)
Because the distance between two point in feature space, can be calculated in terms of kernels applied to the
input space data, a similar trick can be applied to compute the L2-norm of the class means, denoted f±, in
feature space
dF(f+, f−)2 =
∑
xi∈X+
xj∈X+
k(xi, xj)
N2+
+
∑
xi∈X−
xj∈X−
k(xi, xj)
N2−
−
2
∑
xi∈X+
xj∈X−
k(xi, xj)
N+N−
=
1
N2+
1>K+1 + 1
N2−
1>K−1− 2
N+N−
1>K±1
Our proposed method uses the inter-cluster distance as a fast and efficient heuristic for measuring the quality of
each sub-region considered by the searchlight algorithm, besides, the closed form solution completely avoids
the need to store the Gram matrix for individual subregions in memory.
To handle sequential data, update rules for sample N + 1 are expressed as follows
1>Ksgn(x)N+1 1 = 1
>Ksgn(x)N 1 + 2 · 1>k
sgn(x)
N+1 + kN+1
1>K±N+11 = 1
>K±N1 + 1
>k¬sgn(x)N+1
and bootstrapped by
1>K+1 1 = k
+
1 , 1
>K−1 1 = k
−
1 , 1
>K±1 1 = k
±
1
where sgn(x) ∈ {+,−} denotes the class of the new point x, 1>Ksgn(x)N 1 is the value from the previous itera-
tion, 1>ksgn(x)N+1 =
∑
xi∈Xsgn(x) k(xi, x), and kN+1 = k(x, x).
In terms of computational complexity the update for a new sample requires kernel evaluations with all previous
samples, thus, a single update scales linearly with the number of samples in the current kernel expansion.
Introduction
Multivariate methods recently gained much attention in the analysis of neuroimaging data, e.g., functional
magnetic resonance imaging (fMRI). Compared to traditional univariate analysis, multivariate methods are
able to account for distributed representational patterns and have been used successfully to, e.g., classify the hu
man brain state in real-time [6], and to discover groups of voxels that are related to the applied stimulus [5, 4].
The support vector machine (SVM) is a commonly applied multivariate classification approach, which has
proven useful in real-time fMRI as well as in localization studies (searchlight) due to good generalization
performance and fast training. Furthermore, nonlinear kernelized algorithms have been used to decode com-
plex cognitive states with a improved generalization performance compared to similar linear approaches [3],
suggesting that complex interactions in brain activity patterns are important for distinguishing cognitive states.
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Figure 1: Illustrates the concept of using the inter-cluster distance as a performance metric.
In order to achieve good prediction performance most real-time fMRI studies employ a static brain mask a
priori, and therefore depend on localizers, to account for inter-subject variability. The searchlight approach
could potentially be adapted to the real-time setting, and provide a dynamic mask that takes nonlinearities
within sub-regions into account. However, the computational burden of this approach can be substantial due to
the resampling procedure needed to evaluate the generalization performance for each searchlight region. We
here suggest a novel kernel based heuristic yielding similar results to the SVM based searchlight heuristic. The
suggested approach avoids the need of a resampling procedure and hence allows computation to be carried out
in a real-time setting.
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