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О ПОВЕРХНОСТНО-СЕМАНТИЧЕСКОМ КОМПОНЕНТЕ В МОДЕЛИ 
"СМЫСЛ <=$ ТЕКСТ" 
Ю. Д. Апресян 
I. Общая характеристика подели "Смысл <=$. Текст" 
В работе принимается и предполагается известной читателю 
общая концепция модели "Смысл Ф=$ Текст", предложенной в £l2j 
(см. также [в]). 
Модель "Смысл {—> Текст" определенного естественного язы­
ка представляет собой единое формальное описание его грамма­
тики и словаря, реализованное в виде системы правил, которые 
функционально подобны носителям этого языка. 
Концепция "единого" или "интегрального" лингвистического 
описания, известная в лингвистике по крайней мере с 1964 
года [24] и представляющая собою одно из главных новшеств 
современной теоретической мысли, применительно к модели 
"СмыслТекст" может быть представлена следующими тезиса­
ми: 
(Ii) Словарь является неотъемлемой частью полного теоре­
тического описания языка, во всех существенных отношениях 
уравненной с грамматикой; 
(I ii) Формальный словарь и формальная грамматика как 
части единой теории языка должны быть идеальным образом со­
гласованы друг с другом в отношении распределения языковой 
информации, форм ее записи и взаимодействия грамматических 
правил со словарными материалами (правилами и объектами)*; 
(I iii ) Требование согласования грамматической и словар­
ной информации включает в себя, в частности, требование то­
го, чтобы значения всех содержательных единиц языка - слов, 
фразем, граммем, конструкций, просодических элементов - были 
описаны на одном и том же семантическом языке (ср. (2žQ )**. 
С другой точки зрения модель "Смысл ^ =фТекст" представ­
ляет собо/ многоуровневый транслятор смыслов в предложения и 
наоборот. Выделяются четыре основных уровня - фонетический, 
морфологические, синтаксический и семантический. Каждый из 
них, за исключением семантического, подразделяется на два 
других уровня - поверхностные и глубинным; нам аналогичное 
деление представляется необходимым и на семантическом уров­
не (см. об этом ниже). 
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На каждом из восьми уровней исходное предложение (при 
анализе) или исходный смысл (при синтезе) получает опреде­
ленный формальный образ, называемый представлением предложе­
ния соответствующего уровня. Мы будем иметь дело главным об­
разом с глубинно-синтаксическими и поверхностно-семантиче­
скими представлениями. 
Представление предложения на каждом из двух интересующих 
нас уровней состоит из а) структуры соответствующего уровня, 
б) сведений о коммуникативной организации предложения (тема 
и рема, данное и новое^, пресуппозиция и утверждение, логи­
ческие акценты и эмфатические выделения), в) сведения о ре-
ферентности - нереферентности - кореферентности различных 
узлов, г) указаний об областях действия одних единиц относи­
тельно других. 
Главной частью представления предложения является его 
структура. Специальный интерес в рамках данной работы пред­
ставляют два типа структур - глубинно-синтаксическая и по-
верхностно-семантическая. 
2. Глубинно-синтаксическая структура (ГСС). 
ГСС - это дерево зависимостей с составляющими, т.е. та­
кое дерево, в котором стрелки зависимостей могут соединять 
не только узлы, но и группы узлов^. В узлах ГСС стоят имена 
лексем глубинно-синтаксического языка с необходимыми харак­
теристиками, а стрелки зависимостей соответствуют одному из 
универсальных (единых для всех языков) подчинительных отно­
шений глубинного синтаксиса. Охарактеризуем сначала словарь 
глубинно-синтаксического языка, а затем - его синтаксис. 
К числу словарных единиц глубинно-синтаксического языка 
относятся а) все семантически содержательные слова естест­
венного языка, б) фразеологические единицы, каждая из кото­
рых стянута в единый узел, в) фиктивные глубинно-синтаксиче-
ские слова, являющиеся интерпретацией семантически содержа­
тельных поверхностно-синтаксических отношений, г) фиктивные 
потенциальные слова, предсказываемые словообразовательной 
системой языка в целом и вводимые для сохранения общности 
некоторых правил перифразирования. 
В число глубинно-синтаксических отношений входят 6 ак-
тантных отношений (считается, что более чем шестиместных 
предикатов в естественных языках нет, - см [YJ)» а также 
координативное, атрибутивное и присоединительное отношения. 
Координативное отношение описывает разного рода сочинитель­
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ные конструкции, атрибутивное - определительные, обстоятель­
ственные, аппозитивные, композитные, количественные, ограни­
чительные, разъяснительные, собственно атрибутивные и неко­
торые другие конструкции, присоединительное - разного рода 
вводные конструкции. 
В связи с тем, что синтаксис глубинного языка является, 
по замыслу, универсальным, глубинно-синтаксические отношения 
должны быть 
асемантичны. Это значит, что все семантически 
содержательные поверхностно-синтаксические отношения на глу-
бинно-синтаксическом уровне должны быть 
проинтерпретированы, 
т.е. переработаны в фиктивные слова группы в). Таковы, в ча­
стности, 
следующие поверхностно-синтаксические отношения: 
модально-инфинитивное (2 i), субъектно-темпоральное (2 ü), 
порционно-темпоральное (2 iii ), аппроксимативно-количествен­
ное (2 iv), условно-предикативное (2v) - см. [l2, 232]. 
(2 i) Быть грозе = Должна быть гроза. 
(2 и) Молодым он ходил всю зиму без шапки = Когда он 
был молп|пнм1 он ходил всю зиму без шапки. 
(2 iii) Больной часами не выходил из комнаты = Обычно 
больной не выходил из комнаты очень долго - по 
нескольку часов, 
(2 iv ) ЕМУ было лет тридцать £ Ему было приблизительно 
тридцать лет, 
(2v) Останься он дома, все было бы в порядке s Если 
бы он остался дома, все было бы в порядке. 
В предложениях (2 i) - (2 v) существенная часть смысла, 
которую мы постарались отразить в даваемых после знака при­
близительности перифразах, выражается очень неявно - падежа­
ми и числом существительных и прилагательных, личными и не­
личными формами глагола, порядком слов. На поверхностно-син­
таксическом уровне соответствующие компоненты смысла предло­
жения удерживаются в названиях 
поверхностно-синтаксических 
отношений, а наиболее естественный способ сохранить их и на 
глубинно-синтаксическом уровне состоит в том, чтобы ввести 
фиктивные глубинно-синтаксические слова, например, слово 
ДОЛЖЕН для (2 i), слово ОДНОВРЕМЕННОСТЬ - для (2 ii ), слово 
ПРИБЛИЗИТЕЛЬНО - для (2 iv ) и т.д. 
Отметим, что каждое фиктивное глубинно-синтаксическое 
слово должно иметь самостоятельное толкование, отличное от 
толкования внешне совпадающего с ним слова естественного 
языка. В словаре у фиктивного слова должен быть особый вход. 
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Из слов и отношений глубинно-синтаксического языка стро­
ятся ГСС. В узлах ГСС стоят имена лексем глубинно-синтакси­
ческого языка с необходимыми характеристиками. В число необ­
ходимых характеристик узла, помеченного именем нефиктивной 
лексемы, входят сведения о его глубинно-синтаксических при­
знаках, т.е. о том, значением какой лексической функции от 
какого аргумента он является, и сведения о семантически со­
держательных граммемах, т.е. тех граммемах, выражение кото­
рых диктуется существом сообщаемого, а не согласовательными 
синтаксическими правилами языка. 
ГСС предложения 
(3 ±) Похолодание вызвало смерть черепах 
выглядит (с некоторыми упрощениями) следующим образом: 
(3i) 
ВЫЗВАТЬ »CsusFunc сов., прош., 
V изъяв, действ. 
ПОХОЛОДАНИЕ, ед. 
*Х4 ЧЕРЕПАХА, мн. 
Из (3 1) по весьма общим лексическим и синтаксическим 
правилам перифразирования, определенным в глубинно-синтакси-
ческом языке, могут быть получены ГСС предложений (3 ii ) -
(3vii ) и многих других, синонимичные (3 i ): 
(3 ii) Похолодание вызвало гибель черепах (замена 
смерть гибель по правилу X«=^Syn (X)), 
(3iii ) Похолодание привело к смерти черепах (замена 
вызвать <=>привести к по тому же правилу), 
(3 iv) Смерть черепах проистекла из-за похплппяния 
(замена вызвать <=» проистечь из-за по правилу 
Х<=> Сопт21 (X)), 
(3 V) Похолодание было причиной смерти черепах (заме­
на вызвать <=> быть причиной по правилу X «=* 
C o p u l — S 1  ( X ) ) ,  
(3 vi ) Смерть черепах была следствием похолодания (за-
мена вызвать <=$ быть следствием по правилу X 
Ф=? CopulД-Э2 (X)), 
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(3 vii) Чапяпауи уыерди из-за похолодания (замена выз­
вать смерть <—> умереть из-за по правилу X -2-Т 
*=* Г Ас1т1вОО). 
3. Поверхностно-семантическая структура (ПСемС). 
В первоначальной версии модели "Смысл <=»Текст" не пред­
полагалось, что семантический уровень представления предло­
жений подразделяется на подуровни. Основным объектом этого 
уровня было семантическое представление, а его главным ком­
понентом - семантическая структура (СемС), которая имеет вид 
связного ориентированного графа. Каждый из узлов графа соот­
ветствует некоему семантическому конструкту 
- слову семанти­
ческого языка.Равумнодопустить, что это может быть граф с 
"мелками", т.е. такой граф, ребра (дуги) которого соединяют 
не только отдельные узды, но и группы узлов. 
Вся чисто семантическая информация, содержащаяся в СемС, 
сосредоточена исключительно в узлах графа. Дуги графа -
стрелки зависимостей - сами по себе не несут никакой смысло­
вой информации, а указывают лишь на синтаксическую организа­
цию смыслов (узлов)^. 
Одному и тому же предложению может соответствовать не­
сколько СемС, но эти СемС отличаются друг от друга не прин­
ципиально, а лишь степенью детальности представления смысла. 
Среди всех СемС имеется одна каноническая, составленная ис­
ключительно из простейших (неопределяемых) понятий, своего 
рода смысловых атомов, различные комбинации которых формиру­
ют значения реальных единиц естественных 
языков. 
Язык семантических графов является, по предположению, 
универсальным - единым для всех человеческих языков. Очевид­
но, что тогда все синонимичные друг другу предложения всех 
естественных языков должны быть отобразимы в одно и то же 
семантическое представление (СемП) - их единый универсальный 
образ на семантическом языке. 
Создание такого семантического языка продолжает остава­
ться конечной задачей лингвистической семантики, но перспек­
тива получения надежных результатов в этой области, если ис­
ходить 
из реального опыта современных исследований, несколь­
ко отдаляется. 
Прежде всего следует подчеркнуть, что никто из современ­
ных теоретиков семантики, за исключением, может быть, А.Веж-
бицкой 
[30], не работает со столь глубокими СемС. Большинст­
во исследователей используют гораздо более поверхностный 
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семантический язык (ср. [2l], [l2j, [jöj ), а многие вообще 
не прибегают ни к какому специальному языку, довольствуясь 
перифразированием в качестве основного средства экспликации 
смысла предложений (ср. [27], {Ъб}, [l9j ). 
Нам кажется, что это обстоятельство не случайно, что оно 
отражает не каприз исследователей и не преходящий этап в 
истории развития науки, а некоторые фундаментальные свойства 
объекта изучения. 
Главным из этих свойств мы считаем национальное своеоб­
разие семантики естественного языка. Это своеобразие имеет 
много различных проявлений, из которых в первую очередь сле­
дует упомянуть факт обязательности выражения некоторых смыс­
лов в предложении. 
Обычно, когда говорят об обязательности выражения неко­
торых смыслов в определенном естественном языке, ссылаются 
на значения грамматических категорий (^8]» j23j, [il]). 
Хрестоматийными примерами такого рода являются вид в славян­
ских языках и артикль в романских, русская глагольная форма, 
например, через грамматическую категорию вида выражает идею 
законченности или незаконченности действия, а французская 
глагольная форма, в особенности такая, как инфинитив или 
причастие, может оставлять эту идею невыраженной
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. С другой 
стороны, при французском существительном через артикль обя­
зательно выражается значение определенности - неопределенно­
сти, а при русском существительном оно выражается лишь 
тогда, 
когда это диктуется содержанием сообщения. 
Следует сказать, что обязательность выражения определен­
ных значений свойственна не только грамматике, но и лексике. 
Можно, например, заметить, что русский язык по сравнению с 
французским навязывает говорящим гораздо более детальное 
описание действий с точки зрения способа их осуществления, 
независимо от того, требует ли существо сообщаемого такой 
детализации или нет. 
Смысл 'перемещаясь, перестать находиться где-либо' выра­
жается в русском языке разными глаголами - выйти, вылететь. 
выплыть. выползти - в зависимости от того, как перемещается 
субъект (идет, летит, плывет или ползет), между тем как во 
французском языке тот же смысл выражается единообразно -
глаголом eortir. Хотя в русском языке имеется глагол поки­
нуть . являющийся родовым обозначением соответствующего дей­
ствия, в стилистически и семантически нейтральном контексте 
ID 
следует говорить (4i), а не (4ц): 
(4 i ) Собака вмда из КОНУРЫ. 
(4 il )?Собака покинула КОНУРУ. 
С другой стороны, по-французски мохно сказать sorti г «в 
•archant, если нужно в подчеркнутой форме выразить ту мысль, 
что некое существо, покинуваее какое-то место, именно шло, а 
не перемещалось иным способом, но в условиях, когда такого 
специального смыслового задания нет, следует употреблять 
просто глагол sortir.В нейтральном контексте говорят 
(51 ), а не (5 11): 
(31) Ье chien eat sorti de sa aieta«, 
4 (511) be chien est sorti en marchant de ea niche. 
Подобные расхождения свойственны не только глаголам со 
значением перемещения, но и глаголам со значением ПЬложения 
в пространстве. По-русски несколько необычны или сомнительны 
фразы: 
(6 1) Поль находился у окна. 
(7 1) *Не находись у окна! 
Соответствующие мысли должна быть выражены фразами 
(6 ii ) Поль стояд у окна. 
(7 ii) Не стой у окна! 
хотя для говорящего может быть несущественным тот факт, что 
с у б ъ е к т  э т и х  с и т у а ц и й  н а х о д и л с я  у  О к н а  в  в е р т и к а л ь ­
н о м  п о л о ж е н и и ,  о п и р а я с ь  н а  н о г и .  
Этот "лишний" смысл выражается в русском языке автоматически. 
Адекватные французские переводы фраз (б ii) и (7ц) - фразы 
(81 ) и (9i ) - по своему буквальному смыслу больше соответ­
ствуют фразами (б i) и (7 i): 
(81) Paul ее trouvait prie de la fenStre, 
(91) He reste pae pres de la fenStre! 
Выделенный разрядкой смысл выражается во французском языке 
лишь в том случае, когда в этом есть содержательная необхо­
димость: 
(8ii) Paul ee trouvait debout pres de la fenetre, 
(9ü) ITe reste pas debout pres de la fenStre! 
Здесь обнаруживается глубокая аналогия между морфологи­
ческими и семантическими фактами. Известно деление морфоло­
гических категорий на синтаксически обусловленные и необус­
ловленные (ср. синтаксическую обусловленность числа, ро­
да, лица у глагола, падежа, числа, рода у прилагательного, 
падежа у существительного и синтаксическую необусловленность 
1Г 
времени, вида, наклонения у глагола, степени сравнения у 
прилагательного, числа у существительного). Известно, с дру­
гой стороны (см. [io]), что почти для каждой синтаксически 
обусловленной категории существует синтаксическая конструк­
ция, в которой она оказывается семантически содержательной 
(ср., например, число прилагательного в сочинительных конст­
р у к ц и я х  т и п а  к р а с н ы й  и  б е л ы й  ш а р ы ,  г д е  з н а ч е н и е  о д и н  
красный шар и один белый шар выражается'именно чис­
лом прилагательного, а не существительного). 
В поверхностно-синтаксических структурах сведения о син­
таксически обусловленных категориях элиминируются, за исклю­
чением тех случаев, когда последние семантически содержа­
тельны. 
Рассмотренные выше факты показывают, что с автоматически 
выражаемыми значениями, независимо от их природы, дело об­
стоит до известной степени похожим образом: в одних случаях 
выражение такого значения может быть вынужденным, т.е. чисто 
автоматическим, а в других (например, в условиях просодиче­
ской ввдел'енности и противопоставления) - полностью совпа­
дать с намерениями говорящего. 
Очевидно, что правила обращения с такими значениями 
должны быть аналогичны правилам обращения с синтаксически 
обусловленными категориями: в ситуациях первого рода автома­
тически выражаемые значения нерелевантны и могут быть сняты 
(или порождены) без ущерба для существа сообщения, а в си­
туациях второго рода они релевантны для сообщения и должны 
оставаться неизменными. 
Таким образом, в смысле предложения естественного языка 
мы обнаруживаем два разных слоя, или уровня - национальный и 
универсальный. Чтобы добраться до универсального, самого 
глубокого слоя семантики, необходимо в определенных ситуаци­
ях уметь снимать обязательно выражаемые в данном языке, т.е. 
национально своеобразные значения. 
Уже из этих соображений следует, что в формальной модели 
"Смысл Текст" должно быть два уровня представления смыс­
ла - поверхностно-семантичебкий (уровень национальной семан­
тики) и глубинно-семантический (уровень универсальной семан­
тики). На первом из них отражаются все выраженные в соответ­
ствующем предложении значения, в том числе и нерелевантные,' 
а на втором - только те, которые существенны для сообщения. 
Имеется еще одно основание для расширения семантическо­
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го уровня на поверхностно- я глубинно-семантический подуров­
ни. 
Как мы ухе говорили, модель "Смысл Текст" для каждо­
го естественного языка должна формально эксплицировать отно­
шения синонимии 
между предложениями этого языка. В смысл 
синонимичных предложений могут входить как paa те обязатель­
ные, национально своеобразные значения, о которых мы говори­
ли выше. Следовательно, синонимические отношения между 
ними 
должны устанавливаться раньше, чем на глубинно-семантическом 
уровне, где по крайней мере часть 
этих значений может оказа­
ться снятой. 
Естественно возникает вопрос, могут ли они все же описы­
ваться не на поверхностно-семантическом, а на глубинно-син-
таксическом уровне, где действует специально для этого пред­
на з н а ч е н н а я  с и с т е м а  п р а в и л  п е р и ф р а з и р о в а н и я  ( с м .  ( 3  1 ) -
(3vü)). Оказывается, однако, что на глубинно-синтаксиче-
ском уровне эксплицируются далеко не все отношения такого 
рода. Синонимическое перифразирование (31) - (3 vii) обес­
печивается глубинно-синтаксическими правилами, а синонимиче­
ское перифразирование (3 i ) <=^ (10) - нет: 
(3 1) Похолодание вызвало смерть черепах. 
(10) Понижение температуры воздуха было причиной смерти 
черепах. 
Синонимия (3 i) - (10 ) устанавливается не непосредст­
венно, а через поверхностно-семантический уровень, на кото­
ром обе ГСС отражаются одинаково в виде ПСемС (з' ), приво­
димой ниже. 
Семантическими разложениями содержательных единиц языка, 
относящимися не более чем к поверхностно-семантическому 
уровню, необходимо располагать и для экспликации отношений 
омонимии между предложениями (некоторые замечания на эту те­
му см. в [3, 19-203). 
Итак, на поверхностно-семантическом уровне - уровне на­
циональной семантики - решаются следующие задачи: а) экспли­
цируются все выраженные в предложении значения, в том числе 
и те обязательные (обусловленные) значения, которые семанти­
чески нерелевантны; б) эксплицируются отношения синонимии 
между предложениями данного естественного языка ("националь­
ная" синонимия) и тем самым показываются системные семанти­
ческие связи между различными содержательными единицами язы­
ка, в том числе и единицами разной природы; в) эксплицируются 
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отноиения омонимии между предложениями данного языка. 
На глубинно-семантическом уровне - уровне универсальной 
семантики - решаются следующие задачи: а) элиминируются все 
семантически нерелевантные значения; б) эксплицируются отно­
иения синонимии между предложениями разных (в идеале - всех) 
естественных языков. 
Предлагаемое нами расщепление прежде единого семантиче­
ского уровня на два новых подуровня обнаруживает неслучайное 
сходство с соответствующим делением синтаксического 
уровня: 
поверхностно-синтаксический уровень - это уровень, на кото­
ром описываются специфические для данного языка "националь­
ные" синтаксические конструкции, а глубинно-синтаксический 
уровень - это уровень, на котором элиминируется национальная 
синтаксическая специфика, т.е. уровень универсального син­
таксиса, единого для всех естественных языков. 
Теперь попытаемся представить в самых общих чертах языки 
обоих уровней представления смысла предложений и семантиче­
ские структуры, которые строятся из материала этих языков. 
В свете того, что было сказано выше, глубинно-семантиче­
ским языком разумно считать элементарный универсальный се­
мантический язык, словарь которого состоит исключительно из 
неопределяемых понятий - семантических конструктов, являю­
щихся именами предметов или именами простейших предикатов, 
по преимуществу одно- или двухместных. Из таких слов по пра­
вилам предикатно-аргументного синтаксиса строятся 
глубинно-
семантические структуры - по существу, те канонические 
структуры, о которых шла речь выше. 
Поверхностно-семантический язык отличается от глубинно-
семантического и своим словарем, и своим синтаксисом. 
Поскольку поверхностно-семантический язык предназначен 
для экспликации национальной семантики, основная часть его 
словаря должна формироваться из наименее идиоматичных, до­
статочно простых, но не обязательно элементарных слов того 
хе естественного языка. Они должны быть отобраны таким обра­
зом, чтобы внутри поверхностно-семантического языка они не 
имели синонимов и использовались каждое ровно в одном значе­
нии. Таким образом, словарь поверхностно-семантического язы­
ка представляет собой продукт радикального 
упрощения (сокра­
щения не меньше чем на два порядка) и стандартизации (снятие 
синонимии, полисемии и омонимии) словаря соответствующего 
естественного языка. 
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С другой стороны, поскольку слова поверхностно-семанти­
ческого языка в общем случае неэлементарны, его словарь зна­
чительно больше по объему, чем словарь универсального семан­
тического языка, и помимо, одно- и двухместных предикатоц 
включает предикаты с большим числом мест. 
Что касается различий поверхностно-семантического и глу­
бинно-семантического языков в области синтаксиса, то они 
прямо вытекают из природы их предикатных слов: в число по­
верхностно-семантических отношений входят не два актантншс 
отношения, как в глубинно-семантическом языке, а 5-6 актант-
ных отношений. Синтаксис поверхностно-семантического языка, 
в отличие от его словаря, не извлекается из естественного 
языка, а от начала и до конца конструируется. 
Из слов поверхностно-семантического языка и его синтак­
сических отношений строятся ПСемС. В достаточно большом чис­
ле случаев (но, естественно, далеко не всегда) ПСемС являют­
ся продуктом первого шага замены содержательных единиц соот­
ветствующей ГСС (слов и граммем) их семантическими представ­
лениями. Обязательной замене на семантические представления 
подлежат все граммемы и те из лексических единиц, которые не 
совпадают ни с одним словом поверхностно-семантического язы­
ка или ведут себя нестандартно относительно правил семанти­
ческих преобразований. 
В качестве иллюстрации приведем (с упрощениями) ПСемС 
(3' ) для ГСС (3i); в нее отображается и предложение (10)®. 
Эта ПСемС отражает следующие содержательные представления о 
значениях использованных в (6i ) единиц. 
Похолодание = уменьшение температуры атмосферного воз-
. ха . 
X вызвал У = Во время Tg имела место ситуация X; во 
время Tg имела место ситуация У ; X является причиной У-а; 
Tj - время данной речи - позже Tg и Tg; Tg не позже Tg; го­
ворящий мыслит наличие результата в момент речи (несколь­
ко упрощенное толкование лексического значения глагола выз­
вать и граммем прошедшего времени, изъявительного наклонения 
и совершенного вида). 
Смерть Х-ов = Тот факт, что X, число которых больше од­
ного, перестал жить (толкование лексического значения слова 
смерть и граммемы множественного числа при X). 
При нынешнем состоянии разработки семантических проблем 




























ПСемС сказать нельзя. В связи с неясностью многих вопросов, 
касающихся, в частности, ПСемС, мы в данной работе пользуем­
ся более привычной формой экспликации смысла в виде толкова­
ний, однако наши толкования (см. приведенные выше примеры) 
отличаются рядом существенных свойств и от перифраз, и от 
традиционных лексикографических дефиниций. 
Под толкованием единицы X мы понимаем предложение на ог­
раниченном и стандартизованном языке, построенное с соблю­
дением следующих требований: (а) оно должно быть в точности « 
синонимично толкуемой единице X; (б) оно должно сводить тол­
куемый смысл к более простым смыслам - словам поверхностно-
семантического языка (см. выше); (в) эти более простые смыс­
лы должны быть настолько крупными, насколько это возможно 
без нарушения требования (б). Последнее условие значит, что 
толкуемую единицу X следует сводить к ее "непосредственным 
семантическим составляющим", а не к мельчайшим неопределяе­
мым словам - смыслам. Обоснование этих требований содержится 
» и -
Мы допускаем, что для решения трех основных задач по­
верхностно-семантического уровня - экспликации национальной 
семантики, а также отношений синонимии и омонимии между 
предложениями естественного языка - достаточно именно той 
степени детальности представления смысла, которая достигает­
ся в толкованиях языковых единиц. С другой стороны, такая 
степень детальности представления смысла абсолютно необхо­
дима: если бы мы не располагали толкованиями языковых еди­
ниц, а работали бы с самими этими единицами в собранном ви­
де, мы бы лишились возможности эксплицировать отношения си­
нонимии и омонимии между многими предложениями естественного 
языка с помощью простых и принципиальных правил. 
4. Задача поверхностно-семантического компонента модели 
языка. 
Задачей поверхностно-семантического компонента модели 
"Смысл Текст" является установление много-многозначного 
соответствия глубинно-синтаксических и поверхностно-семанти­
ческих представлений: 
(11) {ГСП} <{=4 {ПСемП} 
В данной работе мы рассматриваем соответствие (II) с 
точностью до структур и исключительно в направлении анали­
за, т.е. 
(12) FRCC] =» [ПСемС] 
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По поводу обратного соответствия {ПСемСj ->>—ч { FCCj в 
настоящее время нельзя сказать почти ничего определенного 
сверх того, что оно устанавливается посредством наложения 
на ПСемС некоторого предложения ПСемС содержательных единиц 
языка. Автору неизвестен ответ на ключевой вопрос о том, ка­
ким способом, отличным от полного перебора, можно выбрать 
для заданной ПСемС такие семантически содержательные единицы 
- 
слова и граммемы, которые с одной стороны, обеспечивали 
бы полное покрытие смысла ПСемС, а с другой - не днряжя пи 
бы никакого лишнего смысла. 
Установление соответствия (12) разбивается (не во време­
ни, а чисто логически) на четыре отчетливо выдел^шх эта­
па, каждый из которых обслуживается своим набором правил. 
На первом этапе происходит формирование допустимого на­
бора лексических и грамматических значений для каждого из 
узлов ГСС, или, что то же самое, разрешение лексической и 
грамматической полисемии и омонимии, т.е. отсеивание ложной 
полисемии и омонимии. 
Значительная часть ложной лексической полисемии и омони­
мии к моменту перехода ГСС ПСемС должна оказаться сня­
той на предшествующих этапах. Так, при интерпретации фразы' 
(13) Он сказал мне, что нездоров 
должно приниматься во внимание только одно - первое - лекси­
ческое значение глагола ГОВОРИТЬ - сказать. Два других зна­
чения (0 чем вы с ним говорили?. Один мой знакомый бегло го-
ворит по-японски) будут исключены еще на глубинно-морфологи­
ческом уровне, поскольку у них нет формы совершенного вида 
оказать. что отмечается специальной записью в их словарных 
статьях. 
Рассмотрим еще фразу: 
(14) Командный пункт противника находился под наблюдени­
ем. в которой нужное (третье) значение слова наблюдение ус­
танавливается с помощью информации о лексических функциях на 
еще более глубоком уровне представления предложений - глу­
бинно-синтаксическом. Среди прочих лексических функций для 
лексемы наблюдение 3 определены функции Орег2 = находиться 
(под наблюдением) и Adv2 = под (наблюдением), записываемые 
непосредственно в словарной статье наблюдение 3. а для лек­
сем наблюдение I (ср. Наблюдение явлений дифракции позволило 
ему сформулировать ОСТРОУМНУЮ гипотезу) и наблюдение 2 (ср. 
РУу принадлежит одно интересное наблюдение) они не определе­
ны. 
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Однако часть ложной лексической полисемии и омонимии и 
вся граммемная полисемия остается неснятой даже на уровне 
ГСС. Поясним, что мы имеем в виду. 
Как было сказано выше, в узлах ГСС стоят слова глубинно-
синтаксического языка с приписанными им семантически содер­
жательными граммемами (грамматическими характеристиками). Ц 
общем случае граммема имеет не одно значение, а несколько 
разных, причем далеко не каждое из них способно комбинирова­
ться со значением лексемы, являющейся именем данного узла. 
Граммема несов, например, имеет следующие значения: ак-
туально-длительное (15 i ), "предстоящее" (I5ii), узуальное 
(15iii), потенциальное (15iv ), общефактическое, или аори­
стическое (I5v ) и другие. 
(15 I) В соседней комнате кто-то играет "ЛУННУЮ сона-
Е£я» 
(15 ii ) Завтра он играет в Консерватории "ЛУННУЮ сона-
Т£", 
(15 iii) Пианист КЯЖ^ИЙ пянь играет "ЛУННУЮ сонату". 
(15 lv) Вы играете на пианино? 
(15 v) Кто из участников конкурса еще не играл "ЛУН­
НУЮ сонату"? 
Первое из этих значений не сочетается со значением пер-
формативного глагола в перформативном употреблении. Действи­
тельно, фразу 
(16 i) Клянусь, я не делал этого! 
нельзя осмыслить как изображающую процесс клятвы, разворачи­
вающейся во времени. Между тем, в неперформативном употреб­
лении такое осмысление для глагола клясться вполне допусти­
мо, ср. 
(16 ii) Я долго клялся, что ни в чем не виноват, но ни­
кто мне не верил. 
Возможность реализации актуально-длительного значения 
граммемы несов. должна быть исключена именно на этапе перехо­
да от ГСС к ПСемС: ни на каких более ранних этапах этого 
сделать нельзя, потому что граммема заменяется толкованием 
(или толкованиями) только в ПСемС. 
На втором этапе семантически содержательные элементы 
ГСС, т.е. лексемы, стоящие в узлах ГСС, и приписанные им 
грамматические характеристики, заменяются их толкованиями. 
Весьма существенным при этом является требование, чтобы зна­
чения всех содержательных единиц языка, независимо от их 
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природы, были описаны на одном и том же поверхностно-семан­
тическом языке (см. примечание 2). В противном случае, как 
уже было сказано, мы будем лишены возможности эксплицировать 
отношения синонимии между 
предложениями, построенными из ма­
териала разной природы, простым и естественным образом. 
Рассмотрим синонимичные предложения 
(17 i) Капитан выстроил батальон буквой П. 
(I7ii ) Капитан выстроит батальон в виде С в Форме > 
буквы П. 
Значение, которое в (17 ii) вьфажено явно - словосочета­
нием в виде С в форме > , в предложении (17 i ) выражено не­
явно - творительным падежом существительного. Чтобы проде­
монстрировать синонимию (17 i) - (17 ii ) и многих других 
предложений, в которых падеж существительного семантически 
содержателен, нужно отказаться от прежнего языка описания 
грамматических значений и перейти на язык содержательных 
толкований. В частности, творительный в (17i ) должен быть 
истолкован таким образом, чтобы непосредственно в это толко­
вание был включен компонент 
г
...в форме, похожей на вид или 
форму объекта X'. 
На третьем этапе строятся фрагменты ПСемС для пар, троек 
и т.д. связанных друг с другом значений. Дело в том, что 
значения отдельных содержательных единиц языка складываются 
в более крупные блоки далеко не всегда по чисто "аддитив­
ным" законам. Соединяясь друг с другом, значения лексических 
и 
грамматических единиц могут подвергаться взаимовлияниям и 
существенно видоизменяться в различных контекстах. Эти видо­
изменения должны учитываться особыми правилами взаимодейст­
вия. 
Рассмотрим предложения 
(18 О Это ружье не бьет на два километра. 
(18 ii) Неверно, что это ружье бьет на два километра. 
Легко видеть, что значения отрицательных предложений 
(18 i ) и (18 ü ) неидентичны. Второе из них является чисто 
отрицательным: утверждается, что расстояние, на которое 
стреляет данное ружье, не равно двум километрам. Оно может 
быть либо меньше, либо больше двух километров. Между тем, 
предложение (18i ) утверждает другую мысль: расстояние, на 
которое стреляет ружье, строго меньше двух километ­
ров. Следовательно, значение отрицательной частицы не, в от­
личие от значения отрицательного оборота неверно, что, взаи-
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иодействует со значением глагола с количественным дополнени­
ем по особому неаддитивному правилу. 
На последнем, четвертом этапе в процессе преобразования 
ГСС =ФПСемС применяются правила-фильтры, с помощью которых 
устанавливается семантическая правильность ПСемС, построен­
ной на предшествующих трех этапах. Подобно тому, как синтак­
сическая структура предложения в большинстве естественных 
языков и в большинстве случаев должна отвечать требованию 
проективности, ПСемС естественных языков тоже подчиняются 
ряду универсальных ограничений. Многие такие ограничения 
указаны в £2]. В частности, в семантически правильной ПСемС 
I) пресуппозиционная часть не должна пересекаться с ассер-
тивной; 2) пресуппозиции не должны противоречить ни ассер-
тивной части ПСемС, ни друг другу; 3) содержание модальных 
рамок тоже не должно противоречить ни остальному семантиче­
скому материалу ПСемС, ни друг другу. 
Нарушение любого из этих запретов приводит к тоцу, что 
соответствующей ПСемС не может быть поставлено в соответст­
вие ни одного правильного в языковом отношении предложе­
ния естественного языка.Весьма интересны в этом смысле пред­
ложения с эмоционально-усилительными прилагательными, наре­
чиями и частицами, например, 
(19 i) Какой замечательный день!. 
(19 il) Как хорошо пахнет! 
Такие эмоционально-усилительные слова имплицитно утверди­
тельны в том смысле, что их пресуппозицией является утверж­
дение Р, образуемое всем предложением, за вычетом самого 
эмоционально-усилительного слова. Пресуппозицией (19 i) яв­
ляется суждение (19 ?i), пресуппозицией (19 ii ) - суждение 
(I9'il) и т.д.: 
(I9'i) День совершенно замечательный , 
(I9'ii) Пахнет очень хорошо . 
Если придать предложениям (19 i) и (19 ii ) вопроситель­
ную или отрицательную форму, они сразу утратят свою языковую 
правильность, так как пресуппозиционная часть предложения 
войдет в противоречие со значением вопросительной интонации 
(или частицы) или значением не; ср. 
(20 i) *Какой замечательный ли день?. 
(20ü) *Как хорошо не пахнет! 
Подчеркнем, что наличие логического противоречия внутри 
ассертивной части ПСемС не нарушает ее правильности: такая 
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ПСемС может быть реализована правильными в языковом отноше­
нии предложениями данного естественного языка. Фразы типа 
(21 I) Грустная комедия. 
(21 II ) Он прожил долгую КОРОТКУЮ жизнь 
в языковом отношении, конечно, безупречны. 
Перечисленные четыре этапа и соответствующие им блоки 
правил описаны с большей или меньшей степенью подробности в 
недавно опубликованных работах автора. Кажется, что их до­
статочно для решения основных задач поверхностно-семантиче-
ского компонента собственно языковой модели. 
Уже сейчас более или менее очевидно, что некоторые дру­
гие, преимущественно метаязыковые задачи общей лингвистиче­
ской теории требуют включения в семантический компонент мо­
дели "Смысл Текст" еще некоторых типов семантической ин­
формации и правил, в частности, информации о семантических 
ассоциациях, или коннотациях данной единицы, а также инфор­
мации о ее семантических связях с другими содержательными 
единицами языка. Однако для обеспечения преобразования 
ГСС =Ф ПСемС достаточно названных в данной работе четырех 
типов правил. 
Примечания. 
* Традиционные грамматики и словари указанным свойством 
не обладают. Чтобы это утверждение не показалось голослов­
ным, сошлемся на следующий хорошо известный факт. В синтак­
сических описаниях различных языков фигурируют теоретические 
объекты, которые сейчас принято называть синтаксическими 
признаками лексем [24J, [,143. Одним из относительно простых 
синтаксических признаков в русском языке является одушевлен­
ность - 
неодушевленность существительных. В некоторых одно­
именных формах (например, в форме винительного множественно­
го) такие существительные по-разному согласуются с прилага­
тельными и причастиями, ср. Вижу белых слонов, но Вижу белые 
камни. Соответствующее синтаксическое правило согласования 
должно, следовательно, использовать информацию о том, явля­
ется ли данное существительяое одушевленным или неодушев­
ленным. Очевидно, что перечисление всех неодушевленных и 
одушевленных существительных непосредственно при правилах 
согласования, т.е. в грамматике, в высшей степени нерента­
бельно. Место этой информации - в словаре. Между тем, един­
ственный словарь русского языка, который содержит пометы об 
одушевленности - неодушевленности существительных - это 
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грамматический словарь A.A. Зализняка [9]. Ни в одном из су­
ществующих толковых словарей, с которая должав быш бы 
взаимодействовать грамматики, тагах сведений нет. 
О 
Обычно описания значений грамматических и словарных 
единиц выполняются на разных языках. Значения таких грам­
мем, как ед - мн, описываются с помощью квазисемантических 
признаков типа 
г
единичность' (книга). 'цельность', енедели­
мость' (виноград). - fраздельное множество' (книги), 'пар­
ность' (боты), 'множественная совокупность' (деньги). fсоби­
рательность' (родители). Между тем, значения словарных еди­
ниц не описываются через признаки, а толкуются, например, 
сокращаться = 'становиться меньше'. Принципиальное разли­
чие между описанием значений через признаки и их толкованием 
состоит в том, что признаковое описание не имеет никакой 
внутренней структуры и поэтому не может быть осмысленным об­
разом введено в текст вместо определенной единицы, а толко­
вание обладает этим свойством. 
О 
Некоторые исследователи используют термины "тема" и 
"данное", "рема" и "новое" в качестве синонимичных. В систе­
ме понятий, принятой в модели "Смысл Текст" [12, 65],эти 
термины обозначают разные, хотя и связанные друг с другом 
понятия, поскольку существуют предложения, коммуникативную 
организацию которых нельзя естественно описать одной парой 
понятий. 
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Введение составляющих в деревья зависимостей диктуется 
необходимостью отразить в синтаксических представлениях се­
мантические различия, возникающие из-за того, что определен­
ная единица в составе предложения имеет разные области 
дей­
ствия. Предложение Мальчик не болел пять дней имеет два ос­
мысления: (а) 'Мальчик был здоров в течение пяти дней' и 
(б) 'Мальчик болел менее пяти дней'. В случае (а) областью 
действия отрицательной частицы не является только глагол, а 
в случае (б) - глагол вместе с обстоятельством длительности. 
Эти различия естественней всего удержать посредством синтак­
сических структур (аО... не •*— болел —»день... (без сос­
тавляющей) и (б')... не -»— [болел —»> день...J (с состав­
ляющей). Подробнее см [4]. 
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В "падежной грамматике" Ч. Филмора [20], одно время 
пользовавшейся большим влиянием [28], валентностям предикат­
ных слов приписываются определенные смыслы, иди роли - Аген­
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та, Источника, Контрагента, Инструмента и т.п. Похожая сис­
тема семантически содержательных валентностей была предложе­
на в 
работе автора [I]. В обзоре [13] корректность подобных 
семантических языков была поставлена под вопрос. Долгие раз-
мшления на эту тему привели нас к выводу, что смысл в се­
мантическом языке, действительно, должен кодироваться едино­
образно. Если же для его кодирования используются два разных 
средства - слова и стрелки, оказывается невозможным принци­
пиально ответить на вопрос о том, какие смыслы кодируются 
словами, а какие - стрелками. 
£ 
Из сделанных выше утверждений отнюдь не следует, что 
сами видовые значения национально своеобразны. Национальным 
своеобразием в данном случае обладают не столько значения, 
сколько средства их выражения. В связи с этим мы бы хотели 
высказать гипотезу, что арсенал значений,выражаемых глаголь­
ными формами русского и французского 
языков (а также, види­
мо« других славянских, романских и германских) более или ме­
нее совпадает. Различие между русским и французским(или анг­
лийским) состоит преимущественно в том, что значения, выра­
жаемые по-французски (или по-английски) чрезвычайно богатой 
и разветвленной системой специализированных форм времени, 
вида и наклонения, в русском языке специальных форм выраже­
ния не имеют. Зато в русском языке в гораздо большей степени 
развита полисемия глагольных граммем (ср. [5] ), когда одна 
неспециализированная граммема выражает богатейшую гамму ви­
довых, временных и модальных значений. Другое важное разли­
чие между русским и французским (или английским) состоит в 
том, что в русском языке богатая система модально-временных 
значений, выражаемых глаголом, характеризует преимущественно 
разговорную речь, а во французском и английском - книжную. 
^ Много фактов такого рода собрано в [б], [iö]. Большая 
роль родовых слов во французской лексике объясняется обычно 
ее абстрактностью [29] , а детальность русских видовых номен­
клатур в области глагола связывается, в частности, с богат­
ством префиксального глагольного словообразования. Явления 
семантической несоизмеримости разных языков давно стали 
-предметом изучения, а та идея, что язык навязывает человеку 
выражение определенных мыслей, лежит в основе широко извест­
ной гипотезы лингвистической относительности Сэпира-Уорфа 
(см. прекрасный аналитический обзор [25]). 
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Q ф 
Отметим две конструктивные особенности ПСемС (3 ): 
I) фрагменты ПСемС, являющиеся образами грамматических зна­
чений, содержат абсолютные вершины (узлы, не подчиненные ни­
каким другим узлам). Это формальное свойство "грамматиче­
ских" фрагментов ПСемС находит вполне естественное объясне­
ние: в русском языке значение любой граммемы - это предикат, 
аргументом которого является значение лексемы и которое 
са­
мо, вследствие независимости граммем разных категорий, не 
является чьим-либо аргументом. 2) Каждый узел в ПСемС (3*) 
имеет несущий элемент - переменную. При этом условии легко 
разграничиваются вхождения имени одного и того же референта 
(одна и та же переменная) и разные референты, имеющие одно и 
то же имя (разные переменные, ср. XI, Х2, Хб, XI2).Кроме то­
го, становится возможным непринужденное преобразование графа 
в скобочную алгебраическую запись. 
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ON THE SURFACE SEMANTIC COMPONENT IN THE 
"MEANING-TEXT" MODEL 
Ju. Apresjan 
S a m m a г у 
It is argued that the semantic level of sentence re­
presentation in the "Meaning-Text" model should be split 
into two new sublevels - those of surface (national) and 
deep (universal) semantics. The principal argument in fa­
vour of such a division is drawn from the fact that every 
natural language compels its speakers to express a number 
of meanings which are irrelevant to the essence of what 
they mean to convey. This peculiarity is inherent not only 
in the grammatical system of a natural language, but in Its 
lexical system as well. Surface semantics is responsible 
for bringing out those language specific meanings and for 
explicating the relations of synonymy and homonymy between 
the sentences of the language. Deep semantics is responsi­
ble for stripping the surface semantic representations of 
the fringe of irrelevant meanings and for explicating the 
relations of synonymy (traxislatability) between the sen-» 
tences in all human languages. The surface semantic com­
ponent of the model maps the set of deep syntactic struc­
tures (.DSS) onto the set of surface semantic structures 
(SSemS). The transition DSS ^  SSemS is accomplished in 
four steps: 1) formation of an admissible combination of 
lexical and grammatical meanings for each node of the given 
DSS; 2) replacement of each lexeme and each grammeme by its 
semantic representation; 3) amalgamation of separate lex­
ical and grammatical meanings into larger blocks; 4-) in­
spection of the resulting SSemS for its semantic correct­
ness. 
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К СТРАТЕГИИ ПОСТРОЕНИЯ СИСТЕМ КЛАССА 
"ИСКУССТВЕННЫЙ ИНТЕЛЛЕКТ" 
В.А. Зввгинцев 
Лингвистика ныне вовлечена в бурные процессы, вызванные 
научно-техническим прогрессом, и резко меняет свое лицо. Это, 
в частности, находит свое выражение в возникновении новых 
направлений лингвистических исследований, которые во многих 
случаях не получили еще своего законченного оформления и по­
этому не имеют еще достаточно четких границ. Впрочем, общая 
устремленность этих исследований уже ясно проглядывается, и 
тем или иным образом связана она с категорией знания - его 
определения, его становления, передачи, понимания, представ­
ления и 
т.д. Хотя в конечном счете указанные исследования 
преследуют прикладные, практические цели, они все дальше и 
дальше отходят от решения возникающих здесь многочисленных 
задач "в лоб", эмпирически-крохоборческим способом и погру­
жаются все глубже в теорию. Это и логично и вполне оправда­
но: если исследователь не располагает пониманием и строгим 
определением тех величин, которыми он оперирует, все его по­
строения неизменно оказываются эфемерными и непродуктивными. 
Сказанное применительно к той области названных исследова­
ний, которая получила условное наименование проблемы искус­
ственного интеллекта, можно проиллюстрировать следующими 
примерами. Они, кстати говоря, наглядно показывают теорети­
ческую иерархию проводимых здесь исследований и постепенное 
вычленение конкретных проблем. 
На самом высоком теоретическом уровне происходит станов­
ление новой науки - науки о мыслительной деятельности чело­
века (Cognitive Science), которую за отсутствием фиксирован­
ного термина можно назвать бы когитологией. Обоснованию не­
обходимости создания такой науки посвящена, например, книга 
"Репрезентация и понимание" [4 3 » в предисловии к которой 
ее авторы пишут: "Эта книга содержит исследования в новой 
области, которую мы именуем наукой о мыслительной деятель­
ности. Данная наука включает элементы психологии, вычисли­
тельной математики, лингвистики, философии и педагогики, но 
она представляет собой большее, чем простое пересечение этих 
наук. Их интеграция создает новый набор инструментов для ис­
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следования широкого круга проблем. В последние годы взаимо­
действие представителей указанных наук привело к новым и 
многообещающим результатам в нашем понимании интеллектуаль­
ных систем и в развитии науки о мыслительной деятельности. 
Наша группа научных сотрудников занялась проблемами, которые 
не представляются 
разрешенными средствами любой из названных 
наук в отдельности. Пока слишком рано заниматься предсказа­
нием того, какой курс изберет в будущем это новое сотрудни­
чество, но уже и достигнутое представляется стимулирующим и 
вдохновляющим" J4; 9-10]. 
Следующую ступень по теоретической нисходящей, конкрети­
зирующей стратегию столь широко очерченных исследований, 
представляют недавние высказывания Терри Винограда, который 
начинал как работник сугубо практического профиля. Свое по­
нимание возникающих здесь проблем он таксе включает в рамки 
науки о мыслительной деятельности, но при этом выделяет в ее 
пределах некоторую область первоочередной теоретической и 
практической значимости, которую он связывает с так называе­
мым 
"процедурным" (а фактически динамическим) подходом к 
лингвистике и особенно к семантике. При этом он поясняет: "В 
процедурной перспективе "семантика" должна заниматься изуче­
нием отношений между лингвистическими объектами и психичес­
кими состояниями и процессами, принимающими участие в их со­
здании и осознании" £7]. Исходя из этой установки, Терри 
Виноград перечисляет положения своей теоретической парадиг­
мы, которые среди прочих включают в качестве основных сле­
дующие: 
1."При изучении человеческого языка главное внимание следует 
уделять механизму, лежащему в основе создания и понимания 
высказываний в лингвистическом и прагматическом контексте. 
2. Основные особенности языка отражают мыслительную структу­
ру пользующегося языком человека, включая детальные особен­
ности структур его памяти, обрабатывающие алгоритмы и врож­
денные вычислительные ограничения. 
3. Производство и понимание высказываний имеет место в пре­
делах структуры конкретных мыслительных процессов, включаю­
щих как лингвистические, так и нелингвистические элементы. 
Индивидуальные высказывания могут пониматься только в терми­
нах 
роли, какую они играют в пределах более широкого кон­
текста. Формализованное понимание языковых процессов являет­
ся частью боле
е широкой формализации мыслительных процессов. 
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4. Кавдое высказывание строится, чтобы служить комбинации 
целей, используя набор элементов и возможностей выбора пре­
доставлявши языком"£7; 262] и т.д. 
Вце более конкретную программу исследований в области 
искусственного интеллекта можно найти в книге "Вычислитель­
ная семантика". Один из авторов (и редакторов) этого сборни­
ка статей - Э. Черняк в своей работе "Выгод и зналив" пишет: 
"Искусственный интеллект имеет дело с созданием компьютерных 
программ, способных выполнять задачи, которые обычно требуют 
участия интеллекта... Многие из таких задач включают исполь­
зование естественного языка, и по этой причине проблема ис­
кусственного интеллекта присоединяется к списку дисциплин, 
предметом которых является изучение природы языка. Вычисли­
тельная семантика - наименование, данное нами исследованиям 
языка, основанным на методах искусственного интеллекта, -
использует подход к изучению языка, способный дать ответы на 
вопросы о том, каким образом используется язык 
в процессах 
перевода, при построении вопросно-ответных систем, работаю­
щих в режиме языковых текстов и т.д. Этот подход предполага­
ет, что "язык это то, что язык делает" - идея сама по себе 
не новая для традиционных лингвистических дисциплин, психо­
логии и пр., но вычислительная семантика уникальна в том 
смысле, что делает эту идею основой для всего изучения язы­
ка" Jj. 
Приведенные высказывания, относящиеся преимущественно к 
принципам построения систем класса "искусственный интеллект", 
безоговорочно подчеркивают значение языка, как носителя зна­
ний. Именно 
это обстоятельство и способствовало, с одной 
стороны, ввдвижению на первый план семантики, а, с другой 
стороны, и переосмыслению содержания этой дисциплины. Семан­
тика фактически превратилась из области узко лингвистических 
исследований, занимающихся изучением значений языковых еди­
ниц, в дисциплину, выходящую уже за пределы лингвистики и 
сосредоточивающуюся на изучении того, что именуется челове­
ческими знаниями. Отсюда следуют два фундаментальных вывода. 
Во-первых, кардинальное изменение статуса лингвистики, кото­
рая ныне выступает 
в качестве науки, имеющей прямое каса­
тельство ко всему тому, что имеет дело с человеческими зна­
ниями. Во-вторых, обязательный учет и раскрытие действитель­
ной природы генератора знаний - мышления, так же как и до­
статочно строгое определение его отношений с языком. 
ЭО 
Об этом и пойдет в дальнейшем речь, но не в плане обще­
теоретических рассуждений, а в связи с конкретными и практи­
ческими задачами построения систем класса "искусственный ин­
теллект
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', и, в 
частности, в аспекте исследовательской стра­
тегии, которой следует придерживаться, по-видимому, на дан­
ном этапе решения этой проблемы. 
Обо всем этом будет говориться с позиции лингвиста, но 
сперва представляется необходимым высказывать некоторые об­
щие соображения. 
Само наименование исследовательского направления, обоз­
начаемого как "искусственный интеллект" (в США оно даже 
оформилось в отдельную дисциплину -irtl.fici.al Intelligence), 
безусловно носит метафорический характер. Впрочем, иногда (и 
довольно часто) это обозначение понимается в буквальном 
смысле, как проблема, которая должна создать системы, воз­
можно полно имитирующие возможности человеческого интеллек­
та, и чаще всего именно такое буквальное понимание и являет­
ся отправной точкой для всякого рода спекулятивных построе­
ний. На практике же, как уже отмечалось, дело идет о созда­
нии лишь таких систем, которым можно передать некоторые ра­
боты, обычно выполняемые человеческим интеллектом. Ставя пе­
ред собой такую осторожно 
формулируемую задачу, мы тем не 
менее вступаем в совершенно новую научную и общественную 
эпоху - эпоху интеллектуальных машин. А это событие требует, 
чтобы к нему отнеслись со всей серьезностью и продуманностью. 
Оно, бесспорно, обладает и социальным аспектом огромной зна­
чимости. Ках это в свое время имело место с изобретением 
письменности. 
Находясь в самом начале пути, который ведет нас в новую 
и во многом еще неизведанную область, не следует задаваться 
сразу же грандиозными проектами; напротив, надо проявлять 
больше уважения к запретам, которые налагают на нас наши 
современные знания и технические возможности. Может быть, 
надо уделять больше внимания, чем это делалось до сих пор, 
установлению этих запретов. Но при этом, разумеется, и не 
упускать из вида конечной цели, без которой все работы клас­
са "искусственный интеллект" неизбежно принимают формы конъ­
юнктурной возни. 
Но какова эта конечная цель? Как было уже сказано, прак­
тически мы занимаемся не имитированием человеческого интел­
лекта, а созданием машин, способных выполнять некоторые ра­
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боты, исконно рассматриваемне в качестве прерогативы чедове-
ческих мыслительных способностей - интеллектуальных малин. С 
этой точки зрения ухе даже и самый непродвинутый компьютер 
можно назвать интеллектуальной малиной и, если угодно, даже 
объявить его системой класса "искусственный интеллект". Ведь 
он осуществляет определенную мыслительную работу, - считает, 
да еще и получив человека. При таких предпосылках ' задача, 
следует думать, заключается в том, чтобы передать машине 
возможно больше видов работы, которые выполняет человеческий 
интеллект. Но для того, чтобы иметь основания говорить о та­
кой "разрешающей способности", которая была бы равнозначна 
человеческой, надо быть человеком. Таким образом, в проблеме 
искусственного интеллекта, следующего стратегии абсолютной 
имитации, речь вдет фактически не о создании искусственного 
интеллекта, а о создании искусственного человека. 
Совершенно очевидно, что задаваться такой целью мы не 
можем. Но и стратегия создания последовательности все более 
и более совершенных интеллектуальных машин - еще не ответ на 
вопрос, которым мы задаемся. Это - всего лишь путь, которым 
нам неизбежно приходится идти, но не конечная цель, которую 
мы можем представить себе пока лшь в приблизительно и в 
довольно размытом виде. Стоит при атом учесть, что когда че­
ловек строил машины, выполняющие "физические" работы, он 
де­
лал ето не для того лишь, чтобы просто имитировать физиче­
ские возможности своего организма. Видимо, уже с самого на­
чала у него была и иная установка - усилить физические по­
тенции своего организма, и он, как известно, весьма успел в 
следовании этой установке. Аналогичным образом должно, оче­
видно, обстоять дело и с интеллектуальными машинами: их наз­
начение - не просто в имитации, а в усилении рабочих возмож­
ностей человеческого интеллекта, но - что важно подчеркнуть 
- не в его огромной и пока непознаваемой целостности, а в 
отдельных его параметрах. 
Названный путь решения проблемы может подать повод и для 
заключения, что конструированием интеллектуальных машин 
должны заниматься узкие специалисты по преимуществу техни­
ческого склада, которые вполне могут обойтись без всяких 
теоретических осмыслений. Такое впечатление будет неправиль­
ным. В 
действительности все обстоит совершенно противополож­
ным образом, как об этом свидетельствуют и приведенные выше 
высказывания. Опыт показал, что до тех пор, пока не будут 
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определены категории, которыми приходится оперировать при 
создании интеллектуальных машин класса "искусственный интел­
лект" (примем для удобства изложения этот термин с приведен­
ными вше оговорками), на самом высоком теоретическом уров­
не, все системы, решаемые исходя из узко конъюктурных сооб­
ражений, как правило, бесперспективны. Они могут в какой-то 
мере удовлетворять сиюминутные потребности, но они не спо­
собны создать нужной основы для дальнейшего своего развития 
и быть использованными в других системах даже того же самого 
класса. Обычно они и просто неэкономичны. 
Поскольку интеллектуальные машины должны исполнять ин­
теллектуальную работу, или, говоря более фигурально, осуще­
ствлять мыслительную деятельность, или "мыслить", постольку 
надо располагать достаточно строгими определениями не только 
такой величины, как "интеллект", но и многих других, связан­
ных с мыслительными процессами категорий - понимания,знания, 
мотивации, целеположения, интуиции, научения и т.д. К сожа­
лению, у нас нет такого рода строгих определений всех этих 
категорий, как и самого понятия интеллекта. "Оказалось, -
пишет автор недавно изданной у нас книги Э. Хант, - сущест­
вует содержательней: область знаний, общие принципы которой 
трудно выделить. Проблема, по-видимому, заключается в опре­
делении понятия интеллекта" £3:12}. Но так как такого опре­
деления не существует, то психологи, которым и надлежит дать 
такое определение, используют вместо него "прагматический 
подход, состоящий в том, что интеллект - это то, что измеря­
ется в интеллектуальных тестах. Так же (пишет Э. Хант) по­
ступлю и я... Принимая этот подход, я откладываю рассмотре­
ние таких нерешенных общих философских вопросов, как "Может 
ли машина думать?" и "Можно ли говорить, что машина понима­
ет?", до тех пор, пока не будет установлена общая основа 
фактического знания" £3:12]]. 
Книга Э. Ханта, изданная в США в 1975 г., суммирует опыт 
уже во многом пройденного этапа в развитии проблемы искусст­
венного интеллекта. Теперь уже стало ясно, что продуктивное 
развитие этой проблемы просто невозможно без определения 
названных категорий и этого никак нельзя откладывать. Именно 
поэтому ныне ученые США и пошли по пути создания упоминаю­
щихся выше содружеств из представителей разных наук, способ­
ных внести свой вклад в решение данной проблемы. Как пишет 
Терри Виноград (создатель хорошо известного у нас "робота 
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Винограда"), интеллектуальным машинам приходится иметь дело 
со значениями, содержащимися в высказываниях. Однако "не су­
ществует какой-либо единой статической структуры, которая 
могла бы представлять "значение высказывания" и как раз по-
втому возникла "наука о деятельности мышления", которая име­
ет дело с широким кругом 
мыслительных структур и процессов, 
включая такие, как восприятие, научение, принятие решений, а 
также, конечно, язык" p7:263j. Так и выяснилось, что решение 
казалось бы сугубо практических задач пришлось перенести на 
высоко теоретический уровень, обращаясь к помощи наук, рас­
положенных на разных классификационных полочках, что между 
прочим лишний раз говорит не только об условности такого ро-
классификации, но и разделения на фундаментальные ("чис­
тые") и прикладные науки. 
Между тем - и в этом не грех и признаться - многие твор­
цы искусственного интеллекта продолжают следовать в своей 
деятельности принципу, который Абрахаме Каплан назвал прин­
ципом или даже законом инструмента [öj. Этот принцип можно 
формулировать так: Дайте мальчишке молоток и он будет убеж­
ден, что вещи, которые попадутся ему под руку, требуют того, 
чтобы по ним стукали. Не может вызвать особого удивления то 
обстоятельство, что ученый формулирует проблемы таким обра­
зом, что их разрешение требует как раз той техники, которой 
он владеет лучше всего. Психологически можно понять такой 
способ решения проблем, но его - во всяком случае в рассмат­
риваемой нами области - едва ли следует оценить как плодо­
творный. 
Кстати говоря, все изложенное объясняет, почему с такими 
трудностями встречается установление конечной цели иссле­
дований по искусственному интеллекту, о чем говорилось вше. 
В науке есть такое понятие - пространство логических возмож­
ностей. Оно определяется знанием запретов,обусловленных при­
родой 
изучаемого объекта и выступающих в качестве ограничи­
тельных законов. Элементарный пример пространства логических 
возможностей 
дает кристаллические многогранники, структура 
которых лимитируется тридцатью двумя возможными видами их 
симметрии. В природе найден тридцать один вид и допустимо 
существование еще одного вида, но два или три вида не может 
быть - это число уже выходит за пределы пространства логиче­
ских возможностей. Мы в нашей области исследований сейчас не 
в состоянии построить такого рода пространство логических 
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возможностей, так как не обладаем знанием ограничительных 
законов. А не обладаем мы знанием подобных законов потом/, 
что не знаем природы изучаемых объектов. З^цесь представляется 
уместным сделать несколько самых общих замечаний относитель­
но человеческого интеллекта или мышления, так как несерьезно 
заниматься построением систем искусственного интеллекта и 
вместе с тем играть в жмурки с базовым понятием всего этого 
направления - мышлением. Для любого конкретного исследования 
нужны хотя бы некоторые ориентиры. Но прежде чем перейти к 
этим замечаниям, представляется желательным внести ряд уточ­
нений, без чего нередко возникают серьезные недоразумения. 
В настоящее время мы располагаем или конструируем авто­
матические устройства разного порядка. Наибольшего прогресса 
мы добились в построении таких устройств, которые, используя 
вычислительную технику и соответствующие программы, опериру­
ют последовательностью операций ("шагов")^ цифровыми данными 
и отношениями, существующими между единицами в той или иной 
изучаемой системе. Можно сказать, что все подобные устройст­
ва находятся на синтагматическом уровне. К ним примыкают и 
устройства, оперирующие не объектами, а именами объектов. 
Иными словами, они следуют принципам, принятый в математике, 
где под формулу 2x2=4 можно подставить любой объект и 
никакое из качеств или свойств этих объектов не может ока­
зать влияние на саму формулу. Надо со всей категоричностью 
подчеркнуть большую важность такого рода устройств для задач 
определенного класса. Но не даром затем обособилась и воз­
никла проблема искусственного интеллекта, которая, хотя ис­
торически своими истоками и имеет устройства данного поряд­
ка, ставит перед собой решение задач уже более сложного по­
рядка, так или иначе соотносимых с многообразными свойствами 
человеческого интеллекта. Здесь как минимум уже требуется 
семантическая интерпретация единиц синтагматического уровня 
и при том в терминах свойств изучаемых объектов. На совре­
менном же этапе проблемы искусственного интеллекта учитыва­
ется и прагматический уровень. 
Во избежание возможных кривотолков необходимо признать, 
что и системы синтагматического уровня можно при желании со­
относить с деятельностью человеческого мышления (об этом уже 
говорилось выше), но только того вида, который психологи 
именуют техническим мышлением. Техническое, как и образное 
(или художественное) мышление, ограничено, однако, достаточ­
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но четкими сферами своего применения. Эти виды не идут ни в 
какое сравнение с высшей формой человеческого мшшения - по­
нятийным мыплением, которое прежде всего характеризуется 
своей универсальностью и которое обычно и имеют в виду,когда 
говорят о человеческом мышлении вообще (в индивидуальных 
случаях все эти виды мшления перекрещиваются в разных про­
порциях) . 
Думается, что инерция исторического становления проблемы 
искусственного интеллекта, восходящая к системам синтагмати­
ческого класса, все еще оказывает влияние и на понимание ос­
новной для проблемы искусственного интеллекта величины - че­
ловеческого мышления во всей его полноте. Интеллект, или 
мышление, стадо принятым измерять в лучшем случае мерками 
логики. И поэтому считается, что если машина способна осу­
ществлять логические операции, она ухе есть воплощение чело­
веческого разума. Но характеристики человеческого интеллек­
та, его мышление никак нельзя сводить к логическим или опе­
рационным действиям« Еще раз надо подчеркнуть, что нельзя 
генерализовать технический аспект мышления. Опираясь на ту 
хе логику, мохно, кстати говоря, заключить, что по опреде­
лению все, что умеет машина, не может относиться к человече­
скому интеллекту. Человеческий интеллект начинается там, где 
кончается машина. И, пожалуй, самой большой силой человека 
является как раз его способность мыслить нелогично и прини­
мать решения поверх всех логических правил мшления. И нако­
нец, самое главное - никакая логика не способна создать но­
вого знания; она направлена на экспликацию знания, но по 
своей сути тавтологична. 
Точно так хе едва ли правомерно представлять мышление 
как функцию одного лишь мозга. Человеческое мышление функци­
онирует не в абстрактной пустоте, повинуясь одним логическим 
правилам. Его деятельность 
опирается на всю совокупность 
данных, которые поставляют ему о "внешнем" мире его сенсор­
ные датчики. Эта деятельность протекает в контексте всего 
строения человеческого организма, почему и допустимо утверж­
дать, что в процессах мышления принимают участие все клетки 
человеческого организма, управляясь и координируясь соответ­
ствующими центрами. И когда под категорию систем класса "ис­
кусственный интеллект"' подводят устройства - слепые, глу­
хие, лишенные всех сенсорных датчиков и поэтому находящиеся 
в полной изоляции от "внешнего" мира, это представляется аб­
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сурдным. Как раз преодолению такой изоляции машины и служит 
естественный язык, конденсирующий в себе все доступные чело­
веку знания об окружающем его мире. И это обязательно должно 
учитваться при построении систем класса "искусственный ин­
теллект". 
Ведь к современным интеллектуальным машинам предъявляют 
ныне требования умения не только "мыслить", но и общаться с 
Человеком, да еще в режиме естественного языка (что между 
прочим диктуется и практическими соображениями удобства 
пользования такими машинами). Иными словами, интеллектуаль­
ные машины должны уметь понимать естественный язык и соот­
ветственно быть снабжены диалоговом устройствами, обеспечи­
вающими двухстороннее общение: от человека 
к машине и от ма­
шины к человеку. Конечно, такое общение может осуществляться 
и помощью "машинного", а не естественного языка. Однако 
следует помнить: какую бы форму ни принимал такой "машинный" 
язык, сколько бы он ни был формализован, редуцирован или 
препарирован любыми способами, он всегда и неизбежно являет­
ся производным от естественного языка. И от необходимости 
знания "правил игры" естественного языка не уйти при всех 
обстоятельствах. А как раз эти правила обычно игнорируются. 
Утверждение о связи мышления с языком не пустые или об­
щие слова - оно фактически лежит в основе конструирования 
машин класса "искусственного интеллекта". А отсюда следует, 
что все, кто принимают участие в создании таких машин, долж­
ны быть лингвистически грамотными специалистами. Ведь интел­
лектуальные машины оперируют знаниями, а всякое объективное 
знание лишь постольку знание, поскольку оно выражено на язы­
ке. (Более принято говорить в данном случае об информации и 
соответственно об автоматической обработке информации). Для 
человека реальность существует совместно с языком. Это вовсе 
не значит, что язык заступает место реальности, но это зна­
чит, что одно всегда вместе с другим. И это значит, что зна­
ния, фиксируемые языком, в языковой форме поступают и в рас­
поряжение машины. 
Для многих исследователей, работающих в интересующей нас 
области и осознающих важность лингвистических данных, язык и 
его единицы в лучшем случае интересны в первую очередь как 
носители "значений". Отсюда и стремление сформулировать се­
мантические представления (или репрезентации) высказываний, 
назначение которых состоит не только в том, чтобы избежать 
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многозначности высказываний, но и по возможности освободить­
ся от ограничений, налагаемых языком, от всех тех многочис­
ленных особенностей, которые свойственны естественному языку* 
и которые кажутся лишними 
и явно мешают машинной обработке 
информации. Такрй путь предполагает сознательную редукцию 
целей создаваемой системы и резкое уменьшение ее эффективно­
сти. Для современных специалистов в области искусственного 
интеллекта такая постановка проблемы представляется ухе не­
удовлетворительной. Для них "значение есть многомерная вели­
чина, 
формализуемая только в терминах целостностного комп­
лекса целей и знаний, соотносимых как с продуцируемым их, 
так и с воспринимающим и понимающим их" £7:262]. Эта доволь­
но трудно воспринимаемая формула требует своего раскрытия и 
корректировки. 
"Создание" языковых значений есть акт познания. Посколь­
ку это так, постольку такого рода "создание", осуществляемое 
мшлением, опирается на данные, поставляемые человеку его 
сенсорными датчиками. И если бы у человека они были бы ины­
ми, чем есть, то и значения слов естественного языка были бы 
такхе иными. Но это еще не все. Надо знать и непременно учи­
тывать, что за каждой единицей языка стоит вся система язы­
ка, и она постольку является действительно языковой единицей, 
поскольку входит в эту систему. Вне языковой Системы не су­
ществует его единиц, так во всяком случае обстоит дело в ес­
тественном языке, от которого, как ухе было сказано вше, 
хочешь или не хочешь, а неизбежно приходится танцевать. 
Но и это еще не все. Язык - не арифметическая совокуп­
ность слов. Язык фактически начинается с предложений. Вот 
почему ныне конструкторы искусственного интеллекта предпочи­
тают иметь дело 
как раз с предложениями или даже с текстами. 
Посредством предложений мы не только передаем нашим со­
беседникам некоторую совокупность "информации". Предложение 
выполняет чрезвычайно многообразные функции и обладает весь­
ма сложной природой, что, как правило, также игнорируется 
при построении систем, имеющих, в частности, диалоговое уст­
ройство. Предложение выражает суждение, служит определенным 
целям в речевом акте, обнаруживает отношение к сообщаемому 
(т.е. имеет те или иные модальности) и к тому, кому адресу­
ется предложение, учитывает условия, в которых осуществляет­
ся речевой акт, и т.д. Более того, строя предложение (а точ­
нее высказывание), мы определенным образом структурируем 
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окружающую нас действительность, потому что построение пред­
ложения предполагает вычленение из контиуума действительно­
сти некоторого ее фрагмента-ситуации, - которая и становится 
содержанием предложения, его "значением". С полным основани­
ем можно утверждать, что во многом с помощью предложения че­
ловек ориентируется в окружающем мире. 
А еще дальше лежит еще совсем не опознанная область -
связный текст, который и является подлинной реальностью язы­
ковой деятельности человека. Ныне эта область осваивается 
лингвистикой текста, которая делает только первые ваги. Ока­
завшись на еще совершенно неизведанной территории,лингвисти­
ка текста с самого 
начала столкнулась с большими трудностя­
ми, что и привело к чрезвычайной разноголосице мнений • 
точек зрения. Практическую значимость*исследований в датой 
области отлично характеризует тот факт, что именно при выхо­
де за пределы предложения споткнулся машинный перевод. 
И, наконец, пожалуй самое существенное. В свое время 
A.M. Пешковский писал: "... Точность и легкость понимания 
расту? по мере уменьшения словесного состава фразы и увели­
чения ее бессловесной подпочвы. Чем меньше слов, тем меньше 
недоразумений" [2:297]. Традиционная лингвистика является 
наукой о "словесном составе фразы", она строит "грамматики 
произнесения". Но поскольку речь идет о деятельности обще­
ния, которая невозможна без понимания, поскольку "грамматика 
произнесения" должна быть пополнена "грамматикой умолчания". 
Несказанное, не получившее словесного выражения нередко бы­
вает более содержательным и более красноречивым, чем "сло­
весный состав". И совершенно очевидно, что "умолчания", нап­
равленные на большую легкость 
понимания, подчиняются строгим 
закономерностям, которые еще совершенно не изучены нами. По­
жалуй, единственное, что мы знаем о "грамматике 
умолчания" 
сводится к тоцу, что нарушение правил этой грамматики приво­
дит к нарушению процесса общения, делает этот процесс бес­
смысленным М-
Это, разумеется, далеко не все сложности, которые связа­
ны с языком. Но и то, о чем по необходимости упоминается 
лишь в самом общем виде, достаточно наглядно показывает, с 
чем неизбежно придется столкнуться исследователю,если он за­
дается задачей построить полноценную интеллектуальную маши­
ну, способную эффективно выполнять не слишком ограниченный 
и узкий круг работ. Следует еще раз подчеркнуть, что совре­
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менный этап исследований в области искусственного интеллекта 
исходит именно из этой позиции. 
Все изложенное, очевидно, дает основание для следующих 
заключений. Построение систем класса "искусственный интел­
лект" имеет преимущественно практическую направленность и 
имеет целью передать машине выполнение некоторых работ, тре­
бующих участия человеческой мыслительной деятельности и свя­
занных со знанием - как бы это последнее не определялось. В 
силу этого более правомерно говорить не о проблеме искусст­
венного интеллекта, а о стратегии построения интеллектуаль­
ных машин. Эта стратегия обусловливается не только техниче­
скими ограничениями, но в еще большей степени пониманием и 
достаточно строгим определением как основных параметров мыс­
лительной деятельности, так и познанием природы знания, име­
ющих в равной мере своим основанием язык. Для объединения 
столь разнородных компонентов необходимо создание (следует 
думать, в рамках науки о мыслительной деятельности) специ­
альной теории - достаточно сильной, чтобы возникло целостное 
образование, а не механическая совокупность разнородных дан­
ных. Значение и ответственность этой теории находится в пря­
мой зависимости от того обстоятельства,что колосальное уси­
ление с помощью машин и соответствующих программ мощи от­
дельных аспектов мыслительной деятельности человека может 
привести к возникновению ряда совершенно новых проблем и 
возможно -с чем также надо считаться - к непредвиденным ре­
зультатам. 
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SOME BOTES ON THE STRATEGY OF BUILDING SYSTEMS 
OF THE "ARTIFICIAL INTELLIGENCE" CLASS 
V. Zvegintsev 
S u m m a r y  
Linguistics is going through a rapid process caused by 
the scientific-technological revolution, and is speedily 
changing its face. This process finds its expression in the 
appearance of new trends that have not yet found their 
final make-up and that lack precisely delimited boundaries. 
All these trends are in some way or other connected with, 
the category of kgfiaXedge. Although the present investiga­
tions are of a practical and applied character they should 
be based more on theoretical studies as the investigator 
should understand and define the concepts being operated 
with precisely. Artificial intelligence investigations may 
serve to corraborate this assertion. 
On the highest theoretical level the groundwork of a 
new branch of science - a science of human intellectual 
activities (cognitive science) - is laid down. The next 
level is represented by theoretical and practical tasks 
singled out from the generali artificial intelligence prob­
lem domain by T. Winograd. An even'more concrete program of 
investigations is proposed by E. Charniak and Y. Wilis, 
editors and co-authors of the book "Computational Seman­
tics." 
The author of the paper claims that the development of 
the systems of the artificial intelligence class is prima­
rily concerned with practical problems and that its aim is 
to transfer to machines the fulfillment of some tasks de­
manding human intellectual abilities and connected with 
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knowledge. The author underlines that it would be more 
proper to speak not of the problem of artificial intelli­
gence but rather of the strategy of building intellectual 
systems. This strategy is conditioned not only by technical 
restrictions but to a greater degree by understanding and 
determining quite strictly both the main parameters of in­
tellectual activities and the cognition of the essence of 
knowledge. To unite such different components a npecific 
theory is necessary that should be strong enough to create 
an integral complex, not a mere collection of individual 
components. 
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ПОСТРОЕНИЕ РЕДУЦИРОВАННОГО ЯЗЫКА ДЛЯ 
АВТОМАТИЧЕСКИХ ДИАЛОГОВЫХ СИСТЕМ 
О.В. Звегинцева 
В настоящей работе будут иметься в виду диалоговые сис­
темы, обеспечивающие общение между человеком и машиной, ра­
ботающие в режиме естественного языка и ориентированные на 
определенную предметно-понятийную область (проблемную среду). 
Последнее обстоятельство, кстати говоря, во многом разрешает 
проблему омонимии, которая является камнем преткновения при 
разработке программ общения между человеком и машиной. Даже 
и профессиональные языки, которые можно рассматривать как 
первичную форму редукции естественного языка, в первую оче­
редь характеризуются однозначностью употребления своей тер­
минологии. 
Уже и сама ориентация на определенную проблемную среду 
по сути дела предполагает осуществление определенной редук­
ции естественного языка, поскольку проблемная среда пред­
ставляет всего лишь некоторый фрагмент действительности, в 
пределах которого происходит данная конкретная деятельность 
человека, совершаемая им совместно с машиной. Границы проб­
лемной среды могут варьироваться в чрезвычайно широких пре­
делах и соответственно изменяется степень редукции языка. 
Но в практике построения диалоговых систем следует учи­
тывать обусловленность редукции и иного порядка - исходящую 
из рабочих возможностей машины (компьютора) и используемой 
программы. Ведь все и даже самые совершенные системы класса 
"искусственный интеллект", работающие в режиме естественного 
языка, используют пока ограниченный - и при том сильно огра­
ниченный - естественный язык. И как раз в постепенном снятии 
ограничений на естественный язык следует видеть один из 
главных способов совершенствования диалоговых систем. 
Учитывая данные предпосылки, важно разработать общие 
принципы и методику осуществления редукции естественного 
языка. Совершенно при этом очевидно, что здесь нельзя следо­
вать принципам, которым следовали создатели упрощенных язы­
ков типа Basic English. Такого рода упрощенные языки непри­
емлемы уже по той причине, что они рассчитаны на универсаль­
ное потребление и не учитывают специфики проблемной среды, 
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на обслуживание которой и ориентируется в той или иной сте­
пени построение диалоговых систем. Именно проблемная среда и 
ее специфика 
и должна выступать в качестве определяющего 
фактора при проведении редукции языка. Иными словами процесс 
редукции должен идти не от естественного языка как такового, 
а от того конкретного корпуса действительного употребления 
языка, который используется в данной конкретной среде. 
При таком подходе относительно просто установить лекси­
ческие ограничения. При необходимости, если объем используе­
мой лексики все же превосходит рабочие 
возможности махины и 
программы, здесь допустимо проведение дополнительных ограни­
чений, базирующихся на частотности употребления отдельных 
лексических единиц. Более сложно обстоит дело с синтаксиче­
скими конструкциями. Их набор, конечно, также извлекается из 
данного конкретного корпуса, используемого в данной проблем­
ной среде фрагмента естественного языка. Но дело не ограни­
чивается лишь определением того, что для данного языка явля­
ется необходимым, и что излишним и неупотребительным. Это, 
разумеется, также нужно знать для того, чтобы дать достаточ­
но исчерпывающее описание данного ограниченного языка. Одна­
ко не менее существенным 
является и установление того, что в 
таком языке опускается и восполняется "знаниями того мира", 
в котором происходят описываемые на используемом языке собы­
тия. Следует учесть, что без этого оказавшегося за пределами 
текста "знания" невозможно правильное его понимание. 
Ниже приводится пример анализа синтаксических особенно­
стей текста в описанных выше целях. В качестве анализируемо­
го текста берутся "Правила и фразеология радиообмена между 
экипажами воздушных судов и диспетчерами службы движения 
гражданской авиацией". При этом принимается, что эти "Прави­
ла" 
фактически используют редуцированный язык, который и 
подлежит процедуре экспликации,поскольку остаются неизвест­
ными его конкретные ограничения и, следовательно, действи­
тельный набор синтаксических конструкций, лежащих в основе 
построения программ синтеза и анализа для машинного их ис­
пользования. 
Нормализуемой единицей в данном тексте является репли­
ка. Репликой является одно (или более) предложение, приписы­
ваемое "Правилами" одному говорящему. Все реплики классифи­
цируются по принципу схожести синтаксической структуры. Язык 
радиообмена задается в виде таблиц, семантика этого языка 
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определяется посредством перевода реплик на естественный 
язык. Таким образом,для каждой реплики мы имеем описание на 
2-  языках - редуцированном языке радиообмена и естественном 
языке. Соответственно выясняются и контекстные особенности 
редуцированного текста и свойственные ему опущения. Контек­
стные опущения и общие синтаксические особенности опреде­
ляются, следовательно, посредством сравнения наличия/отсут­
ствия различных категорий, встречающихся в редуцированном 
тексте, с Академической Грамматикой русского языка, являю­
щийся наиболее полным каталогом. 
В данной статье рассматриваются наиболее общие и типич­
ные конструкции реплик. Для формализованного представления 
этих конструкций вводятся некоторые обозначения: 




Adv - наречие 
Prep [...J - предлог 
Adj - прилагат ельно е 
Pron - местоимение 
Sing - единственное число 
PI - множественное число 
temp - категория времени 
loe - обстоятельства места 
inf - инфинитив 
• - факультативность 
Нижние индексы при N обозначают падежи 
Перечень редуцированных конструкций: 
I. V I. л., Sing, наст, после которого могут следовать 
1) Я
ВЛ





"Разрешаю запуск на РД..." 
2) Ad j сравн. степ. ( Ad j субстантированное) 
"Разрешаю правее" 
"Разрешаю исполнительный". 
При V I. л . ,  Sing наст. вр. опускается прямое допол­
нение, выраженное существительным. 
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I) Вместо группы 
, Prep [Я™] я1р>п- —-
цель 
Prep [на] В3 




. убирается часть со значе­
нием цели. 
"Разрешаю буксировку для запуска двигателей на РД IP .. " 
- "Разрешаю запуск на РД..." 




сравн. степ., т.е. убирается существительное, ясное из кон­
текста (при ситуации "в районе аэродрома взлета", например, 
таким существительным является "трасса"). 
Вместо Adj •» j ставится Ad j субст., т.е. тоже 
убирается существительное. 
"Разрешаю обход правее трассы" -
"Разрешаю правее". 
П. Это тот случай, когда конструкция реплики охватывает 
более чем одно предложение. 
Предл.' I: V прош., Sing; Предл. 2: N им.п. 
Как правило, эта конструкция имеет одно лексическое на­
полнение: "Понял. Курс..." Однако Предл. I и Предл. 2 могут 
встречаться и по отдельности. 
При таком типе редукции опускается группа цели (обычно: 
Prep LA®3] N р.п.) и глагол (I л., Sing, наст./прош.), пря­
мым дополнением которого является в полной фразе существи­
тельное, остающееся при редукции. 
"Для обхода стаи птиц взял курс..." -
"Понял. Курс..." 
Ш. В этом типе - предложения, содержащие указание на мес­
то, на котором должен оставаться, или к которому должен дви­
гаться адресат. Обычно сначала указывается действие (напр., 
"перелет"), а затем место. Действие может быть опущено. Если 
же положение не 
изменяется, то употребляется временное наре­
чие 
I) N им. п. 
Prep [на] ... ( loe ) 
"Перелет на ... (север)" 
"Пока на ... (эшелон)" 
"На... (контрольный пункт коридора)" 
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1) Вместо группы слов берется одно, выражающее идею этой 
группы (напр.: "птицы смещаются на..." - "перелет"). 
2) Вместо глагола (повелит., PI ) + Alädtemp берется 
Adjtemp, но не т0» которое стояло с глаголом, а другое то­
го же значения ('"временно" - "пока"). 
3) Опускается указание действия, ясного и однозначно 
восстановимого в данной ситуации. 
IV. V I л., Sing, наст. ... ( Н В.п.; 
Эта конструкция состоит из глагола I л., ед. ч., наст, 
времени, у которого может быть факультативно прямое дополне­
ние. 
"Уточняю пролет" 
"Пересекаю ... (эшелон)" 
Обычно Н В.п., зависящее от V 1л., Sing, наст., опу­
скается. Опускается также уточнение (напр., временное -"Сей­
час") 
"Сейчас пересекаю эшелон..." 
"Пересекаю... (эшелон)" 
V. Adj субст. ... (Prep [на] )* 
Конструкция состоит из субстантивированного прилагатель­
ного, после которого, при указании данных местонахождения, 
стоит предлог "на" 
"Встречный на..." 
Опускается существительное, при котором было прилага­
тельное, ставшее субстантивированным в редуцированной конст­
рукции. 
"Ваш встречный борт на... (эшелон)" -
"Встречный на ... (эшелон)" 
Опущено также Ргоп "Ваш". 
VI. ... (XI им.п., N им.п.) 
Такие конструкции встречаются при сообщении данных,когда 
в скобках ставятся имена, к которым данные относятся 
"... (эшелон, высота)" 
В редуцированной конструкции при существительных имеются 
данные, уточняющие выраженные существительными денотаты.Опу­
скается 
уточнение действия, ясное из ситуации, и, если при 
глаголе есть уточнения времени, места, ясные из контекста. 
"Занял эшелон..., выход на трассу через (ко­
ридор)" 
"... (эшелон) на ... (контрольный пункт кори­
дора)" 
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УП. ( J В.п.)**-
Обычно это либо приказ ждать дальнейшей информации 
("«дать"), тогда нет прямого дополнения, либо требование до­
клада ("Курс долохить") 
В редуцированной конструкции остается инфинитив, имеющий 
значение повеления, и при нем может быть дополнение, выра­
женное существительным. Опускается стандартное действие,про­
изводимое с денотатом существительного и уточнение образа 
действия. 
"Выполняйте набор эшелона... по установленной схеме, пе­
ресечение эшелона... доложить" -
"Набор... (эшелон), пересечение... (эшелон) доложить". 
У1. ... К В.п. 
V повелит., PI 
• •• Prep [с] н Т.п. 
Это приказ к действию, при этом указывается либо объект дей­
ствия, либо партнер. 
"Занимайте... (эшелон)" 
"Работайте с Центром". 
Стандартное действие, выраженное глаголом (повелит., PI) 
+ пациенс, выраженный существительным (В.п.) + уточняющее 
пациенс слово заменяются на глагол, выражающий идею группы 
-V пациенс + уточняющее слово (существительное) 
"Выполняйте набор эшелона... с МПУ..-
"Занимайте... (эшелон) с курсом..." 
В результате проделанного анализа оказывается возможным 
установить в самом общем виде особенности рассматриваемого 
редуцированного языка (ради экономичности изложения приходи­
тся отказаться от более полного их перечисления). 
Эти общие особенности заключаются в следующем: 
1) глаголы не употребляются в форме сослагательного на­
клонения; 
2) у глаголов отсутствует форма 2 лица, единственного 
числа и I лица, мн.ч.; 
3) прилагательные не употребляются в превосходной степе­
ни; 
4) не употребляются причастия и деепричастия; 
5) нет словосочетаний с субъектным инфинитивом (типа 
"решил остаться", "умеет жить"); 
6) нет сложноподчиненных предложений; 
7) нет предложений, где подлежащее было бы выражено ин­
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финитивом или словосочетанием (имя + имя); 
8) не употребляется составное именное сказуемое; 
9) нет обособленных второстепенных членов предложения и 
цепочек определений. 
Для языка радиообмена характерна повышенная употребляе­
мость повелительного наклонения. С поверхности реплик убраны 
выражения межфразовых связей, хотя иногда наблюдается нали­
чие в одной реплике нескольких предложений. 
Как было сказано выше, полное и правильное понимание вы­
сказываний (реплик) достигается за счет привлечения "знаний 
о мире" данной проблемной среды. Это делается с помощью вве­
дения в память машины ситуативного каркаса проблемной среды, 
при поступлении которого в качестве основных ориентиров вы­
ступают, опущения, выявляемые при анализе структуры реплик. 
Методика и способы построения такого рода ситуативного кар­
каса проблемной среды - особая проблема. 
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CHEATING A REDUCED LANGUAGE FOH 
AUTOMATIC DIALOG SYSTEMS 
O.Zvegintaeva 
S u m m a r y  
A natural language based problem-oriented man-machine 
dialog system is considered. The use of language in a 
fired problem domain already presupposes substantial reduc­
tion of natural language} at the same time there exists al­
so a second possibility of reduction arising from the work­
ing limitations of the computers and programs used. There­
fore it is considered necessary to work out the principles 
and methodology of substantial reduction of natural lan­
guage. In so doing, the author says that the process of re­
duction should proceed not from natural language as such 
but from the concrete use of language in the given problem 
domain. As an example she considers "Bules and phraseology 
of the exchange of radio messages between air craft crews 
and flight controllers in civil aviation". The basic unit 
of such a type of text is the replay. The author examines 
only the most common and typical of them. She states that 
complete and correct understanding of a replay can be 
achieved by involving "knowledge of the world" in the given 
problem domain. This is materialized by introducing into a 
machine's memory the situational frame of the problem do­
main. 
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К ПОСТРОЕНИЮ ФОРМАЛЬНОЙ МОДЕЛИ СОВРЕМЕННОГО РУССКОГО 
ЯЗЫКА. ОПЕРАТОР СИНТАКСИЧЕСКОГО СОГЛАСОВАНИЯ 
ДЛЯ ОПРЕДЕЛИТЕЛЬНЫХ КОНСТРУКЦИИ 
Л.Л. Иомдин 
В различных системах искусственного интеллекта, ориенти­
рованных на использование естественного языка (взаимодейст­
вие человека и ЭВМ на естественном языке, информационно-по­
исковые и управляющие системы, автоматическое индексирование 
и реферирование, машинный перевод и др.), одной из самых 
принципиальных проблем являетоя создание надежных действую­
щих моделей естественного языка и отдельных фрагментов таких 
моделей. 
В настоящей работе предлагается фрагмент формальной мо­
дели современного русского языка - оператор синтаксического 
согласования СОГЛд^^, посредством которого задается описа­
ние одного из основных типов русского согласования - согла­
сование адъектива^" (прилагательного и причастия) с существи­
тельным, имеющего место в определительных конструкциях типа 
высокая сосна, два старых пня, поваленные ольха и береза.бе­
лый и подосиновый грибы, а также в ряде других конструкций. 
Оператор СОГЛд^^, построенный на теоретических принципах 
модели "Смысл ф=> Текст" [9], представляет собой набор пра­
вил, допускающих непосредственную машинную реализацию, и мо­
жет функционировать в качестве автономного механизма в сис­
темах автоматического синтаксического анализа и синтеза рус­
ских текстов. 
На первый взгляд может показаться, что согласование ука­
занного типа - это достаточно локальное явление, которое за­
трагивает лишь синтаксическии уровень языка и может быть 
описано исключительно в синтаксических терминах. На самом 
деле, однако, это согласование носит весьма нетривиальный 
характер и имеет прямое отношение не только к синтаксису, но 
и к семантике языка; в частности, обнаруживается, что грам­
* В дальнейшем, для простоты, мы будем пользоваться терми­
ном "прилагательное для обозначения как собственно при-
гательных, так и причастий - в тех случаях, когда это не 
ведет к недоразумению. 
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матические характеристики согласуемых слов в некоторых слу­
чаях несут значительную смысловую нагрузку и должны по этой 
причине учитываться особым образом. Именно такой подход при­
нимается в настоящей статье. 
По методике изложения и способам представления языковых 
выражений данная статья тесно примыкает к статьям [?3 и [8] 
и может считаться их продолжением. 
§ I. Предварительные замечания 
В процессе поверхностно-синтаксического анализа и синте­
за русского текста часто оказывается необходимым учитывать 
то или иное соответствие, или согласование, мор­
фологических (а иногда и словарных) характеристик лексем -
членов каких-либо синтаксических конструкций. Разные типы 
такого согласования в содержательных терминах описаны в 
грамматиках и хорошо известны; тем не менее нам представля­
ется полезным, прежде чем приступать к формулировке правил 
оператора, напомнить основные типы согласования в современ­
ном русском языке. 
1. Согласование личного глагола с существительным 
Глагол в непрошедшем времени обычно согласуется по числу 
с неместоименным существительным (мальчик бежит.но не кмаль-
чик бегут): по лицу и числу - с местоименным существительным 
(ты бежишь, но не *ты бегу < бежите) ); глагол в прошедшем 
времени согласуется с существительным по роду (род - словар­
ная характеристика существительного!) и числу (мальчик бежал. 
но не "мальчик бежала < бежали >). 
2. Согласование прилагательного с существительным 
Здесь удобно различать три случая: 
а) полное согласование - прилагательное согласуется с 
существительным по роду, числу, падежу и одушевленности (вы­
сокая сосна, но не "высокий < высокие. высокой > сосна; 
[снял"] белого ферзя, но не "... белый ферзя); 
б) частичное согласование - прилагательное согласуется с 
существительным по роду и числу ( объявить собрание закры-
тым, но не * объявить собрание закрытой < закрытыми >; ночь 
нежна, но не "ночь нежен < нежны > ); 
в) частичное согласование - прилагательное согласуется с 
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существительным по роду и одушевленности (мальчики, ияжпллп 
["из которых я знал]. но не "мальчики, каждую < каждый > из 
которых я знал ; Г послали! лучшего <~ лучших > из студентов, 
но не "... лучшую < лучшие из студентов). 
3. Согласование числительного с существительным 
а) по падежу (пяти < двум > девочкам, но не "пять < две > 
девочкам); 
б) по роду (две девочки, но не "два девочки): 
в) по одушевленности (двух девочек, но не "две девочек): 
г) по роду, числу, падежу и одушевленности (оштрафовали 
одного пассажира, но не "одну < одних, один > пассажира). 
4. Согласование двух существительных 
а) по падежу (Скупим] участок и дом iучасток и дома> ); 
б) по падежу и числу (студента-медика). 
Как правило, один и тот же тип согласования характеризу­
ет несколько разных синтаксических конструкций. Например, 
- согласование глагола у с существительным X обнаружи­
вается в предикативных конструкциях (подлежащее + сказуемое), 
ср. предикативное 
MaSä ГХ = (жен). ед"1 была жен. ед.] здесь^. а так­
же в некоторых комплетивных конструкциях (связка + имен-
I комплетивное 
ная часть сказуемого), ср. Это бкла Г У 1 Маша [ X]; 
- полное согласование прилагательного у с существитель­
ным X (тип 2а) - в адъективных конструкциях, описываемых 
с помощью нескольких типов синтаксических отношений в т.ч. 
определительного (хорошая [у] книга Г XI). описательно-опре­
делительного (тяжело раненного [ у } солдата [ X ] отправили в 
тыл), аппроксимативно-порядкового (страницы X с десятой 
[у] )>а также в некоторых других, более сложных конструкциях 
атрибутивное 
(о предмете рП ПОДЧ"СОЮЗН »• таковом Г говорить 
» о —»• задаче [X] как—»• о—» решенной f vi МУЖЧИНЫ [ХД 
высокого роста *• и —» низкорослые { у]); 
р 
Здесь и далее стрелки обозначают направление синтаксиче­
ской зависимости, а над стрелками указываются название 
соответствующих поверхностно-синтаксических отношений 
(см. о них [7J - [9]). 
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- частичное согласование прилагательного У с существи­
тельным X (тип 26) - в некоторых комплетивных (он f X =(муж), 
I компл 
ад] с*ал старым [У = муж, ед]), субъектно-копреди-
кативншс (он [X] вернулся °Уб~кЬпР> старым [у]) и объект-
но-копредикативных конструкциях (его [X] ппштпи —°6-Konpj 
старым Гу))^; 
- согласование числительного У с существительным X (тип 
3) - в количественных (десяти <колич студентам) и аппрокси­
мативно-количественных конструкциях (студентам аппрокс-колич 
десяти). 
Как известно, согласование лексем - членов некоторой 
конструкции зависит от целого ряда контекстных условий, а 
также от словарных особенностей самих этих лексем и формули­
руется достаточно сложным образом. Иной раз соответствие 
морфологических и синтаксических характеристик бывает на­
столько запутанным, что от согласования в узком смысле слова 
- совпадения значений одноименных морфологических категорий 
- не остается и следа: ср. он (3 л. ед) придет (3 л. ед), но 
предик опред 
ott (3 л. ед) и ты~пВидете (2 л. мн); высокая (жен.ед. им) 
опред 
сосна ((жен), ед. им), но две высокие (мн. им) сосны (ед. 
рад)*-
Подчеркнем, что в похожих конструкциях с существительны-
ми (он стал вернулся стариком). на наш взгляд, нет 
синтаксического согласования - ни по роду, ни по числу. 
Грамматическая неправильность фраз типа Он стал стару­
хой или Он стал стариками, в отличие от Он стал "ста­
рой <старыми> , обусловлены нарушением семантического, 
а не синтаксического согласования; с некоторой натяжкой 
можно было бы считать, что эти фразы выражают абсурдные 
смыслы типа некий мужчина стал старой женщиной или не­
кий мужчина стал старыми мужчинами , хотя такие "смыслы" 
следовало бы выразить более эксплицитным образом (о се­
мантическом согласовании и о степени эксплипитности вы­
ражения неожиданных смыслов см. ^П) - ср.абсолютно нор­
мальные и осмысленные предложения типа Он стал старой 
бабой или Этот океанский лайнер стал жалкими ооломками 
металла. Согласование двух существительных по роду/полу, 
вероятно, вообще не встречается в русском языке. 
4 Отмечая такую терминологическую некорректность,мы все же 
Предпочитаем использовать привычный и достаточно удоб­
ный термин "согласование" для описания всех случаев со­
ответствия морфологических и синтаксических характерис­
тик членов конструкций определенных типов. возникающие 
здесь теоретические проблемы (в первую очередь,серьезную 
проблему ^согласование или управление" - см. о ней [ 2J, 
[&]), мы сознательно оставляем в стороне. 
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Учет таких условий непосредственно в синтаксических пра­
вилах - синтагмах привел бы к неоправданному увеличению их 
числа и одновременно к потере наглядности. Представляется 
поэтому целесообразным иметь в системе поверхностного син­
таксиса особые механизмы, которые позволяли бы учитывать не-
обходицую информацию о соответствии характеристик 
членов тех 
или иных синтаксических конструкций независимо от синтагм -
операторы согласования (см. [7], [9]). 
В системе русского поверхностного синтаксиса использует­
ся несколько таких операторов. В частности, соответствие ха­
рактеристик глагола и существительного обеспечивается опера­
тором СОГЛ y(S j, характеристик прилагательного и существи­
тельного (согласование типа 2а) - оператором СОГЯд(s т.д. 
При анализе предложения эт» операторы проверяют, выполняется 
ли в глубинно-морфологическом представлении ЭГМП) этого пред­
ложения требуемое соответствие характеристик лексем - канди­
датов в члены какой-либо конструкции; при синтезе же посред­
ством операторов 
согласования лексемам - членам данной кон­
струкции - приписываются недостающие морфологические харак­
теристики. 
Отметим две следующие важные особенности операторов со­
гласования. 
Во-первых, все операторы согласования формулируются от­
дельно от синтаксической конструкции, содержащей лексемы, 
морфологические характеристики или синтактики которых обра­
батываются данным оператором: один и тот же оператор можно 
применять для описания разных конструкций, если между харак­
теристиками их членов имеется однотипное соответствие. Опе­
раторы согласования, тем самым, определяются просто для пар 
словоформ лексем разных синтаксических классов (обычно час­
тей речи). 
Во-вторых, операторы согласования являются направленны­
ми: предполагается, например, что прилагательное согласуется 
с существительным в определенной конструкции, а не существи­
тельное с прилагательным; что глагол согласуется с существи­
тельным в предикативной конструкции, а не наоборот. На прак­
тике это означает, что при анализе некоторые компоненты мор­
фологической характеристики согласуемого слова у , фигури­
рующие в ГМП, опускаются в поверхностно-синтаксическом пред­
ставлении (ПСП): считается, что они заданы характеристиками 
слова X, с которым у согласуется; при синтезе же, наоборот, 
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отсутствующие в ПШ компоненты морфологической характеристи­
ки f -а восстанавливаются по Х-у в ГМП. 
Отметим, что направление согласования, вообще говоря, не 
имеет отношения к направлению синтаксической зависимости 
Сер., например, конструкции "глагол + существительное",где 
глагол, будучи синтаксической вершиной, является согласуемым 
словом); более того, между 
членами согласовательной пары 
прямой синтаксической связи может вообще не быть (см. выше 
примеры на согласование типов 26 и 2в). 
§ 2. Оператор согласования С0ГЛд(
д 
^ 
Ниже предлагается описание оператора СОГЛд s^ ^  ( у, X), 
задающего соответствие морфологических и синтаксических ха­
рактеристик прилагательного У и существительного X в рус­
ских адъективных конструкциях (согласование типа 2а). 
Сначала - несколько неформальных замечаний. 
Мы ухе говорили, что при определенных условиях характе­
ристики согласуемых слов могут соотноситься более сложным 
образом, чем в "чистом" случае, когда согласование у -а с 
Х-ом сводится к совпадению значений одноименных грамматиче­
ских категорий. 
Отклонения от стандартного случая вызываются в первую 
очередь следующими причинами. 
1. Несовпадение объема значений одноименных грамматиче­
ских категорий существительного и прилагательного. Сюда от­
носится явление падежного "рассогласования" Х-а и Y-а в тех 
случаях, когда X - в партитивном или местном падеже; ср. вы­
пил крепкого Г у - род] чад [X = парт]; в сосновом [у = предл] 
бору [X = местн]. 
2. Синтаксические особенности существительного X позво­
ляют ему иметь определение у в другом роде или числе; ср. 
наша [,У1 = жен] знакомая С.У2= жен J врач [(X = (муж)], эти 
[мн] миллион [ед] рублей. 
3. Существительное X имеет при себе в качестве зависи­
мого "малое" числительное полтора, два, оба, три, четыре в 
именительном или винительном падеже; ср. два Г им] добрых £у = 
мн. род] друга [ед, род], [видел лишь] четыре [вин] голые 
[мн. вин] стены [ед. род]. 
4. Существительное X или прилагательное входят в сос­
тав сочинительных или близких к ним особых комитативных кон­
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струкций: имеются в виду конструкции с так называемш "сочи­
нительным сокращением" (см., например, [Ю], стр. 161 и сл.), 
то есть выражения типа а) замечательные = мн писатель X =-
ед и врач = ед , б) молчаливые Г Y - мн] отец [X * ед} с сы­
ном [Y = ед]; в) красный {Y = ед] и зеленый [у = ед] шары [X = 
мн]. 
Нет сомнения, что две последние группы условий особого 
согласования Х-а и Y -а представляют наибольший теоретиче­
ский интерес. Природа и характер втих условий, как мы сейчас 
увидим, различны, и различны самым решительным образом. 
Особое соответствие характеристик"прилагательного У и 
существительного X в "малых" количественных группах - это 
своего рода синтаксическая аномалия. Отсутствие согласования 
Х-а и Y -а по числу (или по числу и падежу)объясняется здесь, 
как известно, историческими причинами: можно, по-ввдимоцу, 
считать, что в количественных группах типа два стола, четыре 
стены и т.п. стола и стены - 
реликт формы именительно-вини-
тельного падежа двойственного числа существительного, омони­
мичной форме родительного падежа единственного 
числа**, а у 
прилагательного форма двойственного числа не сохранилась [II, 
с. 207-215]. Это явление представляется - по крайней мере 
для современного состояния языка - достаточно случайным. До­
бавим, что такое согласование прилагательного с существи­
тельным - явление весьма локальное: значения характеристик 
здесь не совпадают только тогда, когда числительное стоит в 
именительном или (при неодушевленном Х-е) винительном паде­
жах (ср. два круглых стола - двумя КРУГЛЫМИ столами). Этот 
факт целиком относится к (поверхностному) синтаксису и не не 
несет никакой семантической нагрузки. 
Что касается особого согласования прилагательного с су­
ществительным в сочинительных или комитативных группах, то 
этот факт представляется гораздо более глубоким и принципи­
альным. 
Чтобы прояснить существо дела, рассмотрим конструкции с 
сочинительным сокращением и их возможные представления на 
поверхностном уровне несколько подробнее. (Для простоты мы 
ограничимся здесь сочинительными конструкциями с союзом и: 
к 
Ср., однако, случаи, когда данная омонимия не имеет мес­
та: не прошел ни шага Г - ед, род}, но два шага L ^  ед, 
род], с этого часа, но четыре часа.У существительных шаг. 
час ii некоторых других усматривается особая счетная фор­
ма [3, с. 302]. 
в 
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другие сочинительные конструкции и комитативные группы ведут 
себя похожим, хотя и не вполне товдественным образом). 
Прежде всего отметим следующую важцую особенность рус-
ких конструкций с сочинительным сокращением: число прилага­
тельного и глагола - обычно чисто синтаксический компонент 
морфологической характеристики - может быть здесь семантиче­
ски нагруженным; ср. 
(1) Здесь работают замечательные писатель и врач (= е... 
замечательный писатель и замечательный врач'); 
(2) Здесь работают замечательный писатель и врач С ^  .. 
замечательный писатель и какой-то врач'); 
(3) Здесь работает замечательный писатель и врач (два 
значения: а) '... один человек - замечательный писатель и он 
же замечательный врач'; б) '... один человек - замечательный 
писатель и он же какой-то врач'); 
(4) Здесь работают замечательные писатели и врачи (четы­
ре значения: а) '... замечательные писатели и замечательные 
врачи'; б) '... замечательные писатели и какие-то врачи'; 
в) '... замечательные писатели и они же замечательные вра­
чи'; г) '... замечательные писатели и они же какие-то вра­
чи'); 
(5) Имеются красные и зеленые шары С... красные шары и 
зеленые шары'); 
(6) Имеются красный и зеленый шары ('...один красный шар 
и один зеленый шар'). 
Посмотрим теперь, каким должно быть поверхностно-синтак-
сическое представление для фраз типа (1)-(6). Все эти фразы 
различаются как по смыслу, так и формально;ясно поэтому, что 
и ПСП этих фраз должны быть различны. Между тем, по согла­
шению [9, с. 210], число прилагательных и глаголов, будучи 
синтаксически обусловленной характеристикой, в поверхностно-
синтаксической структуре (ПСС), вообще говоря, отражаться не 
должно; если принять это соглашение, то окажется, что фразы 
Cl), (2) и (3), а также фразы (5) и (б) получат одинаковые 
ПСС. Отсюда сразу же следует, что необходимо либо изменить 
вид ПСС для подобных выражений, либо иметь какие-то дополни­
тельные средства их различия с помощью других компонентов 
ПСП. В этой связи предлагалось по крайне« мере четыре реше­
ния: 
I) отказаться от требования древесности IICC и допускать 
синтаксическое подчинение одного узла целой группе узлов [4]; 
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2) ввести для конструкций с сочинительным сокращением 
особые ПСО [9, с. 214]; 
3) пользоваться в ПСП, дополнительно к дереву зависимо­
стей, скобочной структурой [9, с. 215]; ср. 
опред 









4) пользоваться в ПСП сведениями о кореферентности 
(= тождестве денотатов) именных лексем - узлов ПСС £9, с. 
219]®; например, фрагмент ПСП для фразы (3) имел бы тогда 
следующий вид: 
ЗАМЕЧАТЕЛЬНЫЙ ?"РеД ПИСАТЕЛЬ^.. сочин»И 2ОЧИ.Р-СОЮ3^  БРАЧ0Д 
Ни одно из зтих решений, однако, не мохет спасти положения. 
В первых трех случаях (по-видимому, полностью эквивалентных) 
можно различить фразы (I) и (2), но нельзя отличить эти фра­
зы от (3); в четвертом случае фраза (3) отличается от (I) и 
(2), но сами эти фразы остаются неразличимыми. Что касается 
фраз типа (5) и (6), которым разумно приписать одинаковую 
скобочную и анафорическую структуры, то они будут представ­
лены тождественным образом во всех четырех случаях. 
В качестве пятого решения можно было бы предложить сле­
дующее: попытаться использовать одновременно два из указан­
ных средств, т.е., например, помечать в ПСП и скобочную 
структуру, и анафорические связи; в этом случае фразы типа 
(I), (2) и (3) будут различены. Однако это решение, по-види-
6 
Ср. [12], где сведения о кореферентности существенным 
образом используются в качестве особого компонента се­
мантического представления фраз. 
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мому, еще менее удачно, чем предыдущие: в одних случаях оно 
оказывается чересчур сильным, порождая для фраз типа (3) два 
разных представления, ср. 
определительное 








а для фраз типа (4), как легко проверить, целых четыре пред­
ставления; в других же случаях это решение является слишком 
слабым: разные фразы (5) и (б), как и при предццущих решени­
ях» будут представлены одинаково. 
Имеется ли вообще сколько-нибудь естественный способ от­
разить в поверхностно-синтаксическом представлении те разли­
чия, которые передаются числом прилагательного и глагола в 
подобных конструкциях? По нашему мнению, такого способа нет 
и не может быть: механизмы, отвечающие здесь за выбор числа, 
не относятся к сфере поверхностного синтаксиса и должны фор­
мулироваться в терминах более глубокого - вероятнее всего, 
семантического - уровня. Действительно, правила, по которым 
язык выбирает число прилагательного или глагола в сочини­
тельных конструкциях, совсем иные, нежели, скажем, правила 
выбора падежа прилагательного, и при этом гораздо более 
сложные; ср. колебания по числу во фразах, где падеж прила­
гательного бесспорен: Такая < «m«ei ? принципиальность и 
смелость проявилась < ПРОЯВИЛись?% в том, что ,..; Мысль о 
незавиоимости ФОРМЫ ОТ субстанции и особенно вытекающее из 
нее положение о том, что язык может быть не звуковым. каза­
лась < казались?> Фантастической < Фантастическими?> ; Со­
ветского < советских? ^ рабочего и колхозника такие проблемы 
не волнуют/а т.д. (Многочисленные примеры такого рода коле­
баний см. в монографии [ 131). 
Учитывая сказанное выше, мы предлагаем следующее, весьма 
простое, решение: для всех сочинительных и подобных им кон­
струкции удерживать в ПСС помету о числе прилагательного и 
глагола (и вообще: в тех случаях, когда это оправдано, ис­
пользовать пометы о семантически наполненных морфологических 
характеристиках, даже если соответствующие характеристики 
обычно являются чисто синтаксическими: эти пометы должны 
учитываться - и самым существенным образом - на более глубо-
(для 36) 
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них уровнях). Данное решение обладает по крайней мере следу­
ющими достоинствами: оно позволяет - в отличие от решений I-
-5 - получать разные ПСП для фраз с сочинительными конструк­
циями типа (1)-(6) и не порождает - в отличие от решений 4-5 
- ложной поверхностно-синтаксической омонимии. Кроме того, 
наличие пометы о числе соответствует, на наш взгляд, содер­
жательной стороне дела, позволяя отделить поверхностный ме­
ханизм согласования прилагательного с существительным в со­
чинительных конструкциях по падежу и роду от сложного глу­
бинного механизма (или ряда механизмов?) соответствия их 
числа. 
Из принятого нами решения сразу же вытекает практическое 
следствие: поскольку число прилагательного в сочинительных и 
похожих конструкциях фигурирует как в ГМП, так и в ПШ и 
обеспечивать особое согласование по числу в этих конструкци­
ях - вообще не дело поверхностного синтаксиса, то это согла­
сование - в отличие от особого согласования в количественных 
группах - не имеет отношения к приводимому ниже оператору 
С0ГЛ
Д
(з) и не должно в нем отмечаться. 
Переходим теперь к формулировке правил оператора. 
Оператор С0ГЛ,,„. (Y, X) состоит из десятка правил, 
А1ь; 
имеющих вид 
X : Y j С 
Ниже приводится семь основных правил этого оператора. Ё 
левой части каждого правила (до двоеточия) записываются мор­
фологические характеристики и синтаксические особенности су­
ществительного X, отражающиеся на согласовании.В правой час­
ти правила (после двоеточия) приводятся необходимые морфоло­
гические характеристики прилагательного Y . Справа от верти­
кальной черты формулируются условия к правилу: требования к 
синтаксическому и линейному контексту для согласуемых слово­
форм. 
В правилах 1-7 используются следующие обозначения морфо­
логических категорий, их значений и синтаксических признаков 
лексем и словоформ. 
anim : одушевленность 
g : род 
n : число 
с : падеж 
муж : мужской род 
жен : женским род 
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существительные типа миллион (см. пшвила I и 5) 
притяж 
; 
притяжательные прилагательные мой. твой, ваш.. 
проф 
: 
существительные типа врач (см. правила I и 5) 
цифр-1 : цифровые обозначения числительных на I, но не 
II (т.е. I, 21, 31, ..., 101, 121, ...); 
на 
цифр-мал: цифровые обозначения числительных, оканчивающие­
ся на 2, 3, 4, но не на 12, 13, 14 (т.е. 2, 3, 
4, 22, 23, 24, ... 102, 103, 104, ...). 
В записи правил s обозначает существительное, А - адь-
ектнв, т.е. прилагательное или причастие.Синтаксические(сло­
варные) свойства слов записнваются в скобках,морфологические 
характеристики вне скобок. 
Все правила снабжены неформальными комментариями и при­
мерами. 
Оператор согласования СОГЛ A(S)» КАК И ДРУГИЕ операторы, 
действующие в нашей системе поверхностного синтаксиса, пост­
роен дизъшктивво: наличие согласования между двумя слово­
формами (в данном синтаксическом или линейном контексте(кон­
статируется в том случае, если выполняются все условия хотя 
бы одного из правил оператора; в противном случае делается 
вывод об отсутствии согласования. 
I. Согласование прилагательного с существительным в 
единственном чиоле без осложняющих количественных и сочини­
тельных зависимых 
1) не х ъ 
2) не х атРиб> z
с
, 
3) если X колич> 
г 
то z = ОДИН или 
I = (цифр—I)• 
4) если с 4 парт/местн, 
то е'= с 
5) если с = парт, 
ТО ci = род 
6) если с = местн, 
то с' = предл 
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X » (S,g,anim).ед , ci I = (A),g, 
anim,€A ,с 
7) X 4 (проф) 
8) X 4 (колич) 
Комментарии. I. Пометы g и anim в обеих частях правила 
обеспечивают совпадение значений соответствующих грамматиче­
ских категорий 
рода и одушевленности у Х-а и Y-a (классифи­
цирующих у существительного, словоизменительных у прилага­
тельного) . 
2. Условия I и 2 запрещают наличие у существительного 
сочинительных или комитативных (вводимых предлогом С в 
особом, третьем, значении) зависимых: как мы видели, наличие 
подобных зависимых влияет на статус категории числа прилага­
тельного и переводит его в ранг семантически содержательной 
характеристики. 
3. Условие 3 накладывает ограничение на количественные 
зависимые существительного, допуская только такие из них, 
которые не влияют на согласование (а именно, числительное 
один, а также составное числительное, оканчивающееся на один. 
возможно записанное цифрами - такие 
числительные задаются 
посредством синтаксического признака "цифр-!"). 
4. Условия 4-6 задают соответствие падежей Х-а и Y -а: 
если падеж существительного - не партитивный и не местный, 
то падеж Y-a (с*) совпадает с падежом Х-а (с); если падех 
Х-а - партитивный, то Y СТОИТ В родительном падеже, а при 
Х-е в местном падеже требуется предложный падеж Y -а. 
5. Условие 7 требует, чтобы существительное X не было 
словом типа врач, допускающего колебания в числе согласуемо­
го с ним 
определения, а условие 8 - чтобы существительное не 
было словом типа миллион, допускающего колебания в числе со­
гласуемого с ним определения (см. об этом выше). Эти случаи 
описываются особыми правилами оператора, которые, однако, 
здесь не приводятся вследствие явной периферийности. 
Примеры. (I) большой [у] квадрат [.Xl: (2) графика I Х£1 . 
соответствующего ГУ^ данной [Y2] ФУНКЦИИ [ Хо~1; (3) ПЯТУЮ 
зеленую fY2"J ракету [Хр Xg]; (4) день [Х] на седьмой 
[у] ; (5) заметил высокого [у = вин. одуш] негра ГХ = (одуш), 
вин]; (6) Он известный [у] зануда Гх = (муж)]; (7) Он <она> 
известная Су] зануда I.X = (жен)] (см. примечание); (8) одно 
< двадцать одно> каменное [Y] здание t Xl: (9) купил гол­
7 
О классифицирующих и словоизменительных грамматических 
категориях см. [5]. 
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ландского £ Т = род] СЫРУ [X = парт]; (10) в глубоком £ Y = 
= предл] тылу [X = местн]. 
Примечание. Для слов так называемого "общего рода" типа 
зануда, умница, староста и т.п., допускающих колебания в со­
гласовании по 
роду, предлагается следующее словарное описа­
ние: 
зануда I (женского рода) » 'нудный человек'; 
зануда 2 (мужского рода) 'нудный мужчина'. 
Тогда в выражениях типа Он известная зануда и Она изве­
стная зануда реализуется первое значение существительного, а 
в выражениях типа Он известный зануда - 
второе значение. NS : 
в сочетаниях типа *0на известный зануда, на наш взгляд, на­
рушено не синтаксическое, а семантическое согласование; в 
самом деле, такое сочетание должно было бы означать примерно 
следующее: 'Она, как известно, весьма нудный мужчина', - од­
нако этот в высшей степени нестандартный смысл должен выра­
жаться более эксплицитным образом, например, прямо так: Она. 
как известно, нудный мужчина. (О семантическом согласовании 
см. внйе). 
Не все слова общего рода устроены одинаковым образом;так, 
для слов староста и сирота требуются другие описания: 
староста I (мужского рода) « 'руководитель'; 
староста 2 (женского рода) » 'руководитель-женщина* 
(ср. Он - наш новый староста. Она - наш новый <: наша новая> 
староста, но не 
к0н - наша новая староста); 
сирота I (мужского рода) » 'мужчина, не имеющий отца 
или матери' 
сирота 2 (женского рода) 'женщина, не имеющая отца 
или матери' 
(ср. Он - круглый сирота. Она круглая сирота, но не *0н -
круглая сирота или Она круглый сирота). 
Согласование прилагательного с существительным в 
единственном числе при осложняющем количественном 
зависимом (2-4)8 
Правила 2-4 описывают согласование прилагательного с су­
ществительным не для любых малых количественных групп, а 
лишь для таких, в которых существительное имеет форму 
единственного числа (и родительного падежа: последний не 
отмечается в правилах оператора по той 
причине,что дру­
гого падежа здесь не может быть). Согласование прилага­
тельного с существительным в других малых количественных 
группах, в том числе во всех косвенных (двумя большими 
глотками, двух больших глотков) и в тех прямых, где су-
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2. Обычное прилагательное + существительное мужского 
или среднего рода 
X » (s.ge жен),ед : у (А), 
мн.род 
1 )  X  z  
2) z = (мал) или 
Z = (цифр-мал) 
3) z f (притяж)/ЭТОТ 
Комментарии. I. Условия I и 2 требуют наличия при Х-е 
малого числительного, определяющего для Х-а и у-а особое со­
гласование. 
2. Условие 3 отвергает некоторые местоименные прилага­
тельные, допускающие два варианта согласования с существи­
тельным в малых количественных группах. Эти варианты согла­
сования описываются правилом 3. 
Примеры. (I) два [ z] больших fy^ кирпичных здания 
[Xj, Xgl; (2) оба [z] придаточных [у] предложения X ; (3) 
полтора [z] свежих [у] бифштекса X ; (4) т£и[г] юных [у] 
пажа [X]; (5) "Сто четыре [Z] новых [у] тома ÜG там стояли 
под стеклом" (С.Я. Маршак); (6) 33 [Z = (цифр-мал) центнера 
[X] РЖИ, ПОСТУПИВШИХ [у] вчера... : в конструкциях типа 
33 центнера, поступившие вчера, указанные 42 правила и т.п. 
мы считаем прилагательное зависящим от числительного;по этой 
причине такие конструкции на описываются данным оператором . 
3. Особое местоименное прилагательное + существительное 
мужского или среднего рода 
2) ^  колич. 
x=(s, не жен),ед Y=(A) мн.род 
или (А) мн,с 
Ч Z 
2) Z = (мал) или 
Z = (цифр-мал) 
3) у = (притяж) или 
Y = ЭТОТ 
4) с ( Г ) = с ( Z ) 
Комментарии. I. Об условиях 1-3 см. комментарии к прави­
лу 2. 
2. Условие 4 устанавливает соответствие падежей числи­
тельного и прилагательного во втором варианте согласования 
ществительное - адъективного склонения (три московские 
булочные, оба относительных прилагательных; описываются 
правилом 6 - общим правилом согласования прилагательного 
с существительным множественного числа. 
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(вижу оба [= вин] твои [« вин] ключа: оба [= им] твои = им 
ключа лежат здесь ...). 
Примеры. (I) 3[2Q ваши <• ваших> [у] предложения [X]; 
(2) оба (Z] наши / наших> [у] алгоритма [X]; (3) 24 эти 
< этих>[у] явления fx]. 
4. Прилагательное + существительное женского рода 
Об условиях см. комментарии к правилам 2 и 3 
Примеры. (I) получили две [ % = вин] большие [у = вин] 
большихf у = род] комнаты [X]; (2) тци [z] красные 
i красных > [у] груши [X]; (3) две [z] непрерывные < непре-
рывных^ [у] функции [X] и график: (4) обе [z] ваши <. ваших> 
[у] записки fx]. . 
Примечание. В правилах 3 и 4 мы позволили себе для про­
стоты отвлечься от тонких и трудноуловимых семантических 
различий между вариантами согласования с родительным и име­
нительным/винительным падежами (ср. Он съел три большие гру-
щи - скорее, никаких других груш не 
было - и Он съел три 
больших груши - вероятно, были и другие груши). Если учиты­
вать такие различия, то падеж прилагательного в подобных со­
четаниях окажется значащим; в этом случае с ним следовало бы 
поступать так же, как с числом прилагательного в сочинитель­
ных конструкциях, т.е. обрабатывать на более глубоком, чем 
поверхностно-синтаксический, уровне представления. 
5. Согласование прилагательного с существительным в 
I) z] 
х-(5,*ен),ед : у=(А) мн,с 2) z = (мал) или 
Z = (цифр-мал) 
3)C(Y) = C(Z) 
или (А) мн.род 
единственном числе, имеющим сочинительные или 
комитативные зависимые 
Х-(3,g,anim),ел ,о i Y=(A),g9, 
anim.eAjC 






2) если X -колич— w, то 
Z
w * (мал) и 
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w 4 (цифр-мал) 
3) если с 4 парт/местн, 
то с' = с 
4) если с = парт, то 
с' = род 
5) если с = местн, то 
с' - предл 
6) X ± (проф) 
7) X 4 (колич) 
Комментарии. I. О пометах g и enim,условиях 3-7 см. 
комментарии к правилу I. 
2. Условие I требует наличия при Х-е сочинительных или 
комитативных зависимых. Как было показано вше, число прила­
гательного в таких конструкциях приобретает семантическую 
нагрузку и обрабатывается отдельно от оператора С0ГЛд( <• у 
3. Условие 2 отвергает малые количественные зависимые 
при Х-е: конструкции типа две непрерывных функции и график. 
24 ПРОСТОРНЫХ класса и кабинета и пр. описываются правилами 
2-4. 
Примеры. (I) видели пожилого [у] МУЖЧИНУ [Х] и [ Z] жен­
щину - видели пожилых [у] мужчину fXJ и tzl женщину: (2) пря­
мая X и [ z] ОКРУЖНОСТЬ < окружности > , изображенные [У] 
на экране: (3) первый [у] оператор fXJ, или lz~\ преобразова­
тель : (4) расположенными в третьем столбце приближен­
ной t*2l Формулой C^i' » символом Г 21 Кроникера и не­
определенным интегралом: Tö) прибывшая < прибывшие > ("у ] 
вчера женщина [X] с [ z} ребенком: (6) хороший [ yj работник 
[Xj и \2 J семьянин: (7) А.П. Чехов, замечательный f у^Т рус­
ский писатель Г Xj. Х^Д и врач ...; (8) отличаются вы­
соким [Yll профессиональным [y23 уровнем QXj, Xg3 и LZ] 
подготовкой; (9) для ПРОСТОГО Г vi рабочего X или [z] кре­
стьянина. 
6. Согласование прилагательного с существительным 
во множественном числе (6-7) 
6. Прилагательное не имеет сочинительных зависимых 
X з (S ,anim) ,с ; Y « (A),anim,c jl) не Y—сочи^ ^ 
® Указание о роде у в правой части правила 5 (а также 
правила 7, см. ниже) оказывается релевантным (= приписы­
вается при синтезе и элиминируется при анализе) тогда, 
когда у - в единственном числе. 
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Комментарий. Условие I отвергает конструкции типа крас­
ный и зеленый шары, красный и зеленые шары, красные и зеле­
ные шары и т.п. Эти конструкции описываются правилом 7. 
Примеры. (I) большие [vi квадраты [X]; (2) каменными [у] 
зданиями [X]; (3) трем вашим [у] дочерям [х]; (4) два<двое> 
русских ГУ1РЯДОВЫХ fx]: пять окон fxl. открытых fvf настежь: 
(6) встретил молодых [• = вин. одуш] негров [X = (одуш),вин]; 
(7) замечательные [у] писатели [X] и врачи < врач> . 
7. Прилагательное имеет сочинительное зависимое 
х • (S ,g,anim), мн, с : у * (A) ,g,anim,c j I) у С°ЧИ"> z 
Комментарий. Условие I требует наличия у у -а сочини­
тельных зависимых: мы видим, что в таком случае число прила­
гательного становится значащим и не может обеспечиваться 
оператором СОГЛд(д) Ср. также правило 5 и комментарий к не-
цу. 
Примеры. (I) первый [у} и [z] второй случаи ГX1 рассмат­
ривались ...; (2) красными [у} и £ z] зелеными шарами [.XJ; 
(3) ни того СУ] , ни [ z] ДРУГОГО вариантов [XJ; (4) стальной 
[у]}ши [Z] никелевые резцы [XJ ... 
Примечание. Конструкции типа два больших и маленький 
шары, маленькие и 2 больших шара. 2 больших и 5 маленьких 
шаров и т.п. признаются эллиптичными и не описываются опера­
тором СОГЛд(§ у 
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OH WORKING OUT A FORMAL MODEL OF MODERN EÜSSIAN: 
AN OPERATOR OF SIHTACTIO AGREEMENT 
FOE ATTRIBUTIVE CONSTRUCTIONS 
L. lomdin 
S u m m a r y  
Every artificial intelligence system of any degree of 
sophistication should incorporate a reliable working model 
of natural language vith a full-fledged syntactic compo­
nent. 
The operator of syntactic agreement for Russian attri­
butive constructions! suggested in the present paper, is 
part of such a component. It gives a formalized description 
of the principal type of Russian agreement, namely, the 
agreement between an adjective and a noun in nominal 
phrases like vysokaya sosna (a high fir-tree). 
Based on the principles of the "Meaning-Text" lin­
guistic theory, the agreement operator may be considered as 
a separate fragment of a formal model of Russian. It con­
sists of a number of rules all ready for computer imple­
mentation and may be used as an independent mechanism in 
the automatic syntactic analysis and synthesis of Russian 
texts. 
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АЛГОРИТМЫ ПЕРЕВОДА С ^-ЯЗЫКА НА РУССКИЙ 
М. Койт 
Введение 
Проблема использования естественного языка в системах 
искусственного интеллекта имеет три основных стороны tl3}: 
1) перевод исходного текста в некоторое представление 
его смысла; 
2) обработка смыслов, сохраняемых в памяти системы, на 
основании воспринятого сообщения; 
3) обратный переход от представления смысла к тексту на 
естественном языке. 
В настоящее время работы по созданию диалоговых систем 
на языке, близком к естественному, получают все большее раз­
витие ГI, 2, 8, 12-14J. В разрабатываемых отечественных воп­
росно-ответных системах для представления смыслов использу­
ется предпочтительно исчисление предикатов или реляционный 
язык [5, 10]. 
Выдающаяся вопросно-ответная система ДИЛОС, разрабаты­
ваемая в Вычислительном центре АН СССР, представляет собой 
совокупность ЛИСП-программ для ЭВМ БЭСМ-6 [I]. Информация от 
пользователя поступает на вход системы в виде печатного тек­
ста на 
обычном русском (или каком-нибудь другом) языке. Эта 
информация поступает в лингвистический процессор, где она 
переводится [ II] на внутренний язык системы - ^-язык, ко­
торый является реляционным языком. В зависимости от типа со­
общения на ^-языке, анализатор посылает его в те или иные 
исполнительные процессоры (информационный, логический, вы­
числительный). Система ДИЛОС может быть применена для реше­
ния информационных, вэтислительных и логических задач и для 
осуществления диалога мевду человеком и ЭВМ на языке, макси­
мально приближенном к естественному [91 Ответ пользователю 
выдается в виде i£ -выражения. Если это выражение имеет про­
стую структуру, то пользователь его, наверное, понимает. В 
противном случае, однако, возникает проблема перевода с 
языка на естественный, которой до сих пор уделено меньше 
внимания, чем остальным аспектам использования естественного 
языка. 
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В связи с этим перед нами поставлена задача перевода с if-
языка на обычный русский язык. В настоящей статье описывают­
ся два близких друг к другу алгоритма такого перевода.По об­
щему принципу излагаемые здесь алгоритмы развивай? идеи, ле­
жащие в основе семантического алгоритма, описанного нами в 
статье [б]. 
I. Описание первого алгоритма 
I.I. Разложение if-выражения на простые части 
Мы исходим из определения ^-выражения, данного в ста­
тье [7]. Алгоритм строится в предположении,что заданные от­
ношения - п*-арные. 
Обработка исходного -выражения начинается с его раз­
ложения на совокупность простых скобочных выражений.Для это­
го -выражение анализируется справа налево. Первое справа 
вхождение простого реляционного выражения вида запоминается 
(<4 ^  \• • • % )  ( I )  
как первый член образуемого разложения и заменяется в анали­
зируемом ^-выражении его главным аргументом <% , перед ко­
торым ставится метка х. Дальше продолжается анализ выраже­
ния аналогичным образом: постепенно выделяются подвыражения 
вида (I) (возможно, содержащие уже вхождения метки х) и со­
ответственно сокращается выражение. Если очередное (справа) 
простое скобочное выражение является кванторной частью 
( X j 4 )  (2) 
-выражения, то ее в качестве очередного члена включают в 
образуемое разложение, а в анализируемом выражении она заме­
няется меткой х. Описанный процесс кончается, если исходное 
iß-выражение сокращено до цепочки, состоящей только из поня­
тий Л- и меток х. Тем самым образована совокупность 
М
р 
Mg, ..., Мр (3) 
простых скобочных выражений. Процесс образования разложения 
(3) можно представить как последовательное отсекание дерева, 
соответствующего исходному ^-выражению, происходящее сни­
зу вверх и справа налево. Отсеченные поддеревья и образуют 
совокупность (3). 
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Пример I. Для ^-выражения 
(«V Ч  ъ 3  си,„) % (а^ % ь н  ))) 




= сх а3tj ха*), М, - (л, ^  X а 3). 
1.2. Синтез текста 
I.2.I. Исходные данные 
По найденному разложению будем синтезировать текст. Для 
образования текста нужно знать: 
1) тексты понятий а
ь 
е А; 
2) предписания, по которым образуются тексты простых 
скобочных выражений вида (I) или (2) из текстов понятий, в 
них входящих. 
Сделаем предположение, что текстом любого понятия явля­
ется некоторгш словоформа. Поскольку текст понятия в сложное 
-выражение может входить в измененном виде (другой падеж, 
число и т.п.), оказывается целесообразным задавать не сами 
тексты Т а-0 понятий (словоформы), но т.н. сырые тексты 
T°aL - совокупности значений информационных признаков, по 
которым позднее можно образовать словоформы. Для представле­
ния сырых текстов можно выделить информационные признаки, 
приведенные в таблице I. 
Т а б л и ц а  I  
П р и з н а к  З н а ч е н и я  
I : 2 
<основа> перечислены в заданном словаре 
<часть речи^ Сущ. (имя существительное), Гл (гла­
гол) и т.д. 
<род> Муж, Кен, Ср 
< число Б^ц, Мн 
< падеж > Им, Род, Дат, Твор, Предл 
<время> Наст, Прош, Буд 
<наклонение> Изъяв, Сослаг, Повелит 
<вид> Сов, Несов 
<префикс> перечислены в заданном словаре 
<лицо> I, 2, 3 
<частица> [ся], [сь] 
<отрицание> LHej 
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Если некоторый признак отсутствует, то его значением можно 
читать пустое слово Л. . 
Сырые тексты понятий могут быть заданы следующими сово­
купностями. Для измененных слов: 
^основа> , 
для склоняемых слов: 
С (основа> участь речи> грод> <число> <падеж$, 
для глаголов: 
( <отрицание> <префикс> <основа> участь речи> ^на­
клонение» с вид> < время > ^род> <чшыго> <час-
тица> ). 
Предписания для образования текстов простых скобочных 
выражений также задаем в виде сырых текстов соответствующих 
выражений. Сделаем предположение, что текст любог'о выражения 
(I) является линейной функцией от функций текстов его аргу­
ментов: 
Т(а, 
• li ti, (TИ (Т%
ч
)...ft,.  сТа.,__) Ц„ > 
где - цепочки словоформ или знаков препинания; 
I к< , ••• , = ^,  •••,  "у } 
Аналогично, для выражения (2) пусть 
ТО,«*) » l J  t  
о " 
(об использовании кванторов см.Г 3-4]). 
При синтезе текста придется учитывать и грамматическое 
согласование: изменение значений информационных признаков 
одной (главной) словоформы в образуемом тексте может обусло­
вить необходимость к заменам и в других (второстепенных) 
словоформах. Согласование указываем меткой х перед изменяе­
мыми признаками во второстепенных словоформах. Если порядок 
информационных признаков строго зафиксирован, то значение 
признака, подлежащего согласованию, можно опускать, посколь­
ку его можно определить по главной словоформе. 
Пример 2. Сырые тексты простых реляционных выражений мо­
гут быть заданы следующим образом: 
Т°(а
т 
г, аЛ = (А К [Егор] Сущ Муж Ед Им) 
1 * 3 ^(т°
а1) = т°а1 
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(AA [двига] Гл Изъяв Несов Наст х)фж эсЕд кЗ [ся]) [к j 
2([озер] Сущ Ср Ед Дат) А ) 
F>°A3) 
(текст: Егор двигается к озеру); 
Т° (&2 ^  а^) = (А 2( [больш] Прил *Муж *Е^ц *Им) А 
<£(Т°а4) = Т°а4 
I ( [лес] Сущ Муж Им) А ) 
^(Т°&2) = Т°а2 
(текст: большой лес) 
и т.д. 
1.2.2. Синтаксический этап синтеза 
Синтез текста выполняется в два этапа. На первом (син­
таксическом) этапе синтезируется сырой текст - цепочка сово­
купностей значений информационных признаков. На втором (мор­
фологическом) 
этапе образуются словоформы. 
Синтаксический синтез происходит по образованному разло­
жению (3) начиная с последнего члена Мр. Это соответствует 
перемещению сверху вниз и слева направо по дереву исходнопо 
-выражения. Если Мр не единственный член в разложении (ис­
ходное выражение не является простым выражением вида (I)),TO 
он обязательно содержит хотя бы одно вхождение метки х. На­
ходим номер к аргументу (понятия а^), перед которым стоит 
первое слева вхождение метки, и по номеру к перенесем эту 
метку из Мр в заданный сырой текст Т°(Мр), к началу подтекста 
(T°aL) соответствующего понятия. Получаем текст :р: (Т°* 
(Мр)), где метка :р: указывает на номер члена разложения.На 
следующем шаге отмеченный подтекст ifb(T°a-c) приходится за­
менить текстом T°(Ml) следующего члена М^ = MP_j- разложения 
(3), где tfb(T°a^j является текстом главного аргумента (по 
дереву это будет сдвиг вниз). Перед заменяющим текстом Тох 
(мр ставим метку Если у текста ^Т°а^)значения не­
которых информационных признаков отличаются от значений со­
ответствующих информационных признаков в |р^(Т°а^), то вве­
дем изменения в сырой текст 
Т°Х(М:), учитывая по меткам х и 
согласование. Аналогичным способом продолжаем перемещение по 
дереву вниз и постепенное дополнение 
сырого текста до тех 
пор, пока не доходим до такого члена Mj разложения, в кото­
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рый не входит метка х. Это означает, что все понятия, явля­
ющиеся аргументами Mj. , в исходном дереве ^-выражения ока­
зываются висячими вершинами. Если J = I, то синтез сырого 
текста этим окончен. В противном случае придется подниматься 
по дереву, пока не удастся перейти к первой слева еще не 
пройденной ветви. В разложении соответствующий член (J < 
d 4 Р) содержит хотя бы одно вхождение метки х. В члены , 
..., метка х уже не входит. Находим номер к аргу­
мента а -0 , перед которым стоит первое слева вхождение метки 
х, и переносим метку от этого аргумента в синтезируемый 
текст, к сырому тексту ^(Т^), который можно найти по 
метке : А/ : и номеру к. Далее продолжаем синтез вышеописан­
ным способом. Если ни один из членов (j & (ь £ р) не со­
держит метки х, то исходноцу ^-выражению соответствует бо­
лее, чем одно дерево (лес), и со следующего члена М-_^ раз­
ложения начинается синтез сырого текста по следующему дере­
ву. 
Пример 3. Рассматриваем (^-выражение примера I. Пусть 
заданы сырые тексты T°aj, l^ag, Т°а3, Т°а4, T°(aj ^3)» Т° 
(а215 а4), Т°(а31j а4) (ср. пример 2) и 
#  Т°(ао Xj а9) = (Л 1( [озер! Сущ Ср Ед Им) 
^(Т°а3) = Т°а3 
[, которое] (АЛ [наход] Гл Изъяв Несов Наст хСр *Ец 
*3 [ся]) [в] 2([лес] Сущ Муж Ед Предл) А ) 
У>°а2) 
(текст: озеро, которое находится в лесу). 
Синтезируемый сырой текст по разложений, найденному в приме­
ре I. Опуская, в целях лучшей обозримости, все информацион­
ные признаки, значения которых легко можно восстановить по 
начальным данным, последовательно получаем: 
I) Т0Х(М4) = Тох(а: гА а3) = :4:(К[Егор]...) 
( [двига] ...) [к] 2 х ([озер] ... Дат) ), 
М4 = (aj %ь а3). 
Теперь сравниваем отмеченный подтекст ( [озер] Сущ Ср Ед Дат) 
с текстом ( [озер] Сущ Ср Ед Им) главного аргумента реляци­
онного выражения (а3 а.р) • Обнаружив разницу в значениях 
последнего информационного признака, заменим в подтексте 
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|(T°a3) значение Им на Дат и просмотрим весь текст Т°(Мд) 
с целью выяснения согласования. Остальные значения информа­
ционных признаков не подлежат замене. Подставляя текст Т°х 
(Mg) в синтезируемый, получаем: 
2) :4: (К [Егор]) ([цвиггЦ ) [к] 2:3: (I х ([озер] ... 
... Дат) [, которое] ( [нахо,^ ) [в] 2( [лес] ... Предл) )); 
М3 = (а3 Х"3 х ^2^* 
Сравниваем новый отмеченный подтекст ( [озер] ... Дат)с тек­
стом ( [озер]... Им) главного аргумента реляционного выраже­
ния Mg = (а3 3-4). Учитывая и согласование, получаем новый 
текст: 
3) :4: (I ( [Егор]) ( [цвиг^ ) [к] 2:3: (1:2: (2 С [больш] 
... хДат) I ( [озер] ... Дат) [, которое] ([наход] ) 2([лес] 
... Предл) ))). 
Поскольку Mg не содержит метки х, возвращаемся к М3, аргу­
мент с номером 2 которого снабжен меткой х. По метке :3: и 
номеру 2 перенесем метку х в образуемой текст: 
4) :4:(1 ([Егор]) ([двига}) (к] 2:3: (1:2: (2 ([больш] ... 
... хДат) I ([озер]... Дат) [.которое] ([наход) ) [в"] 2 х 
([лес] ... Предл) ))); 
М3 = (а3 а2). 
Наконец, присоединяем к синтезируемо^ оырол текст T(Mj) = 
= T°(a2t3 8-4), до этого выполнив согласование в значениях 
последнего информационного признака по имеющемуся сырому 
тексту ( [лес]... Предл): 
5) :4: (I ( [Его$ ) ( [двига| ) [к] 2:3: (1:2: (2( [больш] ... 
... *Цат) I ([озер] ... Дат) ) [, которое] ([наход]) [в] :1: 
(2 ([больш]... иПредл) I ( [лес] ... Предл) ))). 
1.2.3. Морфологический этап синтеза 
Последний этап синтеза - морфологический - предполагает 
наличие словарей основ и списков окончаний. При синтезе про­
извольной словоформы по номеру основы находится соответству­
ющая основа в словаре. Далее обращаемся к некоторое списку 
окончании. Идентификатор списка дается в виде совокупности 
информационных признаков: 
участь речв> <род> <число) 
(для падежных окончаний) или 
участь речи) <вид> <; время) <род) <число) 
(для отглагольных окончании). Требуемое окончание в списке 
разыскивается по значению информационного признака <падеж) 
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или, соответственно, слицо> . Нужные формы сослагательного 
или повелительного наклонения образуются при помощи форм 
изъявительного наклонения. Поскольку имеется несколько типов 
склоняемых слов 
и глаголов, представляется целесообразным 
брать в качестве значений информационного признака <часть 
речи> не традиционные названия частей речи, а названия (но­
мера) некоторых более мелких, подходящим образом выбранных 
подклассов существительных, глаголов и т.д. 
Пример 4. Предполагая заданными цухные списки и словарь, 
получаем следующий результат морфологического синтеза сырого 
текста, образованного в примере 3: 
Егор движется к большому озеру, которое находится в 
большом лесу. 
2. О другом алгоритме перевода 
Пусть заданы сырые тексты понятий и простых скобочных 
выражений, как это описано в п. I.2.I. Анализируем исходное 
if -выражение справа налево. Первое простое реляционное выра­
жение вида (I) заменяем на его главный аргумент и за­
поминаем сырой текст опущенного выражения. Перемещаемся на­
лево. Если находим выражение вида (I), не зависимое от выра­
жений, опущенных на предыдущих шагах (ни один из его аргу­
ментов не является главным аргументом уже опущенного выраже­
ния), то опять выполняем сокращение найденного выражения до 
его главного аргумента и одновременно запоминаем его сырой 
текст, не зависимо от уже образованного текста.Если, однако, 
найденное выражение содержит один или несколько аргументов, 
представляющих более сложные f-выражения, опущенные в ходе 
предыдущего анализа, то текст, который мы образуем по опус­
каемому выражению, получается из его сырого текста путем за­
мены сырых текстов некоторых понятий (аргументов) уже синте­
зированными сырыми текстами,- При этом приходится учитывать 
грамматическое согласование: если подтекст главного аргумен­
та в заменяющем тексте 
имеет не те значения информационных 
признаков, что заменяемый текст понятия, то приходится вво­
дить изменения в весь заменяющий текст. Следовательно, в та­
ком случае необходимо снова просмотреть уже образованный ку­
сок текста, Кванторные выражения, обнаруженные при перемеще­
нии налево, мы просто опускаем, а соответствующий текст при­
соединяем слева к тексту, образованному на предыдущем шаге. 
Синтез текста завершается морфологическим этапом, как это 
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описано в п. 1.2.3. 
Иллюстрируем на примере применение второго алгоритма. 
Пример 5. Исходим из ^-выражения примера I. Пусть зада­
ны сырые тексты понятий и простых скобочных выражений, при­
веденные в примере 3. Применяя алгоритм, постепенно получаем 
следующие сырые тексты: 
1) текст 
Tj = (2 ( [болып]... хИм) I ([лес] ... Им) ); 
сокращенное ^-выражение 
(aj %2 ((аз а^) üg)); 
2) Т2 = (2 ( [больш] ... *Им) I ( [озер] ... Им)); 
(аj Ч/ 2 (ag 'CjS^))» 
3) Tg = (I (2 ( [больш] ... хИм) I ( [озер! ... Им)) 
[, которое] ( [наход| ) в 2 (2 ( [больш] ... хПредл) 
I (Глее] ... Предл) )); 
• (aj аз^ • 
Текст Tg образован из текста простого ^-выражения (а3 q^ag) 
при помощи текстов Tj и Tg. При этом в текст Tj в двух мес­
тах введены новые значения одного информационного признака. 
4) Наконец, текст 
Т4 = (I ( [Егор] ) ( [двига] ) [к] 2 (I (2 фолыШ ... кДат) 
1 ([озер] ... Дат)) [, которое) ( [наход] ) [в] 
2 (2 ([больш] ... хПредл) I ( [лес]... Предл))) ) 
получается по тексту ^-выражения (aj ад), где вместо 
подтекста второго аргумента стоит текст Т£, полученный из 
текста Tg путем изменения значения одного информационного 
признака в двух местах. Словоформы по тексту Т4 синтезируют­
ся аналогично примеру 4. 
Преимуществом первого из описанных алгоритмов является 
то, что (сырой) текст, синтезированный к 1-ому шагу, имеет 
значения информационных признаков, которые в ходе дальнейше­
го синтеза не 
подлежат изменению. Изменения в процессе син­
теза могут касаться только заданных сырых текстов простых 
реляционных выражений. 
Преимуществом второго алгоритма является одновременное 
выполнение анализа исходного <£-выражения и синтаксического 
этапа синтеза. При синтезе сложных текстов следует предпочи­
тать первый алгоритм*, где число просмотров уже синтезиро­
ванного куска текста оказывается меньшим. 
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TWO ALGORITHMS ЮЕ TRANSLATING FEOM ^  -LANGUAGE 
INTO RUSSIAN 
U. Koit 
S u m m а г у 
Two algorithms have been put forward which analyze the 
tree of ^  -expression^ 7J (top down and bottom up, respec­
tively) and synthesize the text of the expression in Rus­
sian. The process of synthesis consists of two stages: the 
first forms a complex of information markers/attributes 
that are replaced by their lexical entries during the 
second stage. 
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ОБ АВТОМАТИЧЕСКОМ МОРФОЛОГИЧЕСКОМ АНАЛИЗЕ 
ОГРАНИЧЕННОГО ЕСТЕСТВЕННОГО ЯЗЫКА 
С.Р. Литвак, Т.А. Роосмая, М.Э. Салувеэр, Х.Я. Ыйм 
Введение 
В настоящей работе описывается подсистема морфологиче­
ского анализа, являющаяся частью разрабатываемой вопросно-
ответной системы, понимающей ограниченный эстонский язык. 
Морфологический анализ входного текста производится для пра­
вильного отоадествления различных фор* одного и того *е сло­
ва и получения грамматической информации, необходимой для 
проведения последующего синтаксического анализа. 
Морфологический анализ в разработанной подсистеме осуще­
ствляется с помощью словаря основ и ряда вспомогательных 
таблиц. Если слово имеет несколько различных форм основ, то 
в словарь включаются все формы. 
I. Об особенностях морфологического строя эстонского 
эстонского языка 
I.I. Система склонения. Отличительной чертой системы 
склонения эстонского языка является наличие 14 падежей, при 
этом лишь часть падежных форм образуется строго по парадиг­
ме. Падежные окончания в большинстве случаев одинаковы у 
всех склоняемых слов, как в единственном, так и во множест­
венном числе. Формы множественного числа отмечаются наличием 
признака множественного 
числа перед падежным окончанием. 
Грамматический род отсутствует. 
Главными для образования парадигмы склонения падежами 
являются номинатив, генетив, партитив и иллатив единствен­
ного числа и генитив, партитив и иллатив множественного. 
Ниже приведен пример образования некоторых падежных форм 











в кого? во что? 
в ком? в чем? 













Падежные окончания ввделены. Номинатив множественного 
числа, а также все следующие падежи единственного числа, за 
исключением партитива, образуются от формы генитива единст­
венного числа. Генитив множественного числа образуется от 
партитива единственного числа и служит основой для форм сле­
дующих падежей множественного числа за исключением партити­
ва. 
Кроме регулярно образованных падежных форм, употребляют­
ся еще параллельные формы: в единственном числе в иллативе, 
а во множественном - с иллатива по аблатив.Параллельные фор­
мы образуются во множественном числе от партитива.Пример об­
разования множественного числа для слова "rattad" (колёса): 





Инессив ratas/te/e, rattai/s 
1.2. Система спряжения. В эстонском языке глаголы имеют 
четыре наклонения: изъявительное, повелительное, сослага­
тельное и косвенное. Категория вида отсутствует. Имеется на­
стоящее и прошедшее время, последнее имеет три различных 
формы - имперфект, перфект и плюсквамперфект (перфектные 
формы являются сложными). 
Парадигма глагола включает два инфинитива и два причас­
тия: I. ma-инфинитив, имеющий пять форм (-ma, -mas, -mast, 
-maks, -mata); 2. da-инфинитив, имеющий две формы (-da, 
-des);3. причастия настоящего и прошедшего времени, имеющие 
формы личного и безличного залогов: 
Время Личный залог Безличный залог 
Настоящее -v (lugev) -tav (loetav) 
читающий читаемый 
Прошедшее -nud (lugenud) -tud (loetud) 
читавший (про)читанный 
В эстонском языке очень распространены изменения в осно­
ве слова, происходящие и при склонении, и при спряжении. При 
спряжении необходимо знать основные формы глаголов, имеющие 
нерегулярное образование, все остальные формы образуются от 
основных регулярным образом. Основными формами глагола явля­
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ются: I. на-инфинитив, 2. da-инфинитив, 3. форма первого 
лица единственного числа настоящего времени изъявительного 
наклонения, 4. причастие прошедшего времени в безличном за­
логе. 
1.3. Ограничения на входной текст. Текст, подаваемый на 
вход описываемой системы автоматического морфологического 
анализа, в настоящее время должен удовлетворять следующим 
требованиям: I. предложения должны быть в личном залоге изъ­
явительного наклонения, 2. рассматриваются 
только простые 
слова без послелогов. 
2. Общая схема морфологического анализа 
В описываемой системе морфологического анализа использу­
ется словарь и две вспомогательные таблицы. 
2.1. Структура словаря. Словарь слов представляет собой 
таблицу, в которой каждая строка соответствует определенной 
основе. В строке имеются три зоны: - морфологическая, син­
таксическая и семантическая, состоящие из наборов полей. В 
морфологическую зону входят поля основы слова и номеров вхо­
дов во вспомогательные таблицы, в синтаксическую - поля ин­
финитивной (начальной) формы слова и части речи. Семантиче­
ская зона состоит из единственного поля, в котором записы­
вается семантическая категория данного слова. 
Участок словаря для слов "märkama" (замечать) и "naine" 
(женщина) приведен ниже. 
Ключ 
Часть речи 
Сем. категория Номера 
mavga глагол восприятие 2,4 märkama 
märka глагол восприятие 1,3 märkama 
naine сущ. лицо I naine 
naise сущ. лицо 2 naine 
naist сущ. лицо 3 naine 
naisi сущ. лицо 4 naine 
naiste сущ. лицо 5 naine 
2.2. Структура вспомогательных таблиц. Вспомогательные 
таблицы создаются отдельно для склоняемых и спрягаемых 
слов. Входной ключ образуется из номера, получаемого с помо­
щью словаря и выделенного окончания слова. С помощью вспомо­
гательных таблиц получается вся недостающая грамматическая 
информация, необходимая для дальнейшего синтаксического ана-
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лиза: число и падеж для склоняемых слов, число, лицо, время, 
инфинитив, утверждение-отрицание и наклонение для спрягае­




для, спрягаемых слов 
Ключ Число Лицо 
3 N ед. I 
















3. Алгоритм морфологического анализа 
Шаг I. Прочитать следующее слово. 
Шаг 2. Поиск в словаре основ. Если соответствующая основа 
найдена, то перейти к шагу 3, иначе - к шагу 9. 
Шаг 3. Прочитать из словаря содержимое морфологической и 
семантической зон. 
Шаг 4. Является ли слово спрягаемым? При положительном от­
вете перейти к шагу 5, в противном случае - к шагу 12. 
Шаг 5. По ключу, состоящему из номера входа и выделенному 
окончанию слова из вспомогательной таблицы для спря­
гаемых слов, прочитать необходимую информацию.Перейти 
к шагу б. 
Шаг 6. Проверка на конец предложения. При положительном от­
вете перейти к шагу 7, иначе - к шагу I. 
Шаг 7. Было ли в предложении отрицание? Если да, то перейти 
к шагу 8, иначе - к шагу 16. 
Шаг 8. Найти первый за отрицанием глагол, отметить отрицание. 
Перейти в шагу 16. 
Шаг S. Проверить количество букв в отдельном окончании, если 
их меньше четырех, то перейти к шагу 10, иначе - к 
шагу 17. 
Шаг 10. Отделить следующую букву с конца. 
Шаг II. Запомнить окончание. Перейти к шагу 2. 
Шаг 12. Является ли слово союзом или отрицательной частицей? 
Если да, то перейти к шагу 13, иначе - к шагу 15. 
Шаг 13. Является ли слово отрицательной частицей? При поло­
жительном ответе перейти к шагу 14, иначе - к шагу 6. 
Шаг 14. Запомнить номер слова. Перейти к шагу 6. 
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Шаг 15. По окончанию и номеру входа в таблицу прочитать из 
вспомогательной таблицы для склоняемых слов необхо­
димую информацию. Перейти к шагу 6. 
Шаг 16. Передать полученную в ходе анализа информацию на 
вход синтаксического анализатора. Конец. 
Шаг 17. В тексте обнаружено незнакомое слово. Прерывание ра­
боты. 
4. Реализация 
Вьшеописанная подсистема автоматического морфологическо­
го анализа реализована на языке ПЛ/I ОС ЕС ЭВМ. Объем про­
грамм составляет 350 операторов ПЛ/I. Основным ограничением 
реализации в настоящее время является запрещение омонимии, 
вызванное экспериментальным характером системы. Словарь раз­
мещается на магнитных дисках в виде файла 
с индексно-после-
довательной организацией. Объем словаря при отладке подсис­
тема составлял 250 основ. 
AUTOMATIC MORPHOLOGICAL ANALYSIS OF LIMITED 
NATURAL LANGUAGE 
S. Litvak, T. Boosmaa, M. Saluveer, H. Õlm 
S u m m a r y  
A subsystem of automatic morphological analysis (part 
of a natural language based question-answering system being 
developed at Tartu State University) is described. The mor­
phological analysis is executed with the help of a lexicon 
of word stems and two auxiliary tables - one for nominals, 
the other for verbs. When there exist different forms of 
one and the same word stem all these forms have been in­
cluded in the lexicon as separate units. 
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ПОДСИСТЕМА АВТОМАТИЧЕСКОГО СИНТАКСИЧЕСКОГО 
АНАЛИЗА ДЛЯ ЭКСПЕРИМЕНТАЛЬНОЙ ВОС 
С.Р. Литвак, Т.А. Роосмаа, М.Э. Салувеэр, Х.Я. Ыйм 
Подсистема автоматического синтаксического анализа явля­
ется следующей ступенью ЛингП, морфологический анализатор 
которого был нами описан в [1J. 
На вход синтаксического анализатора поступает предложе­
ние, в котором для каждого слова устанавлена следующая син­
таксически ревалентная информация:I) часть речи; 2) для су­
ществительных и прилагательных - число и падеж; 3) для гла­
голов - является ли данная форма личной формой, какой-нибудь 
формой инфинитива или причастия; 4) каждому слову приписана 
одна или несколько семантических категорий. 
Основную часть синтаксического анализатора составляют 
так называемые "правила попарной совместимости". Остановимся 
коротко на понятии "попарная совместимость".На основе линей­
ного расположения слов в предложении для каждого слова сос­
тавляется множество всех возможных пар (синтагм), членом ко­
торого данное слово может являться. В результате получается 
матрица совместимых пар. Основой составления этой матрицы 











слово —5 ^ СЛОВО -j , 1 3 
где Н оОозначает глубинно-синтаксическую связь между анали­
зируемыми словами, представляет множество требуемых мор­
фологических признаков слова, a j представляет требуемую се­






MOEFs PS = NOUN/PRONOUN 
CASE = C8 
SEMi: SOP = LIVBEING, 
EEC 
то слово I > СЛОВО 2, 
где PS обозначает часть речи, snp - семантическое надпоня-
тие, CASE - падеж, ВЕС - тип связи (в данном примере ВЕ-
CIPIEHT). 
Одна из отличительных черт выбранного нами варианта син­
таксического анализа заключается в том, что мы стараемся 
"одним заходом" дойти до как можно более глубинного пред­
ставления структуры предложения (до представления, которое 
мы называем синтактико-семантическим). С этой целью при ус­
танавливании отношений между словами регулярно используются 
семантические категории слов (надпонятия). Эти категории яв­
ляются весьма эффективным средством разрешения 
синтаксиче­
ской эмонимии. Например, глагол "käskima" "приказывать" мо­
жет сочетаться с существительным в адессиве с падежным окон­
чанием -1. 
В зависимости от того, обозначает ли это сущест­
вительное живое существо (LIVBEIHG) , место (LOCATION) или 
время (IW), мы получим три разных синтагмы: 
käskis tüdrukul приказал девочке 
käskis tänaval приказал на улице 
käskis hommikul приказал утром. 
Для того, чтобы различать эти три случая, нам и понядобятся 
семантические категории, которые приписаны словам морфологи­
ческим анализатором. 
Синтаксический анализатор, установив, что какая-то пара 
слов допускается имеющимися правилами, выдает возможное глу­
бинно-синтаксическое отношение между ними. Так, из приведен­
ного примера для первой пары роль 
существительного будет иг­
рать ВЕС »для второй L0C, для третьей - ТМ. Набором правил 
предусмотрены всевозможные парные комбинации слов, включен­
ные в словарь ВОС-а. 
Устанавливаемые глубинно-синтаксические отношения обычно 
имеют четкую семантическую значимость, т.е. они могут быть 
перенесены в семантическое представление предложения. Но бы­
вают и случаи, когда на данном этапе анализа не удается оп­
ределить точное содержание отношения, связывающего два сло­
88 
ва. Это бывает прежде всего в случае связывания двух сущест­
вительных: kooli direktor "директор школы", küberneetika 
kateeder "кафедра кибернетики" и т.д. в этих случаях для 
определения содержательной связи между словами нужно учиты­
вать не только какие-нибудь общие категории слов, а уже бо­
лее полные данные об объектах, обозначаемых соответствующими 
словами, т.е. фреймы этих слов. В таком случае на этапе син­
таксического анализа между словами 
устанавливается отношение 
AIR которое на этапе семантического анализа подвергается со­
держательной интерпретации. 
В качестве примера рассмотрим предложение Programmeerimi­
se kateedri koosolek toimus teisipäeval kateedri ruuais (соб­
рание кафедры программирования состоялось во вторник в поме­
щении кафедры). Пронумеровав все слова предложения и опреде­
лив всевозможные их отношения в данном предложении, мы полу­
чим информацию в виде следующей таблицы (табл. I). 
Таблица I 
I 2 3 4 5 6 7 
I X 
2 ATE X 
3 * ATE ATE X 
4 AG X та LOO 
5 X 
6 *АТа *АТЕ X 
7 *АТВ *АТЕ ATE X 
Как видно, в таблице зафиксированы все допустимые (в глубин­
но-синтаксическом смысле) связи, в том числе и многие невер­
ные (отмеченные звездочкой). Для устранения этих связей (т.е. 
избавления от "шума") и для получения, по возможности, одно­
значной структуры применяются разные фильтры/ограничения. 
Среди них есть такие хорошо известные требования, как требо­
вание проективности результирующей структуры (непроективные 
структуры в анализируемом подязыке не рассматриваются, хотя 
в эстонском языке, благодаря свободному порядку слов, непро­
ективные структуры встречаются весьма часто). Есть и более 
"прагматические" фильтры, которые указывают, которую из воз-
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ножных связей следует предпочесть. Так, в сочетании "прила­
гательное + существительное" в случае нескольких потенциаль­
ных "хозяев" у прилагательного в качестве хозяина выбирается 
ближайшее существительное среди возможных (правило близости). 
Это же правило применяется и при анализе сочетаний "сущест­
вительное в генитиве + существительное". 
Глубинно-синтаксическую структуру предложения можно 
представить в виде дерева зависимостей. Структуру рассмот­




koosolek teisipäev ruum 




Полученная в результате синтаксического анализа глубин-
но-синтаксическая структура (или структуры, если правилами 
допускается несколько равносильных вариантов структур пред­
ложения) является входом для следующего семантического ана­
лиза и интерпретации предложения, в результате которого 
строится семантическое представление предложения (экземпляр 
фрейма, соответствующий описанному в данном предложении со­
бытию или ситуации), формально представляющее собой семанти­
ческую сеть. 
Литература 
I. С.Р. Литвак, Т.А. Роосмаа, М.Э. Салувеэр, А.Я.Ыйм. Об ав­
томатическом морфологическом анализе ограниченного есте­
ственного языка (наст, сборник). 
90 
A SUBSYSTEM OF AUTOMATIC SYNTACTIC ANALYSIS 
FOE AN EXPERIMENTAL QUESTION-ANSWERING SYSTEM 
S. Litvak, T. Roosmaa, M. Saluveer, H. õim 
S u m m a r y  
Being the second one in a series of works this paper 
is devoted to the description of a natural language based 
question-answering system under development at Tartu State 
University. 
The core of the syntactic analyzer constitute the so-
called "rules of consistency in pairs". For every word of a 
given sentence a set of possible pairs with the other words 
of the sentence (syntagms) is compiled. The result of the 
syntactic analysis can be expressed as a matrix of con­
sistent pairs. Rules of syntactic analysis serve as the 
basis for this matrix. To get rid of the "noise" in the 
matrix various types of filters/restrictions are used. 
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НОРМАТИВНОЕ ПОВЕДЕНИЯ ИНТЕЛЛЕКТУАЛЬНЫХ СИСТЕМ 
Д.А. Поспелов, В.А. Шустер 
I. Введение. При создании интеллектуальных систем, спо­
собных автономно принимать целесообразные решения по органи­
зации деятельности во внешнем мире, встает задача определе­
ния норм поведения искусственной системы, допустимых при ее 
функционировании. Без четкого и формального задания норма­
тивных ограничений и условий мы не сможем гарантировать то­
го, что робот не будет пользоваться принципом: "достижение 
цели оправдывает любые средства ее достижения". 
Три закона робототехники, сформулированные А. Азимовым 
/I/ и ставшие широко известными как читателям научно-фанта­
стической литературы, так и специалистам в области систем 
искусственного интеллекта, во-первых, не являются формальны­
ми, а во-вторых, не охватывают сколь-нибудь полно всю об­
ласть нормативного поведения*. 
Положение усугубляется еще и тем, что в психологии лич­
ности и социальной психологии отсутствуют какие-либо попытки 
формализации моделей поведения и точного определения понятий, 
используемых при словесном описании поведенческих ситуаций и 
действий людей в этих ситуациях. 
В этой работе мы опишем аппарат, который, как нам пред­
ставляется, пригоден для формализации нормативного поведения 
и задания необходимых законов такого поведения для роботов и 
других интеллектуальных систем. 
Работа содержит три части. 
В первой части вводится формализация понятия поступка и 
х 
Напомним эти законы: 
1. Робот не может причинить вред человеку или своим без­
действием допустить,чтобы человеку был причинен вред. 
2. Робот должен повиноваться всем приказам, которые от­
дает человек, кроме тех случаев, когда эти приказы 
противоречат первому закону. 
3. Робот должен заботиться о своей безопасности в той 
мере, в какой это не противоречит первому и второму 
законам. 
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обсуждаются некоторые вопросы, связанные с ней. Во второй 
части приводятся результаты психологических экспериментов, а 
в третьей части дается анализ возможностей введенного нами 
аппарата для решения проблемы формализации нормативного по­
ведения. 
2. Формализация. Введем ряд важных для дальнейшего поня­
тий. Будем предполагать, что во внешнем мире действуют (Л ак­
тивных индивидуумов I^, 1*% I . Если I' -ый индиви­
дуум в некоторый момент времени совершает осознанное дейст­
вие, предполагающее реакцию на это действие со стороны дру­
гих 1^ или внешнего мира, то мы будем говорить, что IL со­
вершает поступок TL . Этот поступок происходит в индивиду­
альной для I1 поведенческой ситуации С^, где К есть номер, 
произвольно приписываемый ситуации для удобства исследования. 
В входит совокупность всех сведений о состоянии внешнего 
мира и других индивидуумов и весь личный поведенческий опыт, 
накопленный I* . 
В дальнейшем мы ограничимся лишь таким случаем, когда 
один индивидуум совершает одно действие, а остальные только 
реагируют на это действие. Поэтому верхний индекс в ситуа­
циях и поступках мы условимся опускать. 
В этой работе мы рассмотрим черезвычайно упрощенную мо­
дель поступков. Однако многие принципиальные моменты будущей 
теории нормативного поведения интеллектуальных систем оказы­
вается возможным исследовать даже на подобных простых моде­
лях. 
Для формализации воспользуемся описанием поступка I в •• 
виде двух графов, каждый из которых содержит шесть вершин, 
помеченных буквами 1 , Н , Т , Л/, С/, S . Эти вершины соот­
ветственно означают: Я или лицо, совершающее действие, чей 
поступок оценивается исследователем; ОН или лицо, на которое 
непосредственно направлено действие, совершаемое I (пол Н 
при этом не важен, кроме того Н может означать и целую груп­
пу лиц); ОНИ - круг лиц, которые персонофицированы для -Г,это, 
как правило, семья, круг близких друзей, товарищей по работе 
и т.п.; ПРИРОДА - реальная физическая среда, в которой про­
текает действие I ; ЧЕЛОВЕЧЕСТВО - совокупность морально-
этических норм и обычаев, принятых в данном социуме, к кото­
рому принадлежит I ; ОБЩЕСТВО - свод зафиксированных законов 
и постановлении, регулирующих жизнь данного социума как вну­
три, так и в рамках более крупного социума. 
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Эти шесть вершин, по-видимому, составляют тот минимум, 
который необходим при анализе поступков. 
Вершины в графах будут соединяться дугами двух типов: 
положительными (сплошные стрелки) и отрицательными (пунктир­
ные стрелки). На дугах разрешается проставлять веса, указы­
вающие в некоторых условных единицах' силу положительных и 
отрицательных воздействий. 
Один из двух графов будет использоваться для описания 
планируемого действия, а второй - его реализации. 
На рис. I показана пара таких графов. Левый граф соот­
ветствует плану, а правый - его реализации.Содержательно эти 
графы описывают следующее: лицо; планирующее действие, 
предполагает, что если будет сделано положительное действие 
с весом fa , то, реагируя на это, ОН ответит положительным 
для Я действием с весом, не меньшим <jk . Кроме того, Я ожи­
дает, что реакция персонофицированного для него окружения 
будет положительной с весом fs , а морально-этические нор­
мы, принятые в данном обществе, оценивают его действие как 
вполне хорошее с некоторым субъективным весом 
Правый граф на рис. I показывает, что планирование было 
произведено плохо. После совершения действия Я неожиданно 
для себя получил от НЕГО отрицательное воздействие с весом 
, Ближайшие друзья и знакомые дали также отрицательную 
оценку его действию с весом И лишь реакцию ЧЕЛОВЕЧЕСТВА 
Я предугадал правильно. 
Исследователь W мог бы оценить поступок I как недально­
видный (если бы он описывал поступок Н, то мог бы назвать 
его неблагодарным). Легко придумать такую жизненную ситуа­
цию, в которой графы, показанные на рис. I, действительно, 
реализуются. Например, I проявляет участие к Н, ожидая от 
него благодарности за это участие, но Н, считая действия I 
бестактными, отвечает на них грубостью. Окружение Т осуждает 
I за то, что он "мечет бисер перед свиньями" и I остается 
утешаться лишь моральным удовлетворением от своей доброты. 
Между словесными оценками, используемыми в человеческой 
практике для описания характера поступков, и графовыми опи­
саниями введенного нами типа существует определеннгш корре­
ляция. Например, для двух графов, отражающих поступок I, на 
рис. I мы уже использовали такую оценку как "недальновидный 
поступок". На рис. 2 показана еще одна пара графов, которая, 
по-видимому, хорошо коррелирует со словесной оценкой "коры­
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стный поступок". Изучение этой корреляции представляет боль­
шой интерес, т.к. описание нормативного поведения интеллек­
туальных систем в настоящее время возможно лишь на уровне 
словесных описаний, а переход к графовым представлениям по­
зволит внести необходимые формализмы в эти описания. На язы­
ке графовых описаний хорошо решается задача типологизации 
поступков (в работе /3/ в связи с этим вводятся фреймы пос­
тупков). Кроме того, от этих описаний несложно перейти к 
секвенциальным записям. Например, графы, показанные на рис.2, 
эквивалентны двум секвенциям следующего вида: 
£>
г 
(<fl) =>Д/ (?>><?*•) & ^ А/ ^ ) 
Здесь 5) есть предикатный операторный символ, а играют 
роль обобщенных предикатных переменных. В рамках этой работы 
мы не будем затрагивать проблемы, связанные с построением 
специальной алгебры графов поступков или логики секвенциаль­
ных записей. Не будем мы рассматривать и описания, использу­
ющие в секвенциях модальные операторы типа: возможно, необхо­
димо, полагается и т.п., которые более адекватны реальным 
поступкам. Нас в последующих разделах будет интересовать 
фундаментальный для жизненности рассматриваемого подхода к 
формализации нормативного поведения интеллектуальных систем 
(не человека!) вопрос о корреляции графовых формализмов и 
словесных оценок поступков. 
3. Психологические эксперименты. До начала экспериментов 
была проделана следующая подготовительная работа. Из словаря 
русского языка были выписаны все слова, используемые для 
словесной оценки поступков и для каждого слова (их число 
превысило 200). Коллектив экспериментаторов построил графо­
вое описание поступка, который, по мнению экспериментаторов, 
способствует данной словесной оценке. При этом делались по­
пытки выделить в графах минимальное число связей, чье при­
сутствие было необходимо для корреляции со словесной оценкой, 






ющих фреймов для словесных оценок. Например, для оценки "ко­
рыстный" бралась не пара графов,приведенных на рис. 2, а та­
кая пара, в которой в первом графе нет связи, идущей от вер­
шины Д/ к вершине I. 
По полученным фреймам строились словесные описания си­
туаций и действий. Примеры этих описаний для одной группы 
экспериментов приведены в приложении I. Эти описания исполь­
зовались двояко. В экспериментах первого типа испытуемым 
предлагалось для каждого описания дать словесную оценку пос­
тупка, выраженную одним словом. Предлагалось указывать сино­
нимичные оценки и близкие по смыслу слова, если, по мнению 
испытуемого, они возможны. Допускались произвольные коммен­
тарии к этим оценкам. 
В экспериментах второго типа испытуемым вместе с описа­
ниями давался список слов, набранный из оценок, сделанных 
экспериментаторами. Цель испытуемого состояла в установлении 
поэлементного соответствия данных ему описаний со словами 
списков. Как и в первом случае испытуемый мог писать любые 
комментарии к своим решениям (например, считать, что в спис­
ке оценок нет подходящего слова для оценки данного поступка, 
или предлагать свои слова - оценки, отсутствующие в исходном 
списке). 
Эксперименты проводились, в основном, со студентами ма­
тематиками, студентами инженерного и гуманитарного профиля, 
некоторыми группами научных работников и школьниками. Всего 
в экспериментах обоих типов участвовало 125 человек (в пер­
вом - 69 человек, во втором - 56 человек). 
Результаты 1-   эксперимента показали, что среди первых 
4-  наиболее часто названных слов всегда были слова, поло­
женные в основу описания поступка (см. таблицу I). 
В основу списков для экспериментов второго типа были по­
ложены предыдущие результаты, т.е. мы взяли наиболее предпо­
читаемые слова и добавили к ним слова, достаточно близкие по 
смыслу. Таким образом мы получили список из 10 слов, которые 
были расположены в случайном порядке (см. приложение 2). Ис­
пытуемым были предложены тексты 6-15, по которым было 
меньше всего разногласий. Результаты, приведенные в табли­
це 2,показывают, что из наиболее предпочитаемых слов по тек­
стам 6, 7, II, 12, 15 были названы те четыре слова, кото­
рые назвали испытуемые в эксперименте I типа.По текстам  8, 
5, 10, 13, 14, из 4-  основных слов, названных в предыдущем 
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эксперименте, были отмечены 3 слова. Кроме того, испытуемых 
просили отметить доминантное слово. Результаты, приведенные 
в таблице 2,показывают, что, кроме текстов W 9, 12, во всех 
остальных случаях мы получили одно из тех слов, которые были 
положены в основу эксперимента. 
На данном этапе мы пока не будет утверждать, что именно 
фреймы помогли испытуемым опознать поступки. Но по крайней 
мере можно утверждать, что I) фреймы позволяют дать такое 
описание, которое большинство испытуемых интерпретирует од­
нозначно; 2) мы получили достаточно точные словесные описа­
ния поступков и именно это доказывает результаты эксперимен­
тов. 
4. Заключительные замечания. Хорошая корреляция между 
словесными оценками поступков, традиционно используемыми 
людьми, и предложенными графовыми описаниями поступков поз­
воляет считать, что удалось создать приемлемую для интеллек­
туальных систем совокупность формальных понятий, в рамках 
которых можно описывать и задавать нормативное поведение. 
В ближайшем будущем необходимо решить проблему "сцепле­
ния" поступков в сценарий поведения, научиться оценивать не 
отдельные поведенческие акты, а последовательности таких ак­
тов, связанных мотивационнами связями. Теория сценариев 
по­
ведения пока еще находится в зачаточном состоянии, хотя не­
которые результаты, полученные здесь, уже могут принести 
пользу /4/. На их основе можно будет строить теорию норма­
тивных поведенческих сценариев, используя результаты по нор­
мативному описанию поступков. Этот путь нам представляется 
весьма перспективным. 
Т а б л и ц а  I  




в основу описания 
Полученные результаты 




Смелый - 32 чел. из 69; 
волевой - 23 чел. 
мужественный - 22 чел. 
целеустремленный - 20 чел. 
храбрый - 10 чел. -"-
^ Примечание: - подчеркиваются слова, которые для данного 














































































































Бескорыстный - 41 из 69 
доброжелательный- 37 
(добрый) 
великодушный - 10 -"-
благородный - 5 -"-
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Продолжение табл. I 













































Мы предполагаем, что поступки ТГ
1 
оцениваются некоторым 
внешним наблюдателем - исследователем 1л/ . С точки зрения VA/ 
поступок ~iIL , определяемый для Iе ситуаций С^, может про­
исходить совсем в иной ситуации С^, т.к. личный опыт \Л/ и 
его знания о внешнем мире могут отличаться от знании, имею­
щихся в распоряжении 1*\ В качестве может выступать,на­
пример, объективная поведенческая ситуация С
к
,получаемая как 
Д С jj. Другими словами, С
к 
есть совокупность тех сведений, 
которые являются общими для всех индивидуумов, действующих 
одновременно во внешнем мире. В дальнейшем мы будем предпо­
лагать, что совпадает с С
к 
(тем самым мы исключаем оцен
г 
ки поступков 1^в тех случаях, когда W знаем больше, чем 
о ситуации, в которой совершается поступок). 
Как следует из нашего определения поступка, он является 
мотивированным действием. Более подробно о психологических 
аспектах, связанных с понятием поступка, мы говорить не бу­
дем. Это было сделано ранее в работе /2/.Отметим только, что 
всякий поступок iii состоит из мотивированного плана будуще­
го действия, в котором прогнозируются и ответные реакции на 
действие, и реализации этого действия. Кроме того любой ин­
дивидуум всегда может встретиться с ситуацией, когда истин-
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Результаты эксперимента второго типа 
м 
текста 
Слова, выбранные из списка Доминантное слово Примечания 







49 из 56 
34 
30 из 56 
25 















































































































- 20 из 56 
тая реакция на его действие будет отличной от прогнозируемой. 
Для оценки поступка исследователь должен знать ^ (С*
к
) 
и объективные реакции остальных лиц, участвующих в ситуации 
на действие, совершенное 4 -м индивидуумом. Таким образом, 
нас будет в дальнейшем интересовать внешняя оценка действий 
индивидуума в определенной ситуации. Исследователь при этом 
стоит вне ситуации и действий индивидуумов. 
Литература 
1. Азимов А. Путь марсиан. М., "Мир", 1966. 
2 .  Захаров В.Н., Палилова С.Ф., Поспелов Д.А., Шустер В.А. 
О формализации структуры поведения. - Вопросы бионики. 
Харьков, 1979. 
3. Поспелов Д.А., Шустер В.А. Фреймы, поступки и личностные 
характеристики. - Мат-лы конференции "Психология челове­
ческого учения и развития". Прага, 1979. 
4. Шенк Р., Абельсон Р. Сценарии, планы и.знания. - Труды 1У 
международной объединенной конференции по искусственному 
интеллекту, вып. б. М., 1975. 
103 
Приложение I 
Т Е К С Т Ы  
1. Ситуация не в пользу А и даже имеется угроза его жизни, 
но преодолев всякие опасения, он совершает задуманные 
действия. 
2. А, несмотря на то, что В причинил ему в свое время не­
приятности, оказывает ему помощь, не ожидая, что £ от­
платит ему тем же. 
3. А, желая помочь В. совершает такие действия, которые не 
оказывают помощи В, но при этом сам А имеет большие не­
приятности. 
4. Находясь в тяжелом положении, А, рискуя своей жизнью, 
спасает жизнь В. 
5. А, видя, что не может достичь успеха в отношениях с В, 
тем не менее предпринимает действия, которые могут при­
нести самому А почти смертельный исход. 
6. Рискуя жизнью, А спасает жизнь людям, но при этом сам 
погибает. 
7. Желая получить от В некоторую услугу, А оказывает ему 
самые разные знаки внимания. 
8. Под видом доброжелательства и внимания А совершил по от­
ношению к В такие действия, которые принесли ущерб В (но 
В об этом не знает). 
9. А, зная, что В не виноват, тем не менее обвиняет и осуж­
дает его. 
10. Своими действиями (непреднамеренными) А ставит В в не­
ловкое положение. 
11. А оказывает постоянно помощь В, не ожидая взамен ничего. 
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12. А,имея возможность оказать поддержку и помощь В, который 
в этом очень нуждается, тем не менее отказывается это 
сделать. 
13. А, понимая, что причиняет значительный вред В (имеется 
угроза для жизни В), тем не менее продолжает это делать. 
14. В неоднократно оказывал помощь А, но когда В понадоби­
лась помощь, А ее не оказал. 
15. А выступил на собрании и, невзирая ни на что, справед­

























































































































NORMATIVE BEEÄVIOH OF INTELLECTUAL SYSTEMS 
D. Pospelov, V. Sinister 
S u m m а г у 
then developing intellectual systems capable of in­
dependently adopting purposeful decisions for organizing 
their activities in the outer world, the problem or de­
termining the normative behavior of these systems arises. 
The authors say that without an exact and formal defini­
tion of the normative conditions and restrictions it can-
notbe guaranteed that a robot will not sometimes be 
tempted to proceed from the principle "The end justifies 
the means". 
A mechanism that, according to the authors, should be 
suitable for formalizing normative behavior and presenting 
the rules that guarantee such behavior of robots and other 
intellectual systems is described. The first part of the 
paper presents the formalization of the concept of deed/act 
and a discussion of some problems connected with that con­
cept. Part Two discusses the results of some psychological 
experiments. Part Three is devoted to the analysis of the 
possibilities of the given mechanism from the point of 
view of solving the problem of formalizing normative be­
havior. 
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ПРОБЛЕМЫ ПОСТРОЕНИЯ АВТОМАТИЗИРОВАННЫХ 
ИМИТАТОРОВ ПРОЦЕССА ТВОРЧЕСТВА 
В.М. Сафонов 
Введение 
В современном мире проблема чтения и построения текстов 
с зафиксированными в них результатами творческой деятельно­
сти имеет огромное значение. Именно этим объясняется появле­
ние и 
существование автоматизированных систем общения на ес­
тественном языке (ЕЯ) или сокращенно, автоматизированных 
языковых систем (АЯС). Стремление ускорить процесс поиска 
привело лингвистов к использованию в АЯС одной из техниче­
ских новинок века - электронных вычислительных машин (ЭВМ). 
После того, как несколько десятков лет тому назад были соз­
даны ЭВМ для решения задач по их прямому назначению (вычис­
лительные), было замечено, что ЭВМ могут решать и логические 
задачи. Из того обстоятельства, что в своей деятельности 
человек мохет использовать логические построения, где-то и 
когда-то (сейчас это установить уже не так просто) был сде­
лан вывод о том, что проблема создания АЯС мохет быть сведе­
на к проблеме обработки информации по правилам формальной 
логики и, следовательно, решена в рамках и методами киберне­
тики. Немало способствовало укреплению 
такого взгляда на за­
дачи и принципы построения АЛС и то, что кибернетика ухе на 
самых ранних этапах ее возникновения взялась решить путем 
логической обработки информации с учетом все возрастающего 
быстродействия ЭВМ и объема их памяти проблему создания ис­
кусственного разума. 
Прошли годы, быстродействие и память ЭВМ достигла почти 
астрономических цифр, продолжая все время расти, разработаны 
сложные 
математические аппараты дискретно-логической обра­
ботки информации, но до сих пор не решена не только выпеука-
занная проблема кибернетики, но и ее частная проблема - соз­
дание высокоэффективных АЯС на базе ЭВМ, или как их сейчас 
иногда стали называть - компьютеров. В отличие от тех кибер­
нетических систем, которые имеют дйло с неживой природой,АЯС 
работает непосредственно на человека, на целые коллективы в 
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человеческой обществе. Здесь самым существенным критерием 
эффективности системы является оценка ее деятельности со 
стороны человека. 
Заметим, что все последующее изложение будет относится к 
тем АЯС, в которых отсутствует четко формализованная струк­
тура построения текстов (статистические, экономические и 
т.д.). 
Иными словами, речь будет идти о тех текстах, которые 
относятся к сфере творческой деятельности. Все сказанное да­
лее будет относится также и к весьма важному требованию, 
предъявляемому к современных и перспективным АЯС - творче­
ский анализ сообщений и возможность принятия решения. 
Степень многогранности и сложности проблемы создания 
современных АЯС можно проиллюстрировать следующим примером. 
Пусть необходимо при помощи АЯС прочитать рукописный текст 
на английском языке и на основе анализа его содержания при­
нять и сообщить человеку некоторое решение. 
Здесь необходимо решить целый комплекс проблем: распоз-
нования образов, машинного перевода с одного языка на дру­
гой, построения умозаключений, общения с человеком на ес­
тественном языке. Для решения задач такого класса на ЭВМ 
надо уметь имитировать творческие процессы, т.е. необходимо 
создать автоматизированный имитатор процессов творчества 
(АИПТ). 
Хотя в 50-е годы нашего столетия основоположники кибер­
нетики и декларировали быстрое и успешное решение этих и 
многих других задач в рамках проблемы искусственного интел­
лекта, они не решены до настоящего времени. 
Цель настоящей работы состоит во-первых, в том, чтобы 
сформулировать причины возникших трудностей и, во-вторых, 
обратить внимание специалистов по АЯС на метод анализа сте­
пени этих трудностей и на существование уже в настоящее вре­
мя путей преодоления некоторых из них. 
0 существенных особенностях мышления человека 
Известно мнение, что при создании АИПТ надо решить три 
основные проблемы: информационного (искуственного) языка 
(ИЯ), носителя информации и выбора технических средств (на­
пример ЭВМ). 
Такое мнение применительно к АЯС базируется на постулате 
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о том, что передача творческих мыслей, изложенных в тексте, 
от одного человека к другому возможна на уровне и средствами 
дискретной формальной логики. Если принять такой постулат 
верным, то далее оказывается, что все проблемы ИЯ сводятся к 
созданию "хороших" переложений (перевода) естественного язы­
ка текста на формализованный язык, обработке такого ИЯ по­
средством логических построение и восстановлению текста по 
ИЛ. 
Отсюда (из такой постановки вопроса) совершенно естест­
венно родился повышенный интерес к знаковым системам (семио­
тика) и стремление лингвистов заполучить в свои руки ЭВМ с 
возможно большим быстродействием и памятью. 
Между тем, представляет огромный практический интерес 
взглянуть с точки зрения современного естествознания на 
текст, как на зафикисированную мысль человека, которая сна­
чала была получена, а затем и изучена другим человеком, пос­
ле работы мышления и в процессе творчества.Сейчас накопилось 
много сведений, полученных в самых различных областях знаний 
(нейрофизиологии, психологии, физике, кибернетика), которые 
позволяют детализировать процесс творчества человека,процесс 
мышления при создании нового. 
Адекватным, релевантный процесс чтения и построения тек­
стов не может не учитывать специфику мышления человека - соз­
дателя этих текстов. Если в процессе творчества они создают­
ся, а затем изучаются на уровне формальной логики и дискрет­
ными средствами, то при совершенствовании современных АИПТ 
все дело состоит, действительно, в совершенствовании ИЯ,про­
грамм обработки 
и компьютеров. Если такой уровень мышления 
человека не единственный и, может быть, даже не главный, 
тогда принципы построения, заложенные в современные АИПТ,яв­
ляются более общих принципов. Тогда проблема ИЯ и компьюте­
ров оказывается вложенной в проблему понимания тех уровней 
и тех средств человеческого мышления, средств человеческого 
мышления, которые участвуют в процессе создания нового и пе­
редаче его другому человеку. 
Не представляет сомнений, что процессы чтения текстов, а 
тем более, процессы принятия решений человеком,которые веду­
тся на естественном языке и естественным образом, представ­
ляют творческие акт, в котором участвует мышление человека 
со всеми его законами, присущими процессу творчества. 
Отсюда следует, что, хотим мы этого или нет,проблема по­
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вышения эффективности АИПТ есть проблема поникания сущности 
творчества в процессе мышления человека. Задача о полноте, 
релевантности, точности и т.д. АЯС есть также задача о том, 
как человек делает нетривиальнне выводы, о том, как он мыс­
лит и принимает решения. 
Накопилось много сведений о том, как происходит решение 
нетривиальных задач в процессе творчества у человека и какие 
уровни мышления и средства обработки информации в нем участ­
вуют. Интерес к этому направлению достаточно рельефно сфор­
мулирован в [l:I5j. "Примечательно, что в последнее время -
в годы невиданного ранее распространения машинных систем 
сбора и обработки информации - человек как носитель информа­
ции и творческих идей - стал объектом многочисленных экспе­
риментов и исследований". 
Результаты таких исследований, например, К.Адамар [1:106} 
излагает следующим образом: "... говоря строго, практически 
не существует чисто логических открытий вмешательство бессо­
знательного необходимо по крайней мере для того, чтобы стать 
отправным пунктом логической работы". Интересно высказывание 
А. Эйнштейна, приведенное в [l:60]. "Психическими элементами 
мышления являются более или менее ясные знаки или образы,ко­
торые могут быть "по желанию" 
воспроизведены и скомбинирова­
ны. Существует, естественно, некоторая связь между этими 
элементами и рассматриваемыми логическими концепциями". 
Анализируя вопрос о том, присущ ли машине разум, 
Ю.А. Шрейдер [I3-] отмечает; что "... ученые часто получают 
первоклассные результаты как раз тогда, когда размышляют о 
предмете без конкретной цели". 
Приведенные выше высказывания специалистов в области ма­
тематики, физики, философии (список мог быть и продолжен) 
объединяет мысль о том, что процесс творческого акта не сво­
дится только к формально-логическим построениям в процессе 
обработки информации. Эта существенная особенность мышления 
установлена не только на уровне мнений ученых, но и совре­
менным естествознанием на уровне исследований в области ней­
рофизиологии. 
В своей работе "Творческая активность сознания" М.Н. Мо­
розов [9] прямо указывает следующее. "При самом общем подхо­
де к классификации информационных процессов на уровне мозга 
(психики) представляется вполне обоснованным исходить иг 
двух качественно различных форм ее протекания - вербализо­
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ванной (языковой) и невербализованной (неязыковой).Такое де­
ление отражает два основных уровня человеческой психики -
субъективно осознаваемый и неосознаваемый [3, б] и согласу­
ется с учением И.П. Павлова о двух сигнальных системах", 
(стр. 122). В этой же работе М.Н. Морозов приходит к выводу, 
представляющему весьма существенный интерес для понимания 
проблемы АИПТ. "Продуктивное мышление отнюдь не может быть 
сведено к языковым операциям, к выбору слов и их сочетанию в 
правдоподобные ассоциации" и далее "Поскольку какой-то объем 
информации перерабатывается средствами "физиологического ко­
да", минуя уровень языкового анализа и синтеза, можно допус­
тить, что мышление как интегративная деятельность мозга 
должно включать в себя ряд соподчиненных уровней информаци­
онных процессов, каждый из которых характеризуется своим 
сигнальным кодом: 
1) фундаментальные физиологические принципы (программы) 
переработки информации, которые существенно определяют пси­
хологическую структуры мысли - правила преобразования ее 
элементов, форму и модальность мысли и пр; 
2) первичная организация текущей информации на уровне 
корковых интегральных центров; 
3) высший корковый анализ и синтез, совоставление инфор­
мации с прошлым опытом, установками и целями субъекта; 
4) вербально-ассоциативная деятельность, на уровне кото­
рой осуществляется перевод (по правилам грамматики и логики) 
информации физиологического уровня в языковую, социально-
коммуникативную форму", (стр. 129 и стр. 130). 
Из вышеизложенного следует, что: 
- естественный (не автоматизированный) процесс языковой 
коммуникации, будучи творческим процессом, не сводится толь­
ко к проблеме языка 
и его совершенствования; 
- процесс анализа сообщения и принятия решения человеком 
производится многоуровневым способом обработки информации, 
причем, .формально-логическая обработка соответствует только 
одному и самому нижнему уровню в иерархии процесса мышления; 
- моделирование и имитация творческого акта языковой 
коммуникации и принятия решений (прогнозирование), начатое в 
традиционных (известных) АИПТ только на формально-логическом 
уровне, может совершенствоваться только на основе все боль­
шего охвата верхних уровней иерархии (учет прошлого опыта, 
самообучение, ассоциативное и образное мышление, эвристика и 
т.д.). 
15 ИЗ 
Изучение процесса обработки информации во время творче­
ства дает возможность обратить внимание еще на одну его важ­
ную особенность. В статье "Три стороны интеллекта "американ­
ский психолог Дж. Гилфорд [II: 435-43?] создает объемную мо­
дель структуры интеллекта в трехмерном пространстве, по од­
ному измерению которого располагаются различные виды опера­
ций мышления, по другому - различные виды результатов мышле­
ния, по третьему - различные виды содержания мышления. Отсю­
да возникает мысль о том, что "если логические процессы в 
машинах развертываются как бы в одной плоскости, то логиче­
ские процессы в мозгу человека - в двух или даже в трех 
плоскостях" [2:96]. Заметим, что если всего несколько лет 
назад такая мысль не могла задержать на себе внимания из-за 
недостатка технических средств, то в настоящее время, в свя­
зи с новыми достижениями физики, рассмотренными в следующем 
разделе, она может оказаться практически полезной. 
Завершая краткий обзор существенных особенностей языко­
вой коммуникации как творческого акта, следует обратить вни­
мание на то, что мышление человека представляет тесное един­
ство прерывного (дискретного) и непрерывного. Сначала рас­
смотрим сущность этой особенности, затем ее практическую 
значимость и осуществимость для проблемы совершенствования 
АИПТ. "Обсуждая проблему врожденных ("встроенных") управле­
ния, Ф. Розенблатт пишет: "Как указал фон Нейман, кажется 
весьма вероятным, что мозг в своей деятельности широко ис­
пользует как дискретный, так и аналоговый принципы, и, по-
видимому, устройства обоих типов предопределены генетически" 
[9:140]. Идея о том, что деятельность мозга по обработке ин­
формации и прерывна и непрерывна, высказана академиком 
А.Н. Колмогоровым в одном из выступлений f/2:^81. Физиологи­
ческая интерпретация это» мысли "допускает протекание на 
уровне нейрона сложных интегральных процессов, подобных про­
цессу принятия решения". ^9:130]. 
- Значение этой особенности процесса обработки информации 
для АИ1Г? ооодоит в том, что "при воспроизведении логических 
процессов ск-йомощыо одной из сторон (прерывность или непре­
рывность) теряется нечто, присущее только их единству. Един­
ство этих сторон в мышлении человека приводит к замедлению 
процесса обработки информации. Однако, это замедление ком­
пенсируется тем, что информация обрабатывается не в одном, а 
во многих планах, как бы в нескольких измерениях. Это каче­
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ственное отличив логических процессов в мозгу человека от 
логических процессов в машинах находит свое выражение в ас­
социативном характере мышления человека и, вероятно, лежит в 
основе творческого мышления". [2:98-99]. 
Реализация этого принципа, по-видимому, может оказаться 
доступной методами физической обработки информации, например, 
в ассоциатроне, голографе и другими принципами, которые бу­
дут рассмотрены в следующем разделе. 
Таким образом, проблему АИПТ, по-видимому, необходимо 
рассмотреть как часть общей проблемы моделирования мышления 
на более высоких уровнях, чем дискретный и формально-логиче­
ский. 
О предельных возможностях АИПТ 
Итак, анализ существительных особенностей мышления чело­
века приводит к выводам о том, что в процессе творчества: 
- участвуют два уровня мышления (вербализованный и не-
вербализованный) и одновременно в разных пропорциях несколь­
ко способов обработки информации, 
- обработка ведется на многомерном "носителе" информации, 
- имеет место диалектическое единство прерывистого и не­
прерывного (дизъюнктивного и недизъюнктивного, в терминоло­
гии известного психолога A.B. Брупшинского [б]. 
С учетом этих особенностей можно построить модель мышле­
ния в виде диаграммы, по горизонтальной оси которой отклоне­
ны способы обработки информации, а по вертикальной - верба­
лизованный рассудочный уровень мышления (сознание) и вше 
его- невербализованный уровень разума (подсознание). На дан­
ной диаграмме формально-логический способ обработки информа­
ции распологается целиком в области нижнего (вербализованно­
го) уровня, эвристический способ поднимается частично в 
верхний (невербализованный) уровень. 
Все больше и больше заходят в верхний уровень на этой 
диаграмме последовательно способы обработки информации: ис­
пользование прошлого опыта, затем - самообучение, еще выше -
ассоциативный и почти целиком на невербализованном уровне-
образное мышление и эмоциональное восприятие. 
Поставим следующий вопрос: при непрерывном совершенство­
вании АИПТ, беспредельно ли будет улучшаться качество имита­
ции или существует предел возможностей такой имитации? 
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Имея ввиду предложенную выше модель мышления человека, 
на этот вопрос можно ответить следующим образом. На началь­
ном этапе совершенствования АИПТ при использовании того или 
иного способа обработки информации сначала будет происходить 
рост качества имитации до тех пор, пока оно не окажется рав­
ным той в доле, которую этот, например, формально-логический 
способ обработки информации занимает в общем объеме способов, 
участвующих в решении творческой задачи.При подключении сле­
дующего, например, эвристического способа этот порог качест­
ва имитации повысится, но по-прежнему будет равен той доле, 
которую он занимает в общем объеме обработки информации при 
решении этой задачи. Следует подчеркнуть, что при использо­
вании автоматизированных имитаторов, основанных на вербали­
зации процесса, имитируются только те части перечисленных 
выше способов обработки информации, которые располагаются в 
пределах вербализованного уровня человеческого мышления. От­
сюда следует, что имитация вербализованными средствами сле­
дующих способов обработки информации (использование прошлого 
опыта, самообучение ассоциативно- образное мышление), далеко 
уходящих в невербализованный уровень 
будет давать все мень­
ший вклад в верхний предел (порог) эффективности АИПТ при их 
непрерывном совершенствовании. 
Таким образом, существует предел возможностей автомати­
зированных систем при имитации процесса творчества. Даже при 
одновременном подключении всех перечисленных выше способов 
обработки информации этот предел не превосходит той доли,ко­
торую занимает вербализованный уровень мышления человека в 
общем объеме процессов, принимающих участие в конкретном ви­
де творчества. 
Проиллюстрируем сформулированный выше принцип предельных 
возможностей АИПТ на примере, изложенном во введении. При 
автоматизированной обработке, например, машинного текста,со­
держащего статистическую информацию, основным способов обра­
ботки является, конечно, Формально-логический.Применение ЭВМ, 
поэтому, может позволить не только реализовать процесс его 
обработки, но и превзойти человека по быстродействию.При ав-
томатизированой обработке того же, но рукописного текста, 
необходимо привлечение ассоциативно-образного мышления,кото­
рый может быть реализован на ЗШ в силу сформулированного 
выше принципа лишь частично. 
Если тот же текст изложен, например, на английском язы­
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ке, то может оказаться необходимым использование еще и прош­
лого опыта и самообучения, что для ЭВМ еще менее доступно. 
Наконец, необходимость принятия решения по этому тексту мо­
жет вызвать в процессе творчества такой интенсивный обмен 
информацией между вербализованным и невербализованными 
уровнями мышления, что имитация процесса принятия решения 
может оказаться, что бывает довольно часто, не под силу ЭВМ. 
Анализируя сходство и различие мышления и "машинного ин­
теллекта", К).Я. Шрейдер [13] справедливо замечает: "В науке 
хорошо известно, каким огромным достижением является разум­
ная постановка проблемы или, наоборот, выяснение бессмыслен­
ности какого-то вопроса. И может быть, самая важная особен­
ность человеческого разума - это способность отказаться от 
попыток достижения бессмысленной цели". Это замечание может 
оказаться справедливым и по отношению к проблеме создания 
эффективных АИПТ в силу сформулированного выше принципа. 
Однако принцип предельных возможностей АИПТ дает не 
только негативный результат. С его помощью можно прогнозиро­
вать области наиболее эффективного применения АИПТ и, в ча­
стности, АЯС. 
Для этого необходимо перед началом работ по имитации 
проанализировать с помощью специалистов, главным образом, 
психологов конкретные творческие задачи, решаемые человеком. 
Результатом такого анализа должна быть 
приближенная оценка 
доли вклада того или иного способа обработки информации в 
общем объеме решаемой задачи. Если основным является фор­
мально-логический способ, то применение АИПТ может дать 
весьма эффективный результат, разумеется, если выбран мате­
матический аппарат, адекватный задаче. 
Если основную роль играет, например, ассоциативное мыш­
ление, то применение ЭВМ в качестве технического средства 
АИПТ неэффективно и надо искать другой машинный способ обра­
ботки информации, например, [4]. 
Последовательное применение предложенного выше принципа 
предельных возможностей позволяет сделать вывод и о том,что 
ЭВМ не является единственной и, тем более не последней "ин­
станцией", к которой надо обращаться специалистам, работаю­
щими над проблемами АИПТ. Это понимал еще в начале второй 
половины века К. Шеннон [12] : "Эффективное машинное решение 
таких задач., как распознавание образов, автоматический пере­
вод и т.д. может потребовать создания вычислительного уст­
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ройства совершенно другого типа, чем то, которым мы распола­
гаем сегодня. Как мне представляется, что будет устройство, 
естественное функционирование которого происходит при помощи 
образов, понятий и смутных подобий, а не с помощью последо­
вательных операций над числами в десятичной системе счисле­
ния". 
Чтобы наиболее рельефно подчеркнуть важную роль выбора 
путей совершенствования технических средств и способов обра­
ботки информации в лингвистике, сравним два возможных метода 
имитации, например, ассоциативно-образного мышления. Придя, 
наконец к пониманию роли образов, М. Минский [б], например, 
предложил систецу фреймов для описания ситуаций. Однако, их 
структура такова, что операции над фреймами и их компонента­
ми ведется у М. Минского алгоритмическим, т.е. формально-ло­
гическим способом обработки информации со всеми вытекающими 
из принципа предельных возможностей ограничения. 
Между тем, при использовании, например, идеи голографи-
ческого процессора [4] реализуются операции ассоциативной 
записи цепочек изображений (образов). Результатом работы 
процессора в силу этого являются неизвестные ранее (.скрытые) 
пространственные и 
временные связи между элементами цепей и 
интерполяция образов. Значение такого принципа обработки ин­
формации трудно переоценить, 
поскольку выявление скрытых 
связей между понятиями с учетом непрерывности семантического 
поля весьма необходимо для решения задач понимания текстов и 
принятия решений с помощью АЯС. 
Резюмируя вшеизложенное, нельзя не вспомнить слова ака­
демика А.Н. Колмогорова "В развитом сознании современного 
человека аппарат формального мышления не занимает централь­
ного положения. Это скорее некое "вспомогательное вычисли­
тельное устройство", запускаемое в ход по мере надобности. 
Кибернетический анализ работы развитого человеческого созна­
ния в его 
взаимодействии с подсознательной сферой еще не на­
чат". Эти слова, сказанные еще в 1964 году, справедливы и по 
сел день. 
Главная мысль настоящей работы состоит в том, что работа 
над проблемой АЯС, должна включать в себя следующие этапы: 
анализ лингвистами и психологами вклада различных способов 
обработки информации в решении человеком той или иной твор­
ческой задачи, определение разумных границ использования АЯС, 
выбор технических средств, адекватных основным способом об­
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работки информации, с учетом изложенного вше принципа пре­
дельных возможностей АИПТ. 
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SOUS PROBLEMS CONNECTED WITH THE CONSTRUCTION OF 
AUTOMATIC IMITATORS OF CREATIVE PROCESSES 
V.Safonov 
S u m m а г у 
The reading and construction of texts representing the 
results of creative processes are considered to be of im­
mense importance. This also accounts for the rise and devel­
opment of natural language based automatic interaction sys­
tems. In his paper the author examines the interaction sys­
tems of the type that lack a strictly formalized structure 
of text buildup (e. g. texts on statistics.economics,etc.). 
He tries to find an answer to the question of what causes 
the difficulties in artificial intelligence investigations 
and, on the other hand, to draw the attention of automatic 
interaction system experts to the methods of analysing 
these difficulties and to the existence of ways of over­
coming them at the present stage. 
120 
ЗНАЧЕНИЕ, СМЫСЛ И МЫСЛЬ 
И. Сыьдкяа 
Создание систем искусственного интеллекта, оперирующих 
естественном языком, вццвигает на первый план проблему моде­
лирования языка не как самостоятельной лингвистической сис­
темы, а как средства познания. Это предполагает понимание 
познавательной сущности языка и его функционирования /I/. 
X X 
X 
(I) Чувственное и языковое познание организованы у человека 
в принципе одинаково. Познавательный процесс включает два 
аспекта. Один из них представляет узнавание объектов позна­
ния, другой - понимание связей между этими объектами.Эти по­
знавательные связи проявляются как роди участников связи. 
Роль выражает функцию участника связи. Таким образом, обес­
печивается единство структуры и ее функциональной стороны в 
познании реальности. 
Чувственное познание всегда имеет дело с конкретными 
объектами. Объективной основой узнавания этих объектов явля­
ется их сходство в определенных границах, т.е. единство еди­
ничного и 
общего. На этом сходстве основывается и субъектив­
ное узнавание этих внешних объектов. 
Объективной основой познания ролей объектов является 
сходство связей между ними в реальности. В случае физиче­
ских объектов, например, таковыми являются связи между ЧАС­
ТЬЮ и ЦЕЛЫМ, ПРИЗНАКОМ и ЦЕЛЫМ, между ЧАСТЬЮ ЧАСТИ и ЧАСТЫ), 
между ПРИЗНАКОМ ПРИЗНАКА и ПРИЗНАКОМ и т.д. Узнавая ЧАСТЬ 
некоторого объекта, мы знаем, что играет роль ЦЕЛОГО, узна­
вая ЦЕЛОЕ, мы знаем, что выступает в роли его ЧАСТЕЙ, ПРИ­
ЗНАКОВ и т.д. 
В пространственных ситуациях, движениях, событиях, между 
участвующими объектами имеются свои характерные связи, уча­
стники которых имеют соответственные функциональные роли. В 
случае чувственного познания все эти связи находятся, так 
сказать, при объектах, мы видим объекты в их ролях. 
Психологически эти связи обнаруживаются через различные 
ассоциации (предметные, пространственные, временные). 
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Язык и его применение построены на тех же принципах, что 
и чувственное познание. 
Слова в отдельности обозначают те объекты познания, ко­
торые человек научился узнавать и которые он считает необ­
ходимым отделить от других объектов при помощи слова (соба­
ка, кошка, нога, красный, лес, бег и т.д.). Знания о самих 
этих объектах составляют значение соответствующих слов. Зна­
чение слова состоит 
из познавательных категорий, которые 
характеризуют соответствующий объект познания. Это особая 
проблема, которую мы в данной работе не будем рассматривать 
подробно. 
При составлении предложения мы связываем слова между со­
бой в ту же ролевую структуру, в какой находятся данные 
объекты'познания в реальности. Так формируется познаватель­
ная. или гносеологическая структура предложения. 
В предложении одни слова выступают в роли ЦЕЛОГО, другие 
- в роли ЧАСТЕЙ этого ЦЕЛОГО, третьи - в роли ПРИЗНАКОВ,чет­
вертые - в роли ДВИЖЕНИЯ, пятке являются 
ПРИЗНАКАМИ ПРИЗНА­
КОВ и т.д. Эти слова в ролях образуют описания представлен­
ных в предложении объектов. Такие описания объектов мы назы­
ваем ДАТУМАМИ. Датумы находятся, в свою очередь, в тех или 
иных связях, в зависимости от того, что описывается предло­
жением. Отсюда исходят роли датумов, которые выражают их 
функцию в описываемой ситуации или событии. 
Таким образом, слово в каждом конкретном употреблении, в 
дополнение к своему значению, имеет еще и роль, иначе гово­
ря, смысл, его употребления. Смысл датума определяется его 
ролью в предложении. А вся познавательная структура предло­
жения в целом образует мысль, которую мы хотим выразить этим 
предложением. 
Именно эта ролевая структура текста и делает очень гиб­
ким употребление слов при выражении различных мыслей. Одно и 
то же слово может выступать в разных предложениях в различ­
ных ролях,наряду с другими разными ролями и их исполнителями. 
Слово участвует в выражении различных мыслей,приобретая, та­
ким образом, многочисленные ролевые связи с другими словами. 
Эти связи и составляют наши знания об объектах,, ситуациях и 
событиях окружающего мира. 
По такой же ролевой структуре построены тексты и проис­
ходит их понимание. А в тексте уже целые предложения высту­
пают в тех или иных ролях в. отношении ситуаций или событий, 
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там описываемых. И эта ролевая (познавательная) структура 
выражает мысль соответствующего текста. 
Вплоть до уровня предложения морфологические и синтакси­
ческие признаки языка являются руководящими при образовании 
познавательной структуры. Это позволяет нам образовывать как 
значения самих слов, так и знания, вытекающие из связи 
между ело вами ^ т. е. смысл. Это позволяет также осуществлять 
накопление знаний без предварительных семантических знаний. 
Если бы это происходило иначе, то знания у человека должны 
были бы предшествовать их образованию и накоплению при помо­
щи языка. 
Но при понимании текстов и при их составлении человек 
одновременно оперирует как своими знаниями, так и граммати­
ческой формой слов и синтаксической формой предложения, ко­
торые в значительной мере дублируют друг друга. И только при 
возникновении противоречия между новыми и старыми знаниями 
возникает дилемма: чему верить - своим старым знаниям или 
языковой форме сказанного. 
Развитие человеческих знаний филогенетически и онтогене­
тически также характеризуется двумя процессами. Во-первых, 
усвоением новых познаваемых объектов, во-вторых, все более 
глубоким и детальным пониманием познавательных связей меж­
ду этими объектами, т.е. развитием ролевой структуры. 
Создание кибернетики в наши дни выражает развитие позна­
вательной структуры. Например, понимание и учет обратной 
связи ролей сторон этой связи (понимание того, чте ДЕЙСТВУЮ­
ЩИ является одновременно ПРИНИМАЮЩИМ обратного ДЕЙСТВИЯ). 
Нам кажется, что многие знаковые системы так же, как и 
естественный язык, имеют две стороны: знаки-объекты и меж­
знаковые связи, при которых знаки- выполняют разные роли. 
функции, имеют различный смысл. Примером этого может служить 
арифметика со своими знаками-числами и связями-действиями, 
или алгебра со своими буквами и действиями и т.д. й в мате­
матике, как знаковой системе, развитие познания выражается в 
открытии новых знаков и 
их связей, а также в выражении при 
их помощи все более сложных математических познавательных 
структур. 
(2) Знания людей (память) построены на основе познания внеш­
него мира - то есть по прищипу той же познавательной СТРУК-
туры, а не как языковые - семантические - структуры. 
Уже сто лет тому назад известный русский физиолог 
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Н.М. Сеченов утверждал: "Всякий кмшшй предмет ыя двлвяи 
фиксируется в памяти и воспроизводится в сознании в трех 
главных направлениях: как член пространственной группы, как 
член преемственного ряда и как член сходственного ряда" /2/. 
Организацию наших знаний в виде познавательных структур 
по принципу объектов, пространственных групп и временных ря­
дов подтверждают исследования советского психолога А.Р. Лу-
рия о построении и топографии памяти /3/. 
В памяти четко отделены значения слов от знания о прост­
ранственных и временных познавательных структурах. 
Знания о значениях самих слов, обозначающих объекты поз­
нания, организованы на основе связей: ЧАСТЬ-ПРИЗНАК-ЦЕЛОЕ. 
Рост человеческих знаний добавил к этому еще родо-видовые 
связи, стороны которых выполняют соответствующие роли. Вме­
сте они образуют вертикальную (логическую) систему связей 
между словами. 
Знания, образованные при помощи слов о больших познава­
тельных межобъектных структурах, также играют соответствен­
ные роли. Наши знания в том и заключаются, что мы знаем, что 
находится (или не находится) в той или иной роли, если изве­
стны те или другие исполнители остальных ролей пространст­
венной ситуации или события. 
Такая ролевая структура знаний позволяет сохранить в па­
мяти мысли, независимо от их первоначальной языковой формы. 
И с другой стороны, знание слов не гарантирует еще возможно­
сти выражения 
мысли. В основе сохранения мысли лежит сохра­
нение соответствующей ролевой структуры, которая заполняется 
при забывании первоначальных слов 
другими, пригодными для 
этих ролей словами, близкими по значению к первоначальным 
словам. 
На наш взгляд, ролевой способ представления знаний явля­
ется именно тем, который Д.А.Поспелов называет "языком смыс­
лов" и "модельным языком", считая их основой создания систем 
И.И. /4/. 
(3) Из такой организации знаний в памяти следует два аспекта 
человеческого мышления: формально-логическое мышление и ро­
левое мышление, их взаимодействие и единство. 
Организация знаний по вертикальным связям позволяет сде­
лать формально-логические выводы как внутри одного вида (по­
нятия), так и между родо-видовыми понятиями. Силлогизмы мож­
но построить на основе всех признаков понятия (значения) и 
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получить соответствующие формально-логические выводы. Какие 
выводы позволяет получить формально-логическое мышление, 
этого вопроса мы здесь ввиду общеизвестности предмета не ка­
саемся. 
Ролевое мышление раскрывает пространственные, временные 
и связанные с движением связи между объектами. Суть ролевого 
мышления состоит в том, что исходя из какого-то объекта, вы­
ступающего в какой-то роли, мы знаем на основании более ран­
них связей, кто или что может выступать в других ролях поз­
навательной структуры. 
Приведем только несколько примеров о возможностях роле­
вого мышления. 
а) Все языковые вопросы относятся к ролям и направлены 
на выяснение той или другой роли. Понимание языковой формы 
вопросов не являются трудным, поскольку вопросы имеют такую 
же познавательную структуру, как наши знания. В вопросе да­
на часть заполнителей ролей и необходимо найти заполнитель 
той роли, на которую направлен вопрос (кто, что, с кем, по­
чему и т.д.). Нетрудно найти требуемый ответ среди наших ро­
левых знаний, если это знание там явно, эксплицитно имеется. 
Положение осложняется в том случае, когда вопрос задан 
словами, отличающимися от тех, которые были использованы 
при вводе знания. Тогда возникает проблема замены слов. 
б) Замена слов связана со сходством обозначаемых ими яв­
лений. Для человека эта проблема разрешена тем, что близкие 
по значению слова находятся в памяти поблизости. В системе 
И.И. эту задачу можно будет решить с помощью применения вы­
шеупомянутого вертикально-логического принципа организации 
знаний. 
в) Обобщение. Знания поступают в память относительно 
различных множеств, от одного до множества "все". Поскольку 
знания организованы в памяти в виде единства отдельного и 
общего, обобщение представляет собой установление наличия 
какого-то аспекта сходства при том или ином множестве. 
д) Цепи умозаключений. При них возникают два вопроса: 
какие заключения человек делает и каким образом человек зна­
ет, какими знаниями в том или другом случае он должен вос­
пользоваться? 
Что касается того, какие заключения человек делает, то 
на это можно ответить так: он старается заполнить пробелы в 
познавательной структуре знаний, имеющих существенное значе-
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нив для понимания текста, для ответа на вопрос, для выясне­
ния интересующих его аспектов и т.д. 
Выбор знаний, которыми нужно пользоваться при выводах, 
следует также из познавательной структуры. Повседневное мыш­
ление занимается преимущественно поиском 
носителей отсутст­
вующих ролей частично данной познавательной структуры или же 
увязыванием познавательных структур, в целях понимания недо­
сказанного, но в тексте имплицитно имеющегося знания. 
Если наши знания не имели бы такой познавательной-роле­
вой структуры, то отсутствовали бы структурально-функцио­
нальные основы для осуществления выбора из числа имеющихся 
знаний и возможных выводов. 
Нам кажется, что эти трудности относятся ко всем систе­
мам, обоснованным на семантическом представлении языка. 
Выводы, которые делаются, можно разделить на три уровня: 
(1) выводы на микроуровне о самих объектах, действиях, отно­
шениях. Большое значение в данном случае имеет дополнение 
знаний, приобретаемых посредством языка, чувственно поступа­
ющими знаниями. Здесь проявляется совместная работа анало­
гично построенного чувственного и языкового познания. 
(2) выводы на макроуровне делаются на основе познавательной 
структуры, лежащей в основе предложения. Здесь человек опе­
рирует, главным образом, своими знаниями о пространственных 
группах и временных рядах. 
(3) сверхуровнем является текст и сделанные из него выводы. 
Здесь в виде выводов происходит образование познавательных 
структур крупных ситуаций, событий, описанных при помощи 
предложений. 
Процедуры переработки знаний при выводе заключений сое­
диняют логическое и ролевое мышление и представляют собой 
твердые типы. Варьируется очередность пользования ими в за­
висимости от характера имеющихся знаний и преследуемой цели 
(вывода). Нам кажется, что эти процедуры похожи на разработ­
ку данных при системном анализе, с чем сравнивает мышление 
Г.С. Поспелов. 
(4) Создание и сущность систем искусственного интеллекта са­
мым тесным образом связаны со степенью разумности этих сис­
тем. 
Познание не пассивный процесс, оно самым тесным образом 
связано с отношением системы к познаваемому окружению. Это 
рткошение к познаваемому, или РАЗУМНОСТЬ, является движущей 
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и направляющей силой мышления. 
Первоначально разумность имеет биологическо-потребитель-
ский характер. В развитии разумности человека решающее зна­
чение имеет процесс труда и социальный образ жизни. 
Разумность добавляет к познавательной структуре внешнего 
мира еще одну часть - "Я". Так образуется когитативная 
структура или структура мышления, которая соединяет в себе 
знания и отношения к ним, что и определяет использование 
этих знаний. 
И в системах И.И. их разумность проявляется в отношении 
системы к поступающим знаниям. Эта пока проблема будущего. 
Но при этом возникают острые этические проблемы, касающиеся 
того, какое направление будет иметь разумность систем И.И. 
- творческое или vice verse. Что хе представляет собой, на­
пример, творческая разумность в той или другой области нау­
ки? Об этом знания самих людей еще очень скромны. Но нам ка­
жется, что эта проблема самым тесным образом связана с роле­
вым представлением знаний и процедурами их обработки. 
Нет сомнения в том, что проблема создания разумных твор­
ческих систем искусственного интеллекта в будущем будет раз­
решена. Тогда системы И.И. из систем, выполняющих заданные 
человеком задачи, т.е. использующих человеческую разумность, 
превратятся в разумные системы и станут действительно интел­
лектуальными, творческими помощниками человека. 
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MEANING, SENSE, THOUGHT 
I.Sildmäe 
S u m m а г у 
Creation of AI systems operating with natural language 
sets forward a problem of language modelling not as an in­
dependent linguistic system, but as a means of cognition. 
The cognitive essence of language manifests itself through 
the gnosiological structure of the text. Taken separately, 
words possess only meaning. In a text words stand in cer­
tain gnosiological roles. These roles add a definite sense 
to the meaning of a word according to the situation. 
The gnosiological structure of a sentence (text) forms 
a thought which one expresses by this sentence (text). 
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ДИАЛОГОВАЯ СИСТЕМА ПРИНЯТИЯ МЕНИЙ 
С КОНТРОЛЕМ СОСТОЯНИЯ ЛПР 
Д.И. Шапиро, В.Н. Васильев 
Существует широкий класс многопроблемных задач, в кото-г 
рых каждая из независимых проблем (объектов) характеризуется 
своими локальными критериями и ограничениями, а также набо­
ром признаков. На процедуры оценки и выбора влияют свойст­
венные человеку неопределенности, а возможности его (ресур­
сы) ограничены. Ситуационная информация в общем случае пред­
ставляется как в численном виде, тал и в виде текста. 
Критерии и ограничения (как локальные у объектов Fi '• 6Ц , 
так общий - Qq ) заданы в виде текста. 
Важность отдельных признаков объектовтакже, как и 
формулировки критериев i , могут меняться в динамике в за­
висимости от конкретной ситуации или состояния ЛПР. 
Пользователю удобно в своей повседневной деятельности 
выбирать решения в режиме диалога с ЭВМ. 
Реализация диалоговой процедуры принятия решений в си­
стемах с дисплеем в качестве внешних устройств позволяет до­
статочно оперативно проанализировать возможные рекомендации 
(например, -в период подготовки к заседанию или во время за­
седания). В подобной диалоговой процедуре рассматриваются 
разнообразные проблемы (мнение о типе продукта,приблизитель­
но подходящего 
по общности, достаточно ли хороши альтернати­
вы, найдется ли лучший путь решения, или нужно прекратить 
поиски, выделение одной из альтернатив как "лучшей" и ее 
проверка жизнью и т.д.), которые сводятся к двум типам воп­
росов: 
- "что будет, если данный вариант довести до конца"? 
- "что будет,если в динамике процесса меняется решение"? 
Первый тип вопросов связан с необходимостью получения 
Второй тип вопросов возникает в случаях, когда в динами­
ке появляются новые факторы (изменилась важность объектов F^ 
или взаимная важность признаков ). 
Решение подобных задач, по-видимому, целесообразно осу­
ществлять на основе ситуационной модели выбора рациональных 
рекомендаций (СМВРР). 
набора рекомендаций i *e }  для выбора одной из них ЛПР F 0  
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В соответствии с функциями, реализуемыми в модели, она 
состоит из следующих макроблоков: 
Макроблок "Представление" осуществляет формирование опи­
сания задачи и условий ее решения. 
В этом макроблоке формируются:-набор ситуационных данных 
= iff • где: 
Я - реквизиты; 
Хс - данные, представленные в количественной форме; 
- данные, представленные в качественной форме. 
(При этом в зависимости от конкретной задачи данные предста­
вляются, например, в виде упорядоченного набора или 
в виде 
статического фрейма). 
- Критерии и ограничения для объектов F0 и (соот­
ветственно Q0,QijLо> L-i,). 
- Система отношений между объектами ^ i мно­
жества элементарных управлений U t U для /jj и Vi, 6 1/^ 
для' Fi соответственно. 
- Система оценочных шкал CJ6 С 
Элементы набора ситуационных данных, имеющие количест­
венную форму, приводятся к виду 
у  _  XL -  tn i n  X i  
mari ni- min 
(Блок fl-ic). 
Формальное представление качественных категорий, встре­
чающихся в текстах, которыми описываются данные о состоянии 
и изменении системы и среды, критерии Q0? Qi и ограничения 
Lßy Li осуществляется на основе соответствующей /6/ ме­
тодики формализации. При этом все расплывчатые категории вы­
ражаются своими функциями 
принадлежности /с(к) € Т(* где 
$"(•)- множество всех функций принадлежности. 
В функции макроблока "Представление" входит организация 
диалогового режима между ЛПР (пользователь) и ЭВМ. 
Запрос с помощью дисплея посредством переходного блока 
Пер. В. подается на выход системы в виде текста на естест­
венном языке и численных данных (которые, как отмечено выше, 
обработаны на блоке П-1). 
Текст, проходя через лингвистический анализатор (Лин А) 
и блок П-2, преобразуется в "понятный ЭВМ" язык, в котором 
расплывчатые категории представлены соответствующими значе­
ниями функций принадлежности, хранящихся в блоке формализо­
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ванных расплывчатых категорий (БФРК) главной базы данных. 
В диалоговой процедуре используются возможности модифит 
цированной системы ДИЛОС, разработанной В.М. Брябриным и 
Г.В. Сениным /I/. 
В макроблоке "Контроль" на основе упорядоченного форма­
лизованного набора ситуационных данных 5^ реализуются сле­
дующие процедуры: 
Контроль (отслеживание) изменения во времени некоторых пара­
метров X£ (блок K-I). 
Несколькими блоками реализуется субъективное представле­
ние ЛПР об особенностях объектов Fi . 
В блоке К-2 по запросу осуществляется контроль постоян­
ства или изменения локальных критериев. 
В случае изменения или уточнения критерия проводится 
анализ принадлежности нового критерия dl к данному классу 
критериев Qi е Q; Qi В Q (например, для случая сжатия 
критерия или_его ослабления) или к другому классу критериев 
Q i e Q  }  t h e  Ü ;  Q f ) § * 0 .  
В блоке К-3 по запросу производится контроль и анализ 
типичных свойств (физических координат, мощности ресур­
сов) и, на основании близости подобных данных, осуществляется 
объединение В/с в соответствующие узкие группы. 
В макроблоке "Оценка" осуществляются процедуры оценки 
объектов Fi, ПО значению из признаков . При этом в за­
висимости от конкретной задачи фиксируются значения по сово­
купности независимых шкал 
(блок 0-1). 
cJ • х{ -* у/ 
(например, для некоторых экономических показателей) опреде­
ляется рассогласование между состоянием одноименных призна­
ков ЛПР Fo и объектов по совокупности независимых шкал 
(блок 0-2) 
C J :  X J 0 - x i — >  у .  
(например, для динамических параметров - координаты, ско­
рость, ускорение и т.д.) или определяется состояние объекта 
Fe по значениям координат у£ в пространстве оцененных 
параметров У . При этом каждый объект F^ представлен век­
тором 
i/21 ; у 6 У 
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На произвольных этапах многопроблемной многошаговой про­
цедуры может возникнуть необходимость оценки изменившейся 
ситуации (на основе субъективных представлений ЛПР) в про­
странстве оцененных параметров. 
Реализация подобных функций осуществляется соответствую­
щими блоками, также входящими в макроблок "Оценка". Блок 
0-4 реализует формальное представление взаимной важности 
признаков в виде текста (" у1 слабо важное у8", "Отношение 
у
1 




1 ) с помощью оператора: 
0<1 = Л G-
где & - эрмитова матрица, 
Л - собственный вектор. 
Тогда каждый объект fj, в пространстве оцененных пара­
метров представлен вектором £,= K^ t) (у?) 
В блоке 0-5 по запросу осуществляется оценка системы пред­
почтения объектов Fi, и соответствующих отношений Гс на ос­
нове качественных категорий. При этом реализуется алгоритм 
<( f ) y ^ r ^Y ( ( / ) k e  Г } ) ;  
У имеет градации: индиферентно - слабое предпочтение-силь­
ное предпочтение - очень сильное предпочтение. 
В макроблоке "Выбор" осуществляется определение страте­
гии (рациональных рекомендаций) ЛПР в многопроблемной много­
шаговой процедуре. 
В зависимости от конкретной задачи рассматривается план 
применения методов или способ поведения (состоящий из пос­
ледовательности элементарных управлений), которые обеспечи­
вают рациональное (в смысле критериев и ограничений) дейст­
вие ЛПР во всех 1~1 на каждом ~t. 
Формальным аппаратом для реализации процедуры выбора яв­
ляется описанная в /5/ расплывчатая интегральная игра. 
Таким образом, ситуационная модель выбора рациональных 
рекомендаций, основанная на расплывчатой интегральной игре, 
позволяет варьировать в диалоговом решении элемента набора 
ситуационных данных •( J > сравнительную важность отдель­
ных параметров оценки (%{,)%. j > важность конкретных объек­
тов (fi) , критерии $0 и , а также ограничение L0 и 
Выработка рациональных рекомендаций ЛПР связана с его 
состоянием. 
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Использование СМВРР, алгоритмырованной на ЭВМ, позволяет 
облегчить деятельность ЛПР как человека-оператора, так и ор­
ганизационного руководителя. 
Однако утомление ЛПР или его реакция на стресс могут 
привести к нарушениям процесса принятия решений. 
Коррекция действия ЛПР осуществляется на основе контроля 
состояния некоторых психофизиологических параметров, харак­
теризующих эмоциональную стоимость работы, в частности, сим-
пато-адреналовой системы (САС). 
На основе изучения САС удалось создать шкалу эмоциональ­
ной напряженности работников ряда операторских профессий,на­
пример, диспетчеров железнодорожного транспорта, телеграфис­
тов, телетайпистов, а так же пользователей ЭВМ в организа­
ционных системах управления, находящихся под воздействием 
нервно-эмоционального стресса /2-4/. 
Шкала является 9-ти позиционной, причем каждый интервал 
(позиция) представлен парой (номер, функция принадлежности). 
Выявлены три типа ответа САС на стресс: гиперреакция 
гипореакция и отставленная (постстрессовая) реакция. 
Гиперреакция характеризуется увеличенной активностью САС 
с неэкономным расходованием ее гормонов и медиаторов и сни­
жением ее резервных возможностей. Подобное состояние говорит 
о 
нарушении адаптации ЛПР к данным условиям труда и допусти­
мо лишь в течение ограниченного времени. 
Гипореакция характеризуется сниженной активностью САС, 
что сопровождалось снижением выделения неирогормонов. Подоб­
ное состояние связано с необходимостью учета этих данных 
при 
профотборе. 
Пост-стрессовая реакция характеризуется увеличением ак­
тивности САС не во время действия стресса, а в период отды­
ха ЛПР, что может значительно нарушить процессы их восста­
новления. 
Анализ поведения ЛПР при рассмотренных типах реакций САС 
показал, что гиперреакция приводит к возбуждению, гипореак­
ция - к торможению и пост-стрессовая - к возбуждению (сте­
пень возбуждения или торможения определяется на основе ис­
пользования описанной выше шкалы) 
Использование подобной шкалы позволило оценить эмоцио­
нальную стоимость труда конкретных ЛПР, определять период 
или степень утомления, прогнозировать периоды их восстанов­
ления, а также возможную степень отклонений действия ЛПР от 
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нормы в будущем. Кроме того, с помощью подобной шкалы можно 
оценивать работу и состояние не только клинически здоровых 
ЛПР, но и таких, которые находятся в ранней стадии развития 
гипертонической или язвенной болезни. 
функции контроля состояния ЛПР выполняются специальным 
блоком модели. 
На основании результатов анализов и прогнозирования сос­
тояния ЛПР в этом блоке формируется (для самого ЛПРи системы 
внеянего контроля) оценки надежности его дальнейшей работы. 
Кроме того, в этом блоке осуществляется контроль поведе­
ния ЛПР на качественной плоскости оценок "улучшение-ухудше­
ние, быстро-медленно". Траектория на этой плоскости фиксиру­
ет последовательную процедуру выработки решений, временные 
параметры и т.д. и позволяет определить закономерности в вы­
работке решений конкретных ЛПР, узкопрофессиональной 
груп­
пой, а так же отклонения от подобных закономерностей /5, 6/. 
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A DIALOG SYSTEM FOB DECISION MAKING WISH 
FOLLOWING CHECK-DP 
D. Shapiro, V. Vasilyey 
S u m m a r y  
There exists a vide class of multiproblem tasks where 
every independent problem (object) can be characterized by 
its own local features and restrictions. The procedures of 
evaluation and choice by man are influenced by uncertainty 
and restricted resources. 
The implementation of a dialog procedure of decision 
making allows us to analyze the possible recommendations 
quite effectively. This procedure makes it possible to con­
sider various problems which can be reduced to two types of 
questions: 
- What happens if the given version is carried out up 
to tne end* 
- What happens if the decision is changed during the 
process? 
The adjustment of the activities of an operator is 
performed on the basis of a check-up of the state of some 
psychological and physiological parameters characterising 
the emotional value of the work. 
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