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Abstract
We compute the effective potential of SU(2) Yang-Mills theory using the
background field method and the Faddeev-Niemi decomposition of the
gauge fields. In particular, we find that the potential will depend on the
values of two scalar fields in the decomposition and that its structure will
give rise to a symmetry breaking.
Recently it has been proposed that the different phases of Yang-Mills theory
can be described by an appropriate decomposition of the gauge fields [1]. This
decomposition has been used to describe the long distance limit of Yang-Mills
theory, where stable knotted solitons have been found [2]. Furthermore the
decomposition leads to a Lagrangian with a manifest duality between the electric
and magnetic variables [3].
Here we shall investigate the effective theory in terms of the variables of the
decomposition. The result will be an alternative way to view the ground state
structure of the theory. We find that the effective potential, at the one loop
level of approximation, will lead to a non-trivial ground state which suggests
that symmetry breaking and dimensional transmutation [4] takes place.
In order to determine the effective theory we rely on the formalism of Cole-
man andWeinberg [4] and we will use the background field method [6] to perform
the calculations.
The classical action of SU(2) Yang-Mills theory is
S = −1
4
∫
d4xF aµνF
aµν (1)
where F aµν = ∂µA
a
ν − ∂νAaµ+ gǫabcAbµAcν . Following [1][3] the off diagonal gauge
fields are decomposed as follows.
A+µ = A
1
µ + iA
2
µ = iψ1eµ + iψ2e
∗
µ (2)
where
eµ =
1√
2
(e1µ + ie
2
µ) (3)
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with the normalisation condition
eaµe
bµ = δab (4)
ψ1 and ψ2 are complex scalar fields. The diagonal gauge field, A
3
µ, remain
intact. Here we are interested in implementing this decomposition in the one-
loop effective Yang-Mills action [7][8]. For this we first use the background
field method [6] to find the effective potential up to one-loop order and then
introduce the change of variables as in (2). This will yield an effective potential
dependent only on the scalar fields in the decomposition, which allows us to
study the phase structure of the theory.
In order to implement the background field method we make the following
shift of the gauge fields in the action
Aaµ → Aaµ +Aaµ (5)
where we view Aaµ as a classical background field. When quantising, using the
path integral formulation, we integrate over Aaµ only. We shall find that making
this shift corresponds to making the following shifts in the complex scalar fields
ψ1 → f0 + ψ1 ψ2 → g0 + ψ2 f0, g0 ∈ R (6)
where f0 and g0 are constants. This is due to the fact that the minima of the
eventual potential should be translation invariant. Hence we conclude that the
shifted off diagonal fields are
A1µ =
1√
2
(g0 − f0)e2µ A2µ =
1√
2
(f0 + g0)e
1
µ (7)
The effective potential is the negative sum of all non-derivative terms in the
Lagrangian. We remove the derivatives in a covariant way, i.e. we also remove
the background field A3µ. At the tree level of Yang-Mills we have
V =
g2
4
ǫabcǫaefAbµA
c
νA
µeAνf (8)
This quantity is in general not gauge invariant. However it is invariant un-
der constant gauge transformations, which is consistent with our expectation
that the ground state of the theory should be translation invariant. Using the
decomposition (7) we obtain
V =
g2
8
(f20 − g20)2 (9)
The minima of this potential is along the directions f0 = ±g0 where the potential
is zero. The vacuum is infinitely degenerate and there is no symmetry breaking.
In the following we are interested in locating the ground state of the theory by
inspecting radiative corrections to (9).
The Lagrangian is invariant under gauge transformations of Aaµ and in order
to compute the quantum corrections we fix the gauge. Here we will use the
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background field analogue of Feynman gauge, the Lagrangian with gauge fixing
terms and ghosts is then
L = −1
4
(
∂µ(A
a
ν +Aaν)− ∂ν(Aaµ +Aaµ) + gǫabc(Abµ +Abµ)(Acν +Acν)
)2
− 1
2ξ
(
(∂µδ
ab + gǫabcAcµ)Aaµ
)2 − c¯a(∂µδab + gǫabc(Acµ +Acµ))2cc (10)
Where ξ is the gauge fixing parameter, here ξ = 1. The Lagrangian can be
rewritten, keeping only terms quadratic in Aaµ and ca, as follows
L = −1
2
Aaα (−(D2)acgαβ − 2gǫabcF bαβ)Acβ + c¯a(−(D2)ac)cc (11)
where Dabµ = ∂µδ
ab+gǫabcAcµ. We note here the gauge invariant structure of the
differential operators with respect to background gauge transformations. The
motivation for keeping quadratic terms only is that the linear terms disappear
in the calculation process and higher powers than two in Aaµ do not contribute
to the one-loop corrections.
The effective action, Seff , in Euclidean space, is defined by
eSeff =
∫
[dA][dc][dc¯] exp
(∫
d4xL
)
= exp
(∫
d4x(−1
4
(F aµν)
2 + ...)
)
(det∆gauge)
−1/2(det∆ghost) (12)
We note that the result of the computation will be a renormalisation of the
gauge coupling and the background field.
g → Zgg Aµ → Z1/2A Aµ (13)
Also the gauge fixing parameter, ξ, is renormalised but that we need not consider
when computing one-loop corrections. Gauge invariance dictates that Zg =
Z
−1/2
A [6] so that the effective Lagrangian will look like
Leff = −1
4
ZAF
a
µνF
aµν + higher order terms (14)
To compute the functional determinants in (12) the proper time method [14]
is often used. See for example [9], [8] and [10]. Here we will however use a
different method, similar to [4] and [11]. We feel this method might simplify
our computations here.
Computing the functional determinants in equation (12) corresponds to com-
puting the Feynman diagrams in figure 1 and the corresponding ghost diagrams.
3
+ +. . .+ + +. . .
+ diagrams that mixes cubic and quartic vetrices
Figure 1: The types of diagrams contributing to the effective action at the
one-loop level of approximation.
Starting with the first series of diagrams we obtain
+ +. . .
= Tr
∫
d4k
(2π)4
∫
d4p
(2π)4
∞∑
n=1
1
2n
(
i
k2
(
2ggαβǫ
acdAdµkµ + ggαβǫ
acdAdµpµ
+2gǫabc(pαA
b
β − pβAbα)
))n
(15)
Note that the trace is over both the greek and latin indices. The diagrams with
an odd number of vertices disappear when evaluating the trace. The expression
is a geometric series, which we can rewrite in the following way:
∞∑
n=1
xn
n
= − ln(1− x) = − ∂
∂α
1
(1− x)α
∣∣∣∣
α=0
(16)
Exchanging the order of the derivative with respect to α and the integration
over k (15) take the following form
−20
3
1
4
1
(4π)2
Tr
∫
d4p
(2π)4
g2
(
δagAdµA
d
ν −AaµAgν
) (
p2gµν − pµpν)
× ln
(
1
µ21
√
g2
(
δgcAeγA
e
δ −AgγAcδ
)
(p2gγδ − pγpδ)
)
+ · · · (17)
We write out corrections to the Abelian part of the action (that is− 14
∫
d4x(∂µA
a
ν−
∂νA
a
µ)
2) and we only keep terms of the order p2 inside the logarithm. The other
terms will be obtained eventually by arguments of gauge invariance, using equa-
tion (14) etc. Here µ1 is a mass scale. The second type of diagrams contributing
to the effective action is
+ +. . .
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These diagrams give no contribution to the Abelian part of the action and since
we rely on the arguments of gauge invariance we need not compute these type of
diagrams. The same is true for the corresponding ghost diagrams. Furthermore
there is no need to compute the diagrams that mixes cubic and quartic vertices
since they do not contribute to the Abelian part of the effective action.
We compute the first type of ghost diagrams
+ +. . .
= −Tr
∫
d4k
(2π)4
∫
d4p
(2π)4
∞∑
n=1
1
n
(
i
k2
(
2gǫacdAdµkµ + gǫ
acdAdµpµ
))n
(18)
= −2
3
1
4
1
(4π)2
Tr
∫
d4p
(2π)
4 g
2
(
δagAdµA
d
ν −AaµAgν
) (
p2gµν − pµpν)
× ln
(
1
µ22
√
g2
(
δgcAeγA
e
δ −AgγAcδ
)
(p2gγδ − pγpδ)
)
+ · · · (19)
where µ2 is a constant of dimension mass.
Collecting the results from the computation of the diagrams we obtain
Seff = −1
4
Tr
∫
d4p
(2π)4
(δagAdµA
d
ν −AaµAgν)(p2gµν − pµpν)
×
(
δgc +
22
3
g2
(4π)2
ln
(
1
µ2
√
g2(δgcAeγA
e
δ −AgγAcδ)(p2gγδ − pγpδ)
))
+ · · · (20)
We complete this into a gauge invariant quantity using (14) and general ar-
guments of gauge invariance. We conclude that the result should be of the
following form
Seff = −1
4
F aµνF
bµν
(
δab +
22
3
g2
(4π)2
ln
(
1
µ2
√
g2F aγδF
bγδ
))
(21)
Note that here we have rewritten the expression without the trace for simplicity.
So far we have done the calculations in Euclidean space but now we make an
analytic continuation to Minkowski space to be able to compare our results to
those of others [12], [13] and [10]. In terms of the colour electric and magnetic
fields, defined as Eai = F
a
i0 and B
a
i =
1
2ǫijkF
a
jk, the effective action is
Seff =
1
2
(EaEb −BaBb)
(
δab +
22
3
g2
(4π)2
ln
(
1
µ2
√
2g2(BaBb − EaEb)
))
(22)
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For a purely electric field we have:
Seff =
1
2
EaEb
(
δab +
22
3
g2
(4π)2
ln
(
1
µ2
√
2g2EaEb)
)
− 11i
48π
g2δab
)
(23)
However for a purely magnetic field we have
Seff = −1
2
BaBb
(
δab +
22
3
g2
(4π)2
ln
(
1
µ2
√
2g2BaBb
))
(24)
If we consider a background field on the form F aµν(x) = n
aFµν(x) (the back-
ground field that Savvidy choose [8]) where na is a constant colour vector (and
nana = 1) we see that there is no imaginary term in (24) while there is one in
(23). These results have been obtained by several authors [12][13][10] using the
proper time method [14]. The instability corresponding to the imaginary term
in the action was first discussed by Nielsen and Olesen [9]. It was later mod-
ified by chosing the integration path in the proper time integral by arguments
of causality [13][10]. Our result agrees with these later results and provides an
independent justification of these arguments.
Here we are interested in the low momentum limit of the effective action in
(21) which we identify as the effective potential
Veff =
g2
4
ǫacdǫbefAcµA
d
νA
eµAfν
×
(
δab +
22
3
g2
(4π)2
ln
(
1
µ2
(
√
g4ǫaghǫbijA
g
γAhδA
iγAjδ
))
(25)
We now want to inspect the properties of this potential using the decomposed
variables. Making the substitution (7) in (25) gives
Veff =
g2
8
(f20 − g20)2 +
22
3
1
16π2
g4
8
(f20 − g20)2 ln
(
g2
µ2
√
2
|f20 − g20 |
)
(26)
Notice that the effective potential is a function only of the two scalar fields in
the decomposition and that it is completely symmetric. There is no imaginary
term present here. This is a consequence of the choice of background field in
equations (4) and (7).
In (26) we have the cutoff scale µ and in order to exchange it for the renor-
malisation scale we choose to define the coupling constant as
g2 =
1
3
∂4Veff
∂f40
∣∣∣∣
(f0,g0)=(M,0)
=
1
3
∂4Veff
∂g40
∣∣∣∣
(f0,g0)=(0,M)
(27)
Where M is the renormalised mass. This leads to the condition
ln
g2M2
µ2
√
2
+
25
6
= 0 (28)
This can be used to eliminate the dimensionless coupling constant, g, from the
theory at the expense of introducing the new dimensionfull variable M . We
6
have then traded a dimensionless parameter for a dimensionfull, so that we
have dimensional transmutation [4]. Using the above relation to remove the
cutoff, µ, we can write
Veff =
g2
8
(f20 − g20)2 +
22
3
1
16π2
g4
8
(f20 − g20)2
(
ln
1
M2
|f20 − g20 | −
25
6
)
(29)
This is our main result. For consistency, we now verify that this leads to the
familiar β-function for Yang-Mills. If we choose a different M , say M ′, the
coupling constant is defined as:
g′2 =
1
3
∂4Veff
∂f40
∣∣∣∣
(f0,g0)=(M ′,0)
=
1
3
∂4Veff
∂g40
∣∣∣∣
(f0,g0)=(0,M ′)
(30)
These two relations, (27) and (30), give
g′ =
g√
1 + g2 223
1
16pi2 ln
M ′2
M2
(31)
and the β-function is
β = −22
3
g3
16π2
(32)
Hence we conclude that the effective theory in the new variables lead to the
correct β-function for SU(2) Yang-Mills as expected.
We now employ the effective potential (29) to locate the ground state of the
theory. The minima of the potential are the parabola
|f20 − g20 | = M2 exp
(
−24π
2
11g2
+
11
3
)
(33)
and at the minima the value of the effective potential is
Veff (min) = −11
24
g4M4
16π2
exp
(
−48π
2
11g2
+
22
3
)
(34)
In particular we conclude that we have four symmetric non-trivial parabola of
minima, see figure 2. Clearly the origin is not a minima of the potential any
more. This give rise to a symmetry breaking of the theory and is consistent
with the existence of a mass gap in Yang-Mills theory. Notice that the vacuum
remains degenerate at this level of approximation. Higher order corrections to
the effective potential might result in additional symmetry breaking but that
remains to be investigated.
We have employed the effective potential formalism to Yang-Mills theory
using the Faddeev-Niemi decomposition of the gauge fields. We found that this
leads to a new way of viewing the ground state of the theory in terms of a poten-
tial of two scalar fields. Furthermore we demonstrate that at the one-loop level
of approximation symmetry breaking and dimensional transmutation occurs.
7
This is consistent with the existence of a mass gap in Yang-Mills. It remains to
investigate the effect of higher order corrections to the effective potential. Also
it would be useful to verify our results by explicit computation i.e. without
using the arguments of gauge invariance.
0
0
0
f0
g0
V(f0,g0)
Figure 2: The effective potential in terms of the two scalar fields in the Faddeev-
Niemi decomposition
I would like to thank L. Faddeev, E. Langmann and A. Niemi for many valuable
discussions on this subject.
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