Equality of multiplicities of a Sturm–Liouville eigenvalue  by Wang, Zhong & Wu, Hongyou
J. Math. Anal. Appl. 306 (2005) 540–547
www.elsevier.com/locate/jmaa
Equality of multiplicities
of a Sturm–Liouville eigenvalue
Zhong Wang a,∗, Hongyou Wu b
a Department of Mathematics, ZhaoQing University, GuangDong 526061, China
b Department of Mathematics, Northern Illinois University, DeKalb, IL 60115, USA
Received 10 June 2004
Available online 5 February 2005
Submitted by C. Simó
Abstract
We give a new and unified proof of the fact that for any eigenvalue of a self-adjoint Sturm–
Liouville problem with limit-circle end points, its analytic and geometric multiplicities are equal.
This proof is geometric in nature and can be generalized to the case of high-order differential equa-
tions.
 2004 Elsevier Inc. All rights reserved.
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In this paper, we study self-adjoint Sturm–Liouville problems (SLPs) associated with
Sturm–Liouville equations of the form
−(fy′)′ + qy = λwy on (a, b), (0.1)
where
−∞ a < b∞, 1/f, q,w ∈ Lloc
(
(a, b),R
)
, w > 0 a.e. on (a, b), (0.2)
and λ ∈ C is the so-called spectral parameter. Here, for an interval J ⊆ R, we denote by
Lloc(J,R) the space of real-valued functions on J which are Lebesgue integrable on all
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Z. Wang, H. Wu / J. Math. Anal. Appl. 306 (2005) 540–547 541compact subintervals of J . We always assume that the end points a and b are both of the
limit-circle (LC) type, i.e., for some (and hence all) λ ∈ C, all solutions of (0.1) are in
the Hilbert space L2w((a, b),C) with weight function w. Note that the leading coefficient
function f is allowed to change sign.
It is well known that the spectrum of such a problem consists of an infinite number of
real eigenvalues and has no finite accumulation point. The eigenvalues are precisely the ze-
ros of an entire function ∆, called the characteristic function of the problem. The analytic
multiplicity of an eigenvalue is the order of the eigenvalue as a zero of ∆, while the geo-
metric multiplicity of the eigenvalue is the number of linearly independent eigenfunctions
for the eigenvalue.
The analytic multiplicity of an eigenvalue gives the maximum number of new eigen-
values into which the original eigenvalue can split when the spectral problem involved is
perturbed. So, it is natural to use the analytic multiplicity to count eigenvalues, and the
analytic multiplicity plays an important role in the study of the dependence of the eigen-
values of a spectral problem on (the parameters of) the problem (see, for example, [3,4,6]).
However, the geometric multiplicity is always defined and is more widely used in spectral
theory. Therefore, it is of fundamental interest to compare the two multiplicities.
For regular self-adjoint SLPs, the equality of the analytic and geometric multiplicities
in the case of separated boundary conditions (BCs) is proved in [6], while the case of
coupled BCs is settled in [2]. The equality of the two multiplicities in the case of singular
self-adjoint SLPs with LC non-oscillatory end points is shown in [5] using a regularization;
while the equality in the case of all singular self-adjoint SLPs with LC end points is recently
established in [8], based on the equality for the regular self-adjoint SLPs and certain regular
approximations.
The main part of the proof in [2] uses some sophisticated identities involving ∆ (the
function D in [2] differs from −∆ by a constant) and certain values of a fundamental
set of solutions of (0.1). It seems to us that it is very difficult, if possible, to find similar
identities in the case where the differential equation in the spectral problem to be studied
is of a higher order.
In this paper, we generalize the proof in [6] from the case of regular self-adjoint SLPs
with separated BCs to the case of all self-adjoint SLPs with LC end points. The basic idea
of this general proof is as follows: for any eigenvalue λ∗ of geometric multiplicity 1, we can
give a smooth curve in the space BC of self-adjoint BCs through the BC A involved such
that the composition of ∆ with a continuous eigenvalue branch through λ∗ has a non-zero
derivative along the curve at A, which then implies that ∆ has a non-zero derivative at λ∗.
Here, a continuous eigenvalue branch through λ∗ means a continuous function defined on
a neighborhood O of A in BC such that its value at A equals λ∗ and its value at each BC
B ∈O is an eigenvalue for B .
This paper’s new and unified proof is geometric in nature, and it can be generalized
to the case of self-adjoint spectral problems associated with differential equations of high
order. We will pursue this in a further publication.
We remark that, even for the Fourier equation, there are non-self-adjoint BCs having
an eigenvalue of geometric multiplicity 1 and analytic multiplicity  2, and the eigenvalue
splits into at least 2 distinct eigenvalues when the BCs are perturbed in certain ways. See
[6, Example 5.9].
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eral proof can be made transparent, in this paper we only give the general proof for regular
self-adjoint SLPs, i.e., we make the unnecessary stronger assumption on the coefficient
functions that
1/f, q,w are Lebesgue integrable on the whole interval (a, b). (0.3)
For arbitrary self-adjoint SLPs with LC end points, the proof is basically the same (with
only obvious minor changes), but the introduction of the self-adjoint BCs and the definition
of the characteristic function are more involved (see, for example, [8] or [9]).
The organization of this paper is as follows. In Section 1, we introduce our notation and
recall some basic results. The new proof is then given in Section 2.
1. Notation and basic results
For any m,n ∈ N, we use Mm,n(C) to denote the vector space of m by n complex
matrices and M∗m,n(C) its open subspace consisting of the elements with the maximum rank
min{m,n}, while Mm,n(R) and M∗m,n(R) are the real analogs of Mm,n(C) and M∗m,n(C),
respectively. When a capital Latin letter other than Y stands for a matrix, the entries of
the matrix will be denoted by the corresponding lower case letter with two indices. Let
GL(2,C) be the set of invertible complex matrices in dimension 2, and SL(2,R) its subset
consisting of the real elements having determinant 1. For a complex matrix A, A∗ stands
for its complex conjugate transpose.
By a solution of (0.1) we mean a function y on (a, b) such that y and fy′ are absolutely
continuous on all compact subintervals of (a, b) and satisfy (0.1) a.e. The regularity con-
ditions in (0.3) imply that every solution y and its quasi-derivative fy′ have finite limits at
the both end points a and b, and any initial value problem for (0.1) on [a, b] has a unique
solution.
For each λ ∈ C, let φ11(· , λ) and φ12(· , λ) be the solutions of (0.1) determined by the
initial conditions
φ11(a,λ) = 1, (f φ′11)(a,λ) = 0, φ12(a,λ) = 0, (f φ′12)(a,λ) = 1. (1.1)
We denote f φ′11 by φ21 and f φ′12 by φ22. Set
Φ(t, λ) =
(
φ11(t, λ) φ12(t, λ)
φ21(t, λ) φ22(t, λ)
)
, t ∈ [a, b], λ ∈ C. (1.2)
For each t ∈ [a, b], Φ(t, λ) is an entire matrix function of λ. Moreover, Φ(t, λ) ∈ SL(2,R)
for t ∈ [a, b] and λ ∈ R.
For a solution y of (0.1), we set
Y =
(
y
fy′
)
. (1.3)
The self-adjoint BCs are represented by linear algebraic systems of the form
AY(a) + BY(b) = 0, (1.4)
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A
(
0 −1
1 0
)
A∗ = B
(
0 −1
1 0
)
B∗. (1.5)
Following [6], we take the quotient space
GL(2,C)
∖M∗2,4(C) = {{(T A | T B); T ∈ GL(2,C)}, (A | B) ∈ M∗2,4(C)} (1.6)
as the space of BCs, i.e., each BC is an equivalence class of coefficient matrices of linear
algebraic systems of the form (1.4) with (A | B) ∈ M∗2,4(C). The BC represented by (1.4)
will be denoted by [A | B]. Note here that square brackets, not parentheses, are used. Usual
bold faced capital Latin letters, such as A, will also be used for BCs. The space BR of
real self-adjoint BCs consists of the separated real BCs and the coupled BCs of the form
[K | −I ] with K ∈ SL(2,R). The space BC of complex self-adjoint BCs is made of the
real self-adjoint BCs and the non-real BCs of the form [eiγK | −I ] with γ ∈ (0,π) and
K ∈ SL(2,R). By [6], BC is a real analytic manifold and can be obtained by “gluing” its
open sets:
OC1 =OC6 =
{[
eiγK | −I ]; γ ∈ [0,π),K ∈ SL(2,R)}, (1.7)
OC2 =
{[1 a12 0 z
0 z −1 b22
]
; a12 ∈ R, z ∈ C, b22 ∈ R
}
, (1.8)
OC3 =
{[1 a12 −z 0
0 z b21 −1
]
; a12 ∈ R, z ∈ C, b21 ∈ R
}
, (1.9)
OC4 =
{[
a11 1 0 −z
z 0 −1 b22
]
; a11 ∈ R, z ∈ C, b22 ∈ R
}
, (1.10)
OC5 =
{[
a11 1 z 0
z 0 b21 −1
]
; a11 ∈ R, z ∈ C, b21 ∈ R
}
(1.11)
via the coordinate transformations among these open sets. Note that the topology on the
open set in (1.7) is the one induced from the usual topology on M2,2(C), and each of the
four open sets in (1.8)–(1.11) can be identified with R4. Open sets ORi , i = 1, . . . ,6, of
BR can be defined using (1.7)–(1.11) with γ = 0 and C replaced by R. Then, BR is a
real analytic manifold and can be obtained by gluing these open sets via the coordinate
transformations among them, and each of OR2 , . . . ,OR5 can be identified with R3.
In this paper, we always consider the arbitrarily fixed Sturm–Liouville equation (0.1)
satisfying (0.2) and (0.3), and hence call the eigenvalues of the SLP consisting of (0.1) and
a BC the eigenvalues for the BC. The following result is well-known and can be verified
directly.
Theorem 1.12. A number λ ∈ C is an eigenvalue for (1.4) if and only if( )
∆(λ) := det A + BΦ(b,λ) = 0. (1.13)
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teristic function for the BC [A | B]. The analytic multiplicity of an isolated eigenvalue is
the order of the eigenvalue as a zero of ∆. When we count the (isolated) eigenvalues of
an SLP in a domain in C, their analytic multiplicities are taken into account. The complex
linear space spanned by the eigenfunctions for an eigenvalue is called the eigenspace for
the eigenvalue. The geometric multiplicity of an eigenvalue is defined to be the complex
dimension of its eigenspace, which is either 1 or 2.
For the non-real self-adjoint BC [eiγK | −I ], if we rewrite it as [eiγ /2K | −e−iγ /2I ],
then straightforward calculations [7, Lemma 1.1] yield that the characteristic function for
it is
∆(λ) = 2 cosγ − k22φ11(b,λ) + k21φ12(b,λ) + k12φ21(b,λ)
− k11φ22(b,λ). (1.14)
The following result is also well-known (see, for example, [1, Chapter 7, Theorem 2.1]).
Theorem 1.15. Any eigenvalue for a self-adjoint boundary condition is real, and
eigenspaces for distinct eigenvalues are orthogonal in L2w((a, b),C).
The next result is a slight generalization of a special case of [3, Theorem 3.2], and can
be proved using Rouché’s Theorem from complex analysis.
Theorem 1.16. Let R⊂ R be a bounded open set such that its boundary does not contain
any eigenvalue for a given self-adjoint boundary condition A, and n 0 the number of
eigenvalues for A in R, counting analytic multiplicity. Then there exists a neighborhood
N of A in BC such that any boundary condition inN also has exactly n eigenvalues inR,
counting analytic multiplicity.
Remark 1.17. Let λ∗ be an eigenvalue for a self-adjoint BC A and n its analytic multiplic-
ity. Pick a small  > 0 such thatA has exactly n eigenvalues in the interval [λ∗ −,λ∗ +].
Then, by Theorem 1.16, there is a connected neighborhood O of A in BC such that each
BC inO has exactly n eigenvalues in (λ∗ −,λ∗ +). Thus, there are continuous functions
Λ1, . . . ,Λn :O→ R defined on O such that
(1) Λ1(A) = · · · = Λn(A) = λ∗;
(2) Λ1(B) · · ·Λn(B) for any B ∈O;
(3) for each B ∈O, Λ1(B), . . . , Λn(B) are eigenvalues for B .
They are the only such functions, locally, and are called the continuous eigenvalue
branches through λ∗ over BC.
2. Analytic and geometric multiplicities
In this section, we first collect a few lemmas from the literature, and then prove the
equality of analytic and geometric multiplicities.
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multiplicity 2, see [6, Theorem 4.1] for a proof.
Lemma 2.1. For each λ ∈ C, among all the complex boundary conditions, [Φ(b,λ) | −I ]
is the unique one that has λ as an eigenvalue of geometric multiplicity 2.
The next fact is Proposition 5.3 in [6], whose proof only uses Lemma 2.1 and the for-
mulas for the partial derivatives of φij (t, λ) with respect to λ.
Proposition 2.2. The analytic multiplicity of any eigenvalue for a boundary condition is
greater than or equal to the geometric multiplicity of the eigenvalue.
The following lemma is Theorem 5.2 in [6].
Lemma 2.3. If λ∗ is an eigenvalue for A ∈ BC of geometric multiplicity 1, then each
continuous eigenvalue branch over BC through λ∗ is differentiable at A.
Now we are ready to give a new and unified proof of the equality of the analytic and
geometric multiplicities.
Theorem 2.4. The analytic multiplicity of any eigenvalue for a self-adjoint boundary con-
dition is equal to the geometric multiplicity of the eigenvalue.
Proof. Let λ∗ be an eigenvalue for A ∈ BC. Then, by Theorem 1.15, λ∗ ∈ R. We divide
the rest of the proof into two cases according to if A is real or not.
Case 1 (A is non-real). Since λ∗ ∈ R, Lemma 2.1 implies that the geometric multiplicity
of λ∗ is 1. To show that the analytic multiplicity of λ∗ is also 1, we need to prove that
∆′(λ∗) = 0.
Now, A = [eiγK | −I ] = [eiγ /2K | −e−iγ /2I ] for some γ ∈ (0,π) and K ∈ SL(2,R).
Consider the smooth curve
s 	−→B(s) = [ei(γ+s)/2K | −e−i(γ+s)/2I ] ∈ BC, s ∈ R. (2.5)
Note that B(0) =A. Let Λ be a continuous eigenvalue branch over BC through λ∗. Then,
by Lemma 2.3, Λ(B(s)) is differentiable at s = 0. Denoting the characteristic function for
B(s) by ∆B(s) and abbreviating φij (b,Λ(B(s))) as ψij (s), from (1.14) we obtain that
∆B(s)
(
Λ
(
B(s)
))= 2 cos(γ + s) − k22ψ11(s) + k21ψ12(s) + k12ψ21(s)
− k11ψ22(s). (2.6)
Differentiating ∆B(s)(Λ(B(s))) ≡ 0 with respect to s at s = 0, and using the Chain Rule,
one then deduces that
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− k11φ22,λ(b,λ∗)
) d
ds
∣∣∣∣
s=0
Λ
(
B(s)
)
= ∆′(λ∗) dds
∣∣∣∣
s=0
Λ
(
B(s)
)− 2 sinγ, (2.7)
where φij,λ stands for the partial derivative ∂φij /∂λ. Thus, ∆′(λ∗) = 0 since γ ∈ (0,π).
Therefore, the analytic and geometric multiplicities of λ∗ are equal (with a common
value 1).
Case 2 (A is real). By Proposition 2.2, the analytic multiplicity m of λ∗ is at least its
geometric multiplicity n. Since BR is a 3-dimensional submanifold of the 4-dimensional
manifold BC, there is a smooth curve s 	→ B(s) ∈ BC defined on a non-empty interval
[0, ) such that B(0) =A, the curve meets BR only when s = 0, and the continuous eigen-
value branches Λ1, . . . ,Λm through λ∗ are all defined on the whole curve. Actually, if A is
a coupled BC, i.e., A= [K | −I ] for some K ∈ SL(2,R), then such a curve can be defined
by s 	→ [eisK | −I ]; if A is a separated BC and lies in OR2 , i.e.,
A=
[1 a12 0 0
0 0 −1 b22
]
∈OR2 (2.8)
for some a12, b22 ∈ R, then a desired curve can be given by
s 	−→
[1 a12 0 se−is
0 seis −1 b22
]
∈OC2 ; (2.9)
etc. Let s ∈ (0, ). Then, since B(s) is non-real, each Λi(B(s)) has analytic multiplicity 1
by the above proven case. So, Λ1(B(s)), . . . ,Λm(B(s)) are distinct eigenvalues for B(s)
and all approach λ∗ as s → 0+. For each i, let yi,s be an eigenfunction for Λi(B(s)). Then,
by Theorem 1.15,
b∫
a
yi,s(t)yj,s(t)w(t)dt = 0 ∀i = j. (2.10)
We can assume that each initial value
Vi,s :=
(
yi,s(a)
(fy′i,s)(a)
)
(2.11)
has unit length. The compactness of the unit sphere S3 in C2 implies that we can pick
a sequence s1, s2, . . . → 0+ such that each sequence Vi,s1,Vi,s2, . . . converges in S3, say
to Vi . For each i, let yi be the solution of (0.1) with λ = λ∗ such that(
yi(a)
)(fy′i )(a)
= Vi. (2.12)
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verges to yi , while the sequence fy′i,s1, fy
′
i,s2
, . . . approaches fy′i . Thus, from (2.10) we
obtain that
b∫
a
yi(t)yj (t)w(t)dt = 0 ∀i = j, (2.13)
and hence y1, . . . , ym are linearly independent. Note that for each i, every yi,sj satisfies the
BC B(sj ), and hence yi fulfills the BC A, i.e., yi is an eigenfunction for λ∗. Therefore,
m n, and hence m = n. 
The main arguments in Case 2 of the above proof were used in [8]. These arguments
can be applied in more general situations to discuss the geometric multiplicity on spaces
of spectral problems. In these arguments, the orthogonality of eigenspaces for distinct
eigenvalues plays an essential role and is guaranteed usually by the self-adjointness of
the problems considered.
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