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Abstract
Let A be a primitive matrix of order n, and let k be an integer with 1kn. The kth local exponent of A, is the smallest power
of A for which there are k rows with no zero entry. We have recently obtained the maximum value for the kth local exponent of
doubly symmetric primitive matrices of order n with 1kn. In this paper, we use the graph theoretical method to give a complete
characterization of those doubly symmetric primitive matrices whose kth local exponent actually attain the maximum value.
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1. Introduction
A square Boolean matrix A is primitive if Ak > 0 for some positive integer k. The smallest such k is called the
primitive exponent of A and denoted by (A). The associated digraph of matrix A = (aij ), denoted by D(A), is the
digraph with a vertex set V (D(A)) = {1, 2, . . . , n} and an arc set E(D(A)) = {(i, j) : aij = 1}. A strongly connected
digraph D is primitive provided the greatest common divisor of the lengths of its directed cycles equals 1. It is well
known (see e.g. [2]) that D is primitive if and only if there exists a positive integer k such that for all ordered pairs of
vertices i and j (not necessarily distinct), there is an i → j walk of length k. The smallest such k is called the primitive
exponent of D, denoted by (D). Clearly, a matrix A is primitive if and only if its associated digraph D(A) is primitive
and in this case we have (A) = (D(A)).
Now we give the deﬁnition of the kth local exponent for a primitive digraph, which was introduced by Brualdi and
Liu [1].
Let D = (V ,E) be a primitive digraph. If i, j ∈ V , the exponent from i to j, denoted by D(i, j), is the least integer
p such that there exists an i → j walk of length t for all tp. The local exponent of D at a vertex i ∈ V , denoted by
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D(i), is the least integer q such that for each j ∈ V , there is an i → j walk of length q. It follows that
D(i) = max{D(i, j) : j ∈ V }.
Let the vertices of D be ordered as v1, v2, . . . , vn so that
D(v1)D(v2) · · · D(vn).
Then D(vk) is called the kth local exponent of D and is denoted by expD(k), 1kn. We have
expD(1)expD(2) · · · expD(n).
Clearly, (D) = expD(n). So the local exponents of D are generalizations of the classical exponent of D.
A graph G can be naturally associated with a symmetric digraph DG by replacing each undirected edge [x, y] of G
by a pair of directed arcs (x, y) and (y, x) (a loop gets replaced by one arc). The primitivity and primitive exponent for
a graph can be deﬁned in a same way as for a digraph. It is well known (see e.g. [3]) that G is primitive if and only if G
is connected and has at least one odd cycle; namely, G is a connected nonbipartite graph. The kth local exponent for a
primitive graph can also be deﬁned in the same way as for a primitive digraph. It is easy to see that a graphG is primitive
if and only if the corresponding digraph DG is primitive and in this case we have expG(k) = expDG(k), 1kn.
Let A be an n × n primitive Boolean matrix, and let k be an integer with 1kn. Then there is a positive integer m
such that there exists k rows in Am with no zero entry. The smallest such m is called the kth local exponent of A, and
is denoted by expA(k). Obviously we have
expA(1)expA(2) · · · expA(n) = (A),
and
expA(k) = expD(A)(k), 1kn.
The extremal matrix problem (EMP) is a main problem in the study of generalized exponents [7]. As remarked in
[6], the problem of complete characterization of the extremal matrices of certain matrix classes is usually very difﬁcult.
In 1994, Shao et al. [8] settled the EMP for expD(k) of n × n primitive matrices, and the EMP for expD(k) of n × n
symmetric primitive matrices. In 1997, Brualdi and Shao [3] settled the EMP for expD(k) of n×n symmetric primitive
matrices whose graphs having odd cycle length r . In 2002, Zhou [9] settled the EMP for expD(k) of n × n primitive
nearly reducible matrices.
In this paper, we consider doubly symmetric primitive matrices. An n × n symmetric matrix A = (aij ) is said to be
a doubly symmetric matrix if aij = an+1−i,n+1−j (i, j = 1, 2, . . . , n). An n × n matrix A is called a doubly symmetric
primitive matrix provided A is a doubly symmetric matrix and is primitive. If A is an n × n doubly symmetric matrix,
then for any vertices i and j of the associated graph G(A), [i, j ] is an edge if and only if [n + 1 − i, n + 1 − j ] is an
edge. The vertex n + 1 − i is called the doubly symmetric vertex of i, denoted by id . Note that if n ≡ 1 (mod 2) and
the vertex i = (n + 1)/2, then i = id; otherwise, we always have i = id for i ∈ V (G(A)). If i1i2 · · · im is a walk from
a vertex i1 to a vertex im in G(A), then id1 i
d
2 · · · idm is a walk from id1 to idm in G(A). It follows that
G(A)(i) = G(A)(id), i ∈ V (G(A)).
Denote by DSP(n) the class of all n × n doubly symmetric primitive matrices. We have recently obtained [5]
max{expA(k) : A ∈ DSP(n)} = n − 1, 1kn,
and characterized [4] the extremal matrices for expA(n) = (A) of DSP(n). Using the graph theoretical method we
give a complete characterization of those doubly symmetric primitive matrices with expA(k) = n − 1, 1kn − 1.
Since the cases n = 1 and n = 2 are trivial, we always assume that n3 in this paper.
2. Constructions of graphs
In this section we construct two classes of graphs(n, l, s) (0 ln/2−1, l+1s	n/2
) and(n, l, s) (n ≡
1 (mod 2), 0 l(n − 1)/2, l + 1s(n + 1)/2), where a denotes the largest integer not exceeding a, and 	b

denotes the smallest integer not less than b.
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Fig. 1.(n, l, s), 1 ln/2 − 1 and l + 2 s	n/2
 − 1.
Fig. 2. (a)(n, l, l + 1), 1 ln/2 − 1; (b)(n, 0, s), 1 s	n/2
 − 1.
Fig. 3. (a)(n, 0, (n + 1)/2); (b)(n, l, (n + 1)/2), 1 l (n − 3)/2.
2.1. (n, l, s) (0 ln/2 − 1, l + 1s	n/2
)
Let l and s be integers with 0 ln/2−1 and l+1s	n/2
. Let0(n, l, s)= (V ,E), where V ={1, 2, . . . , n}
and E = E1 ∪ E2, where E1 = {[i, i + 1]|l + 1 in − l − 1} ∪ {[l + 1, l + 1], [n − l, n − l]}, and E2 = {[i, i +
1]|1 i l − 1, n + 1 − l in − 1} ∪ {[l, s], [n + 1 − l, n + 1 − s]}. Note that 0(n, 0, 1) =0(n, 0, s) (in this
case E2 = ) is the graph of a path 12 · · · n with two loops [1, 1] and [n, n].
Now the graphs ∗(n, l, s) are deﬁned as follows:
For 1 ln/2 − 1 and l + 2s	n/2
 − 1, ∗(n, l, s) =0(n, l, s).
For l = 0 and l + 1 = 1s	n/2
 − 1, or 1 ln/2 − 1 and s = l + 1,∗(n, l, s) is obtained from0(n, l, s)
by putting at least a pair of loops such as [i, i] and [n + 1 − i, n + 1 − i], where l + 2 i	n/2
.
For n ≡ 1 (mod 2), 0 l(n − 3)/2 = n/2 − 1 and s = (n + 1)/2 = 	n/2
,∗(n, l, (n + 1)/2) is obtained from
0(n, l, (n + 1)/2) by putting at least a pair of edges such as [i, n − i] and [i + 1, n + 1 − i], where 1 i l − 1 or
l + 1 i(n − 3)/2.
For n ≡ 0 (mod 2), 0 l(n−2)/2=n/2−1 and s =n/2=n/2,∗(n, l, n/2) is obtained from0(n, l, n/2)
by putting at least an edge such as [i, n + 1 − i], where l + 1 in/2 − 1.
Finally, (n, l, s) = 0(n, l, s) ∪ ∗(n, l, s) (0 ln/2 − 1, l + 1s	n/2
). These graphs are shown in
Figs. 1–4.
2.2. (n, l, s) (n ≡ 1(mod 2), 0 l(n − 1)/2, l + 1s(n + 1)/2)
Now suppose n is odd. Let l and s be integers with 0 l(n−1)/2 and l+1s(n+1)/2. Let0(n, l, s)=(V ,E),
where V = {1, 2, . . . , n} and E = E1 ∪ E2, where E1 = {[i, i + 1]|l + 1 in − l − 1} ∪ {[l + 1, n − l]}, and
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Fig. 4. (a)(n, 0, n/2); (b)(n, l, n/2),1 l (n − 2)/2.
Fig. 5. (a) (n, 0, s), 2 s (n − 1)/2; (b) (n, l, s), 3 l + 2 s (n − 1)/2.
Fig. 6. (a) (n, 0, (n + 1)/2); (b) (n, l, (n + 1)/2), 1 l (n − 3)/2; (c) (n, (n − 1)/2, (n + 1)/2).
Fig. 7. (a) (n, 0, 1); (b) (n, l, l + 1), 1 l (n − 3)/2.
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E2 ={[i, i + 1]|1 i l − 1, n+ 1− l in− 1} ∪ {[l, s], [n+ 1− l, n+ 1− s]}. Note that 0(n, 0, 1)=0(n, 0, s)
(in this case E2 = ) is the hamiltonian cycle 12 · · · n1.
Now the graphs ∗(n, l, s) are deﬁned as follows:
For 0 l(n − 5)/2 and l + 2s(n − 1)/2, ∗(n, l, s) = 0(n, l, s).
For 0 l(n − 1)/2 and s = (n + 1)/2, ∗(n, l, (n + 1)/2) is obtained from 0(n, l, (n + 1)/2) by putting at least
a pair of loops such as [l + 1, l + 1] and [n− l, n− l], or at least a pair of edges such as [i, n− i] and [i + 1, n+ 1− i],
where 1 i l − 1 or l + 1 i(n + 1)/2 − 2.
For 0 l(n − 3)/2 and s = l + 1, ∗(n, l, l + 1) is obtained from 0(n, l, l + 1) by putting at least an edge such
as [i, n + 1 − i], where l + 2 i(n + 1)/2.
Finally, (n, l, s)=∗(n, l, s)∪0(n, l, s) (n ≡ 1(mod 2), 0 l(n− 1)/2, l + 1s(n+ 1)/2). These graphs
are shown in Figs. 5–7.
3. Some lemmas
In this section we discuss some lemmas which will be useful in obtaining our main results.










s=l+1 (n, l, s)).




0(n, l, s))∪ (⋃(n−1)/2l=0
⋃(n+1)/2
s=l+1 
0(n, l, s)), and let A(G) be the adjacency
matrix of G. Then A(G) ∈ DSP(n), and the following hold:
(i) If l = 0, then expG(k) = n − 1, 1kn.
(ii) If l1, then expG(n) = expG(n − 1) = n − 1, and expG(k)n − 2 for 1kn − 2.
Proof. By the deﬁnitions of 0(n, l, s) and 0(n, l, s), we have A(G) ∈ DSP(n).
We assume that l = 0 and prove (i). If G ∈ ⋃	n/2
s=1 0(n, 0, s), then G(i) = G(i, id) = n − 1 for each vertex
i ∈ V (G). Thus
expG(k) = n − 1, 1kn.
If G ∈⋃(n+1)/2s=1 0(n, 0, s), then G(i) = G(i, i) = n − 1 for each vertex i ∈ V (G). Thus
expG(k) = n − 1, 1kn.




0(n, l, s). Let i be any vertex in
{1, 2, . . . , 	n/2
}. Then G(id) = G(i) = G(i, n) = n − i for i ∈ {1, . . . , l};
G(i
d) = G(i) = G(i, id) = n − 1 − 2ln − 3 for i ∈ {l + 1, . . . , s − l}, where s − l l + 1;
G(i
d) = G(i) = G(i, n) = n − 1 − l − s + in − 2 for i ∈ {max{l + 1, s − l}, . . . , s};
G(i
d) = G(i) = G(i, n) = n − 1 + s − l − in − 3 for i ∈ {s + 1, . . . ,min{s + l, 	n/2
}};
G(i
d) = G(i) = G(i, id) = n − 1 − 2ln − 3 for i ∈ {s + l, . . . , 	n/2
}, where s + l	n/2
.
So G(1)=G(n)=n−1, and G(k)n−2 for any vertex k ∈ {2, . . . , n−1}. Thus expG(n)=expG(n−1)=n−1,
and expG(k)n − 2 for 1kn − 2.
Suppose that G ∈⋃(n−1)/2l=1
⋃(n+1)/2
s=l+1 
0(n, l, s). Let i be any vertex in {1, 2, . . . , (n + 1)/2}. Then
G(i
d) = G(i) = G(i, 1) = n − i for i ∈ {1, . . . , l};
G(i
d) = G(i) = G(i, 1)G(s, 1) = n − 1 − ln − 2 for i ∈ {l + 1, . . . , (n + 1)/2}.
So G(1)=G(n)=n−1, and G(k)n−2 for any vertex k ∈ {2, . . . , n−1}. Thus expG(n)=expG(n−1)=n−1,
and expG(k)n − 2 for 1kn − 2. 




∗(n, l, s))∪ (⋃(n−1)/2l=0
⋃(n+1)/2
s=l+1 
∗(n, l, s)), and let A(G) be the adjacency
matrix of G. Then A(G) ∈ DSP(n), and the following hold:
(i) If n ≡ 1(mod 2) and G ∈⋃(n−1)/2s=2 ∗(n, 0, s), then expG(k) = n − 1 for 1kn.
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(ii) If n ≡ 1(mod 2) and G ∈ ∗(n, 0, (n+1)/2)∪∗(n, 0, (n+1)/2), then expG(n) =n−1, and expG(k)n−2
for 1kn − 1.
(iii) If n ≡ 0(mod 2), or n ≡ 1(mod 2) andG /∈⋃(n+1)/2s=2 ∗(n, 0, s)∪∗(n, 0, (n+1)/2), then expG(n)=expG(n−
1) = n − 1, and expG(k)n − 2 for 1kn − 2.
Proof. By the deﬁnitions of ∗(n, l, s) and ∗(n, l, s), we have A(G) ∈ DSP(n).
(i) Since ∗(n, 0, s) = 0(n, 0, s) = 0(n, 0, 1) (2s(n − 1)/2) is the hamiltonian cycle 12 · · · n1, we have
expG(k) = n − 1 for 1kn.
(ii) Since G((n+ 1)/2)= G((n+ 1)/2, (n+ 1)/2)=n− 1 and G(id)= G(i)G((n− 1)/2, (n+ 1)/2)=n− 2
for each vertex i ∈ V (G)\{(n + 1)/2}, we have expG(n) = n − 1, and expG(k)n − 2 for 1kn − 1.
(iii) If n ≡ 0(mod 2) and G ∈ ∗(n, 0, n/2), then G(n/2) = G((n + 2)/2) = n − 1, and G(i)G((n − 2)/2) =
G((n−2)/2, (n+2)/2)=n−2 for each vertex i ∈ V (G)\{n/2, (n+2)/2}. So expG(n)=expG(n−1)=n−1,
and expG(k)n − 2 for 1kn − 2.
If n ≡ 1(mod 2) and G /∈⋃(n+1)/2s=2 ∗(n, 0, s) ∪∗(n, 0, (n+1)/2), or n ≡ 0(mod 2) and G /∈∗(n, 0, n/2), then
G(1) = G(n) = n − 1, and G(i) G(2) n − 2 for each vertex i ∈ V (G)\{1, n}.
Thus expG(n) = expG(n − 1) = n − 1, and expG(k)n − 2 for 1kn − 2. 
4. The extremal matrices
In this section we characterize the matrices in DSP(n) for which the kth local exponent is maximum for those integers
k satisfying 1kn − 1.
Theorem 4.1. Let A ∈ DSP(n). Then the following hold:










s=l+1 (n, l, s)))\,where=∗(n, 0, (n+1)/2)∪∗(n, 0, (n+1)/2)when n ≡ 1 (mod 2), otherwise
= .
(ii) expA(k) = n − 1 (1kn − 2) if and only if G(A) is isomorphic to some graph in 0(n, 0, 1) ∪ 0(n, 0, 1).
Proof. (i) If G(A) is isomorphic to some graph in ((⋃n/2−1l=0
⋃	n/2





s=l+1 (n, l, s)))\,
where =∗(n, 0, (n+ 1)/2)∪∗(n, 0, (n+ 1)/2) when n ≡ 1(mod 2), otherwise =. Then by Lemma 3.2, and
(i) and (iii) of Lemma 3.3 we have expA(n − 1) = expG(A)(n − 1) = n − 1.
On the other hand, suppose that expA(n − 1) = n − 1. Then
n − 1expA(n)expA(n − 1) = n − 1.





s=l+1(n, l, s)) ∪ (
⋃(n−1)/2
l=0⋃(n+1)/2










s=l+1 (n, l, s)))\, where=∗(n, 0, (n+1)/2)∪∗(n, 0, (n+1)/2)
when n ≡ 1(mod 2), otherwise = .
(ii) If G(A) is isomorphic to some graph in0(n, 0, 1) ∪0(n, 0, 1), then by (i) of Lemma 3.2 we have expA(k) =
expG(A)(k) = n − 1 for 1kn − 2.
Suppose expA(k) = n − 1 for 1kn − 2. Then
n − 1expG(A)(n) = expA(n)expA(n − 1)expA(n − 2) = n − 1.










s=l+1 (n, l, s)). Thus by Lemmas 3.2 and 3.3 we conclude G(A) is
isomorphic to some graph in 0(n, 0, 1) ∪ 0(n, 0, 1). 
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