This paper is concerned with the numerical solution of systems of blocked nonlinear equations arising in the solution of Multidisciplinary Analysis (MDA) problems. We consider the case where individual discipline solvers/simulators are given and are iterative methods. Thus, an MDA solver consists of an outer iteration for the solution of the system of blocked nonlinear equations and of inner iterations in the discipline simulators. We will show h o w the control of the truncation of the inner iterations can be e ectively used to accelerate the overall iteration. The key is the interpretation of the outer iteration with inexact inner iteration as an iteration of a related system with same solution as the MDA problem.
Introduction
Multidisciplinary Analysis (MDA) problems link mathematical models from more than one discipline. We consider MDA problems where each discipline is described by a system of nonlinear equations, and where the output of each discipline is computed by solving this system iteratively. We call the computation required for each discipline a subsystem simulation. In this paper we consider the case where these subsystem simulations already exist and we a r e interested in numerical methods for linking these subsystems.
The overall MDA problem is then formulated as a large scale system of blocked nonlinear equations, where each block corresponds to the output of one discipline. A solver for the MDA problem will involve outer iterations of the method for the overall system of blocked equations, and inner iterations performed within the subsystem simulations. There will be inexactness in the subsystem simulations from the truncation errors of iterative methods, causing inexactness in the residual and derivative computations of the outer iteration. In general, inexact residual evaluations are a curse for nonlinear system solvers. In this paper, however, we will show that the type of inexactness in the inner iterations described previously can be used to signi cantly improve the performance of the MDA solver.
In this paper, we will concentrate on the case where Newton's method is used in the inner iterations. We consider applying standard methods for nonlinear systems of equations to this case and show h o w to exploit the inexactness in the inner iteration. The theoretical results will then be illustrated using a numerical example of an MDA problem.
Problem Formulation
We denote the output of discipline i by 1 C C C A (4) and n 1 + : : : + n m = n. W e de ne the MDA problem to have the form of the system stated in (3) .
Obviously, the system (3) is related to In fact, a solution of (3) is also a solution of (5) . The other direction may not necessarily be true. The solution method for (1) usually returns a speci c solution, but not the entire set of solutions. Thus, (5) may h a ve multiple solutions and not all of these may solve ( 3 ) . It is also easy to construct examples where (5) has a solution but (3) does not. However, this relation between (3) and (5) is still important.
The residual evaluations in (5) are usually cheap compared to the residual evaluations in (3). In many practical applications, however, the exact form of (5) is not known. This is typically the case when the individual disciplines are rst simulated independently and coupled later. In this case the individual disciplines (2) are solved by a b l a c k-box and are coupled via (3) .
The individual discipline simulations are often done iteratively and therefore the subsystem simulations (2) are inexact due to truncation error. Thus, instead of the function S i we can only access a function 
Here ( i ) indicates the inexactness. It will be specied later. Consequently, if a nonlinear equation solver is applied to (3), it can not access the exact residual F(x), but only . . . 
It is important t o b e a ware of methods used to compute the individual disciplines S i and not to treat them as merely a black b o x. In this paper we are concerned with MDA problems with this blocked and inexact form in which the individual disciplines S i are computed by applying Newton's method to solve (1) for x i .
Adapting Methods for Coupled Systems of Nonlinear Equations
Given a system of nonlinear equations, there are many standard methods for solving this problem. In this paper, we will consider Gauss{Seidel{type methods, 1 Newton type methods 2, 3 and Broyden's method. 2, 3 They will be discussed in the context of the MDA problem (3). However, instead of solving the system de ned in (3), we s o l v e the inexact system de ned in (7) where Newton methods (8) are used to solve the discipline simulations. We compute S We will show that a suitable and practical control of this kind of inexactness may be used to signi cantly speed up the overall solution process. Our presentation in this section will be expository and it will be limited to rather simpli ed scenarios. The technical, but important details needed to make these ideas robustly applicable to a wider range of problems and the technical convergence proofs will be presented in a forthcoming paper.
Gauss{Seidel{Type Methods
Of the nonlinear equation solvers for (3) the sequential substitution is the easiest to implement. It does not require calculations of derivatives of S i , it preserves the structure of the problem, and if discipline simulations are available, it is is easy to implement. Given x k = ( x k 1 : : : x k 2 ) one step of the sequential substitution for (3) computes x k+1 i = S i (x k+1 1 : : : x k+1 i;1 x k i+1 : : : x k m ) (9) for i = 1 : : : m . This iteration is the nonlinear Gauss{ Seidel method applied to the system (5) . See the book. 1 The observation that the iterative method for (3) can in fact be interpreted as an iterative method for (5) o ers interesting possibilities to derive more e cient solution methods.
Suppose that the ith discipline is evaluated by the Newton method (8) with starting value z 0 i = x k i . W e assume that in this context i represents the numberof Newton iterations performed, i.e., in (8) l+1 = i . T h e exact solution of (1) corresponds to i = 1 and in this case S i = S (1) i . In this scenario the nonlinear GaussSeidel method (9) for (5) with S i replaced by S (1) i is the Gauss-Seidel-Newton method applied to the system (5). It is known that the su cient conditions to guarantee local convergence of the nonlinear GaussSeidel method for (5) are also su cient to guarantee local convergence of the Gauss-Seidel Newton method.
Moreover, it is know that the local convergence rate is independent o f t h e n umber of inner Newton iterations i 1. See page 327 of the book. 1 Thus, from a local convergence point of view, the application of more than one inner Newton iteration (8) is wasteful. It does not result in a faster outer iteration, but only increases the cost of an outer iteration.
The key to the acceleration of the sequential substitution method applied to (3) as shown before is the interpretation of this method and its inexact form as a solution method for the system (5). This way t h e inexactness due to truncation of the inner iteration is not viewed as a perturbation of (2), (3), but imbedded into a corresponding nested outer-inner iteration for (5) . Hence, this type of inexactness does not lead to a decay in the local convergence rate, but it leads to signi cant s a ving in computing time per iteration due to inexactness. In case of the Gauss-Seidel-type method it is also practical and easy to implement, since one only needs to specify the number of Newton iterations (namely i = 1) the black-box simulator has to perform. Knowledge of G i or the details of the inner Newton solver (8) are not required.
Newton{Type Methods
A Newton type method has much better local convergence properties than Gauss{Seidel methods. Sufcient conditions for local convergence of the Gauss{ Seidel methods are more restrictive then those for Newton's method. Moreover, the local convergence rate of the nonlinear Gauss-Seidel method and the Gauss-Seidel-Newton method is r-linear, while Newton's method converges q{quadratically. See.
1{3
For the speci c case of the inexactness in the inner solver due to terminating the inner Newton solution after one iteration, we can show that the outer Newton is still q-quadratically convergent. The kth iteration of Newton's method for (3) is
(10) For the following discussion, it will be helpful to introduce the notation x i = (x 1 : : : x i;1 x i+1 : : : x m ) (11) x i S = (x 1 : : : x i;1 S i ( x i ) x i+1 : : : x m ):(12) Under the assumptions of the Implicit Function Theorem,
Hence,
Now suppose that the discipline solver S i is evaluated by applying the Newton method (8) 
Hence, F
(x k ) de ned in (7) has the form
In (14) we replace x k i S by x k , i.e., we replace S( x k i ) in the argument ( 1 2 ) b y S
( x k i ) = x k i . I f w e insert this expression for F 0 (x k ) and (15) for F(x k ) i n to the Newton iteration (10), then we obtain the iteration
(16) This is equivalent to the Newton iteration G 0 (x k )s = ;G(x k ) (17) for (5) .
As in the case of the Gauss-Seidel method, interpretation of the Newton iteration (10) with inexactness can be interpreted as an iteration for (5) . In this case, the inexactness in the inner iteration is one step of Newton's method for (1) and the resulting outer iteration is Newton's method for (5) . Under appropriate conditions both methods, Newton's method for (3) and Newton's method for (5) converge locally q{ quadratic. However, from a local convergence point o f view, nothing can be gained by e v aluating S i exactly by executing the inner Newton method (8) to very high accuracy. Only one step of the inner Newton method is su cient to guarantee local q{quadratic convergence. More inner iterations do not result in a faster outer convergence, but only increase the cost per iteration.
In contrast to the Gauss-Seidel method, Newton's method (17) for (5) is more di cult to implement. To evaluate the right hand side one only needs to execute the inner Newton iteration (8) once with starting value z 0 i = x k i . This does not require knowledge of the black box that implements (8) 
. This must be adjusted to the error in the function evaluation. 2, 3 In our context, it must be adjusted to the residual size kG i (x k )k in the inner Newton iteration (8) . See also the discussion in the numerical examples sections.
Broyden{Type Methods
If the derivatives in (14) or on the left hand side of (16) are too di cult or expensive to compute, either directly or by nite di erences, then Broyden's method is an attractive alternative to Newton's method. Here the Jacobian F 0 (x k ) is replaced by t h e B r o yden matrix B k , which is updated using in each iteration using a rank-one update. See. 2, 3 The kth iteration of Broyden's method for (3) is
In addition to a starting value for x, w e also have t o provide a starting matrix B 0 . Since the Jacobian F 0 (x) is of the form I ;S 0 (x) w e will use B 0 = I. This choice meets the requirements of the convergence theory, i f S 0 (x ) is small relative t o I. As before, we consider the case in which the simulations S i are not prefomed exactly, but by a Newton iteration (8) . Suppose that only one inner Newton iteration (8) 
where diag(G 0 (x )) denotes the block diagonal matrix in (19). Under the additional di erentiability assumption of G i , Broyden's method for F (1) (x) = 0 converges localy q{superlinear, i.e., with the same rate as Broyden's method for (3) . As in the previous case, nothing can be gained from performing more than one inner iteration. The local convergence rate of the outer Broyden method will not be e ected, but each B r o yden iteration will be more expensive if more than one inner newton iteration per discipline is performed.
Numerical Examples Buoyancy{Driven Cavity Flow
We n o w demonstrate the bene t of the inexact inner iteration by means of an example. The buoyancydriven ow in a rectangular cavity couples uid ow equations, given in the stream function vorticity formulation, with an equation for the temperature. It is described by the following partial di erential equations. 
For a numerical solution, we apply a nite di erence discretization following the descriptions in the paper by S c hreiber and Keller. 4 The systems (23) and (24) are solved for and respectively by an inexact Newton-GMRES method, computing the directional derivatives by nite di erences. See, e.g, x6.2.1 in the book.
G i , i = 1 2, at each iteration of the inexact Newton method, the absolute stop tolerance for the GMRES solver is the minimum of kG i k 2 and . In all tests, we set = 0 :8. The inner Newton-GMRES routine is terminated when the residual of the system is less than a prescribed tolerance or a maximum number of iterations has been reached. Notice that since (24) is linear in the temperature , the Newton-GMRES algorithm applied to (24) is equivalent t o t h e G M R E S method with restart.
We use three methods for the outer iteration: Newton-GMRES method, Broyden's method and the Gauss-Seidel method. The Newton-GMRES method uses nite di erences to estimate the derivatives, taking care to calculate the stepsize according the the level of inexactness in the inner Newton iteration. The method contains an implementation of the GMRES algorithm speci ed in 5 and the Newton algorithm given in. 3 The Broyden's method used is the limited memory algorithm given in. 3 The Gauss-Seidel method is given in. 1 We consider only computing only one or two iterations of the inner Newton-GMRES solver. Thus, we de ne the residual of the overall problem to be: where 1 and 2 are either 1 or 2. By comparing these results, we see that by using only one iteration of the inner solver, we can maintain the same local convergence results. Thus, we reduce the overall time of the method.
In all test we use Ra = 1 0 4 , P r= 1 and N = 3 0 , where N denotes the number of subintervals on the xand the y axis in the discretization. We terminate the overall algorithm when kF ( ) k < 10 ;6 . The tests were executed on a Sun UltraSPARC 1 .
In gures 1 -3, the norm of residual, as de ned in (26), at each iteration of the outer method is graphed. Two plots appear on each graph: one where one step of the inner solver for G 1 and G 2 is used and one where two steps of the inner solver is used. In gure 1, the Newton-GMRES method is the method for the outer iteration. We see that using two steps requires less outer iterations. However, the local convergence properties of using one step and two steps are the same as indicated by the slope of the graph at the last few iterations. In gure 2, we see the results for using Broyden's method as the outer iteration. Once again, using two steps requires fewer outer iterations, but both have t h e same local convergence properties. In gure 3, the results for using the Gauss-Seidel method as the outer method are given. Once again, using one step of the inner solver requires more iterations, but has the same local convergence properties as using two steps. Table 1 shows the numb e r o f e v aluations of the systems (23) and (24) for each of the methods. When two Fig. 1 Residual norms using Newton-GMRES and one or two steps of the inner discipline solver. steps of the inner solver are used instead of one step, the number of evaluations of each system increases for each method. The number of evaluations of the systems (23) and (24) re ects the overall expense of the solver for the coupled system. The total CPU time in seconds for each outer method, in each c a s e o f o n e a n d steps of the inner solver are shown in Table 2 Table 1 The number of residual evaluations of G1 and G2 required by e a c h method.
Method Time (sec) Newton-GMRES one step 27 Newton-GMRES two s t e p s 50 Broyden one step 15 Broyden two s t e p s 27 Gauss-Seidel one step 177 Gauss-Seidel two steps 308 Table 2 The total CPU time, in seconds, for each method.
The Viscous{Inviscid Interaction Problem
The second example is a viscous{inviscid interaction (VII) problem in which the Euler equation is coupled with a boundary layer equation to model the ow o f air around an airfoil. This example does not exhibit the same traits as the convection example and we cannot apply the theory we h a ve developed. However, by including this example, we can motivate the need for Fig. 3 Residual norms using Gauss-Seidel and one or two steps of the inner discipline solver. further research.
The VII problems considered here is the same one solved in 6 using a least squares approach for matching and in 6, 7 using sequential substitution with relaxation. We present here a simpli ed version of this VII, to keep the description brief. Neglecting the curvature of the airfoil, assuming that its surface corresponds to y = 0 , we can model the ow b y Euler equations in the region at some distance (x) a way from the airfoil: where u and v denote horizontal and vertical velocity respectively, p = p( T ) denotes pressure, denotes density, T is temperature, and e denotes the speci c total energy. In addition to (27), we m ust specify appropriate boundary conditions at the far eld and at (x (x)). Near the airfoil, viscosity cannot be neglected and we use boundary layer equations to model the ow. For simplicity, w e consider laminar ow, which is modeled by the Prandtl boundary layer equations: where is the dynamic viscosity, k is the thermal conductivity and @ y p = 0 a n d u = v = 0 on the surface of the wing (y = 0 ) a n d u(x 1) = U e (x). Additional boundary conditions may be speci ed at the leading and trailing edges of the airfoil. From @ y p = 0 it follows that p (and ) is a function of x and, thus, can be computed from the pressure p e (and e ) at the boundary layer edge. From the solution u of (28) one can compute the displacement t h i c kness .
The viscous{inviscid{interaction can now roughly be formulated as follows: Given a (an approximation to the) displacement thickness , one can compute the solution of the Euler equation on a region around the e ective airfoil (this is the actual airfoil plus displacement thickness , i.e., the surface of the e ective airfoil is given by ( x (x))). From the Euler solution one computes the tangential velocity U e , the pressure p e , and the density e at the surface of the e ective airfoil. This leads to a function ! (U e ( ) p e ( ) e ( )):
(29) On the other hand, given (approximations of the) U e , p e , a n d e , one can solve the boundary layer equations. From 
For the numerical solution, we need to discretize the problem. Thus, the discretized triple (U e p e e ) corresponds to x 1 in the abstract formulation and the discretized corresponds to x 2 . The discretized versions of the functions (30) and (29) correspond to S 1 and S 2 , respectively. The functions (29) and (30) are implicitly de ned using discretizations of the partial di erential equations (27), (28). Abstractly, this can be written as G 1 (( U e p e e ) ) = 0 a n d G 2 (( U e p e e ) ) = 0 . In our numerical experiments, we use existing codes for the subsystem simulations. These are the same as those applied in. 6, 7 The Euler equation solver used to evaluate the function S 1 in (30) is GAUSS2, developed by P . M. Hartwich. 8, 9 The boundary layer equation solver was developed by A. Meade. 7 Neither of the two solvers uses Newton's method as the inner solver. Thus our discussions in the previous section does not apply. Moreover, details of the discretization (e.g., precise step size selections) applied in the discipline solvers are not known. Therefore, the exact formulations for G 1 and G 2 are not known. Thus, we cannot report the same results as we did for the convection problem. Instead, we can merely state that we can improve upon the basic Gauss-Seidel iteration for this problem.
For the NACA 0012 airfoil, Broyden's method required 511490 seconds and the Gauss-Seidel method required 2881447 seconds to run on a Sun SparcStation Ultra 1.
Extensions of our theory to cover this case, which is representative for many M D A problems, is part of current research.
Conclusions and Outlook
We h a ve studied the numerical solution of systems of blocked nonlinear equations (3) arising in the solution of MDA problems. The evaluation of the residual F(x) involves subsystem simulations, which are performed by iterative methods. The MDA solvers consists of an outer iteration for the solution of the system of blocked nonlinear equations and of inner iterations in the discipline simulators. If the inner iteration is a Newton iteration, then we h a ve shown that the truncation of the inner iterations can be e ectively used to accelerate the overall iteration. The key is the interpretation of the outer iteration with inexact inner iteration as an iteration of a related system (5) with same solution as the MDA problem. Further research is needed in the globalization of this inexact iteration and to include di erent inner iterations, such as pseudo-time marching methods.
