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There is growing evidence that cognitive processes may have fractal structures as a signature of
complexity. It is an an ongoing topic of research to study the class of complexity and how it may
differ as a function of cognitive variables. Here, we explore the eye movement trajectories generated
during reading different Persian texts. Features of eye movement trajectories were recorded during
reading Persian texts using an eye tracker. We show that fixation durations, as the main components
of eye movements reflecting cognitive processing, exhibits multifractal behavior. This indicates that
multiple exponents are needed to capture the neural and cognitive processes involved in decoding
symbols to derive meaning. We test whether multifractal behavior varies as a function of two
different fonts, familiarity of the text for readers, and reading silently or aloud, and goal-oriented
versus non-goal-oriented reading. We find that, while mean fixation duration is affected by some
of these factors, the multifractal pattern in time series of eye fixation durations did not change
significantly. Our results suggest that multifractal dynamics may be intrinsic to the reading process.
INTRODUCTION
Reading has been broadly studied across different al-
phabetic and logographic systems, such as English, Chi-
nese, Arabic, Japanese, French or German in varieties
of techniques and behavioral tests [1, 2]. The percep-
tual process of reading is reflected in reaction times or
eye movements, and a cognitive outcome is text comper-
hension. Eye movements during reading are generated
by complex self-regulating systems that process inputs
from different regions of the brain. Eye movements are
extremely heterogeneous and non-stationary, two prop-
erties that may arise from complex underlying dynamics
of the task. Furthermore, as reading is a cognitive pro-
cess, complexity arising from the cognitive load depends
on the context, textual, and typographical variables.
Reading involves intrinsic and extrinsic factors. Ex-
trinsic factors include textual and typographical vari-
ables such as font complexity and the difficulty of the
text, while intrinsic factors are general across stimulus
and the context originating from processes and struc-
tures that change only on longer timescales of reading
skills, learning, and development.
The complexity of reading may be expressed in terms
of fractal patterns generated by eye movement character-
istics such as fixation duration. Cognitive functions like
visual search [3], scene perception [4] and visual forag-
ing [5] have revealed evidence for heavy-tailed distribu-
tions [5, 6]. Spatial clustering of eye movements follow a
power law distribution, saccade length distributions are
log-normally distributed, and the speeds of slow, small
amplitude movements occurring during fixations follow a
1/f , spectral power law relation [7, 8], suggesting a self-
similar pattern for eye fixation duration dynamics in a
reading task.
Previous studies of heavy tails in reading have focused
on monofractal analyses; assuming that distributions can
be captured by a single scaling exponent. To test this
assumption, a multifractal analysis is required for the
fixation duration time series during different reading ex-
periments. Indeed, a fractal, which is self-similar in all
the scales, is simply described by a power law with the
same exponent at all scales. However, to characterize a
more complex pattern, i.e. a multifractal, a continuous
range of exponents is required [9, 10],
So far, few studies has focused on the fractal and multi-
fractal patterns of eye movement during reading. Van Or-
den et. al, [11], referring to the folk expression that ”the
eyes are the windows to the soul” employed fractal and
multifractal methods to find whether eye-movments de-
tected by an eye-tracker generates intrinsic random vari-
ation and how features of the data recording procedure
affected the structure measurement variability. Their re-
sults revealed that the structure of variation from a fake
eye was random and uncorrelated in contrast to the frac-
tal structure from a fixated, real human eye. Further-
more, it was demonstrated that data-averaging generally
changes the structure of variation, introducing spurious
structure into eye movement variability.
The aim of the present study is to investigate the roles
of extrinsic and intrinsic factors on the complexity of eye
movements during reading the Persian texts. In four ex-
periments, the participants read texts with different con-
tent and font complexity. The fixation duration time
ar
X
iv
:1
70
7.
02
93
2v
1 
 [p
hy
sic
s.d
ata
-an
]  
10
 Ju
l 2
01
7
2series of the eye movements were recorded by an eye-
tracker and both standard statistics as well as multifrac-
tal detrended fluctuation analyses (MF-DFA) are used to
investigate them.
MATERIALS AND METHODS
Ethics
The study was approved by the institutional review
board of the University of Shahid Beheshti. Before the
beginning of the study, participants were presented with
a written consent form and written consent was obtained
from each individual.
Apparatus
Each participant was seated approximately 20 inches
in front of a 22-inch flat panel LCD monitor. Participants
viewed each of the 4 images in random order for 45 sec-
onds per image. Monocular eye positions were recorded
at 120 Hz using an Eye Link II head mounted eye-tracker.
Participants were instructed to view each image for 45 s.
The device also calculates and reports the eye fixation
errors, therefore the trials that are high in error can be
detected and removed from the analysis.
Stimuli
Familiarity. The familiar text was from the Psychology
literature that is generally known to Psychology students.
The unfamiliar text was taken from Physics literature
whose context is not known for an average number of
psychology students. The familiar and unfamiliar texts
were selected based on some features such as the short
word length (3 to 5 characters) and the long word length
(6 characters and more). Therefore, both familiar and
unfamiliar texts consisted of short and long words in an
equal proportion.
Font. The texts were written in two font types: first
the Lotus font, commonly used for books using, and the
other was the Pen font that is similar to the handwritten
font. Texts were typed using @Microsoft Word. Selected
texts matched in terms of difficulty, context and word
frequency. Overall, four different stimuli were used in
the current study: a) familiar text written in Lotus font,
b) familiar text written in Pen font, c) unfamiliar text
written in Lotus font, d) unfamiliar text written in Pen
font.
Procedure
At the beginning of the study, two texts were prepared
according to stimuli section. Then a pilot study was con-
ducted on 10 participants to examine the text properties,
in terms of familiarity and unfamiliarity level, coherence
between the two texts in Lotus and Pen fonts, and per-
formance of research instruments. This pilot study led to
some amendments to the size and content of the texts.
Also, in the calibration stage, the distance between sub-
ject’s eyes and the eye-tracking device was adjusted. The
degree of accuracy and reliability was performed using
the eye-tracker device, and in case the error rate was
low, the participants were tested by the device in one
session and in four successive phases. Each participant
was seated in a quiet experimental room about 20 inches
in front of a computer monitor placed on a table. For
each trial, a text written either in Lotus or Pen font ap-
peared on the monitor. Participants were instructed to
read the text. Trials included Silent Not Goal-Oriented
(SNGO), Silent Goal-Oriented (SGO), and Loud Not
Goal-Oriented (LNGO). The familiar text in the Lotus
and Pen fonts were read by the subject in the first and
the second phase respectively, and the unfamiliar text
in the Lotus and Pen fonts were read by them in the
third and the fourth phases, respectively. Throughout
all phases, the subject’s eye movements were recorded by
an eye-tracker device while reading the texts. The device
records the fixation durations, saccades, regressions and
overall time spent to read every word of the text. Prior
to the test, subjects were asked to follow the test pro-
cedure in accordance with written instructions, and read
the text at their own pace. They were also instructed to
find the next texts shown on the screen by pressing the
spacebar on the keyboard in front of them.
Experiment I: Silent Not Goal-Oriented (SNGO)
Participants. 16 undergraduate students were re-
cruited from Shahid Beheshti University, Psychology De-
partment. They all had normal or corrected vision. Since
the eye-tracker device in the laboratory was fixed and im-
possible to move, the familiar text contained psycholog-
ical knowledge, the psychology undergraduate students
who were often easy to reach were selected as partici-
pants. They were screened for potential issues that might
affect sampling rates, such as eyeglasses or cosmetics.
The participants were asked to read both familiar and
unfamiliar texts silently. The experiment was not goal
oriented, so they were not supposed to answer any ques-
tions relating to the texts.
3Experiment II: Silent Goal-Oriented (SGO)
Participants. 16 participants were recruited from
Shahid Beheshti University, Psychology Department.
They were all right-handed, and had normal or cor-
rected vision. Participants were screened for potential is-
sues that might affect sampling rates, such as eyeglasses
or cosmetics. Since the procedure was goal-oriented, a
researcher-made test consisting of 8 multiple choice ques-
tions. 2 questions per text, with the same difficulty level,
was extracted from the four stimuli and was distributed
among the participants after the experiment. Scores were
not taken into account in any of the analyses.
Experiment III. Loud Not Goal-Oriented (LNGO)
Participants. 16 participants were recruited from
Shahid Beheshti University, Psychology Department.
They were all right-handed, and had normal or corrected
vision. Participants were screened for potential issues
that might affect sampling rate, such as eyeglasses or
cosmetics. The participants were asked to read both fa-
miliar and unfamiliar texts loudly. The experiment was
not goal-oriented, so they were not supposed to answer
any questions relating to the texts.
METHOD: MULTIFRACTAL DETRENDED
FLUCTUATION ANALYSIS (MF-DFA)
To determine the complexity of fixation duration time
series, we use MF-DFA. This method, initially proposed
by Kantelhardt et al. [12, 13], finds many applications
in time series such as sunspot variations [14], traffic
data [15], economical data [16–18], heart rate time se-
ries [19], human brain electrical signals [20], stream-
flow [21] and wind [22] records.
The procedure of MF-DFA is as follows. Consider the
time series x(i) of length N , its cumulative series is de-
fined as
Y (i) =
i∑
k=1
(xk − 〈x〉); i = 1, 2, · · ·N, (1)
in which 〈x〉 is the average of the time series over the
whole range of measured data. Indeed, Y (i) can be as-
sumed as a random walk whose steps are the fluctuations
of the time series around its average at each time. In the
next step, we proceed to remove the local trends from the
profile series Y . For this, we divide, Y (i) series to the
segments of length dl and carry a least-square fit on the
data in each segment by a polynomial Yν . The variance
of data in each segment around the fitted polynomial is
given by
F 2(dl, ν) =
1
s
s∑
i=1
{Y [(ν−1)dl+i]−Yν(i)}2; ν = 1, 2, · · ·Ns
(2)
where Ns = N/dl. In this work, we choose the linear
polynomials for detrending the data, i.e. first order DFA
or DFA1.
After detrending, we move on to investigate the mul-
tifractal properties of the time series. To this end, we
define the q-th fluctuation moment for any real q 6= 0 as
Fq(dl) =
(
1
Ns
Ns∑
ν=1
[F 2(dl, ν)]q/2
)1/q
. (3)
For q = 0, F0(dl) can be written as
F0(dl) = exp
(
1
2Ns
Ns∑
ν=1
ln(F 2(dl, ν))
)
. (4)
It can be shown that for large enough dl, Fq(dl) obeys
the following scaling law
Fq(dl) ∼ sh(q), (5)
where h(q) is called generalized Hurst exponent. For a
monofractal time series fluctuations are homogenous over
all the segments at each scale, hence the statistics of fluc-
tuations is similar in small and large scales making h(q)
an independent function of q. For q = 2, h(2) is the same
as standard Hurst exponent, H. For uncorrelated time
series, we have H = 1/2, H < 1/2 for anti-correlated,
and H > 1/2 for correlated time series [10]. For a mul-
tifractal series, however, the fluctuations do not behave
similarly in all the segments. For positive value of q the
segments with stronger fluctuations plays a major rule
in the summation of Eq.(3). This makes the scaling of
fluctuations at small scales be different from the one at
large scales, and as a result, making h(q) a q-dependent
function in this case.
To obtain a singularity spectrum from MF-DFA-
extracted from standard MF analysis [10], one needs to
calculate the local singularity strength or the Ho¨lder ex-
ponent α from the generalized Hurst exponent h(q). It
can be shown that the local singularity strength α corre-
sponding to the power q, can be obtain by
α(q) =
dτ(q)
dq
, (6)
in which τ(q) is the mass exponent and is related to h(q)
as
τ(q) = qh(q)− 1. (7)
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FIG. 1. (Color online) Fixation duration time series obtained in the eye-track record of one subject in each experiment. (Left)
Silent goal oriented (SGO) with (a) familiar lotus, (b) familiar Pen, (c) unfamiliar Lotus and (d) unfamiliar Pen text. (Middle)
Silent non goal oriented (SNGO) with (a) familiar lotus, (b) familiar Pen, (c) unfamiliar Lotus and (d) unfamiliar Pen text.
(Right) Load non-goal oriented (LNGO) with (a) familiar lotus, (b) familiar Pen, (c) unfamiliar Lotus and (d) unfamiliar Pen
text.
Eq.(6) implies that for each value of q, there is a unique
exponent α(q) which indicates the singularity exponent
of the segments in the time series which dominantly con-
tribute in Fq(s). Indeed, the exponent α quantifies the
speed of the vanishing fluctuations versus the decreas-
ing length of the segments in which the measure is de-
fined. Dependence of the measure on the segment length
is given by a power law as pn ∼ sαn , where pn, αn
and s are the local fluctuation measure, local Ho¨lder ex-
ponent, and the corresponding segment length, respec-
tively. αn is positive, therefore the larger the value of
αn, the faster the decay of fluctuations is as s → 0; in
other words, the time series in the corresponding region
is smoother. Therefore, the large(small) value of α indi-
cates the smooth(rough) segments in the time series.
Each q exponent magnifies only the segments with the
singularity strength α(q) in Eq.(3), and the segments in
the time series whose singularity is characterized by α(q),
form a fractal subset with a fractal dimension defined by
f(α) is given by
f(α) = qα(q)− τ(q(α)), (8)
which is the Legendre transformation of τ(q) [9, 10]. It
can be shown that f(α) is a convex up function of α with
a maximum equal to 1 for any 1D time series. Indeed, the
maximum of f(α) which corresponds to q = 0, indicates
the capacity or topological dimension of the time series
which is always equal to 1 for 1D time series. The width
of singularity spectrum f(α) which is defined as ∆α =
αmax − αmin, shows the range of the Ho¨lder exponents
required to describe the time series, hence, the wider the
range of α, the more complex the time series will be.
5TABLE I. The average mean fixation time corresponding to
the different fixation time series. The numbers in the paren-
theses indicate the uncertainty of the mean value calculated
by the standard deviation over different subjects in each ex-
periment.
SGO (ms) SNGO (ms) LNGO (ms)
(a)-Familiar-Lotus 266(23) 198(22) 355(29)
(b)-Familiar-Pen 294(30) 226(17) 468(37)
(c)-Unfamiliar-Lotus 260(19) 211(16) 361(28)
(d)-Unfamiliar-Pen 271(23) 202(15) 399(36)
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FIG. 2. (Color online) ln(F2) versus ln(dl) averaged over the
different reading tasks SGO, SNGO and LNGO on the four
texts, (top left) familiar with Lotus font, (top right) famil-
iar with Pen font, (bottom left) unfamiliar with Lotus font
and (bottom right) unfamiliar with Pen font. The slope
of each line gives the Hurst exponent of the corresponding
experiment.
RESULTS AND DISCUSSION
The fixation duration time series (the time period in
which eyes remains fixed on a part of text) of randomly
selected subjects are depicted in Fig. 1 for different exper-
iments. The mean values of fixation durations in each ex-
periment, together with their statistical errors, are given
in Table I. This table shows that in all the reading experi-
ments SGO, SNGO and LNGO, there were no meaningful
TABLE II. The average Hurst exponents corresponding to the
different fixation time series. The numbers in the parentheses
indicate the uncertainty of the mean Hurst exponents.
SGO SNGO LNGO
(a)-Familiar-Lotus 0.62(0.03) 0.65(0.02) 0.65(0.04)
(b)-Familiar-Pen 0.65(0.03) 0.62(0.02) 0.70(0.02)
(c)-Unfamiliar-Lotus 0.64(0.02) 0.66(0.02) 0.69(0.03)
(d)-Unfamiliar-Pen 0.66(0.04) 0.70(0.01) 0.70(0.03)
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FIG. 3. (Color online) The singularity spectrums correspond-
ing to the different reading tasks SGO, SNGO and LNGO
on the four texts, (top left) familiar with Lotus font, (top
right) familiar with Pen font, (bottom left) unfamiliar with
Lotus font and (bottom right) unfamiliar with Pen font.
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FIG. 4. (Color online) The singularity spectrums of the
shuffled fixation time series corresponding to different read-
ing tasks SGO, SNGO and LNGO on the four texts, (top
left) familiar with Lotus font, (top right) familiar with Pen
font, (bottom left) unfamiliar with Lotus font and (bottom
right) unfamiliar with Pen font.
TABLE III. The average width of singularity spectrum (∆α)
corresponding to the different fixation time series. The num-
bers in the parentheses indicate the uncertainty of the mean
widthes.
SGO SNGO LNGO
(a)-Familiar-Lotus 0.73(0.04) 0.77(0.04) 0.78(0.04)
(b)-Familiar-Pen 0.69(0.03) 0.76(0.04) 0.9(0.05)
(c)-Unfamiliar-Lotus 0.90(0.05) 0.76(0.04) 0.76(0.04)
(d)-Unfamiliar-Pen 0.90(0.05) 0.80(0.04) 0.9(0.05)
6TABLE IV. The average kurtosis for the different fixation
duration time series. The numbers in the parentheses indicate
the uncertainty of the mean kurtosis values.
SGO SNGO LNGO
(a)-Familiar-Lotus 2.3(1.4) 2.1(1.2) 1.3(0.7)
(b)-Familiar-Pen 2.7(1.8) 2.7(1.1) 2.2(1.1)
(c)-Unfamiliar-Lotus 5.3(2.5) 3.7(1.7) 2.0(1.1)
(d)-Unfamiliar-Pen 6.0(3.5) 3.3(1.4) 6.6(2.8)
differences between average mean fixation times for dif-
ferent stimuli. However, the mean fixation time was the
largest for LNGO and the smallest for SNGO, which in-
dicates that reading aloud prolonged fixation times com-
pared to silent reading.
To gain some insight into the correlation of the fixation
duration time series, we calculated the Hurst exponent.
The Hurst exponents averaged over all the subjects in
each reading experiment are listed in Table II. It can be
seen that the Hurst exponents for the fixation time series
varies from ∼ 0.6 to ∼ 0.7, which is an indication of
long-range correlations in eye fixation durations for all
experiments. However, there were no reliable differences
in Hurst exponents across experiments.
Next, we proceed to investigate the complexity of the
time series by calculating the singularity spectrum us-
ing MF-DFA method. Fig. 3 illustrates the singularity
spectra f(α) obtained for the three reading experiments
SGO, SNGO and LNGO on the four stimuli including:
(a)-familiar with Lotus font, (b)-familiar with Pen font,
(c)-unfamiliar with Lotus font and (d)-unfamiliar with
Pen font. The complexity of each time series is encoded
in the width of singularity spectrum f(α).
Time series with wider spectra contain more singular-
ity strengths α, meaning that they contains more in-
terwoven fractal subsets, and hence more complexity.
Within the statistical errors, the average widths of sin-
gularity spectra, ∆α, given in Table III, is ∼ 0.8 for all
the experiments. Thus we found no reliable differences
in terms of the complexity of the fixation duration time
series across the three different reading experiments.
As a final analysis, to examine the effect of correlation
on the multifractality of fixation duration time series, we
shuffle the time series to eliminate the correlations, and
calculate the singularity spectrum. The results are illus-
trated in Fig.4, and show that shuffling only tends to shift
the whole spectra toward the lower values of α. However,
the width of ∆α remains almost unchanged. This anal-
ysis shows that the correlations have minor effect on the
multifractality, which suggests that multifractality arose
from large fluctuations in fixation durations. To test this
hypothesis, we calculate the kurtosis for each time series
k =
〈x4〉
〈x2〉2 − 3. (9)
Xi is the time series. The kurtosis vanishes to a Gaus-
sian distribution and its deviation from zero is an ev-
idence of the presence of fluctuations larger than the
Gaussian limit. The average values of kurtosis for the fix-
ation duration time series are summarized in Table IV,
showing relatively remarkable deviations from normal-
ity. This analysis leaves open the possibility that mul-
tifractal patterns appeared because of finite lengths of
the recorded data. Nevertheless, the large kurtosis ob-
tained suggests that multifractality was at least partly
due to high volatilities in the intrinsic dynamics of the
eye movement.
CONCLUSION
In summary, we performed statistical analyses on the
fixation duration time series obtained by tracking the eye
movements in three reading experiments and for four dif-
ferent stimuli. We found that reading aloud, even with-
out any goal increases the mean fixation duration com-
pared to reading silently. Therefore, assuming that fix-
ation duration is proportional to the cognitive load in
the brain, suggesting that simultaneous activation of the
brain regions responsible for speech and visual processing
slows down the reading speed.
Using DFA method, we calculated the Hurst exponents
as well as the multifractal singularity spectrum of the
data. We found that in all the experiments, the fixa-
tion duration time series are positively correlated and
display a multifractal pattern. Removing the correla-
tions by shuffling the data, however did not significantly
affect the singularity spectra. Moreover, fluctuations be-
yond the Gaussian limit indicates that the multifractal-
ity would be intrinsic; revealing the high volatility in the
eye track dynamics. Surprisingly, while several studies
have emphasized on the importance of properties of the
stimulus on eye movemenet behaviors [23–25], we did not
find any reliable difference in the multifractality of data
in the different reading experiments, supporting [26–28].
The fact that the singularity spectra does not vary in
different experiments, leads us to the conclusion that the
eye movement dynamics is developed in such a way that
enables eye to easily response to wide range of external
stimuli. This results also support the findings of [29], in
which no significant difference was found between aloud
and silent reading comprehension, which suggests that
reading comprehension can be measured accurately un-
der either reading condition.
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