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Abstract
Boron exists in many di¤erent structures with an important similarity that they all
contain connected boron icosahedron formed from twelve B atoms. Many have the
potential to be important hard materials. The icosahedra are arranged in planes and
are bonded to each other by three centered bonds within a plane and by two centered
bonds to icosahedra in adjacent planes. It is likely that the two center bonds are
stronger than any other bonds in the crystals and may contribute signicantly to the
strength of these materials. Various structures that hold potential for super hard
material properties are examined in the present work using ab-initio computational
techniques. Systematic trends are established. The charge density between B-B bonds
in each structure are examined and it is suggested that hardness of the material, in
part, relate to the average charge density contained on these bonds. Atoms connecting
the B12 icosahedra can donate charge that enhance the strength of the B-B bonds.
The structural and thermodynamics properties of boron icosahedral materials are
also studied using molecular dynamics (MD)simulation with the use of bond order
Terso¤ potentials and are compared with ab-initio computational results and exper-
ii
iments. Various physical quantities including the elastic constants of boron carbide
(B4C), thermal expansion coe¢ cient, specic heat are predicted at high temperatures.
The linear thermal expansion coe¢ cient for the a and c axis are examined. Predicted
specic heats for B4C and boron suboxide (B6O) structures obey the classical Dulong-
Petit result which is obtained at high temperatures for all solids. Moreover, thermo-
dynamic properties obtained in this work are used to estimate Gruneisen parameters
for these potentially ultra-hard boride materials.
Finally we examined the elastic constants of an ultra hard boride B6O and some
defects in the crystal structure using the rst principle calculations. The single crys-
tal elastic constants calculated were used to estimated polycrystalline properties and
thermodynamic properties such as the melting and Debye temperatures as well as
sound wave velocities and melting temperatures of B6O and defect structures. Single
crystal elastic constants are found to be comparable with that estimated previously
from theoretical calculations and polycrystalline elastic moduli were also calculated
and analyzed systematically in comparison with available theoretical and experimen-
tal data. We also estimated the formation energies of the various structures using
chemical potentials. Analysis of the computed results shows that the formation en-
ergies of substitutional defect, nitrogen to oxygen are smaller that those of carbon
and vacancies and the low values of nitrogen substitutional defect suggest a possible
great solubility of nitrogen in B6O.
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Chapter 1
Introduction
Ultra-hard materials are widely used as tools for industrial applications such as cut-
ting; grinding, chopping, drilling and milling, as well as sawing and wear parts. Ma-
terials of this nature come in di¤erent forms such as ceramics, hard metals, strong
alloys. They have a high hardness, they resist corrosion, and they have high sti¤-
ness, high mechanical strength and most are radiation resistant. Most researchers
deneultra-hardmaterials as those empirically probably having hardness greater
than 4000 Kg.mm 2 on the Knoop scale and Vickers hardness or about 10 on Mohs
hardness scale [1]-[4]. Diamond is the naturally occurring hardest material known to
mankind with a Vickers hardness ranging between 70 and 100 GPa, followed by ex-
pensive cubic boron nitride (cBN). cBN is not found naturally and therefore requires
harsh conditions to be synthesized and this material has a single crystal hardness
between 45-50 GPa on Vickers hardness. Synthetic materials such as polycrystalline
1
diamond (pcD) and polycrystalline cubic boron nitride (pcBN) are also produced at
economical cost with varying properties in engineering and manufacturing industries
as drill and cutting inserts [4].
New ultra-hard materials with comparable or even superior properties to diamond
are continuously being predicted [5]and potentially new ultra-materials are presently
being designed and examined fundamentally not only for scientic interest, but also
for commercial usage. Di¤erent techniques both theoretically and experimentally are
employed in attempt to replace expensive diamond for applications where abrasive
wear resistance is of great importance. Understanding the fundamental properties of
existing ultra-hard materials or what makes them special is of utmost importance in
rediscovering and synthesizing the new ones. Diamond has a bulk modulus of 440
GPa whereas cBN a bulk modulus of 360 GPa [6]. A number of researchers [7] have
focused upon the bulk modulus in their search for new superhard materials because
hardness often correlates well with bulk modulus for groups IV [1], IIIV [8], and
IIVI [9] materials.
The strongest materials always contain boron, carbon, nitrogen or oxygen [10];
and frequently only these lightweight elements are found in super-hard structures or
compounds [11]. Looking at the periodic table these are the rst elements in the
second period. In their atomic structure there are no inner p-electrons in the core to
push the valence electrons outward from these elements; then the absence of p-orbital
in the electron core and small atomic volumes results in high bonding strength. For
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example, diamond is the hardest because of localized electrons in covalent bonding.
Synthetic cBN, boron carbide (B4C) and boron suboxides (B6O) are the hardest
materials after diamond. There is also an intense investigations in hard materials
beyond B-C-N-O system consisting of metals including transition-metals from borides
to oxides [12][13].
Recently work has focused on alloying of diamond with cBN to identify superhard
materials with B-C-N structure [14][15]. It is hoped that the synthesis of dense ternary
B-C-N compounds could exhibit novel properties between diamond and cBN, and the
dense phases may be considered as potential ultra-hard materials. Dense B-C-N
phases are expected to be harder that cBN, but still retaining thermal and chemical
stability of cBN and this would be an excellent material for high speed cutting and
polishing of ferrous alloys where diamond fails [16].
Boron based materials have o¤ered many potential applications [17]. Many boron
based structures are the boron icosahedron [18]-[21]formed from twelve B atoms.
Lightweight atoms C, N, and O are found in such materials with the C, N, or O
connecting the B icosahedra [22]and recently other elements like Mg and Al have
also been used and found to be very important [23]-[26]. Some of these materials
have advantages over diamond and cBN in that they are easier to synthesize [27] and
therefore o¤er great excitement in new applications.
The search for new ultra-hard materials has been aided by much theoretical and
computational e¤ort [28]. The theoretical predictions and appropriate synthesis have
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now demonstrated the potential of new ultra-hard materials. Computational pro-
cedures have advanced to a degree of reliability where predictions of a variety of
properties of materials can now be studied with great condence [29]. In the present
work we investigate properties of di¤erent phases of the borides using computational
modelling techniques.
An ab-initio pseudopotential approach and molecular dynamic simulation have
been employed to study the properties of potentially ultra-hard boride materials.
Computer simulation gives information at a microscopic atomic level [30][31]from
which experimental properties are derived or predicted. Ab-initio approaches can
now quite accurately predict many properties but have computational limitations
with relatively low numbers of atoms. The emphasis is to examine trends occurring
over the series, how the boron icosahedra are held together and to investigate changes
at the boron icosahedra.
For ab-initio pseudopotential calculations we employed Density Functional The-
ory (DFT) to study the electronic structural properties of the solids in their ground
state. In the theoretical analysis we used two forms of DFT, namely local density
approximations (LDA) and a generalized gradient approximation(GGA), as a way of
treating the electron and correlation. A more detailed description of this particular
method is given in Chapter 3. For large numbers of atoms in simulations, we used the
Terso¤ bond-order potentials to examine structural and thermodynamic properties
of some borides.
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The thesis is arranged as follows. In Chapter 2, we review some properties of ultra-
hard materials. Chapter 3 is a literature review of boron and boron rich solids and
their potential application. In Chapter 4, we give a theoretical background technique
used, in particular DFT approaches including LDA and GGA functional. The ab-
initio results are presented and discussed in Chapter 5. In Chapter 6, we outline the
computational modelling techniques used specically for simulations of large numbers
of atoms and the results of structural and thermodynamic predictions are presented
in Chapter 7. Chapter 8 we studied the defects in ultra-hard boride, (B6O). Chapter
9 is the summary of all results by making some conclusions.
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Chapter 2
Ultra-Hard Materials
Generally ultra-hard materials are considered to be solids with high hardness [4].
They are usually hard ceramics materials that are crystalline in nature and their
common chemical bonds are covalent with brittleness in character. Depending on the
hardness test method, the most frequently used scratch method for unknown samples
hardness is the Mohs scale [32]. The surface sample or mineral which can scratch the
surface of diamond or cubic boron nitride (cBN) may be then considered to be an
ultra-hard material. Whilst hardness is di¢ cult to precisely quantify, all materials
can be conveniently grouped into various hierarchies with ultra-soft, soft, normal,
hard, and ultra-hard materials as those on Knoop hardness scale [33] are less than
32, equal or greater than 32-256, 256-1024,1024-4000 and above 4000 Kg.mm 2 ( in
the SI units of GPa ) respectively [1]. Materials with such high hardness or satisfying
the above denitions are found as single phase like diamond and cBN. Boron rich
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Table 2.1: Summary of mechanical properties of ultra-hard solids.
Materials Formula aMohs aKnoop aVickers bFracture
(GPa) (GPa) toughness(MPa.m1=2)
Diamond C 10 75-100 115 5.3
heterodiamond BC2N 76 4.5
Boron carbon phase BC3 71 9.5
cubic boron nitride cBN 9 45 62 6.8
Boron suboxide B6O 9 30-59 c(45) d(4.5)
Boron carbide B4C 9 30 38 3.5
aRef [2],
bRef [34]
cRef [35]
dRef [36]
solids such as boron carbide (B4C) and boron suboxide (B6O) crystals also occupy
denite place in this realm. Table 2.1 lists some properties of ultra-hard materials.
The search for new compounds or solids in these hardness ranges of ultra-hard
structures are expected to be found in the quaternary B-C-N-O system and combina-
tion of these elements with some other metals or transition-metals may also produce
ultra-hard compounds [10].
2.1 Hardness
By denition, the hardness of a material is the resistance to plastic deformation
usually by indentation and it also involves the irreversible motion of atoms in the
crystal with respect to each other, often by creation and movements of dislocation.
It may be written as [37]:
7
H = Hint +Hext (2.1)
where Hint and Hext are intrinsic and extrinsic contributions to the hardness re-
spectively. The measurements of this concept can be dened as macro-, micro- or
nano-scale depending on the test method and the load applied with respect to the
value obtained by such measurement. Macrohardness, microhardness and nanohard-
ness are loosely dened for loads of larger than 1 kg, less than 200 g and less than
1 g respectively. Macro-hardness method is simple and is used to obtain mechani-
cal property data for the bulk material from a small sample. Vickers hardness tests
are frequently used to determine the micro-hardness of materials, usually by forcing
an indenter. In nano-indentation measurements, the depth of the indentation, pro-
gressive levels of forcing are measured. The di¤erence between indentation methods
which have been developed is in the geometry and the denition of the contact area
for a specic indenter. The common methods used in todays technology to determine
hardness of a material can be done by scratching, indentation, erosion and rebounds
methods [38]. Most frequent hardness tests are measured on Rockwell, Brinell, Vick-
ers, Knoop, Shore, Mohs and Barcol hardness tests. The Rockwell hardness tests is
based on the net increase in depth of the impression as load is applied and is more
commonly used in industry because the hardness is read directly o¤ machine. The
Brinell hardness is determined by indenting a material with a hard steel or carbide
sphere of a specied diameter under a specied load into the surface of a material.
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Such measurement is determined from the radius of the indent left behind. The Vick-
ers hardness (Hv) and Knoop hardness (Hk) both use diamond pyramid indenters.
The di¤erence between them is in the shape of the indenter. They are also derived
from the load P as [38][33]:
Hv =
1854P
d2
; (2.2)
Hk =
14229P
l2
where d is the diagonal of the square-based of the Vickers indenter and l is the
long diagonal of the rhombus-based Knoop indenter. They can also be expressed in
terms of Mohs hardness M , as [39]:
Hv = 3:2M
3 (2.3)
Theoretically, the determination hardness of a material for ideal systems may be
estimated through its bulk modulus or shear modulus [40]. Although shear modulus
is more pertinent to hardness than bulk modulus, bulk modulus is often used as the
guide in search for new ultra-hard materials. Bulk modulus is the simple measure
of elastic sti¤ness and it measures the resistance of a solid to volume change, while
shear modulus measures the resistance to shape and therefore it is complex to measure
because it depends on both the plane and the direction of shear. Figure 2.1 shows the
9
Figure 2.1: Scattering of Vickers hardness for common set of hard materials when
compared with bulk modulus (grey region) and shear (blue region).
correlation between bulk and shear modulus and Hv of materials measured by Teter
[41]. For the highest hardness, both elastic bulk modulus and the shear modulus must
be as large as possible, B > 250 GPa and G > 500 GPa.
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Chapter 3
Boron and Boride Materials
Borides are binary compounds of boron with a more electropositive element or rad-
ical. The preferred boride types are: Me2B, MeB, MeB4, MeB6, MeB12 (where Me
is a metal) and more than 200 compounds have been identied [42]. They are high
temperatures compounds produced by reaction mixtures of metals with boron and
bonding schemes vary depending on the composition ratio of metal/boron. The more
electropositive metal, including the alkali and alkaline earth metals, transition group
III, lanthanides and actinides, tend to form borides with higher boron contents, while
the remaining, less electropositive metals tend to form borides with high metal con-
tent. The higher metal borides that have more than six boron atoms per metal atom,
have rigid structures based on icosahedra [42][43]. Metal atoms are embedded in the
centers of the cubes with B-B distances around 1.7 Å and because boron is rigid,
the lattice constants of the borides are approximately equal regardless of the metal
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diameter [44]. At the same time very lightweight materials are formed from boron
with structures B4C and B6O being especially important and they also have good
mechanical properties. These borides have fundamental building blocks based upon
boron icosahedra with the C or O connecting the boron icosahedra [45].
Borides have much in common with the metals. Many metal borides are used as
components of ceramic metals compositions [46]. These compounds also have small
coe¢ cients of expansion.
Boron and boron rich solids also exhibit a close relationship in view of their crystal
structures. They are characterized by B12 icosahedra, which are common structural
elements arranged di¤erently in the various structures. These solids have similar
properties such as high electrical conductivity, high melting points, low density, high
resistance to chemical attack, hence low corrosives and extreme hardness [27] and nd
an extensive use in many applications.
3.1 Crystal Structures of Borides
There are many crystal structures of borides. Overall crystal structures based on the
B12 icosahedron compounds have now been classied into structure types of rhom-
bohedral boron (such as B13C2), -rhombohedral boron (MeBx, x>23), -tetragonal
boron (B48B2C2), -tetragonal boron (-AlB12), AlB10 or AlC4B24, YB66, NaB15 or
MgAlB14, and -AlB12. The basic unit in all these structures is an icosahedron with
the 12 boron atoms at the vertices of regular icosahedron as shown in Figure 3.1.
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Figure 3.1: Boron icosahedron.
The icosahedra are often arranged in planes in the borides and are bonded to
each other by three-centered bonds within the plane and by two centered bonds
to icosahedra in adjacent planes. It is likely that the two center bonds between
the icosahedra are stronger than other bonds in the material and may contribute
signicantly to the strength in these materials. In this work the focus has been on
tetragonal, rhombohedral and orthorhombic structure types of boride materials.
3.1.1 Tetragonal Borides
There are few boron crystals synthesized to date with tetragonal symmetry since the
discovery of boron in 1808 by Guy-Lussac and Day. The tetragonal form [47] of boron
13
Figure 3.2: Connectivity of B12 icosahedra in tetragonal B50.
B50 was proposed as pure boron but subsequently discredited [48]. In B50 = (B12)4B2
structure there are four B12 icosahedra centered at (14 ;
1
4
; 1
4
), (3
4
; 3
4
; 1
4
), (1
4
; 3
4
; 3
4
), (3
4
; 1
4
; 3
4
)
and two boron atoms occupy the positions (0,0,0), (1
2
; 1
2
; 1
2
) with space group P42=nnm
resulting in 50 atoms in a unit cell. Recently single crystals of Mg2B24C have also
been synthesized [49] with a tetragonal structure closely related to that of B50. The
crystal structure of tetragonal B50 structure is shown in Figure 3.2 and B12 icosahedra
are arranged in a near tetrahedral coordination-reminiscent of the coordination in
diamond. It has been speculated that tetragonal borides could also have superhard
properties [50].
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Figure 3.3: Crystal structure of  boron.
3.1.2 Rhombohedral Borides
Alpha boron shown in Figure 3.3 has a simple crystal structure of all polymorphs.
Its structure is rhombohedral Bravais lattice with the cell parameter a  5Å and the
space group R3m. The B12 units are centred at the vertices of the rhombohedral
cell and the angle is approximately 60. The boron atoms are bonded to adjacent
icosahedra with bonds which can be regarded as weak bonds.
Rhombohedral borides also form useful refractory materials as is well established
by the properties of boron carbide (B4C) and related materials. B4C consists of
icosahedral B12 building blocks with additional chains of three atoms inserted between
the B12 units as shown in Figure 3.4 and Figure 3.5 . As with other borides this
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Figure 3.4: Connectivity of B12 icosahedra in B4C polar
material also has possible di¤erent bonding structures. In B4C, a three atoms of
carbon (C) chains has been a tentative point in the structure determination of this
material with recent suggestions that the B atoms enters the icosahedra producing
the so called polar structure [51]. However more recently it has been shown that the
polar structure is more likely associated with a B13C2 stoichiometry [52] than the
chain structure with B4C [53]. Two possible crystal structures are shown in Figure
3.4 and Figure 3.5.
Another important rhombohedral hard boride is B6O [25] with space group R3m;
the same space group of B4C. Two oxygen atoms connect the boron icosahedra along
the [111] direction. The study of the properties of this interesting material have been
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Figure 3.5: Connectivity of B12 icosahedra in B4C chain structure
impeded by the fact that pure and large crystals are di¢ cult to grow. The crystal
structure of B6O is shown in Figure 3.6.
3.1.3 Orthorhombic-Borides
The orthorhombic series of borides also exhibit some of the essential characteristic
properties of boron rich borides with an icosahedral basic structure [54]. The general
structural formula of the orthorhombic borides is (B12)4Me(1)4Me(2)4(B)8 and as
with rhombohedral structural borides there are B12 icosahedra in the structure. The
orthorhombic structures are quite complex; low symmetry and with a very large
number of atoms per unit cell. Some of these materials are hard [24] and as with other
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Figure 3.6: Crystal structure of B6O
hard boride materials adding additional elements or compounds to these structures
typically inuences their hardness.
MgAlB14 has been a very important boride that has been recently examined for
its potential as a superhard material [23][55][24]. This material is unexpectedly hard.
Like any other orthorhombic structures, the unit cell in this material has four B12
icosahedra units at (0,0,0),(0,1
2
; 1
2
); (1
2
; 0; 0); (1
2
; 1
2
; 1
2
). The remaining eight B atoms
lie outside the icosahedra, bonding to the icosahedral B atoms and to the Al and
Mg which appear not to enter at all to the bonding network [56]. Al atoms occupy a
four-fold position at (1
4
; 3
4
; 1
4
) and Mg atoms occupy a four-fold position at (1
4
; 0:359; 0)
as shown in Figure 3.7 with the icosahedra arranged in distorted, close-packed layers.
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Figure 3.7: Crystal structure of MgAlB14. Mg atoms are large spheres(white) and Al
(teal).
Figure 3.8: Crystal structure of MgC2B14. Large spheres are Mg.
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NaAlB14 structure [57] is very similar to MgAlB14 and its unit cell parameters
are close to the reported LiAlB14 [58], NaBB14, and MgAlB14. The growth and
renement of this orthorhombic type structure was rst reported by Okada [59].The
crystal structure is orthorhombic, as with the MgAlB14 structure type discussed above
space group Imma. The Vickers microhardness of this material has been found to lie
between 23-28 GPa for {100} and {010} faces respectively [59].
Recently another important boride hard material has been synthesized based on
Mg and C that connect the B icosahedra [26]. In this material the B12 icosahedra
is connected with Mg atoms and C units lying in trigonal voids. Carbon is then
near tetrahedrally coordinated by three boron atoms and B12 icosahedra with long
CC bonds of length of 1.727Å similar to the chain model for B4C. Moreover the
tetrahedral linkage of the B atoms has similarity to the near tetrahedral linkage
displayed in tetragonal boron that was illustrated in Figure 3.2
Some properties of boron rich solids based resulting from above structural features
are:
 high melting points ( above 2000 C); e.g. boron about 2300 C
 great hardness, 2000-4500 GPa. -rhombohedral boron is the hardest elementary
crystal after diamond.
 low density; e.g. 2.52 g.cm 3 B4C
 low thermal expansion coe¢ cient; e.g. 5.5 *10  6K 1 for B6O
 high resistance to chemical attack, hence low corrosity
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 high wear resistance
 high chemical inertness
 high and low neutron absorption cross section, caused by the 10B or 11B isotope
 semiconducting behavior
 good electrical resistivity; 50 
m for MgAlB14
3.2 Experimental Studies
There have been considerable experimental and theoretical investigations of the struc-
tures and properties in boron and boron rich compounds because of their unusual
bonding . In this and the following section we look at the previous work that have
been done on boron icosahedral structures, using experimental studies and computer
simulation studies. There are several polytypes of boron although three  ;  and
tetragonal are important. Experimentally, it is known that at high temperatures
-boron is synthesized, while -boron is metastable at ambient conditions, not ther-
modynamically stable and synthesized only at low temperatures. Experimental inves-
tigations of phonons in -boron have been restricted to optical techniques. Tetragonal
phases are intermediate between -and -boron [60, 61]. Of all known hard borides,
boron carbides are among the best studied. Technical applications of such boron-
carbon structures are limited with a variable homogeneity range but over a specic
stoichiometry like B4C. However detailed investigation of fundamental properties of
such boron compounds has been impeded by the fact that is very di¢ cult to grow
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Table 3.1: Physicomechanical poperties of B6O, B4C and B4Si
Samples Density comp Hardness Young Modulus Linear thermal expansion
g.cm 3 (GPa) (GPa) (GPa) Coe¢ ecient (x10 6K 1)
B6O 2.4 63 32 440 5.5
B4C 2.4 79 35 480 4.5
B4Si 2.4 50.2 27 280 6.0
large crystals and they easily oxidizes at air atmosphere. Minghe Cao et al [62]
prepared B6O bers by solid state reaction method using boron powders, CaO and
Fe3O4 as starting materials. Hubert et al [63] studied B6O properties by high pressure
and high temperatures synthesis experiment using Walker-type multi anvil appara-
tus. Bairamashvili [64]investigated the physicomechanical properties including comp
(compressive strength) of B6O, B4C and B4Si and fabricated them by a hot pressing
technique in a compacting press in vacuum and at high temperatures. Table 3.1 lists
physicomechanical properties of boride materials obtained in [64].
3.3 Computer Simulation Studies
Computer modelling techniques have also been used to study boron and boron rich
compounds. Li and Ching [65] studied the structure and properties of four B12 based
crystals using the self consistent orthorgonalized linear combination with the local
density approximation (LDA) of density functional theory (DFT) to calculate the
band structures and ground state properties. Their results were in good agreement
with other existing rst principle calculations using the pseudopotential plane-wave
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method. Masago et al [60] studied the ground state and nite temperature properties
of   and  boron using ab initio pseudopotentials method with LDA along with
an iterative energy-minimization scheme. They claried the features of  boron by
comparing them to to those of well studied  boron phase. There have been several
speculations concerning the structure of B4C, however recently it has been shown that
the polar structure (where C enters the icosahedra) is more likely associated with a
B13C2 stoichiometry [52] than the conventional chain structure (where C does not
enter the icosahedra) with B4C [53]. The electronic structures of various borides that
hold potential for superhard material properties were investigated using Vienna ab ini-
tio simulation package (VASP) code that uses projector augmented pseudopotentials
within LDA and generalized gradient approximation (GGA) [66]. Classical molecular
dynamics have also been used to study elastic modulus of amorphous boron suboxide
thin lms on MOLDY code with Buckingham-like interaction potentials [67]. Lee es-
timated elastic properties of MgAlB14 using rst principle calculations [68]. Recently
Kulikovsky et al [69] have investigated the mechanical properties and structure of
amorphous and crystalline B4C and suggested that carbon could segregate into clus-
ters.
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3.4 Potential Applications of Borides as Hard Ma-
terials
Ultra-hard materials are applied to tool surfaces for industrial operations such as
cutting, grinding, chopping , drilling and milling. Boron based hard materials of the
binary or ternary systems, B-C, B-N, B-O, or Mg-Al-B ( e.g. B4C, B4N or MgAlB14)
might improve the technological applications of commercially available hard materi-
als due to their combined high hardness and good oxidation resistance at elevated
temperatures. Boron carbide (B4C) is one of the hardest man made materials. B4C
is simple icosahedra which is an intrinsic superhard material and the most stable
compound in the boron-carbon system. Technical application of boron-rich materials
are largely limited on boron carbide, and even in the case of chemical composition,
B4C is the carbon-rich limit of the homogeneity range. B4C materials are the most
widely used in boron rich solids because of its high hardness. Industrially boron car-
bide powder is used as an abrasive in polishing and lapping applications, and also as
a loose abrasive in cutting applications such as water jet cutting. It can also be used
for dressing diamond tools. The extreme hardness of boron carbide gives it excellent
wear and abrasion resistance and as a consequence it nds application as nozzles for
slurry pumping, grit blasting and in water jet cutters.
Crystalline boron rich nitrides (BxN) of the compositions B25N up to B53N as well
as amorphous phases of the composition B3N and B5N have also been synthesized by
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chemical vapor deposition (CVD) methods [70]. B4N phase with analogous structure
to B4C has been described and the crystal structure consists of an icosahedra as
in B4C linked by N-B-N chains and with this structural feature the phase can be
expected to exhibit interesting hardness properties [70]-[72]. The highly oxidation
resistance boron based materials which have not yet resulted in the market due to
low fracture toughness are the icosahedral boron suboxide (B6O) materials. B-O
materials are highly refractory and therefore they are suitable for the use on surfaces
subject to abrasion, e.g. grinding wheels, drill bits, machine tools and in structures
employed in extreme conditions. Aluminum inltrated B6O drag cutters and drill bits
were successfully made and their stability were higher than 1800 C (under vacuum),
which exceeded that of polycrystalline diamond cutters [73].
MgAlB14 lms serves as an excellence protective coating for lithographite-galvanoformung-
abf-ormung microdevices and silicon based microelectromechanical systems compo-
nents because of its extreme hardness, exceptionally low coe¢ cient of friction and
strong adhesion to wide range of substrate materials [74]. Boron aluminum magne-
sium (BAM) materials project cost is cheaper to manufacture compared to diamond
and cBN; and they have been successfully used as coating materials on WC/Co cut-
ting tool inserts. BAM materials with small additions of TiB2 increases the hardness
of the materials and show lower wear rates and thus wear performance improves [75].
It is well accepted that the development of boride-based materials has been driven by
the fact that they have a better oxidation resistance than diamond-based materials.
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Therefore, boride materials are expected to have a great potential for new ultra-hard
materials with industrial applications.
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Chapter 4
Electronic Structure Methods
Electronic structure calculations obtain properties of a system from only the knowl-
edge of the constituent atoms. The quantities which one would like to obtain by
solving Hamiltonian, and which are useful for the interpretation of experimental re-
sults, are related to both the ground state and the excited states of the many electron
system. For example, calculation of the cohesive energy will require knowledge of the
ground state total energy, while the interpretation of a spectroscopic measurement
will also require knowledge of excited state energies. In this calculations the ground
state geometry of many electron system is found from considering the change in the
energy of the system with regard to the change in the positions of the atomic nuclei.
It is equivalent with studying the motions of the electrons and nuclei separately.
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4.1 Adiabatic Approximation
The starting point in describing the properties of matter from theoretical method
is the Hamiltonian for the system of electrons and nuclei. The ultimate goal of
most quantum approaches is the approximate solution of the time independent, non
relativistic Schrödinger equation
H^	i(x1;x2; :::;xN ;R1;R2; :::;RM) = Ei	i(x1;x2; :::;xN ;R1;R2; :::;RM) (4.1)
where H^ is the Hamiltonian operator for the system consisting of M nuclei and
N electrons in the absence of magnetic or electric eld. The total Hamiltonian of a
system containing atomic nuclei (ions) and electrons can be written as,
H =  h
2
2
X
n
r2n
Mn
  h
2
2me
X
i
r2i + Vion;ion + Ve;e + Vion;e: (4.2)
The rst two terms describe the kinetic energy of the nuclei and electrons respec-
tively, where the Laplacian operator r2q is dened as the sum of di¤erential operators
in Cartesian coordinates
r2q =
@2
@x2q
+
@2
@y2q
+
@2
@z2q
(4.3)
and
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Vion;ion(fRng) = 1
2
X
m;n6=m
ZnZme
2
jRn  Rmj (4.4)
is the ion-ion interaction,
Ve;e(frig) = 1
2
X
j;i 6=j
e2
jri   rjj (4.5)
is the electron-electron interaction, and
Vion;e(frig; fRng) =  
X
n
X
i
Zne
2
jRn   rij (4.6)
is the electron-ion interaction. frig  (r1; r2; :::; rN) are the coordinates of the N
electrons while fRng  R1;R2; :::;RN are the coordinates of the N ions, with charge
Zn and mass Mn. 	i(x1;x2; :::;xN ;R1;R2; :::;RM) stands for the wave function of
the ith state of the system and it contains all the information that can possibly be
known about the quantum system. Ei is the numerical value of the energy of the
state described by 	i.
The Schrödinger equation can be further simplied if we take advantage of the
signicant di¤erences between the masses of nuclei and electrons. The electron mass
is much smaller than the nucleus mass. Hence the time scale for the electronic motion
is much faster than for the nucleus movement and for practical consequences we can
at least to a good approximation take the extreme point of view and consider the
electrons as moving in the eld of xed nuclei. This is the adiabatic approximation of
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Born and Oppenheimer [76], which is an excellent approximation for many purposes.
For example the calculation of nuclear vibration modes in most solids. Thus the
complete Hamiltonian given in equation (4.1) reduces to electronic Hamiltonian
H =   h
2
2me
X
i
r2i + Ve;e + Vion;e: (4.7)
In this chapter we adopt Hartree atomic units h = me = e = 4=0 = 1 where e is
the electronic charge, h is Planks constant and me is the electronic mass. 1 Hartree
= 2 Rydberg = 27.2 eV and the unit of length is the rst Bohr radius so that 1 au =
0.529 Å. Then the terms may be written in the simpler form so that from equation
(4.7), the Hamiltonian operator becomes
H^ =  1
2
X
i
r2i +
1
2
X
j;i 6=j
1
jri   rjj  
X
n
X
i
Zn
jRn   rij (4.8)
= T^ + V^int + V^ext: (4.9)
By solving this equation for a given ionic conguration, one obtains the electronic
contribution to the total energy. The electronic equation must be treated within
quantum theory, for example in Density Functional Theory, Quantum Monte Carlo
technique, and mean eld theory approximations like Hartree, Hartree-Fock, etc..
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4.2 Hartree-Fock Approximation
All of the approximations [77] to the N -particle Hamiltonian have been aimed at
constructing an accurate Hamiltonian for a single electron. In Hartrees suggestion,
which is now called the Hartree approximation [78], is that an e¤ective potential
energy for the electron is determined by average motion of the other electrons:
VH(r) = e
2
Z
d3r0(r0)
jr  r0j : (4.10)
The quantity (r0) is the density of electrons in the system and it includes the
contribution of the electron whose wavefunction is being calculated. It is related with
number of electrons N by
N =
Z
(r)dr: (4.11)
Choosing this quantity represents problems because one is including a particle
interacting with itself. An electron in a lled p-shell sees the Coulomb potential of
ve other electrons in the same shell, not six. Including self interaction makes an
error and also for electrons in the conduction band of a solid. Trying to remove the
self interaction from the electron density was successful by dening the density of
other electrons, but it only introduces another problem of nonorthogonality. The
Hartree approximation has conceptual problems regardless of how one formulates the
potential.
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Hartree-Fock (H-F) [79][80]approximation is the extension of Hartree approxima-
tion which is a standard method of many particle theory that was applied to atoms by
Fock. He pointed out that Hartree approximation did not respect the principle of an-
tisymmetric of the wavefunction by treating electrons as distinguishable particles. He
then treated electrons as indistinguishable particles by proposing an antisymmetrized
many electron wavefunction in the form of Slater determinant [81]:
	HF =
1p
N !

 1(x1)  2(x1) : : :  N(x1)
 1(x2)  2(x2) : : :  N(x2)
: : :
: : :
: : :
 1(xN)  2(x1) : : :  N(xN)

(4.12)
=
1p
N !
det[ 1 2::: N ]: (4.13)
The Hartree Fock approximation is a method whereby the orthonormal orbitals
 i are found and minimize
E[	] =
D
	
H^	E
h	j	i (4.14)
where
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D
	
H^	E = Z 	H^	dx (4.15)
for the determinant of 	. The normalization integral h	HF j	HF i is equal to 1
and the expectation value of the total energy is given by:
EHF =
D
	
H^	E = NX
i=1
Hi +
1
2
NX
i;j=1
(Jij  Kij) (4.16)
where
Hi =
Z
 i (x)[ 
1
2
r2 + Vion;e(x)] i(x)dx (4.17)
denes the contribution due to the kinetic energy and the electron-nucleus attrac-
tion and
Jij =
ZZ
 i(x1) 

i (x1)
1
r12
 j(x2) j(x2)dx1dx2 (4.18)
Kij =
ZZ
 i (x1) j(x1)
1
r12
 i(x2) 

j(x2)dx1dx2 (4.19)
are the so called Coulomb and exchange integrals respectively which represents
the interaction between two electrons. They are all real with Jij  Kij  0 and
equality Jii = Kii. The inclusion of exchange term is due to Pauli exclusion principle
which is accounted in the Slater determinant wavefunction. The functions  i and  j
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have been exchanged in the integrals so that electrons i and j have to be of the same
spin for exchange to be nonzero.
Hartree-Fock equations can be solved in special cases and the basis must be in-
troduced in such a way that the energy in equation (4.16) can be written in terms
of the expansion coe¢ cients of the orbitals and the integrals involving the basis. In
the actual implementation, this transforms the mathematical problem into one or
more matrix eigenvalue problem of high dimension, in which the matrix elements are
calculated from arrays of integrals evaluated for the basis functions. The calculations
are computationally demanding and shortcomings can be overcome by conguration
interaction (CI) method or Møller-Plesset [82] perturbation theory. An alternative of
H-F calculations is the density functional theory (DFT) in which certain elements in
the Hamiltonian are evaluated at xed points directly from the electron densities at
those points. This can circumvent the need for calculating the enormous numbers of
electron-electron repulsion integrals encountered in the H-F calculations. DFT has
been the choice of electronic structure calculations in condensed matter physics and
also used much in quantum chemistry because of its advantages over H-F methods.
4.3 Density Functional Theory
Density functional Theory (DFT) [81][83][84][85] is a primary theory of the electronic
structure of atoms, molecules and solids in their ground states. It has became a
tool for calculations of electronic structure in condensed matter and important for
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qualitative studies and other nite systems using Hohenberg-Kohn-Sham [86][87] for-
malism. In this theory the electron density distribution (r) plays a central role for
the interacting electron system in the presence of an external potential. This density
of electrons is used as a physical variable in derivation of DFT functionals. DFT is
based upon two mathematical theorems proved by Hohenberg-Kohn [86].
4.3.1 Constrained Search Formalism
The extension to degenerate states is due to the approach using improved derivations
from Levy and Lieb called constrained search [88][89][90] formulations of density
functional theory. It is very instructive because it extend the range of denition
of a functional in a way that is formally is more tractable and claries its physical
meaning. It also provides an in principle way to determine the exact functional which
leads to the same ground state density and energy at the minimum as in Hohenberg-
Kohn analysis.
We consider the Schrödinger equation for the ground state wave function 	0 and
energy E:
(T^ + V^int + V^ext)	0 = E	0 (4.20)
where T^ is the kinetic energy operator, V^int is the electron-electron repulsion
operator and external potential operator V^ext. The ground state energy can be found
by minimizing the energy with respect to all variables in 	
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E = min
	!N
D
	
T^ + V^int + V^ext	E (4.21)
which can be written as
E = min
(r)!N

min
	!(r)
D
	
T^ + V^int + V^ext	E (4.22)
= min
(r)!N

min
	!(r)
D
	
T^ + V^int	E+ Z drTr(r)V ext(r) (4.23)
= min
(r)!N

F [] +
Z
drTr(r)V ext(r)

(4.24)
= min
(r)!N

F [] +
Z
drTr(r)V yext(r)

(4.25)
with
F [] = min
	!(r)
D
	
T^ + V^int	E (4.26)
(r) and V ext(r) are in spin space and (r) is denoted as spin density dened by
(r) =
2664 (r) 1p2(r) + ip2(r)
1p
2
(r)  ip
2
(r) (r)
3775 (4.27)
and
V ext(r) =
2664 V ext(r) 1p2V ext(r) + ip2V ext(r)
1p
2
V ext(r)  ip2V ext(r) V

ext(r)
3775 : (4.28)
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Equations (4.24) and (4.25) are identical because of V ext(r) is Hermitian V
y
ext(r) =V ext(r).
Application of V yext(r) facilitates group theoretical analyses in the symmetry situa-
tion. The inner minimization in equation (4.25) denes the universal functional F []
and runs over all antisymmetric wave functions 	 yielding the spin density (r) and
the outer minimization runs over all densities integrating to N electrons. In this
process the space of all antisymmetric wave functions with N electrons was divided
into disjoint subspaces by the equivalence relation of having the same spin density.
Then in each subspace the wave function with the lowest energy was determined and
by comparing the minimizing wave functions of all subspaces the wave function 	0
was obtained. The additional restriction that the density has to be associated with an
external potential does not surface in this information. If the input density belongs
to the class of V ext-representable densities, as is obviously the case for the ground
state density which belongs to the corresponding V ext in the Hamiltonian, the two
functionals become identical,FHK [] = F []. If the ground state density is selected,
only one of the wave functions out of a set of functions connected with the same
ground state energy is found in the constrained search.
Equation (4.26) denes the constrained search for the density functional F []. It
does not only provide a new proof for the rst theorem of Hohenberg-Kohn, but also
eliminates the original limitation that there be no degeneracy in the ground state.
The variational search in equation (4.26) is constrained because the space of trial wave
functions comprises only those that give the density, in construct to the search for
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the minimum energy which is unconstrained because the space of trial wave functions
is the whole N -particle Hilbert space.
4.3.2 Functionals for Exchange and Correlation
The exchange-correlation potential is crucial for the success of the DFT approach.
The exchange correlation potential is a functional derivative of the exchange correla-
tion energy, that is, exchange correlation functional, with respect to the local density.
For homogeneous electron gas, this will depend on the value of the electron density.
For nonhomogeneous system, the value of the exchange correlation potential at the
point r depends on not only on the value of the density at r but also on its varia-
tion close to r, and it can therefore be written as an expansion over the gradients to
arbitrary order of the density:
Vxc[(r)] = Vxc[(r);r(r);r(r(r)); :::]: (4.29)
Apart from the fact that the exact form of the energy functional is unknown,
including of density gradients makes the solution of the DFT equations rather di¢ cult.
Local Density Approximation
The simplest way to obtain this contribution is to assume that the exchange correla-
tion energy leads to an exchange correlation potential depending on the value of the
density in r only and not on its gradients. We call this the local density approximation
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(LDA):
ELDAxc [(r)] =
Z
(r)"xc[(r)]dr (4.30)
where "xc[(r)] is the exchange correlation energy per particle of an homogeneous
electron gas at density (r): The exchange-correlation potential is given by
V LDAxc (r) =
ELDAxc
(r)
(4.31)
= "xc[(r)] + (r)
@"xc()
@
: (4.32)
The functional "xc() be further be divided into the exchange and correlation
energy contributions,
"xc() = "x() + "c(): (4.33)
From Dirac exchange functional, the exchange part is
"x() = Ax(r)
1
3 (4.34)
with
Ax =  3
4

3

 1
3
(4.35)
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in atomic units. The exchange is due to Pauling exclusion principle.
The correlation energy is known only for extreme limits of low and high densities.
For low density limit which also known as a strong coupling limit, the energy is
"c() =
d0
rs
+
d1
r
3
2
s
+ ::: (4.36)
The constants d0 and d1 can be estimated from the Madelung electrostatic and
zero-point vibrational energies of the Wigner crystal, respectively. The high density
(rs ! 0) limit is called the weak coupling limit, and the correlation energy is
"c() = c0 ln rs   c1 + c2rs ln rs   c3rs + ::: (4.37)
and is from many body-perturbation theory. The constants c0 = 0:031091 and
c2 = 0:046644 are known [91].
The LDA is generally very successful in predicting structures and ground state
properties of materials but some shortcomings are well documented [92]. These con-
cern in particular:
(i) the energies of excited states, in particular the band gaps in semiconductors
and insulators are systematically underestimated. This is not surprising since DFT
is based on a theorem referring to the ground state only.
(ii) Generally LDA tends to signicantly overestimate cohesive energies and un-
derestimate lattice parameters by up to 3%. In solids, the former is thought to occur
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because the LDA does a poor calculation of the total energy in isolated atoms [93].
(iii) The incorrect ground state is predicted for some magnetic systems (the most
notable example is Fe which is predicted to be hexagonal close packed and non-
magnetic instead of body centered cubic and ferromagnetic) and for strongly corre-
lated systems.
(iv) Van der Waals interactions are not appropriately described in the LDA, al-
though there are some suggestions for overcoming this problem [94][95].
Generalized Gradient Approximation
In the LDA one exploits knowledge of the density at point r. Any real system is
spatially inhomogeneous, that is, it has a spatially varying density and it would be
clearly useful to also include the information on the rate of this variation in the
functional.
The functional of the general form
EGGAxc =
Z
(r)"xc[(r)]dr+
Z
Fxc[(r);r(r)]dr
have become known as the generalized gradient approximation (GGA) and the
functional Fxc satisfy a number of formal conditions for the exchange-correlation
hole. Di¤erent GGAs di¤er in the choice of the function. In particular, GGAs used
in quantum chemistry typically proceed by tting parameters to test sets of selected
molecules. On the other hand, GGAs used in physics tend to emphasize exact con-
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straints. The most popular (and most reliable) GGAs are PBE [96][97] in physics and
BLYP [98][99] in chemistry. Many other GGA-type functionals are also available, and
new ones continue to appear.
In this thesis we used the PBE form of GGA not only that is a simpler form
and is simple to derive, but also that the functional hold correct features of LSDA
and combines them with the most features of gradient corrected nonlocality. The
correlation energy for this GGA is written in the form:
EGGA PBEc ["; #] =
Z
(r)["LDAc (rs; ) +H(rs; ; t)]dr (4.38)
where rs is the local Seitz radius. Radius of a sphere on average contains one
electron and is related to electron density by:
 =
3
4r3s
(4.39)
=
k3F
32
; (4.40)
and
 =
"   #

(4.41)
is the relative spin polarization and reduced density gradient given by:
42
t =
jrj
2ks
(4.42)
=
r

4

9
4
 1
6 s

p
rs
: (4.43)
Here
() =
1
2
[(1 + )
2
3 + (1  ) 23 ] (4.44)
is a spin-scaling factor and
ks =
r
4kF
a0
(4.45)
is the Thomas-Fermi screening wave number with
a0 =
h
2me2
; (4.46)
where kF is the Fermi wave vector.
H(rs; ; t) =
e2
a0
3 ln

1 +


t2
1 + At2
1 + At2 + A2t4

(4.47)
where the factor e
2
a0
with a0 the Bohr radius, is the unity in atomic units. The
quantity  = 0:066725 and  = 0:031091. The correlation term satisfy the following
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conditions:
(i) it tends to correct second-order gradient expansion in the slowly varying limit
(t  ! 0) in the high density (rs  ! 0) limit,
(ii) it tends to minus uniform electron gas correlation energy -"LDAc for rapidly
varying densities (t  !1); making correlation energy vanish, and
(iii) under uniform scaling to the high-density limit, the correlation energy scale
to a constant, thus it cancels the logarithm singularity of "LDAc in this limit.
The function A has the following form:
A =



exp

"LDAc
3
  1
 1
: (4.48)
The exchange energy is given by:
EGGA PBEx ["; #] =
Z
(r)"LDAx ()Fx(s)]dr (4.49)
where Fx is an explicit enhancement factor
Fx = 1 +
10
81
s1 +
146
2025
s22 + ::: (4.50)
and s is another dimensionless density gradient given by:
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s =
jrj
2kF
(4.51)
=
r
rs
a0
t
c
(4.52)
for
c =

32
16
 1
3
(4.53)
= 1:2277: (4.54)
The simple form for the enhancement factor is chosen with Fx(0) = 1; so that the
local approximation is recovered and Fx  !constant at large s;
Fx(s) = 1 + k   k
1+s2
k
 (4.55)
where k = 0:804;  = 

2
3
 = 0:21951: Becke [100] proposed this form with
empirical coe¢ cients k = 0:967;  = 0:235: This form is chosen because it obeys the
spin-scaling relationship, it recovers the LDSA linear response limit as s  ! 0, for we
have Fx(s) = 1 + s2( that is, it is chosen to cancel the term from the correlation),
and it satises the Lieb-Oxford bound, with s to a maximum value less than or equal
to 2.273, that is Fx(s)  1:804:
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4.4 Plane waves and Pseudopotentials
This section is organized to give the methods of solving the electronic structure cal-
culation using density functionals which aims to compute the properties of interest.
The pseudopotential method [101] forms the fundamental basis for the analysis of the
properties of materials. The two methods used to solve Kohn-Sham equations are
plane wave basis set and the all electron (AE) or the pseudopotential approximation
for the electronic state expansion and treatment of the core states and they are re-
ferred as ab-initio methods. The AE approach treats the core and valence states while
the pseudopotential approximation eliminates the core states. In using approximate
methods for calculating energies and properties, the accuracy of the answer will de-
pend upon the particular choice of the pseudopotential. We will end this chapter with
a short discussion of the software package VASP that implements these methods.
4.4.1 Plane Waves Basis Sets
A single electron wavefunction is given by:
	i(r) =
1X
j=1
cj j(r) (4.56)
where  j are members of complete set of functions. Using Blochs theorem [102],
which starts with the periodicity of the crystal and also gives the boundary condition
for a single particle wavefunction, we have:
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	i(r) = e
ik:rfi(r) (4.57)
where the rst term is like the wavelike part and the second term is the cell
periodic part of the wavefunction. The periodic part can be expanded in terms of
discrete nite sets of plane waves whose wave vectors are the reciprocal lattice vectors
of the crystal,
fi(r) =
X
G
ci;Ge
iG:r (4.58)
where G is the reciprocal lattice vectors which are dened by
G:l = 2m (4.59)
for all l where l is the lattice vector of the crystal and m is an integer. Thus the
electronic wavefunction can be written as the sum of the plane waves
	i(r) =
X
G
ci;k+Ge
i(k+G):r: (4.60)
Large number of plane waves [103] are needed because the real wavefunctions vary
rapidly near the nuclei and so a large number of Fourier components are needed to
properly expand the eigenstates. The number of wavefunctions used is controlled by
the largest wave vector in the expansion in equation (4.58). However, the coe¢ cients
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of for the plane waves ci;k+G, each have a kinetic energy (h
2=2m) jk+Gj2. The
plane waves with smaller kinetic energy are typically more important than those with
larger kinetic energy. The introduction of plane wave energy energy cuto¤ reduces
the basis set to a nite size. A nite kinetic energy cuto¤ will lead to an error in
the computed total energy of the system. It is possible to make the error arbitrary
small by increasing the size of basis set by allowing larger cuto¤. In principle, the
cuto¤ energy should be increased until the calculated energy converges within the
required tolerance and this depends on the system under investigation. This cuto¤ is
implemented in chapter 5 for crystal of structures of boron and boride materials.
When plane waves are used as basis set for electronic wavefunctions, the Kohn-
Sham equations assume simple form [104]. Substitution of equation (4.60) into Kohn-
Sham equations, we have
X
G0

h2
2m
jk+Gj GG0 + Veff (G G0)

ci;k+G0 = "ici;k+G: (4.61)
The reciprocal space representation of the kinetic energy is diagonal with the
various potential contributions being described in terms of their Fourier components.
The usual methods of solving the plane wave expansion of the Kohn-Sham equations
is by diagonalization of the Hamiltonian matrix whose elements Hk+G;k+G0 are given
by the curly brackets. It follows that the size of the matrix is determined by the
energy cuto¤
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Ec =
h2
2m
jk+Gj2 : (4.62)
Calculations using plane waves basis sets can also be applied to non-periodic
systems such as molecules or clusters. To accomplish this, the molecule is placed at
the center of a periodic supercell. If the supercell is large enough the interactions
between the molecules in neighboring cells becomes negligible. This is illustrated in
Figure 4.1.
Supercells are used to study innite solids and a periodic systems within a con-
ventional unit cell. In the case of solids, the total energy and many other properties
depend on the integration of some well dened mathematical quantity over Brillouin
zone. The k-points for this integration are typically chosen according to the scheme
of Monkhorst and Pack [105]. For a periodic system, like molecules and defects in
solids, larger and larger unit cells are used until nite size e¤ects are eliminated.
Even with pseudopotentials, the plane wave approach is in general very expensive
for large unit cells especially if there is much vacuum because the plane waves exist
everywhere in space, all overlap with each other, while the localized orbitals exist
only near the nuclei and so overlap only with neighbors.
4.4.2 Pseudopotentials
Pseudopotentials were originally introduced to simplify electronic structure calcula-
tions by eliminating the need to include atomic core states and strong potentials
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Figure 4.1: Supercell geometry for an isolated molecule (icosahedron). The dashed
lines encloses the periodic supercell.
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responsible for binding them [106]. The pseudopotential approximation [107] allows
electronic wavefunctions to be expanded using a much smaller number of plane wave
basis set. Most physical solids are dependent on the valence electrons to much greater
extend than on the core electrons. Then pseudopotential exploits this by removing
the core electrons and replacing them and the strong ionic potential is replaced by
weaker pseudopotential that acts on a set of pseudo wavefunctions rather than the
true valence wavefunctions. An ionic potential, valence wavefunction and the corre-
sponding pseudopotential and pseudo wavefunction are illustrated schematically in
Figure 4.2. The radius at which all-electron and pseudopotential values match is
designated rc [104].
For an ab initio pseudopotential calculation to be performed on a solid, there
must be a pseudopotential for each element [103]. A pseudopotential is constructed
by solving the Kohn-Sham equation for that element in the atomic environment. The
hope is that the pseudopotential is transferable to other environments. Although
there are distinct pseudopotential implementations, they are always constructed with
the following atomic properties:
1. Core states are completely removed. The valence states are orthogonal to these
frozen core states
2. The eigenvalue for the valence state pseudo wavefunction are equal to their
all-electron values.
3. The all-electron wavefunctions for the valence states are replaced by smoother
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Figure 4.2: Schematic illustration of all-electron (solid lines) and pseudoelectron
(dashed lines) potentials and their corresponding wavefunctions.
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pseudo wavefunctions which match beyond a cuto¤ radius rc.
The most general form for a pseudopotential is
V^ ps =
lmaxX
l=0
lX
m= l
jYlmiV psl (r) hYlmj (4.63)
or in the real space representation,
V ps(r; r0) =
D
r
V^ ps r0E (4.64)
=
lmaxX
l=0
lX
m= l
Ylm(; )V
ps
l (r)(r   r0)Ylm(0; 0) (4.65)
which shows that it is non local in the angular variable but local in the radial
variables. For the potential to be useful in other environments, the contributions
from the Hartree and exchange-correlation potential must be from it. The unscreened
pseudopotential is then given by
V psl (r) = V
ps;scr
l (r)  VHartree[ps(r)]  Vxc[ps(r)] (4.66)
where ps(r) is the pseudo charge density constructed from the valence state of
the atomic pseudo wavefunctions 	pslm(r).
The use of plane wave basis set with pseudopotential [108] originally arose for
the study of crystalline systems, it has been applied to non-periodic systems such as
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molecules [109][110] and polymers [111]. The pseudopotential plane wave method is
also commonly used in ab initio molecular dynamics simulation schemes such as the
Car-Parrinelo method [112].
4.4.3 The PAW method
The projector augmented wave (PAW) method [113] is a general approach developed
by Peter Bloch [114] of an augmented wave method and the pseudopotential approach.
It extends and combines the traditions of existing augmented wave methods and the
pseudopotential approach into unied electronic structure method and is probably the
optimal tradeo¤ between accuracy and computational e¢ ciency. Like the ultrasoft
pseudopotential method, PAW method introduces projectors and auxiliary localized
functions. The PAW approach also denes a functional for the total energy that
involves auxiliary functions and it uses advances in algorithms for e¢ cient solution
of the generalized eigenvalue problem. The formal relationship that exist between
the ultrasoft pseudopotential and the PAW method has been derived by Kresse and
Joubert [115] and both methods are implemented in the VASP code [116] which is
valuable to predict properties that depend on the full wave functions.
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4.5 VASP Code
Vienna ab initio Simulation Package (VASP) code [117][116][118][119] is a density
functional code which solves the Kohn-Sham equations of local density or spin density
functional theory, iteratively within a plane wave basis set. The electronic ground
state is determined either by conjugate gradient algorithm as optimized by Teter
[120], or by blocked Davidson [121] scheme or via an unconstrained band-by-band
matrix-diagnolization scheme based on the residual minimization method [118][122].
VASP perform ab-initio quantum-mechanical molecular dynamics (MD) simula-
tions using pseudopotentials or the projector-augmented wave method and a plane
wave basis set. The approach implemented in VASP is based on the (nite-temperature)
local-density approximation with the free energy as variational quantity and an ex-
act evaluation of the instantaneous electronic ground state at each MD time step.
VASP uses e¢ cient matrix diagonalization schemes and an e¢ cient Pulay/Broyden
charge density mixing. These techniques avoid all problems possibly occurring in
the original Car-Parrinello method, which is based on the simultaneous integration
of electronic and ionic equations of motion. The interaction between ions and elec-
trons is described by ultra-soft Vanderbilt pseudopotentials (US-PP) [123]or by the
projector-augmented wave (PAW) method [114]. US-PP (and the PAW method) al-
low for a considerable reduction of the number of plane-waves per atom for transition
metals and rst row elements. Forces and the full stress tensor can be calculated with
VASP and used to relax atoms into their instantaneous ground-state.
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Besides the local density approximation (LDA) for the exchange and correlation
functional, the gradient corrected functionals are also implemented in VASP to ac-
count the non locality in the exchange and correlation.
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Chapter 5
Ab-initio Computational Results
In this chapter we present the results obtained by electronic structure method imple-
mented on VASP code.
5.1 Convergence
Obtaining converged total energies with respect to the energy cuto¤ is vital before
attempting any structural predictions. Borides investigated here consist of large units
cells of at least 36 atoms per unit cell and so for convergence tests this will require
more computer memory and time. Hence we used the automated kinetic energy cuto¤
of 398,45.eV , 398.5 eV and 500 eV for tetragonal, orthorhombic and rhombohedral
structures respectively. In all calculations each atom in the system was allowed to
fully relax with a convergence criterion of at least 10 4 eV/atom placed on self con-
sistent convergence of the total energy. For these tests we used the local density
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Table 5.1: The number of k-points and total energy of LDA convergence test
Material Total Energy Number of k-points Monkhorst-Pack set
(eV)
MgAlB14 -449.0449 4 2x2x2
-448.9085 8 4x4x4
-448.9184 27 6x6x6
-448.9147 64 8x8x8
NaAlB14 -451.3606 4 2x2x2
-451.3909 8 4x4x4
-451.3884 27 6x6x6
-451.38837 64 8x8x8
approximations (LDA).
5.1.1 k-points
Since we are comparing the energies of di¤erent structures with di¤erent unit cell
volumes and Brillouin shapes, sizes and k-point sampling, we need a good convergence
of the energy. An appropriate choice of k-point set is important for achieving balance
between accuracy and e¢ ciency. The Brillouin zone sampling was carried out using
the number of k-points as indicated in Table 5.1, within the irreducible part of the
zone.
This corresponds to the Monkhost-Pack set [105] of points given in the last col-
umn in Table 5.1. In this part, we show the convergence of the total energies with
respect to the k-points for MgAlB14 and NaAlB14 shown in Figure 5.1 and Figure
5.2 respectively. We performed the convergence tests on the orthorhombic structures
because they are complex and contain large number of atoms in the unit cell than all
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Figure 5.1: Total energy versus number of k-points for MgAlB14
other structures, that is, they have 64 atoms per unit cell.
The total energy was considered converged when the change was within 1 meV .
From this, k-points set were chosen 666 Monkhort-Pack [105] grid for all structures
investigated in this work, since further increase of the k-point set density had no
signicant e¤ect on calculated properties. An increased k-point set reduces the nite
basis set correction and makes cell relaxation more accurate at a xed energy cuto¤.
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Figure 5.2: Total energy versus number of k-point for NaAlB14
5.2 Equilibrium Properties
5.2.1 Computational Procedure
To study the electronic structure of the various borides Vienna ab initio Simulation
Package (VASP) [117] code was used for relaxation of structure and the calculation
of bulk moduli using equation of state. We also employed a computational technique
that uses projector augmented wave (PAW) [114][115] pseudopotentials within local
density approximation (LDA) functional of Ceperly and Alder [91], as parametrized
by Perdew and Zunger [124] and generalized gradient approximation (GGA) [96]
employing a plane wave basis calculated on a 666 k points Monkhorst-Pack grid
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Figure 5.3: Trends in volume
[105]. In all calculations each atom in the system was allowed to fully relax with a
convergence criteria of at least 10 4 eV/atom placed on self consistent convergence
of the total energy.
5.2.2 Equilibrium Atomic Volume
Our calculated equilibrium atomic volumes and equilibrium lattice parameters of the
boride materials of the crystal structures shown earlier in Figures 3.2 to Figure 3.8
are tabulated in Table 5.2, with experimental values for comparison purpose.
Agreement between ab initio calculation and experiment generally is quite good.
It clear that there is some trend occurring especially between B50, B4C and B6O. The
equilibrium atomic volumes trend is shown in Figure 5.3.
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Table 5.2: Structural properties of various Boron related compounds together with
available experimental and theoretical calculations. Calculated GGA values in brack-
ets
Material No V0 Lattice (Å)
This work Experiment
B50 50 7.474 a = 8.734 a = 8.75[47]
(7.447) (8.840)
(P42=nnm) c = 4.903 c = 5.06[47]
(4.961)
B4C polar 45 7.170 a = 5.697 a = 5.61[125], 5.60[126]
(7.447) (5.764)
(R3m) c = 11.604 c = 12.14[125], 12.0-12.10[126]
(11.758)
B4C chain 45 7.167 a = 5.577
(7.457) (5.643)
(R3m) c = 11.969
(12.139)
B6O 42 7.115 a = 5.392 a = 5.382[127], 5.367[128]
(7.793) (5.393)
(R3m) a = 12.151 c = 12.323[127], 12.328[128]
(12.314)
NaAlB14 64 7.560 a = 5.911 a = 5.844[59]
(7.871) (5.848)
( Imam) b = 10.355 b = 10.465
(10.460)
c = 8.110 c = 8.231
(8.226)
MgAlB14 64 7.772 a = 5.844 a = 5.848[129]
(7.484) (5.911)
(Im am) b = 10.218 b = 10.313
(10.355)
c = 8.017 c = 8.115
(8.118)
MgC2B14 60 7.036 a = 5.547 a = 5.613[26]
(Im am) (7.298) (5.616) b = 9.828
b = 9.695 c = 7.933
(9.821)
c = 7.846
(7.935)
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5.2.3 Equation of State and Bulk Modulus
The equilibrium properties of solids can be derived from the thermodynamic Helmholtz
free energy
E(T; V ) = E0(V ) + Evib(T; V ) (5.1)
where E0 is the minimum energy without vibrational contributions Evib. The
equation of state (EOS) of a solid which is associated with pressure, volume and
temperature relation is fundamentally important in basic and applied science. It
depends on the nature of the interatomic interactions and thus provides a test of
fundamental solid state theories. At the same time it can be used to determine
thermodynamic properties. The EOS [130] is obtained by computing the pressure
given by
P =

 @E
@V

T
(5.2)
for di¤erent volumes and at minimum volume V0 the isothermal bulk modulus is
given by
B =  V0

@P
@V

T
(5.3)
= V0

@2E
@V 2

T
(5.4)
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The isothermal P   V relation can be described in several approximations, but
in most common and the simplest approach, the equation of state is represented
by Murnaghan [131], who assumed that near equilibrium, the bulk modulus varies
linearly with pressure,
B(P ) = B0 +B
0
0P (5.5)
where B0 is the isothermal bulk modulus. Upon integration one obtains the Mur-
naghan equation of state:
E(V ) =
B0V
B00(B
0
0   1)
"
B00

1  V0
V

+

V0
V
B00
  1
#
+ E(V0) (5.6)
where V0 is the isothermal volume. The Birch equation of state [132] is a strain f
expansion usually provides a better description of the compression of most solids:
P = 3B0f(1 + 2f)
5
2

1 + af + bf 2

(5.7)
here f is Eularian strain parameter
f =
 
V0
V
 2
3
  1
!
=2; (5.8)
and a and b are constants. The pressure derivative of the bulk modulus B00 is
related to the constant a by
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B00 =
2a
3
+ 4 (5.9)
and the term bf 2 is neglected. Then is possible to derive the bulk modulus B, its
pressure derivative B0, the minimum energy E(V ) and the equilibrium volume from
the calculated energy-volume data through
E(V ) =
9
16
B0V0
8>><>>:6 B00 +

V0
V
 2
3
2664 (B00   4)
 
V0
V
 2
3  
(3B00   14)
 
V0
V
 2
3 + 3B00   16
3775
9>>=>>;+ E(V0)
(5.10)
In these boride materials the bulk modulus B, calculations and its pressure deriva-
tives, B0 were achieved by decreasing and increasing the volume of the structure about
its equilibrium geometry and tting the energy-volume data to Birch [132] equation
of state. The resulting E V curves for these materials are shown in Figures 5.5 and
Figure 5.6 and the calculated bulk modulus modulus and equation of state parameters
are shown in Table 5.3 with the trend in bulk modulus shown in Figure 5.4.
The low value of bulk modulus for MgAlB14 is consistent with other calculations
employing alternative approaches [56][133]. To attempt an understanding as to the
origin of this trend we examine closer the electronic structure of these materials.
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Figure 5.4: Trends in bulk modulus
Table 5.3: Bulk Moduli B, pressure derivatives Bof various Boron compounds and
some experimental and theoretical values. GGA values in brackets.
Material Bulk modulus B(GPa)
This Work B Experiment,{B} Other Calculations
B50 206 3.8 220[29]
(193) (3.9)
B4C polar 229 3.5 241[127] 217[134]
(213) (3.7) 227[135]
B4C chain 241 3.7 250[56]
(223) (3.6)
B6O 246 3.3 270{1.8}[21] 237[135]
(229) (3.4) 213{4}[21] 268[65]
181{6}[136]
MgAlB14 214 3.7 212[133]
(199) (3.7)
NaAlB14 207 3.7
(192) (3.8)
MgC2B14 244 3.8
(227) 3.9
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Figure 5.5: Energy vs volume for B50, B4C and B6O
Figure 5.6: Energy vs volume of orthorhombic NaAlB14 and MgAlB14
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5.3 Electronic Properties
In this section we want to investigate what is happening within the icosahedra and
how other atoms a¤ect the icosahedra by looking at the electron states and changes
at the icosahedra. The icosahedron of boron atoms supply information needed to
understand chemistry in crystal boron. In the icosahedron skeleton shown in Figure
3.1 each boron forms a covalent bond with each ve nearest neighbors which occupy
equivalent positions about a ve fold axis. There are many other symmetry elements
in addition to the six vefold axes: ten three axes, fteen twofold axes, fteen mirror
planes and a center of invention. It is not possible to interpret the structure in terms
of the ordinary two electron-bond picture of covalency, but the stability of this unit
when ideally connected into a three dimensional network of boron atoms does emerge
quite clearly in a molecular orbital calculation.
With four valence orbitals: 2s, 2px, 2py, and 2pz per boron atom this leads to
forty-eight atomic orbitals which are divided into thirteen bonding, twenty-three anti-
bonding and twelve orbitals perpendicular to the next icosahedra. The thirteen
bonding orbitals require twenty-six electrons and the twelve orbitals pointing out-
ward require twelve electrons. Thus each icosahedron requires a total of thirty-eight
electrons for closed shell type structure, but the twelve icosahedral atoms can provide
only thirty-six valence electrons. The missing two electrons have to be attracted from
elsewhere, thus explaining the high a¢ nity to carbon and stability and hardness of
these boride materials. The occupied charge conguration of each atom is very close
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to s1p2 in contrast to the free atoms s2p1 conguration for the calculated molecular
orbitals.
5.3.1 Density of States
The electronic properties can be understood by considering the properties of a free
electron gas, in which the eigenvalues E vary parabolically with the wave vector k
as E = (h2k2=2m): An important property that quanties how closely packed energy
levels are in a quantum-mechanical system is the density of states (DOS). It is a
function of the internal energy E, such that the expression (E)dE represents the
number of states with energies between E and E + dE given by
(E)dE =
k2dk
2
(5.11)
=
1
22

2m
h2
 3
2
E
1
2dE (5.12)
DOS is used in condensed matter physics, where it refers to the electron, photon,
or phonon energy levels in a crystalline solid. In a crystalline solids, there are often
energy ranges where the density of electron states is zero, which means that the elec-
trons cannot be excited to those energies. Filling up the states with electrons each
following Paulis exclusion principle, we arrive at the concept of the Fermi surface,
which is spherical for a free electron gas illustrated in Figure 5.7 [137]. The corre-
69
Figure 5.7: Visualization of k-space showing values of k as points. The number of
allowed states is of these points contained in the shell of radius k and thickness dk.
sponding density of states of a free electron gas varies as the square root of the energy,
as shown in Figure 5.8 [110].
The calculated density of states for the boride materials are shown in Figures
(5.9-5.14) using VASP code within LDA. The Fermi level is taken as the zero energy.
In the icosahedra boron rich solids, the basic structure can accommodate a variety
of other constituents and depending on the minority constituents, these icosahedra
boron rich solids range from conductive materials to insulators with wide energy gaps.
The calculated density of states of tetragonal boron B50 is shown in Figure 5.9.
The material show that a forbidden gap occurs after the valence band has been lled
with electrons in order to satisfy the internal bonding requirements within icosahedra,
external bonds from the icosahedra and contribution to bonds from the isolated boron
atoms in the interstitial positions. This result is metallic with the theoretical decit
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Figure 5.8: The free elecron density of states ((E)  E
1
2 )
of ten electrons and the stability is usually achieved by addition of some electron rich
elements such as carbon or nitrogen in the open interstitial regions as in the case of
B50N2 or B50C2.
Figure(5.10) shows the DOS for B4C polar. The material can be considered to be
semiconductor with an intrinsic hole population at the top of the valence band. In
this valence band there are band segments containing valence electrons from top to
bottom. And hence large number of these valence electrons may be distributed in the
top segment.
In the case of B4C chain we also observe the semiconducting gap from DOS in
Figure 5.11. It conrms the validity of a schematic assignment of two electrons to each
bond external to the icosahedra; each of the terminal carbon atoms is tetrahedrally
bonded, while the central twofold coordinated atoms of the carbon chain formally
donates two electrons to the network of C-B bonds. The formal result is thus a closed
shell of bonding orbitals.
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Figure 5.9: Density of states for tetragonal boron B50
Figure 5.10: Density of states for B4C (polar).
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Figure 5.11: Density of states for B4C (chain).
The calculated DOS for B6O is shown in Figure 5.12. In B6O we also observe a
semiconducting behavior. Again there are band segments within the valence band
containing the valence electrons. The peaks are somehow di¤erent to those of B4C in
Figure 5.10 and Figure 5.11 indicating di¤erent bonding which is a¤ected by elements
in the crystals. Actually the segment below the top of the valence band originates
from the oxygen sp electrons interacting with sp boron electrons distributed over the
other segments.
DOS for MgAlB14 is shown in Figure 5.13. In MgAlB14 which contains 64 atoms
per unit cell and the structure show that the Fermi level lies in the states above the
a band gap. Figure 5.14 shows NaAlB14 DOS. The bands might have a predominant
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Figure 5.12: Density of states for B6O
boron character a¤ecting the crystals. NaAlB14 could be a semiconductor material
from this DOS calculation. It may be concluded that more than half of the valence
electrons of the metal atoms are transferred to the electron decient boron atoms
framework to stabilize orthorhombic type structures.
5.3.2 Changes at the Boron Icosahedra
Charge density
It is clear from the above that the overall strength of the borides relates to extra
atoms connecting to the boron icosahedra. There are several di¤erent B-B bond
lengths in all systems discussed above-either connecting the B icosahedra, between B
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Figure 5.13: Density of states for MgAlB14
Figure 5.14: Density of states for NaAlB14
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Figure 5.15: Calculated charge density of tetragonal boron. (a) Density at the iso-
surface value of 200 and (b) the density slice o¤set of 0.44.
atoms in the icosahedra-including those B atoms connected to the other atoms such
as C or O in B4C or B6O. The electronic charge density can give insight into the
chemical bonding which is a likely prerequisite for the origin of hardness and thus
possibly account for the symmetrical structures that are observed. The charge density
of tetragonal boron B50 involving intericosahedra bonding is shown in Figure 5.15.
From point of view of chemical bonding, Figure 5.15 show strong covalent bonding
between intra-icosahedra boron atoms and also with isolated boron atoms. It becomes
clear that the metallization of tetragonal boron is mainly due to the presence of low
coordination isolated boron types atoms and also the low coordination number for
intericosahedra bonding.
Figure 5.16 show the charge density for MgAlB14 which is similar for NaAlB14 and
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Figure 5.16: The charge density of MgAlB14:Density (left) is at the iso surface value
of 200 and the slice o¤set(right) of 0.44. Mg atoms are red while Al atoms are green.
related compounds. The little observation in this material is that covalent bonding is
still observed in the boron icosahedra clusters while there is slight bonding between
Al and boron atoms in the structure. Mg atoms seems to be not much involved
in the bonding to icosahedra or Al atoms. Thus suggest that Al atoms is slightly
responsible for the atomic bonding between the boron icosahedra which reveals that
bonding within the icosahedra is still larger and hence the metal-boron interactions
could be ionic. The icosahedra therefore contain the main component of atomic
bonding. It is interesting to note that the shortest Mg-Mg distance is 3.8101Å which
is a little larger than 3.21 Å that of metallic magnesium and the shortest between
Al-Al atoms is 4.96Å which is far from 2.92Å of metallic aluminum.
We now look at the charge densities of rhombohedral structures for B4C polar,
B4C chain and B6O shown in Figures 5.17, 5.18 and 5.19. Boron itself exist in
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rhombohedral lattice which maintains the R3m symmetry, B12 icosahedra( Figure
3.1 ) on each lattice site distort and lose their vefold rotation axis. The bonds
between can be divided into Be-Bp bonds ( B10-B4, B10-B3, B5-B4, ... ) in six Bp-
Bp-Be types of triangle faces formed by one equatorial and two neighboring polar
atoms. The next six Be-Be ( B6-B5, B6-B2, B9-B10, ... ) and six Bp-Be (B4-B9,
B3-B11, B1-B6, ...) bonds in 12 Bp-Be-Be types of triangle faces formed by one polar
and two equatorial atoms. The last six Bp-Bp ( B4-B3, B3-B1, B1-B4, ... ) bonds
in two polar Bp-Bp-Bp types of triangle faces formed by two top ( or bottom) polar
atoms. Generally compounds formed by boron with carbon,etc., that have the same
space group and similar lattice constants and positional parameters, these atoms are
inserted into the octahedral interstices and form chains.
From the Figures (5.17 and 5.18) we can observe that high density at the center of
the icosahedra which is caused by the intracluster bonds, that is Bp-Bp-Bp, Bp-Bp-Be
and Bp-Be-Be bonds. It is considered that there is bending in the intercluster bond
for rhombohedral  boron which arises from the di¤erence between the directions
of the bonds oriented outwards from p sites of the icosahedra of the B12 cluster
and the lattice axis of the rhombohedron, which corresponds to the direction of the
neighboring cluster. This di¤erence arises because intercluster three center bonds are
pulling the lattice axis. The insertion of the atomic chain along the diagonal expands
the a and b axes of the hexagonal lattice. Conversely the c axes are shrunk by this
insertion. On the basis of chemical bonding there are two electrons lacking in the B12
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Figure 5.17: Charge density of B4C polar. The density at iso surface value 200 (left)
and the corresponding slice (right) at azimuthal angle of 342, polar angle of 97.2 and
o¤set of 0.
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Figure 5.18: Charge density of B4C chain.
cluster, hence the cluster can in B4C compensate for them by replacing one of the
boron atoms with a carbon atom and receiving one electron boron or carbon atom
of the chain. In these materials the electronegativity does not suggest ionicity and
hence we consider covalent bonds are predominant in this rigid frameworks of boron
carbide which is one of the hardest boron rich solid.
Figure (5.19) shows the charge density of B6O. In B6O which is also the hardest
of the borides established we also observe high density in the icosahedra. In Figure
(5.20) we show a typical contour plot for B6O; for this clearly shows that the bonding
about the oxygen atoms is very localized with no covalent bonding between O atoms
which is consistent with earlier calculations[65]. This feature is also quite with similar
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Figure 5.19: Charge density of B6O
Figure 5.20: Charge density contour plot in super-hard B6O. Bonding of O to the
B icosahedra is visible as is the B-B bond between the B icosahedra. There is no
covalent bonding between the O atoms.
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Figure 5.21: Distribution of B-B bond lengths in (a) tetragonal boron, (b)
MgAlB14; (c) MgC2B14,(d) B4C and B6O. The smaller bonds lengths are usually as-
sociated with intericasahehral bonding
to the other structures as found from earlier work[56] where the additional atoms to
the B enter into no direct covalent bonding with the boron icosahedra structures and
often no bonding with each other.
Boron-boron bonds
There are many B-B bonds in a typical unit cell of the borides and so each bond will
have its own distinct character. To illustrate this point in Figure (5.21) we show a
(Gaussian) distribution of the B-B bond lengths of the structures considered above.
The arithmetic average value of the calculated bond lengths is also given in Table 5.4.
As seen from Table 5.4, for all the materials bond lengths lie between 1.75 to 1.80Å
which is quite a small variation.
Some quantitative measurement is needed to understand the overall bonding in
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Table 5.4: Number of B-B bonds and average bond length(Å) and charges
Material No Average Average Charge Knoop Hardness(GPa)
Bonds Bond length 10 2
Boron 106 1.770 (1.793) 5.832 (5.197)
NaAlB14 111 1.789 (1.809) 5.932 (5.342) 23-28[59]
MgAlB14 134 1.792 (1.792) 6.088 (5.556) 30-46[24]
MgC2B14 75 1749 (1.770) 6.110 (5.480) 26-34 [26]
B4C polar 56 1.751 (1.773) 5.981 (5.267) 41[35], 27-30[26]
B4C chain 46 1.764 (1.786) 5.964 (5.347)
B6O 47 1.753 (1.776) 6.177 (5.485) 45[136]
these systems. One way to measure the extent of the bonding is from the charge
distribution along a line connecting two adjacent B atoms. This can be obtained
computationally by projecting the charge density along n points joining adjacent B
atoms. An (arithmetic) average of the calculated charge density is then dened as
 =
P
i=1;n (ri)
n
:
In the present calculation n = 100 points were used although larger values were
also employed to test convergence in the value of :
Figure 5.22 show the bond charge density between adjacent B atoms for several
structures considered here. There are substantial di¤erences corresponding to the
relaxation induced in B icosahedra due to the additional chemical atoms connecting
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Figure 5.22: Charge density (LDA, top: GGA, bottom) across B-B bonds in (a)
tetragonal boron, (b) MgAlB14, (c) MgC2B14, (d) B4C and (e) B6O
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Figure 5.23: Trend in B-B average bond charge.
icosahedra. Obviously the shorter bond length will have larger densities-but as shown
from Figure 5.22 there is usually a low number of these. The signicant point is that
the large di¤erences in B-B bonding in each material is established. To quantify the
di¤erences we now give the values of the average charge density  in Table 5.4 and
with variation displayed in Figure 5.23.
This variation follows a similar trend as the bulk modulus and equilibrium vol-
ume. However, an increase in MgAlB14 is suggested that did not follow the trend in
equilibrium volume and bulk modulus. This we attribute to the icosahedra relaxation
induced by the additional metal ions. As noted in Figure 5.22b for this material the
number of shorter bond lengths is larger than for other materials suggesting that
here the intericosahedral charge density is being inuenced more than with the other
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materials. Simultaneously we also note that in B6O the average charge distribution is
the largest of all the structures considered here. There is no bonding between the O
atoms, accordingly the change on the B-B bonds must be attributed to the additional
electronic e¤ect of the O.
5.4 B4N, B6N and B6C
The purpose of this work is the search for new ultra-hard materials using compu-
tational method discussed in Chapter 4. We further predicted properties of new
compounds which are likely to have the superhard property and this interesting ma-
terials with rhombohedral structures space group as that of boron carbide and boron
suboxide are B4N, B6N and B6C. Well the indications for existence of B6N [138] were
reported as early as 1976 with the composition similar to B6O. Although they did not
dwell on the material, Garvie [139] synthesized the material from high temperatures
experiment and also found an extensive solution between B4C and B6O as well as
nanorods with composition near B6C.
We calculated properties of these interesting materials using same techniques as
explained above and we found them to have high bulk modulus and possibly high
hardness. Table 5.5 shows lattice parameters and they compares well with experiment.
Figure 5.24 shows the energy vs volume while the equilibrium properties are presented
in Table 5.6.
There is some trends in the lattice parameter ratio and the bulk modulus and
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Table 5.5: No atoms and calculated lattice parameters
Material No LDA GGA aExperiment
Atoms (Å) (Å) (Å)
B4N 45 a = 5.412 a = 5.482 a = 5.682
c = 12.260 c = 12.397 c = 12.117
B6N 42 a = 5.404 a = 5.444 b(5.075) a = 5.457
c =12.114 c = 12.234 c = 12.241
B6C 42 a = 5.497 a = 5.558 a = 5.582
c = 12.062 c = 12.239 c =12.135
aRef [140]
bRef [135]
Figure 5.24: Energy vs volume of B4N, B6N and B6C
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Table 5.6: Equilibrium properties. Calculated GGA values in brackets
Material Energy Volume Bulk Modulus B
(eV/atom) (Å/atom) (GPa)
B4N -7.792 6.913 265{259[141]} 3.710
(-6.934) (7.179) (242){(241)[141]} (3.310)
B6N -8.075 7.205 243 3.265
(-7.253) (7.476) (229){(236)[135]} (3.320)
B6C -7.847 7.519 231 3.382
(-7.061) (7.799) (216) (3.430)
Figure 5.25: Bulk modulus vs c/a ratio
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is shown in Figure 5.25. It is interesting to note that this trend is in line with
atomic volume, electronegativity, of the additional elements in this composition of
B6X (X=C,N,O). Further investigations into elastic, electronic and even transport
properties of these materials would be of utmost importance in understanding the
behavior that these boron-rich solids might show under extreme conditions.
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Chapter 6
Large Scale Computer Modelling
Techniques
This chapter we concentrate on computer modelling techniques which have been used
to simulate large numbers of atoms. The aim of computer simulation methods is to
predict the properties of a system from the potential model. Ab-initio methods can
quite accurately predict many properties but they have limitations of handling large
number of atoms and therefore simulation techniques are of great importance if we
are not interested in the electronic structure. They are used to model large number
of atoms, up to more than 100 000 atoms. The methods are now an established
tools in physical and biological sciences to topics ranging from liquid structure to
protein conformation. One of the motivation for computer simulations of physical
systems is that we also eliminates approximations. The computer simulation approach
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allows one to study complex systems and gain insight into the behavior. Indeed, the
complexity can go far beyond the reach of analytical methods.
6.1 Statistical Mechanics
Computer simulation generates the information at the microscopic level ( atomic
and molecular positions, velocities etc.) and the conversion of this very detailed
information into macroscopic terms (pressure, internal energy etc.) is the province
of statistical mechanics [142, 31, 143, 30]. Solving the trajectories of number of
atoms (N) is of no use if use we cannot extract experimentally meaningful properties.
Most useful properties are averages of some kind so statistical methods are natural
tools. Individual events in a trajectory may not be signicant, however interesting.
Therefore we need statistical methods to determine their relevance. The questions
that one can ask is how can we relate molecular properties to system properties and
most of whats interesting assumes equilibrated (or steady state) systems then how
can we tell we are in equilibrium?
The average properties of a system are obtained by observing the system at a
given state point for a long time and averaging an observed property over time.
In Boltzmann averaging congurations must be casually connected via equation of
motion but if separated by a su¢ cient time interval they will become statistically
independent. In Gibbs averaging congurations cannot be casually connected because
they are independent, so they must be statistically independent. Boltzmann average
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is given by
A =
1
t!1
Z t
0
A(t)dt (6.1)
 1
t1
NtX
n=1
An4t (6.2)
where
4t = t1
Nt
(6.3)
We note that this implies that instantaneous value of A(t) uctuate about the
mean value. The mean square uctuation is dened as
A2 =
1
t!1
Z t
0
(A(t)  A)2dt (6.4)
=
1
t1
NtX
n=1
(An   A)24t
The observation from Gibbs averaging is that many replicas of the system all
normally at the same state point and average the instantaneous values of the observed
variables. Ensemble average is given by
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hAi = 1
N1
N1X
n=1
An (6.5)
Fluctuation is necessarily a property of the Gibbs ensemble also:
hAi = 
 A  hAi2 (6.6)
=
1
N1
N1X
n=1
 
An   hAi2

(6.7)
The averages obtained by the Boltzmann and Gibbs averaging process will be
the same on the condition that enough samples are taken. The simple properties
of averages are constant of equilibrium systems. Statistical errors in simulations are
averages computed by simulation and are expected deviations from the true ensemble
averages. Simulation average:
A =
1
N
NX
i=1
Ai (6.8)
Ensemble average:


A

=
1
N
NX
i=1
hAii (6.9)
Variance:
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2 =
D
A
2
E
  
A2 (6.10)
Standard error of the mean:
A =  (6.11)
In practice we calculate from nite sample of microstates obtained by one or
two methods. Stochastic (Gibbs averaging) method is used in Monte Carlo and
deterministic (Boltzmann averaging) method is used in molecular dynamics.
6.2 Molecular Dynamics Simulation
Molecular dynamics (MD) is the solution of classical equation of motion for atoms and
molecules to obtain the time evolution of the system [144, 145, 146, 30, 142, 147]. It is
applied to many particle systems where general analytical solution is not possible and
one must resort to numerical methods and computers. The averaging process used for
thermodynamic properties is usually the Maxwell-Boltzmann time averaging. In MD
the most fundamental form for atomic systems is the Lagrangian equation of motion
d
dt

@L
@ _qk

=
@L
@qk
(6.12)
where the Lagrangian function L(q; _q) is dened in terms of kinetic (K) and
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potential energies (V ) such that
L = K + V (6.13)
is considered to be function of the generalized coordinates qk and their time deriv-
atives _qk. If we consider a system of atoms, with Cartesian coordinates ri and the
usual denitions of K and V then
miri =
 !
F i (6.14)
where mi is the mass of atom i and
 !
F =
NX
j 6=i
 !
f ij (6.15)
 !
f ij =
 !r iL (6.16)
=  riV (rij) (6.17)
is the force on that atom. These equations also apply to the center of mass of a
molecule, with
 !
f ij representing the total force on molecule i. In general, the system
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will be described by the Hamiltonian
H =
1
2
X
i
p2i
mi
+
X
i6=j
u (rij) (6.18)
Since we restrict ourself to properties of the bulk at a specic density we must
introduce volume, the MD cell to retain constant density. If the system is in thermal
equilibrium the shape is irrelevant . This is true for gases and liquids in the limit
where the volume is large enough. For systems in a crystalline state the shape does
make di¤erence. The niteness of the system size is felt through the presence of the
boundary. The conversion adopted in the vast majority of molecular simulation is to
use the periodic boundary condition as it is assume that for these boundary conditions
the behavior of the system is most similar to that of a system of the same size
embedded in an innite system. In this way the number of particles within the base
cell is always conserved. Computational implementation is that if a particle crosses
a surface of a basic cell is automatically replaced by a particle entering well with
unchanged velocity [148]. To compute the potential pair energy of the force between
two particles i and j one arguments the periodic boundary condition by the so-called
nearest image conversion. In practice this means simply that when calculating u(rij)
or similar we use the quantity 4rij  L in place of 4rij. An analogous rule holds for
4rij   L=2 and for the other coordinates. From a numerical mathematics point of
view the MD is an initial value problem. A host of algorithms have been developed
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for this problem, which are, however not all applicable in the context of physical
problems. Given the molecular positions, velocities and other dynamic information
at time t, we attempt to obtain the positions, velocities, etc. at later time t + t, to
a su¢ cient degree of accuracy. The equation are solved on a step by step basis; the
choice of the time interval will depend somewhat on the method of solution, but t
will be signicantly smaller than the typical time taken for a molecule to travel its
own length.
The algorithm of standard MD simulation for studying system in equilibrium is:
initialize; start simulation and let the system reach equilibrium and nally continue
with the simulation and store results. Verlet algorithm is the numerical algorithm
which is simple reliable at the same time is widely used in MD. The standard form
of the Verlet algorithm [143] for the integration of equation of motion of a particle
subject to a force
 !
F depending only on the positions of the particle reads
 !r (t+ t) = 2 !r (t)  !r (t  t) + t2 !F [ !r (t)]=m: (6.19)
The velocities are not needed to compute the trajectories, but they can be calcu-
lated as
 !v (t) =
 !r (t+ t)  !r (t  t)
2t
: (6.20)
There exist two alternative formulation of the Verlet, which are exactly equivalent
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to it in an exact arithmetic but which are less susceptible to errors resulting from nite
numerical precision in the computer than the original. Leap-frog form introduces the
velocities at time step precisely in between those at which the position are evaluated:
 !v (t+ 1
2
t) =  !v (t  1
2
t) + t !a (t) (6.21)
 !r (t+ t) =  !r (t) + t !v (t+ 1
2
t) (6.22)
where the rst equation must be used before the second, as the latter uses the
result  !v (t+ 1
2
t) obtained in the rst equation. Another form is velocity-Verlet algo-
rithm which is also more stable that the original Verlet and which via the denition
evaluates velocities and positions at the same time instances:
 !r (t+ t) =  !r (t) + t !v (t) + 1
2
t2 !a (t) (6.23)
 !v (t+ t) =  !v (t) + 1
2
t[ !a (t) + !a (t+ t)]: (6.24)
This form is most convenient because it is very stable with respect to errors due
to nite precision arithmetic and it does not require additional calculation in order
to nd velocities. It should be noted that all formulations have the same memory
requirements.
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Di¤erent ensembles are used when performing MD simulations. The microcanon-
ical and canonical ensembles are used for testing the time step of the simulation in
the calculation by measuring the conversation of energy. In the microcanonical or
NVE ensemble, the number of particles, volume and total energy are kept constant.
In the canonical ensemble or NVT quantities which are kept constant are number
of particles, volume and temperature. The NPT or isobaric-isobaric ensemble, the
number of particles, pressure and the temperature are constant. Simulations are real
computer experiments and they interpret things the way we want to do them.
6.3 Calculation of Physical Properties from MD
The molecular dynamics studies provide structural and thermodynamic properties
of systems such as radial distribution functions (RDFs), mean square displacement
(MSD), di¤usion coe¢ cient, specic heat and thermal expansions by solving trajec-
tories of atoms[149]. The quantities obtained from simulation are essential in in-
terpreting the solid and liquid phases and about the melting phenomenon, meaning
the temperatures of the solid-liquid transition. The interpreted temperatures are not
the real melting temperatures of the systems, but rather the temperatures of the
mechanical instability of the innite single crystal [150].
The RDF is dened as the probability of nding an atom at a distance r from
another atom compared to a homogeneous distribution [30] and is given by
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g(r) =
V
N1N2
1
4r2r
*X
i
X
j>i
(r   rij
+
(6.25)
where V is the volume, N1 and N2 are the atom types of the RDF. The delta
function must give rise to a value of one for a range of r(r). The RDF tends to 1 at
long distances with sharp peaks indicating a regular lattice structure. For amorphous
or liquid systems the RDF shows characteristically a small number of broad peaks at
short distance, indicating short range order, superimposed on an oscillating trace to
1, which indicates a loss of long range order [30].
RDFs give the probability of nding the center of a particle or atom at a given
distance from the center of another particle (Figure.6.1). The light atom at the
center is the reference atom, and the circles around it represent the other atoms. A
ring centered on the reference is drawn with radius r and thickness dr The radial
distribution function can be an e¤ective way of describing the structure of a system
at di¤erent temperatures.
Di¤erentiation between a solid and a liquid can be made using the RDFs by
the number of peaks appearing in a particular RDF plot. In a crystal or solid, the
radial distribution functions have a multiple number of sharp peaks and heights are
characteristic of the lattice structure. The radial distribution function of a liquid has
a small number of peaks at short distances and the height of the peaks decreases. For
the crystalline solid, the peaks are sharp and thin and show long-range order. In case
of a liquid phase, the peaks are broad and the radial distribution function rapidly
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Figure 6.1: Schematic representation of radial distribution function.
converges to one.
The di¤usion coe¢ cient is another measure to estimate the relative nobilities of
individual atoms. It is known that di¤usion coe¢ cient can be estimated from the
slope of MSD plots using the Einstein relation as follows:
D =
1
6
d
dt
< jri(t)  ri(0)j > (6.26)
or from the integral of the velocity autocorrelation function
D =
1
3
1Z
0
< vi(t)vi(0) > dt (6.27)
The melting point of the simulated system can be located by increasing the tem-
perature of a crystalline system until di¤usion appears.
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6.4 Non Equilibrium Molecular Dynamics
The large statistical uncertainties that are inherent in e¤orts to calculate the col-
lective transport coe¢ cients (shear viscosity, thermal conductivity, etc.) by conven-
tional, equilibrium methods have led to search for computationally more e¢ cient,
non equilibrium schemes [151, 152, 144, 153]. There are, however, other reasons to
attempt the simulation of system out of equilibrium. Non equilibrium simulations are
of help in pining down the range of validity of the assumptions that underline most
theoretical descriptions of transport phenomena. They can be used, in particular,
to improve our understanding of the way in which a microscopic system approaches
equilibrium, to conrm the microscopic validity of the linear laws that govern the
di¤usion of mass, momentum or energy and to determine the limits of linear regime
and the corrections to the linear relations between the uxes and thermodynamics
forces from which the uxes arise.
6.5 Potentials
We bother ourself with potentials because of we are interested in the generic problems
of the evolution of class of systems and to establish trends in behaviors over a wide
range of systems. We are also interested in long time scales and /or length scales and
the problem does not critically depend on the changes in electronic structure. This
means we use potentials because we are not interested in the electronic properties.
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Potentials are algorithms to generate energy surfaces. In that sense it is always
possible to tackle ground state (and many excited state) problems in terms of po-
tentials. It may not always be sensible, the point is that they often contain (usually
implicitly) a number of physical approximations. They are related to models of sys-
tem behavior and they can be generic to class or specic for a material. The terms
in the potential should reect the physics of the system and be kept as simple as
possible but complicated as it needs to be.
Computability, accuracy, precision and transferability are the basic questions to
ask about the potential. That is, how expensive is it to calculate energies, forces,
Hessians using the potential, how many decimal points ought to believe, how many
decimal points one can reliably reproduce and is it possible to obtain sensible results
over a range of systems, phases or congurations?
Potential may be given as
U =
X
i
Vi(
 !r i) + 1
2!
X
i<j
V2(
 !r i; !r j) + 1
3!
X
i<j<k
V3(
 !r i; !r j; !r k;) (6.28)
Basic features of the potential is that there is no formal derivation but it gives
a useful classication of terms such as self energy terms (hybridization; ion com-
pression), pair potentials terms (Pauli repulsion, Coulomb, Van der Waals), three
body terms ( angle dependent forces), four body terms (torsional e¤ects) and many
body terms ( metallic cohesion; directional (covalent) bonding) [154, 155, 110]. Most
potentials come from literature, tting to experimental data, tting to quantum cal-
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culations of structures or direct calculation of each term in the potential.
In covalent systems bond order can be used. There are still based on the mo-
ment approximation of tight- binding theory but include directional e¤ects as well as
coordination e¤ects
Vij(r) = fC(r)(VR(rij)IijVA(rij)) (6.29)
where fC(r) is a cuto¤, VR is the pair repulsive potential and VA is the attractive
term. Iij contains the bond-order e¤ects. This is highly complex function of local
interatomic distances and angles. Potential cuto¤s are part of the model and should
always be quoted. Few potentials decay to zero at a convenient length scale. How
they are ignored beyond a given distance (and what distance is) is important since
it is part of the denition of the potential function. Simplest to ignore the potential
beyond a set distance. This can give strange give strange behavior in the dynamics
if forces at the step are large enough to contribute signicantly. Many examples use
smoothing function to take the potential to zero over a short distance. A simple one
is
fC(rij) =
8>>>>>><>>>>>>:
1
1
2
 1
2
sin
h

2
rij R
D
i
0
rij < R D
R D < rij < R +D
r > R +D
(6.30)
Most models reect the physics and parameters make physical sense which also
includes the chosen cuto¤. Many potentials have been used by lot of people on variety
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of systems. In general potentials needs to be checked and tested for the system before
they can be used. Simulations behaviors show the anomalies that depend on potential
are sometimes sensitive to particular details of potentials.
6.6 Introduction to Terso¤ Potentials
The Terso¤ potential [156, 157, 158, 159], which is one of the commonly used func-
tional forms for modeling the interatomic interaction covalent systems, is used in
the present work to simulate the properties of boron icosahedral structures. The
functional form of Terso¤ potential is given by
V =
X
i
vi =
1
2
X
i6=j
vij; (6.31)
vij = fC(rij)[fR(rij)bijfA(rij)]:
where V is the total potential energy of the system. fA and fR are repulsive and
attractive pair potentials, respectively and fC is a cuto¤ function given by
fR(rij) = Aij(rij)e
( ijrij) (6.32)
fA(rij) =  Bij(rij)e( ijrij)
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fC(rij) =
8>>>>>><>>>>>>:
1
1
2
 1
2
sin
h

2
rij R
D
i
0
rij < R D
R D < rij < R +D
r > R +D
(6.33)
where rij is the bond distance between atoms i and j, D is the cuto¤ radius, R
is the inner cuto¤ radius and ij =  and ij =  are potential parameters. The
strength of each bond depends upon the local environment. It is lowered when the
number of neighbors is relatively high. bij has the form
bij = ij(1 + 
ni
i 
nj
ij )
 1=2 (6.34)
 ij =
X
k 6=i;j
fC(rik)!ikg(ijk) (6.35)
g(ijk) = 1 +
c2i
d2i
  c
2
i
d2i + [hi   cos(ijk)]2
(6.36)
ij =
i + j
2
; (6.37)
ij =
i + j
2
(6.38)
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Aij = (AiAj)
1=2 (6.39)
Bij = (BiBj)
1=2 (6.40)
which can diminish the attractive force relative to the repulsive force.  ij is called
the e¤ective coordination number of atoms taking into account the relative distance
between two neighbors (rij; rik) and bond angle ijk: The parameter d determines
sensitivity of the potential to the angle and c expresses the strength of the angular
e¤ects. The parameter ij strengthens or weakens heteropolar bonds in multicompo-
nent systems. ij = ji; ii = 1 and !ii = 1:
6.7 Potentials used in this work
Terso¤ proposed [158] potential model and many researchers that have applied them
to a number of di¤erent systems. These parameters have been successfully used
for tting to structural properties of carbon, BN, BCN systems and SiO [158, 160,
161, 162, 163]. We used Terso¤ potentials (Table 6.1) for boron, carbon and oxygen
taken from Matsunaga [161] and Munetoh [163] in our B4C polar, B4C chain and
B6O systems. We adjusted the parameter D in B12 and B50 systems for simulating
icosahedral borides and we also adjusted the parameter B O to produce properties
of B6O. Potential parameters used in this work are listed in Table 6.1.
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Table 6.1: Terso¤ potential parameters used in this study. Parameters for B, C and
O were taken from Matsunaga and Munetoh.
B C O
A(eV) 2.7702102 1.3936103 1.88255103
B(eV) 1.8349102 3.467102 2.18787102
(A 1) 1.992 3.4879 4.17108
(A 1) 1.5856 2.2119 2.35692
 1.600010 6 1.572410 7 1.163210 7
n 3.9929 0.72751 1.04968
c 5.262910 1 3.8049104 6.46921104
d 1.587010 3 4.384 4.11127
h 0.500 -0.57058 -8.4592210 1
R(A) 1.8 1.8 1.7
D(A) 1.7-2.1 2.1 2.0
Interactions (i  j) B-C B-O
ij 1.0025 0.93250
!ij 0.9810 0.99917
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Chapter 7
Structural and Thermodynamic
Properties of Simulations
7.1 Simulation Details
Molecular dynamics simulation using empirical potentials is a powerful tool for the
analysis of large systems. We performed the MD simulations in the constant pressure,
volume and temperature N(P,V) T until the structures converged to zero tempera-
ture. We used the DL POLY code [164] to equilibrate and simulate structural and
thermodynamic properties of all the supercell structures studied in this work. We
used more that large number steps (equilibration steps taken as 10% of total num-
ber of steps) with the time step of 10 6ps and both Verlet algorithms (velocity and
leapfrog) to integrate Newtonian equations of motion. Specically, for borides (B12
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and B50) total number of steps of 30 000 ( equilibration steps of 3000), boron car-
bides (polar and chain) 70 000 (7000) and boron suboxide (B6O) 170 000 (17 000)
were used throughout simulations. We calculated di¤erent average properties after
iterations.
The elastic constants were calculated using the free energy minimization method.
Elastic constants were computed using the GULP (General Utility Lattice Program)
[165]. The structure is equilibrated to a given temperature by minimizing the energy.
The assumption made is that the vibrational motions in the solid consists of quantized
harmonic oscillators whose frequencies vary with cell volume.
7.2 Zero Temperature Properties
Table 7.1 lists values of the elastic constants of B4C and B6O. The experimental val-
ues and other calculations are also listed for comparison purposes. GULP calculates
bulk modulus from the methods dened by Reuss and Voigt [166] while Hill method
is the average of the two. The elastic constants for boron carbide in comparison
with experimental and other calculations are in fair agreement. There are no reports
of experimental elastic constants values for B6O. The Youngs modulus (E), shear
modulus (G) and bulk modulus (B) at ambient conditions have been experimentally
measured and they are also listed in (Table 7.1). This indicates that this Terso¤ po-
tentials can be used to determined mechanical properties and the molecular dynamics
of boron icosahedral structures.
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Table 7.1: Calculated elastic properties in (GPa) using GULP. Other calculation and
experimental values are listed.
Material C11 C12 C13 C33 C44 E G B
B4C
Present 540.89 180.03 98.20 520.34 305.22 467 200 234
Other 561.80a 123.56a 69.59a 517.72a - - - 234a
Exp 542.81b 130.59b 63.51b 534.54b 164.79b 457c 193c 241c
B6O
Present 481 50 -6.31 232 274 538 137 155
Other 614.99d 122.22d 46.51d 474.12d 192.29d 507.8d 223.1d 233.7d
Exp - - - - - 437e 206e 230e
aReference [134]
bReference [167]
cReference [168]
dReference [169]
eReference [170]
The structural and thermodynamic properties reported here were calculated on
molecular dynamics code DL_POLY. Table 7.2 list the simulated lattice parameters
of various boron icosahedral structures. The advantage of MD codes over ab-initio
codes especially DL_POLY, is that they are capable of handling large supercell, over
hundreds of thousands atoms. In order to examine system dependence size we then
generated 2x2x2, 4x4x4 and 8x8x8 supercells consisting of at least 288, 2304 and
18432 atoms respectively in a simulation cell with periodic boundary conditions. The
agreement between MD and ab-initio is fair and generally good between ab-initio and
experiment. This also indicates that the Terso¤ potentials used in this work are not
really excellent but could be adjusted in a way that they can be used to determine
other structural properties related to boron icosahedral materials.
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Table 7.2: Number of atoms in the supercell and lattice parameters of various Boron
related compounds together with available experimental and theoretical calculations.
Calculated GGA values in brackets.
Material DL_POLY VASP Experiment
Supercell No atoms Lattice parameter(Å)
 B12 [2x2x2] 288 a = 4.404 a = 4.844 a = 5.057[171]
c = 12.286 (4.900)
(R3m) [4x4x4] 2304 a = 4.451
c = 12.258 c = 12.401
[8x8x8] 18432 a = 4.713 (12.551)
c = 11.675
t-B50 [2x2x2] 400 a = 7.758 a = 8.734 a = 8.75[47]
c = 4.433 (8.840) c = 5.06[47]
(P42=nnm) [4x4x4] 3200 a = 7.907
c = 4.381 c = 4.903
[8x8x8] 25600 a = 7.940 (4.961)
c = 4.718
B4C polar [2x2x2] 360 a = 5.245 a = 5.697 a = 5.61[125]
c = 10.501 (5.764) c = 12.14[125]
(R3m) [4x4x4] 2880 a = 5.396 a = 5.60[126]
c = 10.653 c = 11.604 c = 12.0-12.10[126]
[8x8x8] 23040 a = 5.4486. (11.758)
c = 10.5836
B4C chain [2x2x2] 360 a = 5.174 a = 5.577
c = 11.695 (5.643)
(R3m) [4x4x4] 2880 a = 5.193
c = 11.584 c = 11.969
[8x8x8] 23040 a = 5.190 (12.139)
c = 11.638
B6O [2x2x2] 336 a = 5.073 a = 5.392 a = 5.382[127]
c = 11.567 (5.393) c = 12.323[127]
(R3m) [4x4x4] 2688 a = 5.049 a = 5.367[128]
c = 11.512 c = 12.151 c = 12.238[128]
[8x8x8] 21504 a = 5.0640 (12.314)
c = 11.5465
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Figure 7.1: V=V0 vs pressure for B12, B50 and B4C polar.
From MD calculation we determined the isothermal bulk modulus B and the
pressure derivative at zero pressure for materials in Table 7.2 by analyzing simulated
data at di¤erent pressures tting it to Birch equation of state [132]. Figures 7.1 and
7.2 shows pressure dependence of V=V0 of borides and Table 7.3 shows the calculated
bulk modulus (B) and pressure derivative (B0) together with experimental and rst
principle calculations. We also calculated B when B0 is xed to 4. Reason for the
di¤erences between GULP and DL_POLY cannot be understood but there is a good
agreement with DL_POLY and VASP for the bulk modulus.
Figure 7.3 displays the bulk modulus versus system size. We see that the system
size does a¤ect bulk modulus, but not that much. Large supercell will obviously
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Figure 7.2: V=V0 vs pressure for B4C chain and B6O.
Table 7.3: Bulk Moduli B, pressure derivatives Bof various Boron compounds and
some experimental values.
Material Bulk modulus B (GPa)
DL_POLY,{B} VASP{B} Exp{B}
[B=4] (GGA)
B12[2x2x2] 231{2.26} [210] 226.1{3.8} 213-224{4.0}[172]
[4x4x4] 219{3.86} [217] (214),{10.1}
[8x8x8] 241{2.10} [217]
B50[2x2x2] 207{4.34} [210] 206,{3.8}
[4x4x4] 210{3.77} [208] (193),{3.9}
[8x8x8] 208{1.84} [181]
B4C polar[2x2x2] 241{5.17} [254] 229,{3.5} 241[168]
[4x4x4] 222{6.16} [244] (213),{3.7}
B4C chain[2x2x2] 246{5.38} [260] 241,{3.7}
[4x4x4] 253{4.75} [261] (223),{3.6}
[8x8x8] 249{4.43} [253]
B6O[2x2x2] 275{2.73} [273] 246,{3.3} 270{1.8}[21]
[4x4x4] 320{0.711} [313] (229),{3.4} 213{4}[21]
181{6}[136]
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Figure 7.3: Bulk Modulus vs system size
require much computer time and memory and therefore we calculated thermodynam-
ics properties for our systems using 4x4x4 supercell at pressure at zero and high
temperatures on DL_POLY.
7.3 Thermodynamic Properties of Borides
The molecular dynamic simulations are employed as being a way to investigate the
behavior of large numbers of atoms and thus material behavior at high temperatures.
We simulated the above structures from 300K to 3000K with 4x4x4 supercell in order
to obtain thermodynamic properties at high temperatures. The radial distribution
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Figure 7.4: RDFs pairs of B-B in B12.
functions (RDFs) for all pairs were calculated and in Figures 7.4-7.8 we display the
RDFs at 300K. We have a sharp rst peaks starting below 2 Å for all pair except
for O-O in B6O. These peaks shows that the structures are well ordered at room
temperature. This is expected for solids because of the collisions between atoms at
low temperatures is weak.
Figures 7.9-7.14 show the bulk structures of  B12; B4C chain and B6O simulated
at temperatures 300K and 3000K. The structures at 300K and 3000K are not the
same,. therefore, the crystalline structures disappears at high temperatures and the
bulk structures melts. The increase in the temperature increases the kinetic energies
of the atoms and therefore the impact between them is higher causing disorders in
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Figure 7.5: RDF pairs of B-B in B50.
Figure 7.6: RDF pairs B-B, B-C and C-C in B4C polar.
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Figure 7.7: RDF pairs B-B, B-C and C-C in B4C chain.
Figure 7.8: RDF pairs B-B, B-O and O-O in B6O.
118
Figure 7.9: Bulk crystal of  B12 at 300K.
the structures.
Figures 7.15 to 7.18 shows the RDFs for borides, boron carbides and boron subox-
ide respectively at 3000K. The rst peaks decreased in size while others broaden away
from the rst at high temperatures. This means that as the temperature is increased,
thermally generated defects are introduced and hence disorder is increased.
The melting of solids is one the most common observations of a phase transition,
while the mechanism of melting is still an outstanding problem in condensed matter
physics [173]. On the basis of thermodynamics a phase transition is characterized
by abrupt change in the slope of the total energy against temperature curve. A
similar curve is also expected in the pressure against temperature of a constant volume
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Figure 7.10: Bulk crystal of  B12 at 3000K.
Figure 7.11: Bulk crystal of B4C chain at 300K.
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Figure 7.12: Bulk crystal of B4C chain at 3000K.
Figure 7.13: Bulk crystal of B6O at 300K.
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Figure 7.14: Bulk crystal of B6O at 3000K.
Figure 7.15: RDFs of Boron at 3000K
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Figure 7.16: RDF pairs B-B, B-C and C-C in B4C polar.
Figure 7.17: RDF pairs for B4C chain at 3000K.
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Figure 7.18: RDF pairs for B6O at 3000K.
experiment [174]. Figure 7.19 shows the variation of pressure against temperature for
borides. We notice a change in the slope around 1500K. This means that there is also
a change in the specic heat and thermal expansions for these borides around this
temperature.
We plotted the di¤usion coe¢ cient of boron atoms in di¤erent systems in Figure
7.20. The di¤usion coe¢ cient decays to a very to a very small value with lower
temperature which is a similar trend of pressure temperature variation.
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Figure 7.19: Variation of pressure against temperature for the borides.
7.3.1 Specic heat and thermal expansions
From above we notice the factors a¤ecting the properties of material. The e¤ect of
temperature is the major one in many systems and therefore, we predict properties
such as specic heat and thermal expansions at higher temperatures. Figures 7.21-
7.25 are the plots of total energy against temperature for our systems above 1500K,
which we estimate it to be the temperature above Debye temperature for boron
icosahedral materials [175].
In MD motion of atoms are treated classically and therefore quantum e¤ects are
ignored above Debye temperatures. We predict the specic heat Cv for the borides
from the derivative of the total energy of the system using the relation
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Figure 7.20: Variation between di¤usion coe¢ cient and temperature of boron atoms
in icosahedral systems.
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Figure 7.21: Energy as a function of temperature for B12.
Figure 7.22: E vs T in B50:
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Figure 7.23: E vs T in B4C polar.
Figure 7.24: E vs T in B4C chain.
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Figure 7.25: E vs T in B6O.
Cv =
@E@T

v
:
The computed slopes of energy-temperature curves in Figures 7.21-7.25 gives the
specic heats shown in Table 7.4. The calculated specic heats for B4C and B6O
compare well to the classical Dulong-Petit result (3kB) [176]which is obtained for all
solids at high temperatures.
Figures 7.26-7.35 shows the lattice parameters a and c axis against the temper-
ature at zero pressure. The linear thermal expansion coe¢ cients, a and c along
a and c axis in MD simulation can be computed directly from the denition as the
temperature derivative of the lattice parameter along that axis.
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Table 7.4: Thermodynamic properties of boron, boron carbide and boron suboxide.
Diamond BN B12 B50 B4C polar B4C chain B6O
Cv(kB) 2.97a 3.02c 7.29g 5.66g 2.32g 2.76g 3.21g
5.16e 2.78k
l300K (10
 6K 1) 1.017b 1.8d 2.216g 3.244g 1.858g 3.116g 1.721g
l1500K (10
 6K 1) 5.181b 5.47c, 1.984g 4.841g 1.477g 4.598g, 5.171g,
6-8f 4.5h 5.5h
 0.9i 1.2-1.5j 0.08g 0.20g 0.67g 0.55g 0.71g
1.75k
aReference [177]
bReference [178]
cReference [179]
dReference [180]
eReference [181]
fReference [182]
gThis work
hReference [64]
iReference [183]
jReference [184]
kReference [60]
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Figure 7.26: Lattice variation along a axis in B12:
Figure 7.27: Lattice variation along c axis in B12.
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Figure 7.28: Lattice variation along a axis in B50.
Figure 7.29: Lattice variation along c axis in B50:
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Figure 7.30: Lattice variation along a axis in B4C polar.
Figure 7.31: Lattice variation along c axis in B4C polar.
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Figure 7.32: Lattice variation along a axis in B4C chain.
Figure 7.33: Lattice variation along c axis in B4C chain.
134
Figure 7.34: Lattice variation along a axis in B6O.
Figure 7.35: Lattice variation along c axis in B6O.
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(a;c) =
1
(a; c)
@(a; c)
@T

P
(7.1)
where a,c is the lattice parameter along a or c axis. The average linear thermal
expansion coe¢ cient, l, was calculated using the formula
a =
1
3
(2a + c) (7.2)
The thermal expansion coe¢ cient increases linearly with temperature and we ob-
tained the slightly larger thermal expansion along c axis than a axis at 300K. The
results for the average expansion coe¢ cient of these borides at 300K and 1500K com-
puted using equation (7.2) are listed in Table 7.4. The results are listed with strongest
hard materials diamond and boron nitride.
We nally calculated the Gruneisen parameters for the borides (Table 7.4). He
observed that for large number of crystalline solids the coe¢ cient thermal expansion,
should be proportional to the specic heat, Cv over quite wide ranges of temperatures
and even at low temperatures. The Gruneisen rule is expressed in the form
 =
3BV l
Cv
(7.3)
where V is the volume of the solid, B is the bulk modulus and  is the dimen-
sionless quantity referred as Gruneisen constant. All parameters are in Table 7.4.
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Chapter 8
Elastic Properties and Some
Defects in Ultra Hard Boron
Suboxide (B6O)
In this Chapter our focus is on the elastic properties of boron suboxide (B6O) and
the role of some defect types in the structure. The purpose of this work is to examine
fundamental properties of B6O with a purpose to see how various defects (extrinsic
or otherwise) could inuence its properties. The reason for this choice is that, it
is an ultra hard boron rich solid which posses a great combination of physical and
chemical properties among the borides presented so far. It has been extensively
investigated in search of new candidates for ultra-hard materials. It is a promising
candidate for cutting tools and in the applications where abrasive wear resistant is
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important. The dramatic interest in B6O compounds arises from the fact that they
have a better oxidation resistant than diamond materials and also that B6O is as
hard as cBN[185]. B6O materials have always been suspected to be a harder material
than boron carbide (B4C) materials. The hardness in boron rich solids is associated
with some kind of bonding which arises from the inter-icosahedra atoms such as O
and C in B6O and B4C respectively. This contributes signicantly to their hardness
because of strong covalent bonds linking boron atoms between the icosahedra and
since oxygen is more electronegative than carbon then B6O may be the hardest boron
rich solid and therefore the hardest material after diamond and cubic boron nitride.
We therefore studied the properties which inuences the strength of this material
by calculating elastic properties and creating vacancies and substitutional defects in
this structure. The lightweight nature of B6O makes it quite a unique material for
superhard applications. To do this we rst consider the bulk elastic properties and
examine how these compare with experiment. Thereafter properties of B6O with
various defects included are examined.
8.1 Calculation of Elastic Properties
Many scientic-technological advances depend greatly on solid-state elastic properties,
especially on their magnitude as well as their responses to their stress and tempera-
ture variables. Elastic constants relate to various fundamental solid-state phenomena,
such as interatomic potentials or binding forces and equation of state. In thermody-
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namics they are related to specic heat, thermal expansion, Debye temperature and
Gruneisens constant. In engineering they are used in calculations for load deection
residual stress, thermoelastic stress, fracture toughness and elastic instabilities[186].
Thus elastic constants are applicable to many disciplines: structural design, mate-
rial science and solid-state physics. They may be applied to technological structural
economics, safety, and may be used to describe various materials phenomena and
fundamental interatomic forces.
In general the atomic structural arrangement of a material and the strength of
its interatomic bonding forces determine the elastic behavior of a crystal [187]. The
elastic properties of a material are of great importance in determining its behavior
when subjected to deformation [188]. For example, the modulus of elasticity xes the
levels of stress which are generated if a material is strained by the application of a
temperature. this can occur when the material is suddenly heated or cooled. In tis
case a low modulus of elasticity is desirable. Since solids resist both volume change
and shape change, they have at least two independent elastic constants, the shear
modulus and the bulk modulus and they are more computational demanding for low
symmetry materials.
Elastic stress tensor ij may be expressed in terms of elastic strain tensor ij
according to Hookes law by the equation:
ij = cijklij (8.1)
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where the cijkl are the 81 elastic sti¤ness constants of the crystal and also form the
forth-rank tensor [166]. The stress and strain tensors are symmetric with respect to
interchange of their indices. The number of independent elastic constants depends on
the crystal symmetry and it reduces from 81 to 21 by the index symmetries of sti¤ness
tensor. In the cijkl the rst two indices are abbreviated into single one running from
1 to 6 and the last two are abbreviated in the same way, according to the scheme,
Tensor notation 11 22 33 23, 32 31,13 12,21
Matrix notation 1 2 3 4 5 6
and is called the Voigt contraction and therefore we can rewrite equation (8.1) in
the form:
i = ciji(i; j = 1; 2; :::; 6) (8.2)
The arrays of cij written out in squares, thus
0BBBBBBBBBBBBBBBBBB@
c11 c12 c13 c14 c15 c16
c21 c22 c23 c24 c25 c26
c31 c32 c33 c34 c35 c36
c41 c42 c43 c44 c45 c46
c51 c52 c53 c54 c55 c56
c61 c62 c63 c64 c65 c66
1CCCCCCCCCCCCCCCCCCA
(8.3)
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Table 8.1: Independent cij in the crystal structures.
Crystal Structure cij
Cubic c11; c12; c44
Hexagonal c11; c12; c13; c33; c44
Tetragonal c11; c12; c13; c33; c44; c16; c66
Trigonal c11; c12; c13; c33; c14; c44; c25
Orthorhombic c11; c12; c13; c22; c23; c33; c44; c55; c66
Monoclinic c11; c12; c13; c22; c23; c33; c15; c25; c35; c44; c46; c55; c66
Triclinic c11; c12; c13; c14; c15; c16; c22; c23; c24; c25; c26; c33; c34;
c35; c36; c44; c45; c46; c55; c56; c66
are the matrices cij. The symmetry in the crystal in reduces the number of
independent cij and are summarized in Table 8.1.
Further restrictions on constants for hexagonal crystal are
c44 > 0; c11 > jc12j; (c11 + c12)c33 > 2c213
and for cubic crystal:
c44 > 0; c11 > jc12j; c11 + 2c12 > 0
Using Voigt [189] (Reuss [190]) method we can calculate the theoretical maxi-
mum (minimum) bulk modulus (BV;R) and shear modulus (GV;R) of polycrystalline
materials by equations:
BV =
1
9
(c11 + c22 + c33 + 2(c12 + c13 + c23) (8.4)
GV =
1
15
(c11 + c22 + c33 + 3(c44 + c55 + c66)  c12   c13   c23)
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and
BR = (s11 + s22 + s33 + 2(s12 + s13 + s23)
 1 (8.5)
GR =
15
4(s11 + s22 + s33   s12   s13   s23) + 3(s44 + s55 + s66)
where sij are the elastic compliance constants and they are related to cij by
c = 1=s (8.6)
Knowing either of the tensor is possible to calculate the polycrystalline elastic
moduli. Hill [191] method is dened as
B = (BV +BR)=2 (8.7)
G = (GR +GV )=2
and is taken for an estimation of the elastic properties. The Youngs modulus (E)
and Poisson ratio can then be calculated as
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K =
9BG
3B +G
(8.8)
 =
3B   2G
2(3B +G)
(8.9)
It also useful to calculate the percentage of elastic anisotropy dened as
AB =
BV  BR
BV +BR
(8.10)
AG =
GV  GR
GV +GR
(8.11)
for bulk modulus and shear modulus.
Computational implementation using rst principles can be obtained from total
energy variation with structure distortion. We can therefore apply small strains to
the equilibrium lattice, then determine the resulting change in energy and from this
information deduce elastic constants. We determine the linear combinations of the
elastic constants by straining the lattice vectors R according to the relation R0 = RD
where R0 is the matrix containing the components of the distorted lattice vectors and
D is the symmetric distortion matrix which contains the strain components. The
internal energy of a crystal under strain , can be Taylor expanded in powers of the
strain tensor with respect to initial internal energy of the unstrained crystal in the
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following way:
E(V; ) = E(V0; 0) + V0
 X
i
 iii +
1
2
X
ij
cijiijj
!
+O()3 (8.12)
The volume of the unstrained system is denoted V0; E(V0) being the corresponding
total energy.  i represents an element in the stress tensor. All crystal structures
considered in this chapter are hexagonal and therefore we need ve di¤erent strains
to determine ve independent elastic constants. Hookes law, in hexagonal structure
has the form:
0BBBBBBBBBBBBBBBBBB@
1
2
3
4
5
6
1CCCCCCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBBBBBB@
c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66 =
c11 c12
2
1CCCCCCCCCCCCCCCCCCA
0BBBBBBBBBBBBBBBBBB@
1
2
3
4
5
6
1CCCCCCCCCCCCCCCCCCA
(8.13)
The distortion matrix D are written as:
D1 =
0BBBBBB@
1 +  0 0
0 1 +  0
0 0 1
1CCCCCCA (8.14)
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D2 =
0BBBBBB@
1 +  0 0
0 1   0
0 0 1
1CCCCCCA (8.15)
D3 =
0BBBBBB@
1 0 0
0 1 0
0 0 1 + 
1CCCCCCA (8.16)
D4 =
0BBBBBB@
1 0 
0 1 0
 0 1
1CCCCCCA (8.17)
D5 =
0BBBBBB@
1 +  0 0
0 1 +  0
0 0 1 + 
1CCCCCCA (8.18)
and the corresponding energies are
E(V; ) = E(V0; 0) + V0

( 1 +  2) + (c11 + c12)
2

(8.19)
E(V; ) = E(V0; 0) + V0

( 1    2) + (c11   c12)2

(8.20)
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E(V; ) = E(V0; 0) + V0

 3 +
c33
2
2

(8.21)
E(V; ) = E(V0; 0) + V0
 
 5 + 2c55
2

(8.22)
E(V; ) = E(V0; 0) + V0

( 1 +  2 +  3)  +
1
2
(2c11 + 2c12 + 4c13 + c33) 
2

(8.23)
The total energy has been calculated for ve di¤erent distortions  =-0.04, -0.02,
0.00, 0.02 and 0.04 for everyone of the ve di¤erent deformations of the lattice. By
means of polynomial ts, we extract the zero-, rst-, and second-order coe¢ cients
and from these we obtain E(V0; 0);  j, and cij in equation (8.12).
The bulk modulus is dened as
B = V0
d2E
dV 2
=
1
9V0
d2E
d2
(8.24)
=
2(c11 + c12) + 4c13 + c33
9
Then Voigt and Reuss upper and lower bounds in cij becomes:
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BV =
2(c11 + c12) + 4c13 + c33
9
(8.25)
GV =
1
30
[12c66 + 12c44 + c11 + c12 + 2c33   4c13] (8.26)
BR =
(c11 + c12)c33   2c213
c11 + c12 + 2c33   4c13 (8.27)
GR =
5
2
c44c66 [(c11 + c12)c33   2c213]
(c44 + c66) [(c11 + c12)c33   2c213] + 3BV c44c66
(8.28)
8.2 Defect Structures
The perfect crystal is one of the idealizations commonly found in theoretical physics.
There are various types of defects which may drastically modify properties of ultra-
hard materials to make them useful in practical applications. They can also provide
a useful optical and electronic properties. The elds of metallurgy, corrosion science,
catalysis, phosphors, optical bers and semiconductors are just few examples of areas
where defect e¤ects are paramount and can often be put to advantage to achieve
e¤ects which do not occur in perfect material. An understanding of defect properties
thus allows many desirable materials and devices which would be unobtainable if
constrained to be designed and developed in perfect systems [192].
We have intrinsic and extrinsic defects and typical intrinsic examples are vacancies,
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interstitial and antisites defects. The vacancies are formed when there are missing
atoms in the lattice sites which may developed in crystals as a result of irradiation
or crystal growth. Interstitial defects is when the atoms are found occupying non
lattice site and antisites defects are found where elements of a compound occur on
the wrong location. Extrinsic defects arising from the presence of foreign atoms can
take similar roles and may be coupled with intrinsic features.
Here we calculated the elastic and electronic properties of vacancies created in
B6O structure by removing one and two oxygen (O) atoms at lattice sites pointed in
Figure 8.1 and the structures are in Appendix A. We also examined the carbon and
nitrogen substitutional defects. In the case of substitutional we removed one O atom
in the lattice site and then replace it by C atom (B6O(1C)) and also for two O atoms
substituted by C atoms (B6O(2C)). We applied a similar method even in the case of
nitrogen. Figure 8.1 shows point defects created in B6O crystal structure. From this
we calculated the equilibrium properties for all defect optimized crystal structures
considered this Chapter.
8.3 Computational Procedure
All calculations were performed within the local density approximation (LDA) as
parameterized by Perdew and Zunger [124] of density functional theory (DFT) [84]
using projector augmented wave (PAW) pseudopotentials method [115] implemented
through a variable-cell option of the Vienna Ab-initio Simulation Package (VASP)
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Figure 8.1: Crystal structure of B6O and point defects created.
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electronic structure [116]. and employing a plane waves basis calculated on 666
k points MonkhorstPack grid [105]. LDA usually gives a better description of the
cohesive properties as well as the elastic constants, we therefore calculated hexagonal
elastic constants of all defects considered here. In all cases a full geometry optimiza-
tion has been performed on each of the systems with a convergence criteria of at least
10 6 eV/atom placed on self consistent convergence of the total energy.
8.4 Results and discussion
8.4.1 Structural properties
Firstly we calculated the total energy of ideal B6O in order to obtain structural
properties and then created substitutionals, interstitials and vacancies defect types
discussed in previous section. Table 8.2 list zero pressure equilibrium lattice parame-
ters a, c and the ratio c/a results for B6O. The recent theoretical and experimental
values are also shown for the comparison. The calculated equilibrium lattice para-
meters a and c values are 5.328 and 12.147 respectively for our stable B6O structure
and this corresponds to the ratio c/a of 2.280. These values agree well with both
experimental and theoretical values within errors of 0.3% and 0.1% for the ratio c/a
respectively.
Total volume V, bulk modulus B and pressure derivative B0at zero pressure are
also listed and they are compared with the experimental and theoretical results.
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Table 8.2: Theoretically determined lattice parameter of B6O and the ratio c/a with
some experimental values. Equilibrium volume, Bulk modulus and pressure derivative
are presented with experimental results using equation of state.
a c
(A) (A) c=a Vtot(A
3) B(GPa) B0
This work 5.328 12.147 2.280 299.6 246.2 3.4
Theoretical results[193] 5.331 12.124 2.274 298.4 232.7 3.5
Expt[136] 5.429 12.328 2.271 314.5 181 6.0
Expt[194] 5.414 12.386 2.288 311.5 270 1.8
311.5 213 4
311.5 112 1.2
311.5 288 4
Expt[195] 5.367 12.325 2.296
Expt[196] 5.374 12.331 2.294
Expt[197] 5.386 12.319 2.287
The calculated total volume is in reasonable agreement between experimental and
theoretical results by 14 Å and 1 Å respectively. The bulk modulus and pressure
derivatives computed by tting the energy-volume data to Birch [132] equation of
state are also shown in Table 8.2. Our calculated results are larger than the theoretical
result and these may be attributed to the factors between functional used which are
quite common errors for theories based on LDA and GGA.
The optimized equilibrium lattice parameters of defects considered in this work are
presented in Table 8.3. To check our results we need experimental measurements or
theoretical calculations. To our best knowledge no experimental and theoretical data
has been reported for the defects considered here and therefore future calculations or
measurements on these structures are needed to conrm our theoretical predictions.
It is interesting to note that the lattice parameters for the substitutional defects
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Table 8.3: Number of atoms in the unit cell, equilibrium atomic volume and lattice
parameters of various Boron suboxide defects together with total energies. Bulk of
the moduli and pressure derivatives were calculated using EOS
Material N0 V0 Lattice Etot B(B0)
atoms (Å3/atom) parameter(Å) (eV/atom) (GPa)
N substitutional
B6O(1N): 1N at 1O site 42 7.137 a = 5.338 -7.981 245.8
c = 12.136 (3.4)
B6O(2N): 2N at 2O sites 42 7.157 a = 5.347 -7.996 246.0
c = 12.133 (3.4)
C substitutional
B6O(1C): 1C at 1O site 42 7.181 a = 5.356 -7.946 243.1
c = 12.132 (3.4)
B6O(2C): 2C at 2O sites 42 7.248 a = 5.384 -7.928 240.1
c = 12.117 (3.4)
Vacancy
B6O(1V ac): 41 7.183 a = 5.281 -7.873 229.7
1 vacancy at O site c = 12.186 (3.5)
B6O(2V ac): 40 7.215 a = 5.217 -7.782 216.6
2 vacancies at 2 O sites c = 12.234 (3.6)
(B6O(1X) = C;N) are very close to that of B6O. The lattice constants as for the
substitutional defects are slightly larger and for c parameters they slightly lesser
compared to optimized B6O crystal structure and also lattice parameter a increases
with an additional of substitutional defect in B6O whereas c decreases. For one
vacancy created lattice parameter a decreased and while c increased. This trend
is also observed with the second vacancy created. It is obviously connected to a
predominant role of interatomic bonds in the defect structures.
Next, the calculated total energies, equilibrium volumes were used for estimation
of bulk modulus with its pressure derivatives of the considered phases and they are
all presented in Table 8.3. These results show us that the defects a¤ect the properties
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of materials by either hardening or softening them and this depends critically at the
location and the type of defect. This is evident from the bulk moduli and pressure
derivatives obtained in Table 8.3, for example if we replace an atom at a specic
position it change the properties with the change in location. It would be very in-
teresting create further substitutional even interstitial to note the defect types which
may be responsible for the enhanced hardness. Unfortunately we could not search
all the lattice sites where the minimum and maximum sti¤ points the defect posses
because these calculations are computationally di¢ cult given the constraints of com-
puter memory and available execution time. For N substitutional there is no much
di¤erence in elastic properties as compared to C substitutional and vacancies. The
di¤erences in elastic properties may also be attributed to B-C and B-N interatomic
bonds in the defect structures. We also note that our vacancies are having bulk mod-
uli closer to some experimental measurements and therefore this suggest that their
samples may be oxygen decient as observed in many B6O compounds. The presence
of oxygen deciency in the non-stoichiometry B6O samples suggests that B6O has
vacancies. Furthermore the bulk modulus decreases with the increase in the oxygen
vacancies and carbon substitution whereas in the case of nitrogen there is a slightly
increase. Bulk modulus alone is insu¢ cient to give much insight related to mechanical
properties, but with the aid of elastic constants we will be able to investigate the role
which these defects can display.
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Table 8.4: Single crystal elastic constants of B6O, B6N, B6C and some defects at zero
pressure cij are in GPa. Tm is estimated melting temperature.
Compound c11 c12 c13 c33 c44 Tm(C)
B6O 615.91 140.03 60.67 474.30 180.06 2640
aB6O 614.99 122.22 46.51 474.12 192.29 -
bB6O 586.88 133.19 47.41 443.87 - -
B6N 587.88 185.83 59.52 411.66 143.15 2462
B6C 582.42 127.94 67.57 391.75 104.45 2416
B6O(1N) 616.72 143.11 57.23 469.83 175.18 2636
B6O(2N) 616.82 143.91 59.39 465.42 169.78 2630
B6O(1C) 609.70 139.68 57.49 469.20 168.57 2614
B6O(2C) 604.94 138.84 54.98 463.23 159.62 2591
B6O(1V ac) 545.24 127.54 61.81 486.15 180.86 2446
B6O(2V ac) 455.95 150.10 61.91 504.60 184.28 2206
aRef[193]
bRef[134]
8.4.2 Single crystal elastic parameters
Single crystal elastic constants for B6O and defects structures considered in this work
are not experimentally available and we have calculated ve independent single crystal
elastic constants for B6O together with the defects and these results for the defects
may serve as predictions. The single elastic constants are presented in Table 8.4 with
some theoretical calculations for comparison purpose in B6O. In line with available
theoretical results we found an excellent agreement for B6O with some constant such
as c11 and c33 as in ref [193] than constants calculated by Lee [134] whereas other
constants are in fair agreement at zero pressure.
Furthermore we investigated the Cauchy relationships, elastic isotropy, Poisson
ratios and c33=c11 which are essential in providing the characteristic of interatomic
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bonding through single crystal elastic constants. The Cauchy relationships between
the elastic sti¤ness constants for hexagonal solids with central forces are[198]:
c13 = c44; c11 = 3c12; or(c12 = c66) (8.29)
It can be seen from Table 8.4 that the Cauchy relation does not hold true for these
compounds and this fact implies that the interatomic forces in boron suboxide and
defects created here are non-central. And in our case the interatomic forces are in-
creasingly non-central in the order of C, N, O for B6X (X = C, N, O); B6O(2X);B6O(1X)
for substitutional defect (where X = N, C) based on equation (8.29) and Table 8.4 and
it may have a substantial inuence on the dislocation core structure and mechanical
behavior of these materials. Furthermore, Table 8.4 shows that the sti¤ness constants
in most cases di¤er by a factor of 2 for example c44=c13 = 2:97 in B6O, indicating
that the interatomic bonding in these systems are highly directional.
The melting temperature are closely related to their elastic constants based on
the empirical formula of Fine et al [199] and since we are working with hexagonal
structures it may be written as:
Tm = 354 +
3
2
(2c11 + c33) (8.30)
where Tm is the melting temperature and the units are in Kelvins. From Table
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Table 8.5: Elastic anisotropy factors and Poisson ratio of B6O and some defects B6O.
Compound c33=c11 c13=c12 2c44=(c11   c12)
B6O 0.77 0.43 0.76
B6N 0.70 0.32 0.71
B6C 0.67 0.53 0.46
B6O(1N) 0.76 0.40 0.74
B6O(2N) 0.75 0.41 0.72
B6O(1C) 0.77 0.41 0.72
B6O(2C) 0.77 0.40 0.68
B6O(1V ac) 0.89 0.48 0.87
B6O(2V ac) 1.11 0.41 1.21
8.4, the melting temperature of B6O at zero pressure is estimated to be 2640C; which
is higher than most boron rich solids (e.g. B4C2300-2500(C)) and also is higher
than experimental estimated value of 2436 (40) C at 5 GPa by Solovenko [200]. The
low value obtained by Solovenko is also closer to that of B6O(1V ac) which also implies
that B6O have vacancies. The predicted melting temperatures for the defects studied
are also tabulated in Table 8.4 and their values are well below that of B6O materials.
Table 8.5 shows the elastic anisotropy factors and this suggests that most of elastic
anisotropy factors of B6O and these defects di¤er substantially from unity, indicating
that these compounds are signicantly anisotropic in elasticity. It is generally true for
hexagonal systems that a quantitative comparison between c11 and c33 may provide a
qualitative comparison between the bonding strength along c = [0001] and the basal
plane. Table 8.5 also shows that c33=c11  1 for most systems implying that the
atomic bonds along c = [0001] direction between the nearest neighbors are about the
same as those along any direction in the basal plane for these systems.
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Table 8.6: Elastic properties of B6O and some defects. Hills average bulk Mod-
ulus(B), shear modulus(G), Young modulus(K) and Poisson ratio are derived from
single crystal elastic constants.
B G K  B=G
Compound (GPa) (GPa) (GPa)
B6O 243.75 213.05 501.39 0.16 1.14
aB6OTheory 233.7 223.1 507.8 0.14 1.04
bB6Oexp t 230 206 470 0.16 1.12
cB6Oexp t 300 227 540 0.20 1.32
B6N 236.65 178.82 439.18 0.20 1.32
B6C 225.70 162.24 416.35 0.20 1.39
B6O(1N) 242.40 210.72 497.57 0.16 1.15
B6O(2N) 242.91 207.47 492.71 0.17 1.17
B6O(1C) 240.44 206.55 489.70 0.17 1.16
B6O(2C) 237.29 201.19 479.98 0.17 1.18
B6O(1V ac) 229.76 201.35 470.08 0.16 1.14
B6O(2V ac) 218.13 178.50 424.43 0.18 1.22
aRef[193]
bRef[170]
cRef[201]
Hot pressed sample at 1900 0C
8.4.3 Polycrystalline elastic moduli
Although there are no experimental available values to compare for single elastic con-
stants, the polycrystalline elastic moduli for B6O have been experimentally measured
and can be used to compare our calculations for B6O. Our data for the polycrystalline
elastic moduli of the defect structures may be benecial to refer for the future inves-
tigations. We estimated the true polycrystalline elastic moduli B;G by Hills method
in equation (8.7) from equations (8.25) to (8.28). The Youngs moduli and Poisson
ratios are also presented from equations (8.8) and (8.9) and they are tabulated in
Table 8.6.
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The polycrystalline elastic moduli bulk modulus (B), shear modulus (G), and
Youngs modulus (K) are under zero pressure and are tabulated in Table 8.6 along
with some previously published experimental results and theoretical calculations for
polycrystalline B6O materials. Table 8.6 shows that the data from this study is in
agreement with available experimental results and previously published theoretical
calculations for polycrystalline boron suboxide. In addition, the Poisson and B=G
ratio from this study is consistent with the values of 0.16 and 1.12 respectively ob-
tained from elastic moduli using resonant-sphere technique at ambient conditions on
hot pressed B6O specimens [170]. It can be seen from Table 8.6 that the derived elastic
moduli from single crystals, B;G; and K of the defects are smaller than that of B6O.
These constants slightly decrease with the presence of defects. Another interesting
quantity which is generally associated with bonding directionality and the resistance
to shear is the Poisson ratio and is also given in Table 8.6. Common hexagonal solids
have Poisson ratio of   0.33 and from this data the smaller values obtained in this
work again indicates that the interatomic bonding in these solids is highly directional
and these materials are more likely to resist shear. The elastic moduli presented in
Table 8.6 may be used to classify these materials as strong solids and also suggests
that the bonding strength is very high in these materials. Elastic moduli may be
indicative to brittle character or ductile feature of the material using Pugh criterion
[202]. Based on this criterion, the brittleness (ductility) character of the material
is related to B=G ratio, if it has a low (high) value. Boron suboxide and these de-
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fects have signicantly smaller values than those of most solids (B=G > 1:40) which
indicates that they may not possess promising mechanical behavior at low tempera-
tures and since these calculations were performed at 0K, it will not be unexpected to
synthesize B6O with these defects under high pressure and temperature conditions.
Finally elastic moduli can be used to determine sound wave velocities, mean sound
wave velocity and Debye temperature D. The relationship between sound wave
velocity and the elastic constants are from Naviers equation [203]
vL =
s
B + 4
3
G

(8.31)
vT =
s
G

(8.32)
where vL and vT are longitudinal and transverse sound wave velocity respectively
and their average can be expanded as
vM =

1
3

2
v3T
+
1
v3L
  1
3
(8.33)
The Debye temperature D can be calculated by the following equation [204]:
D =
h
kB

3N0
4Vtot
 1
3
vM (8.34)
where h is Planks constant, kB is the Boltzmanns constant, Vtot the volume
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Table 8.7: Percentage anisotropy of bulk (AB), shear (AG) . The longitudinal, trans-
verse , mean sound velocity (vL, vT , vM) and Debye temperature (D) are also pre-
sented.
AB AG  vT vL vM D
Compound (%) (%) (g:cm 3) (m:s 1) (m:s 1) (m:s 1) (K)
B6O 1.51 1.24 2.70 8887.76 13989.11 9772.91 1514.54
B6N 3.16 2.32 2.60 8295.10 13520.50 9155.88 1413.17
B6C 2.54 6.92 2.42 8176.23 13495.61 9036.24 1374.95
B6O(1N) 1.69 1.47 2.68 8870.99 13980.30 9755.86 1510.34
B6O(2N) 1.75 1.68 2.66 8832.88 13977.51 9718.45 1503.14
B6O(1C) 1.57 1.68 2.65 8828.06 13951.06 9711.67 1500.42
B6O(2C) 1.64 2.10 2.60 8789.88 13933.36 9672.99 1489.82
B6O(1V ac) 0.54 0.53 2.65 8722.64 13720.91 9590.69 1481.59
B6O(2V ac) 0.06 1.10 2.61 8272.25 13223.49 9111.80 1405.53
of unit cell and N0 the number of atoms in unit cell. The calculated percentage
anisotropy, bulk (AB) and shear (AG) from equations (8.10) and (8.11) are tabulated
in Table 8.7. Acoustic velocity anisotropy and Debye temperatures are also estimated
and they are presented in Table 8.7.
The low percentage anisotropy found in both bulk and shear modulus assumes
that these materials in Table 8.7 are nearly isotropic polycrystalline materials which
might be attributed to the essential common icosahedra structure found in these
solids. The calculated sound wave velocities in Table 8.7 are plotted as a function
of Youngs modulus per density. Figure 8.2 show transverse sound wave velocity vs
Youngs modulus per density and this plot has a linear relation.
Figure 8.3 also indicate a longitudinal sound wave relation similar to that of
transverse sound velocity meaning the acoustic wave velocity strongly depend on
the Youngs modulus as well as the density of material. The wave transmission will
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Figure 8.2: Transverse sound wave velocity vs K 1:
be slower for materials with high density. From the derived single crystal elastic
constants, B6O has large Youngs modulus and its wave velocities approaches that
of cBN, less to diamond and posses the highest acoustic wave velocity than most
common solids and the defects considered here. We also found a reasonable Debye
temperatures (D) > 1400K for these systems even for the case of vacancies.
8.4.4 Formation energies of point defects
The formation energies of defects in a compound depends on the atomic chemical
potentials () in the systems and  changes depending on the chemical environment
of the system. A similar formalism used for calculating surface energies [205] may be
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Figure 8.3: Longitudinal sound wave velocity vs K 1:
used in calculating the defect formation energies [206] and applying the same restric-
tions on the chemical potentials to defects in the bulk at equilibrium. In this work
the defects studied have been mainly focused on point defects (vacancies, substitu-
tional on oxygen ) and in this section we are interested in their formation energies.
Now if the defect X in B6O ( X =C, N) system contains excess amount of X, the
excess of X may form a bulk X precipitate. Consequently, the chemical potential
of X may not exceed the chemical potential of bulk X; X  X(bulk): Similarly the
chemical potential of B may not exceed that of bulk B; B  B(bulk). The chemical
potentials for the bulk substances were obtained as total energies per unit formula
by separate calculation in this study, i.e. (bulk) = Etot(X). The chemical potentials
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in substitutional defects in B6O1 nXn (X = C or N and 0.17  x  0.33) should be
correlated with each other to satisfy the following equation:
B6O1 nXn(bulk) = 6B + (1  n)O + nX (8.35)
The formation energies of vacancies in B6O can be presented by
EF (nOvac) = E
V
tot(B6O(nvac))  Etot(B6O) + nuO (8.36)
where EF is the formation energy and EVtot is the total energy of the unit cell with a
defect and in generalizing for all defects it may be written as
EF (X : B6O) = Etot(BlOmXn)  lB  mO   nX (8.37)
The numbers l;m; n are numbers of B;O;X atoms respectively in the unit cell. By
dening
 = (B   O)  (B(bulk)   O(bulk)) (8.38)
Then equation (8.37) may be written as
EF (X : B6O) = E
0
tot(BlOmXn) 
1
2
(B   O) (8.39)
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Table 8.8: Total energies and chemical potentials calculated using B12.
Etot Etot chemical potentials E
(eV/atom) Bulk (eV/atom) from  B12(eV/atom) (eV/atom)
B6O -7.966 B12(bulk) -7.468 O(B6O) -10.953
B6N -8.080 1:C(B4C)(chain) -10.290
B6C -7.850 2:C(B6C) -10.142
B4C chain -8.033 3:C(B4C)(polar) -8.950
B4C polar -7.765 1:N(B4N)(chain) -9.101
B4N chain -7.795 2:N(B6N) -11.747
B4N polar -7.610 3:N(B4N)(polar) -8.175
where E
0
tot(BlOmXn) is independent of . For perfect a crystal E
0
tot(BlOmXn) = 0,
and the formation energy vanishes. The restriction on chemical potentials are
 H    H (8.40)
where H =  (B6O   6B(bulk)   O(bulk)) is the heat of formation of B6O. Most
calculations always neglect the temperature dependence of total energies and heat of
formations, although the dependence may be important in obtaining accurate defect
concentrations for high temperatures[207]. The energetically most favorable form
of the neutral defect is the one that gives the lowest formation energy since the
probability of nding the defect at temperature T is proportional to exp(-EF=kBT ).
The total energies and chemical potentials calculated for several defect structures
are listed in Table (8.8). The total energies were obtained by optimizing the defect
structures. These results were obtained from equation of state ts of energy-volume
data which we used to obtain bulk modulus, and pressure derivatives. We used total
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Table 8.9: Formation energies from chemical potentials.
1:EF 2:EF 3:EF
(eV) (eV) (eV)
B6O(1C) 0.176 0.029 -1.164
B6O(2C) 0.284 -0.012 -2.397
B6O(1N) -2.463 0.183 -3.388
B6O(2N) -4.971 0.320 -6.822
B6O(1V ac) 0.831 - -
B6O(2V ac) 1.394 - -
energies obtained in Table (8.8) to calculate chemical potentials for all the defects in
order to obtain formation energies. For nitrogen and carbon chemical potentials we
have chosen our previous calculated results of nitrides and carbides materials listed in
Table (8.8) and therefore we calculated three possible values for chemical potentials
(1; 2; and 3.). The chemical potential of boron B12 was obtained from that of
 boron phase that has been recently considered to be a stable prototype of boron
[208] and therefore this value was used throughout to calculate chemical potentials
for carbon, nitrogen and oxygen and also formation energies.
Calculated theoretical formation energies of the point defects considered in this
work are tabulated in Table (8.9). The vacancy formation energies on the B6O(1V ac)
vacancy and B6O(2V ac) vacancies are found to be 0.831 eV and 1.394 eV respectively.
These formation energies are higher than the substitutional formation energies of both
carbon and nitrogen. The formation energies of substitutional nitrogen to oxygen are
smaller than those of carbon substitution to oxygen. The low values of nitrogen
substitutional indicate a possible great solubility of nitrogen in B6O. The negative
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Figure 8.4: Formation energies of vacancies and substitutional carbon and nitrogen
formation energies also indicate that it is energetically favorable to form the stable
phase. The obtained formation energies are also plotted in Figure 8.4. Figure 8.4
show vacancies that has the least inuence on B6O than substitutional defects while
nitrogen substitutional may be easily generated. It is unfortunate that there are no
theoretical or experimental formation energies of these defects available to compare
with our data and therefore these calculations may be used as guide in determining
defect properties in B6O. It is stressed that such values are di¢ cult to estimate
however the low values especially for O vacancies, do indicate the ease of such defects
can be produced in the material.
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8.5 Summary
In summary, in this Chapter we presented the elastic properties of boron suboxide
and also of the defect structures created in this work using rst-principle calcula-
tions. These calculations have been performed to understand the structural, elastic
properties and formation energies of the defects in B6O and to provide an insight
into the fundamental properties of some defects in ultra hard materials. The equilib-
rium lattice parameters, volumes, elastic properties using equation of state and single
crystal elastic constants and polycrystalline elastic moduli for B6O and some defects
created in this work are accurately calculated within LDA of DFT through ab ini-
tio approach and they are in good agreement with available theoretical calculations
and experimental results. From the calculated single crystal elastic constants at zero
pressure, melting temperatures, elastic anisotropy factors, acoustic velocities, Cauchy
relations, Poisson ratios and Debye temperatures are estimated. Cauchy relations do
not true for these systems and the interatomic forces are non central. The low Poisson
ratio value of 0.16 for B6O is obtained and is consistent with previous theoretical and
experimental studies. The Debye temperatures estimated in this work are greater
that 1400K. These values are found to be much higher that most common solids.
The formation energies of the defect structures are also predicted. These forma-
tion energies are estimated for the rst time using chemical potentials obtained from
di¤erent possible carbide and nitride structures. The results show that nitrogen sub-
stitution to oxygen in B6O is more favorable in comparison to that of carbon. In
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addition, taking into account the positive values of vacancy formation energies, the
important role of a process to synthesize B6O with vacancies should be very likely.
The understanding of the possible reasons of the formation of some point defects in
B6O and explaining of the inuence of some defects on the physical and chemical
properties of ultra hard boride materials seems very interesting. O vacancies and
substitutional C and N essentially make the B6O structure less hard and play an
important role in weakening the strength of B6O. We have also suggested that O
vacancies play an important role in inuencing thermal properties of B6O such as the
Debye and melting temperatures.
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Chapter 9
Conclusion
We have used an ab initio computational modelling to investigate properties of po-
tentially ultra-hard boride materials. We presented both LDA and GGA calculations,
and as usual GGA underestimated the bulk modulus. The boron icosahedra and how
it is connected has been shown to play a critical role in the properties of several
boride materials. Connectivity in these materials is quite complex involving con-
nection geometries and atomic types that di¤er from one material to another. The
preferred links between icosahedra occur as rigid covalent bonds, directed radially
outwards from each vertex. In tetragonal boron additional elements such as nitrogen
or carbon can stabilize the unit cell by providing decit electrons. The rhombohedral
structures resemble that of semiconductors from calculated density of states.
This work has also shown that often there is no direct covalent bonding between
the chemical atoms and suggests that the additional chemical atoms are inuencing
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the boron bonding di¤erently in each material. Subtle changes are found that can be
quantied by average charge density on di¤erently B-B bonds. Although trends such
as volume changes and bulk modulus do exhibit a similar variation to the measured
hardness of the materials there is low bulk modulus for the MgAlB14. It is found
that in this material there is a quite larger changes in B-B bonding. This we suggest
that the extend of B-B bonding in the boride structures and how it is a¤ected by
additional atoms holding these structures together is guide to the extend of hardness
in these important class of novel hard materials.
We also investigated some properties of selected boron rich compounds with the
composition of B6X (X=C, N, O) and they are consistent with other hard materials.
The calculated properties compares well with experiment and available data from
other calculations. These materials have high bulk modulus with trends established
from the e¤ects of the atomic volumes of the additional elements in the icosahe-
dra and bulk modulus. Since hard materials are also associated with bulk modulus
and other factors, we conclude that our calculations predict ultra-hard materials for
B6X (X=C, N, O) compounds. Further investigations into these compounds would
elucidate electronic, magnetic and mechanical properties with possible applications
imposed by technological requirements.
We also calculated the structural and thermodynamic properties of boron icosahe-
dral structures using molecular dynamics simulations. The Terso¤ parameters used
are reliable to investigate the structural and thermodynamics properties of boron
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icosahedral studied here and we suggest that with proper adjustment of the para-
meters they can be used to give much insight of these complex structures. Lattice
parameters, bulk modulus and are in fair agreement with other calculations for some
of our structures. We also predicted thermodynamic properties such as specic heat,
linear thermal expansion coe¢ cient and B4C and B6O structures obey the classical
Dulong-Petit result which is obtained at high temperatures for all solids.
Finally we predicted the elastic constants of an ultra hard boride B6O and some
defects in the crystal structure. The calculated single crystal elastic constants to
were estimated polycrystalline properties and thermodynamic properties such as the
melting and Debye temperatures as well as sound wave velocities in these structures.
We also estimated the formation energies of the various structures from chemical
potentials.
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Figure 9.1: Crystal structure of B6O with one vacancy at O site
Appendix A
190
Figure 9.2: Crystal structure of B6O with two vacancies at O sites.
Figure 9.3: Crystal structure of B6O with one N substituting O atom.
191
Figure 9.4: Crystal structure of B6O with substitutional defect of 2 N at 2 O sites.
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