Video summarization targets the challenge of finding the smallest subset of frames, while still conveying the whole story of a given video. Thus it is of great significance for large-scale video understanding, allowing efficient processing of the large amount of videos that are uploaded every day. In this paper, we introduce a Dilated Temporal Relational Adversarial Network (DTR-GAN) to achieve frame-level video summarization. The dilated temporal relational units in the generator aim to exploit multi-scale temporal context in order to select key frames. To ensure that the model predicts high quality summaries, we present a discriminator that learns to enhance both the information completeness and compactness via a three-player loss. Experiments on the public TVSum dataset demonstrate the effectiveness of the proposed approach.
INTRODUCTION
Driven by the large number of videos that are being produced every day, video summarization [11, 15, 19] plays an important role in extracting and analyzing key contents in videos, and has recently gained increasing attention in an effort to facilitate large-scale video Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ACM TURC 2019, May 17-19, 2019 [9, 12, 13, 18] . It aims to select a subset of key frames/shots as the summary that can still convey the whole story of the video.
Essentially, the task of video summarization has two main challenges: 1) how to exploit a good key frame/shot selection policy that takes into account the temporal relations embedded in the video and generates high quality frame-/shot-level summaries; 2) how to ensure the information completeness and compactness, and capture all key contents with a minimal number of frames/shots in the video.
To address the above two challenges, we propose a novel Dilated Temporal Relational Adversarial Network (DTR-GAN) for framelevel video summarization. Dilated Temporal Relational (DTR) units integrate context among frames at multi-scale time spans, in order to enlarge the model's temporal field-of-view and thereby effectively model temporal relations among frames. Another temporal modeling unit, Bidirectional LSTM (Bi-LSTM) [5] , functions on every time step and benefits both long and short time dependencies by addressing the gradient problem commonly found in traditional non-gated RNNs. Since our DTR units act on some certain time scales for efficiently capturing long and short temporal dependencies, Bi-LSTM can help enhance the modeling in parallel. In this way, we propose to combine DTR units with the LSTMs to ensure that the generator can have better generating ability.
The discriminator takes three pairs of input: (generated summary, video sequences), (real summary, video sequences) and (random summary, video sequences), and optimizes a three-player loss during training. It is cast to discriminate the real summary from the generated summary and the random summary (a randomly shorten sequence), which further enhances the ability of the generator. In this way, we reformulate the traditional learning objective of the adversarial network as a three-player loss in order to ensure more robust and accurate predictions by forcing the discriminator to effectively regularize the model. To better ensure the completeness and compactness, we further introduce a supervised generator loss during adversarial training.
In summary, this paper makes the following contributions:
• We propose a novel Dilated Temporal Relational Adversarial Network for video summarization, which excels at capturing multi-scale temporal dependencies in videos and generating a compact subset of frames with good information completeness. The experiments on the public dataset TVSum [17] demonstrate the effectiveness of our proposed method. • We develop Dilated Temporal Relational (DTR) units to depict global multi-scale temporal context and complement the commonly used Bi-LSTM. DTR units dynamically capture different levels of temporal relations with respect to different hole sizes, which can enlarge the model's field-of-view and thus better capture the long-range temporal dependencies.
• We introduce a three-player loss for frame-level video summarization, which adds regularization to improve the model's abilities during adversarial training. Different from the traditional two-player loss, three-player loss enhances the model to learn better summaries as well as avoids selecting random trivial short sequences as the results.
OUR APPROACH
The proposed DTR-GAN framework aims to address the frame-level video summarization problem by jointly training a dilated temporal relational generator and a discriminator with three-player loss in an adversarial manner. In the following sections, we first introduce the new dilated temporal relational (DTR) units for effectively capturing multi-scale temporal context. We then present the details of our DTR-GAN network with a three-player loss.
DTR Units
Prior works for temporal modeling often simply use various Long Short-Term Memory (LSTM) [7] architectures to encode the temporal dynamic information in the video. However, models purely relying on the memory mechanism of LSTM units may fail to encode long-range temporal context, such as when video sequences exceed 1000 time steps. Recently, Atrous convolutions [3] and temporal convolution networks [8] have achieved great success for long range multi-scale temporal modeling. Inspired by their works, we introduce a DTR module for capturing multi-scale temporal relational dependencies as illustrated in Figure 1 . Given a video sequence V = {v t } T t =1 of T frames, we denote the appearance features as f v = { f t } T t =1 . The features are extracted using the Resnet 152 model [6] , which has been pretrained on the ILSVRC 2015 dataset [14] . Formally, DTR units function on the above appearance features f v of the video by incorporating temporal relations at different time spans {TS} i , corresponding to different hole size h i . In our case, we use three DTR layers, each containing four different DTR units.
As shown in Figure 1 (a), for each frame v t , a DTR layer enhances its feature f t using DTR units, followed by the summation to merge all the information and generated the learned featuref j t at the j th layer. Thus the enhanced feature for the frame v t can be computed as:
where M denotes the number of different hole sizes used in each DTR layer. Each DTR h i represents the transformation on the feature concatenation of f t −h i , f t and f t +h i , which has distinct parameters with respect to different hole size h i . The transformation is formulated using a temporal convolution along temporal dimension and generates a learned temporal representation featuref j t . For each DTR unit, we empirically use M = 4 and hole sizes of 1, 4, 16, and 64. For each hole size h i , the time span for capturing temporal relations of each frame corresponds to:
Figure 1(b) shows an illustration of the DTR network with three layers of DTR units. It takes the appearance feature of the video f v as the input, and the output is defined asf 1 ,f 2 andf 3 after different layers. The batch normalization and ReLU are then applied, wherê
at j th DTR layer. The final output of the DTR network f , wheref = {f t } T t =1 , combines different temporal relations among video sequences. After summing the features obtained from DTR h i , the appearance feature f v is then transformed into a temporalsensitive featuref that explicitly encodes multi-scale temporal dependencies. The size of the filters are ω ×W , where ω corresponds to the filter size along the temporal dimension, and W corresponds to the filter size along the feature dimension. Here we use filters of size 3 × 1. The size of the receptive field can then be computed as:
where the size of the receptive field RF is computed by different hole size h i at the j th layer. Figure 2 illustrates the overall learning process. In the generator, the DTR units help exploit global multi-scale temporal context, as a complement of LSTMs, to select the most representative frames. In the discriminator, three losses are applied to jointly enhance the compactness and completeness of the summary: a generated summary loss, a random summary loss, and a real summary loss. Figure 2 , given the appearance features f v = { f t } T t =1 of all frames, the generator G aims to predict the confidence score for each frame being a key frame and encode compact video features. The overall architecture of G is composed of three modules:
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• Temporal Encoding Module J for learning the temporal relations among frames; • Compact Video Representation Module G e for generating the learned visual feature f e of the video; • Summary Predictor G s for obtaining the final confidence score for each frame. a) Temporal Encoding Module J . The module J integrates a Bi-LSTM layer and the DTR network, which contains three DTR layers with twelve units in total, to encode both long-term and multi-scale temporal relations with respect to different hole sizes. The 2048-dimensional appearance features { f t } T t =1 of all frames are taken as the input of J .
In the first branch, the appearance features are sequentially fed into a Bi-LSTM layer. The Bi-LSTM layer has both a backward and a forward path, each consisting of an LSTM with 1024 hidden cells, to ensure that the model captures the temporal dependencies both on past and future frames. An 2048-dimensional feature vector {f t } T t =1
for each frame is then produced by concatenation of the forward and backward hidden states.
In the second branch, following Eq. (1), one DTR layer computeŝ f j t of each frame and passes it to the next DTR layer, and achieves multi-scale temporal relations among frames by making use of different hole sizes h i for better video representation. After passing over the three DTR layers, the final learned feature {f t } T t =1 is obtained. In this way, the final outputs of the module J are two sets of updated features {f t } T t =1 and {f t } T t =1 of the video. b) Compact Video Representation Module G e . Given the output of the module J , the encoded features of all frames are produced as f e = { f e 1 , f e 2 , . . . , f e T }, where f e t = G e (f t ,f t ). In our setting, we use G e as a concatenation function followed by a fully connected layer, to learn the merged representation for video encoding. Note, the output of the model G e (denoted as f e t ) are used as the input of the discriminator network with the three-player loss, which will be discussed later in Section 2.2.2.
c) Summary Predictor G s . To predict the confidence score s s for the frames as the video summary results, where s s = {s 1 , s 2 , . . . , s T }, we introduce the summary predictor module G s . The score is obtained by first concatenatingf t andf t , and then passing the result to a fully connected layer and a dropout layer that produce one value for each input frame. After that, a sigmoid non-linearity is applied to each output value in order to produce the summary score. In this way, the confidence scores of the frames are generated by the summary predictor G s as the final summary results, which can be denoted as s t = G s (f t ,f t ).
Discriminator Network.
Different from the traditional discriminator architecture [4] that only focuses on justifying the fidelity of a generated sample, the discriminator D in the proposed DTR-GAN instead learns the correspondence between the input video and the predicted summary, which can be treated as a paired target. Furthermore, in order to ensure that the summary is informative, we present a three-player loss. Instead of the commonly used two-player loss [2, 21] , three-player loss further enforces the discriminator to distinguish between the learned summary and a trivial summary consisting of randomly selected frames.
The overall architecture of D is illustrated in Figure 2 . The inputs for the discriminator D are three duplicates of the original video feature representation f v , each paired with a different summary. The summaries are the ground-truth summary I д , the predicted summary by the generator I s , and a random summary I r , respectively. The representation of each summary is obtained based on the feature representation f e in the generator, allowing the discriminator to utilize the encoded temporal information.
Let us denote the ground-truth summary score as s д ∈ {0, 1}, the predicted summary score as s s ∈ [0, 1], and the random summary score, which is sampled from a uniform distribution as s r ∈ [0, 1]. The dimension of s r is the same as the one of s д and s s . Here the random summary score s r gives random importance scores for frames in the video. The summaries I д , I s and I r can thus be computed by multiplying the corresponding encoded frame-level features f e with the summary scores s д , s s and s r , respectively: As shown in Figure 2 , the discriminator D consists of four Bi-LSTM modules, each has one layer, followed by a three-layer fully connected neural network and a sigmoid non-linearity to produce the discriminator score for the three pairs
We pass the original video feature representation f v to one Bi-LSTM, and pass the encoded summaries I д , I s and I r to the other three Bi-LSTMs with shared parameters and get the hidden representations. The forward and backward paths in the Bi-LSTM each consists of 256 hidden units. In this way, the three learned representation pairs can be obtained, for checking the fidelity of the true representation pair and the other two fake ones. Then we concatenate each pair followed by three fully connected layers, with the dimensions of 512, 256 and 128, respectively. After that, a sigmoid layer is applied for generating the final discriminator scores.
Adversarial learning.
Inspired by the objective function proposed in recent work on Wasserstein GANs [2] , which has good convergence properties and alleviates the issue of mode collapse, we optimize our adversarial objective with a three-player loss via a min-max game.
Specifically, given the three modules J , G e , G s of the generator and the discriminator D, we jointly optimize them in an adversarial manner. The global objective over the real loss D(f v , I д ) and the two fake losses D(f v , I s ), D(f v , I r ) ensures that the summaries capture enough key video representation, as well as avoids the learning of a trivial randomly shorten sequence as the summary. The min-max adversarial learning loss can be defined as:
where τ is the balancing parameter between the predicted summary and the random summary. We empirically treat each player equally and set the balancing parameter τ = 0.5, since both of the two fake pairs contribute to forcing the discriminator to learn the compact and complete real summary from the fake ones.
To optimize the generator, we further incorporate a supervised frame-level summarization loss L summ (G) between the predicted summary s s and the ground-truth summary s д during the adversarial training:
This loss aligns the generated summary with the real summary, guiding the generator to produce better summaries. The optimal generator G * can thus be computed as:
EXPERIMENTS 3.1 Experimental Settings
Datasets.
We evaluate our method on the public benchmark dataset TVSum [17] for video summarization. The TVSum dataset contains 50 videos capturing 10 categories which are selected from the TRECVid Multimedia Event Detection (MED) task [16] . It contains multiple topics such as news, cooking and sports and the length of each video ranges from 1 to 5 minutes. Following the previous methods [9, 18] , we randomly select 80% of the videos for training and 20% for testing.
Evaluation Metrics.
For fair comparison, we adopt the same shot-based protocol [18] as in [9, 20] , i.e., the harmonic F-measure, to evaluate our method by quantifying the similarity between the generated summary and the ground-truth summary for each video. Given the generated summary A and the ground-truth summary B, the precision P and recall R of the temporal overlap can be defined as:
Then the harmonic F-measure can be obtained by 2PR/(P + R).
We also follow the process of [18] to generate shot-level summaries from the frame-level and the importance score-level summaries. The temporal segmentation method KTS [13] is first applied to get the video segments. Then if a segment contains more than one key frame, we give all frames within that segment the score of 1. Afterwards, we select the generated key shots under the constraint that the summary duration should be less than 15% of the duration of the original video by using the knapsack algorithm [17] .
Implementation Details.
We implement our work using the TensorFlow [1] framework, with 1 GTX TITAN X 12GB GPU on a single server. We set the learning rate as 0.0001 for the generator and 0.001 for the discriminator. During the training, we train the generator twice and train the discriminator once in each epoch in order to stabilize training. We randomly select a batch with 1000 frames and 10% interval overlaps with neighboring batches to form each batch of the video in order to reduce the effect of edge artifacts. During the testing, we feed all video sequence as the input, which can enable the model to consider the temporal dependencies in the whole time space.
Quatitative Results
We compare our DTR-GAN with several supervised state-of-theart methods to illustrate the advantages of our algorithm. Table 1 shows the quantitative results on the TVSum dataset. It can be observed that our DTR-GAN substantially outperforms the other supervised state-of-the-art methods. Particularly, DTR-GAN has 3.2% better performance than the state-of-the-art method achieved by Zhou et al. [20] in terms of F-measure. Such performance improvement indicates the superiority of the proposed method in encoding multi-scale temporal dependencies in video sequences, as well as the effectiveness of validating the information completeness and summary compactness using the proposed three-player adversarial training approach.
As shown in Table 1 , the proposed DTR-GAN achieves better performance (6.6% in terms of F-measure) than the DPP-LSTM work [18] . In their work, the DPP-LSTM model contains two LSTM layers, one for modeling the forward direction of video sequences, the other for the backward direction. The hidden states in LSTM are combined with the input visual features by using a multi-layer perceptron. The determinantal point process is further applied to enhance the ability of the model.
Another recent work [9] also uses the adversarial networks on temporal features produced by LSTMs for video summarization. However, the proposed DTR-GAN is different from it: 1) the generator in [9] encodes all different information into one fixed-length representation, which may reduce the model learning capabilities given different length of video sequences; 2) our framework further introduces a three-player loss to avoid that the network selects [9] 56.3 DR-DSN sup [20] 58.1 DTR-GAN 61.3 The most recent state-of-the-art work [20] achieves the best video summary result among the existing methods. The authors train a deep summarization network based on LSTM networks via reinforcement learning. They design a reward function that jointly accounts for diversity and representativeness.
From the experimental results, we come to the conclusion that DTR-GAN with LSTM and DTR networks can achieve better results by combining Bi-LSTM and DTR units, allowing superior capturing of multi-scale temporal relations. Besides, the introduced three-player adversarial loss also provides regularizations for the generator leading to better summaries compared to traditional twoplayer loss.
As shown in Table 2 , there is a large performance difference between the standard two-player loss and the proposed three-player loss. Here, DTR-GAN w/o rand denotes the model which applies the two-player loss and does not include the random summary in the discriminator. These results indicate that the random summary provides more regularization and ensures that no trivial randomly shorten sequences are produced as summaries.
Moreover, we replace the Wasserstein GAN with the Least Squares GAN [10] with the proposed three-player loss. From Table 2 , we can see that the performance of this baseline DTR-GAN_least squares loss is 60.2%, which is still 2.1% better than the result of the stateof-the-art work [20] . This further demonstrates that our proposed approach does not rely on a specific GAN type.
Qualitative Results
To better demonstrate the effectiveness of our framework, we provide qualitative examples of the summary results as shown in Figure 3 . The selected key frames are the images outlined in red, which are obtained via the importance scores that are generated by the generator as a summary. The images of grey outlines are the predicted trivial frames that are not selected by the proposed model.
From this figure, we can observe that the model tends to exclude the trivial information (i.e. interview parts in the video), and select more informative frames of the bicycle stunt show. At the same time, the bicycle stunt part is also summarized in order to better present the essence of the show, by removing redundant frames.
CONCLUSION
In this paper, we propose a DTR-GAN framework for frame-level video summarization. It consists of a DTR generator and a discriminator with a three-player loss and is trained in an adversarial manner. Specifically, the generator combines two temporal dependency learning modules, Bi-LSTM and the proposed DTR network. In the discriminator, we apply a three-player loss, which contains the generated summary, random summary, and ground-truth summary to provide more regularizations for the model during adversarial training. Experiments on a public dataset TVSum demonstrate the effectiveness of our proposed framework.
