ABSTRACT With the advent of the age of big data, people can collect rich and diverse data from a wide variety of collection devices, such as those of the Internet of Things. Knowledge hidden in large data is very useful and valuable. Frequent pattern mining, as a basic method of data mining, is applied to every aspect of society. However, the application of traditional frequent pattern mining methods to big data involves bottlenecks due to the large number of result sets. Such bottlenecks make it difficult to produce practical value in production and life. Therefore, mining representative pattern sets has been proposed. However, most existing algorithms select representative patterns after mining frequent pattern sets. This framework can make the runtime difficult to evaluate in large data environments. To solve the above-mentioned problems, this paper presents an online representative pattern-set parallel-mining algorithm. Within the parallel MapReduce framework, this algorithm uses horizontal segmentation to process the database and then applies the online mining algorithm to mine the locally represented pattern sets on each small database. Finally, several performance optimization strategies are proposed. As shown by numerous experiments on the actual dataset, the algorithm proposed in this paper improves the time efficiency by one order of magnitude. Several optimization strategies reduce the execution time to varying degrees.
I. INTRODUCTION
With the development of various portable devices, the Internet of Things, cloud computing, cloud storage and other technologies, all tracking data of objects can be uploaded to the cloud, and users can collect rich and diverse data from a wide variety of collection devices and mine hidden yet useful and valuable knowledge from big data. The pattern-mining process is shown in Fig. 1 . Data sources have become increasingly diverse, and applications cover all aspects of life. In the medical field, sensor devices can be used to implement remote health monitoring. The sensor sends the monitored patient's status, such as heartbeat, body temperature, blood pressure, and respiration rate, to the cloud's application in real time. The objective is to analyse hidden trends in patients' Internet of Things data, try to identify patterns that could cause complications, and send timely alerts to patients and physicians. In the retail domain, shopping can be facilitated by using the Internet of Things and big data analysis technology. For instance, Amazon.com, a well-known retailer, has launched Amazon Go. Shopping uses the Internet of Things and big data analysis techniques: customers shop in stores, and the Internet of Things implements tracking goods on shelves or in shopping carts. When a customer leaves the store, the system charges the customer. In the banking sector, the Internet of Things technology is used to facilitate payments. Bank of America, for instance, is working with FitPay to promote the wearable payment technology. Through this collaboration, cardholders will be able to pay directly from their smart watches and other wearable devices. Banks will be able to identify customer behaviour and preferences. The above examples illustrate that the big data collected by the Internet of Things exist in all aspects of life. These data are stored in the cloud; mining and analysing these data efficiently to extract useful and valuable information hidden in the large datasets will become a major research hotspot of the current ''information-based'' big data era.
Frequent pattern mining, as a major data-mining technology, has been widely applied in many fields [1] , such as analysis of real-world supermarket shopping baskets, the associated program analysis of documents or web pages, plagiarism analysis of documents, biomarker analysis (of the relationship between a disease and a person's biophysiological information), etc. Many algorithms exist for solving the frequent pattern mining problem [2] . By now, the efficiency problem has been mostly solved; thus, it is difficult to make a major breakthrough. Especially in the Internet of Things (IOT) era, the cloud-based data are very complicated, and the amount of data is increasing rapidly. The largest problem for frequent pattern-mining research is the availability of result sets. If the user-set threshold is too low, it is difficult to obtain useful information because the number of frequent patterns is too large. A useful approach is to compress the result set of frequent patterns and obtain a representative pattern set instead of the frequent pattern set [3] .
Data compression is one of the most important methods in data mining. Unlike other methods, pattern compression can be achieved by clustering, which is an automatic process of aggregating certain patterns with the same characteristics into a group [4] . Assuming that objects are frequent patterns, they are compressed by means of δ-clustering. By selecting a representative pattern in each cluster, a representative pattern set that can represent all frequent patterns is obtained. At the present stage, there are many algorithms for this kind of data compression. However, most algorithms compress the frequent patterns that have been mined, and there are few related algorithms for data compression performed while mining [5] .
With the advent of the era of big data, it is not sufficient to study the relevant data compression algorithms only in the mining process; it is also necessary to consider other aspects to improve the efficiency of the algorithm. Presently, cloud computing is growing rapidly. Hadoop, the mainstream big data application development platform, has shown its unique practicability and superiority in processing and computing massive data and has been widely used in search engines, DNA analysis, e-commerce and other fields [6] . Among the relevant algorithms, the MapReduce framework is the main tool for a parallel implementation of Hadoop. The framework can divide large-scale data into small data blocks, allocate the small data blocks to the nodes of a cluster, perform parallel processing, reduce the consumption of resources at each node and shorten the processing time of the entire task to achieve the effect of improving the task processing efficiency [7] . Using the Hadoop platform to complete the set pattern mining task that consumes a lot of time is an effective solution for overcoming the bottleneck of large-scale frequent representative pattern set mining.
The primary contributions of this paper are as follows: 1. This paper presents an online representative pattern-set mining algorithm. The algorithm enumerates all possible frequent patterns through the process of depth-first search and selects the representative pattern set to cover all frequent patterns in the enumeration process, making the representative pattern set as small as possible to achieve the compression effect of frequent patterns. The algorithm can be applied to data mining in the field of the Internet of Things.
2. In this paper, the MapReduce framework is used to parallelize the mining algorithm of representative pattern sets, and PRP (parallel mining of representative patterns) is proposed to improve the efficiency of the mining algorithm.
3. Several performance optimization strategies are proposed. Due to the possible load imbalance among nodes, the load balance at each node can be achieved by static estimation of the load volume of each cloud node.
The remaining parts of this paper are organized as follows. Section 2 describes and analyses the related studies of mining representative patterns. Section 3 defines the problems and related concepts. Section 4 presents a parallel mining algorithm for representative pattern sets of large-scale itemsets. Section 5 analyses the efficiency and extensibility of the algorithm by comparative experiments. Section 6 summarizes this paper.
II. RELATED WORK
In recent years, many data-compression algorithms, such as generator frequent closed pattern [8] - [10] , maximal pattern [11] - [13] and redundancy-aware top-k pattern [14] , [15] , have been described. These algorithms have been proposed to reduce the size of pattern sets. Among these algorithms, frequent closed patterns are not only small in number but also lossless. All frequent patterns and their support can be obtained by all subsets of the exhaustive closed pattern. However, compared to the maximum mode, the number of closed modes is greater. The maximum pattern has an information loss, and although all patterns can be recovered from the maximum pattern, support information of such patterns is missing. In some applications, it may not be necessary to obtain the specific support of frequent patterns; if so, the maximum pattern will be preferred. Certain approaches exist presently to obtaining compression patterns by balancing the accuracy of the pattern set size with the pattern support. The pattern sets obtained by these methods are usually relatively small and representative.
In the book on data mining, Han proposes a definition of pattern coverage based on δ-coverage, the goal of which VOLUME 6, 2018 is to find a minimum set of representative patterns that can δ-cover all frequent patterns. This problem can be transformed into a set-cover problem. The first two proposed algorithms are RPglobal and RPlocal [5] . RPglobal first produces a number of patterns that can be δ-covered and then uses a well-known greedy algorithm [16] to find representative pattern sets to cover all frequent patterns [17] . RPglobal is very time-and space-consuming; thus, it only applies to situations where the number of frequent patterns is not very large. The RPlocal algorithm based on FPClose [18] is very efficient but produces more representative patterns than does RPglobal. Subsequently, Liu et al. [19] proposed an algorithm called MinRPSet to improve the efficiency and space utilization by considering only closed patterns and utilizing the CFP-tree storage structure. The algorithm still has to identify all frequent patterns, thus failing to reach adequate efficiency. Based on the original algorithm, the proposed FlexRPSet approach continues to improve the efficiency by setting parameter K to control the number of times frequent patterns are covered. However, the efficiency of these algorithms is not very high in the context of big data.
No corresponding improved algorithm to solve this problem exists in the context of research and implementation of the online representative pattern-set parallel-mining algorithm on large-scale data. However, several algorithms for parallel mining frequent itemsets have been proposed. Agrawal and Shafer [20] put forward a method of count distribution to parallelize single-machine algorithms. In the researchers' algorithm, the list of transaction datasets is distributed to different nodes. Calculating the support of candidate sets on each node is used to establish a local hash tree for each node to replace the global hash tree. Muleler proposed an algorithm called SEAR to generate candidate patterns and scan the database by iterating identically to the operation of MapReduce. The one-phase algorithm [21] is also a parallel algorithm that requires only one MapReduce task to mine complete frequent itemsets. All possible subsets of transactions are generated in the map phase, and the global support is counted in the reduce phase. The frequent itemsets are obtained by comparing to the minimum support min_sup. This paper presents an online representative pattern-set parallel-mining algorithm based on the high efficiency of the parallel framework.
III. PROBLEM DEFINITION
This section will introduce several basic concepts involved in the article and define the problem to be solved.
Definition 1: Let the minimum support be min_sup; if the support is greater than the specified threshold (minimum support min_sup) in dataset D, it is proven that the set is a frequent itemset.
Definition 2: There are two itemsets, A = {I 1 , I 2 , , I m } and B = {K 1 , K 2 , , K m }. If all items in itemset A appear in itemset B, and there is an item that is not in itemset A but is present in itemset B, then A is a subset of B, and B is a superset of A.
Definition 3: An instance of the first appearance of a prefix sequence: suppose that there is a sequence S, in which the prefix sequence is e 1 , and the first instance of the prefix sequence e 1 in S can be represented by the subsequence from the beginning of sequence S to the occurrence of item e 1 . An example of the first occurrence of e 1 e 2 ..e i e i+1 in the (i + 1)th sequence can be defined recursively: the first occurrence of e i+1 is from the beginning of the sequence to the first occurrence of e 1 e 2 ..e i (i ≥ 1) in the ith sequence. For instance, assuming that there is a prefix sequence AC, the first occurrence of the sequence in the transaction sequence ABCD will be ABC.
Definition 4: The transaction database DB is a two-tuple < TID, Transactions >, where TID is the transaction set number, and Transactions represents the transaction set. An example is shown in Table 1 .
Definition 5: The projection database of a prefix sequence: given a database DB, the complete projection database of a prefix sequence on database DB is a set of projections of e 1 e 2 ..e i for each sequence. For instance, for databases listed in Table 1 , the projection database of prefix ABC is
δ. A set of patterns forms a δ-cluster if there is a representative pattern P r that makes each pattern P in the set to be δ-covered by P r , where O(P) is the corresponding itemset of pattern P, and D(P, P r ) is a distance measure calculated by the following formula:
In this paper, the primary problem is mining representative patterns, as defined below. Problem Statement Given: (1) A transaction dataset, (2) the minimum support min_sup, and (3) the clustering quality metric δ. The task of representative pattern set mining algorithm is to determine a set R of representative patterns such that there is a representative pattern P r ∈ R for each frequent pattern P, the pattern P r can δ-cover P, and |R| is the smallest.
IV. ALGORITHM DETAILS
In this section, the algorithm for online parallel mining of representative patterns (PRP) is described in detail. First, the complete framework of the algorithm based on Hadoop is introduced. Accordingly, the overall framework will be introduced according to the flow of the MapReduce computing framework, mainly including two MapReduce processes. Second, the new algorithm called PRP is introduced in detail. Finally, the parallelization algorithm considering load balancing and the implementation of the reduction strategy are briefly introduced.
A. WHOLE FRAMEWORK
The whole framework is divided into three parts: obtaining statistics of frequent 1-itemsets, grouping of frequent 1-itemsets considering load balancing, and online parallel mining of the representative pattern set. These three parts will be handled using two MapReduce frameworks.
1) PARALLEL STATISTICAL COUNTING
In this part, the frequent 1-itemset is counted by a MapReduce process. The first step is partitioning: for a given transaction database, the database is divided into contiguous parts, and each part is stored on P different computers. Accordingly, each computer stores a part of the database data. Each part is called a slice. The next step is to count the frequent 1-itemset [22] : this part uses a MapReduce procedure that produces the frequency of each item that appears in the database. Each mapper process processes a slice of the database; this step can determine the vocabulary I of the item, which is unknowable for a large database; the frequent 1-itemsets produced by the results of this step are stored in an F-list.
2) FREQUENT ITEMSET GROUPING
This part is completed by a computer. In this part, the possible depth of each frequent 1-itemset is estimated by a sampling method; the frequent itemsets are grouped by considering load balancing, and the results of this section are applied to the next part that handles the partitioning aspect of representative pattern set mining. The |I | frequent 1-items in the F-list generated in the previous step are grouped, and the quantity Q to be grouped is determined according to the number of computers in the reduce process of the mining part of the pattern set. The grouped table is called a G-list; each group is given a unique group number gid. Both the F-list and the G-list are very small, and the time complexity is consistent with O(|I |); hence, this step can be done on a computer in a few seconds. The data generated by the result of this step are stored in a G-list.
3) PARALLEL ONLINE MINING OF THE REPRESENTATIVE PATTERN SET
This part concerns primarily the parallel mining of representative pattern sets by using the above-generated F-list and G-list. This section is the key part of the complete framework and will be discussed in detail in the next section.
The complete framework of the algorithm is shown in Fig. 2 .
B. ONLINE REPRESENTATIVE PATTERN-SET PARALLEL-MINING ALGORITHM
The online parallel-mining algorithm proposed in this paper consists of two processes: the Map process and the Reduce process. The Map process generates a set of independent transactions based on group classification. The Reduce process mines representative pattern sets on independent transaction sets based on group classification.
In Algorithm 1, each mapper processes a slice of the database DB in the first step. The input of a mapper is < key, value = T i >. When a mapper begins execution, it first calls the G-list generated in the second step of the previous section. G-lists are usually small and can be stored in memory; thus, the G-list is stored in the form of a hashmap table, where an item is a key, and support and group-id are values. Next, a separate transaction set based on the group classification is obtained in the loop (lines 3-12). The items in each transaction T i will be rearranged in the order of the items listed in the G-list table (Two orderings are possible here: increasing and decreasing according to support. After the dataset of the first method has been sliced, the amount of work per slice does not vary greatly, but the number of representative pattern assemblies is much larger than that of the other. The second method can ensure that the number of representative pattern sets is much smaller.), so that new transactions T i are generated (line 4). T i will be scanned backwards from the first item or from left to right. If the group id corresponding to al in the G-list is scanned for the first time, the output of the key-value is in the form of < key = group-id, value = al, al + 1, al + 2, , an >, i.e., each key is the group number of a G-list, and the corresponding value is an independent transaction set based on group classification; otherwise, no data are output (lines 5-11). The primary purpose of the mapper process is to partition the original database by projection. It is clear that the partitioned data are an order of magnitude smaller than the original databases; thus, the newly-built database will reduce the amount of memory used. In this way, the parallelization effect is achieved successfully. The process is a good approach to parallelization of data partition; the partition method does not lose the result and can store the complete dataset in memory.
The Reducer process, the primary function of which is to represent pattern set mining on a separate set of transactions based on group classification, is described below. Hadoop pushes the key-value pair with the same group id to the same reducer node; thus, the input of reducer is < key = groupid, value = value1, value2, . . . , valueN >. Each Reducer is independent of other Reducer processes and handles its own database independently. The detailed algorithm is shown in Algorithm 1.
PDRP is an algorithm for the online mining of representative patterns. This algorithm adopts the depth-first method while mining frequent patterns, uses the longest pattern to cover frequent patterns without knowing the complete coverage information, and generates the representative pattern set online. The depth-first search process scans each pattern twice: first, to visit the pattern while descending and, second, to visit the pattern after visiting its children. It can be seen that after the second visit to a pattern, all patterns that may cover it have already been enumerated, and no other patterns covering the pattern can be observed among the patterns enumerated later. A pattern is output the second time it is visited. Otherwise, a new data structure called RP-tree is used in this paper. The structure of RP-tree is similar to that of FP-tree. In an FP-tree, each node modifies the state of the node by aggregating the support of all new itemsets. However, an RP-tree modifies the state of the node by calculating the maximum support of the new itemsets. For instance, a representative schema set is ACDEF: 2, ACD: 3, D: 4, BD: 1, B: 1, and BCF: 1; its RP-tree is shown in Fig. 3 . Finally, the PDRP algorithm scans all output patterns, and if any pattern is determined to not be covered (such pattern is called an exploration pattern), the algorithm finds a current maximum set (a representative pattern set) that covers the pattern. The current maximum set mentioned here means that the items contained in the set are the largest, and the pattern is one of representative patterns that are to be mined last. Using this algorithm, representative pattern sets on the projection database can be obtained.
C. LOAD BALANCING
Load balancing is a very important technology for achieving a balance in a cluster system. Its principle is to make the load on each node reach a balanced standard so that the processing time of each node is the same, to improve the overall processing efficiency. In the previous section, a representative pattern set parallel mining algorithm was introduced, but load balancing was not considered. The algorithm proposed in this paper projects the original database through the corresponding relation between the group id in the G-list table and the frequent 1-itemset and then processes it in the map function of each node by projecting to different nodes. Such processing may cause some trouble, as the projection database's load on some nodes is higher, while the projection database's load on other nodes is very low, which can lead to inefficiency. Therefore, in this section, we will introduce a parallel mining algorithm that considers the load balance representative pattern set. By calculating the load of each node, these load units are divided into Q groups (i.e., the number of nodes).
Next, we introduce the calculation of each load unit. The load of the entire representative pattern-set parallel-mining algorithm process is equal to the sum of the loads on each node separately representing the pattern set mining, and the load on each node is the sum of the loads of all the frequent 1-itemset projection databases on each node. However, the load of each frequent 1-item projection database is very different from the input data, and it is impossible to obtain the accurate calculation of its load results. Therefore, an estimated calculation of the load for each frequent 1-item will be performed:
(1) The load of the projection database of each frequent 1-item = the recursion times of the representative pattern set mining algorithm on the projection database corresponding to each frequent 1-item;
(2) The length of the longest frequent path of the projection database corresponding to each frequent 1-item ≈ the position, where each frequent 1-item looks from the back to the front in the F-list.
According to [23] , the number of recursions of representative pattern set mining on the projection database involves the longest path of the projection database and the power function. Let the load amount corresponding to the frequent 1-term j be L j and its position in the F-list be P j from the back to the front. Based on the above assumption, we can obtain the formula L j = logP j .
Using the above formula, the load of each node can be estimated. Let the total number of frequent 1-items in the F-list be S; the load of each frequent 1-item in the F-list is S less the value of its corresponding position. Load balancing can be achieved by making the load of each group as close to the average as possible.
D. ALGORITHM EXAMPLE
Based on the above description, we can formulate a basic online representative pattern-set parallel-mining algorithm. To better understand the algorithm workflow, this section presents an example data set for which each step of the proposed parallel online mining representative pattern algorithm is described in detail. This section uses the transaction database with the data shown in Table 1 to illustrate the execution results of each step of the algorithm. Initially, the first part of the algorithm is executed, counting in parallel. This part uses MapReduce to generate all the frequent 1-itemsets and their corresponding support. For the data in Table 1 , the minimum support is set to 2, and a frequent 1-itemset called an F-list is generated, as shown in Table 2 .
Next, the second part of the algorithm is executed to group the frequent itemsets. The static load-balancing strategy is used to group the frequent 1-itemsets, and the load condition of each frequent item is obtained through calculation. By calculating the total load, the load is evenly distributed to each node. The load situation and the final grouping result are shown in Table 3 .
Next, we introduce the process of parallel online mining for representing pattern sets. First, each transaction in the original database is reordered by the G-list on the mapper. According to the parallel projection method, the transaction with the key of group id and a truncated value is generated. Assuming that T4, ABCDFG is read, the new transaction for reordering is BCFAGD. Scanning from the first item, the output is <key=1, value=B, C, F, A, G, D>, followed by C, the corresponding group id of which is the same as that of B; thus, no data are exported. The next item is F, and the corresponding group id never appears; thus, the output is <key=2, value=F, A, G, D>. The next item is A, the corresponding group id of which and that of F are the same; therefore, no results are output. Next is the last item G, the corre-sponding group id of which never appears; thus, the output is <key=3, value=G, D>, followed by D, the corresponding group id of which and that of G are the same, and no results are output.
The method adopted in this step can successfully guarantee that the frequent pattern is compressed at each independent node on the basis of not losing the frequent pattern. This step effectively uses the concept of equivalence class. Because Hadoop transmits the result produced by the mapper to the same node according to the same key value, the algorithm proposed in this paper accomplishes the objective of not losing the result using the idea of parallel projection. As the pattern that produces B and C will only exist on the first node, the pattern containing B and C will not appear on the second and third nodes; thus, the result is that all frequent patterns are correct. This step ensures that the selected representative pattern can also be selected very well. Due to parallel processing, some redundant representative patterns are still selected, and the significant improvement in time efficiency makes up for this shortcoming. The algorithm proposed in this paper performs very efficiently. The mapper results of this step are shown in Table 4 . As to the key-value pairs generated by the mapper, for the Hadoop system, the data will be transmitted through the communication process. This step is called shuffle. This step is also the primary reason for the parallel acceleration ratio reduction. Due to the communication cost, the algorithm cannot guarantee the acceleration ratio of the parallel algorithm. By outputting the value of the same key value to the same reducer, each reducer is equivalent to a local data set. On each reducer, the local representative pattern-set parallel-mining algorithm is run by counting the local frequent 1-itemsets. The result of generating local frequent items on the reducer is shown in Table 5 .
E. OPTIMIZATION STRATEGIES
This section presents several performance optimization strategies to further improve the efficiency of the algorithm.
1) THE REDUCTION STRATEGY BASED ON CLOSED PATTERNS
If the support of any superpattern of the frequent pattern P is less than the support of P, then P is called the frequent closed pattern. The number of frequent closed patterns is much smaller than that of frequent patterns. Theorem 1 proves that if a set of representative patterns can cover all frequent closed patterns, then it must cover all frequent patterns.
Theorem 1: let S be a frequent pattern set relative to a threshold min_sup on data set D. If a pattern set R can δ-cover all frequent closed patterns in S, then R can δ-cover all frequent patterns in S.
Proof: According to the nature of a closed pattern, it is not difficult to realize that for a non-closed frequent pattern P, there must be a closed pattern P that satisfies P and P with the same support set. Therefore, according to the δ-coverage definition based on equation (1), the pattern set R can δ-cover all frequent closed modes; then, R can δ-cover all frequent patterns.
According to Theorem 1, in the process of mining representative patterns, only all frequent closed patterns need to be considered. Therefore, the closed pattern reduction strategy can be used to improve the efficiency of the algorithm. The primary idea is that in the RP algorithm, for any pattern P, if there is a pattern P c being discovered before the first visit to P, and O(P) ⊂ O(P c ), |T (P)| = |T (P c )|, then all patterns that are extended by P (the pattern between the first and second visits to P) can be cut because they are non-closed.
2) STRUCTURE-BASED APPROXIMATE REDUCTION
The basic idea is that if pattern S p is on its projection database and there are m transactions that can take the action of backward insertion, then it can be approximately considered that the pattern is not a frequent closed pattern [24] . The advantage of this processing is that it can shorten the detection time on the reducer, and if m transactions of pattern S p in its projected database can take the action of backward insertion, the probability that the remaining transaction set cannot reinsert is extremely low. Especially in the environment of large data for large-scale data, the projection database of a pattern S p may include tens of thousands or possibly hundreds of thousands of data. In the case of such a large amount of data, m can almost replace the full database.
It may take a lot of time to calculate accurately the number of hit states by using the inclusion and exclusion principle when calculating the sum of states in the backward insertion operation. Although the approximate reduction will result in a small loss of accuracy, it can greatly reduce the amount of calculation. An intuitive approach is to approximate whether a state is hit by sampling. Specifically, if the sampled state is hit by a backward extended pattern, if the sample size is large and if the whole sampled state is hit, then the probability of all states being hit is also very high. Therefore, the subpattern can be eliminated by reduction. Theorem 2 describes the relationship between the number of samples and the approximation rate by introducing the Chernoff bound.
Theorem 2: Let Z 1 , . . . , Z m be m independent and identically distributed random variables having the Bernoulli distribution, i.e., P(
In the formula given above, ϕ (the mean of m random variables having the Bernoulli distribution) represents the estimated value of ϕ. If the value of m is large, the difference between this estimated value and the true value is very small. An example is given to illustrate this problem. A coin has two sides, and the probability of a tail flip is ϕ. If m experiments are performed, the ratio of the number of tail flips to the total number of experiments is a high-confidence estimate of ϕ (where m is a large number). In Theorem 2, ϕ indicates the probability that all states are accurately hit, ϕ represents the probability that all states of m sampling are hit, and γ represents the error between ϕ and ϕ , i.e., the error between the true probability and the sampling probability. P(Z i = 1) = ϕ indicates that the current subsequence can be reduced by a probability that the error is greater than γ . According to the formula given above, the minimum number of samples m = (1/2γ 2 )log(2/θ) can be obtained after specifying the error γ and the error probability θ . If the results of m experiments are hit, it can be judged that the subsequence can be reduced, and the probability of misjudgement is θ . The following reduction rules can be obtained.
Reduction rule: let P be the current enumeration subpattern of template S i and (k, l) be efficient. Given the constant error γ and the reduction error probability θ, all the states of the support sample SS(X ) of the current subpattern P are sampled m = (1/2γ 2 )log(2/θ ) times. If all the states can be hit by the backward extension of P, then the subpattern can be reduced.
V. EXPERIMENT AND ANALYSIS

A. EXPERIMENTAL ENVIRONMENT AND DATA SETS
The algorithm used in the experiment is written in the Java language, and the running environment is Hadoop 1.2.1. The cluster used in this paper has a total of 5 machines, one of which operates as a master node, and the other four are working nodes. The CPU frequency of the machine is 2.33 GHz, the RAM size is 4 GB, and the operating system is RedHat. The specific information of the data sets [25] is shown in Table 5 .
The size of data used in this paper varies. Several data sets do not reach the specified size; thus, the data set of the specified size is obtained by expanding the data set, and a new data set is formed by extracting the data set in a random manner. Experiments on data sets of various sizes have demonstrated that our algorithm has universal applicability.
B. COMPARISON OF THE NUMBER OF REPRESENTATIVE PATTERNS 1) ALGORITHM-RUNNING RESULT ANALYSIS
The first experiment is to compare the algorithm PFP proposed in this paper with the existing algorithms RPglobal and FlexRPset. First, set N to be the number of representative patterns generated by RPglobal. Fig. 4 shows the ratio of the number of patterns generated by other algorithms to the number of representative patterns generated by RPglobal for various values of the minimum support. Clearly, the ratio of the number of representative pattern sets for the RPglobal algorithm is always 1. The parallel nodes of the experiment are set to 2, the parameter δ is set to 0.2, and the experiments will be performed on the data sets accidents and mushroom. Fig. 4 shows that the number of representative pattern sets is slightly higher because the algorithm proposed in this paper generates representative pattern sets in the process of mining frequent patterns. This is a method for covering frequent patterns by selecting the longest pattern, while the existing algorithms RPglobal and FlexRPSet mine representative pattern sets by selecting a greedy algorithm that can cover the most frequent patterns. The experimental results show that the number of representative pattern sets generated by the proposed algorithm is similar to that of the existing algorithms, showing that the proposed method is very effective.
Further, Fig. 5 shows the comparison of the ratio of the number of representative patterns generated by several algorithms at various values of parameter δ. The parallel nodes of the experiment are set to 2, the parameter support is set to 0.4. The algorithm proposed in this paper and the existing algorithms still have little difference in the number of result sets. Moreover, the number of result sets of the proposed algorithm is very close to that of the existing algorithms when parameter δ increases continuously.
2) ALGORITHM EFFICIENCY ANALYSIS
The second set of experiments compares the efficiency of the proposed PFP algorithm with the existing algorithms RPglobal and FlexRPset. The experimental results are shown in Fig. 6 . The parameter δ is set to 0.2. The algorithm presented in this paper reduces the running time quite significantly. Moreover, it is observed that the algorithm proposed in this paper is more efficient when the support is smaller, which is because the smaller the support is, the larger the number of frequent patterns generated. The existing algorithms are implemented by compressing frequent patterns, and the algorithm proposed in this paper is to mine representative pattern sets in the process of frequent pattern mining. Therefore, the number of frequent pattern sets is large if the support is smaller, and the algorithm proposed in the paper achieves a great improvement in the overall efficiency. Fig. 7 shows the comparison of the running time of the algorithm with the change of parameter δ. The parameter support is set to 0.4. As shown in Fig. 7 , the algorithm presented in this paper performs well at different values of δ. Compared to the other two algorithms, the proposed algorithm significantly reduces the running time of the overall program. As the value of δ is gradually increased, it is observed that the proposed PRP algorithm has a stable running time because the PRP algorithm generates a representative pattern set during the mining process; thus, the coefficient δ has little effect. Moreover, in the process of increasing δ in the other two algorithms, since k ≥ (1 − δ) * min_sup, the minimum support of the representative pattern will become smaller as δ increases. Therefore, the number of representative patterns generated will increase as will the overall time of the algorithm.
3) SCALABILITY ANALYSIS
In this algorithm, parallelization is realized using Hadoop, and the communication cost will be a major factor affecting the running time of MapReduce processing. In the entire process of running the program, the data are first sliced, and each node is allocated a certain amount of data. Therefore, the scalability of the algorithm is observed by increasing the size of data. The result is shown in Fig. 8 . The parallel nodes of the experiment are set to 2, the parameter δ is set to 0.2, and the parameter support is set to 0.4.
The experimental results show that the running time of the parallel algorithm increases exponentially, matching the conjecture in the paper. The complexity of the algorithm results mostly from the enumeration stage of the algorithm, and the enumeration operation itself is exponential; hence, the paper implements parallel processing in the algorithm. By distributing the enumeration process to different nodes, the running time of the program is reduced greatly, and at the same time, it is proven that the program in this paper scales well.
4) SPEEDUP ANALYSIS
The speedup is the proportion of the running time of the same task processed by a parallel processor or different processors, and it is used to measure the effectiveness of program parallelization. When the resources are individually allocated to one processor, assuming that the running time of a single program on a single-processor parallel system is T s , and the running time of K processes running in parallel on K processors is T k after the program has been parallelized, the speedup S p of the parallel program in the parallel system can be defined by
As shown in Fig. 9 , with the continuous increase of the number of nodes, the speedup of the proposed algorithm increases constantly, and the slope of the curve decreases continuously, i.e., if the number of nodes is continuously increased, the running time does not, however, decrease linearly. This problem is primarily caused by two factors. First, the algorithm proposed in this paper is not a problem of linear time processing. The complexity of the algorithm arises primarily from enumeration, and the enumeration process requires exponential time; thus, there is no linear change with the increase in the number of clusters. Second, the communication between MapReduce processes is time-consuming; hence, the greater the number of nodes is, the longer the transmission time. Adding nodes only reduces the running time of the algorithm and does not reduce the transmission time. The above two points explain why the slope is not a curve of 1.
5) PERFORMANCE-OPTIMIZATION ANALYSIS
The paper presents two strategies for optimizing performance: one is based on closed pattern reduction, and the other is on approximate reduction. The parallel nodes of the experiment are set to 2, the parameter δ is set to 0.2, and the parameter approximate reduction factor is set to 0.7. As the experimental results show, both of these two strategies have an effect on the experimental results and reduce the running time of the program. As shown in Fig. 10 , with the increase in support, the decrease in the running time of the proposed algorithm is more apparent, which is due to the reduction strategies proposed in this paper, i.e., the closed pattern reduction and the approximate reduction. The reason is that, as support decreases, an increasing number of frequent patterns will be generated, and the algorithm proposed in this paper can effectively terminate the traversal of frequent patterns in advance by both closed pattern and approximate reduction. Therefore, it is very effective for shortening the running time.
VI. CONCLUSIONS
Most of the proposed representative pattern-set parallelmining algorithms select representative pattern sets after mining frequent patterns. This framework makes the running time difficult to evaluate in the context of big data. The online representative pattern-set parallel-mining algorithm based on the MapReduce parallel framework proposed in the paper improves the time efficiency by an order of magnitude. Although the running time is reduced by the parallel representative pattern-set mining algorithm, the number of result sets is increased. Therefore, it is necessary to minimize the result sets in the process of parallelization. In addition, the algorithm proposed in the paper is applied to the itemsets, and the frequent pattern compression can be performed on the sequence in the future research. These problems are left by this paper for further studies.
