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I. INTRODUCTION 
One of the most useful techniques in Liapunov stability theory for ordinary 
and functional differential equations is the comparison method. The main idea 
of this technique is to determine the stability properties of the vector equation 
x’ =f(t, x) WI 
from the stability properties of a scalar equation 
u’ = g(t, u) (S) 
through the choice of a suitable Liapunov function V(t, X) which satisfies the 
differential inequality 
V’(t, 4 G g(t, v, 4. (1) 
For an excellent exposition of this method we refer the reader to [6]. The main 
purpose of this paper is to apply the comparison method to the problem of 
existence of periodic solutions of functional differential equations. In particular, 
it will follow from Theorem 1 that iff, g, and V are T-periodic, V is “suitable,” 
(I) is satisfied and (S) has a T-periodic solution which is sufficiently large, then 
(N) has a T-periodic solution. The motivation for this result comes from the 
well known technique used for plane systems of constructing a two cell which is 
positively invariant for the system and then applying the Brouwer fixed point 
theorem to the map x(0) - X(T). However, in many cases, a cell may be invariant 
under the translation map x(0) + x(T) but not be positively invariant. This 
behavior can easily be seen by considering a scalar equation of the form 
x’(t) = m 44 + 4(t)* 
Here we assume p(t) and q(t) are continuous and T-periodic with p(t) having a 
negative mean value but not being a negative function. It is easy to see that no 
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cell is positively invariant for this equation although any cell of the form 
[-M, M] is invariant under the map x(0) -+ x(T) if M is large enough. 
Using Theorem 1, we are able to show that the Razumikhin technique (cf. 
[ 1, 2, 4, 6, 81) of using a Liapunov function to determine the stability properties 
of a functional differential equation can also be used to determine the existence 
of periodic solutions. This technique is then applied to integral equations in the 
same spirit as the work in [l]. 
Finally, motivated by a result obtained in [3] concerning the existence of a 
positive periodic solution of an ordinary differential equation Theorem 3 
applies the comparison method with vector valued Liapunov functionals and 
as an application of Theorem 3 the above mentioned result in [3] is extended. 
All of the literature dealing with periodic solutions of functional differential 
equations cannot be recounted here, but we refer the reader to [2-81 and the 
references therein. 
2. Let C denote the Banach space of continuous functions 4: [-r, 0] -+ 
Rn, where r > 0 is fixed, with the supremum norm, 114 // = sup{1 C(8)!: --r < 
0 < 0}, 1 * / being the usual euclidean norm in R". If x(t) is defined and continuous 
on [-Y, co) into Rn, for t >, 0 we define xt E C by ~~(0) = x(t + 0) for -r < 
e d 0. 
Consider the functional differential equation 
$4 =f(t, 4 (1) 
where . is the right hand derivative and f: R x C -+ R" is continuous, maps 
bounded sets of R x C into bounded sets of Rn, and satisfies f (t, 4) = f (t + T, 4) 
for all 4 E C and all tE R for some positive constant T. Also, we assume that f 
is sufficiently smooth to guarantee uniqueness of solutions for the initial value 
problem. For t, E R and 4 E C, x(t; t,, 4) is the solution of (1) with xt, = $ and 
when considered as a function with values in C we write xt(t,, , 4). 
Let R+ denote the nonnegative reals and V: R X C -+ R+ be continuous. We
define v’(t,$) by 
V’(t, $) = lillil+ sup h-l{ I+ + A, %+7&(& N) - I% C)]. 
In a similar fashion, if E R x R" + R+ is continuous, we define V’(t, C(O), 4) by 
qt, +(o), C) = ky+ sup h-qqt + A, x(t + k t, $1) - V(t, 4(O))) 
or, if V is locally Lipschitzian we have, 
qt, 4(O), 4) = fiy+ sup h-l{q’(t + A, 0) + hf (4 4)) - vt9 C(O))>. 
In what follows we shall use the following definitions. 
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DEFINITION 1. Let V: R x C -+ R+ be continuous. We say that V is a 
convex Liapunov functional if there exist continuous increasing functions 
a, b: R+ - R+ with a(u) --f CO as u ---f cc such that 
4 b(W d V, 4) d WI 4 II) 
and, for each positive k, (4 E C: V(t, 4) < h} is a closed convex set in C for each 
fixed t. 
DEFINITION 2. Let V: R x Rn -+ R+ be continuous. Define V to be a 
convex Liapunov function if there exist continuous increasing functions c, 
d: R+ -+ R+ with c(u) -+ co as u + CO so that 
and, for each positive k, (4 E C: V(t + s, (b(s)) 6 k, -r < s < 0} is a closed 
convex set in C for each fixed t. 
In applying the comparison we shall make use of the scalar equation 
22 = g(t, 24) 
where g: R x R+ -+ R is continuous. 
(2) 
THEOREM 1. Let V: R x C -+ R+ be a continuous, T-periodic, convex 
Liapunov functional. Suppose that for j d(O)/ > K > 0 we have 
w, 4) <At, w, 4)) 
and that (2) has a maximal solution u(t) which satisfies u(t, + T) < u(t,,) for 
some t, and u(t) > b(K) for t, < t ,( t, + T. Then (1) has a T-periodic solution. 
Proof. Consider the closed convex sets 
and 
s, = {$ E c: V(tll 29) < 4to)> 
where M = sup{1 f(t, $)I: t, < t < t, + T, a(ll+ 11) < us} with us = sup(u(t): 
t, < t < t, + T}. As S, and S, are closed and S’s is bounded we see that the 
convex set S = S, n Ss is compact by Ascoli’s Theorem. 
Now, if 4 E S, , we have V(t, x,(t, ,4)) < u(t) for to < t < t, + T and, in 
particular, V(t, + T, xt,+&t, , 4)) < u(to + T) < u(tJ. Thus, as V is periodic 
in t with period T, we see that the translation map 4 + xt,+T(to ,4) maps S, into 
S, . Also, by the way we have defined S, , we have S mapped into itself by the 
translation map. By Schauder’s fixed point theorem it now follows that the 
translation map has a fixed point and (1) has a T-periodic solution, 
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The next theorem, while not as general as the preceding theorem, may often 
be more useful in a number of applications a a Liapunov function is used 
rather than a Liapunov functional. 
THEOREM 2. Let Vz R x Rn -+ R+ be a continuous, T-periodic, convex 
Liapunov function. Assume that for 1 d(O)] > K > 0, 
for all functions $I E C with the property that 
w + s, m) < L( w vv))) 
for --r,(s<O where L:R+-+R+ is continuous, nondecreasing and satis$es 
L(u) > u for u > 0. Then (1) has a T-periodic solution. 
Proof. Define m R x C + R+ by 
W(t, r$) = sup{V(t + s, 4(s)): -r < s < O}. 
Then 414 II> B JW, 4) G 4 + III and f or each positive constant k, (4 E C: 
W(t, 4) < k} = (4 E C: V(t + s, C+(S)) < k, -r < s < 0} is a closed convex set 
in C for each fixed t. Thus W is a continuous, T-periodic, convex Liapunov 
functional. We claim that for j 4(O)] > c-‘(d(K)) we have W’(t, 4) < 0. Let 
x(s) = x(s, t, +) be the solution of (1) with initial data (t, 4). If W’(t, $) > 0, there 
exists apositive h which may be chosen arbitrarily small so that W(t + h, xt+J > 
W(t, +) while W(t + h, x~+~) < L(W(t, d)). Further, we may choose K, 
0 < k < h, so that 
W(t, 6) = W(t + k, xt+d < WCs, x,> d W(t + h, xt+rJ 
for all s, t + k < s 6 t + h. Thus there must exist , and ts with t + k < tl < t, 
< t + h such that W(t + k, xt+J = v(tl , x(h)), w(t + h, ~t+h) = V(h, x(h)) 
and for all s, t, < s < t, , V(t, , x(h)) < V(s, x(s)) < v(t, , x(&J). Now for s 
with t, d s < t, we have V(s, x(s)) 3 W(t, 4) 2 v(t, #I)) 3 c(l4(0)1) 2 d(K), 
so 1 x(s)1 3 K. Also, for --Y < B < 0, we have V(s + 0, x(s + 0)) < W(s, x,) ,( 
W(t + h, xt+J < L(W(t, 4)) < L(V(s, x(s))). This implies, however, that 
V’(s, x(s), x,) < 0 on the interval t, < s < t, which isfa contradiction a d so we 
must have W’(t, 4) < 0. The result now follows from Theorem 1. 
Remark. It should be noted that it has not been assumed in any of the 
previous theorems that T >, r. If this assumption were made the translation map 
would be a compact map. Thus, if we define a continuous functional V: R x 
C -+ Rf to be an H-convex Liapunov functional ifa(\ (b(O)]) < V(t, 4) < b(ll $11) 
where a and b are as in Definition 1 but ask that (4 E C: V(t, 4) < k} be homeo- 
morphic to a convex set in C for each fixed t and each positive constant k, the 
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statements of Theorem 1 could be weakened to ask for an H-convex Liapunov 
functional. The proof of Theorem 1 in this case is even shorter as the set 5’s 
need not be considered. Also, we note that Theorem 2 can similarly be altered 
with an H-convex Liapunov function if T 2 Y. 
We now present two applications of the preceding theorems. 
EXAMPLE 1. Consider the equation 
x’(t) = -ax(t) - b(t) x(t - r) + q(t) (3) 
where b, q: R ---f R are continuous and T-periodic and a > 0 is constant. Sup- 
pose for all t 1 b(t)1 < ha for some constant h, 0 < h < 1. Then p1 and pZ and 
c0 > 0 may be chosen with 0 < pL1 < p2 < 1 so that (pa - 1 + r,,) x2 - 
(b(t)/a) xy - pry2 < 0 for all real X, y, and t. Now choose E, 0 < E < c0 and 
CY > 0 so that (CX ) q(t)j/a) - E h as mean value zero and is sufficiently small in that 
p(t) = [(pl + ~$1 exp $ (a I q(s)l/a) - E ds satisfies pl < p(t) < p2 . If we 
now define V:R x C-+R by 
Vt, 6) = (P&W) + 144 j” PP) de, 
-7 
V is T-periodic and it is also convex as it is the square of an P-norm on C for 
each t. Differentiating V along solutions of (3) we obtain , 
V’(t, x) = (,u(t) - 1 + e) x2(t) - (b(t)/a) x(t) x(t - Y) - p(t) x2(t - r) 
- Ex2(t) + q(t) .+)/a + p’(t) j” XV + 4 de 
--T 
< [(a Iq(W) - ~1 v 
if 1 x(t)\ > 1 /a. Now the equation 
u’ = [(a I dtN4 - 4 24 
has all of its solutions T-periodic and of the form 
u(t) = u(O) exp Lt [(a I qWl4 - 4 ds. 
Theorem 1 now applies, and we see that (3) has a T-periodic solution. 
EXAMPLE 2. Consider the integral equation 
x’(t) = Ax(t) + j:m B(t - s) x(s) ds + f(t) (4) 
which arises in the study of integral equations as a “limiting equation” (cf. [S, 
Theorem 7.2, p. 1761 and the references therein). Here X: R + Rn, A is an 
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n x n matrix and B: [0, 00) +L(R”) is a continuous matrix valued function 
where j’r 1 B(u)1 du < co andf: R -+ Rn is continuous and T-periodic. Assume 
also that C,” B&U) converges uniformly on [0, T] where &r(u) = B(u + nT). 
This would be the case, for example, if 1 B(t)1 were a decreasing function. 
A T-periodic solution of (4) would then also be a T-periodic solution of 
where H(u) = C BnT( u an conversely. Thus we restrict ourselves to equations ) d 
of the form of (5) where H is continuous on [0, T]. 
As in [I] we assume that A is a stable matrix, that is, all eigenvalues of A have 
negative real parts. Letting C be the positive definite solution of the equation 
ATC + CA = --I we ask that 
s 
T 1 CH(u)( du ,< M 
0 
and 2/3M/a <1 where a2 and /3” are respectively, the smallest and largest eigen- 
values of C. Now let V be defined by V(X) = xTCx so that 0~~ 1 x I2 < V(x) < 
fi2 1 x I2 and I’ is a convex Liapunov function. Now, 
v’ Q - I WI2 + 2 I 40 j--T I CW - 4 I +>I du + 2 I WI I C I llfl! 
where ljfll = sup(jf(t)l: 0 < t < T}. If h2V(x(t)) > V(x(s)) for t - T <s < t 
where h > 1 is a constant to be determined then (&/ol) ( x(t)1 3 I x(s)\ for 
t-T<fs<tand 
v” G - I @>I2 + W/3/4 I #I2 lT I CfWl du + 2 I 4t)l I C I llfll 
G WWMl4 - 11 I WI2 + 2 I C I llfll I x(t)l d 0 
if j x(t)1 3 2 / C 1 Ilflj/[l - (2@M/a)] = K > 0. Thus, by Theorem 2, (4) 
has a T-periodic solution if M is so that (2/3M/a) < 1 so that we may choose 
h > 1 so that (243M/0l) -=c 1. 
Frequently it is the case that one is able to determine from the properties of
the functionf(t, 4)that a certain convex subset of C is mapped into itself by the 
trnaslation map. For example, Krasnoselskii [3;Section 41 considers the equation 
3i”i = f$, x, ,..., x,) i = l,..., ?I? (6) 
where each fi is continuous and satisfies theproperty of positiveness. That is, 
fi(t, x1 ,..., xizl , 0, x%+1 ,..., x ) 2 0 for xj 3 0, j # i. If we define x = 
(Xl ,***, x )~ > 0 to mean that xi > 0, i = l,..., n this property implies that the 
positive cone is mapped into itself by the translation map. 
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Krasnoselskii further examines the case where (6) is majorized by the equation 
j=A(t)y+b (7) 
where y = (yl ,-., YJ, A(t) is a continuous 12 x 71 matrix and b is a constant n
vector and concludes that if A(t + T) = A(t),fi(t, .)=fi(t + T, .), i= I,..., a
and the zero solution of 
2 = A(t) x (8) 
is asymptotically stable, then (6) has a positive T-periodic solution [3; Theorem 
4.81. 
Now if we define the vector Liapunov function V(X) = x on the positive 
cone we see that along trajectories of (6) 
V’(x) = % =f(t, x) < A(t) x + b = A(t) V(x) + 6. (9) 
Also, we note that the hypotheses that the zero solution of (8) is asymptotically 
stable and that (7) majorizes (6) which implies that (7) satisfies theproperty of 
positiveness yield the fact that (7) has a positive periodic solution p(t). Also, if 
we denote the positive cone by K, {x E K: V(X) < k) is convex for any positive 
vector K and we may apply the comparison method to the inequality (9) [3; 
Lemma 4.21. These considerations suggest our next theorem. 
DEFINITION 3. Letg: R x Rn + Rn. The function g(t, U) is quasi-monotone 
nondecreasing ifg,(t, u) is nondecreasing in uj , j = 1, .., n, j # i for i = 1,. . . , n 
where g,(t, U) is the ith component function of g(t, u). 
THEOREM 3. Let K be a convex subset of C which is positively invariant for (1) 
and V: R x C --f RN be a continuous, T-periodic vector Liapunov function such that 
the ith component Vi(t, 4) of V satisfies Vi(t, 4) > 0 for 4 E K. Also, assume that 
V(t, 4) -+ co uniformly in t as /I 4 11 --f CO, V maps bounded sets of R x C into 
bounded sets of RN, andfor any positive vector k E Rn the set {$ E K: V(t, , 4) < k) 
is a closed convex set in C. Then if 
w, 4) d g(t, w, 44) 
where g is quasi-monotone nondecreasing and continuous on R x RN into RN and 
zi =g(t, u) has a positive maximal solution u(t) which satisJies u(t, + T) < u(tO) 
for some t, , then (1) has a T-periodic solution. 
We omit the proof of this theorem as it is quite similar tothe proof of Theorem 
1. We note only that maximal solutions ofzi = g(t, U) do exist [6; Theorem 1.6. l] 
and that the comparison method can be applied [6; Corollary 1.7. I]. 
Clearly, Theorem 3 includes Theorem 4.8 of [3] as the property of positi- 
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veness of (7) implies that A(t) u + b is quasi-monotone nondecreasing. Taking 
V(X) = x we obtain the following more explicit extension. 
THEOREM 4. Suppose that f: R x R” -+ R%is T-periodic in t, suficiently 
smooth to guarantee uniqueness of solutions to the initial value problem for (N) 
and satisfies the property of positiveness. Suppose also, f (t, x) < g(t, x) where 
g: R x R” -+ Rn is continuous, T-periodic in t, quasi-monotone nondemeasing and 
that the solutions of 
ti =g(t, u) 
are unique. Then if (10) has a positive T-periodic solution u(t), (N) has a T-periodic 
solution x(t) which satisfies 0 < x(t) < u(t). 
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