Water distribution networks (WDNs) represent a class of critical infrastructure networks. When a disaster occurs, component failures in a WDN may trigger system failures that result in larger-scale reactions. The aim of the paper is to evaluate the evolution of system reliability and failure propagation time for a WDN experiencing cascading failures, and find the critical pipes which may reduce system reliability dramatically. Multiple factors are considered in the method such as network topology, the balance of water supply and demand, demand multiplier, and pipe break isolation. The pipe-based attack with multiple failure scenarios is simulated in the paper. A case WDN is used to illustrate the method. The results show that the lowest capacity gets stronger when a WDN is short of supply, becoming the dominant factor that decides the evolution of system reliability and failure propagation time. The valve ratio (VR) and system reliability present a flattened S curve relationship, and there are two turning points in VR. The critical pipes can be identified. With the fixed 5% valves, a WDN can improve system reliability and resist cascading failures effectively. The findings provide insights into the system reliability and failure propagation time for WDNs experiencing cascading failures. It is proven to be useful in future studies focused on the operation and management of water services.
Introduction
Our modern society is highly dependent on critical infrastructures such as communication, power, transportation, and water supply systems. Water distribution networks (WDNs) collectively form a key component of the supply system. The stability and reliability of such systems are significant factors in ensuring public safety and normal city operations. However, failure is inevitable during the lifetime of a WDN, which can reduce the integrity of the supply system and interrupt its continuous operation [1] . It is vital to monitor and detect the worst failure scenarios.
A WDN can be represented as a spatially organized network consisting of nodes (e.g., reservoirs, tanks, and consumers) and links (e.g., pipes, pumps, and valves) [2, 3] . As time passes by, WDNs have been upgraded to form a complex and nonlinear network structure requiring a continuous reliable design and optimal controls for random user demand.
In the above studies, the analysis of WDN performance was implemented based on the network topological structure; such methods are classified as topology-based methods. Unfortunately, these topology-based methods ignore node heterogeneity. Instead, these methods primarily capture topological features, paying little attention to the function of supply nodes, trans-shipment nodes, and demand nodes [23, 24] . Therefore, topology-based methods alone do not have access to sufficient information regarding flow performance of real system infrastructures [25] . To assess the reliability of a WDN, the topology-based methods should be analyzed with firm hydraulic knowledge [26] .
In general, WDN system reliability while facing failures depends on two key factors, i.e., the topological structure and the balance of water supply and demand. We have described the former above, whereas the latter is derived from service delivery. In the method classification, the service that is made and delivered is classified as flow-based methods. Hence, unlike the purely topological methods, in this paper, we apply the flow-based approach. We analyze both the redistribution of water hydraulics and updates to the network structure. To present a more practical model, we adopt uncertainties such as pressure, flow, water demand, and valve ratio in our simulations.
In addition to the above, the capacity in the cascading failure model is described as the maximum load that a given node can bear. The capacity C i is thereby proportional to its initial load L i , i.e., C i = λ i . L i , where λ i > 1, is the tolerance parameter. Note that this model has been used in a complex network and power grid evaluation [5, 8, 9, 25, [27] [28] [29] .
In WDNs, the nodal load can be expressed as nodal pressure [30] . Here, nodal pressure should be neither too high nor too low. High pressure can lead to a pipe breaking, whereas low pressure can result in flow reductions. Therefore, capacity is limited in two ways, i.e., a maximum capacity for avoiding pipe leakage or aging pipe bursts and a minimum capacity for effectively maintaining water supply. Thus, nodal capacities can change as the water supply system runs for long periods of time.
As an example, after long-term utilization, the pressure tolerance decreases with aging components, and extra pressure assisted devices are used to enhance the bearing ability with the pressure deficiency problem. In this paper, in contrast to the original cascading failure model, the maximum and minimum capacities are both considered as dynamic constraints in evaluating WDN reliability. We thereby model the dynamic process of WDN reliability facing cascading failures.
More specifically, in this paper, we evaluate WDN from two perspectives, i.e., system reliability and failure propagation time. Here, system reliability is defined as the probability of satisfying user demand with an appropriate pressure given various possible failures at any given time. Furthermore, the failure propagation time describes the time that cascading failures transmit and spread through a WDN. The pipe-based cascading failures, i.e., the multiple failure scenarios, are simulated in the paper. Multiple factors are considered in the method such as network topology, the balance of water supply and demand, demand multiplier, and pipe break isolation. A quantitative investigation of the system reliability and failure propagation time of WDNs facing cascading failures and maintaining a balance of water service is provided. One WDN extracted from a real system is presented as a numerical example to illustrate our analysis. Through the simulations, the dynamic process of system reliability and failure propagation time with the highest and lowest pressure constraints are conducted. The evolution of the system reliability and valve ratio is discussed. Further, the critical pipes and the fixed valve locations can be obtained. The WDN system reliability is improved with the valve adjustment scheme. Our findings provide insight into the reliability of WDNs given cascading failures. It is proven to be useful for future studies into the operation and management of water services.
Pipe-Based Cascading Failure Model

Evaluation
WDN is evaluated by the system reliability and failure propagation time, each of which is described below. There are two types of WDN reliability, i.e., mechanical reliability and hydraulic reliability [31] . Mechanical reliability focuses on network topology analysis and connectivity of the system given a failure, but ignores the ability of the system to effectively supply water. Hydraulic reliability refers to the ability of the system to meet the requirements of water flow and pressure and focuses on the failures caused by changes in demand, aging pipes, and an insufficient water supply, all of which cause WDN to fail to meet the water demand. In some studies, these are merged to evaluate WDNs [13, 32, 33] .
In this paper, system reliability is defined as the probability that water is successfully supplied to customers during a failure period [34] . Mathematically, system reliability is expressed as the ratio of the total actual water demand versus the total required water demand given different failures.
where R sys represents system reliability, and m represents the number of nodes in the given WDN, Q k,t,act is the actual demand delivered to the kth node at time step t, and Q k,req is the required demand at the kth node.
Failure Propagation Time
The time during cascading failures with different initial failures in a WDN is typically not the same. The time step t is introduced to describe the load redistribution process during cascade propagation. First, t = 0 represents the initial state, i.e., a point in time when no failures occur. Next, t = 1 describes a certain component failure that causes the network topology and load to change. After this, t = 2 describes secondary failures. Throughout this process, new failure nodes and pipes may appear owing to load redistribution. If the redistributed load exceeds the nodal capacity, the node is recognized as a new failure node. The outflow pipes connected with the failure node are recognized as new failure pipes. Finally, t = 3, 4, 5 . . . describes the cascading propagation process. At each time step, new failure nodes and pipes appear.
The cascading propagation process stops when no new failure components are generated. The failure propagation time is selected as the time step when the cascading propagation stops. It describes the time that cascading failures transmit and spread through WDN.
Representation of WDN
A WDN can be represented as a directed graph that represents water flowing in a certain direction. In general, a directed graph consists of a set of nodes and one-way links [35] ; here, we represent the intersections of pipes, tanks, and reservoirs as nodes and pipes, valves, and pumps as links. Overall, the directed graph describes the network connectivity, which is recorded using incidence matrix A. An incidence matrix describes the relationship between nodes and links. The m rows of N represent the nodes, whereas the n columns represent the links. For each cell A(i, j), if the cell's value is set to 1, node i is the initial point of directed link j, whereas a value of −1 represents node i as the terminal point of link j; otherwise, 0 is assigned.
The node-link incidence matrix B is used to describe the relationship between nodes, pipes, and valves. The rows of B represent the nodes while the columns represent the pipes or valves. Values of B can be 0, 1, or −1. The elements in B can be expressed as
node i is associated with link j, and link j is a pipe −1, node i is associated with link j, and link j is a valve 0, node i is not associated with link j
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With these link-node representations A and B, WDN topologic information can be recognized and processed via the computer.
Capacity
The effect and reaction of a WDN experiencing cascading failures can be observed by the network capacity and load. Here, capacity represents the extra network flow that a component can bear during a failure, and load represents the network flow passing through the component. In previous studies, researchers have used topological metric parameters, e.g., betweenness or degree, to approximate the network load [36] ; however, a WDN is operated with a balance in water supply and demand. Pressure in a WDN should be neither too low nor too high. With this condition, the nodal service pressure P ser is adopted as the initial load [30] . Here, P ser ensures the supply and demand requirements under normal operating conditions. In this paper, load is different from that of topology-based methods in that we make use of both water hydraulics and topological features.
Attacks on pipes lead to perturbations in WDN. Such a perturbation is a small unusual change that may trigger flow redistribution. If the redistributed load exceeds its capacity, new failures occur downstream. Cascading failures are a series of failures caused by flow redistributions after component failures. In general, capacity determines whether or not each failure occurs.
Capacity is therefore an important factor in a WDN. With cities expanding, WDNs are often expanded based on their original scale. Increases in population and industry cause dynamic changes in water demand. These requirements lead to peak usage and trough usage each day. With such variations in demand, node pressures deviate from their original design value and typically keep changing. For WDNs that exist for long periods of time, it is necessary to consider changes in node pressure.
We define the highest capacity of nodal pressure as
where P k,ser is the service pressure at the kth node. P k,max represents the highest capacity of cost and aging water system components, with α included as a tolerance parameter greater than 0. Essentially, α represents the extra pressure that a node in the given WDN can bear. The larger α we use here, the larger the capacity range will be, indicating that the safe range of the given node is larger. After a failure occurs, there are three potential patterns for nodal pressure to follow; these are the following: (1) the node receives extra pressure from the broken node; (2) the node pressure remains the same; and (3) the node pressure is lower than the initial load. Lower pressure usually leads to interruptions in supply.
Considering this third potential pattern, we define the lowest capacity of nodal pressure as
where P k,min represents the lowest capacity of carrying pressure within which the shortage of supply is tolerated. Here, 1 ≥ β ≥ 0 is a tolerance parameter. When α and β have a consistent change direction, there are minimal or no changes in the probability of node failure.
Pressure-Driven Analysis
Redistributed loads can be calculated using hydraulic simulations; we adopt a pressure-driven analysis, which is one of the most recent WDN modeling methods that can effectively avoid negative pressure given a failure [37] . To analyze the redistributed load, we express some necessary factors below.
Water demand is a dynamic factor in a WDN. In general, changes in water demand depend on the daily activities of consumers [38] . The required demand describes the amount that consumers use, which can be expressed as
where Q k,req is the required demand at the kth node, DM k is the nodal demand multiplier (i.e., DM) at the kth node, which changes dynamically throughout the day, and Q k,base is the base demand at the kth node. Unfortunately, supply cannot always meet the requirements of demand. Actual demand describes the actual amount that consumers can use. To obtain the actual demand, Wagner's model is used to calculate nodal demand for networks with component failures [39, 40] :
where P k,t is the computed pressure at the kth node at time step t. EPANET (2.0, Environmental Protection Agency, Cincinnati, OH, USA) is used to implement our hydraulic simulations [41] . To realize the pressure-driven analysis described above, MATLAB 2010a is used to call EPANET 2.0 Toolkits dynamic link library to simulate cascading failures. The nodal pressure is calculated by EPANET 2.0 Toolkits, while the actual demand delivered to customers under abnormal conditions is conducted by MATLAB 2010a.
Rules for Pipe Break Isolation
A WDN contains valves, which allows it to isolate segments to limit the effect of a pipe break. Hence valves are a crucial factor in evaluating the reliability of a WDN under cascading failures. There are a numbers of studies that focus on identification of the segments [42] [43] [44] . The method of pipe break isolation is adopted by Zhuang et al. [45] .
This method contains three steps. After a pipe break, the valves near the failure pipe are firstly recognized. The depth-first search (DFS) method [46] is used to locate the nearest valves. The direct isolated segments with nodes and pipes can be obtained. The unintended isolation may also happen due to some nodes that are disconnected with all sources by the closing valves. The topological detection is then carried out to determine the redundant valves. The redundant valves are located between the direct and unintended isolation. The final isolated segments are surrounded with valves except the redundant valves.
For hydraulic analysis software such as EPANET 2.0, it cannot perform the analysis if a node is not connected to the sources but still has water demand. Node demands are updated after topological detection. For nodes within the isolated segments, their nodal demands are set to zero. For nodes on the edge of isolated segments, it is assumed that their nodal demands are reduced by the rate of isolated links and total links.
Pipe-Based Cascading Failures
Intentional attacks are adopted in this paper. As previously noted, trigger conditions for failures are typically divided into random attacks and intentional attacks [9] . Random attacks target network components selected at random, whereas intentional attacks target network components using a strategy. If the network information is unknown, components can only be attacked randomly. Often ignored, in real systems, the relative importance of each component may be different from one another. When network information can be entirely obtained or only in part, the network may be broken more easily if the priority is given to key components.
In general, real systems are able to withstand random failures; however, in contrast, intentional attacks are likely to trigger cascading failures that then lead to large-scale consequences and secondary failures. Moreover, load-based intentional attacks are more likely to trigger an overall cascading failure. Despite its high tolerance, damage to a high capacity node can still result in failures of the associated components.
Intentional attacks can start from the nodes or pipes. In this paper, we focus on the pipe-based attack. If a pipe is broken, the first step is to search the nearest valves and determine the isolation segments. The network topological structure has changed according to the closed valves, and the node demand is also adjusted to perform the hydraulic analysis.
The hydraulic failure is not necessarily related to a network mechanical failure even if the network is correctly designed on average. However, WDNs have uncertainties of spatial-temporal fluctuations in the flow demand, of pipe roughness, and of reservoir levels. These uncertainties can affect the network and lead to the hydraulic failure. As discussed in Darvini et al. [47] , when the supply request is at the minimum, the uncertainties only lead to a small increase of hydraulic failure with respect to that due to pipe burst, and the nodal reliability is dominated by the mechanical failure only. In contrast, by increasing the supply request, the nodal reliability is strongly affected by the uncertainties. The uncertainties increase the hydraulic unavailability for the medium and maximum request. Hence, after the mechanical failure of the pipe, the network flow is redistributed. The nodal pressure generally decreases. Somewhere the nodal pressure may increase, e.g., due to a reduction of the water demand and consequently of the head losses. Nodes fail when the pressure falls below the lowest capacity, due to (i) mechanical unavailability; or (ii) uncertainty related to the distribution of nodal demand and to the pipe roughness. In both cases, cascade failures may take place. It is noted that the node-based attack starts from a certain node. It has a similar simulation to the pipe-based attack. Hence in this paper, we focus on the pipe-based attack.
Assumptions and Algorithm
2.7.1. Assumptions 1. Nodes. Each demand node has three states: operation, failure, or reduction of service. A node is operational if its nodal pressure is neither higher than the highest capacity nor lower than the lowest capacity. The downstream pipes which connect with a failure node need to be isolated by valves. The reduction of service means that the nodal pressure is higher than the minimum pressure, but lower than the service pressure. The amount of water demand is available but supplied at a reduced level.
2. Pipes. Each pipe has two states: operation or failure. A pipe is operational if water can flow smoothly. A failure pipe is isolated by the valves.
3. Valves: the N valve rule indicates that one pipe can be isolated by two valves at its opposite nodes. However, a real WDN can hardly achieve this condition. The maximum number of valves in a WDN is 2n (n is the total number of links). Define the valve ratio (VR) as the ratio of actual valves and maximum valves. It is assumed that valves are located randomly by the valve rate.
4. Node demand. Node demand is equally distributed among the links connected to the node. After a failure occurs, the node demand is updated according to the detection of isolation segments.
5. Multiple failure scenarios. A certain pipe failure may lead to multiple failures. It is assumed that several pipes are in failure at a time according to the topological and hydraulic analysis.
6. Terminating condition. Two terminating conditions are set for cascading failures: (1) no other pipe fails; (2) all valves are closed.
Algorithm
Algorithm 1 summarizes our cascade propagation process. First, we load the basic information of the WDN; here, the basic information includes topology information, i.e., the incidence matrix, and water information, i.e., the nodal elevation, base demands, pipe diameters, lengths, and roughness coefficient.
Second, we run the hydraulic simulation software to obtain the service pressure under normal conditions. This is a conventional definition, due to the fact that a WDN system is usually operating in a normal range of pressure and flow conditions. We use service pressure as the initial load. Nodal capacity is then calculated using Equations (3) and (4) . For the initial step, t = 0 represents the obtained normal conditions.
Third, we set four parameters before we truly start our cascade simulation. More specifically, we set the demand multiplier DM to analyze the supply-demand relationship. Tolerant parameters α and β are used to calculate the highest capacity and lowest capacity, respectively; here, α and β evaluate the safe range in which the load can change. These three parameters are set according to the given WDN conditions. The last parameter is the valve ratio VR. It states how many valves are set in WDN. The locations of the valves are random.
Fourth, we simulate the pipe-based attack. Each pipe in the WDN is simulated separately as the attack target. Therefore, t = 1 represents the time at which the ith pipe fails. For each pipe, after a failure occurs, the failed pipe is isolated by the valves.
Next, we compute the isolated, hydraulic, and topological analyses. The isolated analysis searches for the isolation segments which combine the direct and unintended isolation. The WDN topological structure is then changed and the node demands are updated according to the isolation segments.
The hydraulic analysis simulates the status of the WDN and obtains the pressure and flow. If the nodal pressure is lower than the lowest capacity, the node is recognized as a secondary failure due to the node that cannot meet the demand. If the mean nodal pressure is higher than the highest capacity, the node maybe hydraulically failed due to the uncertainties in the WDN. For the operational node, the actual demand is calculated according to the updated pressure by using Equation (6) . For the nodal pressure lower than the lowest capacity, the actual demand is set to zero.
Our topological analysis updates the network topology structure in two steps. First, we update the incidence matrix according to the updated flow. Second, the outflow pipes associated with the failed node are regarded as new failure pipes.
We repeat these three analyses until the network reaches a new stable state, i.e., a state in which no new pipe or node failures occur. The system reliability is then calculated using Equation (1), and the failure propagation time is obtained via the iteration.
After all pipes are simulated as attack targets, network reliability can then be calculated. Note that we use average values for our final network reliability assessments to avoid fluctuations in each pipe or node cascade simulation. More specifically, for pipe-based attacks, the network system reliability is the average for the given n pipes; likewise, the network failure propagation time is the average for the given n pipes' failure propagation time. for α = 0 → maximum do 7:
for β = 0 → maximum do 8:
for i = 1 → n (for pipe-based attack) do 9:
Set t = 1. 10:
while new failures exist do 11:
Set t = t + 1.
12:
Perform isolated analysis. Update topological structure and node demand.
13:
Perform hydraulic analysis. Update loads after redistribution. 14:
Perform topological analysis. Update topology structure after redistribution. 
Results
Case Study
To clarify the proposed pipe-based cascading failure model and assess the roles of different parameters involved in the model, a WDN reported by Islam et al. [48] is applied and analyzed as an example. The network topological structure, nodal elevations, base demands, pipe diameters, lengths, and Hazen-Williams roughness are shown in Figure 1 . This water network is constructed using 2 reservoirs, 25 nodes, and 40 pipes. Nodes 26 and 27 are elevated reservoirs with total heads of 90 and 85 m, respectively. The total pipe length is 19.5 km, with pipe lengths ranging from 100 to 680 m. Pipe diameters vary from 200 to 700 mm, and the base demands vary from 33.33 to 133.33 L/s. The Hazen-Williams formula is used to calculate head loss.
17:
18: 19: 20: end for end for end for end Case Calculate network reliability.
Results
Case Study
To clarify the proposed pipe-based cascading failure model and assess the roles of different parameters involved in the model, a WDN reported by Islam et al. [48] is applied and analyzed as an example. The network topological structure, nodal elevations, base demands, pipe diameters, lengths, and Hazen-Williams roughness are shown in Figure 1 . This water network is constructed using 2 reservoirs, 25 nodes, and 40 pipes. Nodes 26 and 27 are elevated reservoirs with total heads of 90 and 85 m, respectively. The total pipe length is 19.5 km, with pipe lengths ranging from 100 to 680 m. Pipe diameters vary from 200 to 700 mm, and the base demands vary from 33.33 to 133.33 L/s. The Hazen-Williams formula is used to calculate head loss. Initially, the water network is in balance, i.e., the water supply meets the requirements of demand, and no failures have occurred. The nodal pressures are calculated with EPANET 2.0. The calculation results are shown in Table 1 .
In our simulation, there are four parameters that must be set, i.e., DM, α, β, and VR. Here, water demands dynamically change throughout a given day according to consumer use. In our present work, we chose four potential situations that may occur in terms of water usage, i.e., DM values of 0.5, 1.0, 1.5, and 2.0. Initially, the water network is in balance, i.e., the water supply meets the requirements of demand, and no failures have occurred. The nodal pressures are calculated with EPANET 2.0. The calculation results are shown in Table 1 .
In our simulation, there are four parameters that must be set, i.e., DM, α, β, and VR. Here, water demands dynamically change throughout a given day according to consumer use. In our present work, we chose four potential situations that may occur in terms of water usage, i.e., DM values of 0.5, 1.0, 1.5, and 2.0. (3) and (4), tolerant parameters α and β are used to calculate the highest and lowest capacities, respectively. The value of the tolerant parameters depends on the WDN. To cover all possible conditions, the value of α and β are set within the range of 0 to 0.5, with an iterative step of 0.05.
System Reliability Evolution with Fixed VR
VR is fixed at 100% to study the evolution of system reliability and duration given cascading failures. Table 2 shows the maximum value of system reliability (MVSR) results with different DMs. Here, the reduction is calculated as the difference between the previous DM and the current DM. From the table, the MVSR decreases with increases in DM. Further, the MVSR changes slightly as DM < 1, i.e., the reduction between DM = 0.5 and DM = 1.0 only drops 0.26%. In contrast, the MVSR decreases dramatically as DM > 1. The reduction between DM = 2.0 and DM = 1.5 is three times larger than the reduction between DM = 1.5 and DM = 1.0. It indicates that the shortage of supply accelerates the influence of cascading failures. For a pipe-based attack, Figures 2 and 3 display the evolution process of system reliability and failure propagation time with different DM conditions. The Z axis describes system reliability, whereas the X and Y axes describe tolerant parameters α and β, respectively. The gradual color change from dark blue to red indicates the system reliability changing from weak to strong. (3) and (4), tolerant parameters α and β are used to calculate the highest and lowest capacities, respectively. The value of the tolerant parameters depends on the WDN. To cover all possible conditions, the value of α and β are set within the range of 0 to 0.5, with an iterative step of 0.05.
VR is fixed at 100% to study the evolution of system reliability and duration given cascading failures. Table 2 shows the maximum value of system reliability (MVSR) results with different DMs. Here, the reduction is calculated as the difference between the previous DM and the current DM. From the table, the MVSR decreases with increases in DM. Further, the MVSR changes slightly as DM < 1, i.e., the reduction between DM = 0.5 and DM = 1.0 only drops 0.26%. In contrast, the MVSR decreases dramatically as DM > 1. The reduction between DM = 2.0 and DM = 1.5 is three times larger than the reduction between DM = 1.5 and DM = 1.0. It indicates that the shortage of supply accelerates the influence of cascading failures. For a pipe-based attack, Figures 2 and 3 display the evolution process of system reliability and failure propagation time with different DM conditions. The Z axis describes system reliability, whereas the X and Y axes describe tolerant parameters α and β, respectively. The gradual color change from dark blue to red indicates the system reliability changing from weak to strong. It can be observed that the system has a stronger potential ability to absorb and withstand local failures with increases in α and β. The evaluation of the system reliability and failure propagation time shows the same change pattern.
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It can be observed that the system has a stronger potential ability to absorb and withstand local failures with increases in α and β. The evaluation of the system reliability and failure propagation time shows the same change pattern. It can be seen that the influence of the highest capacity (α) and lowest capacity (β) on the system reliability and failure propagation time are different. To be specific, when DM < 1.0, the system reliability and failure propagation time change in the direction of α. Conversely, the influence that β has on the system reliability and failure propagation time becomes stronger when DM ≥ 1.0, exceeding the influence that α has, thus becoming the dominant factor that decides the evolution of system reliability and failure propagation time.
System Reliability Evolution with Fixed DM
Valves are a crucial factor in evaluating the reliability of a system under cascading failures. Unfortunately, valve data on the existing case were not provided. The valve rate VR is used in this section. In the previous section, we discuss the impact of DM with a fixed VR. In this section, DM is fixed as 1.0 and the influence of VR is then analyzed.
In the simulation process, values of VR are set at 10% to 100% with an interval of 10%. WDN only has a few valves at VR = 10%, while at VR = 100%, each pipe is placed with two valves at its initial and terminal nodes, respectively. Valves are located randomly with different VR. It is assumed that the minimum pressure for each node is 35 m. To obtain system reliability, α changes from 0 to 0.5 with an interval of 0.05 with each VR, and each VR scenario is simulated 30 times. Hence the total simulation time for each VR scenario is 330. The average values are then calculated.
It can be seen in Figure 2 that system reliability can achieve a stable value, i.e., system reliability would not change with the tolerance parameter variation. The stable value of system reliability and VR are picked. The results are drawn in Figure 4 .
The relationship of system reliability, failure propagation time, and VR presents a flattened S curve relationship. System reliability increases with increasing VR. After a few valves are located, the WDN is able to resist cascading failures. However, the resistance of the cascading effect is not obvious with these small amounts of valves. System reliability grows rapidly when VR runs over 20%, and the growth rate slows down after VR is greater than 80%. It can be seen that the influence of the highest capacity (α) and lowest capacity (β) on the system reliability and failure propagation time are different. To be specific, when DM < 1.0, the system reliability and failure propagation time change in the direction of α. Conversely, the influence that β has on the system reliability and failure propagation time becomes stronger when DM ≥ 1.0, exceeding the influence that α has, thus becoming the dominant factor that decides the evolution of system reliability and failure propagation time.
The relationship of system reliability, failure propagation time, and VR presents a flattened S curve relationship. System reliability increases with increasing VR. After a few valves are located, the WDN is able to resist cascading failures. However, the resistance of the cascading effect is not obvious with these small amounts of valves. System reliability grows rapidly when VR runs over 20%, and the growth rate slows down after VR is greater than 80%. The S curve relationship can be divided into three stages. The first stage is the initial phase of system reliability. In this stage, the VR changes slowly. It is difficult to isolate cascading failures after the pipe is broken. Secondary failures in WDN spread rapidly. System reliability remains unchanged when the VR is between 10% and 20%. It can be seen that the VR has no significant effect on system reliability under cascading failures when the VR is lower than 20%.
The second stage is the accelerated phase of system reliability. With the VR rising to more than 20%, an effective isolation appears in WDN to prevent cascading failures propagation. The auxiliary line of system reliability increasing with the growth of VR is drawn. It can be seen that system reliability is lower than the auxiliary line when the VR is less than 60%. System reliability and the auxiliary line are basically flat when the VR is near 65%. When the VR is larger than 70%, system reliability exceeds the auxiliary line. The growth rate of system reliability increases with the increase of the VR.
The third stage is the mature phase of system reliability. The growth of system reliability slows down when the VR is larger than 80%. The 100% valve placement can be the most effective against cascading failures. However, when the VR exceeds a certain percentage, the added valves do not lead to a sustained and stable growth of the WDN resisting cascading failures. It is obvious that the system reliability growth rate decelerates when the VR increases over 80%. Actually, it is costly and unrealistic to set valves at both ends of every pipe. For the case WDN, a VR up to 80% can effectively resist cascading failures.
For the analysis of failure propagation time, WDN fails rapidly when the VR is low, because there is no isolation and effective protection methods taken. When the valves are located in WDN, the isolation makes the failure propagation time longer. WDN shows a step-by-step failure process. The failure propagation time reaches its peak value when the VR is equal to 50%. The condition of VR > 50% can reduce the failure propagation time effectively, and then it shows a decreasing trend.
Critical Pipes
Considering the analysis in Section 3.3, there are two turning points at the VR values of 20% and 80%, and they bring significant changes in WDN system reliability. In this section, VR = 20% and VR = 80% are taken to analyze the critical pipes in WDN. The purpose is to find the critical pipes that will cause the system reliability to be reduced greatly after the valves are located. Set α increases from 0 to 0.5 with an interval of 0.05, i.e., a total of 11 scenarios. Each pipe in the WDN is taken as the initial failure. For each pipe, the VR scenario is simulated 30 times with 11 α scenarios. Calculate the average value of system reliability in the 330 simulations experiencing cascading failures of each pipe. The valley points of system reliability both in VR = 20% and VR = 80% are the WDN critical pipes. The S curve relationship can be divided into three stages. The first stage is the initial phase of system reliability. In this stage, the VR changes slowly. It is difficult to isolate cascading failures after the pipe is broken. Secondary failures in WDN spread rapidly. System reliability remains unchanged when the VR is between 10% and 20%. It can be seen that the VR has no significant effect on system reliability under cascading failures when the VR is lower than 20%.
Considering the analysis in Section 3.3, there are two turning points at the VR values of 20% and 80%, and they bring significant changes in WDN system reliability. In this section, VR = 20% and VR = 80% are taken to analyze the critical pipes in WDN. The purpose is to find the critical pipes that will cause the system reliability to be reduced greatly after the valves are located. Set α increases from 0 to 0.5 with an interval of 0.05, i.e., a total of 11 scenarios. Each pipe in the WDN is taken as the initial failure. For each pipe, the VR scenario is simulated 30 times with 11 α scenarios. Calculate the average value of system reliability in the 330 simulations experiencing cascading failures of each pipe. The valley points of system reliability both in VR = 20% and VR = 80% are the WDN critical pipes.
The result of the system reliability at VR = 20% and VR = 80% after the initial failure of a certain pipe is shown in Figure 5 . When the VR is equal to 20%, system reliability fluctuates from 0.046 to 0.208. System reliability of Pipe 5 and Pipe 33 is higher than the others. There exists many lower reliability values, such as Pipes 4, 8, 13, and 22. When the VR is equal to 80%, system reliability is higher than that with the VR equal to 20%. There are many higher reliability values, such as Pipes 6, 10, 19, 24, 28, 39, and 40. After Pipe 22 fails, the WDN shows the lowest system reliability, and the second lowest value corresponding to Pipe 8.
The critical pipes are the ones whose system reliability are valley points both with VR = 20% and VR = 80%. For example, Pipe 4's system reliability (4.64%) is the second lowest value as VR = 20%, while its system reliability (82.00%) ranks eleventh by sorting from big to small as VR = 80%. Hence, Pipe 4 is not able to be used as the critical pipe of WDN. In contrast, Pipe 8 and Pipe 22 reduce WDN system reliability dramatically both with VR = 20% and VR = 80%. Therefore, Pipe 8 and Pipe 22 are identified as the critical pipes in the case WDN.
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The result of the system reliability at VR = 20% and VR = 80% after the initial failure of a certain pipe is shown in Figure 5 . When the VR is equal to 20%, system reliability fluctuates from 0.046 to 0.208. System reliability of Pipe 5 and Pipe 33 is higher than the others. There exists many lower reliability values, such as Pipes 4, 8, 13, and 22. When the VR is equal to 80%, system reliability is higher than that with the VR equal to 20%. There are many higher reliability values, such as Pipes 6, 10, 19, 24, 28, 39 , and 40. After Pipe 22 fails, the WDN shows the lowest system reliability, and the second lowest value corresponding to Pipe 8.
The critical pipes are the ones whose system reliability are valley points both with VR = 20% and VR = 80%. For example, Pipe 4's system reliability (4.64%) is the second lowest value as VR = 20%, while its system reliability (82.00%) ranks eleventh by sorting from big to small as VR = 80%. Hence, Pipe 4 is not able to be used as the critical pipe of WDN. In contrast, Pipe 8 and Pipe 22 reduce WDN system reliability dramatically both with VR = 20% and VR = 80%. Therefore, Pipe 8 and Pipe 22 are identified as the critical pipes in the case WDN. 
Valve Adjustment
The failure of critical pipes has a serious impact on the reliability of the WDN. To protect the WDN, valves can be added to the critical pipes which have been recognized in Section 3.4. For further analysis of whether the identification and adjustment scheme is effective, the improvements are measured in this section.
In the valve adjustment scheme, valves are located at both ends of Pipe 8 and Pipe 22. Other valves are located randomly. In the random located scheme, all the valves are located randomly. The random failure of a pipe is simulated in the WDN. If the pipe break triggers cascading failures, then we continue to simulate cascading failures until the WDN reaches stable. Calculate the system reliability after cascading failures stop. By comparing the system reliability of the two schemes, the improvement is tested. Each VR scenario is simulated 550 times, and the average value is calculated.
The results are shown in Figure 6 . System reliability of the two schemes both increase with the growth of the VR. It can be found that the system reliability has improved significantly from VR = 10% to VR = 90%. The maximum improvement reaches 8.76% (VR = 60%).
There are 40 pipes in the case WDN. The N valve rule isolation indicates that one pipe has two valves at opposite nodes. In this case, up to 80 valves can be located in WDN. According to the method in this paper, fixing four valve locations, i.e., 5% of the 80 valve locations, can enhance the WDN system reliability effectively. 
Discussion
In this paper, a simulation-based method for evaluating the system reliability of WDNs experiencing cascading failures is presented. The pipe-based intentional attack scenario is simulated. The proposed procedure considers how the attack pattern, the balance of water supply and demand, the valve locations, and pressure constraints impact the process that leads to failure propagation. Using one specific WDN derived from real systems, the effects of such factors on system reliability for several combinations of demand multiplier DM, tolerant parameters corresponding to highest capacity (i.e., α) and lowest capacity (i.e., β), and valve ratio VR are showcased.
The dynamic process of system reliability and failure propagation time is first evaluated. The proposed method contributes to the literature by combining the network topology and water service characteristics with attack patterns that cause cascading failures in WDNs. Unlike topology-based methods, the valve isolation, the redistribution of water hydraulics, and updates to the network structure are analyzed. In addition, complex network studies pay close attention to the highest capacity. However, simulations in this paper illustrate that the lowest capacity is also a significant factor in WDN. Given cascading failures, the WDN system reliability and failure propagation time depend not only on the highest capacity and network topology but also on the lowest capacity and variations in water supply and demand. The results revealed that the influence of the lowest capacity increases when the WDN is short of supply, exceeding the highest capacity as the dominant factor that decides the evolution of system reliability and failure propagation time.
The influence of valve location with WDN resisting cascade failures is then discussed. Valve location is an important way for a WDN to resist cascading failures. According to the N valve rule, each pipe has at most two valves on both ends of the pipe. However, in reality, it is difficult to achieve this valve arrangement due to its high cost. In order to better analyze the influence of VR on WDN resisting cascade failures, the paper simulates the system reliability evolution with VR from 10% to 100%. It can be found that the VR and system reliability presents a flattened S curve relationship. There are two turning points in VR. The resistance is not obvious with a small number of valves. The resistance is a less marked increase with the growth of VR after VR exceeds a certain number.
In addition, a WDN quickly fails when a small amount of valves is located. After a certain number of valves are located in a WDN, the step-by-step cascading propagation is displayed and the failure propagation time becomes longer. A large number of valves can effectively stop the spread of cascading failure. Hence, the failure propagation time decreases steadily. Besides, the critical pipes which can result in WDN system reliability reducing dramatically are identified. The turning points of VR are taken into consideration. The critical pipes are defined as the pipes in which the system reliability is lower than the others in VR turning points.
Furthermore, the effectiveness of the identified critical pipes is measured. Valves are located on both ends of the critical pipe. The improvement of the valve adjustment scheme and random 
In addition, a WDN quickly fails when a small amount of valves is located. After a certain number of valves are located in a WDN, the step-by-step cascading propagation is displayed and the failure propagation time becomes longer. A large number of valves can effectively stop the spread of cascading failure. Hence, the failure propagation time decreases steadily.
Besides, the critical pipes which can result in WDN system reliability reducing dramatically are identified. The turning points of VR are taken into consideration. The critical pipes are defined as the pipes in which the system reliability is lower than the others in VR turning points.
Furthermore, the effectiveness of the identified critical pipes is measured. Valves are located on both ends of the critical pipe. The improvement of the valve adjustment scheme and random located scheme is compared. The results show that the valve adjustment scheme (i.e., fixing 5% of the 80 valve locations) is able to improve the WDN system reliability and resist cascading failures effectively.
Nonetheless, the paper only considers one case for simulation. There are still remaining challenges for future research. With the proposed method, part of the future work will focus on network redundancy and repair time assessments as emergency strategies to enhance system reliability. Also, an unsteady flow can occur which might generate pipe breaks not far from the failure event.
The unsteady flow in WDN needs to be considered in the simulation. The failure propagation time in the paper describes a discrete cascading failure process. The system reliability should be changed taking into account the integral along the time of both the actual and required demand, where the discrete failure propagation time refines to continuous time intervals. The reliability evaluation of a WDN should consider the guarantee of water quantity and water quality. The model established in this paper does not consider water quality. It is necessary to incorporate the safety of water quality into the model.
