Abstract. The implementation of split-field finite difference time domain (SF-FDTD) applied to light-wave propagation through periodic media with arbitrary anisotropy method in graphics processing units (GPUs) is described. The SF-FDTD technique and the periodic boundary condition allow the consideration of a single period of the structure reducing the simulation grid. Nevertheless, the analysis of the anisotropic media implies considering all the electromagnetic field components and the use of complex notation. These aspects reduce the computational efficiency of the numerical method compared with the isotropic and nonperiodic implementation. Specifically, the implementation of the SF-FDTD in the Kepler family of GPUs of NVIDIA is presented. An analysis of the performance of this implementation is done, and several applications have been considered in order to estimate the possibilities provided by both the formalism and the implementation into GPU: binary phase gratings and twisted-nematic liquid crystal cells. Regarding the analysis of binary phase gratings, the validity of the scalar diffraction theory is evaluated by the comparison of the diffraction efficiencies predicted by SF-FDTD. The analysis for the second order of diffraction is extended, which is considered as a reference for the transmittance obtained by the SF-FDTD scheme for periodic media.
Introduction
It has been demonstrated that the finite difference timedomain (FDTD) method is an extremely important numerical method for solving Maxwell's equations. Since 1966, when Yee proposed the basis of this numerical method, there have been a great number of contributions focused on extending its capabilities for modeling new applications.
Nonetheless, the potential of this method had not been massively exploited till 1980s and 1990s, when the performance of modern computers began to rise following the well-known Moore's law. The number of contributions related to FDTD has increased dramatically in the last 20 years due to the possibility of modeling complex structures easily with standard computers. Many authors focused their attention in the application of FDTD to periodic media. These kinds of arrangements are usual in optical applications such as liquid crystal light valves and photonic wave guides, for instance. The scheme proposed for modeling accurately these kinds of problems is known as the split-field FDTD (SF-FDTD) 1, 2 formulation. This theory describes an efficient scheme for modeling light-wave propagation through periodic media by means of FDTD. Recently, SF-FDTD implementation schemes for anisotropic media in two and three dimensions have been detailed in Refs. 3 and 4.The adapting capability of FDTD makes it easier to simulate complex structures compared with purely analytic methods that hardly provide closed expressions for these situations.
for correctly applying the periodic boundary conditions (PBCs) for an arbitrary angle of incidence, it is necessary to consider the complex notation of the electromagnetic field. In terms of computer resources, this issue implies an increased factor of 2 in the memory usage. The number of operations is also increased, since real and imaginary parts of the fields must be considered. All these aspects reduce the performance of SF-FDTD in terms of computational resources and time simulation.
In the last years, many scientific areas are taking advantage of the general purpose graphics processing units (GPUs) based on the compute-unified device architecture (CUDA). 5, 6 The analysis of complex systems in many cases requires massive computations that makes the processing by means of modern workstations unaffordable. Many authors are focusing their efforts on how to adapt the implementation of numerical methods under the CUDA compliance. Some examples can be found in literature for different topics such as physics, 7, 8 astronomy, 9,10 images, [11] [12] [13] biomedical applications, 14, 15 and computer science. 16 The acceleration of the SF-FDTD by means of GPU computing has recently been introduced by Shahmansouri et al. 17 In their work, GPU computing is applied to accelerate the SF-FDTD implementation for Drude-Lorentz dispersive media. Nevertheless, the analysis of anisotropic media and GPU computing has not been performed to the best of our knowledge. Here, a parallel implementation of SF-FDTD for anisotropic media is detailed and compared with the sequential version that runs under a single CPU. Considering anisotropy and a full-tensor formulation for the dielectric permittivity implies more computer resources.
First, the isotropic version for both CPU and GPU are applied to the analysis of the diffraction efficiency of dielectric binary gratings. Dielectric binary gratings are of wide interest owing to their many applications in polarization systems, 18 solar energy, 19, 20 ultrafast optics, 21 displays, 22 and coherence. 23 Several investigators analyze the grating properties in the frame of scalar optics. 24, 25 Simplified theories are commonly used and are attractive in the design and analysis of the diffractive optical elements (DOEs) because of their simplicity and low-computational intensity. 26, 27 Thanks to the spectacular improvements in grating manufacturing in the middle of the century, 28, 29 it has become possible to achieve high-quality gratings with more than 1000 lines∕mm. 30 Here, the groove spacing and the wavelength became of the same order of magnitude, and it has been demonstrated that there exists a clear influence of polarization on the efficiency curves. Therefore, taking into account the vectorial character of light became evident. For highly spatial frequency gratings, the wavelength-toperiod ratio is large enough so that all nonzero diffracted orders are cut-off. In this scenerio, the effective medium theory (EMT) has extensively been used, due to its capability of modeling a subwavelength grating as an anisotropic optical thin film with effective refractive indices. There are several works [31] [32] [33] that are focused on determining the reliability of EMT for some DOEs. However, for diffractive phase elements (DPEs) with feature sizes much greater than the wavelength of the incident light, the scalar diffraction theory (SDT) is more accurate than EMT. The accuracy of SDT has previously been compared with the rigorous-coupled wave (RCW) theory in the works by Pommet et al., 34 Glytsis et al., 35 and also for perfectly conducting gratings in Ref. 36 among others. Regarding dielectric DPEs, the reliability of SDT results for the zero-and first-diffraction orders has been analyzed as a function of the normalized thickness (h∕λ) in a specific range for different periods and illumination schemes. However, the higher orders were not taken under consideration. Recently, Jing et al. 37 presented a deep analysis of the accuracy of both the SDT and the EMT for analyzing the transmittance characteristics of diffraction phase gratings at normal incidence. The results derived from Ref. 37 conclude that the SDT can accurately estimate the diffraction efficiency even with periods of two wavelengths (Λ∕λ ¼ 2) under several conditions. Here, the analysis of Jing et al. has been corroborated and extended to the second order of diffraction considering as rigorous EM theory, the novel SF-FDTD scheme.
Second, the anisotropic version of the SF-FDTD is implemented for GPU computing and also validated by means of the analysis of a polarization grating. In both cases, the normal and the oblique incidence is considered for the validation of our implementation. The model of this system gives us the opportunity of simulating a wide range of devices such as those based on a twisted-nematic liquid crystal (TN-LC), parallel-aligned liquid crystal on silicon (LCoS), or optical activity cavities. Many optical phenomena of optical materials are anisotropic 38 such as nonlinear effects, cross-phase modulation, 39 cross-absorption modulation, 40 and four-wave mixing, 41, 42 for instance. These effects have successfully been utilized in a wide range of photonic applications including lasers, amplifiers, switchers, modulators, and all-optical logic gates 38, 43, 44 among others. Thus, we investigate the performance of the SF-FDTD for anisotropic media due to the impact of optical anisotropy in optical devices. The degree of improvement of the GPU code is compared with the sequential version in terms of the relative SpeedUp, which is defined as the difference between the sequential and the parallel time simulations. This analysis has been performed for both scenarios isotropic and anisotropic media in order to demonstrate the possibilities offered by GPU computing in cases that imply massive computations.
SF-FDTD Theory
The standard FDTD scheme was previously applied to DOEs with succesful results in Refs. 45 and 46. Although FDTD belongs to the rigorous EM theory, 47 the spatial discretization of the DPE limits the number of periods of the DPE, and thus an infinite plane of incidence can not be considered. This issue must be taken under consideration when the FDTD results are compared with rigorous coupled wave analysis (RCWA) for instance, in which the plane of incidence is considered infinitely extent. This topic has been analyzed in Refs. 45, 46, and 48 . In this work, the SF-FDTD scheme with PBCs has been applied in order to avoid the drawbacks mentioned below, since the simulation of a single-unit cell of the periodical DOE can be performed providing precise prediction of the electromagnetic field. 2, 3, 47 In this work, Maxwell's equations for nonconducting and nonmagnetic anisotropic medium in phasor form are considered.
where ω is the angular frequency and ϵ 0 and μ 0 are the permittivity and the permeability of free space, respectively. For convenience, the impermittivity tensor e κ ¼ ϵ −1 is introduced instead of ϵ, which is defined as ϵ ¼ 
where ϵ 1;2;3 are the relative dielectric constants corresponding to the principal axes, T is the transformation matrix fully detailed in Ref. 3 , and α, β, and γ are the Euler angles. 49 In the SF formulation plane, waves propagate along a periodic structure with an angle of incidence θ 0 . The scheme of simulation is illustrated in Fig. 1 .
By means of the wave-vector k, the new field variables P and Q, which implicitly contain the oblique-field propagation, are defined as
where c is the speed of light in free space and k x ¼ ðω∕cÞ sin θ 0 . Substituting Eqs. (4) and (5) into Eqs. (1) and (2), the expressions of each component can be obtained and discretized following the center difference expressions for both time and spatial derivatives.
3,4
3 GPU Implementation of the SF-FDTD Here, a GTX670 GPU is considered for the parallel implementation of the SF-FDTD for anisotropic media. This GPU belongs to the Kepler architecture released by NVIDIA in the Spring of 2012. Kepler's memory hierarchy is organized similar to Fermi. The Kepler architecture supports a unified memory request path for loads and stores it with an L1 cache per SMX multiprocessor. The Kepler GTX670 features 1344 CUDA cores organized in seven SMX units. Each SMX has a fully pipelined floating point and integer arithmetic logic units retaining the architecture introduced in Fermi. Each SMX also has a block of local memory called shared memory that is visible to all threads within a thread block, and a set of scheduling units used to schedule warps, and the basic computing unit that consists of 32 threads. The GPU is capable of swapping warps into and out of context without any performance overhead. This functionality provides an important method of hiding memory and instruction latency on the GPU hardware.
To ease the mapping of data to threads, the threads identifiers may be multidimensional and, since a very high number of threads run in parallel, CUDA groups threads in blocks and grids. One of the crucial requirements to achieve a good performance on the NVIDIA GPU is to hide the high latency of the global memory ensuring coalesced memory accesses.
Therefore, concerning the architecture of the GPU is mandatory to be successful in GPU computing. Regarding the SF-FDTD implementation in the GPU, it must be said that a number of blocks related to the number of rows and columns are invoked by means of the kernel functions, and an array of 192 × 2 threads are launched per block. This scheme is illustrated in Fig. 2(a) , in which a detail of the threads and their arrangement inside the grid of blocks is shown. Besides the potential of the CUDA kernel, it is necessary to divide the whole computation process into several kernels focused on computing each component of the electromagnetic field. Figure 2 (b) summarizes the invocation path of the kernels related with the SF-FDTD implementation. In this flow chart, the postprocess is omitted, but mandatory downloads of the P and Q components must be considered in order to compute the desired specific outputs such as diffraction efficiencies or Stokes parameters.
It is interesting to note that with GPU computing, each thread being executed in GPU can be in charge of updating a single position of the SF-FDTD grid. This strategy is slightly different from that commonly used by traditional CPUs, in which a single thread performs a set of loops in order to update the entire SF-FDTD grid. The best block size and the optimal arrangement of the CUDA threads were defined by means of an experimental procedure based on the scheme proposed in Ref. 50 for the standard FDTD scheme. First, all the constant parameters, such as the permittivity tensor, are uploaded to the GPU global memory. Second, all memory needed for storing the Q and P fields is allocated in the GPU global memory. Third, for each time step, a set of kernels is invoked in order to solve each field component. The segmentation of the kernels is based on updating each electromagnetic component by means of a grid of blocks. This arrangement improves the efficient use of the shared memory in the device and also the correct usage of the cache. This effect was improved in Fermi architecture, where each SMX has 64 KB of on-chip memory that can be configured as 48 KB of shared memory with 16 KB of L1 cache or as 16 KB of shared memory with 48 KB of L1 cache. Nonetheless, applications that do not use shared memory automatically benefit from the L1 cache allowing high performance CUDA programs to be built with minimum time and effort. Finally, the results derived from the simulation are downloaded to the host memory by means of the PCI express bus, in order to be used for the CPU and the main application. This scheme is based on the same way of updating the electromagnetic field for the standard FDTD scheme fully detailed in Ref. 50 .
Results
In this section, the validation results of the implementation described here are summarized. This validation is done for both the isotropic and the anisotropic version. The systems simulated are based on the analysis performed in Refs. 3 and 51. In all cases, the software runs under a Unix-based platform with an Intel Xeon E5-2630 processor with 15 MB of cache, a clock speed of 2.3 GHz, and 16 GB of global DDRAM3. Regarding the GPU, all the computations are processed by a NVIDIA GTX-670 card.
Accuracy Analysis of the Scalar Diffraction Theory
In Fig. 3 , Λ and h represent the period and the groove depth, respectively, and n 0 and n g are the refractive indices of the incident medium and the grating, respectively. The light wave propagates from air (n 0 ¼ 1.00) through the surface into the substrate material (n g ¼ 1.50). The scalar diffraction efficiency can be calculated by using the scalar Kirchhoff diffraction theory, which neglects the vectorial and the polarized nature of light. This theory provides reasonably accurate results when the periodicity of the surface profile is much larger than the wavelength of the incident light. 37 Specifically, when Λ∕λ ≥ 20, physical optics according to Fresnel and Snell's laws can explain the behavior of the diffraction efficiency of these optical elements. 37, 52 This simplified theory is based on the general equation for diffraction efficiency η in scalar approximation for a periodic structure as 37, 53 ηðλÞ ¼
where tðxÞ is a function defined as the ratio of transmitted-(or reflected) and incident-wave amplitudes at location x and m is the diffracted order. Taking Eq. (6) into account and the geometry of the problem fully detailed in Fig. 3 , the diffraction efficiencies for the zero and the higher orders can be easily derived 37, 53 η 0 ¼ ðn g cos θ g ∕n 0 cos θ 0 Þτ 2 ðθ 0 Þ × ½1 − 2fð1 − fÞð1 − cos ΔϕÞ;
with θ 0 being the angle of incidence. The rays inside the grating have an angle respect to the x-axis θ g that can be obtained via Snell's law. The Fresnel transmission coefficient is included by means of τðθ 0 Þ, and Δϕ ¼ 2πh∕λðn g cos θ g − n 0 cos θ 0 Þ is the phase difference between two parallel rays incident on the grating at an angle θ 0 .
37
In order to show the potential of the SF-FDTD scheme, a set of binary gratings based on dielectric media is simulated. For illustrating this scheme, the E y field has been represented in Fig. 4 . In this example, the binary grating can be easily identified inside the grid simulation. The angle of incidence for this case is 30 deg, and the values of the FDTD parameters are listed in the table provided along with Fig. 4 . The spatial and time resolutions are denoted by Δ and Δt , respectively, whereas R is the cells' density per wavelength.
In this section, the accuracy of SDT is analyzed through the SF-FDTD method as a reference. The SF-FDTD simulation parameters are listed in Table 1 . In order to analyze the validity of the SDT, the diffraction efficiency of the 0th, 
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AE1st, and AE2nd orders have been computed with both SDT and SF-FDTD as a function of the normalized depth and for different periods and duty cycles. These results are shown in Fig. 5 for both transverse electric (TE) and transverse magnetic (TM) polarizations. Regarding SDT and zeroth order, it can be seen that results for h∕λ ¼ 0.5 are slightly better than those obtained with h∕λ ¼ 1. This is due to the fact that the accuracy of SDT is improved when both the spatial frequency and the depth of the grating decrease. Therefore, the best results achieved for the zeroth order are in Figs. 5(a) and 5(j). For h∕λ ¼ 1, the zeroth-order converges more slowly to the SDT value. For the zeroth and first orders, the best results are for a fill factor of 0.5. There are small differences between TE and TM polarization, with TM polarization on a small scale being more accurate than TE.
For the first order, the results are quite similar identifying a wider region, in which the diffraction efficiency is close to the values established by SDT for h∕λ ¼ 1 in Figs. 5(b) and 5(e). For thicker gratings (h∕λ ¼ 1), the trend is similar but as mentioned below, the convergence of the SDT to FDTD curves is lower than those for thinner gratings. The most homogenous values of the diffraction efficiency are obtained also with f ¼ 0.5. As can be seen in Figs. 5(e) and 5(k), for both normalized depths, the best results are achieved with TM polarization. This behavior can also be applied to the second order that is less energetic than the zeroth and first orders. However, the fact that SDT provides more precise predictions for first and second orders is corroborated. Fig. 4 Near-field image of the E y field at 30 deg incidence. Parameters: Λ ¼ 3λ, refractive index of n g ¼ 1.5, and output substrate is also a dielectric media of n g . For the specific case of the second order, SDT results are nearer to SF-FDTD in Figs. 5(c) and 5(f), being slightly better the prediction in TM polarization and for fill factors different from 0.5. Thus, the second-order diffraction analysis permits one to identify the phenomenon that SDT gives more accurate results for zeroth and first orders in different scenarios than for second order. While SDT accuracy for the zeroth order and both first orders is better with a fill factor of 0.5 this cannot be ensured for the second order. Figure 6 shows the diffraction efficiency for the zeroth, first, and second orders for different periods and fill factors for both FDTD and SDT. The greater differences between theories are obtained for the specific case of Λ∕λ ¼ 2. For this case, the most accurate results are achieved with fill factors of 0.5 and smaller depths (h∕λ ≤ 0.5). As the grating period becomes greater, the similarity between FDTD and SDT is clearly manifested, the most accurate prediction being by SDT also with f ¼ 0.5 for the zeroth and first orders. However, it is interesting to identify how the results shown in Figs. 6(b), 6(d), and 6(f) exhibit the best precise curves by SDT and also provide the worst predictions for the second order. In this cases, SDT sets the amplitude of the second order to zero; however, it can be seen that the real amplitude of this order in some cases reaches an efficiency of the 10% and is totally neglected by SDT.
The same analysis has also been carried out for TM polarization obtaining similar results to those given by TE polarization in Fig. 7 . As mentioned below, the best performance with SDT for the zeroth and first orders is always achieved with low-spatial frequency gratings and for f ¼ 0.5. With these parameters, the diffraction efficiency predicted by SDT is quite close to those obtained by FDTD, being more accurate for the first than for the zeroth order. The second order provided by SDT is close to FDTD results for duty cycles different from 50%.
Validation of the Anisotropic Version
For validating the anisotropic version, a polarization grating with the same characteristics detailed in the work of Oh et al. 3 has been considered. The validation of this system gives us the opportunity for extrapolating this formalism to other optical devices such as TN-LC or parallel-aligned LCoS. In this case, the periodic anisotropic structure varies along the x-direction with the following structure:
where
In addition, gradient-index anti-reflection coatings are applied in air-PG boundaries. Figure 8(a) shows the near-field image of a PG captured from SF-FDTD. The accuracy of the SDT has been corroborated as a function of the parameters that define a binary phase grating. In order to verify the results obtained via these simplified theories, the SF-FDTD method has been considered for simulating periodic media. The results obtained here confirms the behavior of SDT applied to binary phase gratings detailed in Ref. 37 for the zeroth and first orders. In this article, the results of the second harmonic are also included and a full analysis of TE and TM polarization is also considered.
Regarding SDT, the results show that this theory is closer to SF-FDTD for greater normalized periods and for fill factors of 0.5, the accuracy of the results for the first order are quite better in all cases compared with those obtained for the zeroth order. The worst prediction of the second order is obtained for f ¼ 0.5 which corresponds to the best situation for predicting the zeroth and first orders. The effect of the grating depth is also studied, finding that SDT behaves more precisely for thinner gratings with an equal grating period. In the analysis of the performance of the SDT as a function of the grating period, a slight improvement has been detected in the accuracy of the results for TM polarization that is usually more difficult to analyze with Fourier modal method (FMM) or RCWA schemes. Here, SF-FDTD is proposed as an alternative to those numerical methods usually applied in periodic media such as FMM and RCWA. These methods exhibit lower convergence ratios for TM polarization and more difficulties than finite-difference approaches in adapting their schemes for different types of media.
It can be identified how the polarization grating provides circular polarization with both senses right and left at the output plane. This effect can be easily identified by means of the representation of the S 3 Stokes parameter in Fig. 8(b) . These results are consistent with those detailed in previous works. 3 In order to validate the library here, also implemented in nonnormal incidence, a similar analysis has been performed varying the angle of incidence of the input plane wave. The new angle of incidence is θ 0 ¼ 10 deg, and the E x and the S 3 Stokes parameter are also represented in Figs. 9(a) and 9(b), respectively. This results are consistent with those obtained in Fig. 8 , and thus validate our implementation for anisotropic media.
Computational Performance
A set of simulations with both the isotropic and the anisotropic versions have been performed. In order to compare both scenarios, the time simulation costs have been compared for the analysis of a binary dielectric grating for the isotropic version and a phase grating for the anisotropic version. In both cases, the time costs of the CPU and GPU versions are compared as a function of the grid size. The variation of the grid size has been established by means of the density parameter R that has been modified from R ¼ 10 to R ¼ 400. Figure 10 shows the SpeedUp, defined as T CPU ∕T GPU for both versions implemented as a function of the grid size in MCells. The number of steps of each simulation has also been modified in order to ensure the steady state in all cases. For the specific case of GPU computing, the time measurements shown here also include the time that GPU invests in downloading the field components into the host memory. The authors consider that this process is inherent to GPU computing, and it also must be considered for accurately measuring the degree of improvement of this platform.
As can be seen in Fig. 10(a) , the SpeedUp has a rapidly upward trend for both versions as the simulation size becomes greater. This trend is modified for bigger simulation sizes and remains close to a upper limit. For the isotropic GPU implementation, a factor near to 15 is achieved in the best cases, whereas the anisotropic version with GPU computing is more than 22 times faster than the CPU version. Figure 10(b) represents the time simulation costs for the isotropic and nonisotropic media for both platforms and different thicknesses of the anisotropic layer. A dramatic growth of the time-costs' requirements for the nonisotropic version can be easily identified in this graph, reaching values of almost 30 h for the biggest simulation size considered here. Nevertheless, the GPU time costs for both kind of problems remain under 3 h in the worst case.
Conclusions
In this work, the SF-FDTD for the analysis of anisotropic periodic media has been accelerated by means of GPU computing. First, the isotropic version has been implemented in CPU and also in GPU, and its potential has been corroborated by means of a deep analysis of the diffraction efficiency of binary phase gratings. The accuracy of the SDT has been corroborated as a function of the parameters that define a binary-phase grating. The results obtained here confirm the behavior of SDT applied to binary phase gratings detailed in Ref. 37 for the zeroth and first orders. In this article, the results of the second harmonic are also included, and a full analysis of TE and TM polarization is also considered. Regarding SDT, the results showed that this theory is closer to SF-FDTD for greater normalized periods and for fill factors of 0.5. The accuracy of the results for the first order are quite better in all cases compared with those obtained for the zeroth order. The worst prediction of the second order is obtained for f ¼ 0.5 that corresponds to the best situation for predicting the zeroth and first orders. This analysis permits one to conclude that SF-FDTD is a powerful approach to be used for the analysis of DOEs, where the simplified theories show that they are not accurate enough. The GPU implementation proposed here makes more competitive the SF-FDTD approach compared with analytical closed solutions.
Second, the anisotropic version has also been validated by means of the study of the near-field pattern, and the Stokes parameters of a polarization grating also achieving good results, thus validating the implementation described here. The computational results are based on the analysis of the SpeedUp obtained as the difference of the sequential and the parallel simulation times and also of the time-cost values. This analysis has been performed as a function of the grid simulation size for both isotropic and anisotropic media cases. The degree of improvement of the isotropic GPU version is nearly 15 compared with the CPU version, whereas the anisotropic GPU version of the library provides better values of the SpeedUp, being nearer to 22 times faster than the CPU version. These results join the values of the time-run simulation for anisotropic media, which demonstrates that considering acceleration techniques for the anisotropic formulation of the SF-FDTD is mandatory for massive computations. The SF-FDTD formalism in its anisotropic form requires considering all the field components, a fulltensor formulation of the dielectric permittivity, and complex notation. This last factor increases dramatically the number of operations and the complexity of the calculus of the method, degrading the performance in CPU computing. The authors are currently working in optimization techniques based on improving the performance in modern multicore CPU by means of shared memory approaches. Moreover, the authors are considering to improve the GPU implementation considering tiling techniques and more complex memory strategies, since the memory requirements of the anisotropic SF-FDTD can degrade the performance due to the limiting factor of memory in GPUs.
