We prove change of variables formulas [Itô formulas] for functions of both arithmetic and geometric averages of geometric fractional Brownian motion. They are valid for all convex functions, not only for smooth ones. These change of variables formulas provide us integral representations of functions of average in the sense of generalized Lebesgue-Stieltjes integral.
Introduction
In the case of fractional Brownian motion (fBm) it is non-trivial, which functionals have integral representation. In [1] , the authors prove that a convex function of the end value of fBm or geometric fBm (gfBm) have an integral representation. In this paper, we prove that analogous integral representations can be constructed also for functionals that are convex functions of the average of fBm or gfBm.
It turns out that the integral representation is the same as for continuous functions of bounded variation. This is not obvious, since for some functionals the integral representations in fBm case and bounded variation case are not the same, see [2] .
The usual change of variables formula is not enough for the proofs of the main results, but we need the functional change of variables formula ( [4] ). For the proof of the existence, we use fractional Besov space techniques.
What is a bit surprising here is that we are able to find explicit integral representations for functionals that are functions of the arithmetic average of gfBm. Such formulas are not known even in the case of geometric Brownian motion. The geometric Brownian motion case would correspond to finding Black-Scholes hedging strategies of arithmetic Asian options.
In this article we will always work in a fixed filtered probability space ÔΩ, F , ÔF t Õ t 0 , PÕ.
The probability space is assumed to be complete. We deal with fractional Brownian motion ( 2 Main results
Existence of stochastic integral
The aim of this subsection is to prove that the integrands considered in the paper are integrable with respect to fractional Brownian motion in generalized LebesgueStieltjes sense. We proceed here analogously to [1] . However, we will need a functional version of the Itô formula that can be found from [4] . In the proof of the following theorem we will need the concept of fractional Besov spaces. For a short introduction to that topic, see appendix A.
Let f be a convex function on R. We refer to [9, appendix 3] for the following
function exists in the sense of distributions and it is a Radon measure on real line. On the other hand, for any Radon measure ν on R there is a convex function g such
In what follows, we will use the following notation. For t È Ö0, T × let
where SÔtÕ e B H ÔtÕ .
Theorem 2.1. Let f be a convex function. Then for t È Ö0, T × the integral
exists almost surely as a generalized Lebesgue-Stieltjes integral.
The proof is in section 3. A result similar to theorem 2.1 can be proved analogously for the case of arithmetic average. In that case the theorem takes the following form.
Theorem 2.2. Let f be a convex function and t È Ö0, T ×, then the integral
The proof is in section 3.
Change of variables formulas
In this subsection the functional change of variables formula of [4] is extended for non-smooth convex functions composed with functionals of path of geometric fractional Brownian motion. Considered functionals are geometric and arithmetic averages. For the concepts of horizontal and vertical derivatives and the notation used, see appendix B.
We begin by proving a change of variables formula (Itô formula) for the two averages. Note that dSÔtÕ SÔtÕdB H ÔtÕ.
Proposition 2.3. For all t È Ö0, T × it holds almost surely that GÔtÕ SÔ0Õ
where the stochastic integral is understood as a limit of Riemann sums over a sequence of partitions such that the maximum step size goes to zero.
Corollary 2.4. In particular
The vertical derivative is
The second vertical derivative is given analogously by
We know that fractional Brownian motion has zero quadratic variation property for H 1 2 . Therefore we have by [4, theorem 3] that
We have an analogous result for functionals depending on the arithmetic average.
Proposition 2.5. For all t È Ö0, T × it holds almost surely that
Proof. The proof goes analogously to the proof of proposition 2.3. Let us define a non-anticipative functional
SÔsÕds.
The horizontal derivative vanishes and the vertical derivative is given as
The second vertical derivative is also
ÔsÕ . Hence, the change of variables formula of [4] takes the form as claimed.
Remark 2.7. Note that proposition 2.5 could be proved alternatively using integration by parts.
Now we are ready to provide integral representations first for functionals depending on geometric average and then also for options depending on arithmetic average of gfBm. Finally we obtain corresponding results for arithmetic average when gfBm is replaced by fBm itself. 
where the stochastic integral in the right side is understood in the sense of generalized Lebesgue-Stieltjes integral.
Corollary 2.9. In particular,
Following theorem is one of the main results, providing integral representations for functionals depending on arithmetic average of gfBm. 
Proof. The proof is analogous to the proof of theorem 2.8.
Remark 2.12. The result of theorem 2.10 can be written also when the geometric fractional Brownian motion S is replaced by a fractional Brownian motion B H with
In that case we obtain for t È Ö0, T × and for a convex function f that
ÔsÕ almost surely as a generalized Lebesgue-Stieltjes integral.
Proofs

Lemmas
It is easy to prove the following. 
where C does not depend on x.
Proof. First we note that
Thus it is enough to consider finiteness of
We note that
The proof of the following lemma uses Malliavin calculus. For a detailed expression of the topic, see [8] . Let H be an isonormal Gaussian Hilbert space associated with process B H . Thus H is equipped with inner product defined by 
We have that
It holds that
Now we have
Note that all the three terms in the right side of equation (3.1) are positive. Thus we have for some constant C 1 0 that
The norm of the second Malliavin derivative can be bounded as
for some constantsC 2 and C 2 . Now,
if we choose α, β, q such that 2αH ¡ ÔH 1Õβ ¡1. For example α q 4 and β 2 is a possible choice.
Lemma 3.4. The density of random variable log GÔtÕ exists and is denoted by
ÔÖ0, T ×Õ such that p t ÔxÕ gÔtÕ for all x È R and almost all t È Ö0, T ×. Proof. The existence of p t ÔxÕ is due to Gaussianity of log GÔtÕ.
log GÔtÕ
The Malliavin derivative is 
Proof. Follows from the corresponding property of fBm.
Lemma 3.6. Let p 1 and
Then there exists C such that
Proof.
Note that for a, b 0 it holds that Ôa bÕ 
Now we have by Hölder inequality that
E § § §e B H ÔtÕ ¡ e B H ÔsÕ § § § p E B H ÔtÕ ¡ B H ÔsÕ 2p E sup uÈÖ0,T × e B H ÔuÕ 2p C t ¡ s 2pH Ee 2p sup uÈÖ0,T × B H ÔuÕ C t ¡ s pH .
Finiteness of
Ee 2p sup uÈÖ0
Proofs of main results
Proof of theorem 2.1. We have to show that for some β È Ô1 ¡ H,
almost surely.
Then we obtain the claim using theorem 4.4. First of all,
The other term of the Besov norm is more complicated. Define
We obtain for 0 s t T that
For the difference we obtain by the triangle inequality that § § § § exp
Let us proceed term-wise:
Hence,
Ôt ¡ sÕ ¡β dsdt almost surely. For the second term we have 
Ôt ¡ sÕ ÔH¡βÕ¡δ¡1 dsdt almost surely. We need an estimate for the fourth term and then we are done. Let us denote the second (distribution) derivative of f by µ. Let us assume first that κ suppÔµÕ is compact. By [9, p. 545] or [1] , we have estimate
Consider now integral of the first indicator. The other one can be considered analogously.
By Tonelli's theorem we have that
Let us define now T t ÔxÕ : sup Øu È Ö0, t× : GÔuÕ xÙ , with the convention that supremum over an empty set is 0. On the set Øω È Ω : x GÔtÕÙ it holds that T t ÔxÕ t a.s.. Thus,
In the case that T t ÔxÕ 0, this upperbound is zero. In what follows we assume that 0 T t ÔxÕ t. We define process ÔY ÔtÕÕ tÈÖ0,T × by Y ÔtÕ log GÔtÕ.
We use lemma 3.5 and Garsia-Rodemich-Rumsey inequality [5] or [8, A.3] , and obtain that for p 1 and γ È Ô 
Substituting s T t ÔxÕ to the inequality we obtain 
Now in the set Øω È Ω : GÔsÕ x GÔtÕÙ Øω È Ω : x GÔtÕÙ Øω È Ω :
we have that
For each t 0, it holds almost surely that
almost surely. Using equation (3.2), we have for some almost surely finite random
Note that D 2 ÔωÕ does not depend on x. Now we use lemmas 3.2 and 3.4 and obtain
This implies that
where c 1 , c 2 do not depend on x. Thus,
because µÔκÕ . This proves the theorem in the case that suppÔµÕ is compact. Let us now consider the general case with no assumption on the compactness of suppÔµÕ. For any n È Z we define
Let us define now a new convex function
Now f n ÔxÕ f ÔxÕ, when x È Ö0, n×. Let us denote the second derivative of f n by µ n . We know that suppÔµ n Õ Ö0, n× is compact. We know also that almost surely
is well defined a.s. on Ω n . By the definition of sets Ω n , we know that Ω ä n 1 Ω n . Thus, the stochastic integral is well-defined in generalized Lebesgue-Stieltjes sense almost surely for ω È Ω. This completes the proof of the theorem.
Proof of theorem 2.2. The proof is analogous to the proof of theorem 2.1. We need lemma 3.6 to apply Garsia-Rodemich-Rumsey theorem to process
After that we use lemma 3.3 instead of lemma 3.4.
Note that convexity is preserved as long as f ¾ n,k 0. Now f n,k is a convex C 2 function with compactly supported second derivative. By equation (3.5) we have that the change of variables formula holds for functions f n and f n,k for all k, n È N.
It holds almost surely by [9, p.221 ] that
For the convergence of the stochastic integral we will use the theory of appendix A.
It turns out that it is sufficient to show for some β È 1 ¡ H,
We will first show this in set
. We have by convexity that
Thus, we have for n large enough that
The Lebesgue dominated convergence theorem now implies that almost surely
For the other term of the norm we obtain
We have for n large enough using lemma 3.1 that
and by the proof of theorem 2.1 that
where c 2 is as in equation (3.3) and C does not depend on n because k 0 f ¾ n ÔxÕdx µÔÖ0, k×Õ by equation (3.6) . Note that µÔÖ0, k×Õ , because µ is a Radon measure. Now we get by dominated convergence theorem that almost surely in Ω k
We note that Ω ä k 1 Ω k and thus (3.8) holds almost surely in Ω. This implies that the approximating integrals converge to an integral in generalized LebesgueStieltjes sense. Moreover, the limiting integral is what is claimed.
Conclusions
In this paper we were able to extend the functional Itô formula of [4] for nonsmooth convex functions in the special case of driving gfBm or fBm and functional depending on the average of the driving process.
The results of section 2 remain true if we add such deterministic drift to fBm that does not change path properties. That is, we can add Hölder continuos drift with zero quadratic variation.
For a smooth f the integral representations are limits of Riemann sums. This can be used as a starting point for developing a discretizing method for the stochastic integral.
Financial interpretation
The results of the paper can be used for obtaining hedges for Asian options in fractional Black-Scholes model. In this model, the stock price is modeled by geometric fBm SÔtÕ exp B H ÔtÕ. However, this model allows for arbitrage opportunities ([3, 10, 1] ). Thus, the use of such model as a financial model is questionable. In fact the results of this paper can be used for obtaining new arbitrage examples in that model.
Arbitrage opportunity
Theorems 2.8 and 2.10 provide us concrete examples of arbitrage opportunities in fractional Black-Scholes model. In the setup of Theorem 2.10 we say that the arithmetic Asian call option with payoff
It is easy to see that out-of-the-money options in this sense have zero hedging cost, even though the option will be in-the-money at maturity T with positive probability.
Appendix A: Fractional Besov spaces and generalized Lebesgue-Stieltjes integrals
For the following facts, we refer to [7] . Let β È Ô0, 1Õ.
Note that ¤ 1,β is not a norm but a seminorm.
Let us denote by C The horizontal extension of x t for h 0 is defined as x t,h ÔuÕ xÔuÕ, u È Ö0, t× and x t,h ÔuÕ xÔtÕ, u È Ôt, t h×. We say that a family of maps F ÔF t Õ tÈÖ0,T × , F t : CÔÖ0, t×Õ R is a non-anticipative functional. For the measurability issues we refer to [4] . Now the horizontal derivative of F at x È CÔÖ0, T ×Õ is defined as If we now divide both sides by h and let h 0 we obtain the claim.
Next we will prove a product rule for the vertical derivative. Proof. The proof of the lemma is analogous to the proof of lemma 4.7 and it is therefore omitted.
