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1. INTRODUCTION 
Recently some results have been obtained on the limiting distributions of 
products of independent identically distributed elements of a compact 
semigroup [l-4]. These results are a natural generalization of results obtained 
by Kawada and Ito [.5] in the case of a compact group. Semigroups of m x m 
(m finite) stochastic matrices are simple and interesting examples of compact 
semigroups and it is therefore reasonable to interpret what the general results 
of [4] Lead to in these examples. 
2. PRELIMINARIES 
The background and general content of the results obtained in [4] on limit 
distributions of products of independent identically distributed elements of a 
compact semigroup will be briefly sketched in this section. 
Let S be a compact Hausdorff semigroup with the multiplication ss’ jointly 
continuous in both factors. There is always a unique minimal two-sided 
ideal K 
SK=KS=K (1) 
of a compact topological semigroup [6, 71. K is usually called the kernel of 
S and is a completely simple semigroup. The structure of a completely simple 
semigroup can be given as follows. There is a compact topological group G 
and there are compact HausdoB spaces X, Y such that K can be represented 
as a direct product G x X x Y. Every element k E K has a unique represen- 
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tation k = (g, x, y) with g E G, x E X, y  E Y with the product kk’ (k, k’ E K) 
given by 
kk’ = (g, x, Y) (g’. x’, Y’) 
= (gxy’g’, x’, Y) (4 
where xy is a continuous map on X x Y into G. The coordinates x, y  are the 
left and right ideal indicators in K. 
Let &%’ be the Bore1 field on S generated by the topology on S. Given any 
two regular probability measures v, p on S, the convolution v  *p can be defined 
by means of the theorem of F. Riesz so that 
for every continuous f. Our interest is in the limit properties of the sequence 
of measures 
y(l) = v, vw) = v  * v, “‘) v("+l) = v * +a) . . . (4) 
generated from the regular measure v  by convolution. Let Z(v) be the 
spectrum of the probability measure v. The closed semigroup generated by 
the spectrum of v  is 
(5) 
and we shall assume that this is S, that is, that the spectrum of v  generates S. 
Most of the following results will be stated without proof. They give a 
good deal of information about the limit behavior of the sequence vcn) and 
we shall be concerned with their interpretation in the following sections for 
the case of a semigroup of stochastic matrices. 
The proof of the first theorem is given in detail to correct some details in 
an earlier proof. 
THEOREM 1 [3]. The mass of the sequence of measures vfn) concentrates on 
the kernel K as n + co, that is, given any open set G with KC G and any 
$xed E > 0, there is an m su@iently large so that for n > m 
W(G) > 1 - E. (6) 
Let N(k) be any neighborhood of an element k of the kernel K. Since the 
spectrum Z(v) of v  generates S, there are elements s, , **a, s, E Z(V) and 
neighborhoods N(q) of si , i = 1, *a*, m, such that II:-_, N(s,) C N(k). Let G 
be an open set containing K. There is then a neighborhood N(k) of k such 
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that SN(K) S C G. For any given points s, s’ E S there are neighborhoods 
Ni(s), .Ns(s’) of s and s’, and a neighborhood N,,,.(K) of K such that 
By compactness, there are a finite number of open sets N,(s,) x N,(sj’), 
j = 1, . . . . n, covering S X S. Set 
It is clear that N(K) is such that SW(h) S C G. Given this neighborhoodA (A) 
of K, choose elements s, , *a., s,,, in Z(v) with corresponding neighborhoods 
N(si), i = 1, *em, m, such that 
fj N(Q) c N(k). 
i=l 
Consider the infinite product space of sequences (tl , t, , en*) of elements t, 
of S with product measure generated by v. Now v(N(s#)) > 0, i = 1, e-e, m. 
By the lemma of Borel-Cantelli there is at least one block of m successive 
elements from N(s,), .*a, N(s,) respectively in any sequence (ts , t, , a.*) with 
measure one. Take 71 sufficiently large so that the measure of the set with a 
block of m such successive elements, in truncated sequences of length 12 is 
greater than 1 - E. It then follows that v(n+l)(G) > 1 - E. The proof is 
complete. 
THEOREM 2 [3]. The aoenzges 
!-Lvli, 
3=1 
(7) 
converge in the weak star topology to an idempotent measure p 
which also satis+ 
v*p=p*v=p. (9) 
The spectrum of the idempotent measure is the kernel K of S. 
The following theorem characterizes the form of an idempotent measure p. 
THEOREM 3 [2]. An idempotent measure TV with spectrum the kernel semi- 
group K is of the form 
xxaxB (10) 
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where x is the Haar measure of G and 01, fi are regular probability measures on X 
and Y respectively with spectra X and Y. 
The last theorem cited in this section follows. 
THEOREM 4 [4]. dn) will converge in the weak star topology if and only ;f  
there is no proper closed normal subgroup G’ of G with XY C G’ such that the 
spectrum of v  is contained in 
(G/xXx Y)-l(gG’xXx Y) 
where g is some element of G not in G’. 
Here 
+A = {s’ ( ss’ C A) and B-lA = gs-‘A. 
(11) 
3. COMPLETELYSIMPLESEMIGROUPSOFSTOCHASTIC MATRICES 
Our object in this section is to determine the structure of completely simple 
semigroups of m x m stochastic matrices. From (2) it is clear that such a 
semigroup is the union of a set of isomorphic groups of stochastic matrices. 
It is therefore of interest to examine groups of stochastic matrices. 
Every group contains an identity which is clearly an idempotent. The 
structure of an idempotent stochastic matrix can be easily given [S] as follows. 
T&e is a partition of the integers 1, 2, a-9, m into disjoint classes of integers 
T, A,, *a*> A, where UAj is not empty. The idempotent matrix 
with 
U = (uij; i, j = 1, m-e, m) (12) 
0 if jET or if iEA,,jEAe with a#B 
uij = 
(GO if 
uj i,jEAs (13) 
(a’ (dl’ 
Pi % 
if iE T,jEA, 
where it is understood that 
Uj(a’ > 0, 2 ul!c’) = 1, (14) 
-% 
p?) > 0, Cp!“) = 1. 
a 
(15) 
Let P be any other element of a group of stochastic m x m matrices with the 
idempotent U as identity. Then 
PlJ= UP=P. (16) 
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Clear1 y  
pij = 0 if j E T. (17) 
Further, if i E A,, j E A@ 
(8) 
pij = zf’ikukj = 2 Pik”j = Pi.&? 
= ; 
hEA@ 
%kPlcj = 2 uypkj. 
k kEAA, 
This implies that 
p.. =p(a 23 , p> ZP' 3 if iEA,,jEAg. 
When iE T, jEA, 
(18) 
(19) 
pij = ; uikpkj = 2 p”’ 2 %!%kj 
= -fp,,’ 2 .&,,, y:y 
B keAB 
= \F /2’P@, 41 U:a). (20) 
Often, in giving the integers 1, **a, m we shall for convenience first list the 
elements of T and then those of A, , A, , e.0, A, in order. Let n(T) and n(a), 
a = 1, -**, S, denote the number of elements in T and the number of elements 
in A,, a? = 1, e-., S, respectively. We now introduce the following matrices 
u(Or) = (u$'; j, k = 1, *.., n(a)) 
= {uf’; j, k = 1, ..‘, n(U)), 
~(cL, j3) =(S,,; j = 1, ..., n(a); k = 1, ...Y r@)) 
D(~) = {pf)Sjk; j = 1, ..., n(T); k = 1, e.., n(a)}. 
(21) 
(22) 
(23) 
The idempotent matrix U has the form 
~‘l’u’l’ D’Z’(,W) . . . 
0 . . . 
U’Z . . . 
. . . 
(24) 
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and so far we have concluded that the general matrix P of the group has the 
form 
P = 
i 0 
0 
@p@, p(2, 1) 42, 1) u(a)/ 1) U” U”’ 
p(1, l)Ll(l, I) U”’ 
&$I(% p\2, 2) 42, 2) 4 2) U’” U’2’ 
p(l, 2)41,2) U’“’ 
... 
‘.. 
. 
1 
. (25) 
However, we have not yet considered all the conditions to be imposed on 
such a matrix P. Since it is an element of a group there is an inverse element 
P such that 
PP==PF= u 
where U is the idempotent (identity) of the group. Thus 
(26) 
and so it follows that 
(27) 
(28) 
I f  p(a, /3) > 0 it follows that j@, y) = 0 for all y  # 01. Thus j(/?, LX) = 1. But 
this in turn implies that ~(cx, 18) = 1. To each 01 there is a unique j?(a) such 
that p(a, /?(a)) = 1 and so $@((Y), CC) = 1. The matrix {~(a, fl)> is a permuta- 
tion matrix and {$(a, /3)} is its inverse. We immediately have the following 
lemma. 
LEMMA 1. Let T, A,, A,, ..., A, be a partition of the integers 1, . .*, m and 
D’a’, U’a’, d(a, 8) 01, j3 = 1, .*., s, jixed matrices as given by formulas (21), 
(22), and (23). Let M be a permutation on the integers 1, ..-, s that belongs to 
some subgroup H of the full permutation group on s integers. A group of m x m 
stochastic matrices consists of matrices of the form 
i 
0 D’M’l” u’l’ D’M’Z” [J’“’ . 
0 &f(l)d(l, 1) u’l’ 8l(,J,&(l, 2) u”’ ‘.’ 
0 6,,,(,,4(2, 1) U”’ 6,,,,,,4(2, 2) u’2’ ... 
. . 
! 
(29) 
and thus is isomorphic to some subgroup H of the permutation group on 1, *a*, s 
for some 1 ,< s < m. 
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In the lemma above notice that the integers 1, -me, m have been listed with 
the elements of T given first, then those of A, , A, , *a-, A, respectively, The 
groups of m x m stochastic matrices are finite groups. Our object is now to 
consider the compact completely simple semigroups of stochastic m x m 
matrices. The topology we consider is the natural one induced by the elements 
of the matrices as real numbers. The result that we shall obtain and cite in 
Theorem 1 follows trivially in the case s = 1. For this reason let us assume 
that s > 1. Let the matrices of one of the groups in the completely simple 
semigroup be given as in Lemma 1. This can clearly be done and we shall 
call this group the distinguished group. Let P be any matrix of the completely 
simple semigroup not in the distinguished group. Write it in the form 
P = (P(a,fi); 01, /CI = 0, 1, -*a, s) (30) 
with Pccr*fi) an n(a) x @) matrix where it is understood that n(O) = n(T). 
If P is premultiplied and postmultiplied by elements of the distinguished 
group, the product is again an element of the distinguished group by (2). 
Thus 
sE,M(&Y, 8) ?P’ P@*O) II( U(c) 
i3=1 
= 6 a.hP+)&, 4 U'r), a = I, . . . . s, (31) 
with M, M’, M” E H. Since the right hand side of Eq. (31) is zero if a: # M”(E) 
and s > 1, it follows that P(fi,O) = 0 for ,?I # 0. Further 
P(8,v’ = %,,,,Qpy , p, y = 1, ..., 5, (32) 
with the permutation h?l = M-lM”M’-l and Qsv a matrix with nonnegative 
elements and row sums one. An argument like that given in the proof of 
Lemma 1 implies that the rows of QBy are all the same. By (2) we know that if 
we premultiply and postmultiply an appropriate element of distinguished 
group by P, the product is P itself. But this implies that P(O,O) = 0. It is now 
clear that P must be a matrix of the form (29) also but with possibly different 
matrices Da), P), 01 = 1, *a-, s. Further some of the entries in the U(m) 
matrices may be zero. The following theorem follows readily. 
THEOREM 5. Every compact completely simple semigroup of stochastic 
m x m matrices can be characterized as follows. Let T, A, , -**, A, be a partition 
of the integers 1, ---, m and M any element of some subgroup H of the permutation 
8 ROSENBLATT 
group on 1, **., s. The elements of the semigroup are matrices of the form (29) 
with 
up’ > 0, j = 1, .“) n(a) (33) 
varying over some closed subset of the direct product of 
n (4 
2 @’ = 1, OL = 1, “.) s 
j=l 
(34) 
and 
pj((z) > 0, a = 1, “., s (35) 
varying over some closed subset of the direct product of 
2 pj(do ZzT 1, j = 1, ..., n(T). (36) 
The elements up) correspond to left ideal structure in the semigroup and the 
elements p$@ to right ideal structure in the semigroup. The continuous map xy on 
X x Y referred to in (2) is trivial and takes everything into the identity element 
of the group H. The right ideal structure is trivial ifs = 1. 
Our object is now to determine conditions on a stochastic m x m matrix P 
so that it belongs to a semigroup with kernel semigroup the completely 
simple semigroup specified in Theorem 5. Since the conditions are trivially 
obtained in the case s = 1, let us again consider the case s > 1. Let 
R = {(p(a); 01 = 1, ..a, s)} be the closed set of column vectors characterizing 
the right ideal structure of the completely simple semigroup K and 
v  = {(u(Q); &! = 1, . . . . s)} the closed set of row vectors characterizing the 
left ideal structure of K. Write the matrix P in the partitioned form (30). 
SincePKCKitfollowsthatP~~~o~=O,cu.=1,~~~,s.Furtherifcu,~=1, “‘,s 
we must have Pla,S) = 0 unless 01 = M@) where M is a permutation on s 
letters belonging to the group H. Now PK is a right ideal of K and from this 
and (2) one can see that the relations 
p(O>O)p(a) + p(O>a, = o’(Wa)), 01 = 1, ***, s, (37) 
map the vectors p of R onto vectors p’ of R. From KP C K and (2) it follows 
that the relations 
uW(a))pW(aLu) = u’(a) (38) 
map the vectors u of V onto vectors u’ of V. 
One can easily interpret the results of the general Theorem 3 on limit 
behavior of convolution sequences of measures in the present context. Let v  
be a regular measure on m x m stochastic matrices. Assume that the semi- 
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group generated by the spectrum of the measure Y has K as its kernel. I f  the 
permutations M corresponding to the matrices in the spectrum of v  are not 
all in the coset of a proper normal subgroup of H, there will be convergence 
of vtn) as rz -+ co without averaging. 
COROLLARY 1. Let v  be a regular measure on the stochastic m x m matrices 
and T, A a partition of the integers 1, .a*, m into two disjoint sets such that 
(i) pij = 0 when i E A, j E T zf P is any matrix in the spectrum of v  
(ii) there is a $nite sequence of matrices P, , .-., Pk in the spectrum of v  such 
that if 
Q = (qii) = PI ..a Pk (39) 
then qij > 0 for some i E T and j E A, and qij > 0 for all i, j E A. Then vfn) 
converges as n + co to an idempotent measure with spectrum consisting of 
matrices of the form 
(0 u> (40) 
with 
U = (a+; i = 1, *a., n; j E A) (41) 
uj 3 0, zuj = 1. 
The Limit Measure 
Generally it appears to be rather difficult to determine the limit measure 
precisely. I f  the spectrum of the measure v  is already concentrated on a 
completely simply semigroup K, the determination of the limit measure is 
quite trivial. For the 01, /3 measure on the X, Y factor spaces of K that par- 
tially characterize the limit measure p must be the same as the projections 
of the given measure v  on the X, Y spaces 
a(A) = v(G x A x Y), A E g(X) 
/?(B) = v(G x X x B), B E a(Y). (42) 
Here g(X), S(Y) are the Bore1 fields on X, Y induced by the Bore1 field 
~29 on K. We have yet to determine the group G’ C G that enters in the product 
representation of the spectrum of the measure II. This group is generated by 
the spectrum of the projection of the v  measure on the group factor G of K. 
In fact, the remarks made on the trivial character of the determination of the 
limit measure when the support of the measure v  is concentrated on a com- 
pletely simple semigroup hold in the general context of a compact semigroup, 
not simply that of the semigroup of stochastic matrices. 
The following corollary describes another simple case in which the limit 
measure is easily determined. 
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COROLLARY 2. Let v  be a regular measure on the stochastic m x m matrices 
whose spectrum consists of matrices with column sums all equal to one. Then 
(43) 
converges as n + co to the trivial measure p all of whose mass is concentrated on 
the matrix 
u= /+;j,R:. l;..,m . 
t 
(44) 
If the condition associated with formula (39) is satisfied, the sequence vcn) will 
converge to this limit measure as n + co. This follows trivially from relation (9). 
It is worthwhile looking at the case of 2 x 2 stochastic matrices 
p= P 
( 
l--P 
p’ 1 1 -p’ ’ 
0 <P, p’ < 1. 
Assume there is positive probability that p or p’ # 0, 1. Then the sequence 
of measures dn) converge to one concentrated on matrices of the form 
i 
u 1-U 
u 1-U 1 
(see [l]). The measure is characterized by the induced measure on II. The 
limit measure is determined by the fact that 
li = u(p - p’) + p’ (47) 
has the same distribution as u. Here, of course, it is assumed that (p, p’) is 
independent of U. Even here it appears to be difficult to determine exactly 
when the limit measure on u is for example discrete, singular or absolutely 
continuous in terms of the initial measure v  on (p,p’). 
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