We study the problem of existence of homoclinic and heteroclinic orbits of Chen's system. For the case of 2c > a > c > 0 and b ≥ 2a, we prove that the system has no homoclinic orbit but has two and only two heteroclinic orbits.
Introduction
The classical Lorenz system is a three-dimensional autonomous dynamical system with only two quadratic terms but displays very complex dynamical behaviors (see [Guckenheimer & Holmes, 1983; Lorenz, 1963] ). With a similar structure, the recently discovered Chen's system is of particular interest because of its complex topological structure and its duality to the Lorenz system (see [Chen & Ueta, 1999; Ueta & Chen, 2000] ). Some fundamental dynamical properties of Chen's system have been carefully studied from a mathematical point of view (see for example [Li et al., 2004; Zhou et al., 2004; Agiza & Yassen, 2001; Celikovský & Chen, 2002 , 2005 Lu et al., 2002; Lü et al., 2002a Lü et al., , 2002b Yassen, 2003; Yu & Xie, 2001 ] and the references cited there). Due to the extremely complex structure of its attractor, many properties of Chen's system remain to be further investigated.
Homoclinic orbits and heteroclinic orbits are important concepts in the study of bifurcation of vector fields and chaos. Many chaotic behaviors of a complex system are related to the existence or nonexistence of these kinds of orbits in the system. In the present paper, we are concerned with these properties of Chen's system.
Recall that a homoclinic orbit is a trajectory that is doubly asymptotic to an equilibrium point, or is a closed orbit asymptotic to itself. A heteroclinic orbit is a trajectory that connects an equilibrium point or a closed orbit to another equilibrium point or another closed orbit, respectively.
Recall also that Chen's system is described by the following three-dimensional smooth quadratic autonomous system:
where (a, b, c) ∈ R 3 is the parameter vector with a > 0, b > 0 and c > 0. This system has an equilibrium point at the origin and is invariant under the transformation (x, y, z) → (−x, −y, z) .
Around the origin, the Jacobian matrix of the system is
and the eigenvalues of A are
In this paper, we are interested in the existence or nonexistence of homoclinic orbits and heteroclinic orbits of Chen's system. In Sec. 2 we present conditions for the parameters, i.e. 2c > a > c and 2b > a, under which the system has no homoclinic orbits but has two and only two heteroclinic orbits. In Sec. 3, we prove similar results under the conditions that 2c > a > c and 2b = a. At this point, it is noted that these two cases cannot be proved together, so they are proved separately.
The Case of 2c > a > c and b > 2a
First, we consider a simple case. The following theorem can be derived from Proposition 1 and Theorem 1 of [Li et al., 2004] . Theorem 1. Consider system (1) and assume 2c ≤ a. Then the system has only one equilibrium point at the origin, S 0 = (0, 0, 0), and it is asymptotically stable. Consequently, system (1) has no homoclinic orbits originating from S 0 . Remark 1. The above theorem leads to the following interesting question: Is S 0 globally asymptotically stable?
In this paper, we only consider the case where 2c > a > c. In this case, system (1) has three equilibria. We first study the local behavior of the system near one of the equilibria. Lemma 1. Assume 2c > a > c. Then system (1) has three equilibria: 
Proof. The first result of the lemma follows from Proposition 1 of [Li et al., 2004] . Now, we prove the second one.
The eigenvectors corresponding to λ 1 and λ 2 lie on the x-y plane, whereas the eigenvalue λ 3 corresponds to the two trajectories being the positive and negative z-axis respectively. It is easy to see that λ 1 > 0, λ 2 < 0, λ 3 < 0. Hence, at S 0 , there is a two-dimensional stable manifold which contains the z-axis, and a one-dimensional unstable manifold W u , for which one has
.
which lead to the following first-order differential equation:
Assume that H(x), K(x) take the following forms:
Again, by substituting these two forms into (3) and equating coefficients of x and x 2 on both sides, one gets
On the other hand, the matrix equation
gives
Hence, from Eq. (4) one has K 1 = 0 and
The lemma is thus proved.
We now introduce some more notations. Denote by
the solution of (1) with the initial point q 0 ∈ R 3 . Let
be a solution of system (1) on W u such that x + (t) is positive for large negative t. Let p − (t) be the reflection of p + (t) across the z-axis, i.e.
Let γ + = {p + (t)|t ∈ R} be the "positive" unstable manifold of the system at the origin and let 
Then:
Consequently, q 0 ∈ γ + .
Proof
(i) From system (1), one gets immediately the derivative of U along the solution p(t; q 0 ), as follows:
One deduces that under the condition of (i), for all t ∈ (t 1 , t 2 ),
It follows from (1) and (6) that
for all t ∈ (t 1 , t 2 ). Hence, q 0 is just one of the equilibria of the system.
Then the above result implies that q 0 is one of the equilibria of the system. This contradicts the facts that lim t→−∞ x(t; q 0 ) = 0 and x(t 3 ; q 0 ) > 0. Hence, it follows that U (S 0 ) > U(p(t; q 0 )) for all t ∈ R. Now, we prove x(t; q 0 ) > 0 for all t ∈ R. Suppose x(t 4 ; q 0 ) ≤ 0 for some t 4 ∈ R. Since x(t 3 ; q 0 ) > 0, one has x(t 5 ; q 0 ) = 0 for some t 5 . Using U (S 0 ) > U (p 1 (t)) for all t ∈ R, one gets
On the other hand, one has
which is a contradiction. Hence, it follows that x(t; q 0 ) > 0 for all t ∈ R. Proof. Let p(t; q 0 ) be a solution of the system. Equation (5) implies that the limit of U (p(t; q 0 )) as t → +∞, denoted by Φ(q 0 ), exists and
Equation (7) implies that x(t; q 0 ), y(t; q 0 ) and z(t; q 0 ) are all bounded on [0, +∞). Therefore, the set {p(t; q 0 )|t ≥ 0} is bounded. Denote the ω-limit set of the solution p(t; q 0 ) by Ω(q 0 ). Let q ∈ Ω(q 0 ), i.e. there exists a sequence {t n } such that lim n→+∞ t n = +∞ and lim n→+∞ p(t n ; q 0 ) = q.
Then, for all t ∈ R, the relation
One deduces from assertion (i) of Lemma 2 that 
From Eq. (5), one has
In the above two cases, one has the relation U (s − ) = U (s + ), which yields U (p(t)) ≡ U (s + ). It follows from assertion (i) of Lemma 2 that p(t) is just one of the equilibria of the system. Therefore, system (1) has neither homoclinic orbits nor heteroclinic orbits joining S − and S + .
(ii) We now prove that γ + is a heteroclinic orbit joining S 0 and S + , i.e. lim t→+∞ p + (t) = S + . Using conclusion (ii) of Lemma 2, one can get
which implies that p + (t) does not approach S − as t → +∞. It follows from the above assertion that p + (t) does not approach S 0 as t → +∞. Therefore, lim t→+∞ p + (t) = S + . Finally, we prove that if system (1) has a heteroclinic orbit joining S 0 and S + , then this orbit is just γ + .
Let p 1 (t) = (x 1 (t), y 1 (t), z 1 (t)) be a solution of the system such that 
which lead to p 1 (t) ∈ γ + by assertion (ii) of Lemma 2.
The Case of 2c > a > c and b = 2a
We now study the case where the parameters a, b, c satisfy the conditions that 2 > a/c > 1 and b/a = 2. We first prove the following result.
Lemma 3. Consider system (1). Assume that 2 > a/c > 1 and b/a = 2. Set
(iii) If x 2 (t; q 0 ) ≡ 2az(t; q 0 ) and if there exist t 1 and t 2 with t 1 < t 2 such that V (p(t 1 ; q 0 )) = V (p(t 2 ; q 0 )), then q 0 is one of the equilibria of the system.
Consequently, q 0 ∈ γ + . Proof (i) Set Q(x, y, z) = x 2 −2az. Then, from Eq. (1), one has the derivative of Q along the solution p(t; q 0 ) as follows:
Consequently, one obtains
Since p(τ ; q 0 ) is bounded as τ → −∞, Eq. (11) yields
i.e. x 2 (t; q 0 ) ≡ 2az(t; q 0 ).
(ii) The assertion follows from the equality x 2 (t; q 0 ) ≡ 2az(t; q 0 ) and Eq. (1).
(iii) Assertion (ii) implies that, for all t ∈ (t 1 , t 2 ),
It follows from the first equation of (1), Eq. (12), and the equality x 2 (t; q 0 ) ≡ 2az(t; q 0 ) that
Then the last three results imply that q 0 is one of the equilibria of this system. This contradicts the facts that lim t→−∞ x(t; q 0 ) = 0 and x(t 3 ; q 0 ) > 0. Hence, it follows that V (S 0 ) > V (p(t; q 0 )) for all t ∈ R. Now, we prove x(t; q 0 ) > 0 for all t. Suppose x(t 4 ; q 0 ) ≤ 0 for some t 4 ∈ R. Since x(t 3 ; q 0 ) > 0, one has x(t 5 ; q 0 ) = 0 for some t 5 . Using V (S 0 ) > V (p 1 (t)) for all t ∈ R, one gets
On the other hand,
which is a contradiction. Hence, it follows that x(t; q 0 ) > 0 for all t ∈ R. Proof. Assertions (i) and (ii) of Lemma 3 imply that the limit of V (p(t; q 0 )) as t → −∞, denoted by Ψ(q 0 ), exists. Let q ∈ α(q 0 ), the α-limit set of the system from q 0 , i.e. there exists a sequence {t n } such that
It follows from Lemma 3 that q ∈ {S − , S 0 , S + }. Hence,
Due to α(q 0 ) being connected, one has α(q 0 ) = {S − }, or α(q 0 ) = {S 0 }, or α(q 0 ) = {S + }, which means that p(t; q 0 ) approaches one of the equilibria of the system as t → −∞.
Theorem 5. Consider system (1). Assume that 2 > a/c > 1 and b/a = 2. Then:
The system has no homoclinic orbits.
(ii) The system has only two heteroclinic orbits: γ + joining S 0 and S + and γ − joining S 0 and S − .
Proof
(i) We prove that the system has neither homoclinic orbits nor heteroclinic orbits joining S − and S + .
Assume that p(t) = (x(t), y(t), z(t))
is a homoclinic orbit of the system or a heteroclinic orbits joining S − and S + , i.e. p(t) = (x(t), y(t), z(t)) is a solution of the system such that
where s − and s + satisfy either
According to Lemma 3 and the relation V (s − ) = V (s + ), p(t) is just one of the equilibria of the system. Therefore, the system has neither homoclinic orbits nor heteroclinic orbits joining S − and S + .
(ii) We first prove that if system (1) has a heteroclinic orbit joining S 0 and S + , then this orbit is just γ + . Let p 1 (t) = (x 1 (t), y 1 (t), z 1 (t)) be a solution of the system such that 
which implies that p 1 (t) ∈ γ + from assertion (iv) of Lemma 3. Finally, it remains to prove that γ + is a heteroclinic orbit joining S 0 and S + , i.e. lim t→+∞ p + (t) = S + .
Using Lemma 3, one can get
The second equation of (15) implies that the limit of V (p + (t)) exists as t → +∞. Denote this limit by v. Equations (15) imply that x + (t), y + (t) and z + (t) are all bounded on [0, +∞); therefore, the set {p + (t)|t ≥ 0} is bounded. Denote by Ω the ω-limit set of solution p + (t). Let q ∈ Ω, i.e. there exists a sequence {t n } such that lim n→+∞ t n = +∞ and lim n→+∞ p + (t n ) = q. Then, for all t ∈ R, the relation 
together with assertions (i) and (iii) of Lemma 3 lead to the conclusion that q ∈ {S − , S 0 , S + }. Hence, Ω ⊆ {S − , S 0 , S + }. Due to Ω being connected, one has Ω = S − , or Ω = S 0 , or Ω = S + . It follows that Ω = S 0 from assertion (ii) of Theorem 5, and Ω = S − from the fourth of Eq. (15). Therefore, Ω = S + , i.e. lim t→+∞ p + (t) = S + .
Remark 2. In the above theorem, it has not been proved that every solution approaches one of the equilibria of the system as t → +∞ for the case under investigation.
Remark 3. In [Zhou et al., 2004] , a statement on the existence of a homoclinic orbit of system ( 
which is system (1) with parameters a = 10/7, b = 20/7, c = 1. It is easy to see that λ 2 = −(8/7) and kλ 2 + b = (4/7)(5 − 2k) = 0, kλ 2 + a − c = (1/7)(3 − 8k) = 0 (k = 1, 2, . . .). Therefore, system (17) satisfies all the conditions of Theorem 4.1 of [Zhou et al., 2004] , but this system has no homoclinic orbits by Theorem 5.
