We examine the location and growth of the U.S. population using county-level census data from 1840 and 1990. Counties are described by natural and produced characteristics they possessed in 1840. Natural characteristics include climate, mineral resources and access to natural transportation networks. Produced characteristics include industry mix, educational infrastructure, literacy rates, and access to man-made transportation systems. We investigate how natural characteristics influenced settlement patterns in 1840, and how natural and produced characteristics influenced population growth over the subsequent 150 years. We find that natural characteristics heavily influenced where populations located in 1840. We also that educational infrastructure, literacy rates, industry mix, and access to transportation networks had a significant influence on growth. There is little evidence of population convergence among our full sample of counties; such evidence appears only when the most-heavily-populated counties in 1840 are excluded from the sample. Moreover, when counties located on the western frontier are excluded from the full sample, on the assumption that they were relatively far from their steady state populations, there is evidence of population divergence.
I. Introduction
In 1840, Baltimore, Boston, New York, and Philadelphia were among the largest cities in the United States. They remain so today. Such persistence in population concentration is remarkable given all that occurred during the intervening 150 years: e.g., the settlement of the American west; the Civil War; the construction of railroad and interstate-highway networks; waves of immigration; the Great Depression; and industry cycles such as the decline of the Rust Belt and the rise of Silicon Valley.
A possible source of this persistence is agglomeration economies (positive externalities related to initial city size). We explore the importance of agglomeration economies by examining factors that influenced the location and growth of economic activity within the U.S. using county-level population data from the 1840 and 1990 Censuses. Specifically, we analyze the influence of natural characteristics on population levels observed in 1840 and 1990 ; the influence of produced and natural characteristics on population growth between 1840 and 1990; and the relationship between 1840 population levels and subsequent growth rates. Overall, our findings indicate that agglomeration economies heavily influenced growth over this period.
Economists usually draw from two classes of models to explain growth. The first, typically described as neoclassical, assumes productivity is exogenous. As these models are presented in the urban and regional growth literature, differences in productivity are assumed to stem from differences in resource endowments. Regions might, for example, differ in their endowments of mobile resources such as capital and labor, or in their endowments of immobile resources such as mineral deposits and access to rivers and ocean ports (e.g. Ohlin, 1933; Borts, 1960; and Borts and Stein, 1964) . In this framework, unequal population growth reflects adjustments to a steady state. Initial differences in endowments cause factor productivity and 1 Most recent models of this type recognize that congestion and land rents also increase with city size, and may at some point offset the advantages of agglomeration (e.g. Henderson, 1996; and Chaterjee and Carlino, 1998). 2 factor returns to vary across locations. With no impediments, the movement of factors to equalize returns will be reflected in a convergence of population levels, conditional on the natural characteristics. Once population is located optimally and a steady state has been achieved, all areas will grow at the same rate. In macroeconomic versions of this class of models, labor is typically assumed to be immobile. Differences in productivity and growth across regions are again transitory, reflecting disequilibrium adjustments to steady state. Once adjustments are completed regional incomes will grow at the same rate (e.g. Solow, 1956 ).
An alternative class of models allows productivity differences to be endogenous. In the urban and regional literature, such models are referred to as cumulative causation models (e.g. Myrdal, 1957; and Kaldor, 1970) ; in the macroeconomics literature, such models are referred to as endogenous growth models (e.g. Romer, 1986; and Lucas, 1988) . As in neoclassical models, populations are assumed to concentrate initially in areas with natural advantages. However, cumulative causation models predict productivity differences can be amplified over time: an initial concentration of population resulting from a natural advantage can generate additional advantages that further increase the productivity or consumption value of the location. Examples of agglomeration economies include economies of scale in production and consumption, labor market externalities, and knowledge spillovers (e.g. Marshall, 1890; Richardson, 1973; and Henderson, 1986 ). Regional population levels will diverge in the steady state as long as external advantages outweigh congestion effects. 1 Much of the empirical literature on urban growth finds evidence of agglomeration economies, consistent with models of cumulative causation and endogenous growth (see 2 Previous studies that have examined county-level data include Pred (1966) ; Carlino and Mills (1987) ; Rappaport (1998); and Rappaport and Sachs (1998) . These studies are discussed in Section II.a.
3 Quigley, 1998; and Glaeser, 1998 for surveys) . Several studies demonstrate that productivity levels (e.g. Sviekauskas, 1975; Segal, 1976; and Carlino, 1978) and growth rates (Beeson, 1987) are positively correlated with city size. Other studies find evidence of specific types of agglomeration economies, such as knowledge spillovers (e.g. Jaffee et al., 1993) and labormarket externalities (e.g. Rauch, 1993) . Similarly, Glaeser et al. (1992 and 1995) , Henderson et al. (1995) , and Nardinelli (1996, 1998) show that urban growth rates are related to proxies for agglomeration economies, including measures of industry mix, intensity of competition, and human capital. However, other empirical work finds evidence that appears to be more consistent with neoclassical growth models. For example, Kim (1995) shows that patterns of economic specialization observed across U.S. census regions between 1860 and 1990 are based on comparative advantage and production scale economies, not external economies; and Barro and Sala-i-Martin (1992) find evidence of regional income convergence.
Relative to the national, state, and city-level data typically employed in empirical studies of growth, the county-level data assembled here are attractive in terms of their level of aggregation and the time period they cover.
2 Regarding aggregation, county borders better reflect the limits of local economies than do the borders of states, regions, or nations, which are aggregates of local economies; or cities, whose political boundaries often exclude a portion of the local economy (suburbs). County borders are also less likely to change in response to growing populations than city or metropolitan area borders. In addition, unlike cities and metropolitan areas, counties are defined for all areas, including not only those that grew and eventually became cities or metropolitan areas, but also those that stagnated, declined, or never came to be. Thus county-level data provide a large variety of growth experiences and avoid the selection problem noted in DeLong (1988) in reference to Baumol's (1986) analysis of income convergence among OECD countries.
Regarding time span, because our data extend from 1840 to 1990, short-term economic fluctuations and industry cycles do not unduly influence our estimates. Furthermore, it is hard to imagine that produced characteristics such as canals, railroads, and libraries were put in place in anticipation of the subsequent 150-year growth experiences of their respective counties. Given such a long time span, it seems reasonable to assume that variables such as these can be treated as exogenous in examining their relationship with subsequent growth.
In the first part of our analysis, we find that natural characteristics such as access to natural transportation networks (coastlines and rivers), climate, and mineral resources heavily influenced where population located in 1840. This finding is not surprising: economists, economic historians, and regional scientists have long recognized the importance of such natural characteristics in determining initial settlement patterns. What is surprising is that the influence of these characteristics seems to have outlasted their intrinsic importance. For example, access to oceans and certain types of river transportation are more important in explaining the location of population in 1990 than in 1840 (Rappaport and Sachs, 1998 report similar evidence). Yet by 1990, the introduction of railroads, interstate highways, and air travel surely reduced the value of locating near natural water transportation. As explained below, agglomeration economies are one possible explanation for the persistent explanatory power of natural characteristics.
In the second part of the analysis, we examine how natural and produced characteristics observed in 1840 influenced subsequent growth rates. We find that counties with access to any type of transportation network grew faster than those without, and the effects of water transport (e.g., oceans and the Great Lakes-Canal system) were much larger than railroads. Like many previous studies, we also find that human capital (measured by literacy rates) is an important determinant of growth. However, the measured effect of human capital is greatly reduced when measures of educational infrastructure (libraries and colleges) are added to the regression, suggesting that it is not just the stock of human capital that matters, but also the area's ability to produce more human capital to replace any that it might lose through migration.
In the third part of the analysis, we find there has been little, if any, unconditional population convergence among our full sample of counties. However, we do find evidence of conditional convergence, particularly conditional on produced characteristics such as educational infrastructure and industry mix. To the extent that these produced characteristics capture the effects of agglomeration economies, this suggests that the failure of populations to converge unconditionally is due in part to the presence of agglomeration economies.
Further evidence of agglomeration economies emerges when we analyze subsamples of our data for evidence of convergence. In one subsample, the most-heavily-populated counties are excluded from the full sample. We consider such a subsample because models of agglomeration and endogenous growth predict that counties with relatively large populations should have experienced faster growth rates than other counties. Consistent with this prediction, excluding large counties from the sample leads to dramatic increases in estimated rates of convergence. Another subsample includes only those counties located in states admitted to the U.S. before 1815. The motivation for this restriction is that cumulative causation and neoclassical models differ most sharply in their predictions of growth in the steady state.
Counties in newly admitted states were still part of the frontier in 1840 and, therefore, less likely to have been close to their steady states at that time. If so, excluding them leaves a data set better suited to testing the distinct implications for steady-state behavior implied by the two models. When these frontier counties are excluded from the sample, there is evidence of population divergence, as predicted by cumulative causation models.
II. Data Description

II.a. Why County-Level Data?
Recent studies of agglomeration and growth employ city, state, regional, and national data. There are costs and benefits associated with each type of data. An advantage of national and state data is that they are typically available for extended periods, facilitating studies of longterm growth. One cost of national and state data is that they are aggregates of many economies.
Such aggregation might obfuscate patterns of convergence or divergence occurring among smaller local economies. In contrast, city-level data are attractive because they minimize aggregation and because mobility across cities (as well as states) is not hampered by artificial legal barriers, as is mobility across nations.
Despite their positive features, three problems can arise when using city-level data. First, one need not live in the city in which one works, and the postwar surge in suburban living raises the possibility that city-level populations have declined, while city-level employment has remained constant or grown. Glaeser et al. (1995) note this caveat, and supplement their analysis of city-level populations with populations of standard metropolitan statistical areas.
They find suburbanization effects are particularly important in the Northeast. Second, poor or unavaiable historical data often force researchers using city-level data to focus on the postwar U.S. (exceptions include Kim, 1997; and Nardinelli, 1996 and . As Glaeser et al. (1992 Glaeser et al. ( , p. 1151 point out, studies of postwar cities look at a unique period in American history, one dominated by the decline of heavy manufacturing and the rise of Silicon valley. It is difficult to sort out general trends from trends unique to these industry cycles.
The third problem associated with the use of city-level data is one of selectivity bias. The significance of this problem can be seen in the early work on income convergence across nations. Baumol (1986) demonstrates that the per capita incomes of thirteen OECD countries converged between 1870 and 1979. DeLong (1988) criticizes Baumol's study, arguing that the sample of thirteen OECD countries--countries that were all wealthy ex post--suffers from a selection bias.
To avoid this bias, the sample needs to be expanded to include countries that were wealthy ex ante, not just countries that grew wealthy ex post. Once this is done, evidence of convergence disappears (DeLong, 1988) . City-level data are subject to the same selection bias as the OECD data: they only include economies (cities) that grew into urban areas; they do not include those areas that did not grow.
Hence, the county data assembled here have the following advantages. First, because these data include the universe of all counties in the U.S. in 1840--those grew as well as those that did not--they avoid the selection problem associated with city-level and OECD data.
Second, they span 150 years, and are therefore relatively immune to short-run economic fluctuations and industry cycles and avoid the simultaneity concerns mentioned above. Third, they are not subject to artificial legal boundaries. Fourth, because they extend beyond city limits, they are less susceptible to problems associated with postwar suburbanization. Finally, they focus on individual economies, keeping aggregation to a minimum. Carlino and Mills, 1987) , and those that do consider only a limited period of time for a limited geographic area (e.g. Pred, 1966) or relate growth only to physical characteristics (e.g. Rappaport, 1998) . 3 We overcome the problem of changing borders by constructing county groups with consistent geographic borders over the period . Using these county groups, we are able to use Census data to analyze long-term growth.
II.b. Construction of County Groups with Consistent Geographic Boundaries
As just noted, geographic boundaries of some counties changed over the 150 years covered in our analysis, and in some states these changes were substantial. To construct county groups whose geographic boundaries are consistent over the sample period, we use Thorndale Table 1 . (Hereafter, we use the terms county-group and county interchangeably.)
There are two potential concerns with these county data. First, counties are not uniform in geographic size, both because of our construction of conglomerate counties and because counties are not defined to have a fixed geographic area. To address this concern, we include the logarithm of land area as a control in the empirical analysis below. This approach, however, assumes the effects of land area are linear. We check for non-linearities by excluding the topdecile of counties ranked by land area, and find this exclusion has virtually no effect on our results. (See Sections III, IV, and V.)
A second potential concern with our constructed county groups is that county redefinitions may have been influenced by growth experiences. To assess the severity of this concern, we divide our sample into county groups with redefined borders (conglomerate counties), and counties with consistent border definitions (non-conglomerate). It turns out that conglomerate counties grew relatively rapidly during our sample period: on average, conglomerate counties grew at an annual rate of 1.35 percent (standard deviation: 0.66 percent), while non-conglomerate counties grew at a rate of 1.01 percent (standard deviation: 0.73 percent). Accordingly, in the empirical analysis below we conduct sensitivity tests to see if our results differ across conglomerate and non-conglomerate counties. (See Sections III, IV, and V for a complete discussion of these and other sensitivity tests.)
II.c. Data Sources and Construction
The U.S. Censuses of Population in 1840 and 1990 are our primary data sources. The 1840 data are from the Inter-university Consortium for Political and Social Research (1977) .
1840 serves as the initial year for the analysis because it is the first year the Census reports data 4 We count Virginia and West Virginia as separate states even though the split did not occur until 1860. Also, the 1840 Census reports information on Florida, Iowa, and Wisconsin, which were only territories (not states) at that time. Because the Census provides only incomplete information regarding these territories, they are excluded from our sample. In addition, for some states the Census reports data for sub-state units that are not referred to as counties. For example, reporting in Virginia is done for cities that are not part of reporting counties, and in Louisiana the standard reporting unit is a parish. We refer to all of these various sub-state units as counties.
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on characteristics thought to be potentially important sources of long-term growth. The 1840
Census reports data for counties in the 27 states that constituted the U.S. at that time, and these states define the geographic limits of our sample.
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Population levels, densities, and growth rates are used as dependent variables in our analysis. Data for these are derived from the 1840 and 1990 Censuses. We use population rather than the income data because capital and labor mobility weaken links between regional productivity and income, and strengthen the link between regional population and productivity growth (see Glaeser et al., 1995) . A caveat associated with using population data, as well as income data, is that they reflect not only regional differences in productivity, but also differences in quality of life, and it is difficult to isolate these effects. For approaches to isolating these effects, see Beeson and Eberts (1989) and Glaeser et al. (1995) .
As independent variables we use measures of natural and produced characteristics observed in 1840. The natural characteristics include measures indicating access to water transportation, climate, and mineral resources. The produced characteristics include measures of industry mix, access to man-made transportation networks, and educational infrastructure.
We use four dummy variables to indicate access to natural transportation systems, which are coded using maps. The first identifies counties with Atlantic or Gulf coast boarders. The second identifies counties with a navigable river bordering or crossing through them. Navigable rivers are identified using the army corps of engineers map of Inland Rivers -Navigable Wright (1990) argues that natural resources promoted the industrial development of America. To explore the role of natural resources we code three dummy variables. The first indicates the presence of a coal mine in the county; another indicates the presence of an iron ore mine; and the third indicates the presence of any other type of mine. These data come from the 1880 Census of Mining. The final physical characteristic, land area (total land area less water), is constructed using Census data, and is measured in thousands of square kilometers.
Measures of initial educational infrastructure and industry mix come from the Census.
We collected the following information regarding initial educational infrastructure: literacy rate;
the presence of a library; library books per capita; and the presence of a college. Dummy The six industries reported are agriculture, mining, commerce, manufacturing, navigation, and engineering. Agriculture is the omitted category in reported regressions.
An enduring historical question is the role railroads and canals played in promoting economic development (Fogel, 1964; Fishlow, 1965) . To identify the effects of railroads, we code a dummy variable indicating whether a railroad went through the county in 1840, using information from various sources, including Paullin (1932) and Baer (1981) . The canal system linking the Great Lakes and other major waterways was the dominant canal system of the mid1800s, and it was this canal system that opened up the Great Lakes region for settlement (Goodrich et al., 1961, pp. 226-232; and North, 1966, pp. 142-53) . To capture the impact of this system on county growth we created a dummy variable indicating whether the county contained a canal that was part of this system, or bordered on one of the Great Lakes. Data on canals are derived from Paullin (1932) , Meyer (1948) , Goodrich et al. (1961) , and Sheiber (1968).
II.d. Sample Characteristics
In 1840, population density was highest in the Northeast and Mid-Atlantic states, especially along the corridor running from Boston to Baltimore, with other concentrations around Buffalo, Pittsburgh, and Cincinnati. The South and areas west of the Mississippi were less densely populated (Figure 1 ). These patterns are reflected in average population densities, reported by state in Table 2 . Average county populations in 1840 and logarithmic growth rates from 1840 to 1990 are also reported by state in Table 2 . (Logarithmic growth rates of state populations are reported for comparison.) From 1840 to 1990, the five states with the highest average county growth rates were Michigan, Arkansas, New Jersey, Connecticut, and Illinios.
States with the lowest rates were Georgia, Kentucky, Virginia, Maine, and Vermont.
Full-sample means and standard deviations are reported in the first two columns of Table   3 . From this table, mean population growth for counties in the U.S. in 1840 is 1.60 log points.
Thirteen percent of the counties were located on a coast, while close to 30 percent of the counties had one or more rivers running through them. Three percent were mountainous.
Railroads ran through 14 percent of all counties, while 16 percent were part of the Great Lakes canal system. In terms of industry mix, agriculture (the excluded category in our analysis) was dominant, with the average county employing 82 percent of their workforce in agriculture. The average employment share in manufacturing was 13 percent. Mining, commerce, engineering and navigation accounted for much smaller fractions of total employment, with average employment shares of 0.3, 2, 1, and 1 percent, respectively.
III. Determinants of the Initial Location of Population
We first examine the extent to which natural characteristics can account for the variation in population observed across counties. Using OLS, we estimate the following equation:
(1)
where p it is the natural log of population of county i in year t (t = 1840 or 1990); l i is the land area (in square kilometers) of county i, and is included to control for variation in the geographic size of counties (as explained above, the geographic size of counties is the same over time); x i is a vector of natural characteristics describing such things as county i's climate and access to water transportation; and e it is a random error term. Land area is measured in logs, so its coefficient represents an elasticity measure. The remaining coefficients represent semi-elasticity measures.
Estimates of (1) are presented in Table 4 .
Consider the results obtained for populations in 1840 (column 1, The importance of heating and cooling degree days does not simply reflect a North-South effect, since we obtain a similar finding when a dummy variable for southern locations is included. The result does, however, appear to capture some type of "frontier" effect. When we limit our sample to states that joined the Union prior to 1815, the estimated effects of weather on population distribution are smaller and in some cases insignificant. These and other sensitivity tests are discussed in the text below.
14 exception of coal deposits, all the natural attributes we consider have the expected sign and a statistically significant relationship with population. Counties with access to water transportation, mild temperatures, mineral deposits, and less mountainous terrains were more populated than other counties.
The Table 3 , all else equal, counties with heating-degree days one standard deviation above average had populations 61 percent below average; those with cooling-degree days one standard deviation above average had populations 98 percent below average; 6 those with annual precipitation one standard deviation above average had populations 21 percent above average. The combined explanatory power of these natural characteristics is impressive, as the R 2 statistic obtained in this regression is 0.48.
Consider now the results obtained for populations in 1990 (column 2, Table 4 ). The explanatory power of the natural characteristics is only seven percentage points less than for the 1840 population (R 2 = 0.41). Given the lengthy time interval and significant changes that occurred over this period, this seems a surprisingly modest decline.
To quantify changes in the relationships between population and the individual natural characteristics, we regress population growth between 1840 and 1990 on the natural characteristics (column 3, Table 4 ). Since the natural characteristics were fixed over this period, the resulting coefficients represent differences in regression coefficients obtained using the 1990
and 1840 population measures as dependent variables. Of the eleven explanatory variables we consider, only six have coefficients that differ significantly (at the 10-percent level) across time periods. Cooling-degree days (in absolute value) has a much smaller effect in 1840 than 1990, which might reflect the development of air conditioning. Surprisingly, the coefficients on the ocean and confluence dummies in 1990 are twice as large as their counterparts in 1840, and the coefficient on the mountain dummy in 1990 is nearly twice as large (in absolute value) as its counterpart in 1840. Overall though, the significance of these changes in parameter estimates is modest. The R 2 statistic we obtain in this growth regression is 0.11. Since the explanatory variables are constant across time periods, this result can be interpreted as indicating that only 11 percent of the variation in population differences observed between1840 and 1990 can be attributed to changes in the regression parameters.
The persistent explanatory power of the natural characteristics, and the increased importance of river confluences and oceans, are puzzling. One would think that between 1840 and 1990, technological change reduced the value of natural characteristics. For example, the rise of the railroad, interstate highways, and air transportation reduced the importance of water
transportation. Yet water transportation appears to be as important, if not more important, in determining the location of population in 1990 as in 1840. Agglomeration economies offer one way to resolve this puzzle: economic activity might have continued to locate near river confluences and oceans in 1990 not because of the river confluences and oceans per se, but because these characteristics had already attracted large concentrations of economic activity. In short, the continued significance of these characteristics in 1990 might reflect advantages stemming from initial county size, and not the benefits of the characteristics themselves.
To examine this more closely, we include 1840 population as a regressor in the 1990 population regressions (column 4, Table 4 ). As a result of this addition, natural characteristics appear to play a much smaller role in determining where economic activity located in 1990. In particular, the coefficients on river confluence and ocean dummies fall by 20 and 30 percent, though they are still significant; and the coefficients on the mineral deposit dummies become insignificant, as does the coefficient on cooling degree days. Furthermore, when all the natural characteristics are dropped from the regression, 1840 population alone explains 43 percent of the cross-county variation in 1990 population (column 5, Table 4 ); adding natural characteristics to the regression increases the R 2 by only seven percentage points. Taken together, these results suggest natural characteristics are proxying for 1840-county population in the 1990 regressions.
To determine the robustness of the results in Table 4 , we conduct sensitivity tests using four sets of modifications. The results of these modifications are reported fully in an appendix, available upon request. The first set of modifications explores the importance of region by adding a dummy variable for Southern counties, and adding dummy variables for Southern and Western counties. When we condition on the South and West, both regional dummies have negative coefficients and the size and significance (but not the sign) of a few other coefficients change.
Second, we explore alternative assumptions regarding the error structure by weighting the regressions by the inverse of land area to reduce the influence of counties with large land areas; allowing for correlated errors for counties in the same MSA; and allowing for correlated errors for counties in the same state. Aside from the significance of a few coefficients on climate and mineral deposits, these modifications do not change our results.
Third, we explore the possibility of nonlinearities related to land area, population, and the length of time that the counties had been open to settlement by estimating the models on the following subsamples: the full sample less the top decile of counties ranked by geographic area; the full sample less the top decile of counties ranked by 1840 population; and only those counties in states that were admitted to the Union before 1815. Parameters most sensitive to these changes are those for climate and water transportation. For example, when we omit the most populous counties, coefficient estimates on a coastline and on a confluence fall 30 to 70 percent in the population levels regressions and in some cases become insignificant, indicating these characteristics are most important in determining locations of the largest counties.
Fourth, we explore the possibility that conglomerate and non-conglomerate counties differ in some important way. Although coefficients are estimated with less precision in conglomerate, the magnitude and sign of coefficients are similar for both groups. For example, for both conglomerate and non-conglomerate counties in 1840, rivers, oceans, precipitation, and mineral resources increased population levels, while extreme temperatures reduced population.
IV. Determinants of Population Growth
In this section, we examine how the characteristics of counties observed in 1840 (both natural and produced) were correlated with subsequent growth rates. In particular, we estimate variations on the following equation using OLS, canal, college, library, or a railroad. Note that since the land area of each county is the same in 1840 and 1990, our dependent variable measures both the log growth rate of population, and the log growth rate of population density. Table 5 reports the results for three regressions based on equation (2). The third regression in Table 5 (column 3) examines the relative importance of natural and produced characteristics in shaping county-level growth. As a group, these variables explain over one-third of the variation in growth over the 150 years. Access to transportation networks, either natural or produced, was an important source of growth over this period. With the exception of the estimated effect of a single river (which is small and insignificant), the effects of access to the various types of transportation networks are remarkably similar: the coefficient estimates for a coastal location, a confluence of two major rivers (or a major river and the ocean), and access to the Great Lakes canal system in 1840, range from 0.43 to 0.56. This translates into a population growth rates 28 to 35 percentage points higher in counties with access than in counties without access (final column, Table 5 ). The effect of access to railroads is significant, but only one-third to one-half that of these other forms of transportation (railroads increased growth by 19 percentage points). The effect of a mountain is negative and significant (reducing growth by 29 percentage points), possibly reflecting limited access to transportation networks imposed by mountainous terrain. The importance of these measures of the effects of access to transportation networks probably extends beyond just their roles of facilitating the transport of people and goods. Information also flowed along these transportation networks, and so our estimates likely reflect the influence of the exchange of ideas as well as the exchange of commodities (see Sokoloff, 1988; and Simon and Nardinelli, 1998) .
Growth rates were also related to weather: counties with less rain and relatively moderate temperatures grew more rapidly than counties with less-desirable weather. A one-standarddeviation increase in the number of heating-or cooling-degree days translates into a reduction in population growth of 30 and 21 percentage points, respectively. All else equal, counties with rainfall one standard deviation above average had growth rates 10 percentage points below average. Mineral resource endowments had little effect on growth rates, in contrast to the finding of Wright (1990) .
Industry mix in 1840 influenced subsequent growth: counties with larger shares of employment in commerce and manufacturing had significantly higher growth rates than other counties. This might reflect localization economies, such as shared industry-specific services, technological spillovers within industries, advantages of industrial diversity that often accompany industrial scale, or other externalities related to the size of the local industry. The importance of these localization economies for regional growth over shorter, more recent time periods has been documented by Garcia-Mila and McGuire (1993) , Glaeser, et al. (1995) , and Henderson (1996) .
However, the importance of industry mix documented in our analysis also might reflect the rise of manufacturing and the benefits that accrued to counties that had early concentrations in this industry.
Educational infrastructure also mattered: the estimated effects of having a library is about the same as having a railroad, translating into a 21 percentage point increase in growth. A onestandard-deviation increase in the number of books in libraries per capita translates into an additional 8 percentage points. Literacy rates had a small but statistically significant effect on growth, and although we estimate that colleges increased growth by 7 percentage points, the estimate is not statistically significant. Of course, these variables probably embody other characteristics common to counties with libraries in 1840, such as the importance placed on education and learning in general, and willingness to support all institutions promoting education.
The general importance of educational infrastructure is consistent with Beeson and 8 In regressions for counties admitted after 1815, coefficients on mountain, precipitation, employment in commerce, and books per capita are no longer significant. Employment in share in mining, however, is significant.
Montgomery's (1993) finding of a positive relationship between the presence and quality of local colleges and universities, and metropolitan-area employment growth and net migration during the 1970s and 1980s. It also complements recent empirical studies documenting human-capital spillovers (e.g. Rauch, 1993) and the importance of an educated population for income and population growth over the past 30-40 years (e.g. Glaeser et al., 1995) . Interestingly, while these studies find education rates or human capital to be important, our measure of human capital--literacy rates--is relatively unimportant. However, the effect of literacy rates is much stronger when the controls for educational infrastructure (libraries, books, and colleges) are excluded. A possible interpretation is that since educated individuals are more mobile than infrastructure, counties with permanent educational infrastructure capable of replacing attrition related to short-run cycles have long-term growth advantages.
As above, when alternative specifications are employed the results are not altered substantially. Focusing on the full model (which includes both natural and produced characteristics as regressors), we consistently find that access to transportation networks (e.g., railroads and oceans) and educational infrastructure appear to have promoted growth. When conditioning on the South, and the South and West, nothing changes except in the latter case, when precipitation is no longer significant. The only notable change that results from weighting by land area or allowing for spatially correlated errors is that climate measures are no longer significant in the weighted regressions. There are no substantive changes when regressions are estimated for various subsamples to control for nonlinearities related to land area, population, and the length of time that counties had been open to settlement. 8 Finally, the most notable differences between conglomerate and non-conglomerate counties are related to employment shares and literacy rates, which are insignificant in the conglomerate county regressions. For all other variables, the magnitude and sign of the coefficients are similar for both groups.
V. Convergence and Divergence in Population Growth, 1840-1990
To motivate our estimates of convergence, we first describe some distributional characteristics of our sample of counties. Figure 2a reports shares of population density by decile in 1840 and 1990 for counties ranked by 1840 population density. Absent the top decile of counties, there appears to be convergence: the share of the population in the least-dense counties increased, while the share in all but the most-densely populated counties (in 1840) declined. However, the share of population in the top-decile counties in 1840 increased by almost five percentage points. That counties in the top decile experienced relatively rapid growth suggests agglomeration economies might have played a role in promoting growth.
Stronger evidence of agglomeration economies appears when we restrict our sample to includes only counties located in states admitted to the Union before 1815. We exclude counties located in states admitted after 1815 on the assumption that such "frontier" counties were relatively far from their steady-state growth paths. As explained below, excluding such counties leaves a data set better suited to test the different predictions of the neoclassical and cumulative causation models regarding steady-state growth. Figure 2b reports population shares in 1840 and 1990 using this restricted sample. From the figure, the share of the population in the mostdensely-populated counties (in 1840) increased by nearly fifteen percentage points between 1840 and 1990. Moreover, ignoring the bottom two deciles, there is divergence: the top two deciles gained population shares while the lower deciles lost population shares.
Hence, population has become increasingly concentrated in the most densely populated counties. For the most part these are the same counties that were densely populated in 1840.
This can be seen in Table 6 Table 6a provides direct evidence that large counties grew faster than small counties.
The table reports population growth for counties ranked by their population density as of 1840.
Considering the full sample, the most densely populated counties in 1840 (those in the top decile)
experienced faster growth than all other county deciles, except those in the lowest two deciles.
Considering only counties located in states admitted to the Union before 1815, counties in the top decile experienced faster growth than all other county deciles.
V.b. Regression Analysis of Convergence and Divergence
In this section, we measure the extent to which county-level population growth has converged or diverged. We do this using the nonlinear least squares estimation employed by Barro and Sala-i-Martin (1992) . Specifically, Conditioning on land area allows us to demonstrate the robustness of our results to the use of population densities rather than levels. First, as noted earlier the dependent variable measures both population growth and density growth; therefore the only difference lies in the specification of the independent variables. If the analysis were based on population density, then the independent variable in the unconditional regression would be the log ratio of population to land area. Relative to our approach, this would amount to restricting the coefficients on log population and log land area to sum to zero. If the analysis were based on population levels, this would amount to the exclusion of log land area from our regressions. Thus, our regression is a hybrid of the two approaches, and provides a straightforward means of comparison.
24 where, as above, l i is land area; p it is log population in county i in year t (T corresponds to 1990
and 0 to 1840); x i is a vector of natural characteristics; and z i is a vector of produced characteristics. Equation (3) is first estimated using only land area and initial population as explanatory variables. We refer to the convergence measure obtained in this case as unconditional, despite having conditioned on land area. 9 Conditional rates of convergence are estimated when we add the vectors of natural and produced characteristics to the equation.
Although this nonlinear model yields indentical conclusions as would the linear model estimated in equation (3), the nonlinear model is the conventional method of estimating rates of convergence, and facilitates the calculation of convergence rates.
Several studies note that estimates of the coefficient on initial population, ß, should be interpreted cautiously (e.g., Quah, 1993; Bernard and Durlauf, 1996; and Durlauf and Quah, 1998) . Assuming a negative value for ß, a standard interpretation is that ß represents the annual rate of convergence of the populations to a common steady-state value unconditionally, given the exclusion of x i and z i in (3), or conditionally, given the inclusion of x i and z i . Under this interpretation, the half-life of a gap between p i0 and its steady state value is t such that e βt = 1/2, or t = -ln(2)/ß. However, a negative estimate of ß could also reflect a scenario in which populations are converging to one of several steady states, with relatively low steady states being approached from below, and high steady states from above. In any case, a negative value of ß Evidence of convergence is even weaker if log land area is excluded as an explanatory variable, which is appropriate in focusing strictly on population convergence. Excluding log land area β = -0.001, but remains statistically significant. Imposing the constraint that the coefficients on log land area and log population sum to zero, which is appropriate in focusing on density convergence, yields a convergence coefficient of -0.002. (Note that the coefficients on log population and log land area sum to 0.0002, which is statistically insignificant.) Thus, the measure of convergence generated by the benchmark model is robust, and evidence of unconditional convergence in either population levels or densities is weak. 25 reflects the tendency for large initial populations to grow relatively slowly. We are interested in whether this tendency exists in the data.
Rates of conditional and unconditional convergence are calculated for the full sample of counties and for two subsamples. Results are reported in Table 7 . Estimating the unconditional model with the full sample, we find only weak evidence of convergence (column 1). In the unconditional model, the convergence coefficient ß = -0.0023, and is statistically significant, but yields a half-life measure of nearly 300 years. Also, the R 2 is only 0. When natural characteristics are added as explanatory variables, the estimate of ß is more than 50 percent larger (in absolute value) than the unconditional estimate, and the R 2 statistic increases to 0.19 (column 2). However, the implied rate of convergence is still small (185 year half-life), indicating that natural characteristics played a minimal role in sustaining population differences. Only when we condition on both natural and produced characteristics do we find evidence of convergence. Adding produced characteristics almost doubles the explanatory power of the model and reduces the estimated half-life to 63 years (column 3). Because these produced characteristics likely embody the effects of agglomeration economies, this result suggests rates of convergence would have been much faster in the absence of such economies.
In the first subsample, we exclude counties ranked by population size in the top decile of our sample as of 1840. If agglomeration economies are most important for the largest population centers, then we would expect the rate of convergence to be faster among counties outside the top decile. This is exactly what we find. For the unconditional case, the convergence coefficient ß is 2 ½ times larger than in the full sample and the implied half-life to complete convergence is reduced by 60 percent, to 115 years. Similarly, after conditining on natural characteristics alone, the convergence coefficient ß is nearly twice as large as in the full sample and the implied half-life to complete convergence is reduced by 50 percent, to 96 years. When we condition on both natural and produced characteristics the rate of convergence is even faster.
The explanatory power of the conditional and unconditional models are also much larger than when the full sample of counties was used. Thus in all but the most-heavily-populated counties, we observe a relatively strong tendency toward conditional convergence of population and population density. The relatively rapid growth of the largest counties masks this tendency toward convergence when examining the full sample of counties.
In the second subsample, we restrict the sample to counties in states that were admitted to the Union before 1815. To motivate this restriction, recall that neoclassical growth models and cumulative causation/endogenous growth models differ most sharply in their predictions about growth in the steady state. According to the former, regional growth rates should be identical in the steady state; according to the latter, more densely populated regions (perhaps past a certain threshold) should grow relatively rapidly in the steady state. In both models, regions at the frontier of development, and thus below their steady state, will experience more rapid growth as populations move in to exploit their natural advantages. Presumably counties in states admitted to the Union in later years were more likely to be located on the frontier. If so, excluding such counties would yield a data set better able to distinguish between these two classes of models.
To identify frontier states we begin by including the year of admission as a regressor in the growth regressions. We then estimate these regressions using increasingly restricted samples in which states have been excluded in reverse order of admission, starting by excluding counties in Michigan (admitted in 1837) and ending with a sample that excludes counties in all 12 states admitted after 1789. A positive coefficient on the year of admission indicates that, other things equal, counties in newly admitted states grew more rapidly than those in more established states.
We assume that this reflects a frontier effect, and that this effect has been eliminated from the sample when the coefficient on year of admission is no longer positive and significant. In the unconditional regressions this occurs when we limit the sample to counties in states admitted prior to 1815 (i.e., dropping counties in MI, AK, MO, AL, IL, IN, and MS). When conditioning on natural characteristics, this occurs when we limit the sample to counties in states admitted prior to 1800 (i.e. also dropping counties in OH and LA). 11 In Table 7 , we report convergence estimates based on the pre-1815 sample; results for both samples are reported below.
When counties admitted after 1815 are excluded from the sample, the estimate of ß is positive and significant in the unconditional model; and positive and marginally insignificant (pvalue=0.11) when conditioning on natural characteristics. When counties admitted after 1800 are excluded, the estimate of ß is positive and significant in both models. 12 Only when we also condition on produced characteristics, thought to reflect agglomeration economies, do we find evidence of population convergence, and then only at a relatively slow rate (224-year half life).
In sum, consistent with cumulative causation/endogenous growth models, when we exclude frontier counties from the sample, we find population divergence both unconditionally and conditional on natural characteristics.
Regarding the robustness of these results, we continue to find little evidence of conditional and unconditional convergence when we add region dummies; allow for spatially correlated errors either within states or within MSA's; weight by the inverse of land area;
exclude counties with the largest land area; or estimate equation (3) separately for conglomerate and non-conglomerate counties. In all but one case, we estimate half lives to unconditional convergence of roughly 300 years (the exception is the weighted regression, where the half life is 1233 years). Half lives are 25 to 40 percent lower when conditioning on only natural characteristics; and 70 to 80 percent lower when conditioning on both natural and produced characteristics.
VI. Summary and Conclusions
Using county-level population data, we find evidence that agglomeration economies influenced economic growth in the U.S. from 1840 and 1990 . First, we analyze how natural characteristics such as oceans and rivers affected the cross-county variation in population in 1840 and 1990. We find that these natural characteristics have surprisingly persistent explanatory power: they explain nearly as much of the variation in population observed in 1990 as observed in 1840. Because technological change has likely reduced the value of these natural characteristics, and because these characteristics are highly correlated with initial population levels, we view this persistence as suggestive of agglomeration economies. Second, we identify how natural and produced characteristics observed in 1840 influenced growth over the subsequent 150 years. We find that produced characteristics, many of which are viewed as proxies for agglomeration economies (i.e., industry mix, educational infrastructure, and human capital), have had a significant effect on growth. Third, we measure rates of population convergence among U.S. counties. We find that there has been little, if any, population convergence in the full sample of counties, and that there has been population divergence if we exclude counties located on the frontier.
