Scalability is an important issue in the design of interconnection networks for massively parallel systems. In this paper a scalable class of interconnection network of Hex-Cell for massively parallel systems is introduced. It is called Multilayer Hex-Cell (MLH). A node addressing scheme and routing algorithm are also presented and discussed. An interesting feature of the proposed MLH is that it maintains a constant network degree regardless of the increase in the network size degree which facilitates modularity in building blocks of scalable systems. The new addressing node scheme makes the proposed routing algorithm simple and efficient in terms of that it needs a minimum number of calculations to reach the destination node. Moreover, the diameter of the proposed MLH is less than Hex-Cell network.
Introduction
The interconnection network strongly affects the performance of parallel machines. Many interconnection networks were proposed, from the slow but inexpensive single bus, to the extremely fast and very expensive cross-bar network [1] [2] [3] [4] . In an interconnection network, degree related to hardware cost and diameter related to massage passing time is correlated with each other. In general, as degree of an interconnection network is increased, diameter is decreased, which can increase throughput in the interconnection network, however, it increases hardware cost with the increased number of links of the processors when parallel system is designed [2, [5] [6] [7] .
Among the wide variety of interconnection networks structures proposed for parallel computing systems is hex-cell which received much attention due to the attractive properties such as embeddability and simple routing [8] . However, in an identical hex-cell network the diameter increases with the increase of the network size, which can decrease throughput of the network. Ideally, we would like to construct a new network that combines features such as less communication, efficient routing and capability of embedding other static topologies. This gives the motivation to develop a new interconnection network to meet the demands of highly parallel systems.
In this paper, a new interconnection network called Multilayer Hex-Cells network (MLH), which requires less diameter than a comparable size hex-cell network and with a constant network degree, is proposed. Another advantage of the MLH network is that it is hierarchical network, which makes it suitable for the connectionist models of computations, which requires a very large number of processors and its applications are hierarchical in nature. This paper concentrates on a network that enjoys the same ease of routing as in the hex-cell network.
The organization of this paper is as follows. Section 2 describes the definition of Hex-Cell network. Section 3 introduces the proposed Multilayer Hex-Cell network. Section 4 presents the routing algorithm of MLH and Section 5 summarizes and concludes the paper. . Each node in the HC is identified by a pair (X.Y), where X denotes the line number in which the node exists, and Y denotes the location of the node in the line as in Figure 2 . A node with the address 1.1 is the first node that exists at line number 1. 1.2 refers to the second node that exists at line number 1, and so on.
Definition of Hex-Cell Network

Multilayer Hex-Cells Interconnection Network
The Multilayer Hex-Cell (MLH) is a modular interconnection network that consists of layers of identical Hex-Cell networks connected together in a hierarchical fashion as shown in 
Lemma 1:
The total number of nodes in a MLH(k,d) with k layers is:
Proof:
Using the previous definition of HC(d), it can be easily seen that the total number of nodes at level 1 as shown in Figure 1 is N 1 = 6 nodes, since there is a single hexagon cell with six nodes. Level 2 introduces six hexagon cells (one at each side of the hexagon at level 1). It can be seen that level (i + 1) has 12 nodes in addition to corresponding nodes to those at level i. Therefore, the total number of nodes at level i is:
The total number of nodes in an identical Hex-Cell network HC(d) with d levels can be expresses as follows:
Therefore, 2 12 6 1 6 9 1 6 6
The total number of nodes in MLH(k,d) with k layers can be expresses as follows:
Node Degree
The node degree on an interconnection network is defined as the maximum number of edges (links) that a node can have in the network. It can be easily seen that the node degree of an identical Hex-Cell with depth 1 (i.e. HC(1) is 2 and that for HC(d) is 3, for d > 1. Using the previous definition of MLH(k,d), it can be easily seen that the network degree of MLH(1,1) is 3 and that for MLH(k,d) is 4, for k > 1.The network degree is a desirable feature in an interconnection network that the max number of ports does not grow at the same rate as a function of the number of nodes in the network. In other words, a network topology which secures constant network degree is highly desirable. Constant node degree facilitates modularity in building blocks for scalable systems. The network degree of MLH(k,d) for k > 1 is constant (4) as the network size increases.
Diameter
The diameter (D) of a network is the maximum shortest path between any two nodes. If the source and destination nodes are located in the same layer (i.e. in the identical HC(d) the diameter is equal to 4d -1 [8] , but if the source and destination nodes are located in different layers in MLH(k,d), the number of k (layer) steps required to reach the destination node as shown in Case 1 and Case 2 in the proposed routing algorithm in the section 4. so the diameter of MLH(k,d) is 4d -1 + k. Figure 4 shows, that the diameter against network size of the MLH is less than Hex-Cell network.
Proposed Routing Algorithm
In order to explain the following algorithm, we use the layer and line numbering scheme as follows. Each node in the MLH is identified by a pair (K.X.Y), where k denotes the layer number, X denotes the line number in which the node exists, and Y denotes the location of the node in the line as in Figure 5 . A node with the address 1.1.1 is the first node that exists at layer 1 and line number 1. The Node1.1.2 refers to the second node that exists at layer and 1 and line number 1, and so on. The proposed addressing node scheme can make the proposed routing algorithm simple and efficient in term of the number of operations needed to calculate the next node, especially when the source and destination nodes are located in different layers as discussed in the Examples 1 and 2. The number of calculations is equal to n (n = the difference between the source and destination layer numbers).
In the proposed routing algorithm for MLH as shown in Figure 6 , the movement from one node to another node can be done by using one of the following three cases: 
. where, K s is the layer number of source node, X s is the line number of source node, and Y s is the location of source node in line the number, K d is the layer number of destination node, X d is the line number of destination node, and Y d is the location of destination node in the line number. One of the previous cases will be called recursively until the destination has been reached.
Discussions via Examples
The following examples explain the above routing cases. For this purposed, we consider a network of a MLH (2, 2) as shown in Figure 7 .
Example 1:
Let (1.1.4) and (2.2.5) be the address of the source and destination nodes respectively. CASE 3 of the routing algorithm (i.e. source layer + 1) and moveDown will use the following path: (2.1.4) → (2.1.5) → (2.2.5) as shown in Figure 6 . From Example 1, it can be easily seen that, in order to forward a message to the next node, the routing algorithm performs only one operation (subtraction) to the source layer (K s -1) and so on until the message reaches its destination layer. When the source and destination layers are equal, the routing algorithm forwards the message by applying the moveDown procedure as shown in the Figure 7 .
Example 2:
Let (2.3.7) and (1.1.4) be the address of the source and destination nodes respectively. CASE 2 of the routing algorithm (i.e. source layer -1) and moveUp will use the following path: (1.3.7) → (1.2.7) → (1.2.6) → (1.1.5) → (1.1.4) as shown in Figure 6 . From Example 2, it can be easily seen that, in order to forward a message to the next node, the routing algorithm performs only one operation (addition operation) to the source layer (K s + 1) and so on until the message reaches its destination layer. When the source and destination layers are equal, the routing algorithm forwards the message by applying the moveUp procedure as shown in the 
Conclusions
This paper introduced a new interconnection topology called Multilayer Hex-Cells. Additionally, the paper proposed an efficient routing algorithm for MLH which requires no detailed knowledge of the network. The new addressing node scheme makes the proposed routing algorithm simple and efficient in terms of that it needs a minimum number of calculations to reach the destination node. The proposed MLH maintains a constant network degree regardless of the increase in the network size degree which facilitates modularity in building blocks of scalable systems. Moreover, the diameter of the proposed MLH is less than Hex-Cell.
While the proposed topology has been analyzed mathematically and discussed through examples, it can be tested as an underlining network for many applications in distributed systems area.
