Abstract. In this work we consider the following α-stable-like operator (a class of pseudo-differential operator)
Introduction
Let L t be a d-dimensional Lévy process. Consider the following stochastic differential equation (abbreviated as SDE) in R d :
where σ :
is a measurable function. It is well-known that when σ is Lipschitz continuous, there exists a unique strong solution X t (x) to SDE (1.1) with infinitesimal generator
where ν is the Lévy measure of L t .
Beyond the Lipschitz continuity assumption on σ, in the theory of SDEs, there are two different notions associated to the existence-uniqueness: weak existence-uniqueness (or uniqueness in law of weak solutions) and strong existence-uniqueness (or pathwise uniqueness of weak solutions). Usually, strong existence-uniqueness requires stronger regularity conditions on σ than weak existence-uniqueness. When L t is a Brownian motion and σ Keywords: Lévy operator, Martingale problem, Krylov's estimate, Pathwise uniqueness. The research of ZC is partially supported by NSF grant DMS-1206276. The research of XZ is partially supported by NNSFC grant of China (Nos. 11271294, 11325105). 1 is uniformly non-degenerate and bounded continuous, in [15] Stroock and Varadahan introduced the notion of martingale solutions, and studied the well-posedness of SDE (1.1) in the weak sense. In [9] , Krylov established the existence of weak solutions to SDEs (1.1) when σ is uniformly nondegenerate and bounded measurable. Recently, strong uniqueness for SDE (1.1) driven by Brownian motion was proven in [18] when σ is uniformly nondegenerate and belongs to the first order Sobolev space W 1,p
Nowadays, there has been a relatively complete theory for SDEs driven by Brownian motion. However, in the case of discontinuous Lévy processes, there does not exist a satisfactory theory since the Lévy measure of L t possess diversity and the associated Kolmogorov equation is nonlocal. Such a feature brings us many difficulties. In particular, the study of the associated nonlocal integro-partial differential equation becomes more complicated, and strongly depends on the shape of the Lévy measure. When L t is a cylindrical α-stable process and σ is bounded continuous and nondegenerate, Bass and Chen [3] proved the existence and uniqueness of weak solutions. Notice that in this case, the Lévy measure is singular with respect to the Lebesgue measure, and the argument is based on some singular-integral estimates of pseudo-differential operators with singular state-dependent symbols. When the Lévy measure ν is absolutely continuous, or more generally,
κ(x, y) |y| d+α dy, where α ∈ (0, 2), there are a lot of works devoting to the well-posedness of the martingale problem associated to L ′ perturbed by some lower order term under different assumptions (see [8, 11, 12, 1] and references therein). To the best of our knowledge, the weakest assumptions on κ(x, y) are given in [12] , i.e., for some κ 0 , κ 1 > 0 and γ ∈ (0, 1),
The purpose of this work is to study the strong and weak uniqueness of SDEs associated to the following more general Lévy operator:
where ν x is comparable with a nondegenerate α-stable Lévy measure, andν x is bounded by some β-stable Lévy measure with 0 < β < α, σ x is bounded continuous and non-degenerate,σ x is bounded measurable. It should be observed that if ν x (dy) andν x (dy) are absolutely continuous with respect to the Lebesgue measure, then by the change of variables, the operator L ′′ can be written as L ′ perturbed by some lower order term. Here we allow ν x (dy) to be singular so that it can cover SDE (1.1). Since the symbol of L ′′ could be very singular along the axis, we can not use the theory of the classical pseudo-differential operator to study the associated parabolic equation. We shall use the L p -maximal regularity of nonlocal operator established recently in [20] to study the solvability of the nonlocal parabolic equation associated with L ′′ . After this, we shall study the existence and uniqueness of martingale solutions associated with L ′′ by establishing a Krylov's type estimate.
Compared with the existing literatures, the novelty of this work lies in the following two points:
(i) We do not assume that ν x andν x are absolutely continuous so that it can be used to solve the following SDE:
where L t andL t are two independent Lévy processes, the Lévy measure of L t is comparable with a nondegenerate α-stable Lévy measure, and the Lévy measure ofL t is just bounded by a β-stable Lévy measure with β < α. In particular, the cylindrical Lévy processes are allowed.
(ii) We do not make any Hölder assumptions on σ(x) andσ(x) so that our existence and uniqueness can cover most of the well-known results such as the ones studied in [3] and [12] .
This paper is organised as follows: In Section 2, we give some preliminaries, and particularly, establish some auxiliary estimates. We believe that part of them has some independent interest (for example, Theorem 2.10 below). In Section 3, we study a quite general nonlocal parabolic equation with space-time dependent coefficients, and establish the L p -maximal solvability by using Levi's freezing coefficient argument. In Section 4, basing on the main result in Section 3, we prove a Krylov's type estimate for the martingale problem associated with the nonlocal operator and then obtain the well-posedness of the martingale problem. Finally, in Section 5, we also prove a pathwise uniqueness result when σ is nondegenerate and belongs to W 1,p
Convention: The letter C with or without subscripts will denote an unimportant constant, whose value may change in different places. Moreover, A B means that A CB for some constant C > 0, and A ≍ B means that C −1 B A CB for some C > 1. 3 
Preliminaries
In this section, we introduce necessary spaces and lemmas for later use.
2.1. Sobolev spaces and embeddings. For α 0 and p > 1, let H α,p := (I − ∆)
Integrating both sides with respect to x, we get
where
The proof is complete.
Below, for 0 < S < T , we shall write
and
provided that the right hand side is finite.
By Garsia-Rademich-Rumsey's inequality again, there exits a constant C = C(γ, p) > 0 such that for all t 0 < t 1 ,
By the interpolation inequality (2.1) and Hölder's inequality, we have
To treat I 1 , we need the following elementary estimate: for any q > 0,
Indeed, let
Since f ∈ L 1 (t 0 , t 1 ), by the Lebesgue differential theorem, D has full measure. Thus, for each t ∈ D, by the integration by parts formula, we have
Hence,
which in turn implies (2.5) by Fubini's theorem. Now, noticing that
by (2.5) and (2.3), we have
. For I 2 , we have
which together with (2.4) gives the desired estimate.
For α ∈ (0, 2) and y ∈ R d , we write
and for a function f :
The following lemma is taken from [11, Lemma 5].
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Lemma 2.4. For α ∈ (0, 2) and p
The following lemma is direct by Sobolev's embedding theorem. 
which is endowed with the weak convergence topology. For α ∈ (0, 2), let L (α) ⊂ L be the set of all α-stable measure ν (α) with the form
where Σ is a finite measure over the sphere S d−1 (called spherical measure of ν (α) ), and we also require that 1 α=1
The identity matrix is denoted by I, and the transpose of a matrix σ is denoted by σ * . Let S(R d ) be the Schwartz rapidly decreasing function space.
Given ν ∈ L, σ ∈ M d and α ∈ (0, 2), we consider the following Lévy operator:
wheref denotes Fourier's transformation of f . It is easy to see that
In particular, if ν(dy) = |y| −d−α dy, then
We introduce the following notions.
it is called non-degenerate if
where Σ is the spherical measure of
and we simply write ν 1 ν 2 in this case.
The following lemma gives a characterization of non-degenerate Lévy measures.
where c α only depends on α, and Σ is the spherical measure of ν (α) .
Proof. By (2.11) and the change of variables, we have
which then gives (2.13).
Next we show the continuous dependence of the symbol ψ ν σ with respect to ν and σ. We need the following elementary estimate.
Lemma 2.8. Let a, b ∈ R. We have
(ii) If α = 1, then for any β ∈ (0, 1),
Here c α and c β only depends on α and β.
Proof. Below, we assume a b.
(ii) By | sin x| |x| β , we have
and by |1 − cos x| |x| β ,
and by |1 − cos x| |x|,
Now we can show the following continuous dependence of symbol ψ ν σ with respect to ν and σ. 14) and for all 0 < r < R < ∞,
Here the constant C only depends on d, α, ν (α) and β.
Proof. By (2.11), (2.14), (2.9) and the change of variables, we have
which implies the desired estimate for the real part of ψ
On the other hand, if α ∈ (0, 1), then
Combining the above calculations, and by Lemma 2.8 again, we obtain the desired estimate for the image part of ψ 
For any p > 1, there exists a constant C 0 > 0 only depending on d, p, α, ν 17) and for all 0 < r < R < ∞,
For any p > 1 and β ∈ (0, 1), there is a constant
19)
3. L p -maximal solution of linear nonlocal parabolic equation
In the remainder of this paper, we shall fix α ∈ (0, 2) and m ∈ N, and consider the following measurable maps:
For a function f :
where k ∈ N, the continuous modulus function associated to f is defined by
We make the following assumptions: (H A ) σ t,a(t,·) and b are bounded, and for some ν
and for some γ σ , γ ν ∈ (0, 1) and κ 0 > 0,
and lim ε→0 ( a (ε) + b (ε)) = 0, and
Consider the following operator
where A t u(x) := A t,x u(x) with 
Here A t is the principal part of L , and B t is a lower order perturbation term. The reason of introducing the extra function a can be seen from the following lemma, and the following examples should be kept in mind.
non and σ t,a = σ.
where C 1 is independent of (t, z) and ε. Hence, by Lemma 2.2 with
For the simplicity of notation, we shall write 
Moreover, we have
7)
where the constant C p is independent of λ.
3.1.
Case of B = 0 and ν t,a = ν t , σ t,a = σ t , b t,x = b t . In this subsection, we first consider the case of constant coefficients. Let N(dt, dy) be the Poisson random measure with intensity measure ν t (dy)dt. LetÑ(dt, dy) := N(dt, dy) − ν t (dy)dt be the compensated random martingale measure. For t 0, define
, by Itô's formula we have
Thus, if we let
The following result is a simple application of [20 and for some C = C p, d, α, κ 0 , ν 1 is the lower bound of ν t from (H A ). Let X (2) t be defined by (3.8) in terms of N (2) , and X
t be defined by
· and X (2) · are independent and 
Thus, by Jensen's inequality and [20, Theorem 4.2], there exits a constant
Freezing function and auxiliary estimates.
Let p 1 and φ ∈ C ∞ c (R d ) be a nonnegative symmetric function with support in the unit ball and satisfy
For δ ∈ (0, 1), let us set 14) and {φ z δ (·), δ ∈ (0, 1), z ∈ R d } will serve as a family of freezing functions as shown in the following two crucial lemmas. 
Proof. By (2.12) and (2.10), we have
By definitions, it is easy to see that 17) and
Moreover, for any β ∈ (0, 1), by (2.7) we also have
Hence, for any β ∈ (0, 1 ∧ α), using (3.17), (3.18) and (3.19) , and by Minkowskii's inequality and interpolation inequality (2.1), we derive that
Substituting this into (3.16) and using (3.14), we obtain (3.15).
Lemma 3.5. Under (H
, there is a function ℓ(δ) with lim δ→0 ℓ(δ) = 0 such that for all u ∈ H α,p and t 0,
In particular,
Proof. In the following we shall drop the time variable since it does not play any role in the proof. First of all, by (3.14), it is easy to see that
Below, for the simplicity of notation, we write
] be a smooth function with χ(x) = 1 for |x| < 2 and χ(x) = 0 for |x| > 4. For δ ∈ (0, 1), let χ 1 (x), by Lemma 3.1 and (3.15), we have for β ∈ (0, α ∧ 1),
(3.24) 18 Noticing that
and 1 α=1 r<|y|<R yµ x (dy) = 0, it is easy to see that
where κ := σ a ∞ , and θ ∈ ( d p , α) for α ∈ (0, 1] and θ ∈ (1, α) for α ∈ (1, 2). Noticing that
by (2.7), (3.15) and (2.1), we have
On the other hand, by definition, it is easy to see that
Moreover, for any β ∈ ( d p , α ∧ 1), by (2.7) we also have
, as in estimating (3.20), we have
Combining (3.23)-(3.26), we obtain (3.21). Finally, by (3.14), (2.16), (3.21) and (3.15), we have
3.3. Proof of Theorem 3.2. We divide the proof into two steps.
(1) We first prove the a priori estimates (3.6) and (3.7). Let ̺ : R d → R + be a smooth function with support in the unit ball and ̺ = 1. For ε ∈ (0, 1),
Taking convolutions for both sides of (3.5) with respect to ̺ ε , we have
where u ε λ := u λ * ̺ ε and
) and the property of convolutions, we have
Below, we use the method of freezing the coefficients to prove that for all T 0 and t
where the constant C is independent of ε and λ. After proving this estimate, (3.6) and (3.7) immediately follows by Fatou's lemma and taking limits for (3.28). Let φ 
where θ 2 <ᾱ < θ 1 are chosen in the following way:
In particular, (H
Let Ω = D(R + ; R d ) be the space of all right continuous functions with left hand limits, which is endowed with the Skorokhod metric. Let X t (ω) := ω t be the coordinate process on Ω, and
Definition 4.2. (i) (Martingale solution) For fixed (s, x) ∈ R + ×R
d , we say that a probability measure P on (Ω, F ) is a solution to the martingale problem for L starting from (s, 
All the martingale solutions with the above property is denoted byΓ
is still an F t -martingale after time s.
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We now show the following important Krylov's type estimate. 
then it holds that for any β ∈ (
where the expectation E is taken with respect to P.
Proof. Below, without loss of generality, we assume s = 0. Let 
We divide the proof into two steps.
(1) First of all, we prove the following estimate of Krylov's type: for any f ∈ L q (T ),
By a standard approximation, we may assume f ∈ C c ((0, T ) × R d ). By Theorem 3.2, there exists a unique solution u ∈ U α,q (T ) to
. By Remark 4.3 and equation (4.7), we have a(r,z) σ r,a(r,z) u(r, z) ̺ ε (X r − z)dz
Hence, by the dominated convergence theorem, we have 
s,x satisfy that for some p 1 > 1 and any p p 1 and f ∈ L p (T ),
As in the proof of step (3) of Theorem 4.4, we have
which implies that for any f ∈ C c (R d ),
In particular, for any E ∈ B(R d ) and t s,
Below we use induction to show that for any s t 1 < t 2 < · · · < t n T and E 1 , · · · , E n ∈ B(R d ),
For n = 1, it has been proven in (4.15). Suppose that it holds for some n. By [16, Theorem 1.2], the regular conditional probabilities P ω 1 , P ω 2 of P 1 and P 2 with respect to (ω) and satisfy that for some p 1 > 1 and any p p 1 and f ∈ L p (T ),
Notice that
. By the induction hypothesis and (4.15), we get (4.16) for n + 1.
To show the existence of a martingale solution, we shall use the weak convergence argument. Let ̺ : R d → R + be a smooth function with support in the unit ball and ̺ = 1. For n ∈ N, let ̺ n (x) = n d ̺(nx) and define a n (t, x) := a(t, ·) * ̺ n (x), b n t,x := b t,· * ̺ n (x). We also assume that (H ′ A ) It holds that for some γ 0 , sup
|σ t,a n (t,x) ξ| > 0. 
Notice that under (H A ), (H
It is easy to see that (H ′ B ) holds uniformly with respect to n. Let A n t,x and B n t,x be defined in terms of a n ,
By Theorem 4.4, there exists a constant C independent of n such that for all s t 1 < t 2 T and f ∈ L p (T ),
By [6, Chapter IV, Theorem 4.18], (P n ) n∈N is tight. Let P be an accumulation point of (P n ) n∈N . We want to show that P ∈Γ L s,x . Up to extracting a subsequence, we may assume that P n weakly converges to P. For f ∈ C c ((0, T ) × R d ), by taking weak limits for (4.17), we have
By a standard monotone class argument, the above estimate still holds for where the last step is due to Lemma 2.1 and 
