Abstract-This paper presents a modeling of an automatic guided vehicle (AGV) to achieve an advanced control. The modeling includes 3 kinds of choices; a choice of input-output data pair from 15 candidate pairs, a choice of system identification technique form 5 candidate techniques, a choice of discrete to continuous transform method from 2 candidate methods. An approach for calibration between a statistical model and a physical model is also here. The models are combined according to the weight of AGV.
INTRODUCTION
Recently, in order to increase productivity in semiconductor manufacturing, the size of semiconductor wafers will be getting lager. Along with the wafers, the automatic guided vehicle (AGV) in Fig. 1 which transposes wafers also will be getting lager. In this case, it is difficult for typical PID controller to control the above AGVs accurately. Therefore, it is important to construct new supervisory and control systems such that the above AGVs are controlled and observed effectively and safely. In order to consider the above, we need a precise modeling of AGV and a design of AGV system schematized in Fig. 2 . Our early research [1] has presented an implementation of continuous time deadbeat control to synthesize an AGV control system. In the research, the test model has been constructed by LEGO MIND STORMS NXT [2] . This paper considers the next step as a modeling which recasts the capital dynamics of the AGV as a dynamic mathematical model. This is because the control performances of continuous time deadbeat control and/or model based control largely depend on the accuracy of mathematical model. This paper presents a modeling and furthermore a calibration of AGV in order to achieve an advanced control such as deadbeat control and/or robust control [3] . The AGVs transpose a Front Open Unified Pod (FOUP) that stores the wafers as shown in Fig. 3 . The maximum loading weight of the FOUP is 10kg. To control the AGVs precisely, it is important to obtain mathematical models for each loading weight. Fist, this paper provides a mathematical modeling of AGV for each loading weight. The modeling which can construct a mathematical model with loading weight information, includes 3 kinds of choices; a choice of input-output data pair from 15 candidate pairs, a choice of system identification technique form 5 candidate techniques, a choice of discrete to continuous transform method from 2 candidate methods. The above modeling provides a statistical model of AGV. On the other hand, there also exists a modeling which provides a physics model of AGV according to the laws of physics. In general, the former fits experimental data and does not fit the laws of physics, while the latter does not fit experimental data and fits the laws of physics. To obtain a nice model such that a physical model fits experimental data, we need integration between a statistical model and a physical model, so-called "calibration". However, the model calibration is barely systemized so far. This paper proposes an approach for calibration between a statistical model and a physical model. The models are combined according to the weight of AGV.
II. AGV SYSTEM
The AGV system consists of the high-order system and the low-order system. The former provides transportation commands to the AGVs. The latter is equiped in each AGV such that the AGVs carry the FOUPs according to the command. The high-order system is a host system, the loworder system is a AGV control system. The actuator of the AGV control system composes of servo motors, the senor consits of incremental encorders and linear sensors (absolute encorders). The controlled system is the mechanical system of AGV as shown in Fig. 2 . The dynamic characteristics of AGV mehcanical system depend on loading weights of FOUP and running conditions such as straight rails and curve rails. Focusing on the weight of AGV, we derive a mathematical model of AGV dependign on each loading weight. To obtain the experimental data of AGV, we carried out four runnnig tests for the AGV in Fig. 1 on the test course in Fig. 4 . We measured data items for each loading weight (0kg, 7.5kg, 10kg) with sampling time 10msec as shown in Table I . The capitals A)~F) in Table I are cooresponding to the capitals in Fig. 2 . The encoder output and the linear sensor output denote each running distance. 
and n denote the model output, the experimental data, the mean value of the experimental data, and the number of the data, respectively.
A. Input-output pair
Our objective is to derive a dynamic characteristic of AGV mechanical system depends on loading weights. Therefore, we need to choose an input-output data pair from 15 candidate pairs in Table I such that the pair has the loading weight information.
The choice procedure is summarized as follows: 1. For an input-output data pair, calculate its fit ratios of each experimental data pair (0kg, 7.5kg, 10kg) based on its 0kg model. 2. Find an input-output data pair such that the maximum gap is more than 5 percent between its three fit ratios. Table II shows the maximum fit ratio gaps obtained by the choice procedure. We see that the pair (D,C) has the loading weight information, while almost pairs do not have the one. Therefore, this paper derives statistical models of AGV based on the pair (D,C).
B. Identification model
This paper uses five typical statistical models [4] that are ARX (Auto Regressive eXogeneous), ARMAX (Auto Regressive Moving Average eXogeneous), OE (Output Error), BJ (Box-Jenkins), and state space (State Space) models as shown in Table III.   TABLE III. Statistical models
where T is 0.01msec. Our priori check confirms that the minimum model order is 2 in the sense that the statistical model has the loading weight characteristic. Therefore, this paper defines parameters 
We calculate statistical models for each loading weight (0 kg, 7.5kg, 10kg) using standard system identification software [5] in MATLAB [6] based on the pare (D,C) and Table III . Table IV shows the result for 10kg. In terms of the fit ratio, we see that the following relation
holds. In addition, we see that ARMAX, OE and BJ are exactly the same in terms of their zeros, poles, and gains. This result indicates that the following relation
holds between ARMAX, BJ, and OE in TABLE III. Therefore, we conclude that the appropriate statistical model is OE since it has the loading weight characteristic and is the simplest model realization in Table III .
C. Transfer method
The transfer function of the statistical model (10kg) in Table IV respectively. The latter has an unstable zero (s=200), which is caused by the first order Pade approximation used in Tustin method. In general, the unstable zero, which presents undesirable performances, cannot be removed by feedback controllers. Therefore, this paper utilizes ZOH method.
D. Concluding remark for statistical model
The appropriate choices for the statistical modeling with loading weight information are summarized as follows:
z Input-output pair: Motor input current -AGV velocity. We obtain the statistical models with loading weight information for each running test. Table V shows the result for one of the four running tests. Figure 5 shows the frequency properties of the obtained models. We see that the obtained models have the loading weight characteristics.
IV. CALIBRATION
The previous section provides a statistical modeling of AGV. The obtained models fit the experimental data of AGV. Hoever, the statistical models do not always have the phisical information of AGV since the statistical modeling do not take the laws of physics into account. To obtain a nice model such that a statistical model takes the physical information into account, we need integration between a statistical model and a physical model, so-called "calibration". This section proposes an approach for the calibration between a statistical model and a physical model. Our approach adds the physical structure (motion equation) and the physical information (the weight of AGV) to the statistical models. As a result, the models are combined according to weight of AGV. 
A. Physical model
where J (kgm), B (kgm/s), k (N), Ȧ (rad/s), and Ȧ i (rad/s) denote the rotation moment of the tire, the viscous friction coefficient, the torsional modulus, the angular velocity of the tire, and the angular velocity of the motor, respectively. Also, the weight of AGV is given (104kg).
Note that the input and output of the transfer function obtained in section III are the motor input current and AGV velocity, respectively. Therefore, we need to obtain a physical model such that its input-output relation is corresponding to the statistical model one. Then, we translate the angular velocity Ȧ i into the motor input current i using the transformation parameters L and R as follow.
( )
where i (A) denotes the motor input current. The second order transfer function (physical model) of (3) 
B. Weight estimation
This subsection examines the validity of the physical model derived in the previous subsection IV-A. That is, we examine whether the weight of AGV can be estimated or not based on the structure relation in Table VI .
In Table VI We see that the result for the combination of 10kg and 0kg is close to the actual weight of AGV and the running data of 7.5kg may have the large observational error. Also, we see that the physical model in (4) appropriately approximates the actual AGV from the result for the combination of 10kg and 0kg. However, we cannot accurately estimate the weight of AGV from the statistical models obtained in section III. That is, we conclude that it is insufficient for calibration to add only the physical structure to the statistical models.
C. Typical model via calibration
In this subsection, we add not only the physical structure (motion equation) and but also the physical information (the weight of AGV) to the statistical models. In addition, we determine the typical models that do not contradict the four experimental data for each loading weight.
We estimate the parameters J, B, k, R, L in the physical model (4) . In addition, we consider the following error sum of squares Note that these constraints are obtained by substituting the actual weight of AGV (104kg) into (6). That is, the physical information (the weight of AGV) can be added to the statistical models via the constraints (9).
In this case, the parameter estimation minimizing the error sum of squares (8) with the constraints (9) can be solved within the nonlinear programming problem framework similar to the previous section IV-B.
The parameters R and L largely depend on the approximation of the physical model to the actual AGV and the transformation from (2) to (3). That is, we cannot guess the effect of the loading weight on R and L. Then, considering the four combinations regarding (R,L), we consider four nonlinear programming problems as shown in Table IX . Table IX shows the minimum values of (8) for each combination. We see that (8) is minimized for the combination (R,L)=(variable,variable). That is, this combination is the most compatible among the four combinations in terms of the laws of physics and the statistical models. Therefore, we choose the models for the combination (R,L)=(variable,variable) as the typical models for each loading weight. We obtain the result as shown in Table X . By applying the paramters in Table X to the transfer function in (4), we obtain the typical models for each loading weight as shown in Table XI . Table XI shows fit ratios of each typical model where the input data are motor input currents for each loading weight. Also, Figure 7 shows the frequency properties of the typical models for each loading weight. From Fig. 7 and Table XII , we see that the typical models still have the weight information after our calibration method. In addition, we see that our calibration method enables us to add both of the physical structure and the physical information to the statistical models. Therefore, we conclude that the statistical models and the physical models are combined according to the weight of AGV.
D. Concluding remark for calibration
The advantages of our calibration method are summarized as follows:
z Not only the physical structure and but also the physical information can be added to the statistical models. © § = ¦ ¦ ∈ = (10)
When we obtain the undesirable typical models, we can reconsider the physical model and return to subsection IV-A. Figure 8 shows an iterative calibration. This paper has focused on a modeling of an automatic guided vehicle (AGV) to achieve an advanced control. For the statistical model, fist, this paper has present 3 kinds of choices; a choice of input-output data pair from 15 candidate pairs, a choice of system identification technique form 5 candidate techniques, a choice of discrete to continuous transform method from 2 candidate methods. Second, this paper has proposed an approach for calibration between a transfer function model and a physical model. The models have been combined according to the weight of AGV and have attenuated the gap between the experimental data and the laws of physics. Our future work is to construct supervisory and control systems such that the AGVs are controlled and observed effectively and safely based on our modeling method.
