I. INTRODUCTION
With a wide range of applications in both civilian and military scenarios, automatic control of flying machines has attracted the attention of many researchers in recent years. Operations of search and rescue, inspection and sensing of remote areas, hazardous material recovery, real-time forest fire monitoring, disaster relief support, surveillance of sensitive areas (borders, ports, oil pipelines), etc., represent some of the tasks where UAVs have demonstrated to be very powerful tools. UAVs can fly autonomously or semi-autonomously and, in addition, they are expendable or recoverable [1] .
Several earlier works have already proven the real-time embedded stabilization of a small quad-rotor [2] . In addition, testing the performance of different controls over such systems is a subject already studied. PID and LQR controllers are compared in [3] , while in [4] , the performance of backstepping and sliding modes controllers are tested. For the last two examples, experiments were performed over a quad-rotor platform, where 3 degrees of freedom are locked. The authors conclude that the backstepping control technique is the most appropriate approach for their future works. In [5] two control methods are studied over a quad-rotor platform equipped with visual feedback. These methods are based on feedback linearization and a backstepping-like control.
Vision systems have become a popular choice for obtaining information that can be used in the feedback control loop of autonomous vehicles. This data is usually combined with an inertial measurement unit (IMU) to provide robust relative attitude information and allowing autonomous positioning and navigation. Also, note that an on-board vision system increases the performance of an unmanned aerial vehicle (UAV) equipped with a global positioning system (GPS), which provides position information relative to an inertial frame, but fails in indoor or in noisy environments. On-board computer vision systems provide information which is obtained, for example, from the detection of landmarks. This information allows the UAV to estimate its position in a local frame. Once the UAV knows its position, a control strategy could be implemented in order to achieve a desired position. Several research works aiming at the control of UAVs using a camera as a vision sensor, can be found in [7] , [8] , [9] . A vision algorithm for visual navigation and landing of a gas-powered radio-controlled model helicopter, equipped with a PC-104 is presented in [10] . A similar platform is used in [11] , where a group of inertial sensors and a vision system provide the vehicle's attitude, height, and velocity. Concerning electric-powered vehicles, in [12] the motion of a quad-rotor is stably controlled based on visual feedback and measurements of inertial sensors. Following a similar approach, a two cameras system in combination with an optical flow computation strategy is presented in [13] . Both previous approaches have the drawback that the cameras are not embedded on the UAV. A stereo vision system combined with inertial measurements and a laser range finder is proposed in [14] , with the purpose of enabling relative localization and local navigation.
In this article, we are interested in experimentally evaluating the performance of three different control strategies for stabilizing a quad-rotor UAV. The aircraft, shown in Fig. 1 , is equipped with an embedded IMU and gyros, providing Euler angles and angular rates respectively. In addition, we have developed an algorithm for landmark detection and tracking, which estimates the UAV motion (relative position and linear velocity) with respect to a landing pad on the ground, using data provided by an onboard monocular camera [15] .
The control objective of our experiments consists of validating the most effective controller for stabilizing the vehicle's position with respect to an artificial visual landmark on the ground. For our tests, we have chosen three controllers considered between the most commonly reported in the literature: nested saturations [16, 17] , backstepping [18] , and sliding modes [19] . Experimental results have shown that the nested saturation controllers offer a smoother UAV behavior than the other two controllers, which leads to less energy consumption.
The paper is organized as follows. Section II presents the dynamical equations of the quad-rotor UAV. In Section III we give details of the visual system setup. The control strategies for hovering flight are described in Section IV. The complete quad-rotor experimental platform is presented in Section V. In order to evaluate the effectiveness of the implemented controllers, experimental results are shown in Section VI. Some final concluding remarks are presented in Section VII.
II. QUAD-ROTOR DYNAMICAL MODEL
The quad-rotor representation used for this paper is shown in Fig. 2 . The dynamic model of this aircraft is obtained by representing the quad-rotor as a solid body evolving in 3D and subject to one force and 3 moments [20] . The position of the vehicle's center of gravity, with respect to the inertial frame, is denoted by » = [x y z] T 2 R 3 , the three Euler angles (roll, pitch, and yaw), which represent the orientation of the vehicle are expressed as´= [Á μ Ã] T 2 R 3 . The full model rotorcraft dynamics is obtained from Euler-Lagrange equations [16] :
where u is the main thrust directed out of the top of the aircraft, m is the mass of the quad-rotor, g denotes the gravity constant, x and y are coordinates in the horizontal plane, z is the vertical position, and¿ Ã ,¿ μ , and¿ Á are the yawing moment, pitching moment, and rolling moment, respectively, which are related to the generalized torques ¿ Ã , ¿ μ , ¿ Á .
III. VISUAL SYSTEM SETUP
Controlling the 3-dimensional position of a UAV depends on the knowledge of the (x, y, z) vehicle coordinates and ( _ x, _ y, _ z) translational velocities with respect to a well-known reference frame. Such values are required data for the controller in order to generate the control inputs to stabilize the aircraft over a desired location. In order to fulfill this situation, a vision system can be implemented to provide the required position and velocities information. The vision system proposed consists of a calibrated camera onboard a UAV, a landing pad or artificial marker placed on ground, a vision algorithm running on a supervisory ground station PC, and a wireless link between the helicopter and the supervisory ground station. Figure 2 shows the proposed system. It can be described as follows. 1) quadrotor UAV: with a body fixed frame (X h , Y h , Z h ), assumed to be at its center of gravity. Z h represents the yaw axis, and pointing upwards. X h and Y h are the roll and pitch axes, respectively.
2) strapdown camera: pointing downwards, with a reference frame (X c , Y c , Z c ). When moving, the camera surveys the scene passing below the quadrotor. Since X c ¡ Y c and X h ¡ Y h are considered as parallel planes, then visual information collected by the camera can be used to stabilize the vehicle.
3) landing pad: artificial landmark of known dimensions, formed by four circles of known coordinates, painted on high contrast background and placed underneath the rotorcraft. The coordinates frame (X lp , Y lp , Z lp ) represents the inertial reference frame.
The planes formed by (X h ¡ Y h ) and (X lp ¡ Y lp ) are considered to be parallel because we assume that the rotorcraft is in hover flight over the landing pad.
A. Vision-Based Position Estimation
In order to estimate the UAV position relative to the landing pad, the extrinsic parameters of the camera are computed at every image frame. This is achieved by implementing a homography estimation technique, which provides the (x, y, z) position and (Ã, μ, Á) orientation of the camera with respect to the artificial landmark in the image scene. The action of the homography can be expressed as [21] 
where [x y 1] T represents the landing pad position in the camera image, s is a known scale factor, M 2 R 3£3 represents the intrinsics parameters camera matrix, R = [r 1 r 2 r 3 ] 2 R 3£3 are the extrinsics rotation parameters, t 2 R 3£1 is the extrinsics translation parameters vector, [X Y Z 1] T is the real landing pad position, and H = sM[r 1 r 2 t] is the homography matrix. The homography matrix H is divided into two parts: the physical transformation (which locates the observed object plane) and the projection (the camera intrinsic matrix).
Rotation R is described by three angles and translation t is defined by three offsets; hence there are six unknowns for each view. The known planar object (the artificial landmark) provides eight equations, that is, the mapping of a rectangle into a quadrilateral can be described by four (x, y) image points. For every instant, when the aerial vehicle is hovering, it is possible to compute the H homography matrix using the a priori knowledge of the position of the four centroids of the circles [22] . Using this estimated transformation matrix and the intrinsic camera matrix previously identified by an off-line calibration based on the method in [23] , we are able to calculate the camera extrinsic parameters, and therefore we have the vehicle's (x, y, z) position with respect to the landing pad on the ground.
B. Translational Velocities
An optical flow computation procedure is applied to compute the ( _ x, _ y, _ z) translational velocities of the aerial vehicle with respect to the landing pad. In order to compute optical flow, we have implemented the Lucas-Kanade pyramidal algorithm [24] in combination with a feature-detecting algorithm. This approach provides an accurate estimation of the motion field since it does not take into account the nonlanding pad areas, where the motion field cannot be accurately determined.
Consider the camera moving with respect to a rigid scene. The velocities and rotation rates of the camera in the inertial frame are expressed by (V x , V y , V z ) and (w x , w y , w z ), respectively. To accurately estimate the pseudospeeds of the engine, we define a tracking zone surrounding the landing pad, in a way that the centroid of the zone and the center of the landing pad coincide. The most representative features over the zone are selected as features to track for. These features are usually the circle's perimeter. Once this group of features has been identified, a tracking process is performed over the entire image. The optical flow is estimated based on the displacements of the tracked features.
The optical flow computed at point (x i k , y i k ) is composed of a translational and a rotational part as "
with the translational part
and the rotational part is the optical flow component in the coordinate j of the point p i , V k and ! k are the translation velocities and rotation rates, respectively, of the body in the coordinate k. Thus, the mean of the optical flow computed on all those points can be expressed as a function of the camera movement as follows
Using the results from [25] , the rotational optical flow is compensated and the pseudospeeds (V OF x ,V OF y ,V OF z ) are deduced. Since the camera system and the helicopter share the same movements, it can be said that the deduced pseudovelocities depend of the rotorcraft movement. Indeed, the camera is mounted onboard the quad-rotor and fixed in a way it has no freedom degree. Thus, it can be written that
where ( _ x, _ y, _ z) is the speed vector of the rotorcraft center of gravity and z is the altitude. Thus, from these three equations the proposed optical flow vision system allows speed estimation of the rotorcraft up to a scale factor, when flying at constant altitude. Those estimations can be used to control the translational velocities of the rotorcraft.
If the landing pad is not successfully detected in the current image, the vision algorithm will fail. To overcome this situation, optical flow values can be used to estimate the position of the four circles' centroids as
where (½ k x , ½ k y ) represents the circle's centroid position and ¢ T is the working frequency of the algorithm. This estimated centroid positions is used to estimate the homography each time the detection of the landing pad fails.
IV. CONTROL STRATEGY
In this section we describe three control strategies applied to the quad-rotor: nested saturations control method, backstepping approach, and sliding modes controller. All control laws are designed to stabilize the x, y, μ, and Á states. The altitude z and the yaw angle Ã are stabilized by PD controllers.
A. Altitude and Yaw Control
The control of the vertical position (3) can be obtained by using the following control input [16] :
where
with e z = z d ¡ z as the z error position and z d as the desired altitude. k pz and k vz are positive constants. Thus, for the altitude dynamics, r 1 is a PD controller. In the case of the yaw angular position (4), we can apply¿
where e Ã = Ã d ¡ Ã denotes the yaw error, Ã d represents the desired yaw angle, and k pÃ and k vÃ denote the positive constants of a PD controller. Indeed, introducing (18) and (20) into set of equations (1)- (4) and provided that cos μ cos Á 6 = 0, we obtain
The control parameters k pÃ , k vÃ , k pz , and k vz should be carefully chosen to ensure a stable well-damped response in the vertical and yaw axes [16] . From (23) and (24) it follows that Ã ! Ã d and z ! z d .
B. Nested Saturations Control
Consider a system given by four integrators in cascade:
where ®,¯,°6 = 0 are constants. A nested saturations control input can be defined as [16, 17] 
where z i , for i = 1:::4, denotes a change of variables. k i > 0 are constants, and ¾ b i represent saturation functions defined as
where b i > 0 are constants denoting the bounds of the saturation functions. The z i s are given by
Note that from (19) and (23) r 1 ! 0. For a time T large enough, e z and e Ã are arbitrarily small, therefore, (21) and (22) reduce tö (μ) ). Therefore, the subsystem (5) and (32) becomes the following linearized system:
1) Control of the Forward Position and Pitch
which represents four integrators in cascade. Then, by using (25)- (26) the controller is given bỹ
It is proved in [16] that μ, _ μ, x, and _ x converge to zero. To regulate x around a desired position, we rewrite the most inner term (associated to ¾ b 1 ) as _ μ + 3 _ μ + 3( _ x=g) + e x =g, where e x is the position error, expressed as e x = x d ¡ x. Here, x d represents the desired position reference for x.
2) Control of Lateral Position and Roll Angle: Consider the subsystem given by equations (6) and (33). Imposing a very small upper bound on jÁj in such a way that the difference tan(Á) ¡ Á is arbitrarily small (Á ¼ tan(Á)), the subsystem (6) and (33) becomesÿ = ¡gÁ (37)
Using a similar procedure to the one proposed for the pitch control, we obtaiñ
In order to regulate y around a desired position, we rewrite the most inner term (associated to ¾ b 1 )
as
C. Backstepping Control
The Backstepping technique provides a systematic method to obtain a control law from a chain of integrators. This methodology was introduced in [18] .
1) Control of the Forward Position and Pitch Angle:
Rewrite subsystem given by (34)- (35) as
where¿ Bμ defines the final backstepping control input. In order to obtain this control input, consider each equation as a new subsystem, where the next state is taken as the input and it is defined as a virtual control to stabilize such a subsystem. Then, for our case, we begin with _ x 1 = x 2 (44)
where x 2 represents the input, and ³ 1 the output. Let us propose a positive definite function
, whose time derivative is given by
and consider a virtual input ® 1 = (x 2 ) v = ¡k 1 x 1 , where k 1 is a positive constant. Then _ V 1 = ¡k 1 x 2 1 . Now, let ³ 2 be the new output:
The new subsystem that we are trying to stabilize is written as _
and let us propose a positive definite function
Define a virtual input ® 2 = (gμ 1 ) = ¡k 2 ³ 2 + _ ® 1 , where k 2 is a positive constant. Then, _
. Now, let ³ 3 be a new output:
The new subsystem to be stabilized is written as
and let us propose the positive definite function
Define a virtual input ® 3 = (gμ 2 ) = ¡k 3 ³ 3 + _ ® 2 , where k 3 is a positive constant. Then, _
. Let ³ 4 be the new output:
and let us propose the Lyapunov candidate function
Let us propose the backstepping control input¿ Bμ as
where k 4 is a positive constant. Then
: (63) With the proposed backstepping control input¿ Bμ we have _ V 4 < 0, and then the system (40)-(43) is asymptotically stable. In order to express¿ Bμ as a function of x 1 , x 2 , μ 1 , and μ 2 , we need to rewrite ³ 4 and _ ® 3 as a function of such variables:
The final control input for the forward position and pitch angle is rewritten as
2) Control of Lateral Position and Roll Angle: Rewrite the subsystem given by (37)-(38) as _ y 1 = y 2 , _ y 2 = ¡gÁ 1 , _ Á 1 = Á 2 , and _ Á 2 =¿ BÁ . Using a similar procedure to the one proposed for the pitch control, the backstepping roll control input can be obtained as
D. Sliding Modes Control
Consider the system (25) of integrators in cascade, and rewrite this system in the form [19] :
T and f b (', ") = 0, G(x) = E(x) = 1, ±(t, x, u) = 0. Consider x 4 = ¡c 0 x 1 ¡ c 1 x 2 ¡ c 2 x 3 = Á(') in order to stabilize the origin. The partial derivative of Á, with respect to ', is given by
Define a sliding surface
whose time derivative is given by
then, the control input can be expressed as
where _ s = v and v = ¡º(x) tanh(s="). By definition, we have that
thus g(x) = 1 and ¢(t, x, u) = 0. Also, we need to satisfy¯¢
where B is a positive constant, thus ½(x) = B and k 0 = 0. We have then
Now we can determine that v = ¡º(x) tanh(s=") or v = ¡B tanh(s="). Note that tanh(s=") is a smooth approximation of the function sign(s), which is used in order to reduce the chattering effect. " is selected as a small constant. Finally, it is now possible to completely write the input signal equation as For the forward position and pitch angle subsystem equations, given by (34)- (35), and by analogy with the system (25), we obtain that ® = 1,¯= g, and°= 1, also, we have that x 1 = x, x 2 = _ x, x 3 = μ and x 4 = _ μ. With this information, the sliding mode surface is given by
and the forward position and pitch angle control input can be expressed as
The constant terms c i s should be carefully selected to obtain a stable output. In order to stabilize x in a position outside of the origin, we must place x 1 = e x . A similar procedure should be followed to generate the lateral position and roll angle control input.
V. QUAD-ROTOR SYSTEM
The vision algorithm and the controllers presented previously have been tested over a system composed by a four-rotor helicopter, a supervisory ground station, and a wireless video and data link. The whole system is shown in Fig. 3 .
A. Aerial Vehicle
The quad-rotor helicopter shown in Fig. 1 was built using a group of off-the-shelf components. Some of its characteristics are shown in Table I . Onboard electronics consist of two interconnected cards: the first board is the control unit, while the second one deals with the motor's speed controllers. Both cards are shown in Fig. 4 . The control unit card performs the essential tasks of sensing, communicating, and compiling the control law for stabilizing the UAV attitude during fly. The characteristics of this board are summarized as follows.
1) A Texas Instruments
® TMS320F2812 DSP module reads the signals of the embedded sensors and computes the control law for stabilizing the aircraft. Its working frequency is 500 Hz.
2) An MIDG II INS/GPS IMU from Microbotics Inc ® measures the angular position of the rotorcraft at a frequency of 100 Hz.
3) Three ADXRS150 analog gyroscopes measure the angular rates at 500 Hz. We have chosen analog rate measurement rather than IMU-based measurements, since we can obtain a faster refresh of angular rates which enables a better attitude stabilization of the UAV. 4) A battery voltage measurement circuit is intended to provide the actual tension level of the supply battery. This information is used for several goals: perform a safety landing and turn-off before an unwanted discharge of tension (avoiding accidents).
5) An XBee ZB ZigBee PRO ® radio modem is used to link the ground station and the aerial vehicle. This communication link can be used to introduce external control inputs, send the sensors information to the ground station, etc.
The second board contains signal conditioning circuitry. In this stage the motor's control signals are decoupled from the rest of the electronic systems. Pulsewidth modulation (PWM) signals are also filtered and conditioned.
B. Supervisory Ground Station
The supervosory ground station consists of a desktop PC, a flight simulator Cyborg-X ® joystick, an XBee ZB ZigBee PRO radio modem, and a Diversity video receiver system. This ground station runs a supervisory control application allowing a user to send information to the helicopter and to choose between a manual control or an autonomous vision-based position hold. The supervisory ground station receives and saves data sent by the vehicle in order to debug and analyze the flight experiments. The control feedback between the supervisory ground station and the helicopter is performed at 30 Hz.
C. Vision System
The UAV vision system is shown in Fig. 5 . Real-time video is obtained by means of a high definition CTDM-5351 ® camera, with a resolution of 640 £ 480 pixels. It is installed in the lower part of the helicopter and is placed pointing downwards. The camera is connected to a 200 mW micro video and audio HF transmitter. Images from the vision system are recovered on ground by a 4-Antenna Diversity ® System Receiver. This receiver is connected to the supervisory ground station PC throughout a USB frame grabber. The frequency of the video transmission is performed at a rate of 30 Hz.
Once received, real-time video is processed by a computer vision application developed specifically for computing the 3-dimensional position and the translational speed of the helicopter (see Section III). The computer vision application is programmed in Visual C++ and is based on OpenCV functions [26] .
VI. EXPERIMENTAL RESULTS
The purpose of our experiments is to validate the most appropriate control strategy for stabilizing the position of a quad-rotor UAV in hover flight. The quad-rotor is equipped with a vision system for estimating its relative 3-dimensional position ( _ x, _ y, _ z) as well as its translational velocity (x, y, z), with respect to a landing pad on the ground. Three similar experiments were performed, which are explained next.
Once the UAV is located exactly on top of the landing pad, the operator uses the supervisory ground station to define the current vehicle's position as the desired ( The controller parameters were adjusted following an approach consisting of two main steps, which are described next. During the first step, special care is taken in order to stabilize the vehicle's fast dynamics, which correspond to the angular behavior. The parameter corresponding to the angular rate behavior is adjusted first, until an appropriate angular rate response is obtained. Following a similar method, the next parameter to be adjusted corresponds to the attitude control gain. After both parameters have been adjusted properly, an autonomous hover flight experiment is performed to verify the effectiveness of the tuning procedure. The second part of the adjustment approach is devoted to stabilizing the vehicle's translational dynamics, which involves the implementation of visual feedback in the control strategy. First, the parameter corresponding to the translational velocity is adjusted until the vehicle's translational drift is almost eliminated. Next, the parameter associated with the translational position is tuned to obtain an appropriate behavior of the controller for stabilizing the 3-dimensional position of the vehicle over the landing pad area. The main objective behind the procedure just described is to minimize the tracking error, in order to obtain the most appropriate angular and translational behavior for each of the three different controllers under consideration.
Figures 6, 7, and 8, present the Ã, μ, and Á angular behaviors, respectively, of the UAV during the autonomous position hold experiments. As can be observed, the three controllers achieve hover flight. Figure 9 shows the corresponding translational behavior obtained when applying the three different strategies to the quad-rotor. One of the advantages of the nested saturation control technique is that it has a smooth behavior. Indeed, the saturation functions are not introducing jumps in the control input, and after a finite time the system will operate as a linear system. Furthermore, the nested saturation technique allows dealing first with the angular dynamics, which is the most important part of the vehicle stabilization, and once this is done we can deal with the stabilization of the translational dynamics. Figures 6, 7 , and 8 show that the backstepping and the sliding modes controllers induce faster changes in the vehicle's attitude, which as a consequence degrade the 3-dimensional position stabilization of the quad-rotor during the real-time experiments. It is important to mention that the 3-dimensional position behavior shown in Fig. 9 represents the vehicle's position as computed using the computer vision algorithm. The refreshing rate of the vision system measurements is 30 Hz, which produces small fluctuations or jumps in the vehicle's position. We think that the performance of the system could be improved by increasing the sampling rate Table II and Table III show the mean and standard deviation values for the position and Euler angles signals, respectively. Note that Table II and Table III were computed with only one experiment for each controller, considering that the UAV is in steady state response. We have also computed the mean square errors for the Euler angles. The values are show in Table IV . This results shown that the nested saturations controller is the method that induces less angular corrections, which can be considered as less control inputs generated during flight, and consequently, less energy consumption.
Note in Table II and Table III that the values for the backstepping controller are closer to the desired reference values. However, if the important objective concerns energy consumption, the nested saturations controller should be considered as the best option. A video of the experiments can be seen at http://www.youtube.com/watch?v=SQlSXruTnj0.
VII. CONCLUSIONS
Three control strategies were implemented and tested in a real-time application for a quad-rotor UAV by using visual feedback. The helicopter uses a combination of an IMU and three analog rate gyros to measure its angular dynamics. Using a homography estimation technique, an onboard monocular vision system was used to estimate the (x, y, z) 3-dimensional position of the aerial vehicle with respect to a landing pad. An optical flow technique was also implemented for estimating the vehicle's ( _ x, _ y, _ z) translational velocities. The control algorithms were implemented onboard to stabilize the UAV's 3-dimensional position and attitude. All control algorithms ensure that the Euler angles of the vehicle remain very close to the desired values. The experimental results show that the nested saturations control approach is the most appropriated strategy for our system, since it ensures a smoother vehicle behavior and reduces the energy consumption with respect to the other two controllers.
