Project selection and formation of an optimal portfolio of selected projects are among the main challenges of project management. For this purpose, several factors and indicators are simultaneously examined considering the terms and conditions of the decision problem. Obviously, both qualitative and quantitative factors may influence the formation of a portfolio of projects. In this study, the projects were first ranked using grey relational analysis to form an optimal portfolio of projects and to create an expert system for the final project selection. Because of the fuzzy nature of the environmental risk of each project, the environmental risk was predicted and analyzed using the fuzzy inference system and failure mode and effect analysis based on fuzzy rules. Then, the rank and risk of each project were optimized using a two-objective zero-one mathematical programming model considering the practical constraints of the decision problem through the nondominated sorting genetic algorithm-II (NSGA-II). A case study was used to discuss the practical methodology for selecting a portfolio of projects.
Introduction
Project selection is among important issues in industrial management, industrial engineering, and governmental, nonprofit, and commercial organizations [1] . The selection of the best portfolio or project to achieve full satisfaction in an organization has been considered in previous studies [2] . The project selection process can be defined as follows: it is started by continuous collecting, analyzing, and judging the available information on the project leading to project selection considering the factors influencing the selection process [3] . The project portfolio selection is a multicriteria decision problem which considers multicriteria quantitative and qualitative factors simultaneously [4] . In the multicriteria decision-making model, the solution may already exist and therefore the purpose is to select the best solution from the available solution set. This class of decision problems is called multicriteria decision models. On the other hand, the solution may be unknown. In this case, the purpose is to find the optimal Pareto solution of the problem in the continuous or discrete space [5] . Such decision models are called multiple objective decision-making models. The multicriteria decision models are formed based on utility theory and human pressures in dealing with the behavior of max finder [6] . In 1945, John Newman published his famous book Theory of Games and Economic Behavior and proposed a mathematical theory for game theory-based economic and social organizations. This provided the ground for developing multiple attribute decision-making (MADM) models in the decision theory [7] . In general, MADM models are designed based on one of the philosophical approaches of choice, rank, description, sort, design, and portfolio [8] . In this study, the choice, rank, and design approaches were combined to form a portfolio of projects. According to this approach, the projects were ranked through the grey relational analysis in MADM literature. Then, the environmental risk of the project was analyzed and predicted by a fuzzy inference system. Thereafter, a twoobjective zero-one mathematical programming model was designed to optimize the risk and rank of each project considering the constraints governing the optimal decision problem and the design philosophy in the multiple objective decisionmaking literature. The Pareto solution of the model was obtained using the nondominated sorting genetic algorithm-II (NSGA-II). The paper proceeds as follows: the literature is reviewed in Section 2. Section 3 examines the grey relational analysis method. Fuzzy inference system is described in Section 4. NSGA-II is introduced in Section 5. A new approach for selecting the portfolio of projects is presented in Section 6. A case study and conclusions are presented in Sections 7 and 8, respectively. Zarei et al. (2009) developed an expert system for portfolio selection. The proposed system analyzed the technical risk and return on investment. In this model, the preferences are weighted and then the optimal portfolio is clustered through the rough set theory [9] . Lin and Liu proposed a portfolio optimization model based on Markowitz linear programming model for project portfolio selection using the minimum swap size. The optimal Pareto solution of the model was obtained by a genetic algorithm [10] . Doerner et al. presented a multiobjective integer programming model for optimal portfolio selection using the ant colony optimization algorithm [11] . Martínez-Lorente et al. considered both qualitative and quantitative objectives to optimize the portfolio of projects. In this study, the path analysis was used to analyze the qualitative objectives [12] . Bilbao-Terol et al. considered the social responsibility to select the optimal portfolio. In this approach, enterprises do not invest in activities neglecting ethical standards. Obviously, the portfolio is completed through the assets observing the ethical standards. For this purpose, a measure called social responsibility attractiveness was used [13] . Eshlaghy and Razi proposed a -mean algorithm-based grey relational analysis model for project portfolio selection. In this model, the projects are first clustered through the -mean algorithm; then, each cluster is ranked using the grey relational analysis. Finally, the Pareto solutions of rank and risk are analyzed by the genetic algorithm [14] . In another study, Razi et al. clustered projects using the -mean fuzzy algorithm and then analyzed the clusters using the grey relational analysis. In this study, the project risk analysis was carried out through a fuzzy inference system [15] . Huang et al. designed a model based on the semivariance index to invest in a portfolio of real estate assets considering the risk preference to optimize the portfolio of real estate assets. In the second stage, the Pareto optimal solution of the model was analyzed using the bee colony algorithm. The modeling approach in this study is based on the salesman network model [16] .
Literature Review

Grey Relational Analysis
In 1982, Deng published the first paper on the grey system theory entitled "The Control of the Grey Systems" and then the grey system theory was introduced [17] . Briefly, the basic idea of grey theory is as follows: the overall picture of the system is imagined considering the partial or limited information about a system. This methodology deals with uncertain, incomplete, and poor problems. As one of the main features of the grey system theory, this theory can provide satisfactory outputs using relatively low information and the high variability in the criteria. Like the fuzzy theory, the grey theory is an effective mathematical model for solving uncertain and ambiguous problems [18] . There are many different systems in the real world; each of them has its own components and subsystems. To recognize a system, the relations between the components as well as the structure of the system should be identified in addition to understanding the components. If the completely known and unknown information of a system is, respectively, shown by white and black colors, the information on most systems in nature is not white (well known) or black (unknown), but it is a mixture of both colors, that is, grey information. Such systems are called grey systems. The main characteristic of grey systems is incomplete information. The aim of the grey systems theory and its applications is to create a bridge between the social sciences and natural sciences. Grey color means the deficiency of information and uncertainty [19] . The grey relational analysis includes the following steps.
Formation of a Grey Relation.
When the performance measurement units for different indicators are different, it is likely that the effects of some parameters are ignored. Furthermore, when some performance indicators have a wide range, this may happen. In addition, the performance indicators with different objectives or directions may lead to inaccurate results. Thus, it is necessary to convert all performance values of an alternative to comparative series through a process similar to normalization process. In grey systems theory, this process is called the formation of grey relations. In a multicriteria decision-making problem with alternatives and indexes, the th alternative is shown by = ( 1 , 2 , . . . , , . . . , ) in which is the performance value of the index for the alternative . can be converted into the comparative series = ( 1 , 2 , . . . , . . . , ) using one of the following equations:
Equation (1) is used for "the bigger, the better" indexes while (2) is used for "the smaller, the better" indexes. Equation (3) is used for the case where "values closer to the optimal value of * are better" [20] .
The Reference Target Series. Once the grey relations were formed using (1), (2), or (3), all performance values are located in the range [0, 1]. In the case where the value of generated by the grey relation creation process is equal to 1 or closer to 1 than the value of any alternative, the performance of the index in the alternative is better than other alternatives. Thus, the alternative for which all performance values are equal to 1 is the best alternative. In this study, the reference series is defined as 0 = ( 01 , 02 , . . . , 0 , . . . , 0 ) = (1, 1, . . . , 1, . . . , 1). Accordingly, it searches for Advances in Operations Research 3 an alternative whose comparative series is closer to this target series [21] .
Grey Relational Coefficient. The grey relational coefficient is used to determine the proximity of to 0 . Higher grey relational coefficient, closer to 0 . The grey relational coefficient is calculated using (4), where ( 0 , ) represents the gray relational coefficient between and 0 . The coefficient of determination is used to expand or limit the domain of the grey relational coefficient [22] 
Grey Relational Rank. Once all grey relational coefficients, ( 0 , ), were calculated, the grey relational rank can be calculated using
Equation (5) represents the grey relational rank, Γ( 0 , ), between and 0 . In fact, (5) shows the correlation between the reference target series and the comparative series in which is the weight of index . is usually dependent on the judgment of the decision-maker or the structure of problem. In addition, ∑ =1 = 1. As mentioned earlier, the reference series shows the best achievable performance of each index in the comparative series. Therefore, the comparative series with the highest grey relational rank with the reference series has the highest similarity with the reference target series. Thus, this is the best choice [23] .
Fuzzy Inference System
Fuzzy inference system provides a systematic process to convert a knowledge base to a nonlinear mapping. This is why the knowledge-based systems (fuzzy systems) are used in engineering and decision-making applications [24] . Mamdani and Assilian used fuzzy inference systems to control a steam engine and boiler combination using a combination of linguistic control rules and the experience of human operators [25] . A fuzzy system has the following components:
(i) a fuzzifier to convert the numerical values of the variables into a fuzzy set,
(ii) a fuzzy rules base as a set of "if then" rules, (iii) a fuzzy inference engine to convert inputs to outputs through a series of actions, (iv) a defuzzifier to convert the fuzzy output into a crisp number [26] .
In this study, the fuzzy inference system described in Figure 1 is used to analyze the environmental risk for each project. As shown in Figure 1 , the factors constituting the environmental risk of each project are analyzed by failure mode and effect analysis based on three factors, S, O, and D.
As shown in Figures 2, 3 , and 4, the fuzzy membership functions of Severity, Occurrence, and Detection are generalized bell-shaped membership function, triangular-shaped membership function, and Gaussian curve membership function, respectively.
It should be noted that the traditional approach of failure mode and effect analysis (FMEA) employs Risk Priority Number (RPN) for prioritization of failure modes using (6) . RPN is the product of Severity, Occurrence, and Detection [27] : The fuzzy output of RPN is presented as a triangular-shaped membership in Figure 5 .
NSGA-II
Genetic algorithm (GA) is a probabilistic search method inspired by the natural process of biological evolution. GA operates on a population of potential solutions. This algorithm is used for NP-hard problems [28] . The general NSGA-II algorithm is as follows:
(i) population initialization;
(ii) fitness calculation; (iii) sorting the population according to dominant conditions;
(iv) crowding distance;
(v) selection: once the initial population was sorted based on dominant conditions, the crowding distance will be calculated and the selection of the initial population is started. The selection is done based on the two following elements: population rank: the lower-rank populations are selected; distance calculation: if and are two members of the same rank, a member with the largest crowding distance is selected; it should be noted that the selection is first done based on the rank and then the crowding distance; (vi) crossover and mutation operations to produce new offspring: this is done using a binary selection technique;
(vii) integration of the initial population and the population obtained from the crossover and mutation operations.
To replace the parents with the best members of the combined population in the previous stages, at the first stage, the lower-rank members are replaced with previous parents and then are sorted according to the crowding distance. This process is summarized in Figure 6 . As shown in Figure 6 , the initial population and population generated by crossover and mutation operations are categorized based on the rank. Then, the lower-rank population is deleted. In the next stage, the remaining population is sorted according to crowding distance. Here, sorting is done within a front and all stages are repeated to reach the target generation (or optimality conditions) [29] . In Figure 6 , and are the initial population and the population from crossover and mutation operations, respectively. represents the front. 
A New Framework for Project Portfolio Selection
This section describes a hybrid algorithm of grey relational analysis and the nondominated sorting genetic algorithm-II. The main stages of the framework presented in this paper are summarized in Figure 7 .
As shown in Figure 7 , the parameters affecting the selection and formation of a set of projects are first determined. Then, the selected projects are ranked by grey relational analysis to form an initial portfolio of projects. Thereafter, the environmental risk of each project is analyzed through fuzzy inference system based on failure mode and effect analysis. Then, a two-objective zero-one programming model is designed to optimize the risk and rank. The limitations include budget constraints, staffing, independence, and dependence of projects. The two-objective model determines the optimal Pareto solutions of risk and rank using NSGA-II algorithm.
Case Study
In this section, a case study is presented for project portfolio selection using hybrid grey relational analysis and nondominated sorting genetic algorithm-II. Table 1 shows the input data. Among the six criteria for twenty projects, "the bigger, the better" criteria include earnings per project (EP), the impact of the project on the economic prosperity of the region (EPE), the impact of the project on the social boom of the region (SPE), the number of personnel employed in each project (MP), and the years during which the project is used without significant reconstruction costs (UP). The operating costs (CP) of each project are a criterion of "the smaller, the better" type.
The ranking results of grey relational analysis are presented in Table 2 and Figure 8 . The fuzzy inference system was used to analyze the environmental risk of the project according to the discussion provided in Section 4. Figure 9 shows the environmental risk for the first project.
The two-objective programming model for twenty projects is presented as Model (7). This model maximizes the rank of each project while minimizing the environmental risk given the constraints of the problem: 
In Model (7), the first and second objective functions represent the risk and rank of each project, respectively. The first and second constraints are related to funding and staffing for each project, respectively. The third to sixth constraints are related to the selection of independent and dependent projects given the reasonable constraints. Figure 10 shows the optimal Pareto solutions of the risk and rank of Model (7) obtained from the multiobjective genetic algorithm. The algorithm execution time is 22.783 seconds. Table 3 shows the Pareto solution combination.
Conclusions
The selection of a portfolio from a large number of potential projects can be modeled as a hybrid model including metaheuristic algorithms and multicriteria decision-making techniques. In such circumstances, the criteria governing the decision problem could be a combination of qualitative and quantitative criteria. Therefore, such decision problems are inherently complex and ambiguous. In this study, the following approach was proposed to select a portfolio of projects. (iii) The environmental protection and green project management were considered in multicriteria project selection.
(iv) According to the literature on the optimal Pareto solutions of risk and rank, the metaheuristic NSGA-II algorithm was used to select the optimal Pareto combination.
