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Available online 24 December 2015AbstractModal parameter identification is a core issue in health monitoring and damage detection for hydraulic structures. For a roof overflow
hydropower station with a bulb tubular unit under ambient excitation, a complex unit-powerhouse-dam coupling vibration system increases the
difficulties of modal parameter identification. In this study, in view of the difficulties of modal order determination and the noise jamming caused
by ambient excitation, along with false mode identification and elimination problems, the ensemble empirical mode decomposition (EEMD)
method was used to decrease noise, the singular entropy increment spectrum was used to determine system order, and multiple criteria were used
to eliminate false modes. The eigensystem realization algorithm (ERA) and stochastic subspace identification (SSI) method were then used to
identify modal parameters. The results show that the relative errors of frequencies in the first four modes were within 10% for the ERA method,
while those of SSI were over 10% in the second and third modes. Therefore, the ERA method is more appropriate for identifying the structural
modal parameters for this particular powerhouse layout.
© 2016 Hohai University. Production and hosting by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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Bulb tubular unit1. Introduction
In general, the reduction of hydraulic structural strength
and stiffness results from the effects of design loads, working
conditions, and unexpected external factors such as earth-
quakes. Hence, structural damage will occur during the
structure's service life, affecting the safety and stability of its
operation. Therefore, this type of damage must be considered
in structural health monitoring. Recently, the topic ofThis work was supported by the Foundation for Innovative Research
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creativecommons.org/licenses/by-nc-nd/4.0/).vibration-based structural health monitoring has attracted
considerable interest. This type of monitoring offers the pos-
sibility of obtaining more accurate and objective information
with respect to the deterioration and damage of instrumented
structures. With damage, the structural dynamic properties
will change. This can be reflected in the modal parameters.
Therefore, obtaining modal parameters with accurate tech-
niques is a key prerequisite for monitoring the structural
operation conditions (Darbre et al., 2000).
Traditionally, modal parameter identification is carried out
through the frequency domain- or time domain-based methods
(Ibrahim and Pappa, 1982; James et al., 1996; Brinker et al.,
2001; Schoukens et al., 1998). The latter can avoid errors
caused by data conversion and increase the identification ac-
curacy, because it deals directly with measured response sig-
nals, without going through the Fourier transform (FT) processThis is an open access article under the CC BY-NC-ND license (http://
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eter identification of hydraulic structures, large-scale ma-
chines, and aerospace structures. Zhang et al. (2007) extracted
the components of free-decay response of a powerhouse from
its vibration signals after its dynamic loads were suddenly
released with the random decrement technique and identified
the modal parameters of the powerhouse in China's Lijiaxia
Hydropower Station. Li and Lian (2009) used the genetic al-
gorithm to identify the modal parameters of the powerhouse in
China's Qingtongxia Hydropower Station. Lian et al. (2009)
used the eigensystem realization algorithm (ERA) to identify
dynamic characteristics and damage scenarios of China's
Yingxiuwan Hydropower Station sluice after strong seismic
shocks with flood discharge excitation, as well as the opera-
tional modal parameters of the Three Gorges left guide wall
during the flood season. D€ohler and Mevel (2013) obtained
modal parameters of the Z24 Bridge with a multi-setup sub-
space identification algorithm and determined the first ten
mode shapes by estimating the covariances of modal
parameters.
In the time domain-based methods, the ERA (Juang and
Pappa, 1985; Juang, 1994) and the stochastic subspace
identification (SSI) method (Peeters and Roeck, 2001; Han
et al., 2010) are mostly used for structural modal parameter
identification (Fu, 1990; Hong et al., 2001; D€ohler et al.,
2013; Cheng and Zheng, 2014). The system order neces-
sary to obtain the correct modal properties with comparable
efficiency and accuracy varies depending on the system
identification method. As a result, it is important to under-
stand the advantages and disadvantages of each method and
determine the most appropriate method to implement in
different applications. Lew et al. (1993) compared four
methods: the ERA (Juang and Pappa, 1985), the ERA using
data correlation (ERA/DC) (Juang et al., 1988), the Q-Mar-
kov cover theory (Anderson and Skelton, 1988), and an al-
gorithm proposed by Moonen et al. (1989). It was concluded
that the ERA/DC is the best identification method of the four
for input-output data. Petsounis and Fassois (2001) compared
the identified modal parameters using four stochastic
methods, including the prediction error method (PEM), the
two-stage least squares (2SLS) method, the linear multi stage
(LMS) method, and the instrumental variable (IV) method,
based on the autoregressive moving average (ARMA).
However, the necessity of input and output data for the ERA
decreases its practical applicability in system identification
for some existing structures, for which stochastic methods are
preferred. Peeters et al. (1998) assessed the SSI methods,
including the peak picking and poly-reference least-square
complex exponential methods. The results show that the
quality of the identified mode shapes from SSI is better than
that of other methods. When excited only by environmental
loads (such as flow-fluctuating loads and turbine-operating
loads), the ERA method usually runs into several problems.
The first, because of the mixed response data (including
structural free vibration, forced vibration, flow fluctuation
and white noise information, to name a few data types)
caused by ambient excitation (Lee et al., 2002), is extractionof system-practicable free-decaying responses from one or
more structural vibration responses. Second, due to noise
jamming under ambient excitation, the accuracy of modal
parameters derived directly from response data is poor. Thus,
the response data should be pre-processed to decrease noise
jamming (Li et al., 2011). The third is determination of order.
With ambient excitation the system is unknown, and, there-
fore, its order is uncertain, leading to necessity of deter-
mining the order and which modals are true or false, so as to
eliminate false ones. The SSI method can directly use the
excitation response data and is less affected by noise. How-
ever, this method also requires determining order and has
very strict requirements for the arrangement of measuring
points.
A roof overflow powerhouse with bulb tubular units, which
is a new form of hydraulic structure, has remarkable advan-
tages over other forms under conditions of large discharges
and low heads because of its high efficiency, small size, large
flow capacity, and minimal engineering requirements, and it
has wide application prospects. For this structure, the power-
house is not only the support body of the bulb tubular unit but
also the carrier of flow-induced vibration. A more complex
vibration source is produced by the unit-powerhouse-dam
coupling system with flood discharge from the surface outlet
or sand-flash outlet, resulting in more excitation sources,
excitation spectrums that are not smooth, and significant noise
jamming. It is consequently more difficult to identify modal
parameters (Lian et al., 2013). De-noising is the key to ac-
curate modal parameter identification. In recent years, many
de-noising methods have been proposed, including the wavelet
technique (Chang et al., 2000), the singular value decompo-
sition (SVD) method (Brincker et al., 2000), blind source
separation (Jing and Meng, 2009), the empirical mode
decomposition (EMD) method (Huang et al., 1998), and the
ensemble EMD (EEMD) method (Wu and Huang, 2009). The
noise reduction effect of wavelets is poor for non-stationary
signals (Chang et al., 2000). Lian et al. (2009) de-noised the
vibration signals of a dam using SVD. However, the noise
reduction effect is unsatisfactory when the energy of noise is
less than 10% or is almost equal to the energy of the useful
signal (Qian et al., 2011). Therefore, this method is no longer
applicable when the interference factors of the structures in-
crease, as they do where there is a roof overflow powerhouse.
The EMD method is versatile, and used in a broad range of
applications for signals with nonlinear components, singular
points, and irregular transient parts. However, it produces
mode mixing, end effects, and stopping criterion problems,
which cause a loss in useful signal (Rato et al., 2008; Sweeney
et al., 2013). EEMD can not only self-adaptively decompose
both nonlinear and non-stationary data, but also effectively
solve the mode mixing, end effects, and termination condition
problems of EMD.
In this study, two identification methods, ERA and SSI,
were used to identify modal parameters of a roof overflow
powerhouse under ambient excitation. In order to overcome
the difficulties of practical application due to noise, system
order, and false modes, we used the EEMD method to
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extract free-decaying response data after de-noising, the sin-
gular entropy increment spectrum to determine system order,
and multiple criteria to eliminate false modes. A finite element
method was used to calculate the dynamic properties of a
coupled bedrock-structure-water model. The simulated results
and experimental results are compared. Finally, some con-
clusions are drawn.
2. Theoretical aspects2.1. Random decrement techniqueRDT is a data processing method that can be used to obtain
the free vibration response of a system from one or more
stationary random responses (Lee et al., 2002).
For a powerhouse under any excitation function, the forced
vibration response of a measuring point y(t) can be expressed
as
yðtÞ ¼ yð0ÞDðtÞ þ _yð0ÞVðtÞ þ
ðt
0
hðt tÞf ðtÞdt ð1Þ
where t is time, D(t) is a free vibration response with an initial
displacement of 1 and initial velocity of 0, V(t) is a free vi-
bration response with an initial displacement of 0 and initial
velocity of 1, y(0) and _yð0Þ are the initial displacement and
initial velocity of system vibration, respectively, h(t) is the unit
impulse response function of a system, and f(t) is external
excitation (the dynamic loads under the powerhouse operating
conditions).
Selecting an appropriate constant A, there are a series of
intersection points with time ti (i ¼ 1, 2,…, N ) between y ¼ A
and y(t). The response y(tti) with a starting time of ti can be
regarded as a linear superposition of three parts: a free vi-
bration response caused by the initial displacement, a free
vibration response caused by the initial velocity, and a forced
vibration response caused by random excitation f(t), i.e.,
yðt tiÞ ¼ yðtiÞDðt tiÞ þ _yðtiÞVðt tiÞ þ
ðt
0
hðt tÞf ðtÞdt
ð2Þ
where _yðtiÞ is the acceleration of system vibration at time ti.
Because f(t) is stationary random vibration, the starting time
does not affect random characteristics. Thus, the starting time
ti of y(tti) can be moved to the coordinate origin, allowing us
to obtain a series of sub-sample functions xi(t) of a random
process of response y(tti). xi(t) can be expressed as
xiðtÞ ¼ ADðtÞ þ _yðtiÞVðtÞ þ
ðt
0
hðt tÞf ðtÞdt ð3ÞThe statistical average value of xi(t) can be expressed as
xðtÞ ¼ 1
N
XN
i¼1
xiðtÞzADðtÞ þE½ _yðtiÞVðtÞ þ
ðt
0
hðt tÞE½f ðtÞdt
ð4Þ
where E is the mathematical expectation. Because f(t) and _yðtÞ
are stationary random vibration and the mean value of each of
them is 0, that is, E[y(t)] ¼ 0 and E½ _yðtÞ ¼ 0, we have
xðtÞzADðtÞ ð5Þ
Thus, a free vibration response with an initial displacement
of A and initial velocity of 0 can be obtained.2.2. Eigensystem realization algorithmThe ERA is a multi-input multi-output (MIMO) modal
parameter identification algorithm in the time domain. The
algorithm consists of two major parts: the basic formulation of
the minimum-order realization and the modal parameter
identification. It uses the Hankel matrix and the singular value
decomposition technique to analyze the impulse response test
data and free response test data, and generates an input and
output linear model to match the dynamic system. The linear
model is then transformed into modal space for modal
parameter identification.
An n-dimensional discrete-time, linear dynamic system
with m inputs and p outputs has the following state-space
equations:

Xðkþ 1Þ ¼ GXðkÞ þBUðkÞ
YðkÞ ¼ CXðkÞ ð6Þ
where X is an n-dimensional state vector; U is an m-dimen-
sional control input vector; Y is a p-dimensional output or
measurement vector; k is the sample indicator, where k ¼ 0, 1,
2,…; and G, B, and C are the system matrix with n rows and n
columns, control matrix with n rows and m columns, and
observation matrix with p rows and n columns, respectively.
Based on Eq. (6), Y can be expressed as
YðkÞ ¼ CGkB ð7Þ
In the case of initial state response,
B ¼ X0 X1 / Xm1 , where Xi(i ¼ 0, 1, /, m  1)
represents the ith initial state vector. ERA can use multiple
initial condition response data to identify the closely spaced
and repeated modes.
The algorithm begins by forming a Hankel matrix H:
HðkÞ ¼
2
664
YðkÞ Yðkþ 1Þ / Yðkþ s 1Þ
Yðkþ 1Þ Yðkþ 2Þ / Yðkþ sÞ
« « «
Yðkþ r 1Þ Yðkþ rÞ / Yðkþ rþ s 2Þ
3
775
ð8Þ
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Hð0Þ ¼ PDVT ð9Þ
where P is the left singular vector matrix with rp rows and n
columns; V is the right singular vector matrix with s rows and
n columns (the column vectors of P and V are orthonormal);
and D is a diagonal matrix, where D ¼ diag(d1, d2, /, dn).
The matrices G, B, and C can be obtained from following
formulas:
G¼ D12PTHð1ÞVD12 ð10Þ
B¼ D12VTEm ð11Þ
C ¼ ETpPD
1
2 ð12Þ
where Em is an s  m matrix, and ETm ¼ ½ Im Om / Om ,
with Im being a unit matrix with an order of m and Om being a
null matrix with an order of m; and Ep is a p rpmatrix, where
ETp ¼ ½ Ip Op / Op , with Ip being a unit matrix with an
order of p and Op being a null matrix with an order of p.
The last step is the eigenvalue decomposition of the matrix
G and the obtaining of system modal parameters.2.3. Stochastic subspace identificationThe SSI algorithm is based on the discrete-time state-space
equation of a linear system, which is suitable for the process of
steady excitation. It is an output-only time domain method that
directly uses time data. The state model is

Xðkþ 1Þ ¼ GXðkÞ þwk
YðkÞ ¼ CXðkÞ þ vk ð13Þ
where wk is the process noise vector, and vk is the measure-
ment noise vector. They have a mean of zero and are not
related. We define
Yp ¼ 1ﬃﬃ
j
p
2
6664
Yð0Þ Yð1Þ / Yðj 1Þ
Yð1Þ Yð2Þ / YðjÞ
« « «
Yði 1Þ YðiÞ / Yðiþ j 2Þ
3
7775
Yf ¼ 1ﬃﬃ
j
p
2
6664
YðiÞ Yðiþ 1Þ / Yðiþ j 1Þ
Yðiþ 2Þ Yðiþ 3Þ / Yðiþ jþ 1Þ
« « «
Yð2i 1Þ Yð2iÞ / Yð2iþ j 2Þ
3
7775
Then, the Hankel matrix can be expressed as H ¼

Yp
Yf

.
The autocovariance matrix Ri of Y(k) is defined as
Ri ¼ E½Yðkþ iÞYTðkÞ ð14Þ
The Toeplize matrix H
_
i, which is composed by the
covariance sequence, is
H
_
i ¼ YfYTp ð15ÞUsing singular value decomposition of the Toeplize matrix,
the number of non-zero singular values is the system order,
and we have
H
_
i ¼ FSWT ¼ ðF1 F2 Þ

S1 0
0 0
	
WT1
WT2
	
¼ F1S1WT1 ð16Þ
The Toeplize matrix can also be decomposed as follows:
H
_
i ¼ QiZi ð17Þ
where Qi is an observability matrix, with
Qi ¼

C CG / CGi1
T
; and Zi is a reversed random
controllable matrix, with Zi¼

Gi1A Gi2A / A
T
, where
A ¼ E[X(kþ1)YT(k)].
The matrix pair [G, C] is assumed to be observable, which
implies that all the dynamic modes of the system can be
observed in the output.
The matrices G and C can be obtained from Eqs. (16) and
(17):
G¼ S121 FT1W1S
1
2
1 ð18Þ
C ¼ Qið1 : pÞ ð19Þ
After the system matrix G and the observation matrix C are
determined, the modal parameters can be identified through
eigenvalue decomposition of the system matrix G:
j1Lj¼ G ð20Þ
where L ¼ diag(l1, l2, …, lN), li is the ith discrete eigen-
value, and j is the eigenvector of the system.
3. De-noising, system order determination, and false
mode elimination3.1. De-noising based on EEMDThe vibration of the powerhouse experiencing ambient
excitation is characterized by multiple vibration sources,
broadband, and complex vibration modes. The vibration signal
is a superposition of the signals excited by different excitation
sources, and has instantaneous nonlinear and non-stationary
characteristics, which cause significant difficulties for de-
noising. Fig. 1 is the time-history curve and frequency spec-
trum of the displacement signal of a typical powerhouse at a
measuring point. As can be seen, the different peak values in
the frequency spectrum show free vibration frequencies of the
structure, noise frequencies (yellow box), flow fluctuation
frequencies (red box), and frequencies of excitation source
vibration (green box). This study used the EEMD technique to
conduct preprocessing of structural vibration response.
3.1.1. Ensemble empirical mode decomposition
The core task of EMD is decomposing data into a small
number of independent and nearly periodic intrinsic modes
based on the local characteristic time scale of the data, and
representing each intrinsic mode as an intrinsic mode function
Fig. 1. Time-history curve and frequency spectrum of displacement
signal of typical powerhouse at measuring point.
Fig. 2. Timer-history curve and frequency spectrum of simulated
signal C.
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defined as a single IMF consisting either of signals of widely
disparate scales, or of a signal of a similar scale residing in
different IMF components, frequently occurs. In order to
overcome the mode mixing problem, Wu and Huang (2009)
proposed the EEMD method. The basic idea of EEMD is
that observed data are amalgamations of the true time series
and noise. Thus, even if data are collected through separate
observations with different noise levels, the ensemble mean is
close to the true time series.
In EEMD, low-level random noise is added to the input
signal, and then the signal is decomposed through EMD. The
process of adding noise to the signal and decomposing the
signal through EMD is one trial. This procedure is repeated Q
times to obtain the final IMF. The algorithm of EEMD is,
therefore, organized into the following steps:
(1) The ensemble size Q is initialized, and the number of
trials q is set to 1.
(2) The qth trial for the signal with the added white noise is
implemented, a step that involves the following tasks: (a) A
white noise series n0(t) with amplitude Aq is added to the input
signal x(t) to generate a modified signal:
xqðtÞ ¼ xðtÞ þAqn0ðtÞ ð21Þ
where xq(t) is the noise-added signal of the qth trial. (b) The
signal xq(t) is decomposed into M IMFs and a remainder with
the EMD:
xqðtÞ ¼
XM
i¼1
ciqðtÞ þ rNqðtÞ ð22Þ
where ciq(t) is the ith IMF of the qth trial, and rNq(t) is the
remainder after removing M IMFs for the qth trial. (c) Ifq < Q, then q ¼ q þ 1 and steps (1) and (2) are repeated until
q ¼ Q, with different white noise series each time, and with Q
usually being equal to or greater than 100.
(3) The ensemble mean of the Q trials for the ith IMF, Ci(t),
is calculated:
CiðtÞ ¼ lim
Q/∞
1
Q
XQ
q¼1
ciqðtÞ ð23Þ
(4) Ci(t) (i ¼ 1, 2, …, M ) is considered the final ith IMF.
Therefore, the goal of de-noising through EEMD is
decomposition of the signal into a series of IMF components
whose characteristic time scales vary from small to large (or
whose frequencies vary from high to low). For a signal mixed
with random noise, the high-frequency IMF components are
usually the noise. Then, these IMF components are removed,
the signal is reconstructed with the rest of the IMF compo-
nents, and the noise can be reduced.
3.1.2. Application of EEMD to de-noising
A simulated signal C was composed of a sinusoidal
component with a frequency of 5 Hz and normally distributed
white noise with a mean of 0 and a standard deviation of 0.1,
as shown in Fig. 2.
The decomposition results of the signal with the EEMD are
shown in Figs. 3 and 4. The signal was decomposed into seven
IMF components and a remainder. According to the time-
history curves and frequency spectrum distribution, IMF5,
IMF6, and IMF7, with dominant frequencies of 5 Hz, were
selected to reconstruct the signal. The reconstructed sinusoidal
signal and noise signal from EEMD decomposition results are
shown in Fig. 5. Fig. 6 shows the reconstructed sinusoidal
signal and noise signal from EMD decomposition results, with
obvious disturbance components (circle regions). This was due
to the mode mixing of EMD.
Fig. 3. Time-history curves of components with EEMD method.
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16.831. After de-noising through the EMD and EEMD
methods, the SNRs of the signal were 21.463 and 25.012,
respectively. The EEMD method obtains a higher SNR. This
proves that the EEMD method is feasible and more effective.3.2. System order determination based on singular entropyThe system order is one of the most important parameters
for modal identification in the time domain. For the ERA, it is
necessary to construct a Hankel matrix and to determine the
orders of the Hankel matrix and system matrix. Because the
system is unknown when it is experiencing ambient excitation,
and its order is unknown in advance, a tentative system order
must be provided before modal parameter identification. Here
we introduce the concept of entropy to overcome the difficulty
of system order determination.
3.2.1. Singular entropy
Considering the structural dynamic response signal x, the
original signal xðtÞ ¼ ½ xðtÞ xðt þ tÞ xðt þ 2tÞ /  is
mapped into the phase space with a size of m  n by means of
a time-lapse technique (t is the time lapse), and thereconstructed attractor orbit matrix L can be formed like a
Hankel matrix as follows:
L¼
2
664
xðtÞ xðtþ tÞ / xðtþ ðn 1ÞtÞ
xðtþ tÞ xðtþ 2tÞ / xðtþ ntÞ
« « «
xðtþ ðm 1ÞtÞ xðtþmtÞ / xðtþ ðmþ n 2ÞtÞ
3
775
ð24Þ
Through singular value deposition of the matrix L, the
singular spectrum si can be obtained based on the main di-
agonal element fi(i ¼ 1, 2, …, l ) of the diagonal matrix and
can be described as follows (Yang and Peter, 2003):
si ¼ lg fiPl
i¼1
fi
ð25Þ
The singular spectrum indicates energy proportions of the
various state variables throughout the system. In order to
investigate the changes of signal information with the singular
spectrum order, the concept of the singular entropy increment
is introduced. Its formula is
Fig. 4. Frequency spectra of components with EEMD method.
73Yan Zhang et al. / Water Science and Engineering 2016, 9(1): 67e80DEi ¼ fiPl
i¼1
fi
lg
fiPl
i¼1
fi
ð26Þ
where DEi is a increment of singular entropy on the order
of i.Fig. 5. Reconstructed sinusoidal signal and noisIn view of this, we can use the singular entropy increment
spectrum to determine system order. When the singular en-
tropy increment tends toward stabilization, the corresponding
order can be considered an approximated system order, or,
based on the required accuracy for projects, when DEi  x, the
smallest integer i can be considered the system order, where xe signal from EEMD decomposition results.
Fig. 6. Reconstructed sinusoidal signal and noise signal from EMD decomposition results.
74 Yan Zhang et al. / Water Science and Engineering 2016, 9(1): 67e80is a parameter. After the eigenvalue elimination of the non-
mode items (non-conjugate roots) and the conjugate items
(repetitive modes) of the system, the order of the system is i/2
(Lian et al., 2009).
3.2.2. Application of singular entropy to system order
determination
A comparison study was made with two simulated signals:
signal A was an impulse signal composed of three impulse
functions, and signal B was a mixing signal composed of the
impulse signal and normally distributed white noise with a
mean of 0 and a standard deviation of 1. The time period was
0e6.28 s, and the time interval was 0.01 s. The time-history
curves of signals A and B are shown in Fig. 7.
Fig. 8 shows the calculated singular entropy increment of
the two simulated signals. It is obvious that, for an impulse
response signal not affected by noise, a greater singular en-
tropy increment value is correlated with a lower order. In
addition, in the transition region between lower and higher
orders, a smaller SNR value of the impulse response signal isFig. 7. Time-history curves of two signals.correlated with a smaller decrease in the singular entropy.
Thus, for the same signal, as the singular entropy increment
begins to decrease toward the asymptotic value, the available
characteristic information of the signal tends to become
saturated (and approximately full). No matter how serious the
interference in the signal, the order corresponding to the
singular spectrum that extracts completely effective charac-
teristic information is definite. The singular entropy incre-
ment corresponding to orders greater than the determined
order is caused by noise with a wide frequency band and
should be ignored. Thus, the order of this simulated signal A
can be determined to be 7, and after the eigenvalue decom-
position of matrix G and eigenvalue elimination of the non-
mode items (non-conjugate roots) and the conjugate items
(repetitive items), the effective order of the impulse response
function is 3.3.3. False mode eliminationThe tentative order should include as much structure vi-
bration information as possible in order to avoid losing modes,
leading to the occurrence of false modes. Therefore, three
criteria are proposed to eliminate false modes:Fig. 8. Relationship between order and singular entropy increment of
simulated signals.
Fig. 9. Sketch of 4th powerhouse dam section and unit.
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identification results (such as the unit vibration frequency and
flow fluctuation-induced vibration frequency) can be removed.
(2) The identified modes with a structural damping ratio
beyond the range of 0.01e0.1 are false and should be
eliminated.
(3) After determination of the system order using the singular
entropy increment spectrum, a modal parameter stabilization
diagram is obtained by increasing the number of row spatial data
of the Hankel matrix from imin to imax (imax is a relatively larger
value that satisfies the size requirement of j/imax). When the
differences in the frequency and damping ratio between two
adjacent points in themodal parameter stabilization diagram are
within the limit of tolerance, the modes corresponding to both
points are temporarily considered to be real modes. After
investigation of all points, the stable and most frequent modes
are considered the real modes.
4. Powerhouse layout and finite element model4.1. Powerhouse layoutThe powerhouse layout of a roof overflow hydropower
station with bulb tubular units uses a combination of a
spillway and powerhouse. The spillway overlaps all or part of
the powerhouse in the plane projection. Both share the water-
retaining wall (Xie and Huang, 1981).
The Bingling Hydropower Project consists of a powerhouse
in a river channel, roof overflow surface outlets, discharge
bottom orifices, sand-flash outlets, and left and right assisting
dams. The dam crest elevation is 1751.0 m. There are five bulb
tubular units in the main channel. Each unit's capacity is
48 MW, with a rated speed of 107.1 r/min, rated flow of
335 m3/s, and rated water head of 16.1 m. There is a sand-flash
outlet on the left side of the 1st, 2nd, and 4th units. Five surface
outlets with a width the same as the channel width are arranged
on the units. Under the conditions of unit operation, surface
outlet discharge, and surface outlet discharge in conjunction
with unit operation, prototype observation was made for the 4th
powerhouse dam section and unit, respectively. The 4th
powerhouse dam section and unit are shown in Fig. 9.Fig. 10. Meshes of powerhou4.2. Establishment of finite element modelIn this study, the commercial finite element software
(ANSYS) (Ji et al., 2006) was used to simulate the structure
and calculate the main modal parameters. Based on the layout
of the powerhouse, a three-dimensional model was estab-
lished, and the flow passage of the turbine, a surface outlet
floor, sand-flash outlets, and channels with a size larger than
1.0 m  1.0 m  1.0 m were simulated. The frame structure
on the powerhouse was not included in the model. Accessory
equipment such as cranes, treated as added mass, was exerted
on corresponding nodes. The boundary conditions were set,
including multiple constraints on the bottom of foundation,
normal chain constraints at the four sides, and a free boundary
all around the concrete structure. The meshes of the power-
house model and the full dam model are shown in Fig. 10. The
natural frequencies of the 1st through 10th modes of the whole
powerhouse were 3.239, 5.069, 5.884, 8.472, 9.184, 9.467,
9.532, 9.919, 10.627, and 10.987 Hz, respectively. Fig. 11
shows the first three mode shapes of the powerhouse.
5. Modal identification
Various dynamic loads were used as the sources of envi-
ronmental excitations. The response signals of the powerhousese and full dam models.
Fig. 11. First three mode shapes of powerhouse.
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with a sampling rate of 400 Hz. ERA was used to obtain the
modal information from response data of the measuring point
in section B with an elevation of 1732.0 m (⑤ in Fig. 9). SSI
was used to obtain the dynamic displacement response from
nine measuring points in section B, including a measuring
point with an elevation of 1732.0 m, two measuring points on
the ground of the left and right guide walls, and six measuring
points 1.0 m, 2.5 m, and 5.0 m away from the ground of the
left and right guide walls. The data collection was completed
under discharge in conjunction with unit operation conditions.5.1. De-noising and order determinationTaking a measurement point in section B as an example,
response data (Fig. 12) were decomposed using the EEMD
method. This process obtained seven IMF components and a
remainder, as shown in Figs. 13 and 14. The time-domain
waves of IMF1 and IMF2 show the characteristics of white
noise, and the remainder is the harmonic component. IMF1,
IMF2, and the remainder should be removed. The de-noised
signal can be obtained by reconstructing the rest of IMF
components. A comparison between the original signal and the
de-noised signal is shown in Fig. 15.
The change of the singular entropy increment after de-
noising is shown in Fig. 16. The singular entropy increment
decreases slowly and tends to stabilize when the order is larger
than 8. This means that the available characteristic information
of the signal tends to become saturated (and approximately
full). The singular entropy increment corresponding to orders
larger than 8 can be neglected and considered the results of
broadband noise. According to the complex mode theory,
eliminating the non-mode items (non-conjugate roots) and theFig. 12. Time-history curve and frequconjugate items (repetitive items) of the system, the modal
order of the structure is 4.5.2. Identification results of ERAThe damped-free vibration signals of the original and de-
noised systems were extracted from the output signal
through RDT (Fig. 17). After identification of modal param-
eters with ERA, according to the determined system order and
false mode elimination principles, the frequencies of the unit
vibration and flow fluctuation were clearly seen to be non-
structural natural frequencies, including the frequency of
flow fluctuation induced by discharge (2 Hz), the low-
frequency vortex core (band) vibration frequency
(0.297e0.595 Hz), the vibration frequency of the runner blade,
the frequency of vibration due to incorrect connection re-
lationships and its double frequency (8.925 Hz and
17.850 Hz), and the Karman vortex-induced vibration fre-
quency (80e100 Hz) (Cao et al., 2007). The modes corre-
sponding to these frequencies and the modes with damping
ratios beyond the range of 0.01e0.1 were eliminated. The
modal identification results are shown in Table 1.
It can be observed from Table 1 that, when ERA is used
for the original signal, there are fairly large differences be-
tween simulated frequency values and identified results for
the first three modes, and the damping ratios are also
significantly larger. After the fifth mode, all of the fre-
quencies are noise frequency, and the structural modal in-
formation is covered. Although the frequency value of the
fourth mode is close to the simulated one, the validity cannot
be determined due to the unknown order of the excitation
system. In contrast, the de-noised identified results for the
first four modes are very close to the simulated values, theency spectrum of response signal.
Fig. 13. Time-history curves of all components with EEMD method.
Fig. 14. Frequency spectra of all components with EEMD method.
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Fig. 17. Damped-free vibration signals extracted through RDT.
Fig. 18. Frequency stabilization diagrams of original and de-noised
signals.
Fig. 15. Comparison between original signal and de-noised signal.
Fig. 16. Change of singular entropy increment with order.
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tified damping ratio is within the range from 0.01 to 0.1. Even
though the order number of operational modes of the
powerhouse is determined to be 4, the relative error between
the identification results of high-order (5th to 10th) naturalTable 1
Modal identification results of ERA.
Order Simulated result Identified result
Original signal
Frequency (Hz) Frequency (Hz) Damping ratio (%) Relat
frequ
1 3.239 4.088 22.451 26.2
2 5.069 6.156 22.890 21.4
3 5.884 7.527 27.723 27.9
4 8.472 8.821 5.783 4.1
5 9.184 60.917 9.642 563.2frequencies obtained from ERA and the simulated values are
less than 15%, and the identified damping ratios are within
the range from 0.01 to 0.1. Generally, the inherent dynamic
characteristics of a hydraulic structure are mainly reflected in
the first few modes. Therefore, these results meet engineering
precision requirements.5.3. Identification results of SSIThe first task was analysis of the original and de-noised
displacement response data from nine measurement points
through the SSI method. Then, as in the ERA identification
process described above, the frequencies of false modes were
eliminated. The frequency stabilization diagram is shown in
Fig. 18. After averaging all the frequencies and damping ratios
of real modes, stable identification results were obtained. The
identified results are shown in Table 2.De-noised signal
ive error of
ency (%)
Frequency (Hz) Damping ratio (%) Relative error of
frequency (%)
06 3.108 1.102 4.03
54 4.905 1.596 3.24
21 5.394 8.328 8.33
25 8.350 5.901 1.44
98
Table 2
Modal identification results of SSI.
Order Simulated result Identified result
Original signal De-noised signal
Frequency (Hz) Frequency (Hz) Damping ratio (%) Relative error of
frequency (%)
Frequency (Hz) Damping
ratio (%)
Relative error of
frequency (%)
1 3.239 3.216 1.174 0.710 3.225 1.032 0.42
2 5.069 6.445 14.032 27.145 4.364 1.990 13.90
3 5.884 6.977 14.567 18.576 6.872 9.310 16.80
79Yan Zhang et al. / Water Science and Engineering 2016, 9(1): 67e80It can be seen from Table 2 that, for the original signal, SSI
can identify the first-order modal parameters, the frequency
and damping ratio for the second and third modes are too large
because of noise, and the modal information is completely
covered by noise after the fourth mode. Meanwhile, the de-
noised identification results for the first mode are very close
to the simulated results. However, the relative errors of fre-
quency for the rest of the modes are over 10%. Compared with
ERA, the precision of identification results of SSI is poor,
probably due to incomplete arrangement of measurement
points or because SSI is unsuitable for identifying modal pa-
rameters of a roof overflow powerhouse.
6. Conclusions
A modal parameter identification technique was developed
for determination of modal parameters of the powerhouse of a
roof overflow hydropower station with bulb tubular units under
ambient excitation. The EEMD method was used to decrease
noise, RDT was used to extract free-decaying responses, the
singular entropy was used to determine the modal order,
multiple criteria were used to eliminate false modes, and the
ERA and SSI were used to identify modal parameters. The
following conclusions can be obtained:
(1) The EEMD, singular entropy, and multiple criteria,
combined with ERA, can precisely identify the low-order
modal parameters of the structure under study. For high-
order modal parameters, the identification precision de-
creases, but is still within the acceptable error limits.
(2) Although the SSI method is convenient, compared with
ERA, the precision of identification results is poor for this
structure, probably due to incomplete arrangement of mea-
surement points or because the SSI method is unsuitable for
identifying modal parameters of a roof overflow powerhouse.
Specific conclusions require further prototype observation for
authentication.
(3) The EEMD possesses attractive properties, such as a
strong noise reduction ability, recovery of the entire useful
vibration signal, and a high calculation efficiency. The singular
entropy can determine the order of operational modes of
structures when the order of the vibrated structure is unknown
and the structure is experiencing unknown input excitation, and
multiple criteria can help eliminate the false modes effectively.
(4) The relative errors of frequencies in the first four modes
were within 10% for the ERA method, and the method has
demonstrated its robustness and reliability when applied toidentification of the modal parameters and real-time moni-
toring of hydraulic structures with strong noise with complex
ambient excitation.
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