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PERSON AUTHENTICATION BY 
USING A GENERAL-PURPOSE COMMERCIAL MOTION CAPTURE SYSTEM 
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法政大学大学院デザイン工学研究科システムデザイン専攻修士課程 
 
This study proposes a method of person authentification that is based on human gait patterns. Image-based gait 
authentification has been used for security severance. But image base system may sometimes causes privacy 
problems. Thus, this study uses Kinect in place of monitoring camera. The prototype consists of Kinect and a 
conventional PC shows enough performance on human authntification. 
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１． はじめに 
ここ数年，モーションキャプチャー技術は一般にも広
く知られるようになり，人物や物体の動きを高精度かつ
三次元的に数値として記録できることから，スポーツや
映画産業などでも使われるようになった．しかし，従来
では高価な専門機器とシステム，さらに専用空間が必要
であり，導入には豊富な資金がネックとされていた．と
ころが，ここ数年間で専用の機器と空間を必要としない
安価な汎用民生モーションキャプチャーが発売されるよ
うになり，モーションキャプチャー技術導入への敷居は
一気に下がった． 
また，最近ではバイオメトリクス技術のひとつとして，
歩行時の身体運動特徴から個人を識別する歩容認証の研
究[1] [2]が注目され，警察の犯罪捜査などへ応用されて
話題となっている．歩容認証は識別対象となる人物に対
して，入力操作やデバイスの携帯を必要としないユーザ
ー負担の少なさが利点である．ゆえに，ビッグデータの
解析や ICT 化が進み，個人に合わせたオーダーメイドな
サービス展開が加速していくと予想される今後の社会に
おいて，その個人を特定するための手段として，歩容認
証は更なる活用の場は広がるだろう． 
本研究では，カメラの映像データを使用して識別[1]
する際に問題となるプライバシーの問題やデータサイズ
の巨大化といった問題を回避するためにモーションキャ
プチャーによる個人識別を検討する．汎用民生モーショ
ンキャプチャーを使用して，画像ではなく，スケルトン
データの数値のみを記録することで，被写体のプライバ
シーへの配慮やデータの軽量化を図った個人識別システ
ムを提案し，作成することを目的としている． 
 
２． 汎用民生モーションキャプチャーについて 
（１）Kinect for Windows 
本研究では汎用民生モーションキャプチャーとして，
Windows PC への接続がサポートされ，SDK が無償提供
されているという理由から，米 Microsoft 社から発売され
ている Kinect for Windows を使用した．（以降，「Kinect」
とは「Kinect for Windows」のことを指す．）Kinect は通
常のモーションキャプチャーでは必要である特殊なマー
カー付きスーツと，マーカーを検出するトラッカーを用
いずに，プレイヤーの認識と 3 次元的な骨格位置情報で
あるスケルトンデータの取得が可能なため，歩容認証の
特徴であるユーザー負担の少なさを維持することができ
る． 
また，RGB カメラには 1280×960pixel と 640×480pixel
の 2モード，深度カメラには 80×60pixel，320×240pixel，
640×480 pixel の 3 モードが用意されている．[3]フレー
ムレートは 30fps である。本研究では， RGB カメラと深
度カメラともに 640×480pixel のモードで実験をおこな
った．  
（２）スケルトンデータ 
Kinect では，頭，肩中央，両肩，両肘，両手首，両手，
脊柱，尻中央，両尻，両膝，両足首，両足の全 20 か所の
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ジョイントの 3 次元的な位置情報＝スケルトンデータの
取得が可能である．各ジョイントの位置を図 1 に示す． 
スケルトンデータは，Kinectを中心に横 X 軸，縦 Y 軸，
奥行き Z 軸の 3 方向の Kinect からの距離が数値で取得で
きる．Kinect の 3 軸座標軸の取り方を図 2 に示す．[4] 
深度センサーの物理範囲は 800mm～4000mm となって
おり，スケルトンデータはその範囲内でのみ取得できる．  
 
 
図 1 ジョイントの位置 
 
 
図 2 Kinect の 3 軸座標軸 
 
３． Kinect の精度検証実験 
（１）実験概要 
個人識別システムを制作する前に，Kinect から得られ
るスケルトンデータは常に正しく取得できているのかを
検証する．2 種類の実験をおこない，Kinect が本研究の
個人識別システムで使えうる程度の十分な精度を保持し
ているかを確かめることにした． 
（２）実験 1 ジョイントの部位による違い 
a）目的 
本研究の個人識別システムでは，ユーザーが 1 フレー
ム間に進んだ距離を基に動作解析をおこない，個人の識
別をおこなうつもりである．そのため，スケルトンデー
タのノイズは 1 フレーム前の値から大きく変化するもの
であってはならない． 
ジョイントが移動しない完全に静止したユーザーを撮
影した場合，スケルトンデータは常に同じ値を示すはず
である．本実験では完全に静止したユーザーし，1 フレ
ーム間で生じるノイズの大きさを調査することを目的と
した． 
なお，Z 軸座標は歩行時の身体運動特徴に使用しない
ため，考慮しないものとする． 
b）実験方法 
完全に静止したユーザーの代わりに，被験者として人
型のマネキンを使用する．周囲に Kinect とマネキンの間
を遮る物体がない開けた室内で，マネキンを Kinect から
真正面 2.5m の位置に置き，2 分間継続した撮影を 3 回連
続でおこなった．マネキンは身長 1.65m であり，Kinect
は 1.05m の高さに設置した．実験の様子を図 3 に示す． 
 
 
図 3 実験条件 
 
c）結果と考察 
3 回測定したなかで，ジョイントごとの X 軸と Y 軸の
1 フレーム前の数値との差の最大値を表 1 に示す．表 1
から最も安定した数値が取得できると推測される脊柱の
結果を表すグラフを図 4 に，最も安定しない数値が取得
できると推測される左足首の結果を表すグラフを図 5 に
示す．なお，グラフの縦軸の範囲はすべて 5mm 統一され
ている． 
それぞれのグラフを比較すると，脊柱に比べて左足首
は明らかに数値が不安定で，2 分間ずっと安定しなかっ
た．この結果から，肘と膝より先の部分のように身体の
中心部分から離れるにつれて Kinect の数値は不安定にな
り，激しく数値が変動してノイズが大きいことがわかる．
反対に，頭と胴体などの身体の中心部分に近いジョイン
トでは 2 分間継続して安定した数値を得られることがわ
かった． 
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表 1 1 フレーム前の数値との差の最大値 
部位 X 軸【mm】 Y 軸【mm】 
頭 0.06 0.24 
肩中央 0.10 0.24 
右肩 0.22 0.12 
右肘 0.12 0.82 
右手首 0.69 1.09 
右手 0.38 1.41 
左肩 0.12 0.10 
左肘 0.11 0.40 
左手首 0.31 1.47 
左手 0.30 0.92 
脊椎 0.05 0.07 
尻中央 0.08 0.07 
右尻 0.10 0.07 
右膝 0.20 0.31 
右足首 0.46 1.70 
右足 1.58 2.92 
左尻 0.09 0.12 
左膝 0.19 1.47 
左足首 1.18 4.56 
左足 2.53 3.43 
 
 
図 4 脊柱の結果 
 
 
図 5 左足首の結果 
 
（３）実験 2 ユーザーとの距離による違い 
a）目的 
本研究の個人識別システムでは，被験者となるユーザ
ーには歩行運動をして貰い，その様子を Kinect で撮影す
る．そのため，撮影中はユーザーと Kinect の距離は変動
する．本実験は，ユーザーと Kinect の距離が変化した場
合，取得したスケルトンデータの値はその影響によって
どのような変化するのかを調査することを目的とした． 
b）実験方法 
実験 1 で使用したものと同じマネキンを使い，Kinect
から真正面 2m～3.5m 間の距離を 0. 25m 間隔で移動させ，
それぞれの地点で 1 分間継続した撮影をおこなった．
Kinect の仕様では，深度センサーの有効検出範囲は
800mm～4000mm となっているが，2m 以下の地点ではマ
ネキンの全身を撮影することができず，3.5m 以上の地点
ではジョイントを検出することができなかったので，計
測はおこなえなかった．なお，その他の条件は実験 1 と
同様である． 
c）結果と考察 
脊柱の Kinect からの距離と X 軸，Y 軸の最大ノイズを
表 2 に示す．また，表 2 から最も安定した数値が取得で
きると推測される 2m での結果を表すグラフを図 6 に，
最も安定しない数値が取得できると推測される 3.5m で
の結果を表すグラフを図 7 に示す．なお，グラフの縦軸
の範囲はすべて 2mm 統一されている． 
この結果から，Kinect との距離が大きくなるにつれて
スケルトンデータの数値が不安定になり，ノイズが大き
くなることがわかる．ここでは代表例として脊柱の結果
のみ記載したが，他の部位でも同様の現象が見られた． 
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 表 2 Kinect からの距離と X 軸，Y 軸の最大ノイズ 
部位 X 軸【㎜】 Y 軸【㎜】 
2m 0.03 0.03 
2.25m 0.02 0.05 
2.5m 0.02 0.06 
2.75m 0.04 0.05 
3m 0.06 0.14 
3.25m 0.09 0.73 
3.5m 0.30 1.53 
 
 
図 6 2m での結果 
 
 
図 7 3.5m での結果 
４． 基礎実験 歩行時の身体運動特徴の読み取り 
（１）目的 
本研究では，ユーザーが歩行運動をした際の X 座標と
Y 座標上での移動経路をもとに個人の識別をおこなって
いる．先行研究から，歩行時の身体運動には個人の特長
が現れることが明らかにされている[5]が，それが Kinect
の深度センサーで読み取りが可能かは不明である．その
ため，本実験では実際に人が歩行する様子を Kinect で撮
影し，Kinect から取得した歩行時の移動経路から，歩行
時の身体運動特長は判別可能なのかを調査することを目
的とした． 
（２）実験方法 
20 代前半の男女 10 人の被験者を対象に，Kinect の真
正面 3.5m の地点から真っすぐ直線的に歩行して貰い，そ
の様子を Kinect で撮影した．Kinect は今までの実験同様
1.05m の高さに設置した．これを 1 人あたり 10 回繰り返
す．その後，本研究で作成する個人識別システムと同様
の手法で，スケルトンデータから歩行時の身体運動特徴
を抽出し，それを見比べることで個人の特長が現れてい
るかを調べる． 
（３）歩行時の身体運動の抽出方法 
歩行時の身体運動特徴を表すX軸とY軸の散布図の作
成方法は，まず，取得したスケルトンデータから X 軸と
Y 軸上でユーザーが 1 フレーム間で移動した距離をだす．
N フレーム目でユーザーが動いた距離は，1 つ前の N-1
フレーム目の数値との差分で算出できる．次に，細かな
数値のブレを消すために，N フレームと前後のフレーム
（N-1 フレーム，N+1 フレーム）との 3 つの数値の平均化
をおこなう．この数値を散布図化すると，ジョイントが
X 座標と Y 座標上でどのように移動してきたかを可視化
できる．ゆえに，本研究ではこの散布図を歩行時の身体
運動特徴としている．最後に，データを軽くするために
移動線の頂点や折り返し点など，この散布図の主な形状
を形成する特徴点以外は削除する． 
（４）結果と考察 
10 人の被験者の中から 1 人分の結果の例を図 8 に示す． 
また，10人分の歩行時の身体運動特徴の例を図 9に示す．
今回は歩行時の身体運動特徴が明確に出ているという観
点から脊柱部分を記載したが，それ以外のジョイントで
も散布図は似たような結果になった．すべての散布図で
縦軸は垂直方向（Y 軸），横軸は水平方向（X 軸）を示し
ている．さらに、グラフの始点には First の F を、終点には
Last の L を天の近くに記入した。 
図 8 から， 4 回目から 8 回目も似たような形状の散布
図ができ，多少の変化はあるものの，継続して似たよう
な散布図を確認することができ，歩行時の身体運動に固
有の形を確認できた．さらに，図 9 から固有の形は人に
よって異なることがわかり，個人特有の歩行時の身体運
動の特徴と言える．ゆえに，Kinect の深度センサーで歩
行時の身体運動特徴を読み取ること可能だとわかった．
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しかし，歩行時の身体運動特徴はとても小さく，全体の
範囲として約 1cm 程度であり，点の移動は mm 単位でお
こなわれていた．そのため，実験 1 での肘と膝より先の
部分や，実験 2 の Kinect との距離が離れすぎている場合
など，もともとノイズが大きく 1mm 以上のノイズが常に
ある箇所には適さないことがわかった．なお，図 9 の散
布図でも読み取りが困難であったため，上記の部分は除
いている．また，10 人の中で似た歩行時の身体運動特徴
を持つ人同士が何組かいたため，区別する手段が必要で
あることもわかった． 
 
 
図 8 1 人分の結果の例 
 
図 9 10 人分の脊柱の歩行時の身体運動特徴の例 
 
５． 識別方法について 
（１）概要 
本章では，本研究で提案する個人識別システムについ
て説明する．本システム上でのデータの流れを示した図
を図 10 に示す．本システムでは，スケルトンデータの取
得のために VisualStudio2010 開発環境のもと，画像処理
に OpenCV を使用し，C++で開発されたライブラリを使
用している．検証用データの作成からライブラリーデー
タへの追加までは Microsoft 社の Excel2010 を使い，VBA
で作成したライブラリを使用している． 
 
 
図 10 システム上でのデータの流れ 
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（２）検証用データの作成 
最初に，識別に使用する検証用データを作成する．検
証用データの作成方法は基礎実験で説明した歩行時の身
体運動特徴を表すX軸とY軸の散布図の作成方法とほぼ
同じである．ただし，前述の Kinect の精度検証実験の結
果から，検証用データで使用するジョイントは頭，肩中
央，両肩，脊柱，尻中央，両尻のみとする．さらに，有
効距離を 2m～3.25m とした．また，基礎実験では散布図
が近似性を視認で確認していたため，近似性をシステム
上で認識できるようする．方法は散布図中の点の特長を
データとすることにした．全点を序盤・中盤・終盤に三
分割し，グラフのどの位置に属するかを分類する．さら
に，前後の点と比べて X 軸，Y 軸の数値がどのように上
下しているかをデータ化して，点の特長とした．本研究
で提案する個人識別システムでは，これを検証用データ
とする．散布図と検証用データの例を図 11 に示す． 
 
 
図 11 散布図と検証用データの例 
 
（３）座高・肩幅・尻幅の算出，照合 
本研究では，基礎実験の似た歩行時の身体運動特徴を
持つ人同士の区別するためと識別精度向上のために，歩
行運動の特長で個人識別をおこなう前にスケルトンデー
タをもとに算出した座高・肩幅・尻幅を用いて，体型の
近い人物を割り出してから，検証用データのライブラリ
ーデータとの照合をおこなうことにした．座高・肩幅・
尻幅もライブラリーデータの中に保存する．もし，ライ
ブラリーデータの中に体型の近い人物がいなかった場合
は結果に「該当する人物はいません」と表示される． 
（４）ライブラリーデータとの照合 
ライブラリーデータとは，検証用データと近似性を測
定するための，予め各個人ごとに用意しておいた検証用
データと同形式の複数の参照元データ群のことを指す． 
ライブラリーデータ内の参照元データと検証用データ
を比較し，点の特長が完全に一致したものを散布図上で
同じ点とする．この点の個数がより多いデータほど検証
用データと似ているデータであると考え，同じ位置情報，
位置関係の点が多いデータ上位 5 個をピックアップする．
さらに，その中から人物別に一致した点の数を加算して
いき，最も多い点数の人物を識別結果とする．結果は人
物名と正解確率が表示される．正解確率は次式で計算さ
れる． 
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ここで X は正答確率，n は最終結果となる人物の上位
5 個内のデータの総数，a(k)はデータごとの一致した点の
数，b(k)はデータごとの点の総数を表す． 
また，正答確率が 50％以下だった場合も結果に「該当
する人物はいません」と表示される． 
（５）ライブラリーデータへの追加 
識別精度向上のため，検証が終わったデータはライブ
ラリーデータに新たに追加し，活用する．  
 
６． 最終実験 
（１）目的 
本研究で作成した個人識別システムを用い，実際に被
験者を個人識別する実験をおこなった．本実験の目的は
2 つある．1 つ目は本個人識別システムで個人識別が可能
であることを示すこと．2 つ目は個人識別が可能になる
までにライブラリーデータは 1 人あたり何個必要なのか
を確かめることである． 
（２）実験方法 
20 代前半の男女 10 人の被験者を対象に，基礎実験と
同じように Kinect の真正面 3.5m の地点から真っ直ぐ直
線的に歩行して貰い，その様子を Kinect で撮影した．1
回撮影が終わる度に，個人識別システムにかけ，正誤判
定し，ライブラリーデータに追加するまでを通しておこ
なった．1 日 5 回まで実験をおこない，日を分けてこれ
を繰り返した．日を分けた理由は，服装や被験者の体調
による歩行運動の変化を考慮するためである．今回はラ
イブラリーデータ内に予め各個人 10 回分ずつの参照元
データを保存して実験をおこなった． 
（３）結果と考察 
10 人の被験者の個人識別結果を図 12 に示す． 
図 12 から 10 人全員の 1～5 回目迄の正答率は 38％，6
～10 回目迄は 52％，11～15 回目迄は 72％，16～20 回目
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迄は 90％と回数を重ねていくにつれて正答率が上昇し
ていることが読み取れる．また，16～20 回目の正答率を
「該当者なし」を除いて計算すると，95％になる．さらに，
個人に注目してみれば 16～20 回目の正答率が 100%の被
験者も 4 人いる．これは，高い個人識別精度を満たして
いると考えられる．以上の理由から，ライブラリーデー
タ内に大体 25 個以上の参照元データがあれば，本個人識
別システムで高確率での個人識別が望めると推定される． 
 
表 3 10 人の被験者の個人識別結果 
被
験
者 
 歩行回数 
1～5回目 6～10回目 10～15回目 16～20回目 
成
功 
失
敗 
該
当
者
な
し 
成
功 
失
敗 
該
当
者
な
し 
成
功 
失
敗 
該
当
者
な
し 
成
功 
失
敗 
該
当
者
な
し 
1 3 0 2 5 0 0 4 0 1 5 0 0 
2 2 0 3 3 1 1 4 0 1 4 0 1 
3 3 0 2 2 2 1 4 2 0 4 0 1 
4 0 1 4 4 1 0 3 1 1 5 0 0 
5 2 0 3 2 0 3 2 3 0 4 1 0 
6 1 1 3 4 1 0 5 0 0 5 0 0 
7 2 1 2 2 2 1 2 3 0 5 0 0 
8 1 1 3 2 2 1 5 0 0 4 0 1 
9 2 1 2 1 1 3 3 0 2 5 0 0 
10 3 0 2 1 1 3 5 0 0 4 1 0 
正
答
率 
19 5 26 26 11 13 36 9 5 45 2 3 
38％ 52％ 72％ 90％ 
 
７． おわりに 
（１）プライバシーの問題とデータサイズについて 
本研究内では実験中の確認，修正がしやすいように
（「図 11 散布図と検証用データの例」を参考）1 回分の
歩行データを序盤などのデータの種類ごとに複数のセル
に跨いでいた．さらに，上下左右の動きを high や low と
いった単語で記入していた．しかし，Fig7.1 のように right
→4，left→5，high→6，low→7 というように単語を数字
に置き換え，1 回分の歩行データを 1 つのセルにまとめ
てしまえば，データサイズはかなり縮小される．今回の
例では 1 回分の歩行データの重さはわずか 120 バイトで
あった．これは，映像データに比べれば，大幅にデータ
サイズを軽減できたと判断できる．また，この数字列か
らプライバシーを害するような情報を得ることは難しい
と考えられる．ゆえに，本研究は当初の目的であった被
写体のプライバシーへの配慮やデータの軽量化を図った
個人識別システムの提案，作成を達成できたと考える． 
 
 
図 12 検証用データの軽量化例 
 
（２）今後の展望 
本研究の展開として，Kinect を駅の改札口に設置し，
改札通過時に IC カードに登録されている個人情報と改
札を通る人物の歩き方が一致しているかを調べて，他人
の IC カードを利用した不正乗車を発見するシステムを
作るなどに利用できると考えている．しかし，本研究で
の最終的な個人識別精度は 80％であり，これはシステム
に組み込むサービス利用などには十分利用可能な精度か
もしれないが，高度な機密性が求められるセキュリティ
利用を考えた場合には，まだまだ十分な結果であるとは
言い難い．ゆえに，今後の課題として更なる精度向上は
必須であると言える．ただし，最終実験の結果から，ラ
イブラリーデータ内の参照元データの数を増やすと正答
率が上昇していくことから考えると，今後も継続して計
測し続ければ、図 12 のように精度が更に高まることも十
分考えられる．また，別の解決方法として，現在はユー
ザーの歩行運動のデータ取得に Kinect を 1 台のみ使用し
ているが，複数台使用してより細かいデータの取得とノ
イズの修正する方法や，現在は真正面のみでおこなって
いる撮影角度をそれ以外の角度で検証し最適化していく
方法が挙げられ，更なる識別精度の向上が期待できる． 
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図 13 精度の精度向上予想 
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