Mellitus is now a prevalent disease in both developed and underdeveloped countries, being a major cause of morbidity and mortality. Overweight/obesity and hypertension are potentially modifiable risk factors for diabetes mellitus, and persist during the course of the disease. Despite the evidence from large controlled trials establishing the benefit of intensive diabetes management in reducing microvasculars and macrovasculars complications, high proportions of patients remain poorly controlled. Poor and inadequate glycemic control among patients with Type 2 diabetes constitutes a major public health problem and a risk factor for the development of diabetes complications. In clinical practice, optimal glycemic control is difficult to obtain on a long-term basis, once the reasons for feebly glycemic control are complex. Therefore, this work will focus on the development of a diagnosis support system, in terms of its knowledge representation and reasoning procedures, under a formal framework based on Logic Programming, complemented with an approach to computing centred on Artificial Neural Networks, to evaluate the Diabetes states and the Degree-ofConfidence that one has on such a happening.
I. INTRODUCTION

Diabetes or Diabetes Mellitus
, is a chronic disorder of glucose metabolism caused by inadequate production or use of insulin, a hormone produced in specialized cells (beta cells in the islets of Langerhans) in the pancreas, that allows for the use and store of glucose. The lack of insulin results in an inability to metabolize glucose, the capacity to store glycogen in the liver, and the active transport of glucose across cell membranes is impaired. The symptoms are elevated sugar levels in the blood and urine, thirst, increased urination, weakness, hunger and weight loss, later [1] .
There are three main types of diabetes, namely: Type 1 (T1D), Type 2 (T2D) and gestational. Type 1 diabetes used to be called juvenile-onset diabetes once it usually develops in children and adolescents (although can occur later in life). It is usually caused by an autoimmune destruction of beta cells, with the presence of certain antibodies in blood, leading to insulin deficiency [2] . Patients require lifelong insulin injections for survival and are at increased risk of developing micro vascular and macrovascular complications. T2D is formerly named non-insulin-dependent diabetes and it is characterized by hyperglycemia due to a defect in insulin secretion usually with a contribution from insulin resistance. Type 2 diabetes is due primarly to lifestyle factors, including obesity, lack of physical activity, poor diet, stress and urbanization [1] . Usually develops in adulthood, patients normally do not require lifelong insulin and can control blood glucose with diet and exercise alone, or in combination with oral medications. Gestational diabetes is characterized by hyperglycelmia of varying severity diagnosed during pregnancy, and commonly resolving within six weeks of delivery. Beyond the risk of developing T2D later in life, the risks to the pregnancy itself include congenital malformations, increased birth weight and an elevated risk of perinatal mortality [1] .
In patients with type 2 diabetes mellitus, hyperglycemia is associated with increased morbidity and mortality for CardioVascular Disease (CVD) and microvascular complications, such as diabetic nephropathy, retinopathy, and neuropathy compared with those without diabetes, regardless of hyperglycemia per se or co-morbid conditions including central obesity, dyslipidaemia, arterial hypertension and insulin resistance [3, 4] .
As a result Diabetes is a major health problem worldwide with its prevalence increasing, thus becoming pandemic. According to the World Health Organization (WHO) more than 347 million people worldwide have DM [5] . Moreover, a recent global estimation by WHO indicated that there would be 366 million people with DM by the year 2030 [6] .
There are important differences between defining and identify an individual with diabetes and the consequent clinical and social implications of this diagnosis, and defining diabetes for epidemiological purposes.
In the absence of a more specific biological marker to define diabetes, plasma glucose estimation remains the basis of diagnostic criteria. Other considerations, such as Hemoglobin 1AC (HbA1c) or Cholesterol also impact on how a diagnosis of diabetes state should be made [7] . HbA1c can be used as a diagnostic test for diabetes providing that stringent quality www.conference.thesai.org assurance tests are in place and essays are standardised to criteria aligned to the international reference values, and there are no conditions present which preclude its accurate measurement [8] . Furthermore Type 2 diabetes is often accompanied by abnormal blood lipid and lipoprotein levels with a direct effect of cholesterol on -cell dysfunction, and the onset of diabetes in obese patients [9, 10] .
Self-management of type 2 Diabetes is challenging and often requires adherence to complex treatment regimen that requires skilful integration of healthy diet, regular exercise, optimum weight control, self monitoring of blood glucose, and medication adjustment into the daily routine over long periods [6] . Despite the complexity in self-management of Diabetes, it is of great importance because the adoption of healthy lifestyle behaviours will produce optimum glycemic control for DM, which in turn will help minimize or prevent subsequent acute and long-term complications of the disease [10] . The increasing prevalence, the emergence of complications as a cause of early morbidity and mortality, and the enormous burden on health care systems make diabetes a priority health concern.
Indeed, with this work it is explored an original diagnosis assistance system for the control of diabetes. We will centre on a Logic Programming (LP) based approach to knowledge representation and reasoning, with a focus on the process of handling incomplete, unknown, and even contradictory information.
II. KNOWLEDGE REPRESENTATION AND REASONING
Many approaches for knowledge representation and reasoning have been proposed using the LP paradigm, namely in the area of Model Theory [11, 12, 13] , and Proof Theory [14, 15] . We follow the Proof Theoretical approach and an extension to the LP language, to knowledge representations and reasoning. An Extended Logic Program is a finite set of clauses in the form:
where ? is a domain atom denoting falsity, the p i , q j , and p are classical ground literals, i.e., either positive atoms or atoms preceded by the classical negation sign ¬ [15] . Under this emblematic formalism, every program is associated with a set of abducibles [11, 13] given here in the form of exceptions to the extensions of the predicates that make the program. Once again, LP emerged as an attractive formalism for knowledge representations and reasoning tasks, introducing an efficient search mechanism for problem solving.
Due to the growing need to offer user support in decision making processes some studies have been presented [16, 17] related to the qualitative models and qualitative reasoning in Database Theory and in Artificial Intelligence research. With respect to the problem of knowledge representation and reasoning in Logic Programming, a measure of the Quality-ofInformation (QoI) of such programs has been object of some work with promising results [18, 19] . The QoI with respect to the extension of a predicate i will be given by a truth-value in the interval [0,1], i.e., if the information is known (positive) or false (negative) the QoI for the extension of predicate i is 1. For situations where the information is unknown, the QoI is given by:
where N denotes the cardinality of the set of terms or clauses of the extension of predicate i that stand for the incompleteness under consideration. For situations where the extension of predicate i is unknown but can be taken from a set of values, the QoI is given by:
where Card denotes the cardinality of the abducibles set for i, if the abducibles set is disjoint. If the abducibles set is not disjoint, the QoI is given by:
where is a card-combination subset, with Card elements. The next element of the model to be considered is the relative importance that a predicate assigns to each of its attributes under observation, i.e.,
, that stands for the relevance of attribute k in the extension of . It is also assumed that the weights of all the attribute predicates are normalized, i.e.: (6) where ∀ denotes the universal quantifier. It is now possible to define a predicate's scoring function so that, for a value , defined in terms of the attributes of , one may have:
allowing one to set:
It is now possible to engender the universe of discourse, according to the information given in the logic programs that endorse the information about the problem under consideration, according to productions of the type:
where DoC i denotes one's confidence on the attribute`s values of a particular term of the extension of predicate i , whose evaluation will be illustrated below. In order to advance with a broad-spectrum, let us suppose that the Universe of Discourse is described by the extension of the predicates:
Assuming that a clause denotes a happening, such a clause has as argument all the attributes that make the event. The argument values may be of the type unknown or members of a set may be in the scope of a given interval or may qualify a particular observation. Let us consider the following clause where the first argument value may fits into the interval [35, 65] with a domain of [0,100], the value of the second argument is unknown, and is represented by the symbol , with a domain that ranges in the interval [0, 20] , and the third argument stands for itself, with a domain that ranges in the interval [0, 4] . Let us also consider that the problem data is given by the extension of predicate f 1 , represented in the form:
where "{" and "}" is one´s notation for sets, denoting "0" and "1", respectively, the truth values "false" and "true". Therefore, one may have:
…
Once the clauses or terms of the extension of the predicate are established, the next step is to transform all the arguments, of each clause, into continuous intervals. In this phase, it is essential to consider the argument´s domains. The former and the third arguments speak for themselves. As the second argument is unknown, its interval will cover all the possibilities of the domain. Consequently, one may have: … Now, one is in position to compute the DoC for each attribute that makes the term arguments (e.g. in terms of the first attribute it denotes one's confidence that the attribute under consideration fits into the interval [35, 65] In order to exemplify the applicability of one`s problem solving methodology, we will look at the relational database model, since it provides a basic framework that fits into our expectations [20] , and is understood as the genesis of the LP approach to knowledge representation and reasoning [15] .
As a case study, consider the scenario where a relational database is given in terms of the extensions of the relations depicted in Fig. 2 , which stands for a situation where one has to cope with information about Diabetes Evaluation Factors. Under this scenario some incomplete and/or default data is also available. For instance, in Primary Diabetes Conditions database, the value for Hemoglobin (Hb1Ac) of patient 2 is unknown, while in the case 3 the values for Fasting Glucose ranges in the interval [103, 112] . In column Disease Sate 0 (zero), 1 (one), 2 (two) and 3 (three) denote, respectively, control (lean), control (obese), DM (well-controlled) and DM (poorly-controlled). Now, we may consider the relations given in Fig. 2 , in terms of the DM predicate, given in the form: www.conference.thesai.org where 0 (zero) and 1 (one) denote, respectively, the truth values false and true. It is now possible to give the extension of the predicate DM, as it is stated below: 
IV. ARTIFICIAL NEURAL NETWORKS
Several studies have shown how Artificial Neural Networks (ANNs) could be successfully used to model data and capture complex relationships between inputs and outputs [21, 22, 23] . ANNs simulate the structure of the human brain being populated by multiple layers of neurons. As an example, let us consider the last case presented in Fig. 2 , where one may have a situation in which the control of diabetes is needed, given in the form: www.conference.thesai.org
In Fig. 3 it is shown how the normalized values of the interval boundaries and their DoC and QoI values work as inputs to the ANN. The output translates the control-state of , being 0 (no disease), 1 (Disease) and the confidence that one has on such a happening. In addition, it also contributes to build a database of study cases that may be used to train and test the ANNs. In this study were considered 200 samples (i.e. two hundred terms or clauses of the extension of predicate), of which 70% were used to train the ANN, and 30% were considered for testing (the data came from a main health care center in the North of Portugal). The back propagation algorithm was used in the learning process of the ANN. As the output function in the pre-processing layer it was used the identity one. In the others layers we used the sigmoid function.
V. CONCLUSIONS AND FUTURE WORK
After diabetes management should be aimed at alleviating symptoms and minimizing the risk of long-term complications. Optimal control of glucose and other cardiovascular risk factors (e.g., smoking, sedentary lifestyle, hypertension, dyslipidaemia and obesity) is essential. Despite the importance of this management, it is not a simple task and a high percentage of diabetics remain uncontrolled. DM is a prevalent worldwide disease, being a major cause of morbidity, mortality and 1st interaction: transition to continuous intervals 2nd interaction: normalization www.conference.thesai.org financial expense. Nevertheless, is hard to define the factors that influence the control state of diabetes, which needs to consider different conditions with intricate relations among them. Being an area filled with incomplete and unknown data it may be tackled by Artificial Intelligence based methodologies and techniques to problem solving. This work presents the founding of a computational framework that uses powerful knowledge representation and reasoning techniques to set the structure of the information and the associate inference mechanisms. Indeed, this method brings a new approach that can revolutionize prediction tools in all its variants, making it more complete than the existing methodologies and tools available.
The knowledge representation and reasoning techniques presented above are very versatile and capable of covering every possible instance by considering incomplete, contradictory, and even unknown data. Indeed, the new paradigm of knowledge representation and reasoning enables the use of the normalized values of the interval boundaries and their DoC values, as inputs to the ANN. The output translates the control-state of diabetes and the confidence that one has on such a happening.
Future work may recommend that the same problem must be approached using others computational frameworks like Case Based Reasoning [24] or Particle Swarm [25] , just to name a few. 
