In this paper we present a model for anisotropic light propagation and reconstructions of optical absorption coefficient in the presence of anisotropies. To model the anisotropies, we derive the diffusion equation in an anisotropic case, and present the diffusion matrix as an eigenvalue decomposition. The inverse problem considered in this paper is to estimate the optical absorption when the directions of anisotropy are known, but the strength may vary. To solve this inverse problem, two approaches are taken. First, we assume that the strength of anisotropy is known, and compare maximum a posteriori reconstructions using a fixed value for the strength when the value for the strength is both correct and incorrect. We then extend the solution to allow an uncertainty of the strength of the anisotropy by choosing a prior distribution for the strength and calculating the marginal posterior density. Numerical examples of maximum a posteriori estimates are again presented. The results in this paper suggest that the anisotropy of the body is a property that cannot be ignored in the estimation of the absorption coefficient.
Introduction
Optical tomography is a promising non-invasive imaging modality in process industry and medical applications [1] . The advantages of optical tomography over existing radiological techniques in medical applications are clear: being non-ionizing, the near-infrared radiation is completely harmless for the patient. Thus, optical tomography enables long-term monitoring of the patients and acquisition of functional information. Also, the relatively light instrumentation allows low-cost portable devices.
Several human tissue types, such as brain and muscles, have optical properties that depend not only on location but also on direction. It is known from functional magnetic resonance imaging (MRI) that the axonal fibres in the white matter have strong directionally dependent diffusion properties, and there is a good reason to believe that similar properties show up in the optical regime as well (see [2] ). Since the imaging of the human head is one of the main application targets of optical tomography, it is vital to understand how anisotropies affect the performance of the optical tomographic methods. In this work we derive the appropriate equations describing the light scattering in anisotropic milieu and perform preliminary numerical studies of the effect of anisotropy. The inversion of the optical parameters is based on a Bayesian statistical approach.
Light propagation and anisotropies
The light propagation in the medium is governed by Maxwell's equations. However, the wavelength in the near-infrared region is so small compared with characteristic distances in the medium that exact wave propagation models are of little use. Therefore, the light propagation is modelled by using the radiative transfer equation, also known as the Boltzmann equation. This will also be our starting point here. In this section we derive the commonly used diffusion approximation to describe the light propagation in the presence of anisotropies. Although essentially similar to the derivations found in the literature for isotropic media (see e.g. [1] ), our presentation has some differences, being applicable in both two and three dimensions.
Radiative transfer and diffusion
We start by fixing the basic notations and concepts. Let ⊂ R m , m = 2 or 3, be a bounded domain with a smooth boundary and connected complement. The two-dimensional case is interesting mostly as a simplified computational model. We consider radiation in the body . Letθ ∈ S m−1 be a direction vector. The radiation flux density at x ∈ at the time t ∈ R to the infinitesimal solid angle ds in the directionθ is written as d J (x, t,θ) = I (x, t,θ)θ ds(θ), where the amplitude I (x, t,θ) is called the radiance. In the framework of the transport theory (cf [3] ), this scalar function satisfies the radiative transfer equation, 1 
c I t (x, t,θ) +θ · ∇ I (x, t,θ ) + (µ a (x) + µ s (x))I (x, t,θ)
− µ s (x)
where c is the speed of light (assumed to be constant) and the scalar functions µ a and µ s are the scattering and absorption coefficients, respectively. The kernel f is the scattering phase function, satisfying
and the reciprocity relation f (x,θ,ω) = f (x, −ω, −θ). Finally, q denotes the source term. The material is isotropic if the scattering phase depends only on the angle between the incoming and outgoing directions, i.e. f (x,θ,ω) = h(x,θ ·ω) for some function h. In this paper, our main interest is in anisotropic media where the above condition does not hold. Given the radiation flux density, the flux through an infinitesimal oriented surface patcĥ a dS,â being a unit vector normal to the surface patch, is obtained by integrating the flux density over all radiation directions,
where the vector field J is the energy current density. For later use, we also define the energy fluence
Being an integro-differential equation, the RTE leads easily to numerical problems of prohibitive size if no simplifications are made. The commonly used simplification that is justified at least in strongly scattering media is the diffusion approximation. Since this approximation is discussed in the literature mostly in isotropic media, a brief derivation is included below. Our approach differs slightly from the earlier ones. In particular, we make no explicit reference to the spherical harmonics in our derivation.
Let 
the subspace spanned by the zeroth and first-order polynomials. Since polynomials of degree less than or equal to unity are harmonic in R m , H 1 is in fact equal to the space spanned by the spherical harmonics of order unity or less. A simple variational argument shows that the orthogonal projection P :
where |S m−1 | denotes the surface measure of the sphere. In terms of the flux density (3) and energy fluence (4), the P 1 -approximation of the radiance I is
Consider the RTE (1), written for short as BI = q, where B denotes the integro-differential operator on the left side of the equation (1) . The P 1 approximation of the radiative transfer equation (1) is defined as
By substituting the approximation (6) in this equation and applying the projection P on both sides of the equation, we find by a straightforward integration that the equation (7) assumes the form
where B = B(x) ∈ R m×m is the matrix with elements
and the source terms are simply
Observe that by the positivity of f , the condition (2) and Schwarz inequality, we have
Equation (8) should apply for all directionsθ , so we have the system 1 c
This coupled hyperbolic system could be used as such to describe the light propagation. A further simplification is attained if we can argue that above 1 c J t ≈ 0.
With this approximation, equation (12) reduces to an equivalent of Fick's law,
A substitution into equation (11) leads to an equation of parabolic type, a diffusion equation
Notice that due to (10) the diffusion coefficient κ is in general a positive definite symmetric matrix, and it is of the form κ = ρ I , where ρ = ρ(x) is a scalar function
and
if the material is isotropic.
Boundary conditions and the source model
In this section it is the aim to describe the boundary conditions of a body with strong scattering as well as to specify the boundary data and source model in optical tomography. There are some differences between our discussion and some of the existing literature, so the details are included below. In the following, the exterior unit normal vector at x ∈ ∂ is denoted byn =n(x). We start by specifying the inward and outward flux densities ( − and + , respectively) at the boundary in terms of the P 1 approximation. The total flux inwards at x ∈ ∂ within the P 1 approximation is given as
By using the spherical coordinates of R m , we obtain
To integrate the second term, we divide J into parts perpendicular and parallel to the surface ∂ ,
The latter integral vanishes due to the antisymmetry of the integrand in the plane perpendicular ton. To evaluate the former integral, we write
by symmetry. Taking into account the formula
.
In dimensions m = 2 and 3, the dimension-dependent constant γ obtains values γ 2 = 1/π,
Similarly, the outward flux is obtained by switching the direction of the normal, yielding
Assume that the body is illuminated from outside by specified light sources. At x ∈ ∂ , the total flux inwards must be equal to the input flux in (x) from the outside source plus the reflected photon flux due to the refractive index mismatch across the boundary ∂ . Let us denote by R = R(x), 0 R 1, the reflection coefficient at x ∈ ∂ . By assuming that the boundary condition describing the reflection is local, we may write
On the other hand, the total flux density out of the body is reduced by the amount of reflected flux due to the refractive index mismatch, i.e.
The boundary data of the optical tomography could be specified as all possible pairs ( in , out ) along the boundary. In practice, however, the situation is slightly more involved. The boundary sources are typically pointwise optical fibre sources attached on the surface of the body, and it is evident that right under the source the diffusion approximation is quite inaccurate. For a better agreement with actual measurements, we adopt an approximation that was used for example in the articles [4, 5] and [1] . The light source is modelled as a collimated pencil beam perpendicular to the surface. This source is represented by an effective point source under the optical fibre inside the body, and for the input flux in we assume that in = 0 throughout the boundary ∂ . Effectively, this leads to a Robin type boundary condition
and the source term
Here, L is the number of boundary sources and x is a point at the distance d ∼ 1/µ s below the th boundary source, while Q determines the source pattern. There is a vast literature on the reflection coefficients, in particular in connection to the transport theory (see e.g. [1, 6] and references therein). In this paper, we use R = 0 in the numerical simulations. Typically, one boundary source is activated at a time. Typical source patterns are short delta pulses or continuous wave patterns with harmonic modulation. In this work, we consider the latter. Hence, assuming that only the kth boundary source is activated, and the time dependence is harmonic with angular frequency ω > 0, we have
By writing the corresponding solution of the diffusion equation as ϕ(x, t) = ϕ (k) (x)e −iωt , we have the elliptic equation
where µ a = µ a −ik, k = ω/c. We recall that in the time-harmonic case, the approximation (13) is not necessary. Without this approximation, one needs to replace µ a by µ a in the diffusion matrix κ (formula (14)). This correction may be significant especially at high modulation frequencies.
The numerical approximation of the forward solution is based on finite-element computation. Therefore, we write the variational form of the equation (22) with the boundary condition (21) included. By multiplying the equation (22) with a test function ψ and by intergrating by parts over , we arrive at the variational equation
where the Robin boundary condition (21) was taken into account. The boundary data consist of the measured outward flux at points on ∂ where optical fibres are fixed. If y j ∈ ∂ is a boundary point corresponding to the optical fibre location, the measured outward flux (18) and (14) as well as the boundary condition (21), is simply
In numerical simulations, we assume that the data consist of the noisy observation of the logarithm of the amplitude and the complex phase.
Anisotropy model and numerical approximation
In this section we confine the discussion in the two-dimensional case corresponding to the numerical examples in this work. Assume that the domain is divided into finite elements j , and we approximate the solution φ (k) by means of nodal-based basis functions, Figure 1 . A schematic illustration of the representation of anisotropy using eigenvalue decomposition. The direction of anisotropic structures is presented by two orthogonal directions confined in the matrix
and the strength by the corresponding eigenvalues
Here, N n is the number of nodes in the finite-element mesh. By choosing the test function ψ in (23) to be one of the basis functions, we arrive at the matrix equation
where A is the N n × N n symmetric matrix with entries
Consider the anisotropy matrix B = B(x) ∈ R 2×2 defined in (9) . We write the eigenvalue decomposition as
where U (x) ∈ R 2×2 is an orthogonal matrix and we assume that the eigenvalues b j (x) are positive. This decomposition leads to a corresponding decomposition of the diffusion matrix κ,
where
(see figure 1 ). Consider the system matrix A defined in (27). By writing
where the vectorsê j are the Cartesian basis vectors, we obtain
This expression becomes particularly simple if we assume that the strength of the anisotropy is constant, i.e.
Note that this assumption does not mean that the diffusion coefficient is constant, since the principal directions coded in the matrix U (x) may vary. In this case,
This is the model to be considered in this work. Let us make one further simplifying approximation: we assume in the following that the anisotropy factors λ j , j = 1, 2, are independent of the absorption coefficient. This assumption, although not correct, can be justified when the material is scattering dominated, i.e. µ a µ s , so in formula (29) the absorption coefficient can be ignored.
Inverse problem
In this section we consider the following anisotropic inverse problem of optical tomography. Assume that we know the principal directions of the anisotropy of the diffusion matrix κ, but the strength (λ 1 , λ 2 ) of the anisotropy is poorly known. The goal is to estimate the absorption coefficient µ a = µ a (x) based on optical boundary measurements.
Before going into details, let us justify the formulation of the above inverse problem. First, if no information on the anisotropic structure is available, one can show that the inverse problem of determining simultaneously the diffusion matrix and the absorption coefficient from the boundary data has no unique solution even when the boundary data are noiseless and complete. The non-uniqueness issue is not discussed in this article. On the other hand, it may be possible to make some inference of the principal directions of structural anisotropies in human tissue, for example based on anatomical information or other imaging modalities such as functional MRI (diffusion tensor imaging; see [7] ). Of course, this type of information is never accurate, so our study must be considered as a preliminary one. We point out that the correlation between optical and diffusion anisotropies is not an experimentally verified fact. However, they both depend on the structural anisotropy of the matter. Indeed, Monte Carlo simulations indicate that structural anisotropy gives rise to optical anisotropy (see [2] ).
Our approach to the inverse problem is based on Bayesian statistical analysis that is briefly reviewed here. For more detailed discussion, we refer e.g. to [8, 9] and references therein. To avoid computational difficulties, rather restrictive approximations of the statistics of the random variables are made in this paper.
Let y denote a vector that consists of the single real-valued observations at the body's boundary. As explained at the end of section 2, these observations may be the logarithm of the amplitude and/or the phase angle of the outward flux at given boundary points with different excitations. Assuming additive measurement noise, the observation model is written as
where G(µ a , λ) is the model for the noiseless observation. Here, µ a is a vector consisting of the discrete values of the absorption coefficient in the pixels and λ = (λ 1 , λ 2 ) defines the anisotropy.
Assume that the probability density π noise (n) of the noise is known. Further, let π pr (µ a , λ) denote the prior density of the variables µ a and λ. Assuming that the noise n is independent of µ a and λ, the Bayes formula for the posterior probability density gives (µ a , λ) ).
In this work, we approximate the distribution of the noise by a zero-mean Gaussian, i.e. we assume that n ∼ N (0, noise ), where noise is the noise covariance. The prior distributions are also chosen to be Gaussian, and we assume for simplicity that µ a and λ are mutually independent. By writing µ a ∼ N (µ a0 , µ ) and λ ∼ N (λ 0 , λ ), we obtain
This formula is the starting point for the subsequent discussion.
In our first experiments, we investigate how strongly the anisotropy affects the estimation of the absorption coefficient. More precisely, assume that the anisotropy constants λ j , j = 1, 2, are believed to be known. In terms of Bayesian statistics, this belief is tantamount to saying that in the formula (31) the prior covariance λ → 0 in the sense of quadratic form, i.e. λ = λ 0 with unit probability. Under this assumption, we calculate the maximum a posteriori estimator µ a,M AP by seeking to minimize the functional
The minimization is performed in practice by the iterative Gauss-Newton algorithm. Figure 2 shows a schematic picture of the body that was used in data generation. The direction of the possible anisotropy is indicated by the vertical lines. The values of µ s and µ a used in the data generation are indicated in the figure caption and these values are unaltered in our experiments, while the eigenvalue b 2 of the matrix B (formula (9)) is altered, and as a consequence of the formula (29) the value of λ 2 varies. We denote by λ true the true value of the anisotropy vector used in data generation.
Consider first the case where the prior corresponds to an isotropic body, i.e. λ 0,1 = λ 0,2 . We compare the maximum a posteriori estimates µ a,MAP in the case when λ true = λ 0 , i.e. the body is in fact isotropic, and when λ true = λ 0 and the body is anisotropic. In the latter case, the prior is of course flawed.
In figure 3 , the maximum a posteriori estimates of the absorption coefficient µ a are depicted in these two cases. The reconstructions are based on the logarithm of the amplitude datatype. In figure 3(a) , we had λ 0 = λ true with b 1 = b 2 = 0.9, while in figure 3(b) we had λ 0 as above but b 1 = 0.9 and b 2 = 0.7. The noise covariance was assumed to be noise = σ 2 I with the standard deviation σ corresponding to 5% relative noise level of the amplitude. Artificial noise corresponding to this noise level was added to the computed signal. To avoid 'inverse crimes' the data were generated in a different mesh than the one used in the reconstruction. The forward and inverse meshes consisted of 9155 and 2993 elements, respectively, and had been generated with a bubble mesh generator [10] . The prior covariance of µ a was chosen of the form µ = α I with the value of α chosen separately in each case by visual inspection of the reconstruction. For the Gauss-Newton algorithm, a couple of iterations were performed. Since increasing the number of iterations does not alter the results significantly, this was considered sufficient for the purpose of this paper.
Comparing the results in figure 3 , we see that when the anisotropy is ignored, the reconstruction is badly distorted. One can see that the effect of the anisotropy is compensated by increased or decreased absorption near the measurement points, depending on their location relative to the direction of the anisotropy. On the lower row, the prior is flawed, i.e. we have λ 0 = λ true . On the left, the maximum a posteriori estimates of the absorption coefficient are based on the logarithm of the amplitude data, and on the right, on the phase data. For the phase data, the value of the standard deviation σ of the noise was approximated to be 1% of the maximum value of the data. On the lower row, an incorrect assumption on the strength of the anisotropy leads to serious distortions in the reconstructions. In this case, the true anisotropy is stronger than that assumed for reconstruction, producing similar effects as in figure 3(b) .
As the previous examples demonstrated, the background anisotropy cannot be neglected in the estimation of the absorption coefficient. Furthermore, if we fix the anisotropy structure in the model, it is quite critical that the fixed model is the correct one. It is clear, however, that in general we cannot assume accurate values of the of the anisotropy factors to be available. Therefore, we allow an uncertainty of the anisotropy by calculating the marginal posterior density of µ a , i.e. the probability density
Assuming that the posterior density is of the form (31), a proper solution would require for example the use of Markov chain Monte Carlo methods to perform the integration (see [9, 11] and references therein). In this work, however, we confine ourselves to a simplifying approximation by linearizing the mapping G around some reference values µ * a and λ * . We write
with obvious notations. With this approximation, both the posterior distribution (31) and the marginal distribution (32) assume a Gaussian form. In the appendix, the derivations of the following formulae are sketched. We have
where the posterior covariance matrix is given as and
The mean values are obtained by the formula
Similarly, the marginal density of µ a within the linearizing approximation is π(µ a |y) ∼ exp(− with µ a as above, and
It is worth noting that, above, the mean values µ a obtained from the posterior distribution π(µ a , λ|y) and from the marginal distribution π(µ a |y) coincide due to the Gaussian approximations and linearizations. In general, this is not the case.
In our numerical experiments we consider the case where λ has a Gaussian prior,
2 ). For simplicity, it is assumed here that one of the anisotropy parameters, say λ 1 , is rather well known. This is effectuated by choosing σ 2 1 very small, i.e. λ 1 ≈ λ 0,1 with a probability close to unity. We emphasize that there are no physical grounds for the assumption that λ 1 is well known and this is done purely for computational convenience. Also, the general Bayesian approach applies without this assumption. To fix a value for σ 2 , we choose a plausible interval [b 2,min , b 2,max ], calculate the corresponding limit values λ 2,min and λ 2,max by formula (29) and adjust σ 2 so that the probabilities λ 2 < λ 2,min and λ 2 > λ 2,max are both equal to 0.01. The prior density for b 2 can be calculated from the dependence between λ and b. Figure 5 shows the prior densities of λ 2 In solving the inverse problem, the point of the linearization was chosen to coincide with the mean value of the prior distribution, i.e. we set (µ * a , λ * ) = (µ a0 , λ 0 ). To test the method, we generate two sets of data: in the first one, the true value of λ corresponds to the anisotropy eigenvalues (b 1 , b 2 ) = (0.9, 0.8). In the second case, we set λ true to correspond to the values (b 1 , b 2 ) = (0.9, 0.55). Observe that in the first case b 2 is drawn close to the maximum of the prior distribution of b 2 , while in the latter case it is drawn from the very tail, as indicated in figure 5 . Figure 6 displays the maximum a posteriori estimates, i.e. the mean values, of the absorption coefficient from the marginal density. These estimates are comparable to the estimates in figure 4 where the value of anisotropy is fixed. On the left, the estimates are based on the logarithm of the amplitude data, and on the right, on the phase data. On the upper row, the first data set corresponding to the mean values of the prior distribution is used. The dynamical range of the reconstructions is slightly reduced compared with the case of fixed value of anisotropy, but this could be helped by performing more iterations as in figure 4 . The lower row displays estimates using the second data set corresponding to the case λ 0 = λ true . In this case, the estimates from the marginal density are clearly better than those obtained using a fixed value of anisotropy.
The marginal posterior density of the absorption coefficient in a single pixel is easily obtained from the marginal density (35). Hence, we can investigate the effect of changing the standard deviation σ 2 in the prior distribution of λ 2 on the marginal density of the solution in a single pixel. It turns out that changing the value of σ 2 within reasonable limits (i.e. σ 2 is not clearly too small corresponding to the case of fixed value of λ 2 ) changes the mean value of the solution slightly, but does not seem to alter the shape of the marginal density significantly. In this sense the method is rather robust to the value of σ 2 , which is, after all, a parameter chosen quite randomly.
Remark. The computations presented in this paper have also been conducted using a different smoothing prior for the absorption coefficient. In this case, the prior covariance µ corresponds to a second-order smoothness prior, i.e.
T L, where α > 0 and L is a discrete approximation of the Laplacian. (For details of how this approximation is computed in an unstructured finite-element mesh, see [9] .) The results show a very similar behaviour as presented in this paper. However, for the example case of this paper, the smoothing prior is not the best choice, but it could be successfully applied on cases of smoother variations in the absorption coefficient.
Conclusions
Based on the results presented in this paper, the anisotropy of the body is a property that cannot be ignored in the estimation of the absorption coefficient. If the anisotropy model is fixed, it is crucial for successful estimation of the absorption that this model is correct. In general, however, we cannot assume to have good knowledge of the anisotropy. In some cases prior knowledge of the directions of the anisotropy could be retrieved, for example from diffusion tensor images from diffusion-weighted MRI. However, the uncertainty of the strength of the anisotropy compromises the reconstruction considerably. In this paper, to solve this problem we investigated a case where one of the anisotropy factors was unknown and integrated out, improving the results dramatically. Based on this work, direct comparison of the numerical complexity between the cases where anisotropy is known or integrated out is difficult, since in the latter case we used linearization and the densities were Gaussian, while in the former model non-linear iterative optimization was used. The fully non-linear modelling of anisotropies requires Monte Carlo integration and the computational task becomes considerably heavier. The non-linear modelling is postponed to future work. Another subject of future work is to reconstruct the anisotropy factors simultaneously with the absorption coefficient. Further studies concerning the uncertainties in the anisotropy direction need to be performed. 
By a straightforward Gauss elimination, we find that the inverse of the joint covariance matrix can be written as 
where the Schur complements˜ j j are given as˜ 11 = 22 − 21 −1 11 12 and˜ 22 similarly by interchanging the indices. By substituting this formula into (37) and completing to squares with respect to x 1 , we find that
with x 1 = x 1,0 + 12
22 (x 2 − x 2,0 ). Formula (33) now follows by choosing x 1 = (µ a , λ) and x 2 = y. The correlation matrix is calculated by using the linearized model
and taking into account the assumption that µ a , λ and n are mutually independent.
To derive the formula (35) for the marginal density, consider again formula (37) with x 1 = µ a , x 2 = λ. In this interpretation, the joint probability density is the posterior density, i.e. π(x 1 , x 2 ) = π(µ a , λ|y) and = post given by formula (34). Without loss of generality, we may assume here that x 1,0 = 0, x 2,0 = 0. By denoting K = −1 and partitioning K in an obvious manner, we have π(x 1 , x 2 ) ∼ exp{− 
