In the model of local computation algorithms (LCAs), we aim to compute the queried part of the output by examining only a small (sublinear) portion of the input. This key aspect of LCAs generalizes various other models such as parallel algorithms, local filters and reconstructors. For graph problems, design techniques for LCAs and distributed algorithms are closely related and have been proven useful in each other's context.
INTRODUCTION
In the face of massive data sets, classical algorithmic models, where the algorithm reads the entire input, performs a full computation, then reports the entire output, are rendered infeasible. To handle these data sets, the model of local computation algorithms (LCAs) has been proposed in [14] . LCAs compute the queried part of the output by examining only a small (sublinear) portion of the input. For example, the algorithm A for computing a maximal independent set (MIS) is given access to the graph G and asked: "is vertex v in the MIS?" A then explores only a small portion of G, and answers "yes" or "no." The set {v : A answers "yes" on v} must indeed form a valid MIS of G. LCAs have been constructed for many problems, including MIS, maximal matching, approximate maximum matching, vertex coloring, and hypergraph coloring.
The LCA framework is motivated by the circumstances where we focus on computing a small, specified portion of the output, which generalizes many other models from various contexts. For example, LCAs can be parallelized so that, after an initial communication phase, they may answer queries in a consistent manner with no additional communication. Important applications include locally decodable codes, local decompression, local filters, reconstructors, and locally computable decisions for online algorithms and mechanism design.
Many recently developed LCAs on graph problems achieve time and space complexities with very low dependence on n, the number of vertices. Nonetheless, these complexities are at least exponential in d, the upper bound on the degree of the input graph. While these papers often consider d to be a constant, the large dependence on d may forbid practical uses of these algorithms. In this work we consider the case where the parameter d can be moderately dependent on n.
Our Contribution
This paper addresses the maximal independent set problem 1 and the approximate maximum matching problem. 2 
Problem Work
Approx. Maximum Matching
[5] 2 poly(d) poly(log * n) † none here poly{d, log n} poly{d, log n} The comparison between our results and other approaches is given in table 1. We provide the first LCAs whose complexities are quasi-polynomial and polynomial in d for these respective problems, while maintaining polylogarithmic dependence on n. When d is non-constant, previously known LCAs have complexities with polylogarithmic dependence on n only when d = O(log log n). Our LCAs maintain this dependence even when d = exp(Θ((log log n) 1/3 )) for the MIS problem and d = poly(log n) for the approximate maximum matching problem. Our LCA for the MIS problem may be extended to handle other problems with reductions to MIS, such as maximal matching or (d + 1)-coloring, while maintaining similar asymptotic complexities.
Related Work
We build on the Parnas-Ron reduction, proposed in their paper on approximating the size of a minimum vertex cover (VC) [12] . This reduction turns a k-round distributed algorithm into an LCA by examining all vertices at distance up to k from the queried vertex, then simulating the computation of the distributed algorithm, invoking d O(k) queries to the input graph. They apply this technique to compute a 2-approximation (with additive error) for the size of a minimum VC with query complexity d O(log d) . Distributed algorithms for the MIS problem require more rounds, and consequently, a similar reduction only yields an LCA with query and time complexities d O(d log d) log n in [14] .
Many useful techniques for designing LCAs originate from algorithms for approximating the solution size in sublinear time via random sampling. A powerful technique for bounding the expected query and time complexities is the query tree method from the Nguyen-Onak algorithm [10] . This method converts global algorithms that operate on the entire input into local algorithms that adaptively make queries only when necessary. The structure of the recursive calls forms an query tree in the input graph. They apply this approach by constructing query trees based on a random order of vertices so that the size of the query tree can be probabilistically bounded. While the expected query tree size is still exponential in d, for certain problems, a slight modification of the their algorithm reduces the expected query tree size to O(d), the average degree [15, 11] .
Recently, a new method for deterministically bounding the query tree sizes using graph orientation is given in [5] based on graph coloring, which improves upon LCAs for several graph problems. They reduce the query complexity of their algorithm for the MIS problem to d O(d 2 log d) log * n, giving the lowest dependence on n currently known.This approach can also be extended back to improve distributed algorithms for certain cases [6] .
While all of these LCAs have complexities with exponential dependence on d for the problems studied in this paper, the only lower bound is of Ω(d), which can be derived from the lower bound for approximation algorithms for the minimum VC problem from [12] .
PRELIMINARIES

Graphs Oracles
We assume that the input graph G, assumed to be simple and undirected, is given through an adjacency list oracle O G which answers neighbor queries: given a vertex v ∈ V and an index i ∈ [d], the i th neighbor of v is returned if i ≤ deg(v); otherwise, ⊥ is returned.
Local Computation Algorithms
We adopt the definition of local computation algorithms from [14] , in the context of graph computation problems given an access to the adjacency list oracle O G . Definition 1. A local computation algorithm A for a computation problem is a (randomized) algorithm with the following properties. A is given access to the adjacency list oracle O G for the input graph G, a tape of random bits, and local read-write computation memory. When given an input (query) x, A must compute an answer for x. This answer must only depend on x, G, and the random bits. The answers given by A to all possible queries must be consistent; namely, all answers must constitute some valid solution to the computation problem.
The complexities of an LCA A can be measured as follows. The query complexity of an LCA is the maximum number of queries that A makes to O G to compute an answer (to the computation problem) for any single query. Similarly, the time complexity is the maximum amount of time that A requires to compute an answer. Lastly, the space complexity is the total size of the random tape and local computation memory used by A.
Here we refer to the time and query complexities rather exchangeably as they are roughly a factor of O(log n) larger than the query complexities for our LCAs. The space complexity of our LCAs are dominated by the size of the random tape, so we refer to the space complexity as seed length. We give randomized LCAs that succeed with high probability. 3 
MAXIMAL INDEPENDENT SET
We provide an LCA for computing a MIS whose time and query complexities are quasi-polynomial in d:
There exists a randomized local computation algorithm that computes a maximal independent set of G with time complexity 2 O(log 3 d) log n and space complexity O(n log 2 d).
Our approach combines many techniques across previous works on LCAs and distributed computing. We construct a two-phase LCA similar to that of [14] , which is based on Beck's algorithmic approach to Lovász local lemma [3] . In this first phase, we apply a distributed algorithm that computes an independent set which breaks the original graph into small connected components. We improve upon the distributed algorithm used by [14] by occupying new insights from [2] to reduce its running time to O(log 2 d) rounds. Our algorithm is a variation of Luby's randomized distributed algorithm [8] similar to the Weak-MIS algorithm from [4] , but requires a stronger lemma to make such guarantee on component sizes. Applying the Parnas-Ron reduction [12] , the time and query complexities of this phase remain subexponential in d. Then, in the second phase, we explore each component and solve our problems deterministically; the complexities of this phase are bounded by the component sizes. Finally, by employing a technique from [1] , we reduce the amount of space of our LCA so that it has roughly the same asymptotic bound as its time and query complexities.
APPROXIMATE MAXIMUM MATCHING
We provide an LCA that computes an approximation maximum matching whose time and query complexities are polynomial in d:
There exists a randomized (1− )-approximation local computation algorithm for maximal independent set with random seed of length O((d 2 / 2 ) log 2 n log log n) and query complexity O((d 4 / 2 ) log 2 n log log n).
Our approach is based on a local simulation of the approximate maximum matching algorithm which iteratively augments the maintained matching with a maximal set of disjoint augmenting paths of increasing lengths [7] . We compute such augmenting paths by modifying Nguyen-Onak algorithm [10] for greedily computing MIS based on random vertex ordering which, according to the modification and analysis by Yoshida et al., yields query trees whose expected sizes are poly(d) [15] . Since complexities of LCAs are based on the maximum query tree size, we resolve this problem by constructing the following two-phase LCA. In the first phase we computes a sufficiently good vertex ordering that rarely induces large query trees. Then we use this good ordering to compute our answer, ignoring vertices with large query trees. We show that the ignored vertices only constitute to a sufficiently small fraction of error. We then reduce the amount of space by first reducing the required dependence of random orderings, then employing the construction from [1] to generate our random orderings.
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