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The relatively new field of natural computation has already many useful 
applications. In this thesis the use of multivariate statistics and natural 
computation to probe process-structure-property relationships is described. 
This application of multivariate statistics and natural computation to the re-
lationships between process conditions, physical structure and the (thermo-) 




1.1 Industrial research 
The distinguishing feature of industrial research with respect to academic 
research is the applic ation of pure research to technology The central role 
played by technology is illustrated by the following list of industrial research 
activities [1] 
• Discovery and invention 
Improvement of plant performance via minor changes 
Design of lower-cost processes for existing or new products 
Discovery of new products which can be successfully marketed 
Discovery of new uses for existing products 
• Services to production, troubleshooting 
The acquisition of accurate and relevant data on processes, chemical and 
physical structure and the end-use properties of materials is a key factor for 
improving production processes and products For these reasons, the devel-
opment of measuring techniques and data analysis play an important role in 
industrial research and production Chemometncs, a sub-discipline of ana-
lytical chemistry, provides the computational techniques to extrac t relevant 
information from physical or chemical data In Chemometncs d textbook 
by D L Massart et al the following definition of chemometncs is given [2] 
Chemometncs A chemical discipline that uses mathematical statistical and 
other methods employing formal logic (a) to design or select optimal measure-
ment procedures and experiments and (b) to provide maximum relevant chem-
ical information by analysing chemical data 
The strength of chemometncs is that the activities connected with this def-
inition are strongly forwards integrated into "core" disciplines This can 
either apply to specific analytical techniques such as chromatography or 
spectroscopy or, in the case of the research outlined in this thesis, towards 
technology The tools that can give optimal measurement procedures, opti-
mal information yield and optimal knowledge transfer are combinations of 
methods derived from informatics, mathematics, statistics, artificial intelli-
gence and cognitive science, adapted to the specific field 
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1.2 Advantages, prejudices and fallacies 
A general strategy for experimentation has been described by Youle [3] as 
an iterative process beginning with a theory or model of a system as the 
basis for a group of experiments This iterative procedure owes nothing 
to chemometrics or statistics, the sequence theory experiment modified 
theory - new experiment is very old, what chemometricians do is economise 
the number of experiments needed to test and produce optimal information 
yields from experimental results 
1.2.1 W h y c h e m o m e t r i c s should be used 
Chemometrics can substantially contribute to the following aspects of indus-
trial research 
Error and significance. Many research protects depend on investiga-
tion by analytical or physical methods It is important that any analytical 
method be of known rcprodm lbihty, with standard deviations small enough 
to permit recognition of important response changes Unfortunately, this is 
not always the case and experiments and time are often wasted Moreover, 
analytical instruments are sub]ect both to drift and to step changes caused 
by unsuspected external factors - sut h as a change in raw materials bàtch-
to-batch variation or a new light source in a spectrophotometer 
Experimental design. The aim of an experiment is to demonstrate how 
adjustable (independent) variables affect dependent variables A good ex 
penmental design, the basis for good experimentation, must at least fulfil the 
following three criteria (1) The experiments have to be relevant to the prob-
lem This requires some pre-expenmentation or a well thought out strategy 
based on background knowledge (2) It has to be large enough to examine 
the response surface with the required accuracy and (3) small enough to be 
able to do the experiments withm reasonable time limits Moreover, there 
are some statistical constraints like the incorporation of repeat experiments 
into the design and the selection of independent factors A well-written in-
troduction to practical experimental designs is given by Morgan [4] 
Statistical modelling. If there is no simple functional description based 
on chemical of physical laws known between the input and response van 
ables, the use of statistical models can be considered Although the model 
may have no physical relevance, it may be valuable for expressing dependent 
variables from the adjustable, independent variables This may afterwards 
give an insight into the causality of the correlations 
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Optimisation. Almost every research or development project requires the 
optimisation of a system response Examples are the optimisation of the 
end use properties of a product by its chemical composition, process cost 
minimisation, maximisation of the sensitivity of an analysis technique and 
optimisation of component separation in, for example, HPLC Successful op­
timisation by using experimental data is only possible if there is adherence 
to the aforedesenbed three criteria 
1.2.2 B o t t l e n e c k s 
Researchers unfamiliar with multivariate statistics often look for univariate 
relationships Although this may lead to over-simplification of relationships 
which are multivariate by nature, ι с depend on more than one factor, 
univariate experiments are often preferred to multivariate experimentation 
That such a univariate approach can lead to erroneous structure-property 
relationships is demonstrated in Chapter 2 of this thesis Even when a mul­
tivariate statistics approach is taken, scientists are often ill informed about 
the multi-factorial designs presented by the statisticians and results are often 
disappointing Optimal profit from chemometnes can be achieved if at least 
two pre-conditions are fulfilled (1) The research organisation must allow 
integration of chemometnes into different research projects and (2) chemo-
metricians must be willing to gain in-depth knowledge about the chemical 
or physical subject background The investigations reported in this the­
sis were carried out at the interface of chemometnes and polvmer physics 
Throughout this thesis the application to poly (ethylene terephthalate) yarns 
will illustrate the usefulness of the methods 
1.3 An application to industrial PET yarns 
Since polyester fibres were first developed and commercialised in the early 
1960s, poly(ethylene terephthalate) (PET) has seen rapidly expanding mar­
kets According to 1991 statistics, man made fibres have a market share 
of 49 % of the total fibre production This can be sub-divided into 43 % 
synthetic fibres and 6% cellulosic man-made fibres Polyester plays an in­
creasingly important role in this worldmarket (Table 1 1) One of the main 
reasons for this is the fact that this material can be used for a diverse range 
of applications 
The production of polyester fibre materials has grown steadily reach­
ing approximately 9 million tonnes in 1991 Approximately 90% of this 
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Table 1.1: Percentage share of polyester, polyamide and polyacrylics 









































is used in knitwear, woven articles and in blends with cotton (For exam-
ple: blouse materials, ties, linings, sport and leisure clothing and umbrella 
materials). The rest of the polyester yarn production is employed for in-
dustrial purposes (For example: in tyres, reinforced rubber goods, coated 
fabrics, seat belts, ropes and nets, sails, and non-woven backings). These 
industrial applications demand specific combinations of properties such as 
strength, shrinkage, extensibility and fatigue. The most widely used pro-
cess for manufacturing multi- filament yarns from thermoplastic polymer is 
the melt-spinning process (Fig. 1.1). In this process, the molten polymer is 
extruded through a spinneret with a large number of fine orifices and subse-
quently cooled in a quench-air stream. With the aid of godets, the solidified 
filaments are transported at a speed significantly higher than the extrusion 
velocity Process settings such as the spinning temperature, cooling condi-
tions, orifice diameter, throughput and take-up velocity largely determine 
the (thermo-)mechanical properties. The relation between process settings 
and structure is most clearly illustrated by the influence of take-up speed 
on the structure formation of poly(ethylene terephthalate) yarns. This dif-
ference in speed between the extrusion velocity and take-up velocity causes 
the filaments to stretch, leading to orientation with respect to the drawing 
direction and eventually, at high speeds, to orientation-induced crystallisa-
tion. At winding speeds up to 2000 m/min. a fibre consists of molecules 
whose orientation is low with respect to the fibre axis. An increase in the 
winding speed up to 3500 m/min results m an increase in molecular orien-
tation without the formation of coherent crystals. At higher winding speeds 
increasing molecular order and some crystallisation becomes apparent, while 
at speeds of 5000 m/min and more, well- developed crystals are observed [5]. 
This is illustrated in Fig. 1.2. To substantially increase the perfection of the 
chain orientation an extra process step is used which involves drawing fil-
1С Introduction 
polymer chips 






Figure 1.1: Melt-spinning machine. 
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< 2000 m/mm 3000 m/mm 4000 m/mm 
5000 m/mm 6000 m/min 
Figure 1.2: Proposed molecular arrangements in PET yarns wound 
at various speeds. 
amcnts at temperatures near the melting point of the polymer. This can 
either be performed in a separate step or integrated into the spinning pro-
cess. In this thesis, relations such as those exemplified here are investigated 
quantitatively using natural computation. 
1.4 Objective and outline of this thesis 
The research outlined in this thesis can be regarded as a continuation of 
the work of Lucasius and Smits [6] [7] who explored possibilities for genetic 
algorithms and artificial neural networks in chemistry. The objective of this 
study was to explore the possibility of chemometrics for modelling process -
structure - property relationships in general and for its application to indus-
trial poly(ethylene terephthalate) yarns in particular. Emphasis has been 
put on the relatively new field of natural computation, which involves com-
putational techniques deduced from natural systems or processes. There are 
currently two opinions about these techniques. The first opinion, expressed 
mainly in the popular literature, is that they offer totally new opportunities 
since they are based on concepts which have no counterpart in any other 
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computation. Another more realistic view is that natural computational 
techniques belong to a class of techniques which have been used in statistics 
for many years. Whenever possible in this work, a comparison is made with 
results from "statistical" counterparts. 
1.4.1 Incent ive and out l ine 
A correct quantitative statistical model that describes the relationships within 
experimental error enhances the development of new or improved industrial 
products in the following way: 
• It helps to reduce research costs and to accelerate developments since 
the statistical model can be used as a simulation of the real process 
• It enhances the understanding of the physical and chemical processes 
that take place because so-called 'pure' relations can be obtained. For 
instance, the amount of crystalline material contributing to the stiff­
ness of a polymeric material can be observed without interference from 
other structural features. 
A scheme outlining the work m this thesis is given in Fig 1.3. In Chapter 
2 the problem of assessing a proper representation of polymer morphology1 
is addressed. One of the main problems in correlating structure variables 
to property variables is that the structure variables are often highly inter-
correlated. The usual approach of using an experimental design on the 
process variables is not appropriate since structure is a function of process 
conditions. Once a proper process and structure representation has been 
chosen, multivariate computation techniques can be used to calibrate the 
forward-relations (solid lines in Fig. 1.3) This is exemplified in Chap­
ter 3. From an effective process and product development point-of- view, 
it is interesting to be able to apply these forward-relations in the reverse 
way, i.e. to find, for example, possible theoretical structures correspond­
ing to a desired combination of properties. Since Artificial Neural Network 
modelling is generally applied to non-linear and high-dimensional relation­
ships, the multi-criteria approach to the reverse relationship may contain 
many (local) optimal points. Chapter 4 describes SYNGA, a genetic algo­
rithm used to achieve this inversion. Recent developments in spectroscopy, 
' T h e term moiphology, when used in the field of polymers, has three meanings It can 
relate lo the milliscopic structure, like yarn twist (~ І 0 _ 1 т ) , to the micioscopic s t iuctuie 
of polymers, like inhomogeneil íes or evenness (~ 10_ m), or to the nanoscopic structure, 
foi example ciyslallite size (~ 10 - 4 m) 








Optimization (Chap 4) 
Curve fitting (Chap 5&6) 
Figure 1.3: The relationship of spectroscopy to process, structure 
and property relationships. Inverse calibration is often used to ob-
tain process, structure or property information from spectroscopic 
data. 
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fibre-optics and chemometrical techniques have opened up possibilities for 
indirectly measuring the physical structure of yarns. There are two possible 
ways of deriving structure information from spectroscopic measurements 
The first 'traditional' approach is to relate peak areas or intensities of indi-
vidual bands to, for instance, orientational order and crystallinity. Due to 
the solid state character of the material, the spectra often consist of broad 
bands with strongly overlapping profiles and proper resolution is therefore 
a difficult task (Chapter 5 and 6). The second approach to relate spectra 
to structure data is to calibrate with multivariate regression methods The 
relation between Raman spectra and physical structure representation is dis-
cussed using the Partial Least Squares algorithm (Chapter 7). 
The availability of a large database comprising data on the physical struc-
ture, process conditions and properties of over 500 different poly(ethylene 
terephthalate) yarns offers a unique opportunity to study process - structure 
- property relationships as an integral concept. Results of these studies could 
be directly validated in practice, because the research was performed within 
the Fiber Spinning and Fiber Physics Departments of Akzo Nobel Central 
Research. The work has provided valuable insight for both ourselves and 
Akzo scientists. Although the discussed relations between process, structure 
and properties are here mainly confined to synthetic yarns, the concepts are 
also applicable to other large scale production processes. 
1.5 Information Feedback; the use of knowledge 
systems 
The use of the obtained statistical models becomes important at a definite 
stage of a project The number of models, and their complexity increases 
dramatically. Ultimately, it becomes no longer possible to represent the 
models by graphs or contour maps since too many variables are involved. 
The diverse information that can be obtained from models, algorithms, pro-
cedures and background information and boundary conditions often becomes 
too large to oversee. Knowledge is a valuable resource in any modern indus-
try and it should be accessible to anyone involved in PET yarn process or 
product development. The tools that have been developed to relate process 
conditions to the physical structure and properties of synthetic yarns have 
been made available in the form of many Artificial Neural Networks and 
Genetic Algorithms. These sources of information form a software system 
called BESSY which is now frequently used as a major guide to perform the 
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following tasks 
• Process development 
• Product development 
• Pre-planning of experiments 
• Feasibility studies 
• Training of new employees 
A limiting factor in efforts to get widespread use of this system is that 
all users are not computer experts, they are specialists in other fields and 
want to use BESSY as a tool to help perform tasks The computer pro-
gram BESSY has evolved into a system that matches the requirements and 
demands of the user In this way, knowledge in the form of trained and 
validated artificial neural networks, genetic algorithms and background in-
formation is most effectively transferred Fig 1 4 shows a screen of the com-
prehensive knowledge system that has been created using principles from 
cognitive ergonomics to ensure optimal usage 
22 Introduction 
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Figure 1.4: Hard-copy of a knowledge system on the process­
ing, physical structure and (thermo-)mechanical properties of 
poly(ethylene terephthalate) yarns. The availability of user-
friendly computer programs is important for efficient information 
transfer to researchers. Special attention has therefore been paid 
to cognitive ergonomie aspects. 
Chapter 2 
Modelling of Industrial 
Process - Structure -
Property Relationships 
The characteristics of many industrial products are to a large extent deter-
mined by the (physical) structure that comes nom a manufacturing process 
under certain conditions The relationships between process conditions and 
product properties are m gencial encountered as very complex Hence the 
structure is introduced as an intermediate to enhance mechanistic insight 
and understanding of process - property relationships In this chapter it ¡s 
demonstiated that statistical modelling of structure property relationships 
without consideimg variations m process conditions can give misleading con-
clusions due to the fact that statistical models are based on correlation lather 
than causality Using Principal Component Analysis (PCA) and Genetic Al-
gorithms (GA), the minimum number of structure quantities necessary to 
describe all variations ¡n the structure of poly (ethylene terephthalate) yarns 
was selected This reduced basis may sci ve as a set of describing variables to 
telate the physical structure to (thermo-)mechamcal pioperties via physical 
model descriptions or statistical modelling1 
'This chapter is a modified version of Α Ρ de Weijer L Buydcns and Η M Heuvel 
Statistical Modelling of Industnal Process Sliucturc Pioperty Relations Submitted to 
Chemometnci und Intelligent Lnboiatory Systems 
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2.1 Introduction 
The core activity of industry is the manufacturing of products from raw ma-
terials with specific properties in efficient production processes The added 
value of a product is predominantly determined by the technology Therefore 
improvements m processabihty or product performance can be achieved if 
qualitative relations between the way the product is processed and its prop-
erties are available 
An important drawback in the development of a fundamental under-
standing of industrial processes is that a technology can advance without 
accurate knowledge of the principles behind the advancement Since it is im-
portant in many modern industries important to keep technologically ahead 
of competitors, research on fundamental aspects is often given minor impor-
tance 
The competitive strength of a company is determined by critical success 
factors such as product profile, quality and quality control, processabihty 
and renewal of processes In each life-cycle of a product, there comes a point 
when advances in technology gradually slow down Since the direct and 
qualitative relationships between process settings and product properties are 
often too complex, a more fundamental understanding can be achieved by 
studying the relations between process conditions and (physical) molecular 
structure and between (physical) molecular structure and product proper-
ties at an early stage in the products' life cycle In this way, technological 
advancement has more continuity 
Different aspects of the structure of a material can be distinguished 
The chemical molecular structure refers to the composition of a molecule 
in terms of atoms and bonds The morphological structure comprises both 
the arrangement of molecules with respect to each other (physical molecular 
structure) and the microscopic and macroscopic structures such as lnhomo-
geneities and evenness The work in this chapter is confined to the physical 
molecular structure The variations in measured chemical and macroscopic 
stru( ture within the sample sets were very small 
Recent developments in laboratory information systems and data stor-
age capacities have resulted m the advent of models based on correlation 
between data-sets As well as the many new developments in multivariate 
data analysis (in general), the concept of artificial neural networks has con-
tributed significantly to this rising interest Despite the large number of 
published papers on the modelling of experimental data, the interpretation 
of experimental data still forms a vital part of every scientific investigation 
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Large databases are nowadays routinely generated with data on processes, 
physical and chemical structure, and properties of materials 
The problem of introducing the structure as an intermediate of process 
- property relationships is in the selection of structure variables To make 
interpretation possible, the structure has to be characterised with a mini­
mum number of quantities One of the mam problems is that the structure 
variables arc often highly mter-correlated Setting an experimental design 
on the process variables does not solve this problem since the structure is a 
function of the process conditions A second problem is that the statistical 
data analysis is based on correlation, rather than causality These correla­
tions do not imply causality although they are often interpreted as causalities 
in the literature Some authors have addressed this problem in illustrative 
examples [8] [9] These situations are in most cases evidently clear and are 
easily recognised by researchers However, more subtle examples can be 
found in complex industrial and environmental data sets in which, in the 
first instance, the cause of the correlations is unclear 
The characteristics of process - structure - property relationships are 
discussed with respect to two central questions How can compact and inde­
pendent representations of structure be obtained and how can the causality 
m the description of structure - property relationships be enhanced, given a 
set of experimental data on the process, structure and properties7 
2.2 Process - structure - property relationships 
The close connection between process conditions, structure and properties 
can be clearly illustrated by the classical example of the different forms of 
carbon [10] In Fig 2 1 the phase diagram of carbon is shown Pure graphite 
switches to diamond at 100 kbar and 3000° К at useful reaction rates The 
application of these process conditions results in crystals with strong cova-
lent bonds Such carbon crystals are single molecules in which every carbon 
atom is linked through covalent bonds to four neighbours in a tetrahedral 
structure Materials formed this way are often tough and unreactive and 
are not electrically conductive Graphite, produced from pure carbon under 
milder conditions, is another form of solid carbon and is one of the softest 
materials known It consists of layers of carbon bound together by covalent 
bonds into hexagons (n form) or rhombohedral (/3 form) The hexagonal 
alpha type can be converted to the beta form by mechanical treatment, and 
the beta form reverts to the alpha form on heating above 1000°K One va-
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Figure 2.1: The phase diagram of carbon. It shows that under 
different process conditions different forms of carbon are formed. 
lence electron on each carbon binds the sheets of covalent bonds together. 
These electrons have such limited mobility between the sheets that the con­
ductivity perpendicular to the layers is about 1 0 - 4 times that parallel to the 
layer. By sublimation of pyrolytic graphite at low pressures and tempera­
tures above 2200°K so-called "white" carbon is formed which is a transparent 
biréfringent material. 
This classic example illustrates the close inter- relationship between the 
way a material is produced, its physical structure and the resulting proper-
ties. It shows that process, structure and properties are in causal connection 
to each other. 
For efficient improvements in the performance and quality of a product, 
a profound understanding of these relationships is required. Structure and 
properties are both functions of process settings whereas the properties are 
functions of structure (sec Fig. 2.2). 
2.2.1 Stat i s t ica l and physical m o d e l s 
The structure - property relationship is often elaborated in physical mod-
els. In addition to such deterministic models, which have traditionally had 





Figure 2.2: The forward-relations between process settings, struc-
ture and properties of materials. 
strong roots in pure and applied research, statistical models play an impor-
tant role in understanding these relationships. Both model types have their 
strengths and weaknesses. It is important to realise that these model types 
are complementary, not mutually exclusive. 
The physical model and the statistical model may be regarded as the 
two extremes in the modelling of structure-property relationships. The term 
'physical' implies the existence of proven basic laws from the natural sci-
ences (physics, chemistry) applied to the material concerned. The aim of 
physical models is to provide a quantitative explanation for observed phe-
nomena in terms of basic key parameters. Comparison of the predictions 
from the model with experimental data is often used to validate the model. 
In general, the development time of a physical model is long. A reason for 
this is that it is a continuous process of implementation and testing. Phys-
ical models often lack accuracy because of simplifications to the underlying 
equations (to make calculations easier) and because of inconsistency with the 
non-ideal behaviour of the relation in practice. However once the model has 
been validated, it can be applied more generally than can statistical models. 
When it is not possible to describe the relation in well-defined physical 
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quantities or when accurate predictions are required, a statistical model can 
be a useful tool for getting insight into the mechanisms that determine prop-
erties. The extrapolation capacities of statistical methods are poor since the 
model is confined to the experimental ranges on which the model is based. 
Experimentation in pilot plants and in laboratories results in general in a 
large amount of data production. If the experiments can be effectively and 
economically done, the use of statistical models instead of (or in addition 
to) physical models can be considered. A comparison between physical and 
statistical models is given in Table 2.1. 
Once a statistical model has been developed it can help validate the 
physical model, since in this case pure relations (relations without variable 
contributions from other factors) can be derived. Experimentally, such pure 
relations can not be obtained since all structure parameters are functions 
of process settings. In a contrary way, validated physical models can help 
to find the essential factors, i.e. structure parameters, that influence the 
response that has to be modelled. In general, much experimental data is 
necessary to calibrate a statistical model and the pre-information obtained 
from physical models can reduce the number of experiments or measurements 
that have to be done. 
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2.3 Representations 
In statistical as well as deterministic modelling, a set of describing parame­
ters is required To apply the concept of process -structure - property rela­
tionships in a proper way, sets of describing variables have to be consistent, 
complete and preferably orthogonal 
• Consistency, It should consist of measurable variables of the same type 
(e g process variables, structure variables or property variables) 
• Completeness, The set of variables should at least contain all variables 
necessary to describe the variations in the response variables 
• Orthogonality, The describing variables must be mutually independent 
to make better interpretation possible 
Orthogonality means that the selection of a number of independent variables 
(я), from the total number of variables (r), is such that the effect of each 
variable on the responses can be considered independently Two steps to 
obtain an orthogonal set of describing variables can be distinguished The 
first step is to determine the number of independent variables (π) From 
a data-matrix this can cither be done by Principal Component Analysis 
(PCA) or by Auto associative Artificial Neural Networks (ANN) The second 
step is to select this number of ν independent variables from the original 
total number of с variables, which is in this chapter governed by a genetic 
algorithm A set of variables which meet the requirements of consistency, 
completeness and orthogonality is called a representation 
2.3.1 D e t e r m i n a t i o n of pseudo rank by P C A and a u t o - as­
soc ia t i ve neural networks 
Many different methods to determine the number of independent variables or 
the pseudo rank of a data-matrix have been proposed m literature Faber has 
shown that each test may lead to different estimations of the pseudo rank 
on simulated data-sets [11] Which technique is best suited for practical 
data-sets is not yet clear and it is beyond the scope of this thesis to probe 
all methods We adopted a Principal Component Analysis (PCA) and an 
Artificial Neural Network analysis in combination with Mahnowski's F-test 
to determine the pseudo rank [12] [13] [14] [7] 
A technique to determine the number of latent variables or pseudo rank 
is Principal Component Analysis (PCA) which is based on decomposition 
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of the variable matrix X[
rc
] (r examples and г variables) into a loadings 
matrix L[
cc
] and a scores matrix Sr
rc









uncorrelated linear functions of the original variables [2] As the loadings are 
obtained in order of decreasing contribution to the total variance of Χι
Γ
ψ 
the л number of latent variables can be selected so that, for instance, a 
certain fraction (typically 95%) of the variance of the original data-matrix 
is retained We applied Malmowski's F-test to determine the pseudo rank in 
an objective manner This test is easy to use and is based on the following 
equation 
„, , Σ * = „ + ι ( ' -j + i)(r-i + i) к 
F ( " b " 2 ) = ? ГТТ7 TTÂ v ^ Г 
(? -η + l ) ( r - n + 1) E j _ r , + i · ^ 
with degrees of freedom (i>\ = 1 and vi = s - л), r = number of rows 
(=number of examples), η = nth principal component, r = number of col­





 are the eigenvalues of the scores matrix Sr
rc
] A„ is tested against 
the remaining eigenvalues A„+i \ s If λ„ is found to be insignificant, ν 
is dee rcased by one until a significant eigenvalue is found 
Artificial Neural Networks can also be used to determine τ? In these 
so-called auto-associative neural networks the output patterns are equal to 
the input patterns The hidden layer serves as a 'bottleneck' to compress 
the original data matrix into a lower dimensionality (Fig 2 3) The weight 
matrix from the connections of the neural network between the input layer 
and hidden layer can be regarded as the loadings The ANN scores, being 
the output values of the hidden layer, are non-linear functions of PCA like 
scores Sr
rrli = ƒ ( X L J W L J ) Between the hidden layer and the output layer 
the scores arc re- transformed into an estimate of the original data matrix 
Xr
rc
i = ƒ (S[
r n
]W [„,.]) The remaining variation explained with r? hidden 
units is given by the normalised standard error 
NSE„ = - ^ - г У ] У ] ( Х г с - X r c ) 2 
С r 
The variance reduction λ„ of the nth hidden neuron is equal to NSEn — 
NSE„-i NSEo is the total variance in the original normalised data-matrix 
X By training auto-associative neural networks with hidden units varying 
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Information flow 
Figure 2.3: Auto-associative neural network in a c-k-c topology. The 
aim is to est imate the minimum number of hidden units according 
to Mal inowski ' s F-tes t . 
from 1 to с neurons, с residual variances λ
π
 are obtained. These variances 
are tested against the remaining variances using Malinowski's F-test In 
contrast to PC A, ANNs arc estimators and therefore the original data-set 
can not be reconstructed with zero variance. To make a comparison with 
PCA possible, an additional eigenvalue A
r e m
 is defined which is equal to the 
unexplained variance of the ANN in which the number of hidden units is 
equal to r. 
2.3.2 S e l e c t i o n of η - o r i g i n a l v a r i a b l e s by G e n e t i c A l g o r i t h m s 
Although from a mathematical point-of-view it is satisfactory to use the first 
n- scores as a representation, from the users point-of-view an equal set of 
original variables is more useful since interpretation and reasoning is easier 
from the original variables. Therefore, from the source-set of variables a 
sub-set with a size equal to the pseudo rank has to be selected These types 
of problems can be adequately solved with genetic algorithms as shown by 
Lucasius [15] [16] We developed a simple selection algorithm based on the 
correlation matrix of the original variables, η-variables are selected by a 
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Figure 2.4: Population of state vectors. 
genetic algorithm by minimising the average absolute correlation coefficient. 
Genetic algorithms (GAs) have been described and analysed in the litera­
ture since the early '60s and comprise a family of adaptive search procedures 
[17] [18] [19] [20] [21]. Trial solutions, or state vectors, which may be viewed 
as generalised chromosomes s\,s2---s
n
 are subjected to genetic changes like 
cross-over, mutation and reproduction. Each state vector is composed of 
one or more generalised genes, each representing an original variable. So, 
in this application, the number of genes encoded on a state vector is equal 
to the pseudo rank of the data-matrix, and each gene represents an original 
variable. A population of trial solutions is depicted in Figure 2.4. 
The evaluation function U(s) provides a "fitness" value for each state 
s and is chosen in such a way that the subset of states s, enjoying the 
highest fitness U (s) represents the solution of the given problem. From the 
г? different original variables which arc encoded in the genetic algorithm, 
the following evaluation function based on an average absolute correlation 
coefficient is calculated: 
^ ) = ^ ( έ έ ( ι - ΐ Γ υ ΐ ) ) - π 
» = 1 j = l 
Where the correlation coefficient of ?th and j t h variable is defined as: 
Σ
77 
_ Α·=1 xi,kxj,k 
х
г,к'
х]Л a r e deviations from the sample mean (x,j· = X,^ — X,) and 
were summed over all examples. The use of a multiple correlation coefficient 
resulted in the same selections, probably due to the fact that high multiple 
correlation coefficients are distributed over the single correlation coefficients 
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and are in this way indirectly accounted for in the single correlation coef-
ficients. Although the complexity of the problems that can be solved with 
genetic algorithms is in general very high, the basic execution cycle is quite 
simple The population of trial solutions is initiated randomly with struc-
ture variables. For each state s a fitness value U(s) is calculated. Trial 
solutions which have a high fitness value are reproduced at the cost of the 
trial solutions with low fitness values. In this way the population size re-
mains constant. The reproduction and elimination operation is performed 
with a chance proportional to U(s) and 1 — Í7(s) respectively. This has been 
described as the "roulette wheel principle" as described in [15]. Two types of 
random changes introduce variation into the population. Mutations do this 
locally by replacing randomly selected genes (structure variables) with other 
randomly selected genes. Typically 5% of the number of genes are mutated. 
The second source of variation is governed by the recombination operator. 
Two trial solution s^ and S2 are randomly selected from the population. 
Then, a breakpoint is selected: an integer position к along the state vector 
is selected, with a uniform probability between 0 and the number of genes in 
a state vector. Two new trial solutions s'j and s'2 are created by swapping 
all structure variables from the position k. 
s\ = {varg,var2,var-¡,\ var\$, var4} 
S2 = {var 7, var g, vari, | uar 14, var 2, } 
a-
Sj = {uarg, uar2, var\, аг\ц, var2, } 
s 2 = {var-j, varG, var\, vario, var^, } 
In the next step, new fitness values are calculated. This completes one 
iteration cycle, or generation in GA terminology. A schematic outline of the 
iteration cycle is given in Fig. 2.5. 
2.4 Representations 
2.4.1 P r o c e s s representat ion 
Each of the elements in Fig. 2.2 can be represented by a set of variables. 
For instance, a process (A) is described by adjustable variables such as tem­
perature, residence time, pressure and flow-rate. If an experimental design 











Figure 2.5: Flow-chart of the iteration cycle of genetic algorithms. 
A population of trial solutions is subjected to various operations. 
is applied on these four process conditions, it is clear that in the resulting 
data matrix the number of independent variables or pseudo rank equals the 
number of variables ; no correlation between variables exists and the set of 
temperature, residence time, pressure and flow-rate variables meets the re­
quirements of a representation. If the raw materials fluctuate in composition 
or quality, or the results could not be based on an experimental design, as 
is for instance the case in continuous data-logging in production plants, a 
representation from these variables can be selected using the procedure as 
outlined above. This representation is added to the controllable variables. 
If all variations in relevant process conditions are embedded in the process 






Termination ? *• 
A
c
 = { a 1 , a 2 . · · · ,a c };c = ν 
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2.4.2 Structure representat ion 
The determination of a. structure representation is more difficult There are 
three reasons for this 
• Structure parameters are functions of the process representation and 
may therefore become highly inter-correlated 
• There is no upper limit to the number of microscopic, macroscopic or 
physical structure variables that can be measured 
• It is difficult to distinguish between structure and property variables 
when no schematic picture of the structural features exists 
Because the variation in structure responses is induced by the variation in 
process conditions, the number of independent structure variables has an 
upper limit equal to the number of process variables This means that cor-
ielation withm structure variables is imposed by the number of independent 
process conditions whereas the correlation withm property variables is im­
posed by the number of independent structure parameters Hence unambigu­
ous modelling of process(A) => structure(B) => property(C) relationships 
is only possible if the property representation is a sub-set2 of the structure 
representation, and the structure representation is a sub-set of the process 
rcpiescntation, in which pseudo rank C^ < pseudo rank B] < pseudo rank 
A
n
 = η 
2.4.3 N o property representat ion 
As long as property variables are not describing variables, there is no need 
to select orthogonal variables 
2.4.4 S p e c t r o s c o p y and mult ivar iate cal ibrat ion 
Partial Least Squares modelling (PLS) is often used for inverse multivari­
ate calibration of the structure or properties of polymeric materials from 
(Near)Infrared and Raman spectroscopy [22] [23] [24] PLS loadings of the 
spectral data-set serve as a representation for the inverse calibration Fol­
lowing on from the discussions in the previous sections, the number of rel­
evant PLS-factors has an upper limit equal to the number of the highest 
2 T h o meaning of a sub set is that it embraces the variability of an equal or lower level 
of iepiesentation In this rase it does not follow the exact mathematical definition 
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Figure 2.6: The relation of spectroscopy to process, structure and 
property relationships. Inverse calibration is often used to ob-
tain process, structure or property information from spectroscopic 
data. 
representation: the number of process variables, see Fig.2.6. Of course, the 
number of factors may exceed the number of process variables due to non-
linearities. The prediction capacity (based on causalities) of the obtained 
model is largely influenced by whether or not the obtained spectrum orig-
inates from a sample which is produced within the process representation. 
Unfortunately, too little attention has been paid to this point in the lit-
erature. Despite general acknowledgement that a proper model validation 
is an important aspect of multivariate calibration, the idea of validating 
using samples produced outside the scope of process parameters has been 
given little attention. However, if the structure representation is a sub-
set from the spectroscopic variables, the structure variables and thus the 
(thermo)mechanical properties can be predicted from the (Near)Infrared or 
Raman spectra by means of multivariate calibration. This is elaborated in 
more detail in Chapter 7. 
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2.5 Experimental 
The effectiveness of the approach outlined above has been confirmed by a 
case study on the relations between the process settings, physical structure 
and (thermo-)mechanical properties of poly(ethylene terephthalate) yarns. 
In a large yarn-spinning experiment, yarns produced with process settings 
imposed by a full factorial experimental design were evaluated by measuring 
their physical structure and properties with a large number of techniques. 
The process data-set contained 554 records and 7 variables and comprised 
data from two different PET yarn spinning processes. This data-set is de­
noted as Αψ4 in this work. Another data-set was generated in which just one 
process parameter was varied in 10 steps; A\°. The resulting data- sets con­
sisting of 14 structure parameters were denoted as ßf|4 and В{® respectively. 
The physical structure of PET yarns was characterised with Wide-angle X-
ray diffraction, density measurements, pulse propagation and birefringence 
[25]. Five mechanical and two thermal responses were measured; Cf54 and 
C] . A brief description of each structure and property variable is given in 
Table 2.2. 
The apparent causalities that can be found if the number of process con­
ditions varied is too limited is clearly illustrated by the data-sets in which 
only one process parameter is changed. Table 2.3 shows the correlation ma­
trix of an arbitrary selection of structure and property measurements based 
on database B\® and Cj°, completed with the IR transmission of a structure 
sensitive band in the infrared spectrum of PET near 972 c m - 1 (T972) . The 
selection consisted of variables which should be independent of one another 
from a polymer physics point-of-view. It is clear that the pseudo rank of this 
system is equal to 1 since all variables are almost perfectly coupled to each 
other (| r |> 0.80). This implies that any single structure variable is a rep­
resentation; is a descriptive variable (orthogonal, consistent and complete) 
for each other property variable, and also for each other structure variable. 
This example demonstrates that: 
• If there is a limited experimental design, many representations can be 
selected which describe the properties with almost equal accuracy. In 
the extreme case, as shown here, each analytical technique capable of 
measuring significant changes in morphology produces data that will 
give a perfect univariate relation with any reference method. 
• Models based on experimental data and describing structure - property 
relationships are not independent of the number of process variables. 
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W R U 
structure variables 
Appaient crystallite height in 100 diiection 
Apparent ciystalhte height in 010 direction 
Appaient crystallite height in 1 0 5 direction 
Length of a axis of unit cell 
Aveiage ciystalhne density calculated fiom a b and с axis 
Average overall density 
T h e volume fraction of c iys ta lhne material 
Sonic modulus 
Biiefnngence 
T h e relative viscosity, a measuie for moleculat length 
T h e amoiphous orientation factor fiom E 
The amorphous orientation factoi fiom Δ η 
A measure for the orientat ion distr ibution of tie- chains 
Aveiage size of the a m o i p h o u s legions 
IR transmission at 972 cm 
property variables 
Bieaking tenacity of the y a m 
Shrinkage of the y a m at 190 С 
Residual foice after shrinkage at 160 С 
Tenacity at specific elongation of 2/o 
Initial Modulus 
Elongation at break 
Woi к a t yai η rupt ui e 
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Tabic 2.3: Correlation matrix of a sub-selection of structure and 
property variables calculated from the В}® and Cj° data-sets (10 






Î 9 7 2 
SIIA190 
ВТ 
Л 1 0 0 D<- а-ахіь К Fad Tg72 
1 00 
0 89 1 00 
-0 91 -0 97 1 00 
-0 94 0 84 0 88 1 00 
0 90 0 80 -0 80 -0 94 1 00 
-0 89 0 98 -0 95 0 99 -0 88 1 00 
-0 93 -0 88 0 89 0 99 -0 93 0 98 
-0 93 -0 84 0 85 0 99 -0 93 0 92 
SIIA190 В Т 
1 0 0 
0 99 1 00 
The descriptive power is limited by the experimental conditions under 
which the samples were produced. 
For pseudo rank estimation of the B^4 and θψΛ data-sets the PCA and 
ANN techniques were used as described in Section 2.3 Two ANN topologies 
have been tested to determine the pseudo rank of the structure data-set в\\4. 
ANN(I) has one hidden layer (c-h-c topology) and ANN(II) three hidden 
layers (c-6-h-6-c topology). Six neurons in the second and fourth layers were 
chosen to illustrate the "take-over" of the bottleneck of these layers when the 
number of neurons in the middle hidden layer exceeds six. The eigenvalues 
λ are shown in Table 2.4 for PCA, ANN(I) and ANN(II). The bold script 
variances show the last significant eigenvalue according to the F-ratio with 
1 and s — η degrees of freedom for the 5% level determined according to 
Malinowski [12]. It is clear there is no difference in eigenvalues and pseudo 
rank estimation of the PCA and ANN(I) solutions. In auto-associative neural 
networks no advantage can be taken from the non-linear functions. The 
arguments for the exact PCA solution of an auto-associative neural network 
with one hidden layer are presented in reference [13]. ANN(II) shows that 
more variation can be explained with a lower number of hidden units. The 
number of significant eigenvalues is four, one less than the linear methods. 
Additional layers allow a non-linear transformation into orthogonal scores 
and re-transformation into the original variables. In this example, the size of 
the additional hidden layers is fixed at 6. If the number of neurons exceeds 
6, these layers form the bottleneck of the information flow and no further 
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Figure 2.7: The percentage of variance explained with P C A , 
A N N ( I ) and A N N ( I I ) . 
reduction of residual variance takes place. This is illustrated in Fig. 2.7 
showing the first five hidden neurons explaining more variance than the 
PCA and ANN(I) solutions In a similar way, the pseudo rank of the Cf54 
data-set was estimated at 3 for all techniques. The pseudo rank of the 
process -structure - property relationship of the investigated PET data-sets 
decreases from 7 to 5 Iinear(4 non-linear) to 3. 
2.5.1 Se lect ion of s tructure representat ion 
In Table 2.5 the correlation matrix is shown for the ßf45 data-set. 
As discussed in the previous section, PCA and ANN showed that five or 
four structure variables have to be selected to participate in the representa-
tion, depending on the type of ANN used. A genetic algorithm as described 
in Section 2.3 was used with the following configuration: Number of gen-
erations = 50, Population Size = 40, Average reproduction 10%, Average 
recombination 5% and Real parameter encoding. 
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Table 2.4: Eigenvalues of three methods to determine the pseudo 
rank of data-set В\\А set. The last significant eigenvalue as deter­
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Table 2.5: Correlation matrix of structure variables calculated from 















































































Ve D Ε Δ η Fas Fab Fad 
1 
0 94 1 
0 02 -0 04 1 
0 22 0 11 0 68 1 
-0 33 -0 37 0 93 0 54 1 
0 06 -0 04 0 69 0 98 0 61 1 
-0 25 -0 14 -0 29 -0 89 -0.15 -0 88 1 
0G6 0.84 -0 10 -0 19 -0.33 -0 30 0 21 
-0 59 -0 50 -0 01 -0 16 0 19 -0 08 0 20 
Sa η 
1 
-0 24 1 
Π Ι (θ — 77 ) W 
In this case, only 2002 combinations are possible for selecting 5 out of 
14. This number is small enough to find the optimal solution by exhaus­
tive search within reasonable time limits. The use of a genetic algorithm in 
this specific case is to illustrate the approach. Many more combinations are 
possible if we were to select from the original PET data-set which included 
full X-ray diffraction analysis (or wavenumber selection from spectroscopic 
measurements (~ 1000")) 
As a structure representation, B5 = {Aj 0 5 , a — ax, E, Fad, 77} fu — 
0.2072 and B 4 - {Λ Ϊ 0 5 , E, Fad,/?} with fv = 0.1458 were selected by the 
genetic algorithm. The result can be checked by modelling both representa­
tions to the original 14 variables. To test whether a correct structure rep­
resentation was chosen, a neural network consisting of 1 hidden layer with 
5 neurons and 14 output neurons was trained using the structure data from 
process 1 (300 records). As a quantitative measure of the calibration and 
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prediction capacity of the neural network the RMSEC (data from process 1) 
and RMSEP (data from process 2) were calculated. Table 2.6 summarises 
the results of the neural network training. It shows that the reconstruction 
of the structure data of process 2 was roughly equal to the measurement 
error for the B5 set. The representation chosen is not the only representa­
tion possible. Other representations with fairly low correlation coefficients 
were also generated in the population of the genetic algorithm since the 
process rank was limited. For practical purposes the (thermo-)mechanical 
properties of poly(ethylcne terephthalate) yarns have been modelled with 
{η, V
c
, Fas, Fad, Sa} representation (f7J = 0.315) [26]. The residual vari­
ances of the estimated and predicted property values were low enough for 
quantitative interpretation Both representations resulted in comparable 
residual variances 3 . The results were presented in reference [26]. Interpre­
tation of the results has been described by Heuvel et al. [25]. 
2.6 Discussion and conclusions 
Selection of representative variables is important for effective and efficient 
structure characterisation. It reduces the number of describing variables, and 
thus the number of analytical and physical measurements, to a minimum. 
The approach outlined in this work, examining process-structure-property 
relationships as an integral concept, has shown that structure-property rela­
tionships are not process independent. Because process variations are always 
limited and are exceeded by the number of physical- and chemical measure­
ments that can be taken, more than one selection of structure measurements 
is able to describe the structure-property relationship - as we have shown in 
the study of the structure - property relationships of poly (ethylene tereph­
thalate) yarns. Which selection is chosen as representative of structure can 
be decided by individuals for their convenience. 
Special attention has been paid to the testing of the models. Statistical 
multivariate models are often validated by splitting the original data-set into 
a set to calibrate the model and a validation set to optimise the predictivity 
of the model. Whether or not a model contains true causalities, and not only 
correlations, can be tested by predicting the reconstructive set of structure 
3 T h e lepiesentation with the lowest average correlation coefficient will not always result 
in the lowest lesidual variance with lespeet to properties Moreover, it gives no guai antee 
that aJI vaiialions in the structure have been covered If there is a significant lack of 
fit with respect to the property variables, new independent measuiements are needed to 
complete the st iucture representation. 
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Table 2 6 Reconstruction of the original 14 structure variables from 
the selected structure representation B5 = {Aj05, a — ax, E, Fad, r/} 
with neural network. Max and Min refer to the maximum and 
minimum measured parameter within the experimental set-up. 
PE is the standard deviation of true sample repeat measurements. 
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variables and material properties from data obtained from processes differ-
ent from those used to calibrate the model. Spectroscopic techniques such as 
Raman and infra-red spectroscopy are multivariate by nature. The response 
is highly multi- dimensional within one type of measurement. This makes 
spectroscopy a promising technique for on-line acquisition of the complete 
structure representation. With the same validation procedure as outlined 
above, it can be checked whether the structure representation is a sub-set of 
the spectroscopic variables. If so, all property variables can be predicted on-
line via the structure representation. If these points are taken into account, 
multivariate data analysis is a powerful tool to support industrial research. 
It can provide the number and nature of variables required to describe the 
physical structure of materials and it can reveal the separate contributions 
of each structure parameter to material properties. Both aspects can con-
tribute to the enhanced understanding of physical mechanisms (generally) 
and deterministic models (specifically). 
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Chapter 3 
Application of ANN in 
Statistical Modelling 
The use of Artificial Neural Networks (ANNs) to develop a model for the re­
lation between physical sti ucturc and mechanical properties of poly (ethylene 
tercphthalate) yarns is investigated. The relation was studied on a set of 554 
drawn yarn samples produced under a wide range of applied process con­
ditions. The ANN, consisting of three layers of neurons, was trained using 
physical structure and property measurements from 295 yarns as input and 
output patterns respectively. The ANN model was validated by compar­
ing measured properties to the properties piedictcd by the model from data 
originating from different PET melt-spinning processes. All properties were 
fitted to the physical structure within a variance that was acceptable for 
quantitative use. In comparison with PLS modelling the ANN displayed 
better predictivity. This chapter demonstrates that ANNs can be applied 
as a quantitative technique for solving real-world problems. It resulted in 
an improved understanding of the complex relation between physical yarn 
structure and yarn properties.1 
'T ins chaptci is a modified veision of Α Ρ de Weijer. L Bnydcns, G Kateman and H M 
Heuvel, 1992 Neural Netwoiks used as a soft modelling technique for quantitative descrip­
tion of the relation between physical structure and mechanical propcities of poly(ethylene 
terephl hálate) yarns Chrmomctrics and Intelligent Laboratory Systems, 16 77-86 
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3.1 Introduction 
A great deal of interest has recently been displayed in the use of artificial 
neural networks (ANNs) as a classification technique A few publications 
show that ANNs can reach higher numerical accuracy than conventional 
linear techniques such as multiple linear regression (MLR) and techniques 
based on principal components calculations (PCA,PLS) [27][28][29][30] 
ANNs develop their own internal model, depending on a training-set of 
examples of input and response patterns No time and effort has to be spent 
on the development of a model framework as is necessary, for instance, with 
non- linear regression This makes the use of ANNs an interesting soft-
modelling technique, especially when modelling complex and previously un­
known relationships 
A study has been set up to investigate the relation between the physical 
structure and the mechanical properties of industrial poly(ethylene tereph-
thalate) (PET) yarns PET continuous filament yarns are manufactured by 
extruding molten PET polymer through a number of fine orifices (diameter 
300-600 μτη ) into an air stream which cools and solidifies the filaments The 
polymer chains are subsequently orientated and (partially) crystallised by 
stretching the originally undrawn material (Fig 3 1) 
By varying the spinning and stretching conditions systematically over 
wide ranges, a set of yarns is obtained with widely differing mechanical prop­
erties Continuous filament yarns which are subjected to a drawing process 
in addition to the spinning process are called FDY (fully drawn yarns) This 
second drawing process can be performed in a separate stage of proc essmg 
or incorporated into the spinning process 
Almost all process conditions can be translated into combinations of 
temperature, tension, and residence time Process conditions determine the 
thermal and mechanical properties of the yarns produced The relation be­
tween process conditions and properties is regarded as complex and highly 
machine dependent [31] More detailed information concerning the spin­
ning and drawing processes of PET yarns is given in the literature [32] 
The need for high-quality yarns in combination with economic yarn spin­
ning processes has led to a growing interest m the study of physical yarn 
structure The physical yarn structure can be regarded as an intermediate 
between process conditions and yarn properties (Fig 3 2) Variations within 
a set of process conditions A^ = {ai &2> . a k } induce variations in intrin­
sic yarn properties C
m
 = {cj,C2, c
m
} via the physical yarn structure 
B] = {bi,D2, ,b]} It was shown in Chapter 2 that the pseudo rank 
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300 - 600 prn 
crystallisation 
Figure 3.1: Sequential orientation and crystallisation of the polymer 




- • , Properties 
Figure 3.2: The forward-relations between process settings, struc-
ture and properties of materials. 
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decreases when going from process via structure to properties Qualitative 
descriptions of these relations have been developed by Heuvel and Huisman 
[31] [32] [33] 
This work describes the use of an artificial neural network as a soft-
modelling technique for the relation between the physic al structure and prop­
erties of PET yarns It should primarily provide improved understanding of 
the mechanical yarn properties in terms of physical strutture, which is an im 
portant condition for effective and efficient process development Secondly 
if it is possible to fix this relation unambiguously it should be posbible to 
predict the properties of various types of PET yarn (different processes dif­
ferent manufacturers) directly on the basis of their structure The choice of 
using neural networks is based on the knowledge that the relationships are 
complex and are not fully understood An adaptive self-learning system, like 
an artificial neural network is therefore appropriate 
It is sometimes stated that neural networks arc inherently inaccurate and 
theiefore best suited to 'fuzzy' qualitative classification [34] A great deal 
of interest has therefore been displayed in the capabilities of an ANN in ap­
plications related to classification Clearlv these developments were aimed 
at uniting the advantages of human pattern recognition and computer num 
ber crunching Relatively little work has been done on the ability of ANNs 
to study quantitative structure-property relationships [35] [36] In some ap 
plications, ANNs have demonstrated that a higher numerical accuracy can 
be achieved compared to сonventional modelling techniques [27][28][29] The 
availability of a database with structure and property measurements of PET 
yarns, based on an experimental design offered a good opportunity to make 
our own comparisons 
3.2 Artificial neural networks 
3.2.1 T h e use of neural networks in historical perspect i ve 
Work on ANNs has a long history The first steps in ANN research were 
taken fifty years ago McCulloch and Pitts [37] designed an element which 
was called a MP-ncuron It was a simple element with a number of weighted 
inputs and a threshold The output о of an MP-ncuron can be described as 
a weighted function of its inputs x, and a threshold θ 
o = f(X) 
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with 
Χ = 2_^ vi, χ, — θ 
7 
and 
Í 0 for Χ < 0 
\ 1 for Χ > 0 
These MP-neurons can perform relatively simple logic functions such as 
the AND, OR or NOT operations. Rosenblatt [38] showed how several MP-
neurons with adjustable weights can be trained to classify sets of patterns. 
The weights arc adjusted proportionally to the error in the output for each 
pattern. 
Δΐί>, = η(ί — ο)χι 
where w, is the weight of the connection between input ? and the output 
neuron, x, is the input value ? of a pattern, о is the output value of the 
pattern estimated by the neural network, t is the target value of the pattern 
and r/ is the learning rate. These types of networks were called percep-
trons. In 1969 M.Minsky and S.Papert showed that the perceptron was 
an inadequate model because it could not represent the basic exclusive-or 
(XOR.) function [39]. Multiple layers of perceptrons were able to solve the 
XOR problem but there was no learning rule for updating the weights. Re­
designing the old perceptron led to multi-layered perceptron (MLP) types of 
artificial neural networks - as nowadays used in most applications. Similar 
to the MP-neurons of McCulloch and Pitts, the neurons in MLPs receive a 
summed weighted input w-,χ, and a bias θ added to the weighted input sum 
(Fig 3.3). The output signal о of a neuron becomes one of the inputs χ of 
each neuron in the next layer. 
The steep threshold activation function was replaced by a smooth sigmoid 
function: 
1 + e ^v 
The final breakthrough came in 1985, then Rummelhart and McClel­
land constructed a learning rule for MLPs; the generalised delta or back-
propagation learning rule [40] [41]. 
3.2.2 T h e back-propagat ion a lgor i thm 
Back-propagation learning is a technique where the minimum value of an 
error-function is reached descending on the local gradients in the error-
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Input Hidden Output 
Layer Layer Layer 
1=1 Ν1 J=1 N " k=1 № 
Figure 3.3: A feed-forward MLP with one hidden layer. The sigmoid 
activation functions and bias weights θ are located in the hidden 
layer and output layer.TV7, NI{ and № are the number of input 
variables, hidden units and output units, respectively. The weights 
w are associated with the links between the succesive units 
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function solution space. The adaptable parameters are the weights of the 
connections and the biases in the nodes. For each individual pattern in the 
data-set, weights and biases are updated. The gradient can be calculated 
by taking the partial derivatives of the error-function with respect to the 
weights and biases. The changes in weight are taken proportional to the 
local gradients. When there is no difference between the (measured) target 
value (i*·) and the (estimated) output value (oj?), no learning takes place. 
The error function is defined as: 
S = 2¿oX>-°*)2 
д Е 
¿\w = —η 
dw 
д Е 
Δθ = -η 
д 
Firstly, the gradient of the error-function for a bias of a node к in the 
output layer is examined (see also Fig. 3.3). For instance, 
Е _ дЕ dof дХ? 
Щ> ~ до° дХ% д ° 
= -^{tk-o°)f'(X°) 
= -*? 
<5j? is the rate of change of the error function with the bias of of node 
к in the output layer. This signal is propagated back through the network 
towards the previous layer in order to be able to update the other weights 






 д ° 
The update rule for the hidden units j are calculated in a similar way, using 
the back-propagated error signals of all nodes к in the previous node j : 
дЕ _ τ-, дЕ dof дХ% 
d~ef ~ γ dof dX<¡? д ? 
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дХ° _ дХ° до]1 дХ* 
д ^ ~ до^ дх^ з ^ 
U
 3 к 
So the update rule for a bias in a hidden unit j is 
3




The gradient of the error-function for a weight ιις and wK are calcu­
lated in a similar way, so that: 
ЭЕ OH 
v
 HO cO Η 
™зк = -V6k °j 
dE 
= 6" o. Η J 4 " ~ 3 
&w!« = -ηδ'Ό' 
In most implementations of feed-forward networks with perceptron-like 
units, the biases are treated as normal weights. This is done by adding an 
extra unit to each layer whose output always equals the value of 1. The bias 
becomes a weight in summed inputs for each node. In an epoch, the biases 
and weights are updated for each pattern. The patterns are offered to the 
network in random order to prevent positional bias 
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3.3 Structure and property variables 
3.3.1 Phys ica l yarn structure 
The physical structure parameters form the connecting link between the 
procebs conditions and the technical characteristics of yarns and they arc 
determined by the yarn's morphological attributes (fibre cross-section, sur­
face structure) and its super-molecular state of orientation and crystallmity 
The two-phase model may be used to describe the super-molecular states 
This assumes that the molecular chains occur in two states of orientation 
The crystalline regions have well- ordered packing of the molecular chains 
and the amorphous phase poorly ordered packing A general structure model 
of an orientated PET fibre is given in Fig 3 5, which shows that crystalline 
regions alternate with amorphous domains [42] Important characteristics of 
the physical yarn structure are the crystallmity, size and orientation of the 
crystals and, for the amorphous domains, their size as well as the orienta­
tion of the polymer chains with respect to the fibre axis The chain packing 
m the crystalline assembly, the degree of crystallmity, the crystalline ori­
entation and crystallite size arc the dominant parameters of the crystalline 
phase Tie-cham and lax-cham molecules in the amorphous fraction result in 
an orientation distribution The form of the orientation distribution deter­
mines the mechanical and shrinkage properties to a large extent Wide-angle 
X-ray (WAXS) diffraction is used to obtain information about the crystalline 
morphology The combination of WAXS and overall density measurements 
yields a measure of the crystallmity The combined results of pulse propa­
gation, crystallmity and crystalline orientation finally yield an estimate of 
the amorphous orientation A schematic survey of the procedure is given 
in Fig 3 4 Depending up the process conditions, the polymer molecules 
are orientated in different ways along the fibre axis, resulting in different 
structures Mechanical responses to loading or heating are primarily de­
termined by the amorphous phase The study of the structure-property 
relationships was based on a set of 554 drawn yarn samples, manufactured 
under a wide variety of applied process conditions In total 14 structure 
quantities were measured In Chapter 2 this set was denoted as the -Bjf 
data-set Using principal component analysis and genetic algorithms, two 
sets of five variables have been selected to represent the physical yarns struc­
ture B5 = { Л 1 0 5 , а ax E, Fad,r/} was selected as the representation 
with the lowest с orrelation coefficients (r? J = 0 207) For better inter­
pretation 111 terms of the two-phase model, the (thermo-)mechanical prop-
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Figure 3.4: Schematic representation of a combination of structure 
characterisation techniques. The structure parameters selected in 





Figure 3.5: Two-phase model. 
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Figure 3 6 High and low fractions of crystalline material. 
erties of poly(ethylene terephthalatc) yarns have also been modelled with 
{?;, V C l Fas , Fad Sa} representation (f,3 — 0 315) 
3.3.2 S tructure parameters and t h e two-phase m o d e l 
As structural aspects are essential for understanding end results, each is now 
discussed separately and illustrated by simple schematic drawings of isolated 
fibrils in extreme situations The fact that the selected structure parameters 
are all related to the amorphous phase does not imply that the crystals are 
unimportant The crystallinity and the size of the crystals directly deter-
mine the amount of amorphous material and the coarseness of the structure 
respectively 
Volume fraction of crystalline material V r (Fig. 3.6) 
This is the fraction of ordered and stiff material It was determined as 
Vr = 
d — d„ 
The overall density d of the yarns was determined in a density gradient 
column containing a mixture of tctrachloromethanc/n heptane at 23 0 °C 
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Figure 3 7 High and low yarn viscosities, resulting in many or only 
few uninterrupted tie molecules. It is assumed that chain ends are 
located in the amorphous regions. 
The crystalline density, d
r
, was obtained from WAXS combined with 
curve-fitting and d
a
 depends a little on the amorphous orientation [43] In 
practice the value of V
c
 varied between 0 32 and 0 40 m this scries 
Yarn viscosity , r¡Te\ (Fig. 3.7) 
This quantity is a measure of the length of the molecules in the yarn 
The parameter is important with respect to the number of chain ends m the 
amorphous regions and vanes m this series between 1 55 and 1 86 Based on 
a relation between the degree of polymerisation and the relative viscosity, it 
can be calculated that the viscosity values correspond to average molecular 
lengths of 1100 and 1800 Àrespectively The relation mentioned was obtained 
by fitting polymerisation degrees as determined by end-group titrations and 
NMR measurements, to the corresponding relative viscosities Simple cal 
culations indicate that at relative yarn viscosities of 1 55 and 1 86, at most 
75% and 85% respectively of the (tie) molecules really connect successive 
crystals without being interrupted by chain ends These numbers hold for 
average dimensions of crystals and amorphous domains and are even lower 
for coarser structures The relative viscosities were determined as solutions 
3.3 Structure and property variables 59 
Figure 3.8: High and low levels of orientation of the tie molecules 
in the amorphous domains. 
of lg PET in 100 g m-cresol at 25 °C. 
Amorphous orientation factor, Fas (Fig. 3.8) In the amorphous re­
gions the molecular segments can be orientated at a great variety of angles 
with respect to the fibre axis Hence there is a distribution of direction 
angles and, experimentally, that are related to certain averages of the sines 
or cosines of these angles over the entire orientation distribution can be ob­
tained. We used two different techniques for the orientation measurements, 
viz. birefringence and sonic modulus. Birefringence, leading to the orienta­
tion factor Fab, is only a function of (cos φ), where φ is the angle between 
the molecular segment and the fibre axis as shown in Figure 3.9. Fas, de­
rived from the sonic modulus, is related to (sin20)ß, where E indicates that 
the average value should not be taken over the orientation function as such, 
but over this function after multiplication with sin φ [44] [45]. As a measure 
of the level of the amorphous orientation, the factor based on sonic mea­
surements, Fas, was chosen. This value can theoretically vary from zero for 
fully disorientated to one for perfectly orientated situations. In practice, this 
orientation parameter varied from 0.69 to 0.83 in this series of drawn yarns. 
Contour length distribution factor, Fad (Fig. 3.10) 
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Fiber axis 
Figure 3.9: φ, is the angle between segment ? of a tie molecule and 
the direction of the fibre axis. 
Since no technique exists for the direct measurement of the tie- chain 
length distribution, we tried to evaluate some related quantity. As discussed 
in an earlier paper [43], it was found that with infra- red spectroscopy and 
with the combination of sonic modulus and birefringence that the orientation 
distribution in drawn yarns, spun at higher winding speeds, is broader. The 
ratio of the orientation factor derived from sonic modulus measurements and 
the orientation factor derived from birefringence, Fad, was hence studied in 
relation to winding speed, and this quantity was found to increase systemat­
ically with that process condition. Numerical calculations of Fad, using the 
relevant averages as given in the description of the amorphous orientation 
factor, also clearly show higher Fad values for broader distributions. Thus, 
the ratio Fad was considered to be related to the shape of the orientation 
distribution in the amorphous phase. Of course, this single number can not 
represent directly all aspects of the orientation distribution but we consider 
it as a quantity representing the width of the orientation distribution to a 
first approximation. As can be seen from Fig. 3.10, this orientation dis­
tribution should be related to the contour-length distribution. The figure 
illustrates that a broad tie-chain length distribution, comprising straight 
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Figure 3.10: Different orientation distributions are related to differ-
ent contour-length distributions of the tie-chains. 
taut-tic molecules along with long loose loops, also spatially requires an ap-
preciably broader orientation distribution. Therefore, we eventually choose 
the Fad ratio as a practical, easy-to-measure factor representing the shape 
of the contour-length distribution of the tie-chain molecules. In this series, 
the indicator Fad varied from 1.12 for narrow distributions to 1.68 for the 
broadest. 
Coarseness of the structure, Sa (Fig 3.11) 
The structure of a yarn can vary from fine to coarse, depending on the 
sizes of the individual amorphous and crystalline domains. Experimentally, 
the average size of the crystals in a yarn can be easily determined by X-ray 
diffraction. This size is proportional to the product of the average lengths 
of the crystals in its three main directions. Assuming there is no amorphous 
matrix, the two-phase model implies that the volume of the individual amor-
phous regions equals that of the crystals, multiplied by the ratio of the total 
amounts of amorphous and crystalline material. 
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Figure 3 11 The coarseness of the structure is determined by the 
sizes of both the crystalline and amorphous regions. 
3.3.3 Mechanica l yarn propert ies 
The stress-strain curve is important for characterisation of the mechanical 
behaviour of yarns, it contains information about tensile strength, energy 
absorbance, elongation, and modulus The tensile yarn properties were mea­
sured on conditioned yarns using an Instron Type 1121 tensile tester The 
data for each yarn are the average values over three repeated recordings of 
stress-stram curves Nine properties were determined from the stress-strain 
curve and its first derivative, of which six were ultimately used Fig 3 12 
shows examples of a stress-stram and a modulus strain curve 
The mechanical properties which are ( ollected automatically during the 
stress-strain experiments are indicated in the figures 
Dimensional stability is also an important feature m the characterisation 
of yarn properties For each of the 554 yarns two shrinkage values were mea­
sured in hot air, under tension at 160°C (HAS 160) and tensionless at 190°C 
(SHA190) Also, shrinkage forces were measured at 160°C (HAST160) and 
the residual shrinkage forces after heat treatment (RHAST1G0) were mea­
sured at 20°C A summary of the physical structure and (thermo)mechanical 
properties is given in Table 3 1 
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Figure 3.12: Stress-strain and modulus-strain curves of industrial 
P E T yarns. 
3.4 Experimental 
The data-sets. Three data-sets have been used to calibrate and validate 
the ANN model. The training-set consisted of 225 examples obtained from 
process type 1. 70 examples participated in a test-set which was part of 
the experimental design imposed on process 1. As was shown in Chap­
ter 2, testing the true prediction capacities of the model, by making pre­
dictions of yarn properties produced with different processes, is necessary 
to test if "causal relationships" are present. This prediction-set was pro­
duced with a different yarn spinning process under experimental design con­
ditions and consisted of 259 examples. As input variables both representa­
tions {Aj 0 5 , a — ax, E, Fad, η} and {η, V c , Fas, Fad, Sa} were used. 
Scaling. The output values were all linearly scaled between 0.3 and 0.7. 
Scaled outputs are necessary to accommodate the bounded range of the sig­
moid output function. The input values were linearly scaled between -1 and 
1. 
Error function. A minimum root mean square error of the non-scaled yarn 
properties in the test-set ( R M S E ^ t ) was used as a termination criterion. To 
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make comparison possible, RMSE values for the training-set (RMSE t r a i n ) 
and prediction set (RMSEprccj) were determined in a similar way 
RMSE = ¡ШЕ°ІІ 
V ν - l 
The Mean Square Error is composed of two independent variances 
• It depends on the pure measurement error in the (thcrmo-)mechanical 
yarn properties The RMSE values of the measurement error were 
determined in the following way 22 yarns were reproduc ed with a se­
lection of process settings from the original experimental design After 
evaluation of the physical structure and mechanical pioperties, RMSE 
values for the reproducibility of each structure and property parameter 
were calculated (RMSErcpr) 
• The second component is the model variance, which is composed of 
a lack of fit and a variance resulting from propagated errors from the 
determination of physical structure 
The influences of error propagation in multi-layered feed-forward and radial 
base function neural networks is discussed in more detail by Derks [46] 
Partial Least Squares regression. A comparison has been made between 
the performance of an ANN and another multivariate technique partial least 
squares (PLS) An optimal number of factors of six were determined by the 
minimum RMSE value in the test-set 
Artificial Neural Network configuration. Since the pseudo ranks of 
the physical structure representation and property variables are 5 and 3 
respectively, the number of neurons in the hidden layer has to be at least 3 
and (depending on the non-lmcanty of the relations) at most not much over 
5 From repeated calibrations, we found that 6 neurons in the hidden layer 
is optimal to cover all non-linearities in the relations 
3.4.1 Cal ibrat ion and val idat ion resul ts 
A neural network for the relation between the structure and properties of 
P E T yarns was trained as described above After 600 iterations a minimum 
m the RMSE^gst was found To illustrate the ability to estimate the mea­
sured vani properties from structure representation {η, V
c
, Fas, Fad, Sa}, 
a plot of the estimated breaking tenacity (BT) versus the measured break­
ing tenacitv for the training-set and test-set is shown in Fig 3 13 The 
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Figure 3.13: Estimation of В Т by A N N for the test-set and training-
set. 
R M S E t r a i n and R M S E t e s t for ANN and PLS are shown in Tabic 3.2 and 
Table 3.3. No significant differences were observed between the two selected 
representations. The ANN results were in all cases better than the partial 
least-squares results. 
3.4.2 P r e d i c t i o n resul ts 
If the physical structure of PET yarns is unambiguously fixed by the five 
structure parameters, i.e. describing a causal relation, it should be possible 
to predict the (thermo-)mechanical properties of PET samples directly on 
the basis of their physical structure using a trained and validated neural 
network. To test the performance of the neural network on the prediction 
of properties, a set of 259 yarns was produced with a different yarn spinning 
process than that for the yarns samples used to calibrate the ANN model. 
All structure parameters were determined from the raw structure measure­
ments. The properties, as predicted by the neural network from the physical 
structure, were compared with the properties as determined by laboratory 
measurements. Figure 3.14 shows the result of the predicted ВТ against 
the measured ВТ for all 259 yarns. It illustrates the poor extrapolation ca-
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Table 3.2: RMSE values for the test-set and training-set of PLS and 
ANN calibration of structure representation {η, V
r
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Table 3.3: RMSE values for the test-set and training-set 
of PLS and ANN calibration of structure representation 
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pacities of ANNs, extrapolated yarn strut tures are more off the </ = ι line 
than the predictions from interpolated yain structures However, as long 
as the structure parameters he withm the experimental range, the underly 
mg relationships are almost independent of the production process applied 
A considerable difference between the reproducibility and predictability is 
observed for the shrinkage in hot air at 190°C From Figure 3 15 it can be 
concluded that this difference is more pronounced for higher shrinkage \al 
ues Extremely high shrinkage values correspond to phjsical structures with 
a very fine structure (Sa = low), thus with verj small crystallites The dis­
tinguishing feature between process I, for which the model was calibrated, 
and process II, for which the model was tested, is the presence of extremely 
small crystallites due to the shorter residence time of the drawn polymer 
chains at high temperatures Thermal Mechanical Analysis (TMA) expen 
ments indicate that the crystallites of varns produced with process II start to 
melt at 190°C resulting m an entropy gam of the poh mer chains and thus to 
shrinkage The somewhat larger cr\stalhtcs m the calibration set showed no 
phase transformation at elevated temperatures Whereas these effects can 
be taken into account in physical models, only physical phenomena within 
the calibration set can be modelled with statistical models The RMSEP 
values for all properties are somewhat higher than those of the validation 
set (Table 3 4) 
3.4.3 I n t e r p r e t a t i o n in t e r m s of t h e t w o - p h a s e m o d e l 
A full factorial design on two le\els was applied to the trained and validated 
neural network to determine the influence of each structure parameter on 
each property The results of this experiment turned out to be useful in 
improving understanding of the relation between structure and properties 
in terms of the two-phase model The neural network with representation 
{η, V
c
, Fas, Fad Sa} as input patterns was used since the parameters are 
closely connected to the features of the two-phase model 
To calculate the first order main effects of the neural network 2^ torn 
binations of physical structures were propagated through the network This 
would not have been possible without the use of the neural network since the 
structure of PET is determined by its process conditions in a complex man 
пег It is not possible to produce 32 yarns in which all combinations of high 
and low values of the structure parameters arc present The binary levels in 
the full factorial scheme were the minimum and maximum experimentally 
obtained structure variables The first order main effects were calculated 
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interpolation 
G extrapolation 
measured BT (mN/tex) 
Figure 3.14: Estimation of BT by ANN for the prediction-set. The 
solid markers are ANN predictions of BT with an extrapolation 
in one or more physical structure parameters. 
Table 3 4: RMSE values for the prediction-set of PLS and ANN 
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Figure 3 15 Physical phase transformations not accounted for in 
the model may result in large deviations of predicted values from 
measured values. 
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Tabic 3.5: First order main effects of structure representation 








































































from the output values of the neural network and expressed as a percentage 
of the total variation. Table 3.5 summarises the results for all properties. 
The contour-length distribution factor (Fad) exerts a first order main effect 
of -30% on the breaking tenacity (BT). The sign of the contribution shows 
in this case that a broad distribution results in low tenacities. Although 
the relations between structure and properties contain non-linearities, the 
results of the main effects calculations are good enough for qualitative inter-
pretation. For quantitative use, like predictions, the direct use of the trained 
ANN is necessary. Almost all contributions in Table 3.5 could be explained 
in terms of the two-phase model. These explanations are described elsewhere 
[25] [47]. 
3.4 .4 M o d e l l i n g of s t r e s s - s t r a i n c u r v e s 
The stress-strain curve obtained in uni-axial tensile tests is one of the most 
important mechanical properties of materials. In general, however, the re-
sponse is complicated and models closely agreeing with the experimental 
data up to the point of rupture are not available. In the case described above, 
some intermediate points and the end-point of the stress-strain curves are 
used. Since these points are the 'critical' stress-strain parameters, i.e. they 
determine the shape of the stress-strain curve to a large extent, no arguments 
can be given as to why it is not possible to predict the stress-strain curve 
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as a whole In order to test this, an artificial neural network with 5 input 
units, one hidden layer with 8 neurons and an output layer with 100 neurons 
was trained The same test-set and training-set were used to calibrate and 
validate the model The RMSE values were comparable to the results as 
shown in Table 3 2 The effect of each structure parameter, measured on the 
non-strained sample, on the form of the stress-stram curve can be considered 
independently This is done by varying one signal of an input node while 
the other nodes are set at a constant value By examination of the output 
nodes of the neural network, the influence of the pure effect on the stress 
strain behaviour is examined The valuable contributions of these exercises 
to the understanding of structure - property relationships is illustrated m 
the following example 
As a measure of the level of the amorphous orientation, a factor based 
on sonic modulus measurements is chosen to be one of the structure pa 
rameters in the structure representation (Fas) It is generally acknowledged 
in polymer science and confirmed by the main effects calculated from the 
ANN that the average polymer chain orientation determines properties to 
a large extent The value of Fas can theoretically vary from zero for fully 
disorientated, to one for perfectly orientated yarns In practise the orienta­
tion parameter varied from 0 69 to 0 83 in this series of drawn yarns The 
influence of chain orientation on stress - stram behaviour has been widely 
discussed in the form of physical and empirical models An example of this 
is the modified series model for the elastic extension of (semi)crystalline fi 
bres as proposed by Northolt [44] It gives a description of the stress-stram 
behaviour of the fibres as a function of the orientation of the chain seg 
ments Other empirical relations, m which compliance plays a dominant 
role in stress-strain behaviour, have been found by Wei]land and De Vries 
[48] [49] [50] The modelling of stress-strain curves based on a structure 
representation that is closely related to the well-known two-phase model of 
semi-crystalline polymers gives the pure contributions that can be used to 
test the empirical and physical models that have been proposed An exam 
pie of such a pure contribution, ι e at the condition of all other structure 
parameters being constant, is shown in Fig 3 16 in which the pure effect 
of the average polymer chain orientation via sonic modulus measurements 
(Fas) is depicted 
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Figure 3.16: Var iat ion in s t ress-stra in behav iour as a function of t h e 
average p o l y m e r chain o r i e n t a t i o n (Fas) p r e d i c t e d by an artificial 
n e u r a l network. T h e o t h e r variables are set at c o n s t a n t values. 
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3.4.5 R e l a t e d work and conc lus ions 
That the outlined approach is useful in a broader sense has been demon-
strated in a study of the relation between the chemical compositions of steels 
and Jominy hardness profiles This was performed m co-operation with the 
Laboratory of Materials Science at the Delft University of Technology The 
Jominy or end-quench test is a simple, widely used method for characterising 
the hardenabihty of steels This hardness is determined by the microstruc-
ture of the steel, which is in turn mainly determined by the alloy elements 
A large database comprising more than 4000 measured chemical composi-
tions and corresponding Jominy hardness profiles, supplied by Nedstaal BV, 
was used to calibrate a neural network model The ANN outperformed a 
comprehensive model and Partial Least-Squares techniques [51] 
We have demonstrated a real-world application of a neural network ap-
plied to a large and complex problem Our work shows that neural networks, 
using a "naive" approach, arc suitable for mapping quantitative, non- linear 
relationships The neural network approach is a generally applicable method 
for solving problems having previously unknown search spaces The results 
indicate that for this particular application the ANN performs better than 
PLS The use of neural networks for predicting properties, calculating main 
effects and effects on stress-stram curves has proved to be an efficient sup-
porting tool for the understanding of structure - property relationships of 
PET in physical terms, as long as the prediction lies within the experimental 
boundaries of the set on which the model was calibrated 
Chapter 4 
Inversion of Artificial Neural 
Networks Using Genetic 
Algorithms 
Genetic Algorithms (GAs) and Artificial Neural Networks (ANNs) are tech­
niques for optimisation and learning, respectively, which have been both 
adopted from nature. Their main advantage over traditional techniques is 
the relatively better performance when applied to complex relations. GAs 
and ANNs are both self learning systems, ι e they do not require any back­
ground knowledge from the creator. In this chapter we describe the perfor­
mance of a G A that finds hypothetical physical structures of poly (ethylene 
terephthalate) (PET) yarns corresponding to a certain combination of 
mechanical- and shrinkage properties. In the iteration cycle of this GA, a 
validated ANN is embodied which has been trained for the complex relation 
between the structure and properties of PET. This technique was tested by 
comparing the optimal points found by the GA with known experimental 
data obtained under a variety of multi-criteria conditions.1 
^ h i b chaptei is a modified version of Α Ρ de Weijer, С В Lucasius», L Buydenb, 
G Katcman and H M Heuvel, 1993 Using genetic algoiithms for an artificial neural network 
inversion Chemometrics and Intelligent Laboratoiy Systems, 20 45-55 
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4.1 Introduction 
Artificial Neural Networks (ANNs) are gaming increasing popularity in dif­
ferent applications Since the breakthrough in 1986, when a learning rule 
for complex ANNs was discovered [52], applications have frequently been 
published in the literature [27][29][36][28] In a previous article we presented 
an ANN as a soft modelling technique to model the relation between the 
physical structure and the properties of poly(ethylene terephthalatc) (PET) 
yarns [26] A set of mechanical and shrinkage properties was predicted from 
a set of physical structure measurements Our work resulted in an improved 
understanding of this complex relation [25] 
From an effective process and product development point-of-view, it is 
interesting to be able to apply this relationship in the reverse way, ι e to 
find possible theoretical structures corresponding to a certain combination 
of desired properties The abovementioned relationship, which is in general 
not a function of properties, can be a powerful guide to research efforts for 
new processes or for optimising existing processes Since Artificial Neural 
Network modelling is generally applied to non-linear and high dimensional 
relationships, the multi-criteria approach in the reverse relationship may 
contain many (local) optimal points Direct search algorithms, ι с methods 
that seek local optima by moving in a direction related to the local gradi­
ent will miss the main event, when starting in the neighbourhood of local 
optimal points This problem belongs to the large class of NP-completc 
(non deterministic polynomial time complete) problems since the number of 
possible solutions and the complexity, ι с the shape, of the search domain 
is too high to explore with random or enumcrative schemes [53] No exact 
solutions of NP-completc problems can directly be calculated so a heuris­
tic method has been developed to calculate near-optimal solutions In this 
Chapter we demonstrate that the use of Genetic Algorithms in a SYner-
gic relation with artificial Neural Networks (SYNGA) is a powerful tool to 
achieve this Applications of combinations of ANNs and GAs arc described 
in the literature but these mainly concern optimal design and the training 
of ANNs [54] [55] [56] 
4.2 Genetic Algorithms 
Genetic Algorithms (GAs) comprise a family of adaptive search procedures 
and have been described and analyzed in the literature since the early '60s 
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Figure 4.1: Population of state vectors 
[19] [20] [21]. Throughout the development of the field of Genetic Algorithms 
an excessive and confusing vocabulary has built up. For new users this is 
both confusing and discouraging. Here we use the terminology as proposed 
by Lucasius [15] [57] 
Genetic Algorithms refer to models based on genetic changes in a popu­
lation of trial solutions, or state vectors, which may be viewed as generalised 
chromosomes s\, si.-.s-,. Each state vector is composed of one or more gen­
eralised genes, each representing the current value of the parameters to be 
optimised. So the number of genes encoded on a state vector is equal to 
the number of parameters that are to be optimised. A population of trial 
solutions is depicted in Figure 4.1 
In the literature, two possible ways to encode the genes on the state 
vector are used. In decimal parameter encoding the genes are coded as real 
values. The second coding, as originally proposed by Holland [17], is a con­
catenation of genes in binary representation. This bit-string representation 
has been successfully used in several applications but is not essential for get­
ting successful evolutions. Although the choice of encoding may have large 
effects on the performance of the GA, we confine ourselves to decimal en­
coding. A scalar function f/(s) is to be considered, the evaluation function 
which is defined below. This function provides a response for each state s 
and is chosen in such a way that the sub-set of states s enjoying the highest 
response U(s) represents the best solution of the given problem. 
The key feature of GAs is their ability to exploit accumulation informa­
tion about an initially unknown search space. Clearly, if there is a well-
developed domain theory enabling the problem to be analytically solved by 
calculus it is more convenient to pursue this approach. However, for many 
practical domains and applications it is difficult to construct such theories. 
Unlike traditional systems, such as calculus-based models or enumerative 
schemes, GAs derive their power from the fact that they arc capable of us­
ing experiences gained in previous exploitation and exploration for future 
search strategies. Since Genetic Algorithms work with a population of state 





Figure 4.2: A population of state vectors is subjected to changes 
and evaluations in an iterative process 
vectors, and not of a single state vector, they do this efficiently with time. 
Within the theoretical framework of the GA this is sometimes referred to 
as implicit parallelism [58]. The complexity of the design of GAs does not 
increase with the number of individuals in a population or with the size and 
consistency of the domain. Only the number of calculations increases. Al-
though, unlike traditional systems, GAs often perform relatively better in 
large and complex domains, the basic execution cycle is simple (Figure 4.2). 
4.2.1 T h e evaluat ion function 
Performance measures for evaluating the score, usually called the fitness, 
should be chosen carefully in order to reflect good or poor solutions. In 
general the fitness function is composed of two functions, [58] 
U(s) = g(f(s)) 
in which / (s) is the objective function and g(s) transforms the value of 
the objective function into a measure of fitness. This function is applied to 
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all state vectors s in the population in order to calculate the fitness of all 
trial solutions 
4.2.2 R e p r o d u c t i o n 
Reproduction is a process in which individual trial solutions are copied in 
proportion to their fitness Solutions with high fitness scores have more 
chance of being reproduced and are therefore stimulated in their efforts to 
reach an optimal solution This operator is basically an artificial version 
of natural selection, ι e it entails the Darwinian "survival" of the fittest 
principle To preserve a constant population size in each ( ycle, state vectors 
with low fitness values are excluded from the population For reproduction, 
a "spinning roulette wheel" approach is used to select state vector parents 
[20] The chame that a chromosome is reproduced is directly related to its 
relative fitness, ι e the size of the slots in the roulette wheel are proportional 
to the relative fitness of the chromosome with respect to the fitness of the 
whole population The purpose of state vector parent selection in a genetic 
algorithm is to improve the reproductive chances (on the whole) of those 
population state vectors that are fittest On balance, for a large number of 
generations, this algorithm expels the least fit members and contributes to 
the spread of genetic material in the fittest population members Members in 
the population which have not been sub|ected to reproduction or elimination 
may contain solutions which partially contribute to high fitness scores This 
is important for effective crossover operations 
4.2.3 M u t a t i o n and c r o s s o v e r 
The genetic operators mutation and crossover provide с hanges in the popula­
tion during the evolution process The mutation operator M ( s
m
) arbitrarily 
alters a number of genes in the population Mutation prevents the Genetic 
Algorithm from ending in local optimal points in solution space In contrast 
to Holland's bit string representation of state vectors, in this application 
the state vectors are real-coded As a result of this difference, the genetic 
operators are different from those originally proposed by Holland When 
using bit string representation, one type of mutation operator suffices By 
applying the bit string mutation operator to a gene consisting of r? bits, the 
steps between 2° and 2" in solution space can be made depending on the 
position on which mutation takes place When real-coded values arc used, 
two types of mutation operators are in general required One is ]ump mu-
80 Inversion of Artificial Neural Networks Using Genetic Algorithms 
tation which alters gene values into another random value within the search 
domain and adds exploring capacities to the GA. The other is step mutation 
which is responsible for small changes in genes and thus governs the exploit­
ing capacities. The influences of these operators on the GA performance is 
described in [59]. 
Simple crossover C(s/, s
m
) may proceed in two steps as described below. 
Imagine a state vector with j parameters. First, two state vectors are ran­
domly selected from the population. Second, a breakpoint is selected: an 
integer position к along the state vector is selected with a uniform proba­
bility between 0 and the number of genes in a chromosome. Two new state 
vectors are created by swapping all characters between the positions к and 
j . When genes are independent, the average fitness of the two state vectors 
remains the same before and after crossover. Crossover governs information 
exchange between two state vectors and it is expected that the fitness of one 
of the reassembled state vectors is better than the fitness of the best original 
statevector. The improved statevector has a higher probability to create 
offspring. Thus the action of crossover speculates on new ideas constructed 
from highly fit genes from past trials. Figure 4.3 gives an example of the 
crossover and the mutation procedure. 
4.3 Experimental 
In Chapter 3 an Artificial Neural Network (ANN) was used to model the rela­
tion between the physical structure and mechanical properties of polyethy­
lene terephthalatc) (PET) yarns [26]. The relation was studied on a set of 
295 drawn yarn samples that came from a variety of applied process condi­
tions. The ANN, consisting of three layers of neurons, was trained using the 
physical structures and property measurements of these 295 yarns as input 
and output patterns respectively. All ten properties were fit to the physical 
structure within an acceptable variance for quantitative use. 
Another interesting relation for process and product development is the 
reverse relation to the one discussed, viz. the relation of mechanical prop­
erties to physical structure and process parameters. Development of yarns 
with optimum performance requires detailed insight into the influences of 
process variations and the structure arrangements of the chain elements on 
yarn properties. From an industrial point-of-view it is therefore interesting 
to know which physical structures give the combination of desired mechan­
ical properties. Since this is an ambiguous and NP-complete relation it is 
4.3 Experimental 81 
1 2 к j 
•»пішпппп 

















Figure 4.3: The mutation operator randomly alters a randomly se­
lected gene. The crossover operator recombines two randomly 
selected state vectors. 
























Figure 4.4: The forward-relations have been modelled by A N N s . 
The ambiguous reverse relation is obtained with GAs using the 
trained and validated A N N for the forward-relation. 
not possible to use only a neural network. Hence an optimisation technique 
is combined with an ANN trained for the forward-relation in order to search 
for optimal solutions for the reverse relation (Figure 4.4). 
The advantage of using a genetic algorithm instead of a stand alone GA 
with the original data, is that it enables us to predict physical molecular 
structures which were not produced before. In other words, the use of a 
model in combination with a genetic algorithm may give accurate interpo­
lations of the original data, with the ANN serving as a 'knowledge-base' for 
the optimisation procedure. 
Since the number of (local) optimal points strongly depends on the re­
quired combination of properties, a robust search procedure is required. Ge­
netic algorithms are insensitive to the form and shape of the search space 
as long as it has structure. The parameter setting is important for giving 
evolutionary runs with high performances. In this application jump muta­
tion, step mutation and crossover parameters are expressed as a probability 
of the genes or chromosomes undergoing the operation. For instance, if the 
jump-mutation-probability is equal to 0.05, each gene has a probability of 







Figure 4.5: Modification of the basic execution cycle of GAs. State 
vectors are propagated through the A N N and evaluated. 
5% to change into another random value within the search domain. The 
chance of a state vector to reproduce is directly related to its relative fitness. 
4.3.1 S Y N G A s eva luat ion funct ion 
In this application each state vector s is a set of five yarn structure characteri-
sation measurements and ƒ is a trained ANN which predicts the mechanical 
and shrinkage properties (Yn) from s. In contrast to the basic execution 
cycle of genetic algorithms (Figure 4.2), SYNGA's evaluation function is 
composed of two functions (Figure 4.5). 
The first function propagates all state vectors through an ANN which 
has been trained for predicting PET yarn properties. The second function 
g transforms / ( s ) into a fitness value. As mentioned earlier, it has been 
recognised in GA theory that the evaluation function is vital, especially 
in multi-criteria decision-making. In making our choice of the evaluation 
function, the following prior conditions were taken into account: 
• The fitness of a state vector is equal to 1 only when all the required 
properties Yn are satisfied; (/n(s) — Yn) = 0 for all n. 
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• A Gaussian distribution is assumed around (/
n
(s) — Y„) = 0, with a 
variance equal to the experimental error of the property η. 
For g the following mathematical formulation has therefore been chosen: 
t/(s) = {jjexp }· 
77 = 1 
where г is the number of yarn properties to be optimised and Y
n
 is the 
desired value of property n. Y„ , /„(s) and s arc scaled to get equal treatment 
on all properties. 
4.3.2 R e p r e s e n t a t i o n of t h e s t a t e vector 
For effective crossovers, a representation is needed in which correlated struc­
ture parameters are placed next to each other [17]. Since the parameters 
were chosen on the basis of their independence, the coding on the state 
vector is rather arbitrary. 
4.3.3 A m e t h o d for evaluat ing S Y N G A 
SYNGA was allowed to find physical structures of PET (in terms of the well-
known two phase model) on the basis of the required (thermo-)mechanical 
properties. In order to evaluate the search behaviour of SYNGA, we mea­
sured the five structure parameters and a variety of properties of eight com­
mercially available PET yarns. The ability of the genetic algorithm to find 
the measured structure parameters depends on the number of global optimal 
points in solution space. The number of global optimal points is determined 
by: (1) the number of properties given to SYNGA for predicting the cor­
responding structure(s); the more properties required, the more specific the 
solutions. (2) the uniqueness (of the combination) of values of the properties 
given to SYNGA for predicting the corresponding structure(s). 
Testing of SYNGA was thus done under a variety of situations. Four 
types of search results of SYNGA relating to solutions that have reached a 
global optimum (i.e. that have reached the highest fitness value U(s)), can 
be distinguished. 
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4 .3 .4 Four t y p e s of search results 
In search simulations in which a "measured" result is known, four types of 
search results for the high fitness solutions U(s) can be distinguished. In the 
following discussion, this prior known result is referred to as the experimental 
result. 
• Type 1. The experimental result is found within experimental error 
and the other solutions are clustered around the "measured" solution. 
• Type 2. The experimental result is found but other solutions with high 
fitness values are found in other areas of the search space. 
• Type 3. The experimental result is not found and the solutions are 
clustered in a small range of their centre of gravity. This phenomenon 
is known as premature convergence or as genetic drift [58]. 
• Type 4 The experimental result is not found and the population of 
solutions is clustered within a large range of their centre of gravity. 
This is known as a G A-hard problem [20]. 
These types of search results are shown in Figure 4.6 for a situation in which 
two parameters are coded on the state vector s. 
For classification into one of the four types, the Euclidian distances 
between all good solutions s (solutions with high fitness values) and the 
experimental result s, D(s, s) were determined. For a good solution s = 
[*ii *2i *3i *4i ¿б] a n d the experimental result s = [s\, S2, «3, si, S5], D(s, s) is 
equal to іДЕІг=і(аА: - sfc)2· 
As a measure of concentration of solutions in the search space, the stan­
dard deviation of all Euclidean distances a(D) was calculated for each run. 
When good solutions are found, it is possible to classify an evolutionary run 
into one of the four types of search results, if boundary criteria are formu­
lated for D(s,s) and σ(Ό). 
The standard deviation of the pure error for all structure parameters ob­
tained from repeat laboratory measurements, was approximately 5% of the 
total range of the search domain. Hence a reasonable estimation of D(s,s) 
and σ(£>) was twice the standard deviation of the pure error, inter alia 10%. 
Since all the structure parameters were scaled between -1 and 1, the critical 
ö ( s , s ) and σ(£>) values were set at 0.20. In Table 4.1 the classification of 
the search results into different types of solutions is shown. 
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Figure 4.6: Four t ypes of search resu l t s . 
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Table 4 2 Parameter settings for this GA 
Jump mutation probability 









4.3.5 S imulat ion R e s u l t s 
The problem with setting parameters for the GA is that an optimal pa-
rameter setting is highly dependent on the complexity of the optimisation 
problem Since, for time reasons, it is not practical to tunc the parameter 
setting to each problem, we optimised the parameter setting by performing 
a two level full factorial design on a problem having average complexity As 
a criterion of "optimahty", the number of generations necessary to obtain 
fitness values > 0 95 was chosen Since random factors determine the search 
trajectory to a large extent, it was not possible to obtain rugged parameter 
settings with these limited experiments The GA parameters used in the 
simulations are listed in Table 4 2 The parameters were held constant for 
all runs All simulations were performed on a MSDOS/80486 computer The 
calculation time per run was approximately 90 seconds 
To investigate the ability of the algorithm to recall structure data from 
property data, two data-sets were composed Set 1 consisted of 4 PET yarns 
with regular mechanical and shrinkage properties Set 2 consisted of 4 PET 
yarns with highly specific properties From all these yarns, five physical 
structure variables were measured as described in Chapter 3 and in ref [25] 
Thus both the physical structures and the mechanical properties of all the 
yarns were known 
To evaluate the performance of the search behaviour of SYNGA, the fol-
lowing experiments were carried out For each yarn, the value of 1 property, 
its Breaking Tenacity (BT), was offered to SYNGA in order to get a set 
of possible physical structures corresponding to this property To make the 
problem more specific, runs were carried out in which 2,3,4 and ultimately 5 
properties of each yarn were offered to SYNGA The properties were chosen 
as independently as possible All experiments were carried out in duplicate 
In total 80 GA-runs were carried out In the following discussion only 
high fitness solutions (for which U(s) > 0 9) are appraised In Table 4 3 
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Table 4 3 Number of GA runs ending in T y p e l / T y p e 2 / T y p e 3 or 
Type4 results as a function of number of criteria optimised. Set 
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the simulation results of set 1, the set consisting of PET yarns without ex­
ceptional properties, are shown The final populations were evaluated as 
described in section 4 3 4 Each run could be classified into one of the four 
types of search results 
The number of solutions for which U(s) > 0 9, for all eight runs per cri­
terium, are also given in Table 4 3 A typical evolutionary performance plot 
is shown in Figure 4 7 The number of physical structures found decreases 
with the number of properties involved In other words, as the number of 
criteria increase, the number of solutions decrease Note also that the type 
of solutions gradually changes from Type4/Type3 to Type2/Typel How­
ever, even if a combination of five properties is asked for, there are still 
simulations which result in primary convergence or appear to be GA-hard 
(ТуреЗ or Type4 results) This indicates that the population size is too 
small Simulations in which use has been made of a population size of 120 
state vectors indicate (compared with experiments involving a population 
size of 60 state vectors), a tendency towards fewer prematurely converged 
solutions The results of data set 2 are shown in Table 4 4 The structures 
found with five properties gave in most cases Typel results and in two cases 
Type2 results From these findings, we may assume that there are only a 
few optimal points in solution space and that the jump mutation operator, 
responsible for exploration, is working properly 
In the case of an under determined system, we saw that the GA of­
fers more than one alternative from which the field expert may choose the 
best alternative In an over-determmed system, the multi-criteria evaluation 
function in the GA accounts for optimisation towards the best possible solu-
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Figure 4 7: F i t n e s s of t h e bes t physical s t r u c t u r e in t h e p o p u l a t i o n . 
N o t e t h a t b o t h smal l a n d large i m p r o v e m e n t s occur as a resul t of 
succesful s t e p m u t a t i o n s , j u m p m u t a t i o n s or crossovers. 
Table 4.4: N u m b e r of G A r u n s ending in T y p e l / T y p e 2 / T y p e 3 or 
T y p e 4 resu l t s as a function of n u m b e r of cr i ter ia o p t i m i s e d . Set 




2 { B T , S H A 1 9 0 } 
3 { B T , S H A 1 9 0 , W R U } 
4 { B T , S H A 1 9 0 , W R U , R H A S T 1 6 0 } 
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chain end 
Figure 4.8: Microfibril of PET consisting of alternating crystalline 
(ordered) and amorphous (less ordered) regions. 
tion. In these cases, traditional techniques such as Simplex or Gauss-Newton 
optimisation end in one optimal point which depends on the start position 
in the search space. Many (local) optimal points may co-exist. These tech-
niques are sensitive to local optima. Genetic Algorithms do not need initial 
estimates, are less sensitive to local optima and can give, in the case of 
degeneracy, more than one alternative. 
4.4 A practical example 
In Figure 4.8 a so-called microfibril is depicted. A microfibril is a small struc-
tural unit with a diameter of about 10 nm and consists of alternating crys-
talline (ordered) and amorphous (less ordered) regions. The cross-section of 
a usual PET-filament contains millions of microfibrils which are very well 
aligned parallel to the fibre axis. 
Most of the mechanical properties are strongly determined by the molec-
ular arrangement within the amorphous regions. The parameters used for 





• Vc : The volume fraction of crystalline material 
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Table 4 5: Physical structure and neural network property predic­
tions for a virtual P E T yarn. The targets for possible product 
improvements are given in column 2. In column 3, 4 and 5 the 
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• η : The yarn viscosity as a measure of molecular length 
• Fas : The amorphous orientation factor 
• Fad : The contour-length distribution of the tie-chains between suc­
cessive crystals 
• Sa : The average volume of the individual amorphous regions. 
An ANN has been trained on the relation between yarn physical structure 
and mechanical properties. In Table 4.5 a set of structural parameters is 
shown together with some mechanical properties calculated by the ANN. 
The physical structure and related properties are representative for a 
yarn with high strength and high thermal stability. Suppose that the target 
is to improve the tenacity (BT) from 664 to 750 mN/tex and to reduce of the 
shrinkage (SHA190) from 6.6 to 5.0 percent. These improvements in strength 
and thermal stability have to be realised without substantial changes in the 
elongation at break (EAB) and residual shrinkage force (RHAST160). This 
example should illustrate that always a combination of mechanical properties 
is required for any application in practice. 
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In Table 4 6 the effects of the various structure parameters on mechanical 
properties, as obtained from the trained ANN, are indicated [26] A + sign 
means that an increase in the structure parameter causes an increase in the 
corresponding mechanical property 
It is clear from the table that an increase of Vc favours both a decrease in 
the shrinkage and an increase in the tenacity The requirement of constant 
elongation at break and constant residual shrinkage force will somewhat tem-
per the increase of Vc It is also clear that the tenacity can be considerably 
improved by using a higher viscosity without affecting the other parame-
ters too much Only the RHAST160 slightly tempers the effect Both these 
structural effects are from a physical point-of-view well understood [25] 
Regarding the effect of the three other structural parameters, it can be 
seen from Table 4 6 that changes which favour an increase in tenacity also 
cause an increase in shrinkage, in conflict with the requirements Hence it 
is illustrated that, m practice, on a physical basis, at best for some struc-
tural parameters a direction of the changes can be indicated, viz when the 
changes result in only improvements of all mechanical properties involved 
For most structural parameters however, the effect of changes differs from 
favourable to bad for the various properties The application of GAs is 
thus essential to show effective structural changes for realising a new set 
of required mechanical properties The practical situations are too compli-
cated to oversee all consequences of structural changes and so a quantitative 
forecast of the physical structure best suited for a given set of property-
requirements is impossible at the moment The G A, on the contrary, has 
a quantitative overview by means of the trained ANNs and is capable of 
indicating the structural adaptations needed for meeting new mechanical re-
quirements Table 4 5 shows the structure parameters put forward by the 
GA meeting the requirements of improved tenacity and a shrinkage decrease 
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(at constant elongation at break and constant residual shrinkage force) In 
the three columnsm, the best situation for each of three GA calculations 
has been presented From these results it can be seen that an increase in 
the amount of crystalline material V
c
 and an increase in the viscosity η 
,as expected from physical considerations, are indeed used by the GA The 
structures found by applying the GA three times and the desired properties 
could be approached very closely 
4.5 Conclusions 
We have shown that Genetic Algorithms are capable of finding optimal phys 
ical structures related to a variety of (thermo)mechanical properties of PET 
yarns, when use is made of a trained and validated ANN SYNGA is fre­
quently consulted to predict the molecular arrangements of new desired types 
of PET yarns Knowing this, it is easier to develop adapted or new processes 
to produce new yarn types Hybrids of Artificial Neural Networks and Ge­
netic Algorithms in the way described in this chapter have a greater applica­
tion than )ust this particular application alone Since ANNs are now widely 
used, for instance, in multivariate quantitative structure activity relation­
ships (QSARs) and process simulations, inversion of trained and validated 
neural networks becomes attractive Multi criteria decision-making leads in 
general to a solution space with more (local) optimal solutions than single 
criteria optimisations It is inevitable that optimisation techniques, such 
as GAs that are capable of exploring large and complex search space in an 
intelligent way in order to find values close to the global optimum, will be 
used 
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Chapter 5 
Curve Fitting Using Natural 
Computation 
In curve fitting the most commonly used technique is an iterative hill-
climbing procedure that makes use of partial derivatives to calculate the 
steepest path to an optimum ¡n solution space. Reliable and accurate initial 
estimates of the number of peaks, individual peak positions, and the heights 
and widths of peaks however are necessary to find acceptable solutions. One 
of the main drawbacks involved ¡s that as the number of overlapping peaks 
increases, the problem becomes progressively more ill-conditioned. Conse-
quently, small errors in the data (e.g., noise or baseline distortions), errors 
in the mathematical model, or errors m the estimates can be magnified lead-
ing to large errors in the parameters of the final model. In this chapter, a 
method for peak-detection is presented using artificial neural networks and 
a global search technique is described for curve fitting based on evolutionary 
search strategies. This technique does not need accurate estimates and is 
/e.s.s sensitive to local optima than steepest descent procedures.1 
'This chaptei is a modified version of Λ Ρ de Wcijci. С В Lucasius, L Buydens, 
G Kateman and II M Heuvel 1994 Cuive Fitting Using Natural Computation Analytical 
Chemistry, 66 23-31 
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5.1 Introduction 
If the underlying mathematical model of the peak pattern is unknown, or 
proper estimates of the parameters in the assumed model can not be ob-
tained, curve fitting can be a long and complicated task. In addition, a good 
fit of an experimental spectrum does not always lead to parameters having 
a valid physical meaning because many overlapping peaks may lead to many 
sets of parameters that give a close fit to the profile. Vandeginste and De 
Galan evaluated curve fitting in infra-red spectrometry [60]. They investi-
gated the influence of the degree of overlap, the number of unresolved bands 
in the profile and baseline position determination on the fitting of theoreti-
cal and experimental spectra and they formulated conditions for obtaining 
reliable results for fitting infra-red data. 
Pierce et al. formulated the main sources of errors in curve fitting [61]. 
These sources are used as a guideline throughout this work. 
• The exact number of peaks is unknown, leading to poor convergence 
or ambiguous solutions 
• There is uncertainty about the baseline position 
• Initial estimates of the parameters in the model are insufficiently accu-
rate. This may cause the fitting procedure to end in a local minimum 
The first two sources of error originate from the experimental data, in-
cluding the way the latter are collected and prepared for the subsequent 
opimisation method for curve fitting. In contrast, the third source of error 
originates from the optimisation method. Traditionally, local searching opti-
misation methods are most widely applied, e.g. Gauss-Newton minimisation 
methods for non-linear models. Admittedly, globally searching methods arc 
computationally more intensive as well, but with the advent of increasingly 
faster and cheaper computers, computation times within practical limits 
have become feasible. 
In this chapter, results are presented concerning these three sources of 
error. 
5.2 The need for peak detection methods 
A curve-fitting method is required that gives an estimate of the number of 
bands and band positions. The original spectra must have high signal-to-
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noise ratio (SNR) if high-order derivative techniques are used for peak de-
tection [61] [62]. A popular, advanced method to improve SNR is described 
by Savitzky and Golay [63]. Jackson and Griffiths compared Fourier self-
deconvolution (FSD), a method that constitutes a linear method of deconvo-
lution based on measured data in the time domain [62]. This technique seems 
to perform better than techniques needing high-order numerical derivatives, 
but FSD needs estimates of the peak shape and widths at half-height for 
proper deconvolution. For the sake of brevity, the term "half-width" to de-
note "full width at half-maximum height" is henceforth used. Wythoff et 
al. described an artificial neural network for peak verification in noisy infra-
red spectra [64]. They concluded that there is a great deal of potential for 
applying artificial neural networks for peak recognition exists. Recently, a 
cerebellar model arithmetic computer (CMAC) neural network was devel-
oped for deconvoluting a system of two overlapping chromatographic peaks. 
This CMAC network is able to provide rapid dcconvolutions of simulated 
and real chromatographic peaks [65]. We present a neural network that can 
estimate the number of bands, peak positions, and half-widths of peaks in 
spectra, diffractograms and chromatograms that contain bell-shaped peaks. 
5.2.1 Peak d e t e c t i o n using artificial neural n e t w o r k s 
We present an alternative method, based on artificial neural networks (ANN), 
that is capable of detecting peaks in a spectrum. ANNs are now frequently 
applied to calibrate non-linear relations and to pattern recognition with great 
success [36] [28] [26]. ANNs differ from other approaches in that they learn 
from examples. The ANN algorithms iteratively sample the examples and 
learn from the differences between predicted and target output. This pro-
cess continues until all examples are mapped in an acceptable way. This is 
discussed in more detail in Chapter 3. For further reading references [66] [67] 
[68] are recommended. The ANN discussed here has been trained to estimate 
the number of bands, peak position(s), and band-width(s) in experimentally 
obtained peak patterns. A series of synthetic peak patterns varying from 
Lorenzian to Gaussian in shape with different degrees of overlap are used to 
train the ANN. As a mathematical peak model, a sum of several Pearson VII 
lines was used. The Pearson VII function provides the possibility of using a 
wide variety of line shapes from Gaussian to Lorenzian and beyond [69]. 
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A{u)
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where Л^о is the absorbance in the centre of the peak ?', ¡/
г
о the position 
of peak ?, Я, the half-width of peak ;, Z, the tailing factor of peak ? and η 
the number of peaks. 
The ANN, trained to recognise I/Q in overlapping peak patterns, uses the 
first and second derivatives of A{u) to predict the presence or absence of a 
peak in v. 
5.3 Experimental 
The source code of the ANN program is written in Turbo Pascal and runs 
on an 80486 processor under MSDOS. Error back-propagation is used as a 
learning rule. A multi-layered perceptron feed-forward network with four 
input nodes, one hidden layer with two nodes, and one output node was 
used for this task. More hidden layers as well as more hidden units did not 
improve the results. The input nodes represent the following factors: 
• Nodel: sign change of ' j£' : 0, no sign change; -1, sign change from -
to +; 1, sign change from + to -
• Node2: value of '
 d-¡"' : 1, positive; -1 negative or zero 
• Node3: sign change of
 rf;¿, · 0, no sign change; -1 , sign change from 
- to + ; 1, sign change from + to -
• Node 4: value of ^ ' : 1,positive; -1 negative or zero 
• Output node: peak present within half-width: 1, inside outside [('Λ,ο~ 
0.5Я
г
), {vlfi + 0.5Я,)]; 0, outside [(ι/,ι0 - 0.5Я,). (i/,,o + 0.5Я,)] 
The representation of the input patterns allows 2 2 * 3 2 = 36 realisation 
possibilities. Therefore the training-set consisted of 36 input patterns and 
their corresponding binary output pattern. Since the formulation of the in­
put patterns depends on high-order derivatives, the method is sensitive to 
SNR. This ANN was trained under ideal circumstances: no baseline distor­
tions or noise was present. For the learning rate (η), a typical value of 0.6 
was taken. 
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5.3.1 V a l i d a t i o n 
Duc to the sigmoid transfer function, the values of the output units of the 
neural network are not usually exactly 1 or 0 The following thresholds were 
used to force estimation of half-widths and peak position from the neural 
network output O(v) 
if 0{v) < 0 7 and 0(v + 1) > 0 7 then v
a
 = ν 
if 0{v) > 0 7 and 0(v + 1) < 0 7 then vb = ν 
Η, = vh - va 
(v
a
 + Vb) 
Since this ANN only triggers on sign changes of the first and second 
derivatives, it reacts to a certain extent irrespective of the level and therefore 
irrespective of the baseline noise, as shown in Figure 5 1 Although the 
training set was set up using synthetic spec tra without noise, the ANN was 
capable of detecting peaks in noisy synthetic peak patterns and experimental 
peak patterns - provided that some noise was removed To that end, a simple 
filter sufficed 
To test the reliability more systematically, the performance of this ANN 
was compared to peak detection by examination of the numerical second-
derivative only (2ND) and to peak detection by human experts (HE) working 
in the field of applied spectroscopy Several synthetic peak patterns with 
differing SNR and overlap were analysed The validation set constituted 720 
synthetic spectra based on a full factorial design The factors involved were 
resolution (four levels), variance of peak amplitude (four levels), number of 
peaks (five levels), and SNR (three levels) Each design point was represented 
three times in the data-set A detected peak was classsmed as correct when 
the predicted peak position v, о existed between [(i/, o~0 5if,), (u, o + 0 5#,)] 
Predicted peakpositions outside this region were classified as false positives 
Peaks that were present but not detected were classified as false negatives 
Since ANN and 2ND are sensitive to noise, the data set was pre-treated 
by applying a moving average filter of η = 3 to the original spectra In 
Figure 5 2 the influence of SNR on the percentage of correct classified and 
false positive peaks for HE, ANN and 2ND is shown 
Irrespective of the filtering, SNR has an effect on the number of false pos­
itive peaks, especially with SNR=20 As mentioned previously, error source 
1 originates from errors in the underlying mathematical model Therefore 
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Figure 5.1: A trained ANN used to detect peaks by scanning the 
profile. Since this ANN depends on numerical derivatives, it is 
sensitive to noise. We merely applied a moving average filter to 
the original profile. 
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Figure 5 2 (Above) Fraction false positive peaks in a total of 
2880 peaks detected by human expert (HE), artificial neural net­
work (ANN), and second derivative (2ND). (Below) False negative 
peaks. 
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Figure 5.3: Scanned profile of an experimental X-ray equator 
diffractogram. The signal of the output neuron is shown in the 
lower graph. 
it is essential that the number of false positive peaks detected is as low as 
possible and the number of correct peaks as high as possible Undoubtedly 
the human expert performs better than the ANN and 2ND methods. How­
ever for practical SNR ranges [oo, 100], this ANN is a reasonable and fast 
alternative, while the 2ND derivative method gives an unacceptable number 
of false positive peaks. More advanced filter methods may enlarge the SNR 
range for which ANN peak detection is feasible. 
As a "real-world" example, a prediction of the peak positions in an ex­
perimental X-ray diffractometer scan of PEN (poly(ethylene naphthalene-
2,6-dicarboxylate)) is shown in Figure 5.3. 
To increase SNR, a moving average block filter was used with a window 
size of five data points. The diffractometer scans consisted of 470 data 
points. Note that the shoulder on the left-hand side of the right-most curve 
was detected as a peak. The presence of this peak was confirmed by unit 
cell studies as a /3(200) reflex [70]. Estimates of Ζ values of the Pearson VII 
line cannot be obtained using this technique. The residual sums of squares 
in the calibration of this parameter with ANNs are too high for practical 
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use For А, о only an upper limit, A{v) ran be given The performance of 
the ANN as a peak detection technique has not been studied intensively in 
relation to other methods Combinations with alternative techniques such 
as MEM and FSD may improve the performance and extend the scope of 
application 
5.4 Ignorance of the baseline position 
The seventy of baseline detection problems is strongly related to the num­
ber of peaks and the degree of peak overlap in a spectrum If there are data 
points in which no contribution from peaks is present, the baseline can be 
estimated by fitting provided the pure baseline points are situated at sev­
eral positions on the ordinate of the spectrum In complex spectra, such as 
infra-red spectra, many overlapping bands often prohibit proper estimation 
of the baseline position If the number of bands or peaks is not known, 
it is impossible beforehand to determine the baseline position A possible 
strategy is to fit the baseline together with the peak profile Unfortunately, 
this can give rise to ambiguous fitting or can end in local optimal points, 
since the baseline parameters strongly interfere with the tailing factors of the 
peaks In our experiments so far, estimates of experimental X ray diffrac 
tometer scans can be easily obtained since peaks do not interfere with the 
pure baseline There were no diffraction peaks at low angles (< 9°) and high 
angles (> 30°) on the equator diffraction patterns An exponential baseline 
is assumed to compensate for the scattered light from the primary X-ray 
beam An example of the determination of the baseline positions of more 
complex spectra is described in Chapter 6 
5.5 Curve Fitt ing with steepest-descent methods 
A steepest-descent based curve-fitting procedure based on Gauss-Newton 
optimisation has been succesfully applied to a series of curve-fitting problems 
at Akzo Nobel Central Research The abbreviation "SD" is henceforth used 
for steepest descent methods Curve fitting of X-ray diffractometer scans of 
poly(ethylene terephthalate) (PET) yarns, nylon 6, and infra-red spectra of 
PET was based on SD for minimising the residual sums of squares extended 
with a Marquarts technique for handling constraints [71] [33] SD estimates 
unknown parameters θ = (θ\ 02, ,θ
η
) m a mathematical model of the 
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form 
!/ = ƒ(*;*) 
where y is the dependent variable or response and χ is the independent 
variable or factor. The model is non-linear in the parameters. To allow a 
solution strategy, the parameters must be bound on both sides by constants: 
ÜJ < 0j <bj,j = l,2,---,n 
The parameter estimates are obtained on the basis of a least squares fit to 
m data points (z t, y¿);i.e., a set of parameters Θ* is determined such that the 
sum of squares F{9) is a minimum: 
771 
F ( 0 = m i n ^ f o , - у(хі\ ))2 
7 = 1 
The minimisation of this function is performed by the Gauss-Newton method. 
It is extended with a Marquarts technique to enforce convergence and a tech­
nique for handling constraints [72]. This process is iterative, starting with a 
feasible initial estimate between the boundary constraints: 
*° = (*?,»§,..., о 
The sequence of new estimates is determined iteratively such that the sum 
of squares diminishes 
F(0k+1) < F{9k),k = 0 , 1 , 2 , . . . 
This process stops by convergency if at least one of the two following condi­
tions is satisfied: (1) Both the parameters and the sum of squares have been 
determined with a given accuracy. (2) The sum of squares does not change 
significantly (in connection with the relative machine precision). 
The variance/covariance matrix of the model parameter is calculated 
from the Jacobian matrix as follows: 
{3T3-l)s2T 
where sT = SSres/(m, — p), m is the number of data-points, and ρ is the 
number of model parameters. 
From X-ray diffractometer scans, physically relevant parameters such 
as apparent crystallite size, lattice parameters and amount of crystalline 
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Figure 5.4: SD fit of a P E T X-ray equator diffractogram. The fitted 
curve closely matches the profile. 
material in a sample can be directly calculated from peak positions, half-
widths and peak intensities. To obtain sufficiently accurate estimates of the 
various spectral parameters, a non-linear curve-fitting routine is necessary. 
For relatively simple diffractometer scans, the SD method works without 
problems. It operates fast and is not very sensitive to a priori estimates. 
As an illustration, a fitting of a PET X-ray equator diffractometer scan, 
consisting of four Pearson VII lines, is shown in Fig. 5.4. 
The residual error has the same order of magnitude as the noise. In 
complex peak patterns, initial estimates of the parameters in the model 
need to be accurate in order to prevent the fitting procedure ending in a lo­
cal optimum when SD optimisation is used. Moreover, more time has to be 
spent on the development of a generally applicable model as the complexity 
of the spectra increases. The development of a six-line model of nylon 6 
yarns, containing large 7 crystals in the presence of a crystals, showed that 
constraints on form factors and on the constant ratio of totally diffracted 
radiation had to be incorporated into the computer model for correct con­
vergence of the peak parameter optimisation [71]. Recent studies on the 
morphology of poly (ethylene naphthalate) (PEN) showed that curve fitting 
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Table 5.1: Initial values for each parameters in a seven-line model 









A0 θ0 Η Ζ 
0 04 13 47 0 85 1 98 
0 10 15 52 1 09 1 38 
0 60 18 68 141 161 
0 08 23 97 1 99 1 69 
0 88 26 20 0 85 1 82 
0 20 26 50 1 41 1 17 
0 10 20 50 11 0 1 98 
with SD needs even more accurate initial estimates. It was not possible to 
formulate constraints to reduce the dimensionality of the optimisation prob­
lem. In Figure 5.5, two X-ray equator scans of PEN are shown. These two 
scans originate from measured duplicates of the same sample, so they only 
differ in the constitution of the noise. 
The dashed line represents SD fitting of the diffractometer scans with 
a seven-line model Six lines were detected by ANN peak detection over a 
series of PEN yarns with different physical structure and one extra line was 
added to compensate for the amorphous scattering. The initial settings of 
the parameters are shown in Table 5.1. 
The optimisation criterion was a minimum residual variance. Both curve-
fitting experiments reached convergence. The first sample, however, ended 
in a fit (in terms of half-widths, peak position, etc.) that was different 
from that of the second sample, even though the initial estimates were the 
same. This illustrates that small errors in the data caused by noise can be 
magnified to give large errors m the parameters of the final model. Since 
both fits reached convergence, it may be concluded that the SD ended in 
two different local optimal points or that there is a significant model error 
which caused ambiguous fitting. 
5.6 A new approach: Curve fitting based on ge­
netic algorithms 
It is undesirable to force the optimisation method to a solution by imposing 
constraints if the problem is actually not over-dimensionaliscd, i e , if there 
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Figure 5 5 SD fit of a P E N X-ray equator diffractograms. The scans 
originate from measured duplicates of the same sample. Although 
the initial estimates were the same, SD fits ended in different op­
timal points in the solution space. 
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is one combination of parameters that leads to a residual fit to the order of 
magnitude of the noise level Such an undesirable situation, to which we were 
forced in fitting the nylon 6 diffractograms, is inevitable when steepest de­
scent methods are used in high dimensional solution spaces A fit procedure 
that is less sensitive to local optimal points has therefore been developed 
This procedure is based on so-called genetic algorithms Genetic algo­
rithms comprise a powerful and increasingly used search methodology which 
embraces principles of Darwinian evolution They are especially suitable for 
complex, large-scale optimisation, for more details about their concepts and 
operation, the reader is referred to [18] [15] [20] 
Genetic algorithms are generally praised for their insensitivity to ending 
in local optima, ι e for their tendency to approach the globally optimal 
solution irrespective of diverse starting conditions It is therefore said that 
genetic algorithms are robust, ι e have good search accuracy By contrast, 
the search precision is poor Upon repeating runs, there is a considerable 
spread in the end solutions despite the good search accuracy, the average end 
solution is in general a reliable estimate of the global solution Importantly, 
the opposite characteristics are often found for traditional local optimisation 
techniques, such as the aforementioned steepest descent method a good 
search precision and a poor search accuracy Better overall performance can 
hence be attained in a sequential combination, where the genetic algorithm 
generates a "best guess" that serves as a starting point for subsequent im­
provement (refinement) by the local technique Such hybrid techniques are 
important in that the constituent methods complement each other giving 
enhanced overall performance 
5.6.1 Hybr id i sat ion for e n h a n c e d search 
We consider three basic strategics for the hybridisation of genetic algorithms 
pre hybridisation, post-hybndisation and self-hybridisation 
Pre-hybndisation is concerned with finding an initial estimate for a ge­
netic algorithm in our case, initial values for the Pearson VII model pa­
rameters Even when this estimate is far from accurate, which is mostly the 
case, the genetic algorithm still generally performs well as will be shown In 
this application, the rough initial estimate is obtained from the aforemen­
tioned ANN for peak detection Technically, an initial estimate for a genetic 
algorithm is called a working point It forms the centre of the real space in 
which the genetic algorithm searches This space is also called the search 
volume and its dimensions are specified by the user The value ranges for 
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the model parameters thus define the dimensions of the search volume in 
this application, i.e. their low bounds and high bounds. For each model 
parameter, only a limited number of values (or levels) specified by the user 
are considered by a genetic algorithm. For convenience, these levels are cho-
sen to be equidistant. They amount to a search grid in the search volume. 
The mesh sizes that characterise the search grid dictate the search precision 
that can be attained by the genetic algorithm concerned. Randomly selected 
nodes on the search grid comprise the starting point of the search. 
Post-hybridisation is concerned with the improvement of the end solution 
found by a genetic algorithm. To that end, a local search method is used; 
e.g. the steepest-descent method was vised in our application. In this way, 
the local search is a 'remedy' for the poor search precision (the shortcoming) 
of a genetic algorithm. 
Self-hybridisation is a strategy wherein one genetic algorithm is pre- or 
post-hybridised with another. This approach is implemented as a chain of 
genetic algorithms wherein each passes its result as the working point of the 
next in the chain. Thereby, the search grid was kept invariant at each step 
and the search volume was pruned (Figure 5.6) in order to simultaneously 
get significant reductions in overall convergence time, to gain search preci-
sion, and to preserve good search accuracy. The first few genetic algorithms 
in the chain are deliberately not run to convergence, as this is not needed 
for the next step. 
5.6.2 R e p r e s e n t a t i o n and search heurist ics 
Any search technique produces candidate solutions in an iterative way. These 
are guesses at the true solution of the problem concerned. A candidate so-
lution is represented as a string (vector) of proposed values for the unknown 
parameters. Any string is evaluated by an objective function for the assess-
ment of its quality, i.e its likeliness to represent the true solution. A string 
may be modified by the search heuristics in an attempt to represent a better 
candidate solution. 
A distinguishing feature of genetic algorithms is that their evolutionary 
search heuristics manipulate a population of strings. In each iteration, or 
generation in GA terminology, the population is replaced by a new popula-
tion of equal size. The new population is created by the evolutionary search 
heuristics in two steps. In the first step, strings in the current population 
are selected and copied at rates proportional to their quality until the new 
population thus created is complete. The rationale for this is to obtain a 
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Figure 5.6: Evolution of the search volume and search grid in se-
quential self-hybridisation by pruning the search volume. 
new population that is expected, on average, to be better Thereafter, in 
order to get potentially better candidate solutions, the strings in the new 
population arc modified to some controlled extent. The generation cycle is 
closed when the new population becomes the current population, followed 
by evaluation of all strings therein 
An appropriate representation must be chosen, i.e. one which enables 
the search heuristics to impose modifications in such a way that the search 
efficiency is high. For our applications (and numerous other applications as 
well), bit-strings - binary strings - may constitute the best representation for 
theoretical reasons [57]; we adopted such a representation. A bit-string may 
be regarded as a concatenation of bit-fields, juxtaposed segmental bit-string 
parts that correspond with the respective unknown parameters of the prob-
lem. When a parameter is encoded by a bit-field of В bits, then the value 
range of the parameter is effectively subdivided into 2R levels; thus, larger 
В values amount to a finer meshed grid. 
Many genetic operators exist for the modification of binary strings. We 
used В — UX (uniform binary recombination) and В — M (uniform binary 
mutation). В — UX is applied with probability PT to the two chromosomes of 
bit-strings obtained after randomly pairing the strings in the population; for 
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each succesfull trial, it swaps - position-wise and with probability P
s
 - bits 
between both strings that make the pair, in brief, В — UX is parametensed 
by PT (recombination probability) and Ps (swap probability); important ad­
vantages of В — UX are maximum exploratory power and no positional bias 
[16] В — M inverts the bits in the population with probability P
m
, in brief, 
В — M is parametensed by P
m
 (mutation probability) 
5.6.3 Object ive function 
The evaluation of a bit-strmg proceeds as follows First, the bit-string is 
decoded into a string of real values for the unknown parameters, a detailed 
description of this procedure can be found in Ref [16] The real values arc 
then passed to the objective function It calculates a spectrum according to 
the mathematical model and subsequently compares this spectrum with the 
known experimental spectrum to derive a measure of (dis)similanty Two 
criteria that seem sensible to evaluate are root mean square (RMSE, as dis­
similarity) and correlation coefficient (CORR, as similarity) Both criteria 
have shortcomings though For instance, CORR is not fully consistent with 
the purposes of curve fitting because it quantifies ratios rather than differ­
ences between spectra RMSE, on the other hand, is consistent but tends 
toward "plateau" optima on the RMSE landscape, this follows from observed 
"indecisive" search behaviour near optima and may also be appreciated in­
tuitively by considering small lateral perturbations in a spectrum In order 
to obtain a criterion that is both consistent and leads to a structurally more 
pronounced landscape, we defined the bi-critenon Error= (I+CORRV ^ x " 
pcnmentally, minimisation of Error led to a significantly better performance 
of our genetic algorithm 
5.6.4 Conf igurat ion 
The configuration is specified in a separate input file For reasons of limited 
space we do not provide a transcript of this file here but merely summarise 
its key entries in Table 5 2 
5.6.5 Software and hardware 
The routines that comprise a genetic algorithm consist of two segments 
a domain-dependent part (concerning the problem representation and the 
objective function) and a domain-independent part (concerning the evolu­
tionary search heuristics) By "domam-independcnt" routines, routines that 
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Table 5.2: Configuration of the genetic algorithm. 
parameter 
populat ion size 
selective reproduction 






mutat ion mode 
*m 
encoding resolution 
binary decoding m o d e 
value 
100 









9 bits (512 levels) 
Gi ay 
can be used for other domains as well are meant; for this application these 
were obtained from the software library GATES [73] [74]. In agreement with 
this library, the domain-dependent routines and data structures were pro­
grammed in С (ANSI standard) for speed and portability. The integration 
of all routines resulted in CFIT: CFIT is presently available for MSDOS and 
UNIX systems. The CFIT fitting procedure used in this application was 
executed under MSDOS with an 80486 processor. 
5.7 Comparison of the fitting results from G A 
and SD 
The same two diffractograms that were fitted with the SD procedure were 
now fitted with CFIT using the same seven-line mathematical model. Pre-
hybridisation of the original data was carried out to determine the search 
volumes as described in the previous section. The low and high bounds 
for each parameter are given in Table 5.3. With the ANN peak detection 
procedure it was possible to reduce the search volume in such a way that 
self-hybridisation was not useful. Refinement of the genetic algorithm end 
solution by a steepest-descent method did not reduce the residual variance 
of the sums of squares significantly, so post-hybridisation was not necessary. 
In Figure 5.7, the fitting results of a genetic algorithm are shown for both 
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Table 5 3: Search volumes of each parameter in a seven-line Pearson 
VII model obtained after pre-hybrisation for GA fit 
pe.ik 
1 /З(ЮО) ' o w bound 
1
 /3(100) n , g " bound 
2 0(010) ' o w ' ) o u n d 
2 Π·(οιο) '"fi'1 bound 
3 /3(020) ' o w bound 
3 /3(020) "'g'1 bound 
4 n-jioo) ' o w bound 
4 (У (100) '"g'1 bound 
5 /3(200) ' o w bound 
5
 /3(200) h l S h bound 
6 0 ( J Q Q \ low bound 
6 f*(\Q0) lugh bound 
7 <imoiph low bound 
7 amorph high bound 
i4o θ0 Η Ζ 
0 00 12 63 0 00 100 
0 13 14 33 2 71 198 
0 00 14 G3 0 17 1 00 
0 28 16 33 187 198 
0 21 17 82 0 54 100 
0 61 19 52 2 24 198 
0 00 23 29 1 39 1 00 
0 33 24 14 3 09 1 98 
0 57 25 82 0 33 1 00 
1 17 26 88 1 52 1 98 
0.00 26 45 1 10 1 00 
0 55 27.06 1 86 1 98 
0 00 20 30 4 25 1 98 
0 15 23 70 12 8 1 98 
experimental diffractograms. 
Since the residual variance is of the order of magnitude of the noise level, 
we may conclude that the Gauss-Newton steepest-descent approach (Figure 
5.5) ended in a local optimal point and consequently the possibility of a 
significant model error can be ruled out. For the poorly resolved peaks 1 and 
6, the SD gave significantly different solutions for the final estimates of half-
widths. The standard deviations were calculated from the generalised inverse 
of the Jacobian matrix multiplied by the residual л'апапсе. Curve fitting 
with GA showed compatible values for all half-widths in both diffractograms 
(Figure 5.8). So the GA approach is independent of the constitution of the 
noise in this special case. 
The following study has been set up to demonstrate the robustness of 
GAs in univariate experiments. A series of PEN yarns has been produced 
resulting from a variation of one process parameter λ in 10 discrete levels. 
From all these yarns, X-ray diffraction patterns were obtained. These pat­
terns were all fitted with the seven-line model (SD and GA), as described 
previously. As an illustration of the fitting results, the half-width of the 
first poorly resolved peak is plotted against the process parameter λ for SD 
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Figure 5.7: GA fit of PEN X-ray equator diffractograms. Both fits 
closely match the profiles. 
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Figure 5.8: Comparison of half-width estimates (GA and SD) at half 
maximum height (H) of two repeat measurements. Unresolved 
peaks gave different final estimates with SD and identical results 
with the new GA method. 
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Table 5.4: Comparison of genetic algorithm fit (GA), steepest de­
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and GA (Fig. 5.9). From the half-widths, apparent crystallite sizes can 
be calculated using the Scherrcr relation [75]. Since this is a univariate re­
lation, a smooth relation between λ and half-width is expected provided 
that the apparent crystallite sizes are influenced by the process parameter. 
The determination of half-widths using SD showed severe deviation from the 
general direction of the curve. As expected, the GA fits allowed better in­
terpretation of the effect of parameter λ on the apparent crystallite size In 
Table 5.4, some properties of three optimisation procedures, steepest descent 
(SD), genetic algorithm (GA) and exhaustive search (ES), for this 28 param­
eter optimisation problem are shown. Any optimisation technique applied 
to an ill-conditioned problem has the disadvantage that there is no certainty 
about convergence into a global optimum. Since the calculation time for ex­
haustive search is exponentially proportional to the number of parameters, 
it therefore exceeds reasonable time limits in most situations. In general, 
non-local search requires more computation than local search but the result 
is more accurate and less sensitive to the choice of initial estimates. Lucasius 
estimated empirically that the calculation time of this G A increases as the 
third power of the number of peak parameters [76]. In this case, it resulted 
in an acceptable solution m approximately 35 minutes of computation time. 
The SD converged within 2 minutes of CPU time. 
5.8 Final remarks 
When fitting complex spectra in which many bands strongly overlap, the 
steepest-descent approach can fail because very accurate initial estimates of 
the fit parameters have to be given to optimise these initial estimates to the 
global optimum. We have shown that genetic algorithms are less sensitive 
to local optima. 
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Figure 5.9: GA and SD estimates of half-width of the first poorly 
resolved peak (/îioo) in a univariate relation. 
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Chapter 6 
Spectral Curve Fitting of 
Infra-red Spectra 
infra-red spectra of polymer yarns exhibit a large number of strongly over­
lapping peaks. One of the methods to study the physical yarn structure 
quantitatively is to resolve the spectra into separate bell-shaped peaks. Due 
to the overlapping peak patterns, curve fitting with procedures like steep­
est descent depend on accurate initial estimates of the peak parameters. We 
have developed a non-local curve-fit procedure, based on a genetic algorithm, 
which has proved to be less sensitive to initial estimates. The combination 
of a genetic algorithm with a non-linear estimator, based on Marquart's 
method, gave the best curve-fit results.1 
'This chapter is a modified version of Α Ρ de Weijer, L Buydens, G Kateman and 
H M Heuvel 1995, Spectral curve fitting of infra-red spectra obtained from semi-crystalline 
polyester yarns Chemom and Intell Lab Syst, 28 149-164 
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6.1 Introduction 
Since the introduction of fast Fourier Transform spectrometers, the quality 
of spectra has improved considerably In many applications of vibrational 
spectroscopy the analyst is interested not only m the quantitative chemical 
nature of the investigated sample, but also in the quantitatne determina­
tion of basic aspects of polymeric structure state of order, configurational 
and conformational regularity, molecular orientation et( Sets of high qual­
ity spectra open possibilities of obtaining direct and accurate information 
on the physical and chemical state of substances bv curve-resolution of the 
spectra However, proper and unambiguous fitting, necessan for obtaining 
accurate quantitative measurements, is not simple The steps to resolve a 
peak pattern into its individual components involve two ma)or activities 
First, estimates of the number of peaks and their corresponding peak posi­
tions, widths at half-height and intensities have to be determined to build 
the mathematical model for the subsequent step the parameter optimisation 
Since the mathematical model is non-linear and since it can not be solved 
analytically, a search procedure is required This sec ond step can cither be 
served by 'traditional' steepest descent like procedures or by non local search 
procedures like genetic algorithms To illustrate current possibilities in this 
area, the development of a peak-fit model and the curve-fitting of infra-red 
spectra of Polyethylene Tercphthalatc) (PET) yarns is described 
6.2 Field of application; Semi-crystalline poly­
mers 
The physical structure of semi crystalline polymers can be described ade­
quately by a two phase model, consisting of alternating amoiphous and crys­
talline regions Using а с ombination of measuring techniques such as density, 
X ray diffraction, pulse propagation, birefringence, and thermal analysis, a 
good impression of the parameters involved m such a model can be ob­
tained [77] and Section 3 3 of this thesis These parameters have proved to 
be quite useful in understanding the relations between process conditions 
physical yarn structure and (thermo)mechanical properties [26] [25] It is 
though a problem obtaining a more detailed picture of the amorphous re­
gions Whereas the structure of the crystals can be studied in detail using 
X-ray diffraction techniques, the information about the amorphous regions 
is limited to rough overall quantities such as the average orientation of the 
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Figure 6.1: Two-phase model for semi-crystal l ine P E T yarns . 
molecules, the contour-length distribution-factor, or the average size of the 
amorphous regions. In Figure 6.1 the usual model for an amorphous region 
as a region encapsulated between two crystals is depicted. As a first ap­
proximation the crystals can be considered as stift blocks. It is thus clear 
that the molecular arrangement in the amorphous regions determines the 
mechanical behaviour of the yarn to a large extent. A quantitative study on 
these relations has been described elsewhere [25]. 
From the literature, evidence has emerged that infra-red spectroscopy can 
provide more detailed information on structural features of the amorphous 
regions - as shown in the following two examples [78] [79]. 
The ethylene groups in the amorphous domains of semicrystalline PET 
occur in two conformations, namely the gauche and the trans conformation. 
As can be concluded from Figure 6.2, molecular chains containing a lot of 
the gauche conformation will be coiled strongly, whereas molecules in the 
trans conformation in series give rise to extended chains. 
Clearly, crystals only contain the trans conformation. In the infra-red 
spectrum, the amount of gauche conformation can be quantified by the area 
of the CH2 rocking vibration band at about 1045 c m - 1 and 899 c m - 1 . Fur­
thermore, the crystalline and amorphous trans conformcrs show character-
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Figure 6.2: Molecular and physical structure of P E T . 
istic absorptions at about 970 cm _ 1 as a result of the C-0 stretching mode. 
Polarised infra-red spectroscopy may give information on the (local) ori-
entational order parameters of polymer fibres. From the dichroism of an 
infra-red band, the orientation of that part of the molecule which takes part 
in the respective vibration mode can be obtained. The dichroic ratios are 
calculated as: 
A || D = — -
A _L 
with A || and A _L indicating the integrated area of the absorbancc peak for 
the parallel and perpendicular polarised spectra, respectively. From D, the 
Herman's orientation function can be calculated. 
_ 3 < ros20 > - 1 _ (£>- 1)(£>Q + 2J 
' ~ 2 ~ {D + 2){DQ-1) 
where Do depends on the angle η between the transition moment and the 
director of a segment in the polymer-chain, θ represents the angle between 
a segment in the polymer-chain and the fibre axis. 
Do = 2 cot 2 о 
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If «τ = 54.7 ° (magic angle) f is undefined. Positive orientation factors corre­
spond with D values > 1 when η < 54.7 ° (π dichroic character). D values 
between 1 and 0 correspond with a > 54.7° (σ dichroic character). Most of 
the bands in the region 700 - 1100 c m - 1 have π dichroic character since the 
chain, and the transition moments are more or less in parallel orientation to 
the fibre axis. Three bands with σ-dichroism have been reported for PET 
at 1043, 875 and 730 c m " 1 [80] [33]. 
Since the quantitative characterisation of the physical state and orien-
tational order are directly related to areas of bands, it is expected that the 
accuracy of characterisation is directly related to the accuracy of estimation 
of the peak areas. In general IR-spectra contain a large number of strongly 
overlapping bands which makes direct estimation of individual peak areas 
impossible. An accurate and robust curve-fit algorithm is therefore needed. 
6.3 Samples 
A sub-set of 94 representative PET yarns was selected from 295 yarns which 
originated from a large experiment in which process conditions such as chip 
viscosity, winding speed, draw ratio, drawing temperature, and relaxation 
ratio were varied. The physical structure of all these 94 yarns was charac­
terised by five structure parameters (See Chapter 2,3). These parameters 
were calculated from Wide-angle X-ray diffraction patterns, density mea­
surements, pulse propagation velocities and relative viscosity measurements 
and comprise: 
• The volume fraction of crystalline material (Vc) 
• The yarn viscosity as a measure of the length of the molecules (η
Γε
ι) 
• An overall amorphous orientation factor (Fas) 
• A measure for the contour-length distribution factor of the tie-chains 
between successive crystals (Fad) 
• The average volume of the individual amorphous regions (Sa) 
The samples were prepared for the FTIR experiment by winding the yarn on 
a metal frame so that a smooth layer of approximately 10 parallel monofil­
aments was formed. Specimens were examined using a Perkin Elmer 1800 
Fourier transform infra-red spectrometer with a nitrogen cooled MCT de­
tector. For each sample, parallel and perpendicular polarised spectra were 
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Figure 6.3: Variance of 94 parallel polarised infra-red spectra of 
P E T . Variances higher than 0.2 originate from parts of the spec­
trum with too low transmission values; so in these regions vari­
ances are not responses of physical structure. 
recorded vising a Spectra Tech Microscope accessory for the PE 1800 at a 
spectral resolution of 4 cm - 1 . In Figures 6.3 and 6.4 the variances of parallel 
and perpendicular spectra for all samples are shown for the region 4000-600 
c m
- 1
. The variances were calculated as follows: 
.2,
 ) = Σ,
9 1ι[ΛΗ-/»] 2 
6 {l/>
 93 
Although high variances are observed in the regions between 1200 and 1800 
c m
- 1
, they do not originate from variations in physical structure. In these 
regions too low transmission values were obtained. The area of highest 
variance (originating from different physical structures) occurs in the region 
from 1100-700 c m - 1 . This is in agreement with earlier conclusions [33]. 
Hence fitting of the infra-red spectra was confined to this region. 
ι ' 1 · г 




Figure 6.4: Variance of 94 parallel perpendicular polarised infra-red 
spectra of PET. 
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6.4 Development of the mathematical model 
As a mathematical peak model, a sum of several Pearson VII lines was used. 
On a theoretical basis, IR absorption bands are supposed to have Lorenzian 
profiles However a number of known factors cause a Gaussian broadening 
of the Lorenzian profile. Some of them have a chemical origin, others are 
due to measurement circumstances. The Pearson VII function provides the 
possibility of using a wide variety of line-shapes from Gaussian to Lorenzian 
and beyond [69] and was therefore adopted to build the model. 
/(") = Σ — =¡r + *(") 
'=°{l + {2(^}2(22-z._i)}2-z· 
where Д,о is the absorbance in the centre of the peak ?, u,fl is the position 
of peak ?, H, the half-width of peak 7, Z, the tailing factor of peak i, r\ the 
number of peaks and B(y) the baseline. 
6.5 Determination of number of bands 
6.5.1 U s e of domain knowledge 
The infra-red spectrum of PET has been well studied by many workers [81] 
[82] [83]. There are though some differences in the vibrational assignments 
for certain IR bands in the polymer. It can be expected that the peak 
positions of absorption bands corresponding to skeletal backbone vibrations 
are affected by internal stress [84] [85]. These frequency shifts may though 
not always be detectable due to overlapping with other bands. However the 
use of domain knowledge is useful in determining approximate peak positions 
for a number of bands. 
6.5.2 P e a k d e t e c t i o n using Artificial Neura l N e t w o r k s 
In Chapter 5 a method for peak detection based on Artificial Neural Net­
works (ANN) was presented. The ANN discussed was trained to estimate 
the number of bands, peak position(s) and band-width(s) in experimental 
spectra. A series of synthetic peak patterns varying from Lorenzian to Gaus­
sian in shap with different degrees of overlap was used to train the ANN. 
The ANN, trained to recognise VQ in overlapping peak patterns, uses the 
first and second derivatives of 1(f) to predict the presence or absence of a 
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Figure 6.5: infra-red spectrum of poly(ethylene terephthalate) yarn 
and the signal of the output of an A N N trained for peak detection 
purposes. 
peak in v. This method has been applied to estimate half-width and peak 
positions in infra-red spectra. As an illustration, an experimental parallel 
polarised IR-spcctrum of poly(ethylene terephthalate) is shown in Fig. 6.5. 
The estimation of some peak parameters is accomplished by scanning the 
original profile with a trained artificial neural network The signal of the 
output neuron is shown in Fig 6.5 The output neuron triggers when the 
centre of the scanning window is positioned between the half-widths of an 
(underlying) peak. From the signal of the output neuron, estimates of peak 
positions and half-widths can be derived. 
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6.5.3 B a s e l i n e c o m p e n s a t i o n w i t h Mult ip l icat ive S c a t t e r i n g 
Correct ion ( M S C ) 
MSC has proved to be a useful correction method for absorbance shift in 
NIR reflectance spectroscopy [80]. Although MSC was originally applied to 
compensate for scattered stray light, it is also useful for compensating the 
baselines of transmittance IR spectra as long as the variations originating 
from variations in physical structure are smaller than the variations due 
to baseline shifts. First, linear transformations arc usually applied. The 
most common transformation is to transform transmission infra-red spectra 
(T(f)) into absorbance spectra (I(i;)) in the following way: 
/ H = - 1 0 l o g ( 7 » ) 
To eliminate the differences in baseline levels, MSC uses linear regression on 
spectral variables versus average spectrum. If 1(f) is the (linear transformed) 
spectrum of a sample and /(;/) is the average (linear transformed) spectrum, 
the parameters α and β can be estimated by a least-squares fit. 
I{v) = i{v)a + ß + f{u) 
I{i')carr is equal to: 
/ И - β 
* V'jcoTT — 
η 
f contains the residual noise and structure information. MSC is applied 
to compensate for local optical pathway differences (i.e. local différencies 
in yarn diameter or internal reflections). These differences contribute to a 
transmission shift. The problem of fitting different baselines to each spec-
trum is reduced to the problem of fitting one baseline to all spectra. MSC 
correction for parallel polarised spectra of PET is shown in Figure 6.6 and 
6.7. 
6.5.4 Peak de tec t ion using 2D covariance calculat ions 
A general two-dimensional correlation method for infra-red and Raman spec-
troscopy was recently introduced by Noda [86]. This method excerts an 
external perturbation on a system while being monitored by an external elec-
tromagnetic probe. From the obtained time-resolved spectra, two-dimensional 
spectra can be calculated. It contains information about time-dependent in-
teractions on the physical state of the system. A similar time-independent 
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Figure 6.6: 94 parallel polarised spectra before MSC. 
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Figure 6.7: 94 parallel polarised spectra after application of MSC. 
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approach is proposed by Barton et al [87] Here, a two dimensional plot 
of correlation coefficients is calculated from the deviations with respect to 
the mean values of IR intensities at different wavenumbers This type of 
correlation-coefficient plot, based on a series of samples, always has a con­
stant value of unity at the diagonal position For peak detection purposes 
it is more convenient to retain spectral information Multiplication of the 
correlation matrix by the deviation matrix results in a covanance matrix 
The diagonal represents the variance spectrum The intensity of the 2D 
covanance spectrum becomes 
r l λ ΥΖ=χ[Κ»ι)-ΐΜ\[ϊΜ-ΐΜ] C{v\,V2) - : 
77 — 1 , 7 
When the number of spectra (n) is large and the variation in peak posi­
tion is relative small, 2D covanance calculations are useful for developing a 
suitable model for curve-fitting Since peaks with zero variance do not con­
tribute to the intensity of the covanance signals, the 2D covanance matrix 
may contain highly resolved peak patterns of structure-dependent peaks 
Moreover, information concerning correlated peaks can be directly obtained 
from the plot An illustrative example of this powerful approach is the 
covanance spectrum of a set of 24 X-ray equator diifractograms of poly­
morphous poly (ethylene naphthalate) yarns The samples from which the 
diifractograms were recorded contained approximately 40% crystalline ma­
terial in different proportions of о and β unit cells Figure 6 8 shows directly 
that the underlying peak pattern consists of at least 6 peaks A closer exam­
ination of the off-diagonal peaks shows that peaks 1, 3 and 5 show a negative 
coupling to peaks 2, 4, and 6 The two sets of peak pattens can be assigned 
to the β and a conformers respectively 
The 2D covanance and correlation matrix for dichroic mfra-red spectra of 
PET, in which /<¿(c) = ¡цА ι are shown in Figure 6 9 and 6 10 respectively 
Only the correlation coefficients < 0 75 and > 0 75 are plotted For 
isotrophic bands Id(v) = 1 , there is no preferable orientation direction (or 
the angle between the polymer-chain axis and the fibre axis is close to 54 7 
°) Idiy) decreases with orientation of the chain segment for bands with 
σ character and increases for π bands Fig 6 9 displays a strong negative 
coupling between 875 c m - 1 , 730 c m - 1 σ bands and other π bands As 
indicated by the +covariancc plot as well as by the +correlation plot, the 
absorption band near 1020 c m - 1 is composed of bands at 1018 c m - 1 and 
1023 c m " 1 both positively coupled to the 972 c m - 1 band In Figure 6 11 an 
intersection of Figure 6 9 at 972 c m - 1 shows this more clearly 








Figure 6.8: 2D-covariance plot of a series of 24 PEN yarns with 
differences in crystal structure. The axes correspond with the 
diffraction angles as in Fig. 5.5. 
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Figure 6.9: 2D-covariance plot of 94 dichroic spectra. The negative 
covariances are shown in the upper plot, positive covariances are 
shown in the lower plot. 
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Figure 6.10: 2D-correlation plot of 94 dichroic spectra. Correlation 
coefficients > 0.75 (upper) and < -0.75 (lower) are displayed. 
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Figure 6.11: Intersection at 972 cm 1 of the 2D covariance plot. The 
band at 1020 cm" 1 splits. 
The composition of the 1020 cm"1 band is confirmed by Yang [82] who 
assigned the peaks to different conformers of ethylene glycol. They also re-
ported on the presence of a broad band near 1022 c m - 1 originating from 
the same conformers in the amorphous regions of PET yarns. Although this 
peak could not be detected with our method using this specific database, 
we added the band to our first estimate of the mathematical model. The 
area around the trans C-O-C stretching vibration (972 cm - 1 ) is very com-
plex. The -l-covariance plot suggests that the band consists of a sharp peak 
and an asymmetric broad band. These bands can probably be assigned to 
the crystalline and amorphous contributions to the trans conformer. Since 
the 972 c m - 1 vibration is a backbone vibration, internal stress may cause 
an asymmetric peakshift towards lower wavenumbers. Earlier studies have 
shown that the 972 c m - 1 band is extremely sensitive to strain [85] [80] [33]. 
Some information about orientational order and trans/gauche peaks could 
be derived directly from the plots. Although there are some recent devel-
opments in this field [88], interpretation in terms of pure variables such as 
crystallinity and orientation distribution remains difficult. The -l-covariance 
and the -covariance spectra of dichroic as well as isotropic spectra could 
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easily be used for peak detection purposes. Using the same procedure as 
described in Section 5.3 all 2D plots were scanned by the neural network by 
taking all intersections. The output signal of the ANN was used to recon-
struct the 2D plots from which peaks and corresponding peak positions were 
taken by picking every block of ANN responses. Spikes were excluded. 
In the previous sections we considered three methods which can be use-
ful in finding initial estimates for the mathematical model, i.e. the pre-
hybridisation phase. These estimates can either serve as a starting point 
for a local-search procedure or can be the centre of the search volume for a 
non-local search procedure. In Table 6.1 initial estimates for the fitting of 
parallel and perpendicular PET infra-red spectra are listed. The Table also 
shows the method by which each specific band has been detected. In many 
cases the methods are complementary. Some peaks have only been detected 
with one of the methods. 
Although it remains uncertain if these peaks are artefacts resulting from 
the computational methods used, we have some indications that the de-
tected peaks originate from vibrational modes. Each vibrational mode with 
contributions from the amorphous and the crystalline regions gives rise to 
a double peak in the infra-red spectrum. A broad peak at 851 cm^1 and 
a small peak at 849 c m - 1 have been found by 2D peak detection, possibly 
originating from trans conformers in crystalline and amorphous regions. The 
triple peak pattern at 875 c m - 1 is a benzene OOP vibration. Crystalline and 
amorphous IR - patterns for this band have been reported earlier. In NMR 
studies, associates of phenylene rings in the amorphous regions of PET have 
been detected [89]. However since there is no hard evidence that associates 
have been found in more extensive IR studies, it is not yet certain that this 
extra peak is due to benzene associates. 
Genetic algorithms require a search volume instead of an initial setting. 
For the ith parameter, the value range can be defined in terms of a centre 
value r, (see i/o, IQ\\, IQ±, #ch %0 in Table 6.1) and a deviation d¿ : Range 7Î, = 
[c, — d,,c, + dj]. The deviations for each of the PearsonVII parameters are 
shown in Table 6.2. 
6.6 Fitting the mathematical model to the exper-
imental data 
Common to all search techniques is that they basically aim to improve an 
initial estimate of the true solution. Local search techniques, traditionally 
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Table 6.1: Initial estimates derived from three pre-hybridisation 
procedures. A=Domain knowledge. B=Peak detection with arti-
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Table 6.2: Deviations from the initial estimates of Table 6.1. These 
deviations form the search volume of the genetic algorithm. 
Peak position (l^o) 
Intensity /QII 
Intensity 7 Q X 
Halfwidth tf η 
Tailing factoi Zg 
d-, = 4cm 1 
d, = 5/ 0 | | 
d-, = 2 /o± 
di = 2^0 
if Z = l 5 then d, = 
if Z = l 98 then d . 
-- 0 48 
= 0 
applied to tackle curve-fitting problems, are relatively fast in comparision 
with search techniques that employ non-local search heuristics, e.g. statisti­
cal 'cooling' algorithms (simulated annealing) or genetic algorithms. On the 
other hand, the latter techniques are less sensitive to local optimal points. 
For both local and global searches a fitness or error function is needed. The 
Root Mean Square Error (RMSE) between experimental and fitted spectra 
is used as an evaluation criterion: 
RMSE = \ J J 3—-^-
V ri — 1 
6.6.1 P a r a m e t e r opt imisat ion techn iques 
A steepest-descent based curve-fitting module with a Gauss-Newton opti­
misation method has been successfully applied to a series of curve-fitting 
problems in our laboratory. As was shown in Chapter 5, in fitting com­
plex spectra having many strongly overlapping bands, the steepest-descent 
approach can fail due to lack of accuracy of the initial estimates of the fit 
parameters, resulting in sub-optimal solutions. Genetic algorithms are less 
sensitive to local optima as was shown in experiments in which we success­
fully revealed underlying peaks in the highly overlapping peak patterns in 
X-ray diffractograms of poly (ethylene naphthalate) yarns [90]. 
6.6.2 Conf igurat ion of the genet ic a lgor i thm 
A way to optimise the configuration of the genetic algorithm is to make 
educated guesses based on own expertise. The traditional approach is to 
apply optimisation based on full factorial designs. Since it is undesirable 
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Table 6.3: Configuration of the GA based on results of 26 2 frac-
tional factorial design. Some parameters (*) were optimised. 
Numbei of generations 
Popula t ion size 
Fitness offset 
Fi tness mode 
Scale mode 
Fraction elitism 
Recombinat ion mode 
Recombinat ion probability 
Number of breakpoints 
Muta t ion mode 














9 bits (512 levels) 
Giay binaiy 
to create a meta-optimisation problem, we pursued a practical combined 
approach which comprised the following steps: 
• A synthetic spectrum S(i/) is created by selecting random peak param-
eters within the search volume as defined in Table 6.1 and 6.2. Some 
noise is added to the synthetic spectrum. S(v) has thus approximately 
the same complexity in search space as the experimental IR spectra. 
The exact solution is however known 
• A 2 fractional factorial design was executed on a selection of the 
setting variables of the GA 
• From the results of the factorial design the best parameter setting was 
chosen, based on the lowest Root Mean Square Error (RMSE) between 
experimental and fitted spectra after 500 generations. The settings are 
listed in Table 6.3. 
In Figure 6.12 two typical GA runs are depicted. The solid line repre-
sents the evolution of the RMSE of fit for the best configuration of the GA 
as listed in Table 6.3. The dotted line shows RMSE evolution for configu-
ration as shown in the table but with the number-of-breakpoints = 20 and 
the population-size = 50. After 500 generations the ultimate GA solution 
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RSME-100 of 
Noise 600 
Figure 6.12: The solid and dashed lines show the RMSE of the 
optimised and biased GA respectively. After 500 generations the 
best solution found by the GA was post-hybridised by SD. 
was post-hybridised with a steepest-descent based curve-fitting module with 
Gauss-Newton optimisation, as described previously in Chapter 5. Both GA 
solutions improved as a result of the sequential hybridisation. However, the 
final RMSE after steepest-descent optimisation of the poorly configured GA 
was considerably higher that the Mean Square Error (MSE) of the noise 
added to S(i/). Also, there was considerable deviation m the original peak 
parameters in the latter case. The configured GA reaches a perfect fit with 
a RMSE roughly equal to the MSE of the noise. The errors are summarised 
in Table 6.4. 
6.6.3 F i t t ing of exper imenta l profiles 
With boundaries formulated around the initial estimates as written in Table 
6.1 and 6.2, an evolutionary run of 1000 generations was excerted on the 
isotropic spectrum which had the lowest RMSE with respect to the mean 
spectrum. The parameters of the best fit in each population after respec-
tively 1, 5, 10, 20, 35, 50, 75, 100, 150, 250, 500 and 1000 generations were 
used as initial estimates for a Gauss-Newton fit Since several SD fits from 
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Table 6 4 R M S E for fitting of a synthetic peak-profile obtained af­
ter 500 generations with a GA with optimal and biased parameter 
settings and with subsequent fine tuning with SD. RMSE*100 of 





114 2 3 
32 7 8 2 
GA estimates resulted in different converged final estimates, we may con­
clude that many local optimal points were present in the search spate (Table 
6 5) The area in solution space with the lowest RMSE values is not explored 
by the genetic algorithm since the RMSE values gradually decrease with the 
number of generations to a value which is clearly higher (RMSE = 8 * 10 - 2 ) 
than the final estimates of the subsequent SD fits (RMSE 3 * 10~2) Both 
methods seem to optimise on a different "level" of complexity More evidence 
for this can be obtained from examination of the search traiectory After 
each generation, the estimates of all 22 peak areas of the best solution in the 
population were stored The resulting data matrix (dimension 22 *1000) 
was subjected to a Principal Component Analysis (PCA) In Figure 6 13, л 
projection of the trajectory in seardi space is given in a PCA scorepiot In 
this plot 75 % of the original variation in peak area could be retained in two 
dimensions 
The Figure suggests that the genetic algorithm is capable of exploring 
the search space (generation 0-40) and exploiting the search space (40-1000), 
without change to the parameter settings of the algorithm During the 
evolutionary run the various subsequent steepest-descent like optimisation 
procedures ended in local optima as shown in Table 6 5 
These local optima are situated in a region of the search space area not 
explored by the genetic algorithm If we assume that there is an ambiguity m 
search space, ι e different combinations of peak parameters give an almost 
equally close fit to the experimental profile, the sets of peak parameters which 
give good fits are strongly correlated Genetic algorithms do not make use of 
correlations since they are only based on random mutations and cross-overs 
with preservation of the best solution SD based procedures use correlation 
to optimise to a final estimate Since the SD-RMSE values are correlated 























Figure 6.13: Search trajectory of GA-evolution in P C A scorepiot 
(italic numbers and grey line). The subsequent SD-solutions con­
sequently end in another region of the search space (bold numbers 
and filled markers). The RMSE values for each generation are 
listed in Table 6.5. 
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Table 6 5: RMSE values for the best solutions in the population 
after ν generations and the corresponding RMSE values for the 
subsequent SD fit. 
Generation 
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with the GA RMSE values, we consider the search accuracy to be high for 
GA (in finding the region in which the absolute minimum RMSE is located) 
and the search precision to be high for SD (in finding the local minimal 
RMSE) By repeating the experiments 14 times (for different random initial 
populations) with 1000 generations and subsequent SD post-hybridisation 
it was observed that for most of the peak areas the standard deviations of 
the fits were low Ambiguous fitting may be expected in the 877 c m - 1 , 
851 c m - 1 and 818 c m - 1 regions Although the RMSE values were low, the 
standard deviations of these peaks were unacceptably high 
6.7 Conclusion and further research 
In conclusion, we here summarise the facts that provided the motivation for 
conducting this study The steepest descent method was previously suces-
fully applied at Akzo Nobel Central Research Arnhem (ACR-A) to fitting 
the X-ray diffraction patterns of various polymers For highly unresolved 
peak patterns, such as the equator diffractogram of polymorphous PEN and 
the infra-red spectra of PET, many constraints had to be imposed to en 
force convergence to acceptable solutions These constraints were usually 
not based on physical considerations but originated in an iterative process 
of fitting and evaluating This is certainly a time consuming task and there 
is uncertainty about the effect of imposing constraints not based on physi-
cal facts Our research was focused on two aspects related to this problem 
First research on the possibilities of deriving accurate initial estimates from 
data and domain knowledge Second to study, for given domain assump-
tions, the efficiency of a genetic algorithm in combination with SD methods, 
in obtaining optimum final estimates for the peak parameters The perfor-
mance of genetic algorithms is based on random changes with reproduction 
of the best solution We have shown that GAs, in this respect, have a good 
search accuracy although the search precision is poor (RMSE = 8 45*10 ) 
The opposite applies to SD-techmques (RMSE = 26 48*10 -2) The com-
bination of both procedures combines good search accuracy and precision 
(RMSE = 3 46*10~2) Special attention has still to be paid to the exchange 
from GA to SD If the evolution period for the GA is too short, the resulting 
estimates for the SD method are not accurate enough to prevent ill-defined 
parameter values If the evolution time taken is much longer than necessary, 
then there is an appreciable waste of computation time We have now fitted 
all spectra with the GA-SD procedure The interpretation of the results is 
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beyond the scope of this chapter and will soon be published elsewhere. 
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Chapter 7 
Towards On-line Structure 
Analysis 
In this chapter the application of partial least-squares (PLS) to the analysis 
of the physical structure of poly(ethylcne tercphthalate) yarns from their 
Raman spectra is discussed The results were generally within the order of 
magnitude of the measurement error, with the exception of the relative yarn 
viscosity In on-line analysis the quality of the obtained spectra is expected 
to decrease compared with spectra obtained under laboratory conditions 
This is due to ¡imitations imposed the processes PLS calibrations with dis-
toited and convoluted data sets showed that loss of predictivity ¡ь expected 
m spectra with signal-to-noise ratio < 100 (with respect to the carbonyl 
stretching vibration at 1732 cm l) 01 at spectral resolutions from 32 c m - 1 
147 
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7.1 Introduction 
Recent advances in laser-spectroscopy, fibre optics and chemometrical meth-
ods have provided tools to indirectly measure physical structure and (thermo-
)mechanical properties of poly(ethylene terephthalate) (PET) yarns on the 
production line. Two possible ways to derive structure information from 
spectroscopic measurements can be distinguished. The first 'traditional' 
approach is to relate peak areas or intensities of individual bands to, for 
instance, orientational order and crystallinity. Due to the solid state char-
acter of the polymeric material, the spectra often consist of broad bands 
with strongly overlapping profiles. This makes proper curve resolution a 
difficult task (See Chapters 5 and 6). The second approach for relating 
spectra to structure and property data is to calibrate with multivariate re-
gression methods. As the proposed structure representation and consequent 
(thcrmo-)mechanical properties depend on more than one spectral feature, 
the modelling of spectrum - property relationships require a multivariate 
approach. The relationship between Raman spectra and the representation 
of the physical structure of PET yarns is discussed using the Partial Least-
Squares (PLS) algorithm. The quality of the spectra is defined by their 
spectral resolution, sampling resolution and signal-to-noise ratio (SNR). In 
on-line analysis, the quality of the obtained spectra is expected to decrease 
compared with spectra obtained in laboratory circumstances due to limita-
tions imposed by the processes. The minimum demands on the quality of 
on-line Raman spectra are estimated by a study of the influence of spectral 
resolution and SNR on the predictivity of the PLS model. The aim of the 
work described in this chapter is to test if multivariate calibration techniques 
can be applied to rapid determination of small variations in the proposed 
structure representation of PET yarns. Also, some ideas will be given for 
the furtherance of chemometrical research. 
7.2 Infra-red and Raman spectroscopy 
infra-red (IR) spectroscopy is one of the most widely used techniques in an-
alytical chemistry. This technique involves energy levels in the IR region of 
the spectrum (10000 to 4000 c m - 1 wavenumbers), with the region from 4000 
c m - 1 to 600 c m - 1 being known as the mid-infra-red (MIR) region. Most 
molecular energy levels are associated with internal vibrations of molecu-
lar structure and IR spectroscopy is the measurement of the absorption or 
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emission of photons from or to one of these states. Whereas IR spectroscopy 
measures the interactions between the electromagnetic field and the oscil­
lating dipoles, Raman spectroscopy measures the changes in polarisability. 
In principle, the following structural features can be examined with IR and 
Raman spectroscopy [79] : 
• Chemical nature: structural units, type and degree of branching, end 
groups, additives, impurities 
• Steric order: cis-trans isomerism, stereoregularity 
• Conformational order: physical arrangement of the polymer chain; 
folding in amorphous regions 
• State of order: crystalline, mesomorphous and amorphous phase, inter-
molecular forces, lamellar thickness 
• Orientation: type and degree of preferential polymer chain and side-
group alignment in anisotropic materials 
All of the individual measurements in the selected structure representation 
for poly(ethylene terephtalate) yarns should be directly extractable from 
the spectra since they are closely connected to the features outlined above. 
In a series of samples with large variations in physical structure (including 
as-spun yarns and partial orientated yarns), direct univariate determina­
tion of the orientational order parameters (P2)(P4) with polarised Raman 
spectroscopy (91] and, in a somewhat broader definition, determination of 
crystallinity and <P2)(P4)(P6)with 1 3 С solid state NMR [92] [93] has been 
demonstrated. 
There are three main reasons that prohibit an on-line application in a 
production environment: 
• The sensitivity of the methods to each of the parameters in fully drawn 
yarns is too limited for quantitative use 
• Since the peak patterns of solid materials exhibit strongly overlapping 
peak patterns, spectral curve-fitting is often necessary and this is a 
highly time-consuming task 
• Techniques that result in quantitative univariate measurements are 
often too complex to be used in a production environment 
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Provided there is a relation between the spectral information of a sample 
and its corresponding structure or properties, the use of multivariate cali­
bration techniques can be considered for problems in which no fundamental 
understanding in physical terms is required. 
There has been a considerable increase in the number of applications 
of Partial Least Squares (PLS), Principal Component Regression (PCR) 
and Artificial Neural Networks (ANN) to the inverse calibration of spectro­
scopic data to chemical composition or physical structure. This is due to 
the availability of fast computers and to N(IR) and Raman spectra that can 
be obtained with low SNR and high reproducibility. The PLS calibration 
of Raman spectra from a series of poly(ethylene terephthalate) chips and 
films with large variations in density has been published by Everall et al. 
[22]. Raman scattering requires relatively simple sample pre-processing and 
is therefore, in comparison to infra-red transmission spectroscopy, better 
suited for fast on-line analysis. 
7.3 Data-sets 
7.3.1 R a m a n spectra. 
The spectra of 150 samples were measured with a FT Bruker RFS-100 spec­
trophotometer with CaF beamsplitter and Ge-detector. A Nd:YAG laser 
operating at 1064 nm served as the emitting radiation source. The sam­
pling time was 2 minutes per sample at a spectral resolution of 4 c m - 1 (100 
scans). In the Raman spectrometer 180° backscattering geometry was used. 
The laser beam was linear polarised (100:1), the laser spot at the sample po­
sition was about 100 μπι in diameter and the yarn axis was placed parallel to 
the polarisation plane of the laser beam. The PET yarns were wound around 
a square rod mirror. A representative Raman spectrum, compensated for 
the intense elastic Raylcigh, scattering is depicted in Fig.7.1. 
Similar to the variations observed in the infra-red spectra of PET yarns, 
the spectral variations in this set were also very small in relation to the 
absorbance. The deviation spectrum calculated over all samples is plotted 
in Fig. 7.2 in the range 0-3500 c m - 1 . This spectrum can be interpreted 
as a 'sensitivity' spectrum and is simply the square root of the variance at 
each frequency in the spectrum. It gives the spectral regions where there 
are changes that may relate to the variations that need to be estimated. 
The maximum standard deviation from the intense peak near 1615 c m - 1 is 
approximately 0.6 % of its average intensity. Multiple Scattering Correction 












Figure 7.1: A Raman spectrum of a representative P E T sample. 
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Figure 7.2: Selectivity spectrum calculated from 150 Raman P E T 
spectra. 
(MSC) was used to compensate for optical pathlength differences. From 
this plot, the range from 600-1800 c m - 1 was selected for the calibration 
procedure. 135 randomly selected spectra were used to calibrate the PLS 
model. The remaining 15 spectra were used as a validation set. 
7.3.2 Reference m e a s u r e m e n t s 
The physical structure of all yarns was characterised by five structure param­
eters (See Chapters 2 and 3). These parameters were calculated from wide-
angle X-ray diffraction patterns, density measurements, pulse propagation 
velocities, birefringence and relative viscosity measurements and comprise: 
• The volume fraction of crystalline material (Vc) 
• The yarn viscosity as a measure of the length of the molecules {η
Γ
εΐ) 
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• An overall amorphous orientation factor (Fas) 
• A measure for the contour-length distribution factor of the tie-chains 
between successive crystals (Fad) 
• The average volume of the individual amorphous regions (Sa) 
7.4 Calibration and validation 
The partial least-squares regression method (PLS) is an important tool in 
many fields of chemistry; e.g. in analytical, physical and clinical chemistry 
and in industrial process control. It relates data-sets (referred to as X (spec­
tra) to Y (physical structures)) with linear relationships. The algorithm, like 
other multivariate regression methods, is based upon the decomposition of 
datasets X and Y into principal components. It is a procedure that simul­
taneously estimates the underlying components in both X and Y. Principal 
components are chosen in such a way that a subspace in X is defined that is 
likely to describe the variations in Y as closely as possible. Many different 
manifestations of this concept are described in the literature, for instance 
kernel PLS [94] [95] and quadratic PLS [96] to decrease computation time 
or to improve calibration results. In this chapter, use has been made of the 
classical PLS algorithm as described by Geladi [97]. A PLS analysis may be 
performed one variable at a time, in which case it is described as PLS1. If 
the calibration is performed using two or more structure variables simulta­
neously, then the method involves a more complex iterative procedure that 
is called PLS2 [98]. In general PLS1 has better predictive properties unless 
physical structure variations are inter-correlated. Since the structure param­
eters have been chosen on the basis of orthogonality, PLS1 was used. The 
root mean square error of prediction (RMSEP) and calibration (RMSEC) 
are used to estimate the quality of the calibration and to determine the pre­
cision that might be attainable for unknown samples that are representative 
of the calibration samples. RMSEC and RMSEP are calculated according 
to the relations: 
RMSEC - /ΣΓ=ι(».-ί/02_ 
y η — df 




 are respectively the measured 
and estimated values for a structure parameter, df is equal to the number 
of factors used in the PLS analysis, and is increased by 1 if the data are 
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Figure 7.3: Estimated versus measured relative viscosity for cali­
bration and validation sets R M S E C = 0.021 R M S E P = 0.025. 
centred. 
RMSEP = 
where df=l if the data are centred. 
Г, 12 
Тл=і(Уі - Уг) 
η — dj 
7.4.1 R e s u l t s for R a m a n s p e c t r o s c o p y 
The data were pre-processed by scaling all variables in X and Y between -1 
and 1. The calibrated model gave poor results for the relative yarn viscosity 
T]
re
i. This is illustrated in Fig.7.3 in which the yarn viscosity as estimated 
by the PLS model is plotted against the measured values. The relative 
yarn viscosity is related to the concentration of carboxylic and glycolic end-
groups in PET. Presumably the variation in the end-group concentration is 
too low to give a significant response in the Raman spectra. Other estimated 
structure variables show good agreement between calibration and validation 
samples (Fig. 7.4-7.7). The RMSEP is in the order of magnitude of the 
measurement error for repeated measurements (Table 7.1). 
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Figure 7.4: Plot of crystallinity (Ve) for calibration and validation 
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Figure 7.5: Plot of orientation factor obtained with sonic modu­
lus (Fas) for calibration and validation samples RMSEC = 0.0056 
RMSEP = 0.0078. 
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Figure 7.6: Plot of orientation distribution factor (Fad) for calibra­
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Figure 7.7: Plot of coarseness (Sa) for calibration and validation 
samples RMSEC = 0.20 RMSEP = 0.22. 
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Table 7.1: RMSE values for calibration and validation samples used 
to estimate physical structure representation {?7
re
i, Fas, Fad, Sa, Ve} 
with Raman spectroscopy. 
RMSEC 
RMSEP 
Number of factors 
RMSE of measurement 
η
τε
1 Fas Fad Sa Ve 
0 021 0 0056 0 0245 0 22 0 0070 
0 025 0 00788 0 030 0 20 0 0055 
5 8 1 1 1 
0 008 0 0024 0 016 0 22 0 0066 
7.4.2 Factor-loadings of t h e P L S m o d e l for crystal l in i ty 
A correlation between the narrowing of the 1730 c m - 1 Raman C = 0 stretch­
ing band and increasing density of PET has been reported by Melveger [99]. 
He suggested that amorphous PET consists of a series of rotational states 
of C = 0 . This was confirmed by findings of Everall et al. except that no 
linear relation between half-width and density was found. A PLS1 model 
was calibrated to investigate the sensitivity of spectral variations to density. 
Since crystallinity is highly correlated to density (correlation coefficient = 
0.94, Table 2.5 ), we chose to calibrate crystallinity and interpret the results 
as if it were density. The first PLS factor-loading explains 70% of the total 
variation in crystallinity. If the band at 1730 c m - 1 is a pure band, no over­
lap with other bands is present, and a positive factor-loading with respect 
to density is expected for the entire bandwidth. However the region near 
the carbonyl stretching vibration indicates that this band may consist of two 
bands; a broad band correlating negatively to crystallinity and a sharp band 
correlating positively (Fig. 7.8). In infra-red spectroscopy it has been found 
that typical trans bands are composed of two bands, with contributions from 
the amorphous, and crystalline regions of the yarn If more detailed experi­
mentation can give further evidence to this hypothesis, then the use of width 
at half height of the 1730 c m - 1 C = 0 stretching band will result in a bias 
which may be the origin of the discrepancy between the correlations found 
by Melveger and Everall. Spectral curve-fitting may provide a definite an­
swer to the nature and origin of the 1730 c m - 1 band. However the analysis 
of spectral factor-loadings in general confirms the findings of Everall in that 
the PLS models utilised the bands at 1730, 1094 and 860 c m - 1 most strongly 
for predicting crystallinity. 
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Figure 7.8: Loadings spectrum of the first PLS factor for crys-
tallinity. 
7.5 Towards on-line s t ructure analysis 
For the estimation of the physical structure of PET by remote Raman spec­
troscopy, the signal-to-noise ratio (SNR) of the spectra are often decreased 
by the optical fibres needed to pass the beam to and from the sample on the 
production line and by restrictions imposed by the production process it­
self. The spectral sensitivity can be increased (but at the cost of specificity) 
by reducing the resolution at which the spectra are acquired. Reduction 
of spectral resolution was simulated by convolution of the original spectra 
with gaussian profiles with different half-widths. The influence of SNR was 
simulated by adding different levels of white noise to the spectra. White 
noise has a Gaussian distribution and is characterised by a mean value and 
a standard deviation. To obtain random numbers that are distributed nor­
mally, use is made of the Box-Muller method [100]. The selectivity spectrum 
(Fig. 7 2) shows that adding noise with a standard deviation higher than 
0.015 will result in considerable loss of selectivity for variations in physi­
cal structure. In Table 7.2 the data-sets distorted with different levels of 
added noise and spectra convoluted to simulate different spectral resolutions 
are listed. The selection of the calibration and validation sets was similar 
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Table 7.2: Data-sets derived from the original data-set by convolu­
tion and addition of noise. The spectral resolution of the spectra 
convoluted with different gaussian line shapes is a rough estimate 
of the true spectral resolution since additivity of the instrumental 
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to the selection made in previous PLS calibrations. The effects of convo­
lution and noise addition are shown in Figures 7.9 and 7.10. Despite the 
decrease in spectral resolution the PLS models were still able to estimate all 
four structure parameters with acceptable errors to a resolution of about 32 
c m
- 1
 (Table 7.3). As expected, predictability of the PLS models starts to 
decrease when a noise level is added equal to the level of spectral variations. 
White noise, with a deviation over 0.006, results in a substantial increase of 
the RMSEP. Noise with a deviation of 0.006 corresponds with a SNR of 125 
in relation to the carbonyl stretching vibration at 1732 c m - 1 . For on-line 
analysis of physical structure this is a very limiting requirement since the 
deviation of 0.006 is not only related to SNR but also to the stability of the 
Raman spectrum. Small peak-shifts due to changes in the sources emitting 
radiation, fluctuations in scattered intensities arising from changes in mea­
surement conditions and instrument drift may all result in variations beyond 
the maximum allowable deviation. De Noord has summarised the problem 
of standardisation of multivariate calibration in a tutorial [101]. Further 
study of the possible solutions proposed is necessary to maintain optimal 
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Table 7.3: R M S E P values for structure parameters. The results 
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128 c m - 1 
Fas Fad Sa Ve 
0 0078 0 0300 0 20 0 0055 
0 0069 0 0297 0 21 0 0062 
0 0066 0 0272 0 23 0 0081 
0 0084 0 0367 0 24 0 0077 
0 0083 0 0392 0 30 0 0078 
0 0092 0 0440 0 45 0 0075 
Table 7.4: R M S E P values for structure parameters. The results 















Fab Fad Sa Ve 
0 0078 0 030 0 20 0 0055 
0 0088 0 036 0 22 0 0056 
0 0080 0 026 0 27 0 0080 
0 0092 0 040 0 33 0 0104 
0 0092 0 043 0 50 0 0127 
0 0102 0 049 0 73 0 0143 
predictivity of these PLS models. 
7.6 Conclusions 
In contrast to spectra obtained from mixtures of chemical compounds, spec-
tral variations due to physical structure variations are extremely small. The 
traditional approach of univariate calibration is often too insensitive to es-
timate physical structure when RMSEP values of the order of magnitude of 
the experimental error are required This is due either to overlapping peak 
patterns or to the multivariate nature of the problem. It was illustrated 
that PLS is suitable for modelling small variations in the physical structure 
of PET yarns with low RMSEP (with the exception of the relative yarn 
viscosity). As a consequence of the small spectral response to changes in 
physical structure, the obtained PLS models are extremely sensitive to any 
other interferences causing spectral change. Maintenance of PLS models is 
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Figure 7 9- The effect of resolution on the observed Raman spec­
trum of a representative P E T sample. 
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Figure 7.10: The effect of noise addition on the observed Raman 
spectrum of a representative PET sample. 
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subject to further study. 
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Summary 
The recent increase in the number of scientific publications in the chemo-
mctric literature, in which the use of artificial neural networks and genetic 
algorithms is described, indicates that the field of "natural computation" 
has become an important extension to the traditional fields of chemometrics. 
The purpose of this study was initially to develop the relatively new field 
of natural computation towards "real-world" applications - from a chemo-
metric starting point. Although the chemometric approach is to the fore in 
this thesis, it became apparent that an in-depth knowledge of the aspects of 
the problem domain (in this case polymer physics) and the field of activity 
(industrial research) were a necessary condition for maximum exploitation 
of the possibilities of advanced chemometric techniques. It would not be 
justice to the work done in the past four years if this thesis was assessed 
only from a chemometric point of view. This summary therefore consists of 
three parts, each of them discussing the aspects of this thesis from a different 
standpoint. 
Polymer physics 
A given processing method and its technology have a direct effect on the 
morphology of the polymeric material in a finished product. The morphol-
ogy in turn determines the end-use properties of the material. Traditionally, 
the development of quantitative structure-property relationships are set out 
in the form of physical or deterministic models. The term "physical" im-
plies the existence of mechanisms from the natural sciences, applied to the 
material concerned, in terms of basic key parameters. With the advent of 
computers, data storage techniques and advances in measuring techniques, 
models based on correlation (statistical models) have gained an increasing 
popularity at the cost of deterministic models. A common misconception in 
175 
discussions about structure-property relationships is the opinion that su<h 
relationships are independent of process conditions This is true for deter-
ministic models but not unconditionally true for models or relations obtained 
by the correlation of experimental data Hence statistical models need to be 
tested on different processes or under different process conditions than those 
used to calibrate the model To come to a mechanistic understanding of 
structure-property relationships, at least the following two conditions have 
to be fulfilled, irrespective of the type of modelling (l)The key structure 
parameters that are able to describe all variations in end-use properties and 
morphology have to be known and (2) a picture of the total structure has 
to be known to serve as a basis for the mathematical development of the 
model in deterministic modelling and to test the relations that are found by 
statistical modelling The work outlined in this thesis contributed to both 
conditions in the following way 
With principal component analysis (PCA) and genetic algorithms (GAs), 
the minimum set of structure quantities necessary to describe the variations 
in the physical structure of poly (ethylene terephthalate) (PET) yarns was 
selected This structure representation of PET could be related to differ-
ent (thermo-)mechanical properties with artificial neural networks (ANNs) 
Properties could accurately be predicted from the physical structures arising 
from different PET melt-spmning processes The pure contributions from 
each structure variable to each property could be established Interpreta-
tion of the pure contributions in terms of the two-phase model for crystalline 
polymers led to a better understanding of the complex relation between the 
physical structure and the properties of PET yarns 
Improvements in the curve-fitting procedure for X-ray equator diffrac-
tograms resulted in a more accurate determination of crystal structure for 
a series of poly(ethylene naphthalate) yarns These improvements have 
provided the necessary conditions for allowing fast determination of the 
trans/gauche ratio, crystallinity and dichroism of other synthetic yarns from 
their infrared or Raman spectra 
Industrial research 
The development of yarns with properties that closely match the require-
ments of customers requires a detailed insight into the influences of process 
variations and structure arrangements on yarn properties In order to achieve 
this, use has been made of artificial neural networks Although the internal 
striK ture of ANNs is incomprehensive with respect to the mechanisms of the 
modelled relations, it is a fast and act urate way to make data and relations 
between data sets easily accessible 
From an effective process and product development point of-view it is 
interesting to be able to apply the relations that ha\e been modelled with 
ANNs in a reverse way, ι с to find possible structures or process settings 
resulting in a certain combination of desired properties bYNGA was devel­
oped to realise this It consists of a genetic algorithm m which an artificial 
neural network is embedded and serves as the 'knowledge-base' for the op­
timisation procedure The trained and validated ANNs, genetic algorithms 
and background knowledge in the form of texts and figures are implemented 
in a user-friendly software system called BESSY In this way knowledge 
concerning the relations between process conditions, physical structure and 
end-use properties of PET yarns are made accessible to other scientists 
Rapid on-line determination of product quality parameters becomes pro­
gressively more important as the product approaches the end of its life-
cycle RediK tion of the time span between signalling off-spec products and 
intervention in the process will lead to considerable decrease of waste and 
reduction of cost price In a preliminary study there was evidence that un­
der laboratory conditions the values of four of the five physical structure 
parameters of poly(ethylene terephthalate) (with the exception of relative 
yarn viscosity) could be obtained from the с orrespondmg Raman spe( tra 
using the partial least squares algorithm The crucial question whether reli­
able, robust and rapid on-line determination of quahtj measurements from 
spectra is possible is not yet answered and will be the subject of further 
studj 
Chemometrics 
The availability of large data bases and experimentation facilities in the form 
of pilot plants offered a unique opportunity to exploit the possibilities of nat­
ural computation m real-world applications Artificial neural networks were 
used to study the relation between the structure and the properties of PET 
yarns The basis for this was formed by a large jam-spinning experiment, in 
which many process parameters were varied systematically The yarns that 
were obtained differed m physical structure and in properties In general 
the results of these studies favour ANN compared to partial least-squares 
methods 
X-ray diffraction and spectroscopy allow physically relevant parameters 
such as apparent crystallite size, lattice parameters and onentational order 
to be directly calculated from peak positions, half widths and the intensities 
of peaks or bands To obtain sufficiently accurate final estimates of the var-
ious spectral parameters, a non-linear curve fitting routine is necessary In 
most cases a local search procedure whiui improves initial estimates using 
the partial derivatives of the solution space is used As the number of over-
lapping bands increases, the problem of obtaining reliable initial estimates 
gets progressively more difficult A global search technique is described 
for spectral curve fitting based on genetic algorithms which does not need 
accurate initial estimates and is less sensitive to loc al optima than loc al op-
timation procedures The initial estimate for a genetic algorithm is provided 
by a simple artificial neural network trained using comparatively simple sim-
ulated spectra as input Post-hybridisation with a local search procedure, m 
this case Gauss Newton with Marquart correction, outperformed the fitting 
performance of each separate technique 
Samenvatting 
Het snel stijgende aantal wetenschappelijke publicaties op het gebied \an 
de chemometne, waarm het gebruik van kunstmatige neurale netwerken en 
genetische algoritmen beschreven is, geeft aan dat deze zgn "natuurlijke' 
rekentechnieken een belangrijke aanvulling vormen op de traditionele werkge-
bieden van de chemometne Aanvankelijk was het doel van het onderzoek 
het toepassen van deze berekeningswijzen vanuit een chemometnsch perspec-
tief De chemometnsche benadering overheerst daarom in dit proefschrift 
Echter, gaandeweg het onderzoek werd duidelijk dat het identificeren van 
belangrijke toepassingsgebieden niet kan geschieden zonder inzicht in het 
probleem domein, in dit geval polymeer fysica en het werkgebied, indus-
triële research Deze samenvatting belicht daarom afzonderlijk het werk dat 
in de afgelopen vier jaar verricht іь, vanuit deze drie kanten 
Polymeer fysica 
Een procesvoering en de daarbij behorende technologie beïnvloeden direct 
de morfologie en de hieruit voortvloeiende thermische- en mechanise h eigen-
schappen van het polymère materiaal in het emdprodukt Structuur - eigen-
schappen relaties worden van oudsher beschreven door fysische of deter-
ministische modellen De basis voor deze modellen worden gevormd door 
fysische of chemische mechanismen, en toegepast op het materiaal waarvoor 
een modelbeschrijving gewenst is Door de opkomst van computers en ge-
avanceerde meetapparatuur groeit het aandeel van modellen die gebaseerd 
zijn op correlatie tussen verschillende datasets (statistische modellen) ten 
koste van deterministische modellen Een algemene misvatting is dat struc-
tuur eigenschappen relaties onafhankelijk zijn van het proces dat wordt 
toegepast Die onafhankelijkheid bestaat wel voor deterministische model-
en maar meestal niet voor statistische modellen Statistische modellen zijn 
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beperkt tot het gebied waarv oor ze gccalibreerd zijn Of er causale verbanden 
gevonden zi]n kan slechts worden aangetoond door het ¿eer kritisch testen 
van deze modellen op datasets die buiten het experimentele domein liggen 
Een bclangri]k voordeel ten opzichte \an deterministische modellen is dat, 
indien datasets van goede kwaliteit beschikbaar zijn, een snel en nauwkeurig 
inzicht in de relaties tussen structuur en eigenschappen verkregen kan wor-
den Aan de volgende twee voorwaarden moet voldaan worden om tot een 
mechanistisch inzicht te komen van structuur eigenschappen relaties Deze 
voorwaarden zijn onafhankelijk van het type model dat uiteindelijk gebruikt 
wordt (1) De belangrijkste structuur parameters die nodig zijn om de vari-
aties in eigenschappen te beschrijven moeten bekend zijn (2) Er moet een 
structuurbeeld bekend zijn waaraan de relaties die gevonden worden getoetst 
kunnen worden (voor statistische modellen), en die als basis kan dienen voor 
de mathematische beschrijving in deterministische modellen Het onderzoek 
dat beschreven wordt in dit proefschrift, heeft op de volgende manier bijge-
dragen tot deze twee punten 
Met behulp van principale componenten analyse (PCA) en genetische al-
goritmen is de minimale set aan structuurvariabelen bepaald die de variaties 
in fysische structuur van een groot aantal verschillende poly(ethyleen tereph-
thalaat) (PET) garens kan beschrijven Deze zogenaamde structuur repre-
sentatie kon gerelateerd worden aan verschillende thermische en mechanis-
che eigenschappen van PET met behulp van kunstmatige neurale netwerken 
Vanuit de fysische structuur bleek het mogelijk de eigenschappen te voor-
spellen met een nauwkeurigheid in de orde van grootte van de mcetnauw-
kcurigheid De pure invloeden van elke structuurparameter op iedere eigen-
s(hap kon verklaard worden in termen van het twee-fasen model voor semi-
kristalhjne garens Dit heeft geleid to een beter begrip van de fysische struc-
tuur en de hieruit voortvloeiende eigenschappen van PET garens 
Verbeteringen m de curvefit procedure aan Rontgen diffractogrammen 
heeft geleid tot een nauwkeuriger bepaling van de knstallijne structuur van 
poly(ethyleen naphthalaat) garens Bovendien geven de verbeteringen de 
mogelijkheid om snel een methode op te zetten voor het bepalen van confor-
m a l e verhoudingen, kristalhmteit en moleculaire oriëntatie in synthetische 
garens vanuit spectra met vele overlappende pieken zoals infrarood of Raman 
spectra 
Industriële research 
Een gedetailleerd inzicht 111 de invloeden van proces- en structuurvariaties 
op gareneigenschappen is nodig om garens te ontwikkelen die aansluiten bi] 
de vragen en eisen van de klanten Kunstmatige neurale netwerken zijn 
gebruikt om dit te realiseren Dit is een snelle en nauwkeurige manier om 
inzicht te kri]gen in de relaties tussen verschillende groepen data, zonder dat 
deze relaties vooraf expliciet geformuleerd behoeven te worden 
Vanuit het standpunt van een efficiente proces en produkt ontwikkeling 
is kennis omtrent de omgekeerde relatie van groot belang Een voorbeeld \an 
zo'η relatie is het zoeken van proccsomstandighcden die een bepaalde com­
binatie aan gareneigenschappen oplevert Het computerprogramma SYNGA 
is ontwikkeld om dit te realiseren SYNGA bestaat uit een optimalisatie rou 
tine, gebaseerd op een genetisch algoritme, waarin een kunstmatig neuraal 
netwerk is opgenomen dat dient als kennisbron voor de \oorwaartse relatie 
De neurale netwerken en genetische algoritmen zijn, samen met achtergrond-
kennis in de vorm van teksten en figuren opgenomen in een gcbruikcrsvrien 
dehik computersysteem genoemd BESSY Op deze manier wordt de beschik­
bare kennis op een efficiente manier aangeboden aan de domein experts 
Het bepalen van kwahteitsparameters in de productieli j wordt belang-
ri]ker naarmate het produkt de eindfase van zijn levenscyclus nadert Het 
reduceren van de tijd die ligt tussen het signaleren van eigenschappen die 
buiten de produktspecificaties liggen en het mgriipen in het proces, leidt 
tot een aanzienlijke vermindering van afval en verlaging m kostprijs In la­
boratorium omstandigheden is aangetoond dat de waarden van vier van de 
vijf fysische structuurparameters van poly(ethylccn terephthalaat) garens 
kunnen worden voorspeld vanuit de corresponderende Raman spectra met 
behulp van het partial least squares algoritme De vraag of betrouwbare, 
robuuste en snelle bepaling van kwahteitsparametcrs in the productich]n 
mogeh]k is kan nog met beantwoord worden Nader onderzoek is hiervoor 
noodzakelijk 
Chemometrie 
De aanwezigheid van grote databestanden en de beschikbaarheid van een 
proeffabriek boden een unieke gelegenheid om de mogelijkheden van reken­
technieken die afgeleid zijn van de natuur, te benutten om "echte" problemen 
op te lossen Kunstmatige neurale netwerken zijn toegepast om de complexe 
relatie tussen structuur en eigenschappen van PET garens te modelleren. 
De basis hiervoor werd gevormd door een groot experiment, waarin pro-
cesinstellingen systematisch gevarieerd zijn. De garens die op deze manier 
verkregen waren zijn zeer verschillend in fysische structuur en eigenschap-
pen. In het algemeen worden de eigenschappen van PET vanuit de fysische 
structuur beter voorspeld met neurale netwerken dan met het partial least-
squares algoritme. 
Vanuit röntgen diffractie of vanuit spectroscopie kunnen relevante struc-
tuurparameters zoals schijnbare kristalgroottc, eenheidscel dimensies, mole-
culaire oriëntatie en kristallinitcit direkt berekend worden vanuit piekposi-
ties, halfwaarde breedten en intensiteiten van banden of pieken. Om nauw-
keurige schattingen te verkrijgen van deze parameters, is een niet-lineairc 
rurvefit routine nodig. In de meeste gevallen wordt hierbij gebruik gemaakt 
van een methode die de beginschattingen optimaliseert, waarbij gebruik 
gemaakt wordt van de partieel afgeleiden van het responsoppervlak. Echter, 
het verkrijgen van goede beginschattingen wordt moeilijker naarmate het 
aantal overlappende pieken toeneemt. Bovendien wordt de zockruimte com-
plexer. In dit proefschrift wordt een genetisch algoritme beschreven dat geen 
nauwkeurige beginschattingen nodig heeft en minder gevoelig is voor locale 
optima dan de hierboven beschreven locale optimalisaticprocedures. De be-
ginschattingen van de piekposities en halfwaardebreedten worden gegeven 
door een simpel neuraal netwerk dat getraind is door middel van gesimuleerde 
spectra. Patronen waarin pieken zijn opgenomen met een relatief grote 
halfwaardebreedte, zoals amorfe scattering in röntgendiffractie patronen, 
kunnen niet door zo'n neuraal netwerk gedetecteerd worden. 
Het sequentieel gebruik van een genetisch algoritme gevolgd door een 
lokale zoekprocedure resulteerde in betere fits dan die van elke afzonderlijke 
techniek. 
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Stellingen behorende bij het proefschrift 
"Propess-Structure-Property Relationships Obtained with Natural Computation" 
I ) Fysische modellen en statistische modellen zijn complementair 
2) In navolging van de slogan "Een beter milieu, begin bij lezelf zouden 
milieuactivisten die roken volstrekt ongeloofwaardig beschouwd moeten worden 
3) De wetgeving m b t de uitstoot van dioxinen verbiedt het gebruik van alles-
branders 
4) Het vereenvoudigen van testmethoden door middel van experimenten die 
univanaat zijn uitgevoerd is zeer gevaarlijk, daar het ontstaan van 
schijncorrclaties eerder regel dan uitzondering is 
5) Een van de weinige goede gevolgen van het vergelijken van biologische neurale 
netwerken en de kunstmatige variant, zoals dit in de populair wetenschappelijke 
literatuur gebeurt, is dat hel gebruik van multivariate analyse technieken erdoor 
gepropageerd wordt 
6) Het vooroordeel dat blondjes dom zijn wordt in stand gehouden door Barbie™ 
- "Math class is tough Barbies voice chip by Mattel -
7) Om de inhoud te dekken zou de titel van het artikel van J Lm en С W Brown in 
Applied Spectroscopy 47(1993) eigenlijk moeten luiden "Determination of the 
temperature of water by near-ir spectroscopy" 
J Lm and С W Brown, Universal approach for determination of physical and 
chemical properties of water by NIR-spectroscopy, Appi Spectrosc , 47 1720-
1727,1993 
8) Het vergeli|ken van kleurenfoto's met zwart-wit foto's laat zien dat meer 
informatie niet altijd bijdraagt aan een betere beeldvorming 
9) De herinvoering van de evolutietheorie in het eindexamenpakket bevordert het 
begrip van genetische algoritmen 
10) De in het tennis gebruikelijke vertaling van love-fifteen in nul-vi|ttien suggereert 
dat de liefde niets voorstelt 




