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DEGREE THEOREMS AND LIPSCHITZ SIMPLICIAL VOLUME
FOR NON-POSITIVELY CURVED MANIFOLDS
OF FINITE VOLUME
CLARA LO¨H AND ROMAN SAUER
Abstract. We study a metric version of the simplicial volume on Riemann-
ian manifolds, the Lipschitz simplicial volume, with applications to degree
theorems in mind. We establish a proportionality principle and a product
inequality from which we derive an extension of Gromov’s volume compari-
son theorem to products of negatively curved manifolds or locally symmetric
spaces of non-compact type. In contrast, we provide vanishing results for the
ordinary simplicial volume; for instance, we show that the ordinary simplicial
volume of non-compact locally symmetric spaces with finite volume of Q-rank
at least 3 is zero.
1. Introduction and statement of results
The prototypical degree theorem bounds the degree deg f of a proper, continuous
map f : N →M between n-dimensional Riemannian manifolds of finite volume by
deg(f) ≤ constn · vol(N)
vol(M)
.
For example, Gromov’s volume comparison theorem [16, p. 13] is a degree theo-
rem where the targetM has negative sectional curvature and the domainN satisfies
a lower Ricci curvature bound. In loc. cit. Gromov also pioneered the use of the
simplicial volume to prove theorems of this kind. Recall that the simplicial vol-
ume ‖M‖ of a manifold M without boundary is defined by
‖M‖ = inf{|c|1; c fundamental cycle of M with R-coefficients}.
Here |c|1 denotes the ℓ1-norm with respect to the basis given by the singular sim-
plices. If M is non-compact then one takes locally finite fundamental cycles in the
above definition. Under the given curvature assumptions, Gromov’s comparison
theorem is proved by the following three steps (of which the third one is elemen-
tary):
(1) Upper volume estimate for target: ‖M‖ ≥ constn vol(M).
(2) Lower volume estimate for domain: ‖N‖ ≤ constn vol(N).
(3) Degree estimate: deg(f) ≤ constn ‖N‖/‖M‖.
Unless stated otherwise, all manifolds in this text are assumed to be connected
and without boundary. As Riemannian metrics on locally symmetric spaces of non-
compact type we always choose the standard metric, i.e., the one given by the Killing
form [12, Section 2.3.11].
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1.1. Main results. In this article, we prove degree theorems where the target is
non-positively curved and has finite volume. More specifically, we consider the case
where the target is a product of negatively curved manifolds of finite volume or
locally symmetric spaces of finite volume. To this end, we study a variant of the
simplicial volume, the Lipschitz simplicial volume, and pursue a Lipschitz version
of the three step strategy above. The properties of the Lipschitz simplicial volume
we show en route are also of independent interest.
Before introducing the Lipschitz simplicial volume, we give a brief overview of
the properties of the ordinary simplicial volume of non-compact locally symmetric
spaces of finite volume: On the one hand by a classic result of Thurston [29, Chap-
ter 6] the simplicial volume of finite volume hyperbolic manifolds is proportional
to the Riemannian volume. According to Gromov and Thurston the simplicial vol-
ume of complete Riemannian manifolds with pinched negative curvature and finite
volume is positive [16, Section 0.3]. In addition, we proved by different means that
the simplicial volume of Hilbert modular varieties is positive [23] (see also Theo-
rem 1.14 below). In accordance with these examples we expect positivity for all
locally symmetric spaces of Q-rank 1.
On the other hand, in Section 5 we show that the simplicial volume of locally
symmetric spaces of Q-rank at least 3 vanishes – in particular, the ordinary simpli-
cial volume does not give rise to the desired degree theorems.
Theorem 1.1. Let Γ be a torsion-free, arithmetic lattice of a semi-simple, center-
free Q-group G with no compact factors. Let X = G(R)/K be the associated
symmetric space where K is a maximal compact subgroup of G(R). If Γ has Q-rank
at least 3, then ‖Γ\X‖ = 0.
This result is based on a more general vanishing theorem (Corollary 5.4) derived
from Gromov’s vanishing-finiteness theorem [16, Corollary (A) on p. 58] by con-
structing suitable amenable coverings for manifolds with nice boundary and whose
fundamental groups admit small classifying spaces.
Gromov’s original applications of the vanishing-finiteness theorem contain the
surprising fact that the simplicial volume of any product of three open manifolds is
zero [16, p. 59]. However, there are products of two open manifolds whose simplicial
volume is non-zero (see Example 5.5), and Gromov’s argument fails for products of
two open surfaces. In particular, the Q-rank 2 case is still open.
In contrast to Theorem 1.1, Lafont and Schmidt showed the following positivity
result in the closed case [18]; the proof is based on work of Connell-Farb [9], as well
as – for the exceptional cases – Thurston, Savage, and Bucher-Karlsson:
Theorem 1.2 (Lafont, Schmidt). Let M be a closed locally symmetric space of
non-compact type. Then ‖M‖ > 0.
In view of the fact that the simplicial volume of non-compact manifolds is zero
in a large number of cases, Gromov studied geometric variants of the simplicial
volume [16, Section 4.4f], i.e., simplicial volumes where the simplices allowed in
fundamental cycles respect a geometric condition. In this article, we consider the
following Lipschitz version of simplicial volume:
Definition 1.3. Let M be an n-dimensional, oriented Riemannian manifold. For
a locally finite chain c ∈ C lfn (M) we denote the supremum of the Lipschitz con-
stants of the simplices occurring in c by Lip(c) ∈ [0,∞]. The Lipschitz simplicial
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volume ‖M‖Lip ∈ [0,∞] of M is defined by
‖M‖Lip = inf
{|c|1; c ∈ C lfn (M) fundamental cycle of M with Lip(c) <∞}.
By definition, we have the obvious inequality ‖M‖ ≤ ‖M‖Lip. It is easy to see
that if f : N →M is a proper Lipschitz map between Riemannian manifolds, then
deg(f) · ‖M‖Lip ≤ ‖N‖Lip.
Remark 1.4. If M is a closed Riemannian manifold, then ‖M‖ = ‖M‖Lip; each
fundamental cycle involves only finitely many simplices, and hence this equality
is implied by the fact that singular homology and smooth singular homology are
isometrically isomorphic [21, Proposition 5.3].
In Section 4 we prove the following theorem, which leads to a degree theorem
for locally symmetric spaces of finite volume.
Theorem 1.5 (Proportionality principle). LetM and N be complete, non-positively
curved Riemannian manifolds of finite volume. Assume that their universal covers
are isometric. Then
‖M‖Lip
vol(M)
=
‖N‖Lip
vol(N)
.
The proportionality principle for closed Riemannian manifolds is a classical the-
orem of Gromov [16, Section 0.4; 28, Chapter 5; 29, pp. 6.6–6.10]. The proportion-
ality principle in the closed case does not require a curvature condition, and our
proof in the non-closed case uses non-positive curvature in a light way. It might be
possible to weaken the curvature condition in the non-compact case.
By Theorem 1.2 the proportionality principle for the ordinary simplicial volume
cannot hold in general since for every locally symmetric space of finite volume there
is always a compact one such that their universal covers are isometric [4]. For the
same reason, Theorems 1.5 and 1.2 and Remark 1.4 imply the following corollary.
Corollary 1.6. The Lipschitz simplicial volume of locally symmetric spaces of finite
volume and non-compact type is non-zero.
Gromov [16, Section 4.5] states also a proportionality principle for non-compact
manifolds for geometric invariants related to the Lipschitz simplicial volume. Un-
raveling his definitions, one sees that it implies a proportionality principle for finite
volume manifolds without a curvature assumption (which we need) provided one of
the manifolds is compact (which we do not need). This would be sufficient for the
previous corollary. Gromov’s proof, which is unfortunately not very detailed, and
ours seem to be independent.
The simplicial volume of a product of oriented, closed, connected manifolds can
be estimated from above as well as from below in terms of the simplicial volume of
both factors [1, Theorem F.2.5; 16, p. 17f]. While the upper bound continues to hold
for the locally finite simplicial volume in the case of non-compact manifolds [22,
Theorem C.7], the lower bound in general does not.
The Lipschitz simplicial volume on the other hand is better behaved with respect
to products. In addition to the estimate ‖M ×N‖Lip ≤ c(dimM+dimN)·‖M‖Lip ·
‖N‖Lip, the presence of non-positive curvature enables us to derive also the non-
trivial lower bound:
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Theorem 1.7 (Product inequality for non-positively curved manifolds). Let M
and N be two complete, non-positively curved Riemannian manifolds. Then
‖M‖Lip · ‖N‖Lip ≤ ‖M ×N‖Lip.
On a technical level, we mention two issues that often prevent one from extending
properties of the simplicial volume for compact manifolds to non-compact ones, and
thus force one to work with the Lipschitz simplicial volume instead. Firstly, there
is no straightening (see Section 2.2) for locally finite chains: The straightening of
a locally finite chain c is not necessarily locally finite. However, it is locally finite
provided Lip(c) <∞, which motivates a Lipschitz condition. Secondly, there is no
well-defined cup product for compactly supported cochains. This is an issue arising
in the proof of the product inequality. We circumvent this difficulty by introducing
the complex of cochains with Lipschitz compact support (see Definition 3.6), which
carries a natural cup-product.
1.2. Degree theorems. To apply the theorems of the previous section to degree
theorems, we need upper and lower estimates of the volume by the Lipschitz sim-
plicial volume.
For the (locally finite) simplicial volume and all complete n-dimensional Rie-
mannian manifolds, Gromov gives the bound ‖M‖ ≤ (n − 1)nn! vol(M) provided
Ricci(M) ≥ −(n − 1) [16]. The latter stands for Ricci(M)(v, v) ≥ −(n − 1)‖v‖2
for all v ∈ TM . One can extract from loc. cit. a similar estimate for the Lipschitz
simplicial volume:
Theorem 1.8 (Gromov). For every n ≥ 1 there is a constant Cn > 0 such
that every complete n-dimensional Riemannian manifold M with sectional curva-
ture sec(M) ≤ 1 and Ricci curvature Ricci(M) ≥ −(n− 1) satisfies
‖M‖Lip ≤ Cn · vol(M).
Proof. For sec(M) ≤ 0 this follows from [16, Theorem (A),(4), in Section 4.3] by
applying it to U = M , R = 1, a fundamental cycle c, and ε → 0: One obtains a
fundamental cycle c′ made out of straight simplices whose diameter is less than R+ε.
In particular, Lip(c′) < ∞ by Proposition 2.4. Further, the estimate ‖M‖Lip ≤
‖c′‖ ≤ Cn vol(M) follows from (4) in loc. cit. and the Bishop-Gromov inequality,
which provides a bound of l′v(R) in terms of n [15, Theorem 4.19 on p. 214; 16, (C)
in Section 4.3].
Gromov also explains why these arguments carry over to the general case that
sec(M) ≤ 1 [16, Remarks (B) and (C) in Section 4.3]. In this case, c′ is made out of
straight simplices of diameter less than π/2 (Section 2.1), and Lip(c′) <∞ follows
from Proposition 2.6. 
Corollary 1.9. Any complete Riemannian manifold of finite volume that has an
upper sectional curvature and lower Ricci curvature bound has finite Lipschitz sim-
plicial volume.
Connell and Farb [9] prove, building upon techniques of Besson-Courtois-Gallot,
a degree theorem where the target M is a locally symmetric space (closed or finite
volume) with no local R, H2, or SL(3,R)/ SO(3,R)-factor. For non-compactM they
have to assume that f : N →M is (coarse) Lipschitz. Using the simplicial volume
(and the work by Connell-Farb, Thurston, Savage, and Bucher-Karlsson), Lafont
LIPSCHITZ SIMPLICIAL VOLUME OF NON-POSITIVELY CURVED MANIFOLDS 5
and Schmidt [18] prove degree theorems for closed locally symmetric spaces includ-
ing the exceptional cases. The following theorem includes also the non-compact
exceptional cases.
Theorem 1.10 (Degree theorem, complementing [9,18]). For every n ∈ N there is
a constant Cn > 0 with the following property: Let M be an n-dimensional locally
symmetric space of non-compact type with finite volume. Let N be an n-dimensional
complete Riemannian manifold of finite volume with Ricci(N) ≥ −(n − 1) and
sec(N) ≤ 1, and let f : N →M be a proper Lipschitz map. Then
deg(f) ≤ Cn · vol(N)
vol(M)
.
Proof. By Theorem 1.5 and Corollary 1.6 we know that ‖M‖Lip = constn vol(M)
where constn > 0 depends only on the symmetric space M˜ . Because there are only
finitely many symmetric spaces (with the standard metric) in each dimension, there
is Dn > 0 depending only on n such that ‖M‖Lip ≥ Dn vol(M). So Theorem 1.8
applied to N and ‖N‖Lip ≥ deg(f)‖M‖Lip yield the assertion. 
Unfortunately, the Lipschitz simplicial volume cannot be used to prove positivity
of Gromov’s minimal volume minvol(M) of a smooth manifold M ; the minimal
volume is defined as the infimum of volumes vol(M, g) over all complete Riemannian
metrics g on M whose sectional curvature is pinched between −1 and 1.
Next we describe the appropriate modification of minvol(M) in our setting: The
Lipschitz class [g] of a complete Riemannian metric g on M is defined as the set of
all complete Riemannian metrics g′ such that the identity id : (M, g′) → (M, g) is
Lipschitz. Then we define the minimal volume of [g] as
minvolLip(M, [g]) =
{
vol(M, g′); −1 ≤ sec(g′) ≤ 1 and g′ ∈ [g]}.
Of course, we have minvolLip(M, [g]) = minvol(M) whenever M is compact. The-
orem 1.10, applied to the identity map and varying metrics, implies:
Theorem 1.11. The minimal volume of the Lipschitz class of the standard metric
of a locally symmetric space of non-compact type and finite volume is positive.
Excluding certain local factors, Connell and Farb have the following stronger
statement for the minimal volume instead of the Lipschitz minimal volume.
Theorem 1.12 (Connell-Farb). The minimal volume of a locally symmetric space
of non-compact type and finite volume that has no local H2- or SL(3,R)/SO(3,R)-
factors is positive.
A little caveat: Connell and Farb state this theorem erroneously as a corollary of
a degree theorem for which they have to assume a Lipschitz condition. This would
only give the positivity of the Lipschitz minimal volume. However, Chris Connell
explained to us how to modify their proof to get the positivity of the minimal
volume.
As an application of the product inequality we obtain a new degree theorem
for products of manifolds with (variable) negative curvature or locally symmetric
spaces.
Theorem 1.13 (Degree theorem for products). For every n ∈ N there is a con-
stant Cn > 0 with the following property: Let M be a Riemannian n-manifold
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of finite volume that decomposes as a product M = M1 × · · · ×Mm of Riemann-
ian manifolds, where for every i ∈ {1, . . . ,m} the manifold Mi is either negatively
curved with −∞ < −k < sec(Mi) ≤ −1 or a locally symmetric space of non-
compact type. Let N be an n-dimensional, complete Riemannian manifold of finite
volume with sec(N) ≤ 1 and Ricci(N) ≥ −(n− 1). Then for every proper Lipschitz
map f : N →M we have
deg(f) ≤ Cn · vol(N)
vol(M)
.
Proof. In the sequel, Di, D
′
i, En, and Cn stand for constants depending only on n.
If Mi is negatively curved then Thurston’s theorem [16, Section 0.3; 29] yields
vol(Mi) ≤ Dn‖Mi‖ ≤ Dn‖Mi‖Lip.
If Mi is locally symmetric of non-compact type then, as in the proof of Theo-
rem 1.10, we also obtain vol(Mi) ≤ D′n‖Mi‖Lip. By the product inequality (Theo-
rem 1.7),
vol(M) ≤ max
i∈{1,...,m}
(Di, D
′
i)
m‖M‖Lip.
On the other hand, by Theorem 1.8, we have ‖N‖Lip ≤ En vol(N). Combin-
ing everything with ‖N‖Lip ≥ deg(f)‖M‖Lip, proves the theorem with the con-
stant Cn = En/maxi∈{1,...,m}(Di, D′i)
m. 
As a concluding remark, we mention a computational application of the pro-
portionality principle. We proved that ‖M‖ = ‖M‖Lip for Hilbert modular vari-
eties [23]. This fact combined with the proportionality principle 1.5 and work of
Bucher-Karlsson [8] leads then to the following computation [23]:
Theorem 1.14. Let Σ be a non-singular Hilbert modular surface. Then
‖Σ‖ = 3
2π2
vol(Σ).
Conversely, the proportionality principle 1.5 together with Thurston’s computa-
tion of the simplicial volume of hyperbolic manifolds shows that the simplicial vol-
ume of hyperbolic manifolds of finite volume equals the Lipschitz simplicial volume.
More generally, this holds true for locally symmetric spaces of R-rank 1 [23, Theo-
rem 1.5; see also beginning of Section 1.5]. However, in the general Q-rank 1 case,
the relation between the simplicial volume and the Lipschitz simplicial volume re-
mains open.
Organization of this work. Section 2 reviews the basic properties of geodesic
simplices and Thurston’s straightening. The product inequality (Theorem 1.7) is
proved in Section 3. Section 4 contains the proof of the proportionality principle
(Theorem 1.5). Finally, Section 5 is devoted to the proof of the vanishing result
(Theorem 1.1).
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2. Straightening and Lipschitz estimates of straight simplices
In Section 2.1, we collect some basic properties of geodesic simplices. We recall
the technique of straightening singular chains for non-positively curved manifolds
in Section 2.2. Variations of this straightening play an important role in the proofs
of the proportionality principle (Theorem 1.5) and the product inequality (Theo-
rem 1.7).
2.1. Geodesic simplices. Let M be a simply connected, complete Riemann-
ian manifold. Firstly assume that M has non-positive sectional curvature. For
points x, x′ in M , we denote by [x, x′] : [0, 1] → M the unique geodesic joining x
and x′. The geodesic join of two maps f and g : X → M from a space X to M is
the map defined by
[f, g] : X × [0, 1]→M, (x, t) 7→ [f(x), g(x)](t).
We recall the notion of geodesic simplex: The standard simplex ∆n is given by
∆n = {(z0, . . . , zn) ∈ Rn+1≥0 ;
∑
i zi = 1}, and we identify ∆n−1 with the sub-
set {(z0, . . . , zn) ∈ ∆n; zn = 0}. Moreover, the standard simplex is always
equipped with the induced Euclidean metric. Let x0, . . . , xn ∈ M . The geodesic
simplex [x0, . . . , xn] : ∆
n →M with vertices x0, . . . , xn is defined inductively as
[x0, . . . , xn]
(
(1− t)s+ t(0, . . . , 0, 1)) = [[x0, . . . , xn−1](s), xn](t)
for s ∈ ∆n−1 and t ∈ [0, 1].
More generally, if M admits an upper bound K0 ∈ (0,∞) of the sectional curva-
ture, then every pair of points with distance less than K
−1/2
0 π/2 in M is joined by
a unique geodesic. Thus we can define the geodesic simplex with vertices x0, . . . , xn
as before whenever {x0, . . . , xn} has diameter less than K−1/20 π/2 [16, 4.3 (B)].
In the following two sections (Sections 2.1.1 and 2.1.2), we provide uniform
estimates for Lipschitz constants of geodesic joins and simplices.
2.1.1. Lipschitz estimates for geodesic joins.
Proposition 2.1. Let M be a simply connected, complete Riemannian manifold of
non-positive sectional curvature, and let n ∈ N. Let f , g ∈ map(∆n,M) be smooth
maps. Then [f, g] is smooth and has a Lipschitz constant that depends only on the
Lipschitz constants for f and g.
Proof. Using the exponential map we can rewrite [f, g] as
(2.2) [f, g](x, t) = expf(x)
(
t · exp−1f(x)(g(x))
)
.
Since the exponential map viewed as a map TM → M ×M is a diffeomorphism,
[f, g] is smooth. The assertion about the Lipschitz constant is a consequence of the
following lemma. 
Lemma 2.3. Let X be a compact metric space and M as above. If f and g : X →
M are two Lipschitz maps, then the geodesic join [f, g] : X × [0, 1] → M is also a
Lipschitz map, and we have
Lip[f, g] ≤ 2 · (Lip f + Lip g + diam(im f ∪ im g)).
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Proof. Let (x, t), (x′, t′) ∈ X × [0, 1]. The triangle inequality yields
dM
(
[f, g](x, t), [f, g](x′, t′)
) ≤ dM([f(x), g(x)](t), [f(x), g(x)](t′))
+ dM
(
[f(x), g(x)](t′), [f(x′), g(x′)](t′)
)
.
Because Lip[f(x), g(x)] = dM (f(x), g(x)), the first term satisfies
dM
(
[f(x), g(x)](t), [f(x), g(x)](t′)
) ≤ |t− t′| · dM(f(x), g(x))
≤ |t− t′| · diam(im f ∪ im g);
notice that diam(im f∪im g) is finite because X is compact. The CAT(0)-inequality
allows us to simplify the second term as follows
dM
(
[f(x), g(x)](t′), [f(x′), g(x′)](t′)
) ≤ dM([f(x), g(x)](t′), [f(x), g(x′)](t′))
+ dM
(
[f(x), g(x′)](t′), [f(x′), g(x′)](t′)
)
≤ (1− t′) · dM
(
g(x), g(x′)
)
+ t′ · dM
(
f(x), f(x′)
)
≤ dM
(
g(x), g(x′)
)
+ dM
(
f(x), f(x′)
)
≤ Lip f · dX(x, x′) + Lip g · dX(x, x′).
Therefore, we obtain
dM
(
[f, g](x, t), [f, g](x′, t′)
) ≤ (Lip f + Lip g + diam(im f ∪ im g))
· 2 · dX×[0,1]
(
(x, t), (x′, t′)
)
. 
2.1.2. Lipschitz estimates for geodesic simplices. Similarly to geodesic joins also
geodesic simplices admit a uniform Lipschitz estimate and analogous smoothness
properties.
Proposition 2.4. Let M be a complete, simply connected, non-positively curved
Riemannian manifold. Then every geodesic simplex in M is smooth. Moreover, for
every D > 0 and k ∈ N there is L > 0 such that every geodesic k-simplex σ of
diameter less than D satisfies ‖Txσ‖ < L for every x ∈ ∆k.
Remark 2.5. Let M be a simply connected, complete Riemannian manifold of
non-positive sectional curvature. If x0, . . . , xk ∈ M , then applying the triangle
inequality inductively shows that
∀y∈∆k dM
(
[x0, . . . , xk](y), xk
) ≤ k · max
i, j∈{0,...,k}
dM (xi, xj)
and hence that
diam
(
im[x0, . . . , xk]
) ≤ 2 · k · max
i, j∈{0,...,k}
dM (xi, xj).
In the proof of Theorem 1.8, it is necessary to have a more general version of
Proposition 2.4 dealing with a positive upper sectional curvature bound. In this
case, locally, the same arguments apply:
Proposition 2.6. Let M be a complete, simply connected Riemannian manifold
whose sectional curvature is bounded from above by K0 ∈ (0,∞). Then every
geodesic simplex σ of diameter less than K
−1/2
0 π/2 is smooth. Further, there is a
constant L > 0 such that every geodesic k-simplex σ of diameter less than K
−1/2
0 π/2
satisfies ‖Txσ‖ < L for every x ∈ ∆k.
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The proofs of the following two lemmas used to prove Propositions 2.4 and 2.6
are elementary and thus omitted. The proof of the first one is very similar to Lee’s
proof of the Sturm comparison theorem [20, Proof of Theorem 11.1].
Lemma 2.7. Let u : [0, 1] → R≥0 be a smooth function such that u(0) = 0, and
u(t) > 0 for t ∈ (0, 1], as well as
∀t∈[0,1] d
2
dt2
u(t) +
π2
4
· u(t) ≥ 0.
Then for all t ∈ [0, 1] we have
u(t) ≤ u(1) · sin(t · π/2).
Lemma 2.8. Let f : V → W be a linear map between finite-dimensional vector
spaces with inner products. Let H ⊂ V be a subspace of co-dimension 1, and let
z ∈ V be a vector such that z and H span V . Let {y1, . . . , yk−1} be an orthonormal
basis of H. Assume that for some C > 0
∀w∈{z,y1,...,yk−1} ‖f(w)‖ ≤ C · ‖w‖.
Further, assume that the angle α between z and H lies in [ε, π/2] with 0 < ε ≤ π/2.
Then there is a constant L > 0 that depends only on dim(V ), C, and ε such that
‖f‖ < L.
Proof of Proposition 2.4 and 2.6. That geodesic simplices are smooth is easily seen
using the fact that the exponential map is a diffeomorphism. Let K0 ≥ 0 be an
upper bound for the sectional curvature of M . By normalizing the metric we may
assume that either K0 = 0 or K0 = 1. In the case K0 = 1, it is understood
that D = π/2. Led by the inductive definition of geodesic simplices, we prove the
proposition by induction over k: For k = 0 or k = 1 there is nothing to show.
We now assume that there is an L′ > 0 such that every geodesic (k−1)-simplex of
diameter less than D is smooth and that the norm of its differential is less than L′.
Let σ := [x0, . . . , xk] : ∆
k → M be a geodesic k-simplex of diameter less than D.
By the induction hypothesis,
(2.9) ∀p∈∆k−1
∥∥Tp[x0, . . . , xk−1]∥∥ < L′.
In the following, we write v0, . . . , vk for the vertices of ∆
k. Let p ∈ ∆k−1,
and let γ : [0, 1] → M denote the geodesic from xk to [x0, . . . , xk−1](p). Choose
an orthonormal basis {X1, . . . , Xk−1} of the hyperplane in Rk spanned by ∆k−1;
then we can view {X1, . . . , Xk−1} as an orthonormal frame of T∆k−1. For i ∈
{1, . . . , k − 1} we consider the following variation of γ:
Hi : (−εi, εi)× [0, 1]→M, (s, t) 7→
[
xk, σ(s ·Xi + p)
]
(t).
Let Xi(t) :=
d
dsHi(s, t)|s=0 ∈ TM . By definition, Xi is a Jacobi field along γ.
Moreover, we have at each point p(t) := [vk, p](t) of ∆
k the relation
(2.10) Tp(t)σ(Xi) = t ·Xi(t).
In order to obtain the desired bounds for ‖Tp(t)σ‖ we first give estimates for ‖Xi(t)‖
and then apply Lemma 2.8 to conclude the proof.
For the following computation, let Dt denote the covariant derivative along γ
at γ(t), and let K and R denote the sectional curvature and the curvature tensor,
10 CLARA LO¨H AND ROMAN SAUER
respectively. Straightforward differentiation and the Jacobi equation yield
d2
dt2
∥∥Xi(t)∥∥2 = 2 · ‖DtXi(t)‖2 − 〈R(Xi(t), d
dt
γ
) d
dt
γ,Xi(t)
〉
≥ −K0 · ‖Xi(t)‖2 ·
∥∥∥ d
dt
γ
∥∥∥2
≥ −K0 · ‖Xi(t)‖2 ·D2.
By definition, Xi(0) = 0, and by (2.10) and (2.9),
‖Xi(1)‖ = ‖Tpσ(Xi)‖ = ‖Tp[x0, . . . , xk−1](Xi)‖ < L′.
First assume that K0 = 0. Then the smooth function t 7→ ‖Xi(t)‖2 starts with the
value 0, is non-negative, and convex. So it is non-decreasing. This implies that
(2.11) ∀t∈[0,1] ‖Xi(t)‖ ≤ ‖Xi(1)‖ < L′.
Next assume that K0 = 1, thus D = π/2. Lemma 2.7 yields (2.11). Thus, in both
cases K0 = 0 or K0 = 1 we see that ‖Xi(t)‖ ≤ L′ for all t ∈ [0, 1]. Further note
that ∥∥∥Tp(t)σ( d
dt
p
)∥∥∥ = ∥∥∥ d
dt
γ
∥∥∥≤ D.
So Lemma 2.8 implies that there is a constant L > 0 that depends only on L′, D,
and k such that
‖Tγ(t)σ‖ < L
because the angle between the line p(t) and ∆k−1 is at least ε > 0 with ε depending
only on ∆k. 
2.2. Geodesic straightening. In the following, we recall the definition of the
geodesic straightening map on the level of chain complexes, as introduced by
Thurston [29, p. 6.2f].
Let M be a connected, complete Riemannian manifold of non-positive sectional
curvature. A singular simplex on M is straight if it is of the form pM ◦ σ for some
geodesic simplex σ on M˜ , where pM : M˜ →M is the universal covering map. The
subcomplex of the singular complex C∗(M) generated by the straight simplices is
denoted by Str∗(M); the elements of Str∗(M) are called straight chains. Every
straight simplex is uniquely determined by the (ordered set of) vertices of its lift
to the universal cover.
The straightening sM : C∗(M)→ Str∗(M) is defined by
sM (σ) := pM ◦
[
σ˜(v0), . . . , σ˜(v∗)
]
for σ ∈ map(∆∗,M),
where pM : M˜ →M is the universal covering map, v0, . . . , v∗ are the vertices of ∆∗,
and σ˜ is some pM -lift of σ.
Notice that the definition of sM (σ) is independent of the chosen lift σ˜ because
the fundamental group π1(M) acts isometrically on M˜ .
Proposition 2.12 (Thurston). Let M be a connected, complete Riemannian man-
ifold of non-positive sectional curvature. Then the straightening sM : C∗(M) →
Str∗(M) and the inclusion Str∗(M) → C∗(M) are mutually inverse chain homo-
topy equivalences.
The easy proof is based on Lemma 2.13 below, which is a standard device for
constructing chain homotopies. Because we need this lemma later, we reproduce
the short argument for Proposition 2.12 here.
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Proof of Proposition 2.12. For each singular simplex σ : ∆n →M on M , we define
Hσ := pM ◦
[
σ˜, [σ˜(v0), . . . , σ˜(vn)]
]
: ∆n × [0, 1]→M,
where v0, . . . , vn are the vertices of ∆
n, and σ˜ is a lift of σ with respect to the
universal covering map pM . It is not difficult to see that Hσ is independent of the
chosen lift σ˜ and that Hσ satisfies the hypotheses of Lemma 2.13 below.
Therefore, Lemma 2.13 provides us with a chain homotopy between idC∗(M) and
the straightening map sM . 
Lemma 2.13. Let X be a topological space. For each i ∈ N and each singular
i-simplex σ : ∆i → X let Hσ : ∆i × I → X be a homotopy such that for each face
map ∂k : ∆
i−1 → ∆i we have
Hσ◦∂k = Hσ ◦ (∂k × idI).
Then f (0) and f (1) : C∗(X)→ C∗(X), defined by f (m)(σ) = Hσ ◦ im for m ∈ {0, 1},
are chain maps. For every i ∈ N there are i+1 affine simplices Gk,i : ∆i+1 → ∆i×I
such that
H : Ci(X)→ Ci+1(X), h(σ) =
i∑
k=0
Hσ ◦Gk,i
defines a chain homotopy f (0) ≃ f (1).
Proof. This is literally proved in Lee’s book [19, Proof of Theorem 16.6, p. 422-424]
although the lemma above is not stated as such. 
Remark 2.14. The simplices Gk,i in the previous lemma arise from decomposing
the prism ∆i × I into (i + 1)-simplices.
3. Product inequality for the Lipschitz simplicial volume
This section is devoted to the proof of the product inequality (Theorem 1.7).
The corresponding statement in the compact case is proved by first showing
that the simplicial volume can be computed in terms of bounded cohomology and
then exploiting the fact that the cohomological cross-product is compatible with
the semi-norm on bounded cohomology [1, Theorem F.2.5; 16, p. 17f]. In a similar
fashion, the product inequality for the locally finite simplicial volume can be shown
if one of the factors is compact [16, p. 17f; 22, Appendix C].
To prove the Lipschitz version, we proceed in the following steps:
(1) We show that the Lipschitz simplicial volume can be computed in terms
of a suitable semi-norm on cohomology with Lipschitz compact supports;
this semi-norm is a variant of the supremum norm parametrized by locally
finite supports (Sections 3.1, 3.2, and 3.3).
(2) The failure of the product inequality for the locally finite simplicial volume
is linked to the fact that there is no well-defined cross product on compactly
supported cochains. In contrast, we show in Lemma 3.15 in Section 3.4
that there is a cross-product for cochains with Lipschitz compact support
(Definition 3.6), and we analyze the interaction between this semi-norm
and the cross-product on cohomology with compact supports (Section 3.4).
(3) Finally, we prove that the presence of non-positive curvature allows us to
restrict attention to locally finite fundamental cycles of the product that
have nice supports (Section 3.5). This enables us to use the information
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on cohomology with Lipschitz compact supports to derive the product in-
equality (Section 3.6).
3.1. Locally finite homology with a Lipschitz constraint. The locally finite
simplicial volume is defined in terms of the locally finite chain complex. In the
same way, the Lipschitz simplicial volume is related to the chain complex of chains
with Lipschitz locally finite support.
Definition 3.1. For a topological space X , we define K(X) to be the set of all
compact, connected, non-empty subsets of X .
For simplicity, we consider only connected compact subsets. This is essential
when considering relative fundamental classes of pairs of type (M,M −K).
Definition 3.2. Let X be a metric space, and let k ∈ N. Then we write
Slfk (X) :=
{
A ⊂ map(∆k, X); ∀K∈K(X) |{σ ∈ A | im(σ) ∩K 6= ∅}| <∞
}
Slf,Lipk (X) :=
{
A ∈ Slfk (X); ∃L∈R>0 ∀σ∈A Lip(σ) < L
}
.
The elements of Slf,Lipk (X) are said to be Lipschitz locally finite. The subcomplex
of C lf∗ (X) of all chains with Lipschitz locally finite support is denoted by C
lf,Lip
∗ (M),
and the corresponding homology – so-called homology with Lipschitz locally finite
support – is denoted by H lf,Lip∗ (X).
Theorem 3.3. Let M be a connected Riemannian manifold. Then the homomor-
phism
H lf,Lip∗ (M)→ H lf∗ (M)
induced by the inclusion C lf,Lip∗ (M)→ C lf∗ (M) is an isomorphism.
During the course of the proof of this theorem, we rely on the following notation:
Definition 3.4. Let X be a proper metric space, and let A ⊂ X be a subspace.
Let L ∈ R>0.
(1) We write C lf,<L∗ (X) for the subcomplex of C
lf,Lip
∗ (X) given by
C lf,<L∗ (X) :=
{
c ∈ C lf∗ (X); Lip(c) < L
}
.
(2) Similarly, we define C<L∗ (X) := {c ∈ C∗(X); Lip(c) < L} as well as
C<L∗ (X,A) := C
<L
∗ (X)/C
<L
∗ (A).
(3) We use the abbreviation
CLip∗ (X) := colim
L→∞
C<L∗ (X) =
{
c ∈ C∗(X); Lip(c) <∞
}
.
(4) The corresponding homology groups are denoted by H lf,<L∗ (X), H<L∗ (X),
H<L∗ (X,A), and H
Lip
∗ (X) respectively.
By definition, we can express the chain complex of chains with locally finite
Lipschitz support via the colimit
C lf,Lip∗ (X)
∼=←− colim
L→∞
C lf,<L∗ (X).
with the obvious inclusions as structure maps. Moreover, if X is connected, the
term on the right hand side expands to the inverse limit
∀L∈R>0 C lf,<L∗ (X)
∼=−→ lim←−
K∈K(X)
C<L∗ (X,X −K)
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with the obvious projections as structure maps.
Proof of Theorem 3.3. We divide the proof into three steps:
(1) For all L ∈ R>0 and all K ∈ K(M), the inclusion C<L∗ (M,M − K) →
C∗(M,M −K) induces an isomorphism on homology.
(2) For all L ∈ R>0, the inclusion C lf,<L∗ (M) → C lf∗ (M) induces an isomor-
phism on homology.
(3) The inclusion C lf,Lip∗ (M)→ C lf∗ (M) induces an isomorphism on homology.
For the first step, let L ∈ R>0 and K ∈ K(M). We consider the commutative
diagram
0 C<L∗ (M −K) C<L∗ (M) C<L∗ (M,M −K) 0
0 C∗(M −K) C∗(M) C∗(M,M −K) 0
of chain complexes. By definition, the rows are exact; hence, there is a correspond-
ing commutative diagram of long exact sequences in homology. In view of the
five lemma, it is therefore sufficient to show that the inclusion C<L∗ (U) → C∗(U)
induces an isomorphism on the level of homology whenever U is an open subset
of M .
By Lemma 3.5 below, the inclusion CLip∗ (U) → C∗(U) is a homology isomor-
phism. Let sd : C∗(U) → C∗(U) be the barycentric subdivision operator. The
map sd is chain homotopic to the identity via a chain homotopy h : C∗(U) →
C∗+1(U) [6, Section IV.17], and the classical construction of sd and h shows that
both sd and h restrict to the Lipschitz chain complex CLip∗ (U). Moreover, for every
Lipschitz simplex σ on U there is a k ∈ N such that Lip(sdk σ) < L. Now the
same argument as in the classical proof that singular homology is isomorphic to the
homology of the chain complex of “small” simplices [6, Section IV.17] shows that
the inclusion C<L∗ (U)→ CLip∗ (U) induces an isomorphism on homology. Therefore,
C<L∗ (U)→ C∗(U) is a homology isomorphism. This proves the first step.
We now come to the proof of the second step. Since the structure maps in the
inverse system (C<L∗ (M,M −K))K∈K(M) are surjective, we obtain a commutative
diagram
0 lim1H<Ln+1(M,M −K) H lf,<Ln (M) limH<Ln (M,M −K) 0
0 lim1Hn+1(M,M −K) H lfn (M) limHn(M,M −K) 0
with exact rows [30, Theorem 3.5.8]. By the first step, the outer vertical arrows
are isomorphisms. Therefore, the five lemma shows that also the middle vertical
arrows is an isomorphism, which proves the second step.
Finally, the third step follows from the second step because homology is com-
patible with taking filtered colimits. 
Lemma 3.5. Let M be a Riemannian manifold and let U ⊂M be an open subset.
Then the inclusion CLip∗ (U)→ C∗(U) induces an isomorphism on homology.
Proof. The proof consists of an induction as, for example, in Bredon’s proof of the
de Rham theorem [6, Section V.9]:
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If U ⊂ Rn is a bounded convex subset, then one can easily construct a chain
contraction for CLip∗ (U); therefore, the lemma holds for bounded convex subsets in
Euclidean spaces.
If U , V ⊂ M are open subsets such that the lemma holds for both of them as
well as for the intersection U∩V , then the lemma also holds for U∪V : The classical
construction of barycentric subdivision (and the corresponding chain homotopy to
the identity) [6, Section IV.17] restricts to the Lipschitz chain complex and thus
Lipschitz homology admits a Mayer-Vietoris sequence.
Proceeding by induction we see that the lemma holds for finite unions of bounded
convex subsets of Euclidean space. Then a standard colimit argument shows that
the lemma holds for arbitrary open subsets of Euclidean space.
We call an open subset V of M admissible if there is a smooth chart V ′ → Rn
and a compact set K ⊂ M such that V ⊂ K ⊂ V ′. In particular, any admissible
subset of M is bi-Lipschitz homeomorphic to an open subset of Rn, and hence the
lemma holds for admissible subsets of M .
Noting that the intersection of two admissible sets is admissible, the Mayer-
Vietoris argument shows that the lemma holds for finite unions of admissible sets.
Any open subset of M can be written as a union of admissible sets; hence, a
standard colimit argument yields that the lemma holds for arbitrary open subsets
of M . 
3.2. Cohomology with compact supports with a Lipschitz constraint. The
natural cohomological counterpart of locally finite homology is cohomology with
compact supports. Similarly, the cohomology theory corresponding to Lipschitz
locally finite homology is cohomology with Lipschitz compact supports; here, “cor-
responding” means in particular that there is an evaluation map linking homology
and cohomology (Remark 3.7).
Definition 3.6. Let X be a metric space. A cochain f ∈ homR(CLip∗ (X),R) is
said to have Lipschitz compact support if for all L ∈ R>0 there exists a compact
subset K ⊂ X such that
∀σ∈map(∆k,X)
(
Lip(σ) < L ∧ im(σ) ⊂ X −K) =⇒ f(σ) = 0.
The cochains with Lipschitz compact support form a subcomplex of the cochain
complex homR(C
Lip
∗ (X),R); this subcomplex is denoted by C∗cs,Lip(X).
The cohomology of C∗cs,Lip(X), denoted by H
∗
cs,Lip(X), is called cohomology with
Lipschitz compact supports.
Remark 3.7. Let X be a metric space. By construction of the chain com-
plexes C lf,Lip∗ (X) and C∗cs,Lip(X), the evaluation map
〈 · , · 〉 : C∗cs,Lip(X)⊗ C lf,Lip∗ (X) −→ R
f ⊗
∑
i∈I
ai · σi 7−→
∑
i∈I
ai · f(σi)
is well-defined. Moreover, the same computations as in the case of locally finite
homology/cohomology with compact supports show that this evaluation descends
to a map 〈 · , · 〉 : H∗cs,Lip(X)⊗H lf,Lip∗ (X) −→ R on the level of (co)homology.
Dually to Theorem 3.3, we obtain:
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Theorem 3.8. For all connected Riemannian manifolds, the natural homomor-
phism C∗cs(M)→ C∗cs,Lip(M) given by restriction induces an isomorphism on coho-
mology.
Proof. We start by disassembling the cochain complex C∗cs,Lip(M) into pieces that
are accessible by the universal coefficient theorem:
C∗cs,Lip(M) = lim←−
L→∞
C∗cs,<L(M),
C∗cs,<L(M) = colim
K∈K(M)
C∗<L(M,M −K).
Here, for all L ∈ R>0 and all K ∈ K(M),
C∗<L(M,M −K) := homR
(
C<L∗ (M,M −K),R
)
,
C∗cs,<L(M) :=
{
f ∈ C∗<L(M, ∅); i(f) ∈ C∗cs(M)
}
,
where i : C∗<L(M, ∅) → C∗(M) is the map sending f to the extension f of f
with f(σ) = 0 whenever Lipσ ≥ L.
Let L ∈ R>0 and K ∈ K(M). In the proof of Theorem 3.3, we have shown that
C<L∗ (M,M −K)→ C∗(M,M −K) induces an isomorphism on homology. There-
fore, the restriction C∗(M,M − K) → C∗<L(M,M − K) induces an isomorphism
on the level of cohomology by the universal coefficient theorem. Because homology
commutes with colimits, it follows that the restriction map C∗cs(M) → C∗cs,<L(M)
is a cohomology isomorphism.
Notice that the structure maps in the inverse system (C∗cs,<L(M))L∈R>0 are
surjective, in particular, they satisfy the Mittag-Leffler condition. Furthermore,
for L < L′ there is a k ∈ N such that the k-fold barycentric subdivision sdk
on C<L
′
∗ (M) lands in C<L∗ (M). The classical construction of the barycentric
subdivision operator shows that sdk : C<L
′
∗ (M) → C<L∗ (M) is a homotopy in-
verse of the inclusion [6, Section IV.17]. Thus, the restriction map in cohomology
H∗cs,<L′(M) → H∗cs,<L(M) is surjective; in particular, the Mittag-Leffler condi-
tion on the level of cohomology is also satisfied. Therefore, the lim1-term van-
ishes [30, Proposition 3.5.7], and we obtain [30, Theorem 3.5.8]
H∗cs,Lip(M) ∼= lim←−
L→∞
H∗cs,<L(M) ∼= H∗cs(M). 
3.3. Computing the Lipschitz simplicial volume via cohomology. Any ori-
ented, connected manifold possesses a (integral) fundamental class, which is a
distinguished generator of the locally finite homology H lfn (M ;Z)
∼= Z with inte-
gral coefficients in the top dimension n = dim(M). The fundamental class in
H lfn (M) = H
lf
n (M ;R) is, by definition, the image of the integral fundamental class
under the coefficient change H lfn (M ;Z)→ H lfn (M ;R). Correspondingly, one defines
the cohomological or dual fundamental class as a distinguished generator of the top
cohomology with compact supports.
Definition 3.9. LetM be an oriented, connected Riemannian n-manifold (without
boundary). The Lipschitz fundamental class of M is the homology class [M ]Lip ∈
H lf,Lipn (M) that corresponds to the fundamental class [M ] ∈ H lfn (M) via the isomor-
phism H lf,Lip∗ (M)→ H lf∗ (M) (Theorem 3.3). Analogously, one defines the Lipschitz
dual fundamental class [M ]∗Lip ∈ Hncs,Lip(M) of M .
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Remark 3.10. The proofs of Theorem 3.3 and 3.6 work for any coefficient module.
Thus one can equivalently define the Lipschitz fundamental class as the image of
the generator of H lf,Lipn (M ;Z) that corresponds to the integral fundamental class
in H lfn (M ;Z)
∼= H lf,Lipn (M ;Z) under the change of coefficients Z → R. Similar
considerations apply to the Lipschitz dual fundamental class.
In the compact case, the simplicial volume can be expressed as the inverse of
the semi-norm of the dual fundamental class [16, p. 17]. In the non-compact case,
however, one has to be a bit more careful [16, p. 17; 22, Theorem C.2]. Similarly,
also the Lipschitz simplicial volume can be computed in terms of certain semi-norms
on cohomology (Proposition 3.12).
Definition 3.11. Let M be a topological space, k ∈ N, and let A ⊂ map(∆k,M).
(1) For a locally finite chain c =
∑
i∈I ai · σi ∈ C lfk (M), let
|c|A1 :=
{
|c|1 if supp(c) ⊂ A,
∞ otherwise. ,
Here, supp(c) := {i ∈ I; ai 6= 0}.
(2) The semi-norms on (Lipschitz) locally finite/relative homology induced
by | · |A1 are denoted by ‖ · ‖A1 .
(3) If M is an oriented, connected n-manifold, then
‖M‖A := ‖[M ]‖A1 .
If moreover, K ∈ K(M), then
‖M,M −K‖A := ‖[M,M −K]‖A1 ,
where [M,M −K] ∈ Hn(M,M −K) is the relative fundamental class.
(4) For f ∈ Ck(M) we write
‖f‖A∞ := sup
σ∈A
|f(σ)| ∈ [0,∞].
(5) The semi-norms on (relative) cohomology with (Lipschitz) compact sup-
ports induced by ‖ · ‖A∞ are also denoted by ‖ · ‖A∞.
Proposition 3.12 (Duality principle for the Lipschitz simplicial volume). Let M
be an oriented, connected Riemannian n-manifold.
(1) Then
‖M‖Lip = inf
{‖M‖A; A ∈ Slf,Lipn (M)}.
(2) Moreover, for all A ∈ Slf,Lipn (M), we have
‖M‖A = 1‖[M ]∗Lip‖A∞
.
Proof. The first part follows directly from the definitions. For the second part let
A ∈ Slf,Lipn (M). Then
‖M‖A = sup
K∈K(M)
‖M,M −K‖A
= sup
K∈K(M)
1
‖[M,M −K]∗Lip‖A∞
=
1
‖[M ]∗Lip‖A∞
.
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We now explain these steps in more detail:
• The first equality is shown by constructing an appropriate diagonal se-
quence out of “small” relative fundamental cycles of the (M,M −K) sup-
ported on A [22, Proposition C.3].
• The class [M,M −K]∗Lip ∈ Hn(homR(CLip∗ (M,M −K),R)) is the dual of
the relative fundamental class in HLipn (M,M −K) ∼= Hn(M,M −K) ∼= R.
Therefore, the second equality is a consequence of the Hahn-Banach
theorem – this is exactly the same argument as in the non-Lipschitz case [22,
Proposition C.6], but applied to functionals on CLip∗ (M) instead of C∗(M);
this is possible because A is Lipschitz.
• The last equality is equivalent to
inf
K∈K(M)
‖[M,M −K]∗Lip‖A∞ = ‖[M ]∗Lip‖A∞.
Here the ≥-inequality is clear. For the ≤-inequality, let ε > 0 and con-
sider f ∈ Cncs,Lip(M) with ‖f‖A∞ ≤ ‖[M ]∗Lip‖A∞ + ε. By Theorem 3.8, there
is a compactly supported cochain g and a (n− 1)-cochain h with Lipschitz
compact support such that f = g + δh. Since A ∈ Slf,Lipn (M), the chain h′
defined by
h′(σ) =
{
h(τ) if σ ∈ ⋃nj=0{∂jσ; σ ∈ A },
0 otherwise,
is compactly supported. Further, f ′ := g + δh′ is compactly supported,
cohomologous in C∗cs,Lip(M) to f , and ‖f ′‖A∞ = ‖f‖A∞. In particular, there
is K ∈ K(M) with f ′ ∈ CnLip(M,M −K) and
‖[M,M −K]∗Lip‖A∞ ≤ ‖f ′‖A∞ = ‖f‖A∞ ≤ ‖[M ]∗Lip‖A∞ + ε.
This finishes the proof of the duality principle. 
3.4. Product structures in the Lipschitz setting. The definition of product
structures in singular (co-)homology is based on the following maps: LetX and Y be
topological spaces. Then there exist chain maps EZ : C∗(X)⊗C∗(Y )→ C∗(X×Y )
and AW : C∗(X × Y ) → C∗(X) ⊗ C∗(Y ), called the Eilenberg-Zilber map and the
Alexander-Whitney map, respectively, such that EZ ◦ AW and AW ◦ EZ both are
naturally homotopic to the identity; explicit formulas are, for example, given in
Dold’s book [10, 12.26 on p. 184].
The map EZ and the composition C∗(X) ⊗ C∗(Y ) → C∗(X × Y ), f ⊗ g 7→
(f ⊗ g) ◦AW, induce the so-called cross-products
× : Hm(X)⊗Hn(Y )→ Hm+n(X × Y ),(3.13)
× : Hm(X)⊗Hn(Y )→ Hm+n(X × Y )
in homology and cohomology, respectively.
Next we describe these cross-products more explicitly on the (co)chain level: Let
f ∈ Cm(X) and g ∈ Cn(Y ). Let πX and πY be the projections from X × Y to X
and Y , respectively. For a k-simplex σ, let σ⌋l and (k−l)⌊σ the l-front face and the
(k − l)-back face of σ, respectively. Then the explicit formula for AW in loc. cit.
yields
(3.14) (f × g)(σ) = f(πX ◦ σ⌋m) · g(πY ◦ n⌊σ).
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For simplices σ : ∆m → X and ̺ : ∆n → Y , the chain EZ(σ ⊗ ̺) can be described
as follows: The product ∆n × ∆m → X × Y of σ and ̺ is not a simplex but
can be chopped into a union of (m + n)-simplices (like a square can be chopped
into triangles, or a prism into tetrahedra). Then EZ(σ ⊗ ̺) is the sum of these
(m+ n)-simplices.
From this description we see that if c =
∑
i aiσi and d =
∑
j bj̺j are (Lip-
schitz) locally finite chains in (metric) spaces X and Y , then
∑
i,j aibj(σi × ̺j) is
a (Lipschitz) locally finite chain in X × Y . Thus, (3.13) extends to maps
× : H lfm(X)⊗H lfn (Y )→ H lfm+n(X × Y ),
× : H lf,Lipm (X)⊗H lf,Lipn (Y )→ H lf,Lipm+n (X × Y ).
In general, the cross-product of two cocycles with compact supports has not
necessarily compact support. However, the cross-product of two cochains with
Lipschitz compact supports again has Lipschitz compact support:
Lemma 3.15. Let M and N be two complete metric spaces, and let m, n ∈ N.
Then the cross-product on C∗(M) ⊗ C∗(N) → C∗(M × N) restricts to a cross-
product
× : Cmcs,Lip(M)⊗ Cncs,Lip(N)→ Cm+ncs,Lip(M ×N),
which induces a cross-product Hmcs,Lip(M)⊗Hncs,Lip(N)→ Hm+ncs,Lip(M ×N).
Proof. Let f ∈ Cmcs,Lip(M) and g ∈ Cncs,Lip(N). Let L ∈ R>0. Because f and g are
cochains with Lipschitz compact supports, there are compact sets KM ⊂ M and
KN ⊂ N with
∀σ∈map(∆m,M)
(
Lip(σ) ≤ L ∧ im(σ) ⊂M −KM
)
=⇒ f(σ) = 0,
and analogously for g and KN .
We now consider the compact set K := UL(KM ) × UL(KN) ⊂ M × N , where
UL(X) denotes the set of all points with distance at most L from X . Because
the diameter of the image of a Lipschitz map on a standard simplex is at most
as large as
√
2 times the Lipschitz constant of the map in question, we obtain: If
σ ∈ map(∆m+n,M ×N) with Lip(σ) ≤ L and im(σ) ⊂M ×N −K, then
im(πM ◦ σ) ⊂M −KM or im(πN ◦ σ) ⊂ N −KN .
In particular, f(πM ◦ σ⌋m) = 0 or g(πN ◦ n⌊σ) = 0. By (3.14), (f × g)(σ) = 0. In
other words, the cross-product f × g lies in Cm+ncs,Lip(M ×N). 
Definition 3.16. Let M and N be two topological spaces, let m, n ∈ N, and let
A ⊂ map(∆m+n,M ×N). Then we write
AM :=
{
πM ◦ σ⌋m; σ ∈ A
}
,
AN :=
{
πN ◦ n⌊σ; σ ∈ A
}
,
where πM : M ×N → M and πN : M × N → N are the projections. Notice that
AM and AN depend on m and n, but the context will always make clear which
indices are involved; therefore, we suppress m and n in the notation.
The cross-product of cochains with Lipschitz compact support is continuous in
the following sense:
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Remark 3.17. Let M and N be two topological spaces, and let m, n ∈ N. Then
– by the explicit description (3.14) – the cross-product satisfies
‖f × g‖A∞ ≤ ‖f‖AM∞ · ‖g‖AN∞
for all A ⊂ map(∆m+n,M ×N) and all f ∈ Cmcs,Lip(M), g ∈ Cncs,Lip(N).
Notice however, that in general the sets AM and AN are not locally finite even
if A is locally finite. This issue is addressed in Section 3.5.
Lemma 3.18. Let M and N be oriented, connected, complete Riemannian mani-
folds. Then
[M ×N ]∗Lip = [M ]∗Lip × [N ]∗Lip ∈ H∗cs,Lip(M ×N).
Proof. In view of Remark 3.10, it is enough to show〈
[M ]∗Lip × [N ]∗Lip, [M ]Lip × [N ]Lip
〉
= 1.
Let f ∈ Cmcs,Lip(M) and g ∈ Cncs,Lip(N) be fundamental cocycles that vanish on
degenerate simplices. Such fundamental cocycles always exist; for example, let f be
the cocycle σ 7→ ∫
∆m
σ∗ω where ω ∈ Ωm(M) is a compactly supported differential
m-form with
∫
M
ω = 1. Note that the integral exists by Rademacher’s theorem [14].
Let w =
∑
i aiσi ∈ C lf,Lipm (M) and z =
∑
j bj̺j ∈ C lf,Lipn (N) be fundamental
cycles of M and N respectively. The Eilenberg-Zilber and Alexander-Whitney
maps have the property that AW ◦ EZ differs from the identity by degenerate
chains [13, Theorem 2.1a (2.3)]. Thus, we obtain
〈f × g, w × z〉 =
∑
i,j
aibj(f × g)(σi × ̺j)
=
∑
i,j
aibj(f ⊗ g)
(
AW ◦ EZ(σi ⊗ ̺j)
)
=
∑
i,j
aibj(f ⊗ g)
(
σi ⊗ ̺j + degenerate simplices
)
=
∑
i,j
aibjf(σi)g(̺j) = f(w)g(z) = 1. 
3.5. Representing the fundamental class of the product by sparse cycles.
The functor C lf∗ is only functorial with respect to proper maps. For example, in
general, the projection of a locally finite chain on a product of non-compact spaces
to one of its factors is not locally finite.
Definition 3.19. LetM and N be two topological spaces, and let k ∈ N. A locally
finite set A ∈ Slfk (M ×N) is called sparse if{
πM ◦ σ; σ ∈ A
} ∈ Slfk (M) and {πN ◦ σ; σ ∈ A} ∈ Slfk (N),
where πM :M ×N →M and πN :M ×N → N are the projections.
A locally finite chain c ∈ C lf∗ (M ×N) is called sparse if its support is sparse.
The following proposition is crucial in proving the product inequality for the
Lipschitz simplicial volume.
Proposition 3.20. LetM and N be two oriented, connected, complete Riemannian
manifolds (without boundary) with non-positive sectional curvature.
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(1) For any cycle c ∈ C lf,Lip∗ (M×N) there is a sparse cycle c′ ∈ C lf,Lip∗ (M×N)
satisfying
|c′|1 ≤ |c|1 and c ∼ c′ in C lf,Lip∗ (M ×N).
(2) In particular, the Lipschitz simplicial volume can be computed via sparse
fundamental cycles, i.e.,
‖M ×N‖Lip = inf
{‖M ×N‖A; A ∈ Slf,LipdimM+dimN (M ×N), A sparse}.
Proof. The second part is a direct consequence of the first part. For the first part,
we take advantage of a straightening procedure:
Let FM ⊂ M and FN ⊂ N be locally finite subsets with U1(FM ) = M and
U1(FN ) = N . Then the corresponding preimages F˜M := p
−1
M (FM ) ⊂ M˜ and F˜N :=
p−1N (FN ) ⊂ N˜ satisfy U1(F˜M ) = M˜ and U1(F˜N ) = N˜ , where pM : M˜ → M and
pN : N˜ → N are the Riemannian universal covering maps.
Furthermore, also the product F := FM × FN ⊂ M × N is locally finite, and
there is a π1(M)× π1(N)-equivariant map f : M˜ × N˜ → F˜M × F˜N =: F˜ such that
dfM× eN
(
z, f(z)
) ≤ √2
holds for all z ∈ M˜ × N˜ .
For σ ∈ map(∆k,M ×N), we define
hσ := (pM × pN ) ◦
[
σ˜, [f(σ˜(v0)), . . . , f(σ˜(vk))]
]
: ∆k × [0, 1]→M ×N,
where v0, . . . , vk are the vertices of the standard simplex ∆
k, and σ˜ is a lift of σ.
By Lemma 2.3 and Proposition 2.4 (and Remark 2.5), the map hσ is Lipschitz,
and the Lipschitz constant can be estimated from above in terms of the Lipschitz
constant of σ. Moreover, the fact that f is equivariant and covering theory show
that
hσ◦∂j = hσ ◦ (∂j × id[0,1])(3.21)
for all σ ∈ map(∆k,M ×N) and all j ∈ {0, . . . , k − 1}, where ∂j : ∆k−1 → ∆k is
the inclusion of the j-th face.
We now consider the map
H : C lf,Lip∗ (M ×N) −→ C lf,Lip∗+1 (M ×N)∑
i∈I
ai · σi 7−→
∑
i∈I
ai · hσi ,
where hσ is the singular chain constructed out of hσ by subdividing the prism ∆
k×
[0, 1] in the canonical way into a sum of k+1 simplices of dimension k+1 (compare
Lemma 2.13).
The map H is indeed well-defined: As discussed above, for all c ∈ C lf,Lipk (M ×
N), all simplices occurring in the (formal) sum H(c) satisfy a uniform Lipschitz
condition depending on Lip(c). Further, it follows from im(hσ) ⊂ U√2(im(σ)) that
H maps locally finite chains to locally finite chains. As next step, we define
ϕ : C lf,Lip∗ (M ×N) −→ C lf,Lip∗ (M ×N)∑
i∈I
ai · σi 7−→
∑
i∈I
ai · hσi( · , 1).
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In other words, ϕ is given by replacing each simplex by a straight simplex whose
vertices lie in FM × FN and whose vertices are close to the ones of the original
simplex. Property (3.21) implies that ϕ is a chain map and that H is a chain
homotopy between the identity and ϕ (see Lemma 2.13).
By construction, ‖ϕ‖ ≤ 1. Therefore, it remains to show that the image of ϕ
contains only sparse chains:
Let c ∈ C lf,Lipk (M ×N). Let A := supp(ϕ(c)). Because the geodesics in M˜ × N˜
are just products of geodesics in M˜ and N˜ , it follows that the projection πM :
M ×N →M preserves straight simplices. Thus, the set {πM ◦ σ; σ ∈ A} consists
of straight simplices whose Lipschitz constant is bounded by Lip(c) and whose
vertices lie in FM . The fact that FM is locally finite and that there are only finitely
many straight simplices with a bounded Lipschitz constant and the same vertices
imply that {πM ◦ σ; σ ∈ A} is locally finite. Similarly for the projection to N . So
the chain ϕ(c) is sparse. 
3.6. Conclusion of the proof of the product inequality. Finally, we can put
all the pieces collected in the previous sections together to give a proof of the
product inequality:
Proof of Theorem 1.7. In the following, we write m := dimM and n := dimN . In
order to prove the product inequality, it suffices to find for each ε ∈ R>0 locally
finite sets AM ∈ Slf,Lipm (M) and AN ∈ Slf,Lipn (N) with
‖M‖AM · ‖N‖AN ≤ ‖M ×N‖Lip + ε.
For every ε ∈ R>0, Proposition 3.20 provides us with a sparse fundamental
cycle c ∈ C lf,Lipm+n (M × N) with support A satisfying |c|1 ≤ ‖M ×N‖Lip + ε. In
particular,
‖M ×N‖ALip ≤ ‖M ×N‖Lip + ε.
By sparseness, the sets AM and AN associated to A (see Definition 3.16) lie in
Slf,Lipm (M) and S
lf,Lip
n (N), respectively. The duality principle (Proposition 3.12)
yields
‖M‖AM = 1‖[M ]∗Lip‖AM∞
, ‖N‖AN = 1‖[N ]∗Lip‖AN∞
, ‖M×N‖A = 1‖[M ×N ]∗Lip‖A∞
;
the cohomological terms are related as follows
‖[M ×N ]∗Lip‖A∞ ≤ ‖[M ]∗Lip‖AM∞ · ‖[N ]∗Lip‖AN∞
because [M ×N ]∗Lip = [M ]∗Lip × [N ]∗Lip (Lemma 3.18) and the cohomological cross-
product is compatible with the semi-norms (Remark 3.17).
Therefore, we obtain
‖M‖Lip · ‖N‖Lip ≤ ‖M‖AM · ‖N‖AN ≤ ‖M ×N‖A ≤ ‖M ×N‖Lip + ε. 
4. Proportionality principle for non-compact manifolds
Thurston’s proof of the proportionality principle in the compact case is based on
“smearing” singular chains to so-called measure chains [28, Chapter 5; 29, p. 6.6–
6.10]. We prove the proportionality principle in the non-compact case by combining
the smearing technique with a discrete approximation of it; to this end, we replace
measure homology by Lipschitz measure homology, a variant that incorporates a
Lipschitz constraint (Section 4.2).
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Throughout Section 4, we often refer to the following setup:
Setup 4.1. Let M and N be oriented, connected, complete, non-positively curved
Riemannian manifolds of finite volume without boundary whose universal covers
are isometric. We denote the common universal cover by U . Let G = Isom+(U) be
its group of orientation-preserving isometries. Then Γ = π1(M) and Λ = π1(N) are
lattices in G by Lemma 4.2 below. Let µΛ\G denote the normalized Haar measure
on Λ\G. The universal covering maps of M and N are denoted by pM and pN ,
respectively.
The following lemma is well known for locally symmetric spaces and compact
manifolds but we were unable to find a reference in the general case.
Lemma 4.2. Let M be a complete Riemannian manifold of finite volume. Then
Γ = π1(M) is a lattice in G = Isom(M˜).
Proof. The isometry group G acts smoothly and properly on M˜ . It is easy to see
that Γ is a discrete subgroup. Let x0 ∈ M˜ , and let K ⊂ G be the stabilizer of x0.
Let ν → Gx0 be the normal bundle of Gx0, and let ν(r) denote the sub-bundle of
vectors of length at most r. By the slice theorem [11, Chapter 2; 24, Section 2.2],
there exists r > 0 such that the exponential map exp : ν(r)→ V is a diffeomorphism
onto a tubular neighborhood V of Gx0. The map f : G×K νx0 → ν, (g, z) 7→ Tg(z)
is a diffeomorphism. Define g = f−1 ◦ exp−1. We equip G/K with the Riemannian
metric that turns the diffeomorphism G/K → Gx0 into an isometry. Since νx0
can be equipped with a K-invariant metric (K is compact), it is easy to see that
G ×K νx0(r) carries a G-invariant Riemannian metric such that the projection
G×K νx0(r)→ G/K is a Riemannian submersion. By compactness, there is λ > 0
such that Tzg has norm at most λ for all z ∈ exp(νx0(r)). By G-invariance of the
metrics, Tzg has norm at most λ for all z ∈ V , thus, g is λ-Lipschitz, and so is the
induced map between the Γ-quotients. We obtain that
vol
(
Γ\(G×K νx0(r))
) ≤ λdim(M) vol(Γ\V ) <∞.
Fubini’s theorem for Riemannian submersions [26, Theorem 5.6 on p. 66] yields
vol(Γ\G/K) vol(νx0(r)) = vol
(
Γ\(G×K νx0(r))
)
<∞.
Thus vol(Γ\G/K) <∞. Now equip G with a G-equivariant metric such that G→
G/K is a Riemannian submersion. By uniqueness, the corresponding Riemannian
measure on G is a Haar measure. Fubini’s theorem and vol(Γ\G/K) < ∞ show
that vol(Γ\G) <∞. 
4.1. Integrating Lipschitz chains. Before introducing the smearing operation in
Section 4.2, we first discuss integration of Lipschitz chains, which provides a means
to detect which class in locally finite homology a given Lipschitz cycle represents.
Let M be an n-dimensional Riemannian manifold, and let K ⊂ M be a com-
pact, connected subset with non-empty interior. Let Ω∗(M,M −K) be the kernel
of the restriction homomorphism Ω∗(M)→ Ω∗(M −K) on differential forms. The
corresponding cohomology groups are denoted by H∗dR(M,M −K). The de Rham
map Ω∗(M)→ C∗(M) restricts to the respective kernels and thus induces a homo-
morphism, called relative de Rham map,
Ψ∗ : H∗dR(M,M −K)→ H∗(M,M −K).
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The relative de Rham map is an isomorphism, which follows from the bijectivity
of the absolute de Rham map and an application of the five lemma. Note that
integration gives a homomorphism
∫
: HndR(M,M −K) → R. Moreover, it is well
known that
(4.3)
〈
Ψn[ω], [M,M −K]〉 = ∫
M
ω
holds for all n-forms ω.
Proposition 4.4. Let M be a Riemannian n-manifold, and let c =
∑
k∈N akσk ∈
C lfn (M) be a cycle with |c|1 <∞ and Lip(c) <∞.
(1) Then 〈dvolM , σk〉 ≤ Lip(c)n vol(∆n) for every k ∈ N.
(2) Furthermore, we have the following equivalence:∑
k∈N
ak · 〈dvolM , σk〉 = vol(M) ⇐⇒ c is a fundamental cycle.
Proof. For the first part, it suffices to observe that all Lipschitz simplices σ are
almost everywhere differentiable, that σ∗ dvolM is measurable (by Rademacher’s
theorem [14]), and that∣∣〈dvolM , σ〉∣∣ = ∣∣∣∣∫
∆n
σ∗ dvolM
∣∣∣∣ ≤ ess-sup
x∈∆n
‖Txσ‖n vol
(
∆n
) ≤ Lip(σ)n vol(∆n)
holds. In particular, we see that
∑
k∈N ak〈dvolM , σk〉 converges absolutely.
For the second part, let s ∈ R be the number defined by
[c] = s · [M ] ∈ H lfn (M).
In the following, we show that
∑
k∈N ak〈dvolM , σk〉 = s · vol(M): To this end, we
first relate s · vol(K) for compact K to a finite sum derived from the series on the
left hand side, and then use a limit process to compute the value of the whole series.
Let K ⊂ M be a connected, compact subset with non-empty interior. For δ ∈
R>0 let gδ : M → [0, 1] be a smooth function supported on the closed δ-neigh-
borhood Kδ of K with g|K = 1. Then gδ · dvolM ∈ Ωn(M,M −Kδ) is a cocycle,
and
s · vol(K) = lim
δ→0
s ·
∫
M
gδ dvolM .
On the other hand, the map Hn(jδ) : H
lf
n (M) → Hn(M,M − Kδ) induced by
the inclusion jδ : (M, ∅) → (M,M − Kδ) maps the fundamental class of M
to the relative fundamental class of (M,M − Kδ) and Hn(jδ)[c] is represented
by
∑
imσk∩Kδ 6=∅ akσk. Therefore, we obtain by (4.3)
lim
δ→0
∑
imσk∩Kδ 6=∅
ak · 〈gδ · dvolM , σk〉 = lim
δ→0
〈
Ψn[gδ · dvolM ], s · [M,M −Kδ]
〉
= lim
δ→0
s ·
∫
M
gδ dvolM
= s · vol(K).
24 CLARA LO¨H AND ROMAN SAUER
For each k ∈ N and δ ∈ R>0 we have |〈gδ ·dvolM , σk〉| ≤ Lip(c)n vol(∆n), and hence∣∣∣∣∑
k∈N
ak〈dvolM , σk〉 −
∑
imσk∩Kδ 6=0
ak〈gδ · dvolM , σk〉
∣∣∣∣
≤ 2 Lip(c)n vol(∆n) ·
∑
imσk⊂M−K
|ak|.
Because
∑
k∈N |ak| <∞, there is an exhausting sequence (Km)m∈N of compact,
connected subsets of M with non-empty interior satisfying
lim
m→∞ vol(K
m) = vol(M) and lim
m→∞
∑
imσk⊂M−Km
|ak| = 0.
Thus, the estimates of the previous paragraphs yield∑
k∈N
ak · 〈dvolM , σk〉 = lim
m→∞ limδ→0
∑
imσk∩Kmδ 6=∅
ak · 〈gmδ · dvolM , σk〉
= lim
m→∞ s · vol(K
m)
= s · vol(M).
If c is a fundamental cycle, then s = 1 and hence the series has value vol(M).
Conversely, if the series evaluates to vol(M), then vol(M) must be finite by the
first part. Therefore, we can deduce from the computation above that s = 1, i.e., c
is a fundamental cycle. 
One should be aware that the (locally finite) simplicial volume of a non-compact
manifold M might be finite even if vol(M) = ∞, e.g., ∥∥R2∥∥ = 0 – unlike the Lip-
schitz simplicial volume as the following direct corollary of Proposition 4.4 shows.
Corollary 4.5. Let M be a Riemannian manifold. If ‖M‖Lip is finite, then so
is vol(M).
4.2. The smearing homomorphism. Let M and N be smooth manifolds (with
or without boundary). The set of smooth mapsM → N equipped with the topology
that turns the differential map from this set to map(TM, TN) into a homeomor-
phism onto its image is denoted by C1(M,N). This topology is called C1-topology.
The following defines a variant of Thurston’s measure homology [29, p. 6.6f].
Definition 4.6 (Lipschitz measure homology). Let M be a Riemannian manifold.
(a) A signed Borel measure µ on C1(∆n,M) is said to have Lipschitz deter-
mination if there is L > 0 such that µ is determined on the subset of
C1-simplices whose Lipschitz constant is smaller than L.
(b) Let C Lip∗ (M) denote the set of signed Borel measures on C1(∆n,M) that
have finite total variation and Lipschitz determination. Then (C Lipn (M))n≥0
forms a chain complex whose elements are called Lipschitz measure chains.
The differential is given by the alternating sum of push-forwards induced
by face maps [25, p. 539; 31, Corollary 2.9]. The total variation defines a
norm on each of these chain groups.
(c) The homology groups of C Lip∗ (M) are denoted by H
Lip
∗ (M). They are
equipped with the quotient semi-norm.
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The Lipschitz determination condition ensures that the function σ 7→ ∫ σ∗ dvolM
is bounded on the supports of the measure chains in question. Therefore, Lipschitz
measure chains can be evaluated against the volume form:
Remark 4.7. Let M be a Riemannian n-manifold and let µ ∈ C Lipn (M). Then the
function
I : C1(∆n,M)→ R, σ 7→ 〈dvolM , σ〉 =
∫
∆n
σ∗ dvolM
is well defined, measurable, and µ-almost everywhere bounded, thus µ-integrable.
We denote the integral
∫
Idµ by 〈dvolM , µ〉.
Definition 4.8. For a Riemannian manifoldM , we define the following subcomplex
of C lf,Lip∗ (M) (see Definition 3.2)
Cℓ
1,Lip
∗ (M) =
{∑
i∈N
aiσi ∈ C lf,Lip∗ (M); σi smooth for all i ∈ N, and
∑
i∈N
|ai| <∞
}
.
A cycle in Cℓ
1,Lip
dimM (M) is called a fundamental cycle if it is a locally finite funda-
mental cycle in C lfdimM (M).
From now on, we refer to the setting in Setup 4.1. Thurston’s smearing technique
is a cunning way of averaging the simplices over the isometry group of the universal
cover:
Proposition 4.9. Let σ : ∆i → M be a smooth simplex, and let σ˜ : ∆i → U be a
lift of σ to U . The push-forward of µΛ\G under the map
smeareσ : Λ\G→ C1(∆i, N), Λg 7→ pN ◦ gσ˜
does not depend on the choice of the lift of σ and is denoted by µσ. Further there
is a well-defined chain map
smear∗ : Cℓ
1,Lip
∗ (M) −→ C Lip∗ (N),
∑
σ
aσσ 7→
∑
σ
aσµσ.
Proof. One uses the right G-invariance of µΛ\G for showing that smear∗ is indepen-
dent of the choice of the lifts and compatible with the boundary. The computations
are similar to the ones in the classical case [28, Section 5.4]. 
In the proof of the proportionality principle (Theorem 1.5), it is essential to be
able to determine the map induced by smearing in the top homology. We achieve
this by evaluating with respect to the volume form.
Lemma 4.10. For every fundamental cycle c ∈ Cℓ1,Lipn (M) we have〈
dvolN , smearn(c)
〉
=
∫
C1(∆n,N)
∫
∆n
σ∗ dvolN d smearn(c)(σ) = vol(M).
Remark 4.11. There exists a fundamental cycle in Cℓ
1,Lip
n (M) if and only if
‖M‖Lip < ∞. Equivalently, the Lipschitz simplicial volume can be computed by
smooth cycles:
(4.12) ‖M‖Lip = inf
{|c|1; c ∈ C lfn (M) smooth fundamental cycle, Lip(c) <∞}.
This can be shown without curvature conditions using relative approximation the-
orems for Lipschitz maps by smooth ones but in the case of non-positively curved
manifolds the straightening technique gives a quick proof of (4.12):
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If c =
∑
i∈I aiσi ∈ C lf∗ (M) satisfies Lip(c) < ∞, then Proposition 2.4 and
Remark 2.5 show that also the straightened chain c′ =
∑
i∈I ai · sM (σi) is both
Lipschitz and locally finite. Moreover, it is smooth by 2.4. Thus, straightening
chains gives rise to a chain map C lf,Lip∗ (M) → C lf,Lip∗ (M). The same arguments
as in Proposition 2.12 and Lemma 2.13 also apply in the locally finite case, which
implies that this chain map is homotopic to the identity. Hence [c′] = [c], which,
combined with |c′|1 ≤ |c|1, shows (4.12).
Proof of Lemma 4.10. In view of Remark 4.7, the double integral in the lemma is
well-defined. Because the universal covering maps pM and pN are locally isometric,
we obtain (where we write c =
∑
σ aσσ)
〈dvolN , smearn(c)〉 =
∑
σ
aσ〈dvolN , µeσ〉
=
∑
σ
aσ
∫
C1(∆n,N)
〈dvolN , ̺〉 dµeσ(̺)
=
∑
σ
aσ
∫
Λ\G
〈dvolN , pN ◦ gσ˜〉 dµΛ\G(g)
=
∑
σ
aσ
∫
Λ\G
〈dvolU , gσ˜〉 dµΛ\G(g)
=
∑
σ
aσ
∫
Λ\G
〈dvolU , σ˜〉 dµΛ\G(g)
=
∑
σ
aσ
∫
Λ\G
〈dvolM , σ〉 dµΛ\G(g).
By Proposition 4.4, the last expression equals vol(M). 
4.3. Proof of Theorem 1.5. In order to prove the proportionality principle (The-
orem 1.5), we proceed in the following steps:
(1) First we construct a Λ-equivariant partition of U into Borel sets of small
diameter and a corresponding Λ-equivariant 1-net.
(2) Using the 1-net and a straightening procedure, we develop a discrete ver-
sion of the smearing map – i.e., a mechanism turning fundamental cycles
on M into cycles on N . This has some similarity with the construction by
Benedetti and Petronio [1, p. 114f].
(3) By comparing the discrete smearing with the original smearing, integration
enables us to identify which class the smeared cycle represents.
(4) In the final step, we compute the ℓ1-norm of the smeared cycle, thereby
proving the theorem.
Proof of Theorem 1.5. Like in the previous paragraphs, we refer to the notation
established in Setup 4.1.
4.3.1. Construction of a suitable Λ-equivariant partition of U into Borel sets. By
locally subdividing a triangulation of N , it is possible to construct a locally finite
(and hence countable) set T ⊂ N and a partition (Fx)x∈T of N into Borel sets with
the following properties: For each x ∈ T we have x ∈ Fx, the diameter of Fx is at
most 1/2 (thus, T is a 1-net in N), and the universal cover pN is trivial over Fx.
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Let T˜ ⊂ U be a lift of T to U = N˜ . In view of the triviality condition, we
find a corresponding Λ-equivariant partition F˜ := (F˜x)x∈Λ·eT of U into Borel sets of
diameter at most 1/2. Note that Λ · T˜ is locally finite since Λ acts properly on N˜ .
4.3.2. Discrete version of the smearing map. In order to construct the discrete ver-
sion of the smearing map, we first define a version str of the geodesic straightening
that turns simplices in U into geodesic simplices with vertices in Λ · T˜ : For an
i-simplex ̺ : ∆i → U we define the geodesic simplex
stri(̺) := [x0, . . . , xi],
where x0, . . . , xi ∈ Λ · T˜ are the elements uniquely determined by the requirement
that for all j ∈ {0, . . . , i} the j-th vertex of ̺ lies in F˜xj . By Proposition 2.4,
the simplex stri(̺) is smooth. Because the partition F˜ is Λ-equivariant, so is stri.
Using the fact that all elements of F˜ are Borel and that Λ · T˜ is countable, it is not
difficult to see that the map stri : C
1(∆i, U)→ C1(∆i, N) is Borel with respect to
the C1-topology. Moreover, for all k ∈ {0, . . . , i}
(4.13) stri−1(∂k̺) = ∂k stri(̺).
For i ∈ N we write
Si :=
{
pN ◦ σ; σ : ∆i → U geodesic simplex with vertices in Λ · T˜
}
⊂C1(∆i, N),
and for every simplex σ : ∆i → U we define a map
fσ : G→ Si, g 7→ pN ◦ stri(gσ);
The map fσ is Borel because stri is Borel and the action of G is C
1-continuous (the
compact-open topology on G coincides with the C1-topology [28, Theorem 5.12]).
Furthermore, fσ induces a well-defined Borel map fσ : Λ\G→ Si, which we denote
by the same symbol.
We now consider the following discrete approximation of the smearing map de-
fined in Proposition 4.9
ϕ∗ : Cℓ
1,Lip
∗ (M)→ Cℓ
1,Lip
∗ (N)
ϕi
(∑
k∈N
akσk
)
:=
∑
̺∈Si
(∑
k∈N
ak · µΛ\G
(
f−1
eσk
(̺)
))·̺(4.14)
where each σ˜k is a lift of σk to U . First we show that ϕ∗ is well-defined: The
number µΛ\G(f
−1
eσ (̺)) does not depend on the choice of the lift σ˜ of the simplex σ
because µΛ\G is invariant under right multiplication of G. If L = Lip(σ), any lift σ˜
has diameter at most
√
2L. Hence, each pair of vertices of stri(gσ˜) has distance at
most 1+
√
2L. In view of Proposition 2.4 and Remark 2.5, stri(gσ˜), and thus feσ(g),
are smooth and have a Lipschitz constant depending only on L. Hence there is a
uniform bound on the Lipschitz constants of simplices appearing in the right hand
sum of (4.14). This also implies that (4.14) defines a locally finite chain because
both Λ · T˜ and T are locally finite. Therefore, ϕi is a well-defined homomorphism
for every i ∈ N.
Next we prove that ϕ∗ is a chain homomorphism: From (4.13) we obtain⋃
̺ with ∂k̺=ξ
{
Λg ∈ Λ\G; pN ◦ stri(gσ˜) = ̺
}
=
{
Λg ∈ Λ\G; pN ◦ stri−1(g∂kσ˜) = ξ
}
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for all σ ∈ map(∆i, N), k ∈ {0, . . . , i}, and all ξ ∈ map(∆i−1, N). Because the left
hand side is a disjoint, at most countable, union this implies that∑
̺ with ∂k̺=ξ
µΛ\G
(
f−1
eσ (̺)
)
= µΛ\G
(
f−1∂keσ(ξ)
)
.
Therefore, we deduce
∂kϕi(σ) =
∑
̺∈Si
µΛ\G
(
f−1
eσ (̺)
) · ∂k̺
=
∑
ξ∈Si−1
∑
̺ with ∂k̺=ξ
µΛ\G
(
f−1
eσ (̺)
) · ξ
=
∑
ξ∈Si−1
µΛ\G
(
f−1∂keσ(ξ)
) · ξ
= ϕi−1(∂kσ),
which shows that ϕ∗ is a chain map.
4.3.3. Comparison with the original smearing map. Let
j∗ : Cℓ
1,Lip
∗ (N)→ C Lip∗ (N)
be the chain map that is the obvious extension of the map given by mapping a
simplex σ to the atomic measure concentrated in {σ}. Next we show that there is a
chain homotopy between the smearing map smear∗ given in Proposition 4.9 and the
composition j∗ ◦ ϕ∗: For any smooth simplex σ : ∆i → U and g ∈ G the geodesic
homotopy from stri(gσ) to gσ followed by pN defines a map hσ(g) : ∆
i×I → N . By
Proposition 2.1, Proposition 2.4, and Remark 2.5, hσ(g) is smooth and its Lipschitz
constant is bounded from above in terms of the Lipschitz constant of σ. Moreover,
Proposition 2.1 shows that the map hσ : G → C1(∆i, N) is Borel with respect to
the C1-topology. Because str∗ is Λ-equivariant, we obtain a well-defined Borel map
hσ : Λ\G→ C1(∆i × I,N)
satisfying
hσ(Λg)|∆i×{0} = fσ(g),(4.15)
hσ(Λg)|∆i×{1} = pN ◦ gσ.
It is also clear that for each face map ∂k : ∆
i−1 → ∆i and every simplex
σ : ∆i → U we have
hσ◦∂k(Λg) = hσ(Λg) ◦
(
∂k × idI
)
.
Retaining the notation of Lemma 2.13 and Remark 2.14, for every σ : ∆i → U and
every k ∈ {0, . . . , i} let νσ,k be the push-forward of µΛ\G under the map
Λ\G→ C1(∆i+1, N), Λg 7→ hσ(g) ◦Gi,k.
If σ is a simplex in M and σ˜ a lift to U , then νeσ,k does not depend on the choice
of the lift and will be also denoted by νσ,k. We now define the homomorphism
H∗ : Cℓ
1,Lip
∗ (M)→ C Lip∗+1(N), Hi(σ) :=
∑
k=0
νσ,k.
Lemma 2.13 and (4.15) yield [31, Theorem 2.1 (1)]
∂Hi(σ) +Hi−1∂σ = ji(ϕi(σ))− smeari(σ)
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for every i-simplex σ inM . ThusH∗ is the desired chain homotopy j∗◦ϕ∗ ≃ smear∗.
The evaluation with dvolN (cf. Remark 4.7) is compatible with j∗, that is,〈
dvolN , j∗(c)
〉
= 〈dvolN , c〉
for every c ∈ Cℓ1,Lip∗ (N).
Let c ∈ Cℓ1,Lipn (M) be a fundamental cycle. Because evaluation with dvolN is
well-defined on homology classes and by Lemma 4.10, we obtain that〈
dvolN , ϕn(c)
〉
=
〈
dvolN , jn(ϕn(c))
〉
=
〈
dvolN , smearn(c)
〉
= vol(M).
Now Proposition 4.4 lets us determine the homology class of ϕn(c) as
(4.16) [ϕn(c)] =
vol(M)
vol(N)
· [N ].
4.3.4. The norm estimate and conclusion of proof. By symmetry we only have to
show that ‖M‖Lip
vol(M)
≥ ‖N‖Lip
vol(N)
,
and in addition we can assume ‖M‖Lip < ∞. By Remark 4.11, we can compute
the Lipschitz simplicial volume ‖M‖Lip by fundamental cycles lying in the chain
complex Cℓ
1,Lip
∗ (M). Let c =
∑
k∈N akσk ∈ Cℓ
1,Lip
n (M) be a fundamental cycle
of M . Because of (4.16) it suffices to show that
|ϕn(c)|1 ≤ |c|1,
which is a consequence the following computation:
|ϕn(c)|1 ≤
∑
̺∈Sn
∑
k∈N
|ak| · µ
(
f−1
fσk
(̺)
)
=
∑
k∈N
∑
̺∈Sn
|ak| · µ
(
f−1
fσk
(̺)
)
=
∑
k∈N
|ak|
= |c|1.
This finishes the proof of the proportionality principle. 
5. Vanishing results for the locally finite simplicial volume
In this section, we give a proof of the vanishing theorem (Theorem 1.1); the proof is
based on the fact that locally symmetric spaces of higher Q-rank admit “amenable”
coverings of sufficiently small multiplicity and Gromov’s vanishing finiteness theo-
rem.
As a first step, we recall Gromov’s definition of amenable subsets and sequences
of subsets that are amenable at infinity [16, p. 58] and his vanishing-finiteness
theorem:
Definition 5.1. Let X be a topological space.
(1) A subset U ⊂ X is called amenable in X if for every basepoint x ∈ U the
subgroup im
(
π1(U, x)→ π1(X, x)
)
is amenable.
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(2) A sequence (Ui)i∈N of subsets of X is called amenable at infinity if there is
an increasing sequence of compact subsets (Ki)i∈N of X with Ui ⊂ X−Ki,
X =
⋃
i∈NKi, and such that Ui is amenable in X − Ki for sufficiently
large i ∈ N.
Theorem 5.2 (Vanishing-finiteness theorem for simplicial volume [16, Corollary (A)
on p. 58]). Let M be a manifold without boundary of dimension n. Let (Ui)i∈N be a
locally finite covering of M by open, relatively compact subsets such that each point
of M is contained in at most n such subsets. If every Ui is amenable in M and
(Ui)i∈N is amenable at infinity, then ‖M‖ = 0.
As a next step, we provide a construction of locally finite coverings with small
multiplicity by relatively compact, open, amenable subsets; notice however that
such a covering is not necessarily amenable at infinity.
Theorem 5.3. Let M be a manifold and Γ = π1(M). Assume that Γ admits a
finite model for its classifying space BΓ of dimension k. Then there is a locally
finite covering of M by relatively compact, amenable, open subsets such that every
point of M is contained in at most k + 2 such subsets.
Proof. Since BΓ is k-dimensional and compact, every open covering of BΓ has a
finite refinement with multiplicity at most k+1 [17, Theorem V 1 on p. 54]. Starting
with a covering of BΓ by open, contractible sets, let (Vj)j∈J be a finite refinement
of multiplicity at most k + 1.
We pull this covering back to M via the classifying map ϕ :M → BΓ: For j ∈ J
let
Uj := ϕ
−1(Vj).
By construction, (Uj)j∈J is an open covering of M with multiplicity at most k+1.
However, the sets Uj may not be relatively compact.
To achieve a nice covering of M by relatively compact sets, we combine the
covering (Uj)j∈J with another covering of M of small multiplicity consisting of
relatively compact sets, which is constructed as follows: For every j ∈ J we choose
a covering Rj of R by bounded, open intervals such that each Rj has multiplicity 2
and for i 6= j the cover Ri ⊔Rj (disjoint union) has multiplicity at most 3. This is
possible because J is finite.
Let f :M → R be a proper function. We show now that the combined covering
U := (Uj ∩ f−1(W ))j∈J, W∈Rj
of M has the desired properties: In the following, by definition, we say that the
J-index of Uj ∩ f−1(W ) is j.
Because f is proper and the elements of the Rj are bounded, each set in U is
relatively compact.
Since ϕ : π1(M)→ π1(BΓ) is an isomorphism, the inclusion Uj ∩ f−1(W ) →֒M
is trivial on the level of π1 if and only if its composition with ϕ is so. But the
composition with ϕ factors over the inclusion Vj →֒ BΓ, which is trivial in π1. In
particular, each element of U is an amenable subset of M .
It remains to verify that U has multiplicity at most k + 2: Suppose there is a
subset U0 ⊂ U of k+ 3 sets whose intersection is non-empty. Because the elements
of U0 have at most k+ 1 different J-indices, and the multiplicity of each of the Rj
is at most 2, there must be i 6= j ∈ J such that there are at least two elements in U0
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having J-index i, and at least two with J-index j. But this contradicts the fact that
Ri ⊔Rj has multiplicity at most 3. So the multiplicity of U is at most k + 2. 
In order to obtain a suitable amenable covering that is amenable at infinity,
we impose additional constraints on the fundamental group of the boundary; one
should compare this also with Gromov’s remark on subpolyhedra [16, p. 59].
Corollary 5.4. Let M be the interior of a compact, n-dimensional manifold W
with boundary ∂W . Assume that Bπ1(M) admits a finite model of dimension at
most n− 2 and that at least one of the following conditions is satisfied
(1) The fundamental group π1(∂W ;x) is amenable for all x ∈ ∂W .
(2) For all x ∈ ∂W the inclusion induces an injection π1(∂W ;x)→ π1(W ;x).
Then ‖M‖ = 0.
Proof. By Theorem 5.3 we obtain a covering (Ui)i∈N of M by open, relatively com-
pact, amenable subsets inM which has multiplicity ≤ n. Let (Vi)i∈N be a decreasing
sequence of open neighborhoods in W of the boundary ∂W with
⋂
i∈N Vi = ∂W
and
⋃
i∈N Vi = W . By choosing collar neighborhoods of ∂W we can assume that
∂W is a deformation retract of Vi for all large i ∈ N. Because (Ui)i∈N is locally
finite, we additionally can assume that Ui ⊂ Vi for all i ∈ N.
If π1(∂W ;x) is amenable for every basepoint x then Ui is obviously an amenable
subset of Vi for all large i ∈ N. If the inclusion maps ∂W → W are π1-injective
then so are the inclusion maps Vi∩M →M for all large i ∈ N, and the amenability
of the subset Ui ⊂ Vi ∩M follows from the one of Ui ⊂M .
In either case we can now apply Gromov’s vanishing-finiteness theorem 5.2. 
Example 5.5 (Products of open manifolds with non-zero simplicial volume). We
consider the open manifold M := W ◦ × R, where (W,∂W ) is the surface with
boundary obtained by removing a finite number of pairwise disjoint, open discs
from an oriented, closed, connected surface of genus at least 1.
Then the fundamental group π1(M) ∼= π1(W ) is a finitely generated free group
and thus admits a finite model of dimension 1 = dimM − 2.
However, we can view M as the interior of the compact manifold W × [0, 1]
whose boundary is nothing but an oriented, closed, connected surface of genus at
least 2; in particular, this boundary has non-zero simplicial volume, which forces
the simplicial volume of M to be infinite [16, p. 17; 22, Corollary 6.2].
In fact, tracking down the construction of an open covering in the proof of
Theorem 5.3 shows that this particular covering is amenable but not amenable at
infinity.
In particular, the finiteness hypothesis in the corollary is not sufficient for the
vanishing of the simplicial volume. The following cohomological criterion helps to
check whether the finiteness hypothesis in the corollary is satisfied.
Lemma 5.6. Let Γ be a group that has a finite model for its classifying space BΓ.
(1) If cdΓ 6= 2, then there is a finite model of BΓ whose dimension equals the
integral cohomological dimension cdΓ of Γ.
(2) If cdΓ = 2, then there is a finite model of BΓ of dimension at most 3.
Proof. Because there is a finite model for BΓ, the group Γ is finitely presented and
of type FL. Therefore, a classic result of Eilenberg and Ganea shows that there is
a finite model of BΓ of dimension max{cdΓ, 3} [7, Theorem VIII.7.1].
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If cd Γ = 0, then Γ is the trivial group and hence the one-point space is a model
for BΓ. If cd Γ = 1, then Γ is free by a theorem of Stallings and Swan [27]; because
Γ is finitely presented, Γ is a finitely generated free group. In particular, we can
take a finite wedge of circles as a finite, one-dimensional model for BΓ. 
Using the techniques established in this section, we prove the vanishing theorem
for the locally finite simplicial volume of non-compact locally symmetric spaces of
Q-rank ≥ 3 (Theorem 1.1):
Proof of Theorem 1.1. The locally symmetric spaceM = Γ\X is a model of BΓ be-
cause X is non-positively curved [12, Sections 2.1 and 2.2], thus contractible. More-
over, M is homotopy equivalent to the Borel-Serre compactification W of M [5],
which thus is a finite model of BΓ. For rkQ Γ ≥ 3 the inclusion ∂W → W is a
π1-isomorphism [3, Proposition 2.3]. Furthermore, we have [5, Corollary 11.4.3]
cdΓ = dimX − rkQ Γ.
Therefore, Lemma 5.6 shows that there is a finite model for BΓ of dimension at
most max{dimX − rkQ Γ, 3} ≤ dimX − 2.
Thus, Corollary 5.4 yields the vanishing of ‖M‖. 
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