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Immense interests in thin-film fabrication for industrial applications have driven both theoretical
and computational aspects of modeling its growth with an aim to design and control film’s surface
morphology. Oftentimes, smooth surface is desirable and is experimentally achievable via molecular-
beam epitaxy (MBE) growth technique with exceptionally low deposition flux. Adatoms on the film
grown with such a method tend to have large diffusion length which can be computationally very
costly when certain statistical aspects are demanded. We present a graph theoretic approach to
modeling MBE grown thin film with long atomic mean free path. Using Markovian assumption and
given a local diffusion bias, we derive the transition probabilities for a random walker to traverse
from one lattice site to the others after a large, possibly infinite, number of hopping steps. Only
computation with linear-time complexity is required for the surface morphology calculation without
other probabilistic measures. The formalism is applied to simulate thin film growth on a two-
dimensional flat substrate and around a screw dislocation under the modified Wolf–Villain diffusion
rule. A rectangular spiral ridge is observed in the latter case with a smooth front feature similar to
that obtained from simulations using the well-known multiple registration technique. An algorithm
to compute the inverse of a class of sub-stochastic matrices is derived as a corollary.
Keywords: random walk, molecular beam epitaxy, Markov process, graph theory
I. INTRODUCTION
Dated back to the classic Seven Bridges of Ko¨nigsberg
problem [1], graph theory has been at the core of mathe-
matics and computer science and has recently fueled con-
siderable interests in understanding the behaviors of com-
plex networks [2]. One of the theory’s vast applications is
in the development of random walks on graphs [3]. Two
vertices, representing different system states, are linked
by an edge if there is a non-zero transition probability
connecting the two. This framework lends itself natu-
rally to modeling particle diffusion on a substrate such
as those observed in epitaxial growth of thin films [5].
An adatom, after deposition, can hop from one adsorp-
tion site to the next by thermal excitation. The adatom
will continue to hop as long as it can overcome the local
potential barrier, after which it becomes a part of the
substrate. Provided that the deposition rate is so low
that one movable adatom is present at a given time, one
can take its position as a system state. An edge con-
necting vertex i to j thus signifies a probability of the
adatom to make a hop correspondingly from position i
to j. If there exists an equal probability for hopping from
j to i for any pair of vertices (i, j), then the graph is said
to be undirected and the corresponding Markov chain is
time-reversible. The probability of finding the particle
at a later time is essentially governed by Laplace’s equa-
tion in the continuum limit. In a more realistic system
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a particle may react to the anisotropy of its surround-
ing [6] which results in a graph with edges being weighed
differently. For example, due to energy minimization,
adatom tends to be attracted toward one of the exist-
ing islands on the substrate causing it to enlarge. This
type of scheme is responsible for patterning on thin film
surfaces, which prompts the question: what is the most
probable surface pattern given the lattice structure and
local diffusion rule?
The simplest realizations of modeling solid-on-solid
layer-by-layer growth simulate the biased flow of atoms
through a potential landscape by simple bond counting.
In Wolf–Villain (WV) model [7], adatom moves in the
direction of maximizing its coordination number in the
next discrete time step; while in Das Sarma–Tamborenea
(DT) model [8], it moves to increase the number provided
that the current one is not sufficiently high. Despite their
simplicity, they are found to yield consistent simulation
results with more realistic finite-temperature model us-
ing Arrhenius hopping rate [9] and low-temperature MBE
experiments [10]. Often these models are applied in a
limited-mobility regime where adatom moves one lateral
step in the direction prescribed by the model and comes
to a halt. Naive extension of these models to mimic a
large diffusion length by repeated applications of one-step
motion cannot avoid prescribing an ad-hoc maximum
cutoff distance, and often is too computationally inten-
sive for problems which require large-scale and/or long-
time simulations. In this regard, we choose to apply our
formalism to simulating the spiral surface growth around
a screw dislocation commonly observed in MBE grown
films with lattice mismatch at the film-substrate inter-
2face such as that of GaN based devices [11? ], or certain
semiconductor materials [12], and provides a mechanism
for driving the growth of a class of nanowires [13]. Unlike
the spiral growth in the limit of fast desorption, where
the ridge motion can be determined locally and is well de-
scribed by Burton–Cabrera–Frank (BCF) model [14], the
minimal desorption limit where particle’s diffusion length
is comparable to the system size still presents a model-
ing challenge. Theoretical and computational investiga-
tions of spiral growth in this regime are typically carried
out in a continuum limit using a phase-field method [15].
This method although provides an analytical handle to
the problem, it suffers from the shortcomings of a con-
tinuum formulation, e.g., when accounting for system’s
anisotropy. Kinetic Monte-Carlo (kMC) method has also
been chosen to explore the spiral growth [16]. In order
to suppress microscopic noise, either the use of multiple-
registration [17] or atomic evaporation [16] schemes must
be implemented. The latter, though more realistic, is less
practical at the extremely low supersaturation limit be-
ing considered.
The paper is organized as follows. The mathematical
structures will be discussed in Sec. II where film’s sites
will be classified (Sec. II A) and the limiting lattice transi-
tions calculated (Sec. II B). Implementation and graph al-
gorithms shall be mentioned in Sec. II C. The formalism is
applied using the extended Wolf–Villain model on a two-
dimensional film growth on a flat substrate (Sec. III A)
and around a single screw dislocation (Sec. III B). Results
shall be discussed in Sec. IV, followed by concluding re-
marks in Sec. V
II. MATHEMATICAL CONSTRUCT
The mathematical question underlying our modeling
of particle diffusion with possibly infinite diffusion length
amounts to finding the probability that a random walker
beginning its journey at position i on a lattice would
reach point j by traveling along the edges connecting
them. Edges linking, say, vertex i to its neighbors are not
necessary of equal weights. Biased or asymmetric walks
are accounted for by having directed weighted edges.
This type of walks is required for modeling diffusion in
the presence of fields such as in electromigration [18]
or when adatoms sensitively react to local atomic con-
figurations. The Markovian assumption that each step
the walker takes is independent of the previous one was
proven to be quite accurate [19]. If only nearest-neighbor
hopping is allowed, only edges linking nearest neighbors
are present and the graph structure matches the struc-
ture of the lattice surface. In principle one can incorpo-
rate long atomic jumps by including edges linking remote
sites with a suitably weight factor. This type of jumps
has been observed experimentally with fairly significant
jump rates [20]. For simplicity we shall only limit our-
selves to one random walker. This allows us to easily de-
fine system’s state at a given time by the lattice position
of the walker. A more complicated scheme is required to
define a state should one choose to model, e.g., clustered
or collective diffusion [5].
FIG. 1. A graph representation of a transition matrix whose
vertices symbolize states of the system in terms of adatom’s
position. Each arrow depicts an edge linking two positions
whose transition probability from one to the other is non-
zero. The probability is derived from WV diffusion rule on a
circularly shaped substrate with a screw dislocation. One can
see the trace of the underlying simple cubic lattice structure
from the graph. Vertices and edges in red show a part of
the graph which is strongly connected. These vertices form a
class.
In this section, we shall outline the relevant portions of
discrete time Markov chain needed for the modeling and
state our graph algorithm for computing the infinite-hop
transition matrix. For an illustrative purpose, we shall
phrase the problem in the language of crystal growth
where an adatom wanders from point i to point j ac-
cording to a given set of diffusion rules by hopping be-
tween atomic positions (vertices) linking i and j. Let
a lattice configuration, some lattice-dependent property
which influences the probability of the adatom such as
atomic heights, be described by ~H ≡ {Hi}. Define a
one-step transition matrix P( ~H) whose element Pik(
~H)
gives a transition probability for an atom at i to go to
one of the connecting sites k which usually is a nearest
neighboring lattice site. A non-zero element Pik is thus
equivalent to having a directed edge with a correspond-
ing probabilistic weight connecting vertex i to vertex k
of a graph as shown, for example, in Fig 1. We also ac-
count for in-place hopping through the matrix element
Pii (represented graphically by a vertex with self loop).
Since the adatom must go somewhere
∑
k Pik = 1 which
makes P a stochastic matrix. Knowing P, one can eas-
ily find the transition probability from i to j if the atom
3takes exactly n hops using
P
(n)
ij =
∑
k
PikP
(n−1)
kj =
∑
k1,k2,...,kn−1
Pik1 · · ·Pkn−1j , (1)
or simply, P(n) = Pn in matrix notation. Since we are
interested in the long diffusion limit, we shall investigate
in particular the case where n→∞.
A. Lattice site classification
Given the state of height configuration ~H, one can clas-
sify lattice position j (or system’s state) according to the
limiting behavior of P∞ into transient class (denoted by
T ) or recurrent class (denoted by R). In case of finite
number of system’s states [21] (which is particularly rele-
vant for modeling Markov processes on a computer), j is
transient if P∞ij = 0 and recurrent otherwise [22]. Loosely
speaking, if one lets an adatom wander for a very long
time, it will end up at one of the recurrent sites. It is
easy to see that there must be at least one such site,
otherwise P∞ij = 0 for all j with edge(s) directed from
i. This would lead to
∑
j P
∞
ij = 0 and we would reach
a contradiction because the adatom starting from i must
go somewhere. The real merit of this classification is that
it can be done through permuting rows and columns of
P which amounts to relabeling of lattice positions, and
prior to the actual computation of P∞ itself.
If P is reducible, i.e., if there exists at least one tran-
sient site, then by definition one can find a non-unique
permutation matrix Q1 that transforms P into a block
triangular form such that Q⊤1 · P · Q1 = (
X Y
O Z
) , where
X and Z are square matrices, and O is a matrix with all
elements being zero. If X and Z are reducible still, then
we can apply another symmetric permutation to them.
If during the process there exist rows with nonzero en-
tries only in diagonal blocks, these rows can be permuted
to the bottom of the modified transition matrix. Finally
we shall arrive at the upper-triangular block form or the
canonical form for reducible matrices [23] of a system
via permutation matrix Q formed from the products of
previous permutation matrices:
P˜ = Q⊤ · P ·Q =
(
P˜TT P˜TR
O P˜RR
)
, (2)
where
P˜TT =

T1 T1,2 · · · T1,t
O T2 · · · T2,t
...
. . .
. . .
...
O · · · O Tt
 , (3)
P˜TR =
S1,1 · · · S1,r... . . . ...
St,1 · · · St,r
 , P˜RR =
R1 O. . .
O Rr
 .
Each diagonal block matrix T1, . . . ,Tt is either irre-
ducible or O and R1, . . . ,Rr are irreducible and stochas-
tic. In the language of graphs, the graph representation
of matrix A is irreducible if there is a sequence of di-
rected edges linking every pair of vertices together, i.e.,
the graph is strongly connected. As an example, the ver-
tices and edges highlighted in red in Fig. 1 make up a
subgraph which is strongly connected. Thus their tran-
sition matrix representation is irreducible.
Through the application of Q, the newly ordered, one-
step transition matrix P˜ shows the separations of lattice
sites into t transient classes T1, . . . , Tt, and r recurrent
classes R1, . . . ,Rr. The form also effectively suggests
from which transient classes is a site in a recurrent class
accessible [24]. It is therefore of paramount importance
to devise an algorithm to construct Q. We shall postpone
this discussion to Section II C.
B. Limiting lattice transitions
To arrive at the limiting probability transition matrix
P∞, one is interested in examining the possibility of tran-
sitions between elements in T and/or R. We shall state
without proofs these results [23], some of which are most
evident from the structure of P˜ in Equations (2) and (3).
The following transitions from i to j lead to vanishing
probability, P∞ij = 0: (a) i, j ∈ T , (b) i ∈ R1 but j ∈ R2,
and (c) i ∈ R and j ∈ T . In other words, after a large
number of hops, if a random walker beginning its trip
from any of the transient classes, it will eventually go to
a recurrent class. If, however, it already starts its journey
in one of the recurrent classes, it will stay there forever.
The remarkable theorem due to Oskar Perron and Georg
Froebenius [25] enables us to compute the limiting prob-
ability distribution of the latter case when it exists, and
otherwise provides the fraction of time the walker spends
on each site in the class.
When a random walker starts its trip within a recur-
rent class, say Rf with m members, whose transition
matrix is given by Rf , that the infinite-hop limit of the
transition matrix R∞f ≡ limn→∞R
n
f exists depends on
the periodicity of Rf . Since Rf is irreducible, it is ape-
riodic if there is only one eigenvalue with modulus 1 and
the limit exists, otherwise it is periodic and the limit does
not exist. A good example of a periodic matrix is
(
0 1
1 0
)
,
where each self multiplication gives the result which fluc-
tuates between itself and the identity matrix. Physically
speaking, if a walker enters this class, its position at later
times will oscillate between one of the two sites indefi-
nitely. The period of this chain is therefore two. More
generally the period coincides with the number of eigen-
values of modulus 1 [26]. Once in a class, the probability
distribution of the walker’s positions is not constant in
time but continually progresses from subclass to subclass
and eventually returns to the original distribution after
going through all p subclasses. In practice classifying a
recurrent class by its periodicity is simple; a non-negative
4irreducible matrix is aperiodic if there is at least one pos-
itive element along the diagonal [23].
When the limit exists,
R∞f = efpi
⊤
f =

πf1 πf2 · · · πfm
πf1 πf2 · · · πfm
...
...
...
πf1 πf2 · · · πfm
 , (4)
where ef is a vector whose elements are all 1, and pif is
a unique Perron vector satisfying R⊤f · pif = pif , with
all positive elements and properly normalized so that
‖pif‖1 = 1. This vector represents the distribution of
probabilities that the walker will be at a particular site
eventually. On the other hand, when Rf is periodic,
efpi
⊤
f in (4) is the solution to the Cesa`ro average, i.e.,
Cf ≡ lim
n→∞
1+Rf +R
2
f + . . .+R
n
f
n
= efpi
⊤
f . (5)
Matrix element [Cf ]ij represents the portion of time that
the walker hops onto j irrespectively of its starting posi-
tion i. Henceforth, for the sake of theoretical discussion,
whenever we examine infinite-hop probability within a
recurrent class, we shall adopt the Cesa`ro average inter-
pretation in place of R∞f when the latter does not exist.
The remaining question is to determine how probable
it is for a walker to end up in one of the above recur-
rent classes if it starts from a transient class. Suppose
the hop starts from a site in Ts, the walker might have
to visit subsequent intermediate transient classes Tm’s,
for all m connecting s to recurrent class Rf . The total
probability will ultimately involve how long the walker
spends in each class as it traverses. Let matrix element
[Ms]ij denotes the expected total number of hops onto
site j ∈ Ts given that the first hop starts at i ∈ Ts, and
Ts be the transition probability matrix among members
in Ts. Since the walker will either hop onto j with prob-
ability [Tns ]ij in which case the hop value is 1, or it won’t
which brings the hop value to 0. This means [Tns ]ij also
represents the expected number of hop the walker will
step onto j on the nth step. Thus the total number of
times the walker steps onto j on average is calculated
from the total contributions from all steps:
Ms =
∞∑
n=0
Ts = (1−Ts)
−1 (6)
The non-negativity and irreducibility of Ts, and the fact
that all of its eigenvalues have modulus strictly less than
1 ensure that the above Neumann series exists and is
positive definite [23]. Matrix 1 − Ts is an example of
what’s called M-matrix, and often emerges in relation to
systems involving linear or nonlinear equations in many
areas including solving finite difference methods, prob-
lems in operations research, and Markov processes [27].
Consider a transient class Ts+1 which can be reached
only from Ts. The probability that a walker starting
at site i ∈ Ts will wander to j ∈ Ts+1 after an infinite
number of hops must equal the expected period that the
walker is going to spend on some site k ∈ Ts times the
probability that it will exit Ts through k into Ts+1, sum-
ming over all transitory sites k’s:∑
k∈Ts
[Ms]ik[Ts,s+1]kj = [Ms ·Ts,s+1]ij (7)
It is easy to extend the result in (7) to the case where
there are other intermediate transient classes and/or
more than one route for the walker to take until it reaches
some chosen transient class Tx. Let p = {p1, . . . , pm} be
a path that connects transient class Ts to Tx via m in-
termediate classes Tp1 , . . . , Tpm . The exiting probability
matrix is given by summing over the contributions from
all such paths according to
Pexits,x =
∑
p
Ms ·Ts,p1 ·Mp1 ·Tp1,p2 · · ·Mpm ·Tpm,x. (8)
Moreover the probability that the walker in Tx will transit
to Rf is simplyMx ·Sx,f . Combining this result with (8),
we finally arrive at the expression for the probability that
a walker starting from a site in Ts will be entrapped in
Rf after a large number of hops:
S∞s,f =
∑
x
Pexits,x ·Mx · Sx,f ·R
∞
f (9)
The sum
∑
x is taken over all possible Tx’s from which
Rf can be accessible.
The result of this analysis can be summarized by the
following matrix,
P˜∞ =

O · · · O S∞1,1 · · · S
∞
1,r
...
. . .
...
...
. . .
...
O · · · O S∞t,1 · · · S
∞
t,r
O · · · O R∞1 O
...
. . .
...
. . .
O · · · O O R∞r

, (10)
together with S∞s,f as defined in (9), and R
∞
f as in (4)
with the appropriate limit interpretation. Given initial
state vector vi, after a large number of hops, the system’s
probability distribution is therefore
vf = vi · P˜
∞. (11)
C. Graph algorithms
The analysis so far has made full use of the canonical
form for reducible matrices. The question thus arises: is
there a way to systematically find a permutation which
would cast a reducible matrix into its canonical form?
Fortunately in graph theory there exists a set of algo-
rithms which does exactly this. Initially one can find
5a permutation which could swap indices in such a way
that strongly connected components (or lattice sites in
this case) are grouped together into appropriate classes.
Algorithms such as Tarjan’s and Gabow’s exist to do this
with linear-time complexity [28]. At this point, the re-
lationship between classes can be represented by a non-
unique Directed Acyclic Graph (DAG).
1
2
3
4
5
6 7 8
9
10
11
12 13 14 151617 18
19
20
FIG. 2. The directed acyclic graph (DAG) of the graph shown
in Fig. 1. Each vertex represents a class of strongly connected
components, and each edge connects two classes with non-
vanishing transition probability from one to the other. Vertex
19, for example, represents the subgraph in Fig. 1 that is
highlighted in red.
Let G = (V,E) be a DAG with a set of vertices
V = {1, 2, . . . , t + r} and a set of edges E. Vertex i
represents a transition matrix of type (a) Ti for all i
whose outdegree is positive (deg+(i) > 0); or (b) Ri if i
is a sink (deg+(i) = 0). The underlying graphs of these
matrices are, by construction, strongly connected which
make them irreducible. Edge (i, j) connecting vertex i to
j represents transition matrix of type (a) Ti,j from Ti to
Tj if deg
+(j) > 0; or (b) Si,j from Ti to Rj if j is a sink.
An example of such a graph is shown in Fig. 2. Vertices
in a DAG have a natural ordering which could best be
visualized by a layered tree, pointing one way from ver-
tices of transient classes to those of recurrent classes. A
topological sorting [29] can be performed in linear time
(O(|V |+|E|)) to yield a permutation of classes from tran-
sient to recurrent. By composing the two permutations
together, one obtains a permutation which takes a re-
ducible matrix to its canonical form. In practice it is not
important to topologically sort DAG to obtain the full
canonical form to efficiently compute elements of P˜∞.
The ordering of Ma · Ta,b terms in Equation (7) only
requires that they appear in the same sequence as the
underlying DAG. Topological sorting simply relabels the
class numbers in order of appearance which yields no new
information, and thus is unnecessary.
In cases where a prescribed diffusion rule prohibits self
hopping (Pii 6= 0, ∀i), the limiting probability transition
may not exist for some recurrent class Ri. If preferred,
one can determine the period of Ri directly from its un-
derlying subgraph Gi. From graph theoretic perspective,
Gi is periodic with period p if and only if it can be par-
titioned into p smaller graphs Gi1, . . . , G
i
p such that (a) if
vertex m is in Gik and an edge (m,n) connects m to n
then it’s implied that n is in Gi(k+1)mod p; and (b) p is the
largest possible integer with this property. This makes
sure that each transition takes the walker to a new class
before it returns to the original class after p successive
transitions. An aperiodic recurrent class is one where
such partition is not possible. The proof of the above
theorem and the graph algorithm for finding the period
of these “cyclically moving classes” are given in Ref. 30.
To employ G in the limiting probability calculation, we
start by assigning appropriate matrices to all vertices and
edges. Let S = {j| deg+(j) = 0} be the set of all sinks
of G. We then assign matrix Mi to each vertex i /∈ S, or
R∞i for i ∈ S. Each edge (i, j) is prescribed by transition
matrix Ti,j for j /∈ S, and Si,j for j ∈ S. To compute
the limiting probability that a walker would reach a site
in one of the recurrent classes in S, we begin by giving
the walker his initial probability distribution vector v0
at the starting class. This vector contains only one non-
zero component of value 1 at the position corresponding
to the dropped site. Then we scan the graph from the
starting vertex (which may or may not be the source) to
the sinks. As we traverse the graph to vertex s, we would
have accrued all the probability contributions along that
path prior to reaching s. The probability distribution vs
stored at each vertex as it’s visited would be
vs =
{∑
r vr ·Mr ·Tr,s if s /∈ S,(∑
r vr ·Mr · Sr,s
)
·R∞s if s ∈ S.
(12)
The above summation
∑
r is taken over all incoming ver-
tices r that point toward s. In a special case where the
graph is made up of just one vertex, the final distribution
is simply the Perron vector pis. It should be emphasized
that direct computations of all the Ms are not neces-
sary. One only needs to calculate x ≡ vr · Mr which
is equivalent to solving the system of linear equations of
the form (1 − T⊤r ) · x = vr . There exists many itera-
tive schemes to determine x such as Jacobi method and
successive over-relaxation (SOR) method [27, 31], or one
could solve them using the equivalent constrained min-
imization method. As an illustration, according to the
highlighted subgraph of G as shown in Fig. 2, vertex 2
would receive probability vector v2 whose value equals
v2 = v19 ·M19 ·
[
T19,3 ·M3 · T3,2 +T19,4 ·M4 ·T4,2
+
(
T19,6 ·M6 · T6,5 +T19,7 ·M7 ·T7,5
)
·M5 · T5,2
]
.
Vector v2 can be interpreted as the probability that a
walker would reach each site in transient class T2 given
its initial probability distribution of v19 in class T19. By
the time sink 1 is reached, the limiting probability distri-
bution vector v1 can readily be obtained from the vr’s
6of its immediate predecessors:
v1 =
[
v2 ·M2 · S2,1 + v8 ·M8 · S8,1
+ v9 ·M9 · S9,1 + v15 ·M15 · S15,1
]
·R∞1
Other aspects of graph algorithm will be discussed in the
respective sections as we examine the modeling problems.
Reader interested in seeing the connection between DAG
and the matrix inversion of the form (1−A)−1 where A
is sub-stochastic should take a look in Appendix A.
III. MODELING
For simplicity we shall only look at simple cubic lat-
tice with only one type of atom so that there is no lattice
mismatch between the substrate and the film. Here we
consider two examples: (1) film grown on an initially flat
substrate, and (2) film grown around a screw dislocation.
For each initial profile of the substrate, graph g, similar
to what’s shown in Fig. 1, is constructed where a ver-
tex represents a lattice position and an edge links a pair
of adjacent neighbors together. Each vertex contains a
number representing the height of the stack of atoms at
that site. This implies that overhangs and voids are pro-
hibited. An edge (i, j) contains probability Pij that if
an atom is deposited at i, it would move to j. For illus-
trative purposes, we choose Wolf–Villain diffusion model
to prescribe such weight. According to the model [7],
an adatom will try to move in such a way that the lat-
eral coordination number is maximized. Should there
be more than one such directions, the probability is di-
vided equally among them. We made a slight alteration
to the rule by including the coordination number at the
present position into consideration so that in-place hop-
ping is possible (Pii 6= 0). This modification permits the
limiting transition probability R∞s to always exist in our
analyses. The underlying graph g of the transition matrix
P serves as the starting point of all of our simulations.
Before we discuss problem-specific modelings, let us
examine the structure of the sinks obtained from WV
model. Most of the time, a sink class only contains one
member. This member is the representation of a kink
site. Thus the task of computing Perron vectors to rep-
resent the R∞s matrices is removed. Essentially these ma-
trices are simply {1}. In a few rare cases we could have a
situation where two, three or four kinks facing each other
creating an area of two to four sites whose coordination
numbers equal one another, and are higher than those
of their surrounding neighbors’. Each vertex within a
class with two (four) elements has two (three) edges, one
pointing to itself and the rest point(s) to its neighbor(s).
The limiting recurrent matrix R∞s in this case would be
a 2× 2 (4× 4) matrix with all elements being 1/2 (1/4).
In the case of three elements, there is one vertex with
three outgoing edges, while the other two only contain
two edges. The Perron vector used in Eq. (4) comprises
two of 2/7 and one of 3/7. Only in this last case is the
weight not distributed evenly and the walker would more
likely go there. Fortunately these cases never crop up in
the analyses of the problems considered here.
A. Growth on flat substrate
Here we consider the growth of thin film on an initially
flat rectangular surface with the periodic boundary con-
ditions, and apply the algorithm discussed in the previ-
ous section to find the most likely site that each atom
would like to be. Two different methods shall be used:
(I) each deposition site is chosen randomly and the al-
gorithm gives its most probable final position; and (II)
the most probable final position of all initial sites shall
be chosen. Notice that the first atom to be dropped onto
the surface will as likely be at any one site as another.
Thus, for a visual purpose, we put it at the center of the
surface. This atom will act as the seed to which sub-
sequent atoms can attach themselves in the process of
island formation.
In Method I, for each iteration, the simulation scheme
starts by randomly selecting a starting position i0. Then
only the subgraph of g whose components can be reached
from i0 is extracted. This process helps keep only the rel-
evant irreducible classes for future computations. Subse-
quently the DAG G of this subgraph is constructed by
grouping strongly connected components together. We
choose the eventual resting position by looking for j
which yields the greatest Pi0j . From the structure of
G, one or three things could happen: (a) there is only
one class thus G is the sink; (b) G only contains one sink
and j will inevitably be in that sink; or (c) G contains
multiple sinks and further calculation needs to determine
the most likely sink that j would eventually lie. It is only
this last case that an actual calculation in the form out-
lined in Sec. II C is performed if all one wishes is to get
the final position of the adatom without calculating any
statistics. Once all vs, ∀s ∈ S are obtained, the cho-
sen sink is the one whose member has the greatest value
among all elements in all sink classes. Should there be
more than one such members, the chosen site is selected
randomly from that list. We then increment the atomic
height at that site by one unit and the whole routine is
repeated. Method II is similar to Method I except for one
important point; our initial probability distribution vi is
given by (1/N){1, . . . , 1}, instead of having one non-zero
element at a random position i0.
B. Growth around a screw dislocation
In modeling the growth of thin film around a screw dis-
location, we decide upon a circularly shaped substrate of
radius r with free boundary. This choice ensures that any
rectangular pattern that might emerge from the growth
7is due to the underlying lattice structure and not due
to the shape of the boundary. Sites along the rim of
the disk only connects with those within; thus they con-
tain less nearest neighbors than the ones within the disk.
The total number of lattice positions is approximately
πr2. We first initialize the height of all lattice points
according to h(x, y) = (b/2π) tan−1(y/x). Traversing
around the dislocation core at (0, 0) once in the clock-
wise (counter-clockwise) direction will result in a height
increment (decrement) approaching b at large distance
from the core. In order to specify the coordination num-
ber at each point on the lattice, one needs to specify the
criterion for height difference between any adjacent sites.
If the height difference between two nearest-neighboring
sites is smaller than 0.2b, we consider them as living on
the same plane, and an adatom on top of the shorter site
will not receive the coordination number count from the
taller one. The simulation procedures in this case are
the same as that of the flat surface. After the most prob-
able site is found in either Method I or Method II, we
increase its height by b to match the magnitude of the
Burgers vector. Then the process is repeated.
IV. RESULTS AND DISCUSSIONS
(a) (b)
FIG. 3. The film’s surface on a periodic substrate of size
20 × 10 lattice sites after 113 atoms are deposited for (a)
Method I, and (b) Method II.
The film’s evolution in the case of growth on a flat sub-
strate gives rise to one-island formation. In Method I,
subsequent atoms attach themselves to the initial single-
atom island since this is the only place where they can
maximize their coordination number. The most proba-
ble final position of each newly deposited atom given by
our algorithm tends to be the kink site that is closest
to the dropped position. This results in an island sur-
face with jagged island boundary as shown in Fig. 3 (a).
The island will continue to grow until the first layer is
completely filled up. This happens because there is no
mechanism, e.g., Ehrlich–Schwoebel-like barrier, to pre-
vent an adatom dropped on top of the island from hop-
ping down to a lower layer where it could increase its
coordination number. After the complete first layer is
filled, the growth process repeats itself again and again,
giving us a perfect layer-by-layer growth.
In Method II, the growth of the film is largely sym-
metrical. Identifying the plane of the substrate to be
(001), atoms collectively tend to form an island whose
boundaries grow outward in a rectangular fashion with
growth fronts perpendicular to the [110], [11¯0], [1¯10] and
[1¯1¯0] directions as can be seen in Fig. 3 (b). Unlike the
previous case, the shape of the island is generally very
compact. The development of the growth fronts can be
observed since the early stage in the simulation. These
orientations are favorable to incoming adatoms than oth-
ers since they provide more lateral kink sites which result
in higher coordination numbers than if the front were one
of [100], [010], [1¯00] or [01¯0]. As in the previous method,
the film grows one layer at a time.
The simulation result of the film grown around a screw
dislocation shows a more interesting dynamics. We ini-
tially align the ridge so that it extends radially outward
from the dislocation core at (0, 0) along the [01¯0] direc-
tion. When viewed from the top, the ridge starts spiral-
ing outward in the clockwise direction (since the atomic
height difference is h(x = 0+) − h(x = 0−) = +b along
the ridge) as more and more atoms are attracted toward
its left side. The film’s evolution according to Method I,
like the flat substrate case, gives a very rough spiral ridge.
The randomness of each deposition causes the atomic in-
corporation to occur at the nearest kink site which may
be anywhere. This makes it difficult to describe how
the film grows generally. More importantly, the growth
does not reflect the shape observed in actual experiments
where the spiral ridge fronts are of well-defined compact
geometrical form [11? ].
The result from Method II, on the other hand, does
not suffer from this setback. During its first revolution,
whose development is depicted in Fig. 4 (b) and (c), the
spiral ridge looks like a four-pointed star whose boundary
is concave. These concave fronts are filled up quickly af-
terward into straight edges orienting along the preferred
directions making the spiral rectangular in appearance.
The growth fonts are exactly the same as those seen in
the case of flat substrate growth. As time progresses,
more and more steps are generated and the film looks
like a rectangular pyramid. The distance between adja-
cent steps also decreases with time, as is typical seen in
actual growth experiment [12, 32] and also in the phase-
field simulation [33]. With this particular boundary con-
dition, we observe the stationary state when the width
of successive steps is exactly one. Since the details of the
growth evolution depend largely on the chosen diffusion
rule (the modified WV in this case) and the boundary
conditions, we shall postpone the full analyses of the de-
pendence of film’s growth on these choices for our future
work.
It should be mentioned that the strange initial ‘side-
branching’ spiral has never been observed elsewhere, ei-
ther in the phase-field modeling or in energetic-based
kMC simulations of growth around a dislocation. We be-
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FIG. 4. Growth around a screw dislocation starting from (a)
initial film’s profile, then after (b) 200 atoms, (c) 400 atoms,
and (d) 600 atoms are deposited.
lieve that this artifact is specific to our choice of diffusion
rule. The shape, however, is similar to a two-dimensional
kMC growth simulation around a nucleation site with
atoms having a short average mean free path [16]. By em-
ploying a multiple registration scheme, the island bound-
ary was smoothed out and the dendritic feature with four
side branches could be seen. We believe that their strik-
ing resemblance albeit different physical processes may
not be a coincidence but an implication about a con-
nection between our probabilistic approach and the ap-
proach using short-distance diffusion with multiple regis-
tration scheme [34]. As a noise reduction technique, the
scheme allows for a more probable site to be chosen since
atom must visit a site repeatedly up to a certain number
before it becomes a part of the film. Thus to some degree,
the two approaches are similar. Further investigation is
needed in order to quantify this connection.
As a demonstration of our probabilistic approach,
Fig. 5 shows the mean free path λ, or the average num-
ber of hops an atom makes until its incorporation to the
most likely spot on the spiral ridge, computed through
Method I. The simulations were performed on the sub-
strate of radius r = 10, 15 and 20 atomic spacings bring-
ing the total number of sites to N = 316, 716 and 1264
respectively. About 6N atoms were sequentially dropped
in each case. Points on the graph are the results of the
average over 800, 400 and 300 runs respectively. All three
graphs are more or less on top of one another except for
the tail of the r = 10 case. Due to its small size, the
r=10
r=15
r=20
N 2N 3N 4N 5N 6N ð
.003N
.01N
.03N
0.1N
0.3N
0.9N
Λ
FIG. 5. The average mean free path λ simulated by Method I
and measured in the units of the respected number of sites N
is plot as a function of subsequent drops up to the 6N th atom
for circular substrate of radius 10, 15 and 20. The surface
profile after every N th deposited atoms simulated by Method
II are shown as points of reference.
system reaches its stationary state long before the other
two cases. The very first atom has to hop on the order
of N ∼ r2 before it reaches the dislocation ridge. The
number of hops decreases very rapidly as the ridge starts
to spiral. We notice a series of plateaus starting approx-
imately at every N th atoms. A drop in the number of
hops to the next plateau occurs as one or more of the
ridge fronts are filled up and straightened out. Inside of
a plateau region, new atoms take on average the same
number of hops before reaching the spiral as its fronts
propagate outward. This process continues until the sta-
tionary state is reached at which point atoms most likely
would take at most a few hops before being incorporated
into the spiral ridge. As points of reference, we include
the shapes of the substrate, simulated by Method II, af-
ter N th, 2N th, . . ., 6N th atoms are absorbed into the
spiral.
A few remarks are in order before we end this section.
In principle it is possible to obtain Fig. 5 using the con-
ventional approach by directly applying the WV diffusion
rule to each step until an atom no longer moves, while
recording its hop number. Doing so repeatedly in order
to achieve the same statistics presented here, however,
would be computationally very costly. We were able to
produce the data used to create the above graphs using
about four days of computer time on a single core pro-
cessor. If one is not interested in carrying out any statis-
tical quantities and only wants the evolution of the film’s
height profile, a much larger system can be simulated
within a reasonable time. As mentioned earlier, in most
cases the eventual resting site for each deposited atom
may be obtained with minimal computation by simply
looking at the structure of the underlying DAG.
9V. CONCLUSION
Based on Markovian hypothesis and Froebenius theo-
rem, the limiting probability transition matrix for a ran-
dom walker starting his trip with a given initial probabil-
ity profile is obtained. We devised graph algorithms to
automate the process so that it could be implemented on
a computer. In the process, we discover an algorithm for
finding the inverse of a certain class of stochastic matri-
ces. Finally the formalism is applied to thin film’s growth
on a two-dimensional flat substrate and around a screw
dislocation. The latter gives a usual spiral ridge with
rectangular shape reflecting the underlying crystal struc-
ture in the limit where atoms are set to emerge at the
most probable film’s positions during growth. The result
also suggests an interesting connection with the widely-
used multiple registration technique in kMC simulations.
Appendix A: DAG and matrix inversion
An algorithm such as that of Tarjan’s which casts a ma-
trix into the corresponding directed acyclic graph from
where permutation matrix Q could be constructed, offers
a new way of computing an inverse of a certain class of
matrix. It is well known that the inverse of a triangular
block matrix is given by
(
B1 B2
O B3
)−1
=
(
B−11 −B
−1
1 ·B2 ·B
−1
3
O B−13
)
. (A1)
We shall use Eq. (A1) as a basis for our analysis.
We are interested in finding the inverse of matrix
D ≡ 1 − A where A is a sub-stochastic matrix whose
summation of elements in each row is less than or equal
to 1. We start by obtaining Q through Tarjan’s algo-
rithm. Matrix Q can be used to turn A, through a simple
change-of-basis, into
A˜ ≡ Q⊤ ·A ·Q =

T1 T1,2 · · · T1,t
O T2 · · · T2,t
...
. . .
. . .
...
O · · · O Tt
 .
Matrix A˜ would have the same structure as, e.g., P˜TT
shown in Eq. (3), where each Ti and Ti,j are irreducible.
Fig. 6 gives an example of the underlying DAG of A˜ for
t = 6, assuming that all of the upper triangular block
matrices are non-zero.
LetMi ≡ (1−Ti)
−1 and S(i, j) be the set of all possi-
ble subsets of {i, i+1, . . . , j} with i and j as the first and
the last elements, and is listed in increasing order. For
example, S(1, 4) = {{1, 2, 3, 4}, {1, 2, 4}, {1, 3, 4}, {1, 4}}.
One can recursively apply Eq. (A1) to compute the in-
1
2
3
4
5
6
FIG. 6. An example of a directed acyclic graph representing
a matrix in its canonical form.
verse of
D˜ = 1− A˜ =

1−T1 −T1,2 · · · −T1,t
O 1−T2 · · · −T2,t
...
. . .
. . .
...
O · · · O 1−Tt
 . (A2)
It is straightforward to show that the (i, j)th block com-
ponent of D˜−1 is given by
[
D˜−1
]
i,j
=

Mi i = j,
Mi ·
∑
s∈S(i,j)
‖s‖−1∏
k=1
(
Tsk,sk+1 ·Msk+1
)
i < j,
O i > j.
(A3)
The sum in the case of i < j is taken over all members
s of S(i, j), where sk denotes the k
th element of s and
‖ s ‖ denotes the number of elements. Once the inverses
of all block elements are computed and the whole D˜−1
is assembled, one can simply perform another change of
basis to shuffle all elements back to their original orders.
Eq. (A3) may be conveniently read off from the struc-
ture of the DAG of A˜. To obtain the (i, j)th block com-
ponent, one simply traverses the graph from node i to j
through all possible routes. Each visit to node k corre-
sponds with Mk. Each passage through an edge from l
to m corresponds with Tl,m. The final result is the sum
over these routes. This method amounts to graph traver-
sal which is a common routine in graph programming.
Our method of finding an inverse not only is simple,
but also reveals the fundamental structure of the ma-
trix. Moreover, in some problems, only a small subset of
inverse matrix elements are needed. Our method would
tremendously reduce the amount of computation because
only a fewMi’s may be required. Finally we should point
out that directly finding A−1 is not much harder than
finding D−1. The additional difficulty arises in keeping
track of extra minus signs that crops up depending on
whether the number of Tl,m’s in an expression is odd or
even. This could be done simply by counting the number
of nodes visited during the traversal.
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