In this study, we introduce the concept of "modal radar" as a novel structural damage analysis methodology for HFR (high-frame-rate)-video-based modal testing that can accurately quantify both the degrees and positions of structural damage. Our modal radar method consists of four parts: (1) vibration displacement measurement using an HFR video camera, (2) stochastic subspace identification to estimate modal parameters, (3) improved local Fisher discriminant analysis for supervised learning based on modal parameters, and (4) feature space normalization for damage quantification. Based on our modal radar method, numerical simulations were performed for beamshaped cantilevers with different weights as structural damage, and the positions and degrees of the weights were accurately estimated in the normalized feature space, even when the objects to be observed were not involved in the sample set for supervised learning. These tendencies were also confirmed in HFR-video-based modal testing of actual steel cantilever beams with different weights, which were excited by human finger tapping. These experimental results demonstrated the effectiveness of our concept of "modal radar" for accurate structural damage quantification.
Introduction
Over the past two decades, considerable research efforts have been directed toward structural damage detection in various application fields. Modal testing is a well-known nondestructive method for structural damage detection and it has been used in many applications such as civil structures (1) - (3) , aerospace engineering (4) - (6) , and mechanical engineering (7) - (9) .
In particular, for dynamic analyses of large-scale structures under ambient or operational excitations in real-life practical applications such as civil buildings and mechanical plants, many types of time-domain output-only modal analysis methods have been proposed, for example, the eigensystem realization algorithm (10) and stochastic subspace-based identification (SSI) (11) - (13) . In modal testing, modal parameters such as resonant frequencies, damping ratios, and mode shapes are estimated as input-invariant structural physical properties of the vibrating objects to be inspected, even when unknown different excitations are given. Thus, slight damage to the object to be inspected that affects its structural physical properties can be emphasized by showing its modal parameters estimated by modal testing. Several visionbased modal testing techniques (14) - (16) involving the use of off-line high-frame-rate (HFR) videos without any attachment have also been reported. Yang et al. (17) have achieved simultaneous HFR-video-based modal testing for beam-shaped objects by implementing a fast modal parameter estimation algorithm on a real-time high-speed vision platform. When there are many measurement points on an object to be inspected for modal testing, such as in HFRvideo-based modal testing, modal parameters analysis based on spatial vibration distribution will be necessary for accurate structural damage detection. In order to verify structural damage in an object more accurately, many researchers have focused attention on studying several criteria based on modal parameters for structural damage detection: resonant frequencies (18) , mode shapes (19) - (21) , and mixed criteria (22) , (23) with both resonant frequencies and mode shapes. Resonant-frequency-based criteria are not always sufficient for localization of structural damage because resonant frequencies are scalar values with no obvious indication of spatial information. Considering multi-dimensional vectors of mode shapes in space, mode-shape-based criteria can localize the spatial changes of curvatures in mode shapes, which may be caused by structural damage; however, there still remain difficulties in quantifying slight structural damage because of the non-linear relationships between changes in the mode shapes and the structural damage positions. In order to overcome such non-linearity in modal parameter estimation, statistical pattern recognition (24) with learning has recently gained considerable attention for structural damage detection: unsupervised learning approaches based on principal component analysis (25) , control chart analysis (26) , and outlier detection (27) ; and supervised learning based on Fisher's discriminant (28) , support vector machines (29) , genetic algorithms (30) , and neural networks (31) . Most of these learning approaches can classify the estimated damage into several discrete finite categories, even when mode shapes are non-linearly changed by structural damage; however, these approaches have not always been designed for quantifying both positions and degrees of structural damage as a continuous value function in a lower-dimensional feature space. In this study, the concept of "modal radar" is proposed as a structural damage analysis methodology for modal testing that can localize and accurately quantify structural damage that is difficult to detect by appearance-based visual inspection of a single image. The effectiveness of our proposed modal radar algorithm is demonstrated by showing damage quantification results for steel beam-shaped cantilevers with different weights excited by human finger tapping; the modal parameters are estimated using HFR video analysis.
Algorithms

The Concept of Modal Radar
When there are many measurement points on an object to be inspected for modal testing, such as in capturing HFR videos, the object's estimated modal parameters, such as mode shapes, involve its dynamic properties with spatial distribution to enable accurate localization of structural damage. The dimensions of mode shapes increase in proportion to the number of measurement points on the object, independently of the number of measurement points, but the estimated mode shapes change non-linearly with the positions and degrees of structural damage. Even when the estimated mode shapes involve detailed information on the spatial dynamic information related to structural damage with redundant measurement points, it is difficult to verify differences among the damage positions in damaged objects accurately only by observing the mode shapes in high-dimensional space, which correspond to the measurement points on the object to be inspected.
Thus, in this study, we propose the concept of "modal radar", which can linearly quantify and visualize the structural damage parameters to be quantified such as positions and degrees in a low-dimensional feature space. In "modal radar" algorithms, a transformation matrix for dimension reduction is initially supervised-learned by giving learning samples of damaged objects to obtain an obvious relationship between positions and degrees of structural damage. The high-dimensional input space for the estimated modal parameters is therefore reduced in the low-dimensional feature space spanned by a few normal vectors which can indicate positions and degrees of structural damage, even when the modal parameters are estimated as high-dimensional vectors at many measurement points on the object to be inspected, such as in HFR-video-based modal testing.
In this study, to demonstrate the concept of "modal radar", we deal with a modal radar algorithm in HFR-video-based modal testing for structural damage quantification of beam- shaped objects in two-dimensional feature spaces, whose axes correspond to the positions and degrees of structural damage, assuming that the structural damage is located at a single position on the beam-shaped object to be inspected. The modal radar algorithm for a beam-shaped object consists of four parts, as shown in Figure 1 : (1) vibration displacement measurement using a HFR video camera, (2) stochastic subspace identification to estimate modal parameters, (3) improved local Fisher discriminant analysis for supervised learning, and (4) feature space normalization for damage quantification.
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Vibration Displacement Measurement in HFR Videos
Assuming that a beam-shaped object is positioned with the length direction along the x-axis in the input image, I(x, y, t) of H × V pixels at time t and l lines (
selected to obtain its displacements. When the object is extracted as a binary image B(x, y, t), its displacement at x = i x is obtained using column-based centroids as follows:
where
is used as the observable output vector for the subsequent stochastic subspace identification to estimate high-dimensional vectors based on modal parameters.
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Stochastic Subspace Identification for Modal Parameter Estimation
In order to estimate the modal parameters of a beam-shaped object under unknown input excitation, we employ stochastic subspace identification as an output-only modal parameters estimation method; this is performed using the theory of stochastic subspace realization, with the assumption that the input is a stochastic process or white noise.
An n-degree-of-freedom free vibration system can be expressed in terms of n × n mass, damping, and stiffness matrices-M, D, and K, respectively-as follows:
whereẍ,ẋ, and x are acceleration, velocity, and position.
The following discrete-time state equations are considered for the system described by Eq. (2).
, and w k (∈ R r ) are a state variable vector, an observable output vector, and an input vector at time k, respectively, in the case of excitation using zero-mean white noise. A(∈ R r×r ) is a state transition matrix characterizing the dynamics of the system, and
If A is diagonalizable, the state vector x k and the output vector y k can be expressed in terms of eigenvectors ψ i of A as follows:
where the i-th eigenvalue s i of A,
is related to the i-th-order resonant frequency ω i , and the i-th-order damping ratio
is the i-th-order eigenvector of A. The coefficient a i indicates the contribution of the i-th-order eigenvector. Δt is the sampling interval and j is the imaginary unit. The i-th-order mode shape in the observable space is expressed by the following function φ i (∈ R l ):
Thus, modal parameters such as resonant frequencies ω i and mode shapes φ i can be estimated using only the observable output vectors y k in the approach based on stochastic subspace identification (SSI).
In this study, the first-order resonant frequency ω 1 and the first-order mode shape
are estimated using the data-driven stochastic subspace identification (SSI-data) algorithm (11) , which is a much-used output-only modal parameters estimation algorithm. We introduce a damage-sensitive and noise-insensitive pattern feature vector (35) 
as a high-dimensional vector based on estimated modal parameters for supervised learning;
this vector involves both the first-order resonant frequency and the mode shape as follows: 1 are the first-order mode shape and resonant frequency of an undamaged object as a reference; φ 1 and ω 1 are those of the damaged object to be inspected.
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Improved LFDA for Supervised Learning
Next, we consider that the l-dimensional pattern feature vector ϕ is linearly transformed into a lower-dimensional feature vector z(∈ R d ), for dimension reduction, with a matrix F(∈ R l×d ), as follows:
where the matrix F is statistically determined using learning samples, which are supervised with different damage classes according to their damage positions and degrees. To maximize between-class separability with preservation of within-class local topological structures, Sugiyama (32) has proposed a local Fisher discriminant analysis (LFDA) that combines Fisher discriminant analysis (FDA) (33) and a locality-preserving projection (LPP) method (34) . Although the LFDA can keep the local topological structure of samples in the same class, it has limitations in the quantification of structural damage when damage classes are assigned with their positions and degrees because the local topological structures in different but similar classes are not considered in the LFDA. We therefore improve the LFDA by introducing a set of similar classes in calculating covariance matrices to determine the matrix F to keep local topological structures in similar classes.
[Improved LFDA] The improved LFDA consists of finding the matrix F for dimension reduction so that the following criterion function J(F) is maximized:
Σ w (∈ R l×l ) and Σ b (∈ R l×l ) are the within-class and between-class covariance matrices of
as follows:
where the weights W i j w , W i j b are determined by the affinity relationship between the supervised classes C( i ϕ) and C( j ϕ) as follows:
. (15) C( i ϕ) indicates the supervised class C k (k = 1, · · · , N) for a learning sample i ϕ, and n C( i ϕ) is the number of samples in the class C( i ϕ). α is the weight for the within-class covariance matrix when a learning sample i ϕ belongs to N(C( j ϕ)), which is given as a set of similar classes for C( j ϕ). β is a constant. σ i is the Euclidean distance between i ϕ and i ϕ (K) , which is the K-th nearest neighbor of i ϕ, as follows:
The improved LFDA consists of processes similar to those in the original LFDA, except for additional weights for similar classes in the second rows in Eqs. (14) and (15), and the additional exponential factor in the third row in Eq. (15) to keep non-similar classes at certain distances only when they are close to each other. The covariance matrix Σ for similar classes is included in the covariance matrices of Eqs. (12) and (13) as follows:
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where L Σ w and L Σ b are within-class and between-class covariance matrices for all the learning samples except for similar classes. Only the local topological structure around i ϕ is considered for L Σ w and L Σ b , by weighting the exponential factors in Eqs. (14) and (15), but αΣ , that is, the second term in Eq. (17), has no exponential factor and it works to preserve the spatial topological structure, even when the learning samples in similar classes are distant. The improved LFDA can therefore keep the topological relationships between samples in different but similar classes in the dimension-reduced feature space. The matrix F can be calculated using the following generalized eigenvalues problem for covariance matrices Σ w and Σ b :
is the i-th-order eigenvalue and χ i (∈ R l ) is the i-th-order
eigenvector. F is obtained as an l × d matrix by selecting d eigenvectors as follows:
In this study, n learning samples are regularly supervised by the no-damage class C 0 and by N = N P × N Q classes C p+(q−1)N P of damaged cantilever beams, which are labeled by twodimensional vectors L pq consisting of the following damage position P p (p = 1, · · · N P ) and damage degree level Q q (q = 1, · · · , N Q ), as shown in Figure 2 :
where P p indicates the distance from the fulcrum of the cantilever beam and Q q indicates the damage degree, such as crack width or attached weight. Δp and Δq are the intervals in positions and degrees of damage between neighboring classes. In modal parameters estimation, there is a strong non-linearity when the damage position is changed. Thus, in this study, the topological structure in classes whose damage positions are the same is preserved by defining a similar class set N(C p+(q−1)N P ) for a class C p+(q−1)N P as follows:
In this study, the feature space for dimension reduction, corresponding to L pq , was set to be two-dimensional (d = 2). When the averages of the learning samples in the class C k are considered as their prototypes, the average prototypeφ k for C k can be converted into
in the feature space as follows:
where Z k is used as a grid point for feature space normalization.
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Feature Space Normalization for Damage Quantification
In the two-dimensional feature space reduced by the improved LFDA, the topological relationship among learning samples can be preserved for positions and degrees of damage; the relationship between the positions and degrees of damage has a non-linear property, such as a distorted triangular grid, whose pivot corresponds to the no-damage class. To quantify the positions and degrees of damage with accuracy, it is necessary to convert the non-linear feature space into a two-dimensional feature space as a normalized and regular space whose horizontal and vertical coordinates correspond to damage position and degree, respectively. In this study, the feature space is normalized by introducing the following linear interpolation with discrete prototypes of learning samples, based on the relationship among unsupervised input z = (z 1 , z 2 ) T and the prototypes of the supervised classes
When the input z exists in a triangular region whose vertexes are class prototypes, z can be described by the three vertexes Z k 1 (∈ R 2 ), Z k 2 (∈ R 2 ), and Z k 3 (∈ R 2 ) of the minimum triangular region involving z as follows:
Assuming that the class prototypes Z k 1 , Z k 1 , and Z k 3 are not on the same line, the coefficients a and b are determined by the coordinate values in the feature space as follows:
For Z k 1 , Z k 2 , and Z k 3 , the positions and degrees of damage in the normalized two-dimensional feature space are supervised as grid points 
in the normalized feature space using the coefficients a and b as follows:
Even when the input z is not involved in any triangular regions whose vertexes are class prototypes, that is, outside the boundary, we can estimate its position and degree of damage in the normalized feature space by interpolating in a similar manner using the three nearest class prototypes which are not on the same line in the feature space.
Simulation
In this section, our proposed modal radar algorithm for beam-shaped objects is demonstrated by showing simulation results for steel cantilever beams with different weights. In the simulation, we used a steel beam-shaped object, which was supported at its left end as a cantilever. The length, width, and thickness are 185 mm, 12 mm, and 0.4 mm, respectively. The elastic modulus and density of the steel are 1.86×10 11 N/m 2 and 7.93×10 3 kg/m 3 , respectively. For simulation samples, we considered an unweighted sample S 00 and 1000 samples with different weights, S i j (i = 1, · · · , 100; j = 1, · · · , 10); a weight of q j = jδq was attached at a distance p i = iδp from the fulcrum of the cantilever beam. Here δp and δq were set at 1.83 mm and 0.375 g, respectively. All these steel cantilever beams were simulated by finite element method (FEM) software to estimate their modal parameters, instead of by HFRvideo-based modal testing. For modal parameters estimation, 20 measurement points (l = 20) with a spacing of 9.2 mm (= 5δp) were selected. The first-order resonant frequency ω 1 and the first-order mode shape φ 1 for each sample were estimated to obtain a 20-dimensional pattern feature vector φ 1 . Here, ω 1 is 9.19 Hz when the steel cantilever beam has no weighted attachment, S 00 . By selecting supervised classes from these samples, the accuracy in estimating the positions and degrees of the weights was evaluated for our modal radar algorithm. In this study, we simulated our algorithm, using several sets of supervised classes, to examine how the number
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Vol.5, No. 4, 2011 of supervised classes affects the feature space. Here, "N P × N Q " indicates the number of supervised classes of weighted cantilever beams; a weight ofΔq is attached at a distance p pΔp from the fulcrum for a class C p+(q−1)N P (p = 1, · · · , N P ; q = 1, · · · , N Q ), where the intervals between classes in the positions and degrees of the weights were described as Δp = 100/N p and Δq = (10 div N Q ), respectively. To simulate the estimating error of the modal parameters, additional Gaussian noises of 30 dB were assumed in estimating the mode shapes, and then five trials were simulated for a weighted sample S pΔp, qΔq as learning samples of a class C p+(q−1)N P (N C p+(q−1)N P = 5). The parameters in the simulation were set as follows: α = 1.0×10 −7 , β = 0.1, K = 7, N = N P N Q + 1, and n = 5(N P N Q + 1).
In Figures 3 ∼ 7 , 1000 samples S i j projected in the learned feature spaces are plotted for "5 × 2", "10 × 2", "20 × 2", "50 × 2", and "100 × 2" supervised classes (N P = 5, 10, 20, 50, and 100; N Q = 2). In the figures, the subfigures (a) show the two-dimensional feature spaces reduced by the improved LFDA, and (b) show their normalized feature spaces. The N P × N Q prototypes of the supervised classes, Z p+(q−1)N P and Z p+(q−1)N p , are plotted with red dots, and the 1000 samples projected in the feature spaces,
and 10) , are plotted with blue dots. The red lines of the position levels are connected with prototypes at the same damage positions, and the green lines of the degree levels are connected with those of the same damage degrees. In Figures 3 ∼ 7(a) , the topological structures of the positions and degrees of weights are preserved in the feature spaces as triangular grids radiating from the unweighted sample. In Figures 3 ∼ 7(b) , the topological structures were also preserved in the normalized feature spaces, but the accuracy in estimating the positions and degrees of the weights decreased when the weights were located around the fulcrum of the cantilever beam. When N P was smaller, e.g., "5 × 2", this tendency became much stronger, as shown in Figure 3 , and the normalized feature spaces were not perfectly interpolated for quantification of weight positions and degrees because of the strong non-linearity in modal parameters estimation when the locations of the weights are changed.
In Figure 8 (a), the mean absolute errors in estimating the weight positions, P E i (i = 1, · · · , 100), are plotted with the actual weight positions, p i . In Figure 8 (b), the mean absolute errors in estimating weight degrees, Q E j ( j = 1, · · · , 10), are plotted with the actual weight degrees, q j . Here, P E i and Q E j are obtained using z i j in the normalized feature space as follows:
To verify the spatial distributions of P E i and Q E j , we consider the four regions for positions of weights, divided by the distance from the fulcrum, as follows: Figure 8 (a), you can see that P E i was small in the regions Φ 2 , Φ 3 , and Φ 4 , which were distant from the fulcrum, but it was significantly larger in the region Φ 1 around the fulcrum. When N P was small, e.g., "5 × 2" classes, several bumpy shapes appeared in P E i because the estimation errors were small only when the weights were located around the positions supervised as learning classes, but the estimation errors became larger when the weights were located away from the supervised positions. When "20 × 2" classes were supervised, P E i for the regions Φ 2 , Φ 3 , and Φ 4 was always less than 0.3 mm, which corresponds to 3.3% of the interval Δp = 9.2 mm, but P E i in the region Φ 1 around the fulcrum was over 10 mm. In Figure 8 (b), you can see that Q E j became larger when N P became smaller. Figure 9 shows the mean absolute errors Figures 10 ∼ 14(a) , similar topological structures for positions and degrees of weights were preserved in the feature spaces in all cases. In Figures 10 ∼ 14(b) , the weight positions and degrees were not estimated so accurately when the weights were located around the fulcrum. Figure 15 shows P E i and Q E j
Vol. Δq = 1.88 g, and Q E 1 j for the region Φ 1 was over 0.57 g. These figures therefore show that the mean absolute errors in estimating weight positions and degrees did not vary much in all four regions Φ 1 ∼ Φ 4 , even when Δq, which indicates the interval of the supervised weight degrees, was large.
From these simulation results, we can conclude that the number of supervised positions strongly affects the accuracy in estimating positions and degrees of weights on cantilever beams, but the feature space did not change much, even when the number of supervised degrees was varied. This tendency corresponds to the strong non-linearity in modal parameter estimation when damage or weight positions are changed. To quantify an attached weight on a cantilever beam, we can assume that its position and degree can be accurately quantified when its position is distant from the fulcrum, but it is not always easy to improve the accuracy in estimating the position and degree of a weight around the fulcrum, even when the number of supervised classes and learning samples are adequately given.
Experimental
In order to verify the performance of our modal radar algorithm in HFR-video-based modal testing, we conducted HFR video analysis of steel cantilever beams with different weights; the weights were vibrated by human finger tapping as unknown input excitations. Figure 17 shows the steel beam-shaped object to be inspected. Figure 18 shows the experimental setup. In the experiment, the object was supported at only one end as a cantilever. The dimensions of the beam were 200 mm×12 mm×0.4 mm, and the distance from its end to the fulcrum was set to 185 mm. The distance between the camera head and the cantilever Journal of System Design and Dynamics Vol.5, No.4, 2011 beam was set at 210 mm. The measurement area around the beam was 185 mm×185 mm, and one pixel corresponded to 0.36 mm. For vibration displacement measurements, a high-speed vision, IDP-Express (36) was used.
In the experiment, 8-bit gray images of 512×512 pixels were captured at 2000 fps, and the vibration displacements at 20 measurement points (l = 20) with a spacing of 8.8 mm were simultaneously calculated at 2000 fps using software in the same way as in the HFRvideo-based modal testing performed by Yang et al. (17) . The experimental samples we considered were an unweighted sample S 00 and 50 samples with different magnet weights, S i j (i = 1, · · · , 10; j = 1, · · · , 5), where a weight of q j = jδq was attached at a distance p i = iδp from the cantilever beam. The magnet used in the experiment was made of neodymium, and its diameter, and mass were 5.0 mm, and 0.7 g, respectively. To produce different weights, we attached multiple magnets to the cantilever beam. Here, δp and δq were set at 17.6 mm and 0.7 g. In the experiments, the parameters were set at the same values as those used in the simulations. For all 50 weighted samples and the unweighted sample, five trials were performed for modal parameter estimation. The excitation was provided by human finger tapping, and the tapping position and force were changed in every trial. For each trial, 55 10-second data for vibration displacements were recorded at 2000 fps for HFR-video-based modal testing. The first-order resonant frequency ω 1 and the first-order mode shape φ 1 for each trial were estimated in order to obtain a 20-dimensional pattern feature vector ϕ. It was confirmed that the modal parameter estimates were similar for the same sample in all five trials, even under different excitations; the S/N ratios in estimating φ 1 were less than 30 dB. Figure 19 (a) shows the averaged first-order resonant frequency ω 1 of the samples with the same weight, q 3 = 2.1 g, attached at different positions, p i (i = 1, · · · , 10). It can be observed that ω 1 decreased with increasing distance of the weight from the fulcrum; the firstorder resonant frequency of the unweighted sample was estimated to be ω 1 = 9.14 Hz. Figure 19(b) shows the first-order resonant frequencies of the samples with different weights, q j ( j = 1, · · · , 5), attached at the same position, p 5 = 88.1 mm. It can be observed that ω 1 also decreased with increasing weight degree, but it was difficult to identify both the position and degree of the weight using ω 1 only. Figure 20 shows the averaged first-order mode shapes φ 1 of (a) 10 samples with a weight of q 3 = 2.1 g attached at different positions, and (b) five samples with different weights attached at a position of p 5 = 88.1 mm. It can be observed that all the first-order mode shapes were similar, and the differences were not distinctive enough to quantify the weight positions and degrees. Figure 21 shows the averaged pattern feature vectors ϕ, which were calculated from ω 1 and φ 1 . For the unweighted sample and 50 samples with weights, 550 pattern feature vectors involving the vectors shown in Figure 21 were analyzed for our modal radar algorithm in the experiment. All 50 samples of S i j projected in the learned features spaces are plotted in Figures 22 ∼ 25 for the "5 × 1", "5 × 2", "10 × 1", and "10 × 2" supervised classes. In the case of the "5 × 1", "5 × 2", "10 × 1", and "10 × 2" classes, the supervised classes selected were S i j (i = 2, 4, · · · , 10; j = 5), S i j (i = 2, 4, · · · , 10; j = 1 and 5), S i j (i = 1, 2, · · · , 10; j = 5), and S i j (i = 1, 2, · · · , 10; j = 1 and 5), respectively. In the figures, the subfigures (a) show the two-dimensional feature spaces reduced by the improved LFDA, and the subfigures (b) show their normalized feature space. In the subfigures (b), the magenta lines are connected with actual samples of the same weight degree to denote the degree level and the blue lines are connected with actual samples at the same weight position to denote the position level. It can be observed that the topological structures were preserved in the normalized feature space, but the weight positions and degrees were not accurately estimated when a weight was attached around the fulcrum. Comparison of the "5 × 2" classes with the "10 × 2" classes shows that the accuracy around the fulcrum tended to depend on the number of supervised positions. These tendencies were also observed in the simulation for cantilever beams described in the previous section. In Figure 26 (a), the mean absolute errors in estimating the weight positions, P E i (i = 1, · · · , 10), are plotted with the weight position, p i . In Figure 26 (b), the mean absolute errors in estimating the weight degrees, Q E j ( j = 1, · · · , 5), are plotted with the weight degree, q j .
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Here, P E i and Q E j are calculated in the same way as in Eqs. (27) and (28 Figure 26 (a), you can see that P E i was small in the region Φ 2 , which was distant from the fulcrum, and P E i was large in the region Φ 1 around the fulcrum. It can be observed that bumpy shapes appeared in P E i when the interval of the supervised positions
Vol. was large. In the case of "10 × 2" classes, P E i for the region Φ 2 was always less than 1.6 mm; this corresponds to 9.1% of the interval of the supervised weight positions, Δp = 17.6 mm. In Figure 26 (b), you can see that Q E j became larger when the number of supervised weight positions decreased, but it did not change so much with changes in the number of supervised weight degrees. Figure 27 shows the mean absolute errors Q E 1 j and Q E 2 j in estimating the weight degrees for the divided regions Φ 1 and Φ 2 , respectively. In the figure, Q E 1 j around the fulcrum was larger than Q E 2 j distant from the fulcrum. In the case of "10 × 2" classes, Q E 2 j for the region Φ 2 was less than 0.05 g, which corresponds to 1.8% of the interval of the supervised weight degrees, Δq = 2.8 g.
These experimental results indicate that the positions and degrees of weights can be accurately quantified at positions distant from the fulcrum, but it is difficult to improve the accuracy in estimating the positions and degrees of weights around the fulcrum. Because the fulcrum is node point (fixed point) in the first order mode. The change of pattern feature vector based on the first order modal parameters is not very sensitive for the attached weight damage detection around the fulcrum. In order to improve the accuracy around the fulcrum, it is necessary to increase the number of learning samples with damage around the fulcrum and improve the accuracy of estimated modal parameters. We can also observe a similar tendency in the simulations for cantilever beams, and the accuracy in estimating the positions and degrees of the weights were slightly degraded in actual HFR-video-based modal testing. It can be considered that such accuracy degradation in the HFR-video-based experiment was mainly caused by errors in the locations of the weights; the weights were attached to the steel cantilever beams using only their magnetic force.
Conclusion
In this paper, we introduced the concept of "modal radar" for structural damage quantification in HFR-video-based modal testing; this method can detect slight damage that is difficult to detect by appearance-based visual inspection of a single image. We proposed a modal radar algorithm for quantifying the positions and degrees of structural damage on beam-shaped objects by introducing supervised learning based on modal parameters as eigen dynamic properties of the objects. Several numerical simulations and HFR-video-based experiments were performed on steel beam-shaped cantilevers with different weights. The results demonstrated Vol.5, No.4, 2011 the effectiveness of our modal radar algorithm for accurate structural damage quantification by quantifying the positions and degrees of weights in a normalized feature space. In future, we aim to improve the practical visual inspection systems in various applications for more complicated two-dimensional or three-dimensional objects, and achieve on-line structural damage quantification for real-time and long-term dynamics-based visual inspection.
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