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Abstract
The mechanical response of metals and their alloys are governed by the deforma-
tion mechanisms in the underlying microstructure. High-fidelity modeling of deforma-
tion in metals requires development of proper constitutive laws at single crystal scale.
Image-based crystal plasticity FE framework is regarded as one of the most powerful
tools for deformation simulations, allowing the modelers to explicitly represent the
elastic and plastic anisotropy of the material using physics-based laws in a computa-
tional domain which statistically represents the morphological and crystallographic
properties of the microstructure.
In this work, a thermodynamically-consistent coupled crystal plasticity-crack phase
field framework is derived to model fracture prcoess in polycrystalline microstruc-
tures. The governing differential equations for the displacement and crack phase field
are coupled via the Helmholtz free energy density (HFED). Using the volumetric-
deviatoric decomposition of the elastic deformation gradient, a new HFED formula-
tion is proposed which respects the unilateral damage conditions (tension-compression
asymmetry of material response in the presence of cracks) and can be used for mod-
ii
eling fracture in anisotropic media under finite deformation conditions.
Numerical modeling of fracture is computationally daunting, partly due to the
frequent convergence issues and occurrence of instabilities. Recognizing that the
instabilities take place due to an excess energy, three viscous stabilization methods
are proposed in this work to dissipate this excess energy and effectively overcome the
instabilities. Unlike arc-length methods, the viscous stabilization is applicable for
rate-dependent constitutive models and its implementation into any existing FE code
is straightforward.
Crystal plasticity simulations of polycrystalline are generally carried out with lin-
ear tetrahedral elements due to their capability in conforming to complex geometries.
These elements are known to suffer from volumetric locking in modeling (nearly-)
incompressible materials, leading to numerical artifacts such as underestimation of
displacements and overestimation of pressure levels. A modified F-bar-patch tech-
nique is developed in this work to alleviate volumetric locking in phase field modeling
of ductile fracture.
In the course of plastic deformation, the local strain rate experienced by different
material points in the microstructure could be orders of magnitude different from the
applied macroscopic strain rate. It is of paramount significance to develop a unified
crystal plasticity law which could be applied for a wide range of strain rates. Using
the dislocation glide mechanisms in hcp metals, a unified flow rule is developed by
combining the thermally-activated and drag-dominated processes. This unified law
iii
can be employed to model deformation over a wide range of strain rates and its explicit
dependence of temperature makes it suitable for modeling high rate deformation of
metals where adiabatic heating is significant.
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Metals and their alloys are widely used in the components of structures in au-
tomotive, aviation and defense industries. During their lifetime, these components
undergo permanent deformation (plasticity) and possibly failure under service load
conditions. One may study deformation and failure from a macroscopic point of view
at the structural scale; however, a more detailed robust study involves investigating
these phenomena at the microscale where different mechanisms such as dislocation
glide and twinning are active and the mechanical response of the material is governed
by the microstructural features.
Crystal plasticity FE (CPFE) modeling is deemed to be one of the most powerful
numerical tools for modeling problems at the microscale since its framework allows
the modelers to develop physics-based constitutive models to represent the effects of
different deformation mechanisms on the material behavior [6, 7]. Within the past
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two decades, there have been significant improvements to the CP theory and mod-
eling tools. One can mention the development of image-based CP models where the
virtual computational domain is obtained by matching the morphological and crys-
tallographic statistics with electron back-scattered diffraction (EBSD) data [8]. The
EBSD data could be simply surface data or volumetric data obtained by serial sec-
tioning using focused-ion beam (FIB) [9]. The most notable tool which has made
image-based CP modeling possible is DREAM.3d software [10,11]. These tools have
made the concept of statistically equivalent representative volume element (SERVE)
a reality and improved the predictive capability of CP models by constructing real-
istic computational domains. It is worthy to note that the development of meshing
softwares [12], capable of discretizing complex geometries, has been instrumental in
paving the way for simulating realistic computational domains.
The developments in CP modeling of metals have not been limited to computer
tools. The CP constitutive laws have been an area of development as researchers have
tried to incorporate different deformation mechanisms into the CP framework. One
can mention the research works on simulating twin nucleation and propagation in hpc
metals [13–16]. Another area of development in CP modeling of deformation focuses
on the computational aspects and costs of the simulations. The fast-Fourier transfor-
mation (FFT) based method [17–19] is one of the methods proposed to decrease the
computational cost associated with CP models. The efficiency of FFT solvers is due
to the low complexity of spectral solvers with operations of convolution. An adaptive
2
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wavelet-enriched hierarchical finite element has been recently proposed by Azdoud et
al. [20, 21] to lower the computational costs associated with CPFE modeling. This
method employs wavelet basis functions to adaptively create an optimal discretization
space conforming to the solution profile.
Due to the anisotropic elastic and plastic response of materials, the local strain
rate experienced at different material points in the microstructure could be orders of
magnitude different from the applied macroscopic strain rate. This drastic variation
in local strain rate poses a problem in CP modeling of material response since the
majority of the available constitutive models are limited to a certain range of strain
rates. For example, the power-law and Arrhenius-type flow rules are applicable to low
strain rate deformation where the dislocation glide is governed by thermally-activated
processes. On the other hand, the linear flow rule is applicable to high strain rate
deformations where the drag-dominated processes define the dislocation mobility. It
is clear that development of unified flow rules which can be applied to a wide range
of strain rates is significantly important. In this work, a unified flow rule is developed
in the context of dislocation density-based CP framework by combining the thermal
activation and drag mechanisms to obtain an average dislocation velocity which can
seamlessly transcend decades of strain rates.
There is a body of work in the literature on unified flow rules that are based on
alternative formulations for average dislocation velocity. Frost and Ashby [22] were
the first to propose a dislocation velocity formulation based on combining thermal
3
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activation and drag mechanisms. Inertial models of dislocations have been developed
to model plasticity in superconductors in [23]. Hiratani and Nadgorny [24] have
developed a unified model to study dislocation motion in 2D through an array of
obstacles in an fcc metal. A similar unified model has been implemented in a discrete
dislocation dynamics code to model dislocation behavior in fcc metals under creep
conditions in [25]. Unified flow rules have been developed in the context of macroscale
J2 plasticity for modeling deformation behavior of bcc vanadium and tantalum [26,27].
Recently, Austin et al. [28] and Lloyd et al. [29] have developed unified flow rules to
model viscoplastic deformation in fcc alloys under shock loading. Cereceda et al. [30]
developed a unified flow rule to study the dependence of yield strength on temperature
in bcc tungsten within a CP framework. Most of the studies on unified flow rules
have been in the realm of analytical models or discrete dislocation motion in a 2D
array of obstacles. There are very few studies that have investigated the capability
of these unified flow rules for crystal plasticity-based modeling of deformation in
polycrystalline aggregates.
The polycrystalline microstructures of many metals and alloys are quite complex
with sharp and tortuous grain boundaries and multiple grain junctions. Discretization
of these domains is best accomplished using three-dimensional four-node tetrahedral
or TET4 elements, which conform to the complex geometries. However, it has been
commonly observed e.g. in [31–35] that TET4 elements suffer from severe volumetric
locking when simulating deformation of incompressible or nearly incompressible ma-
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terials. A metric that is used to understand element performance for incompressible
or nearly incompressible deformations is termed as the incompressibility constraint
ratio. It is defined as the ratio of number of available degrees of freedom (DOF) to
the number of incompressibility constraints in a finite element mesh. Low incom-
pressibility constraint ratio associated with TET4 elements can lead to prediction of
large spurious hydrostatic stresses in plastically deforming metallic materials. This
volumetric phenomenon is commonly ignored by most CPFE modelers who have been
focused on the development of constitutive laws. This work aims at developing stable,
locking-free TET4 element formulations for efficient and accurate CPFE modeling and
simulations.
A variety of methods have been proposed for the stabilization and control of volu-
metric locking in TET4 elements. A major idea in these methods is to associate nodal
points with patches corresponding to an assembly of surrounding sub-elements, and
subsequently integrate the weak form over these patches, thus reducing the incom-
pressibility constraint ratio. An average nodal pressure technique has been proposed
for dynamic explicit formulations in [36], where the volumetric strain energy is in-
tegrated over the patch for each node. In [32], a node-based uniform strain (NUS)
formulation is introduced for four-node tetrahedral elements associated with linear
elasticity problems. The volumetric and deviatoric strain energy components are in-
tegrated over nodal patches in this formulation. Spurious zero energy modes were
identified with this approach in [37], and consequently an additional stabilization
5
CHAPTER 1. INTRODUCTION
term with a modified constitutive law was added to the potential energy functional.
This approach was further extended in [38] into a locally integrated weighted strain
formulation, where numerical integration is done at local Gauss points instead of
nodes. In [33], the fact that instability is linked only to the isochoric strain energy
contribution was exploited through a stress splitting operation, to stabilize the formu-
lation in [32]. A generalized node-based, smoothed finite element method (NS-FEM)
has been proposed in [39] that adopts an arbitrary polygonal element domain dis-
cretization. This method provides an upper-bound solution for the strain energy and
is shown to reduce to the formulation in [32] for the special case of linear tetrahedral
elements. The strain smoothing operation in NS-FEM is later extended to edge-
based smoothed finite element method (ES-FEM) [40, 41] and face-based smoothed
finite element method (FS-FEM) [42]. The above methods are however not suit-
able for anisotropic crystal plasticity finite element formulations, since the stress or
the elasto-plastic tangent stiffness tensor cannot be split into isochoric and devia-
toric components. An element formulation with a F-bar patch method has been
introduced in [34, 35] to overcome volumetric locking in TET4 elements for finite
deformation problems. The original F-bar formulation in [43] was developed for four-
node quadrilateral and eight-noded hexahedral elements. This simple and effective
model can be used for any constitutive law and can be easily implemented in any
standard displacement-based finite element code. Other competing strategies in de-
veloping locking-free linear tetrahedral elements include stabilizing NUS formulation
6
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with additional higher order support function [44], and mixed enhanced elements [31]
in which additional augmentation strain fields are used in conjunction with a lin-
early interpolated pressure field to treat the incompressible constraints. Mahnken et
al. [45, 46] used volume and area bubble functions to enrich the displacement field
and strain field with an additional stabilization.
In this work, an F-bar patch (FP) element is developed in the context of CPFE
analysis. The requirements for patch creation in polycrystalline medium are delin-
eated. Moreover, the necessary modifications for utilization of FP element in ductile
fracture simulations are discussed and relevant FE derivations are given.
In the past few decades, there has been an ever increasing demand from industries
to optimize components and build structures with optimal weight and performance.
These optimizations should be achieved without compromising on the load-bearing
capacity of components and structural integrity of the system. Often numerous exper-
iments are required to validate the new designs, thus incurring considerable costs on
high-tech industries such as aviation sector where raw materials are expensive. High-
fidelity fracture models with reliable predictive capabilities can be helpful. These
model should minimize the number of required experiments and assist engineers in
identifying the most critical experiments.
Multiple approaches to modeling fracture have been proposed in the literature.
One can mention approaches such as J-integral and its variants [47, 48] and critical
crack tip opening displacement (CTOD) or angle (CTOA) [49, 50] where the state
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of crack tip is characterized by one or a few parameters. An alternative is the dis-
crete approach where cracks are idealized as surfaces in the computational domain.
The extended FEM (XFEM) [51] belongs to this group of methods which suppresses
the need to remesh the discontinuity by adding discontinuous functions to the so-
lution space. These methods need to be equipped with additional criteria for crack
nucleation and propagation. The cohesive zone models (CZM) [52–54] are another
instance of the discrete approach where cohesive elements with certain constitutive
description are embedded in between neighboring finite elements. In problems where
the crack path is not known a priori, one needs to add cohesive elements in the entire
simulation domain, incurring a significant amount of computational expense.
Continuum approaches to fracture are another class of methods to model degra-
dation in materials. These methods generally work by introducing a variable rep-
resenting degradation state at the constitutive level affecting elasticity or plasticity
at the integration points. Gurson–Tvergaard–Needleman (GTN) [55, 56] and con-
tinuum damage mechanics [57–59] are categorized as continuum methods of fracture
modeling. To overcome mesh sensitivity associated with the continuum approaches,
nonlocal damage formulations with a material length scale [60–62] have been pro-
posed.
Crack phase field modeling (PFM) has received significant attention from the
fracture modeling community in the last decade. In the PF framework, cracks are
idealized by an order parameter, say s, which smoothly changes from 0 to 1 to repre-
8
CHAPTER 1. INTRODUCTION
sent the transition of damage from intact to fully-broken state, respectively [63, 64].
PFM is generally considered as a smeared approach since it represents sharp cracks
with a smeared (regularized) field of finite thickness. PFM implicitly tracks cracks in
the computational domain without the need to remesh or introduce explicit fracture
surfaces. This is achieved through solving a governing differential equation which
is coupled to the displacement field via the Helmholtz free energy density. Phase
field approaches have shown promising results in modeling brittle [65–67] and duc-
tile [68–72] fracture. A critical comparison of PFM and linear fracture mechanics has
been done in [73].
PFM can be implemented in FE-based commercial sofeware packages [74]. One
may choose alternative numerical tools to solve crack phase field problems, such as
isogeometric analysis [75] and material point method [76,77]. Massive parallelization
of PFM via GPU technology was successfully done in [78].
In this work, a thermodynamically-consistent coupled crystal plasticity-crack phase
field framework is derived to model fracture in polycrystalline metals. The governing
differential equations are obtained by using the principle of virtual power and the first
and second laws of thermodynamics. It is shown that the governing equations for the
displacement and crack phase field are coupled via the Helmholtz free energy density
(HFED). Using the volumetric-deviatoric decomposition of the elastic deformation
gradient, a new HFED formulation is proposed for modeling fracture in anisotropic
media under finite deformation conditions. Furthermore, this model respects the
9
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tension-compression asymmetry in material response in the presence of cracks; that
is, a cracked material loses its load-bearing capacity under tension whereas it retains
part of this capacity under compression.
Numerical modeling of fracture is computationally daunting, partly due to the
frequent convergence issues and occurrence of instabilities. These instabilities are
attributed to an excess energy which cannot be dissipated out of the system. Different
arc-length methods [79–81] have been developed to overcome these instabilities in
the phase field modeling community [82, 83]. Implementing the arc-length method
requires some modifications to the finite element solver. Moreover, since the concept of
time is replaced with an arc length, application of the arc-length method for modeling
fracture in rate-dependent materials (i.e. rate-sensitive plasticity) is ambiguous [84,
85]. It is worthy to note that unstable equilibrium path could be followed by a stable
one; therefore, it is required to propose some criteria to switch from the arc-length
methodology (for the unstable path) to the regular time increment-based solver (for
the stable path) and vice-versa [83]. In this work, an alternative approach based on
viscous stabilization is proposed to overcome these instabilities. Unlike the arc-length
methods, the viscous stabilization is applicable for time-dependent materials and its
implementation into any existing FE code is straightforward.
The layout of this document is as follows. Chapter 2 discusses the fundamental
concepts in crystal plasticity theory. Using principles of thermodynamics, the coupled
governing equations for displacement and crack phase field are derived in Chapter 3.
10
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This chapter also discusses the viscous stabilization schemes to overcome instabilities
in fracture simulations. The nonlinear FE solution of the governing equations and
F-bar-patch formulation are outlined in Chapter 4. The cornerstone of this formu-
lation, i.e. Helmholtz free energy density, is defined in Chapter 5. The numerical
implementation of PFM and some fracture examples are given in Chapters 6 and
7, respectively. Development of the unified crystal plasticity model is detailed in





In the past few decades, crystal plasticity (CP) theory has received significant
attention from material scientists and mechanical engineers for modeling metals un-
der different service conditions. CP theory enables modelers to relate the material
response to the morphological and crystallographic properties of the underlying mi-
crostructure. This chapter reviews the theory of crystal plasticity within a finite-strain
framework.
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2.1 Description of deformation
Consider a continuum body initially occupying volume Ω0 bounded by surface
Γ0. This configuration is referred to as the reference configuration. Under certain
loading conditions, the body deforms and assumes the current configuration as time t,
characterized by volume Ω bounded by surface Γ. The position vector of an arbitrary
material point P in the reference and current configurations are respectively denoted
by X and x. The current position vector x can be written in terms of the reference
one as:
x = X + u (2.1)
where u denotes the displacement vector of the material point P , as shown in Figure
2.1.
Let’s define deformation gradient tensor, F, which linearly transforms vector dX
in the reference configuration to dx in the current configuration as:
dx = F dX (2.2)





= I + ∇Xu (2.3)
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Figure 2.1: Illustration of configuration and motion of a continuum body
Here I denotes the second order identity tensor.
In the finite strain theory of plasticity, the deformation gradient is multiplicatively
decomposed into elastic and plastic components as [86]:
F = Fe Fp (2.4)
Here Fe accounts for the elastic stretching and rigid body rotations, whereas Fp
corresponds to the isochoric plastic part of deformation; that is, det Fp = 1. As
shown in Figure 2.2, plastic deformation gradient Fp can be thought of as a linear map
which transforms vectors in the reference configuration to the corresponding ones in
a fictitious configuration, traditionally referred to as intermediate configuration. The
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elastic deformation gradient maps the vectors in the intermediate configuration to



























Figure 2.2: Multiplicative decomposition of deformation gradient into elastic and
plastic components
2.2 Crystal plasticity theory
The crystal plasticity theory attributes the inelastic deformation of metals to glide
of dislocations in certain directions (i.e. slip direction) on specific planes (i.e. slip
planes). Description of the kinematics of this theory is largely due to the seminal
work of Asaro and Rice [7]. According to this theory, Fp is associated with pure
slip in an unrotated undistorted lattice. Using the kinematics of dislocation glide,
the plastic velocity gradient tensor Lp in the intermediate configuration is obtained
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as [7]:
Lp = ḞpFp−1 =
nslip∑
α=1
γ̇αmα0 ⊗ nα0 (2.5)
where mα0 and n
α
0 are respectively the slip direction and slip plane normal in the
reference configuration for the slip system α. The summation is over all the slip
systems nslip. The dyadic product of the slip system direction and normal is referred
to as Schmid tensor, Sα0 = m
α
0 ⊗ nα0 . γ̇α denotes the slip rate on slip system α.
2.3 Flow rule
Flow rule in crystal plasticity theory is the core part of the constitutive model.
Flow rule describes the dependence of the slip rates on individual slip systems as
a function of the local stress state and relevant internal state variables. In order
to formulate the flow rule, one can either follow a dislocation density-based or a
phenomenological approach.
In the dislocation density-based approach, the resistance to dislocation slip is
explicitly expressed in terms of the dislocation densities ρα on different slip systems. In
this approach, different dislocation interactions, such as multiplication, thermal and
athermal annihilation and etc, are introduced and the dislocation densities are evolved
accordingly [87]. Since the dislocation densities are known, the Orowan equation is
generally used to express the slip rate in terms of dislocation density and the average
16
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where bα is the magnitude of Burgers vector. ταp is the resolved shear stress on the






Ce = FeTFe is the right elastic Cauchy-Green deformation tensor and Snvp denotes
the non-viscous part of the second Piola-Kirchhoff stress in the intermediate configu-
ration. The average dislocation velocity is generally governed on thermally-activated
processes in low stress levels (and low strain rates) whereas the drag dominated pro-
cesses control the dislocation glide at high stress levels (and high strain rates). We
will discuss dislocation density-based approaches in more details in Chapter 8.
In the phenomenological models, the effective resistance to dislocation motion is
evolved through some phenomenological evolution laws. In this approach, one cannot
use the Orowan equation since the dislocation densities are not known. A general
form used for the flow rule reads as:
γ̇α = aγ̇v
α (2.8)
in which aγ̇ is material parameter. At lower levels of stress and strain rate, one may
formulate the dislocation velocity using the thermally activated law, i.e. Arrhenius-
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type relationship, which relates the average dislocation velocity to the resolved shear
stress and the thermal sαth and athermal s
α
ath resistances to dislocation glide [88–90].
Defining an effective shear stress ταeff =
∣∣ταp − χα∣∣ − sαath, the average dislocation
velocity is expressed as:
vαth =






















α, KB and T are frequency of attack, dislocation jump width, acti-
vation energy, Boltzmann constant and temperature, respectively. χα corresponds to
the backstress which accounts for kinematic hardening. 0 ≤ p ≤ 1 and 1 ≤ q ≤ 2 are
material constants to account for different barrier profiles [91].
At higher levels of stress and strain rate where drag processes govern dislocation












if ταeff > 0
(2.10)
in which B0 is the drag coefficient.
Using molecular dynamics and dislocation dynamics simulations, Becker et al. [27]
suggested a unified dislocation velocity formulation by combining the thermally acti-
vated and drag processes.
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Here rv is set to 2. Using the material properties given in Table 2.1, Figure 2.3 shows
how the unified average dislocation velocity changes with the effective shear stress. It
is observed that at low stresses vα matches the thermally activated velocity vαth since
thermal activation is the dominant dislocation glide mechanism. At higher levels of




bα m 2.49× 10−10
cα2 − 104
Qα J 6.5× 10−19
T K 300
sαth MPa 481.2× 106
p − 0.78
q − 1.15
B0 Pa s 5× 10−4
Table 2.1: material properties used to generate Figure 2.3
For phase field modeling of ductile fracture, it is strongly recommended to utilize
the unified dislocation velocity law even if the macroscopic strain rate and stress lev-
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Figure 2.3: comparison of average dislocation velocity according to the unified, ther-
mally activated and drag-dominated laws
els are low. It is known that the stress levels ahead of the crack tip are high and the
dislocation glide could be potentially governed by the drag-dominated processes. It
is clearly seen in Figure 2.3 that if the thermally activated dislocation velocity law
is used at high stress levels, significant slip rates will be obtained. From a numeri-
cal standpoint, appearance of high slip rates is catastrophic as the time integration
of constitutive law will most likely fail, making the simulation take smaller time in-
crements. The unified flow rule would fix this issue by smoothly transitioning the
dislocation velocity from the thermally activated mode to the drag-dominated one
where more reasonable slip rates are calculated at high stress levels.
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2.4 Evolution of slip system resistances
Dislocation populations are traditionally divided into two classes, viz. statistically
stored dislocations (SSDs) that are characterized by a net vanishing Burgers vector,
and geometrically necessary dislocations (GNDs) characterized by a non-zero net
Burgers vector [92]. In the course of plastic deformation, SSDs evolve by various
mechanisms such as multiplication, thermal and athermal annihilation and etc. [87].
GNDs on the other hand, correspond to the storage of polarized dislocation densities
and account for crystal lattice curvatures near grain boundaries of polycrystalline
aggregates.
As the dislocation density evolves, their entanglements and interactions with each
other increase, causing strain hardening in the material. The stress field around
dislocations exerts influence on the motion of other dislocations via long-range and
short-range interactions. In crystal plasticity framework, thermal and athermal resis-
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Here sα0,ath and s
α
0,th are respectively the initial athermal and thermal resistances
to dislocation glide. The resistance term Kα/
√
Dg accounts for the dependence of





is a Hall-Petch coefficient with ν, µ and τ ∗ as the Poisson’s ratio, shear modulus and
grain boundary barrier strength, respectively [95]. Material constant cα1 is for the long-
range impeding stresses arising due to GNDs, while cα2 and c
α
3 respectively correspond
to the jump and obstacle width [87]. ραGND,P and ρ
α
GND,F are respectively the parallel





[∣∣∣ρβGNDs sin(nα0 ,mβ0)∣∣∣+ ∣∣∣ρβGNDet sin(nα0 , tβ0)∣∣∣+





[∣∣∣ρβGNDs cos(nα0 ,mβ0)∣∣∣+ ∣∣∣ρβGNDet cos(nα0 , tβ0)∣∣∣+
∣∣∣ρβGNDen cos(nα0 ,nβ0)∣∣∣] (2.13b)
in which χαβ is an interaction factor, defining the strengthening effect of slip system
β on slip system α.
χαβ =

1 if α = β






GNDet are vector components of the GND density on slip system α
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and tα0 = m
α
0 × nα0 [87]. For more details on calculation of GNDs, interested readers
are referred to [93,96].

















where rα, and hβref,(a)th are material constants and s
β
sat,(a)th denotes the saturation
stress on slip system β.
In order to capture the Bauschinger effect in cyclic loading, it is required to con-
sider kinematic hardening via the backstress. An evolution equation for the backstress
is given by [97,98]:
χ̇α = cαχγ̇
α − dαχχα |γ̇α| (2.16)
where cαχ and d
α





In this chapter, the differential equations governing deformation and fracture of a
solid body undergoing an arbitrary loading are obtained using the principle of virtual
power and the fundamental laws of thermodynamics. The derivations in this chapter
are valid regardless of the material behavior; therefore, the governing equations could
be used for modeling elastic and plastic deformation of materials.
3.1 Boundary conditions
The order parameter (e.g. crack phase field) at P is denoted by s where s ∈ [0, 1].
Intact and fully broken material states respectively correspond to s = 0 and s = 1.
The continuum body is generally subject to some boundary conditions. For multi-
field problems, like crack phase field modeling of fracture, the boundary conditions
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should be specified for each solution field separately. The Dirichlet conditions on the
displacement and crack phase fields are specified as:
u = u on Γ0u (3.1a)
s = s on Γ0s (3.1b)
where Γ0u and Γ0s refer to the part of boundary in the initial configuration where
Dirichlet conditions on displacement (u) and order parameter (s) are imposed, re-
spectively. Moreover, the body is subject to external traction loading as:
T = T on Γ0T (3.2a)
λ0 = λ0 on Γ0λ (3.2b)
where Γ0T and Γ0λ refer respectively to the part of boundary in the initial configura-
tion where traction loading is applied on displacement (T) and order parameter (λ0).
It is noteworthy that
Γ0T ∩ Γ0u = ∅ , Γ0T ∪ Γ0u = Γ0 (3.3a)
Γ0λ ∩ Γ0s = ∅ , Γ0λ ∪ Γ0s = Γ0 (3.3b)
Besides the external traction loadings, the body is subject to body forces B and
l0 on respectively the displacement and crack phase fields.
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3.2 Principle of virtual power
Principle of virtual power (PVP) is one of the fundamental concepts in the mechan-
ics of materials. It states that a necessary and sufficient condition for a continuous
body to be in equilibrium is [99]:
δPint = δPext (3.4)
where δPint and δPext are respectively the virtual internal and external powers in-
duced by a kinematically admissible virtual velocity δu̇ (i.e. δu̇ = 0 on Γ0u) and an
admissible virtual rate of order parameter δṡ (i.e. δṡ = 0 on Γ0s).
In this section, we assume the existence of microforce balance laws to derive the
governing equations for the crack phase field [100]. The virtual internal and external




ξ0 ·∇Xδṡ dΩ0 +
∫
Ω0
π0 δṡ dΩ0 +
∫
Ω0
P : δḞ dΩ0 +
∫
Ω0





λ0 δṡ dΓ0λ +
∫
Ω0
l0 δṡ dΩ0 +
∫
Γ0T
T · δu̇ dΓ0T +
∫
Ω0
B · δu̇ dΩ0 (3.5b)
Here the overdot (·) denotes differentiation with respect to time t. π0 and ξ0 are the
internal microforces, power-conjugate to ṡ and ∇Xṡ, respectively. P is the first Piola-
Kirchhoff stress which is power-conjugate to Ḟ = ∇Xu̇. The initial mass density is
denoted by ρ0.
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Setting δṡ = 0 in Equation 3.4 and recognizing that δu = 0 on Γ0u, one obtains:
∫
Γ0T
T · δu̇ dΓ0T +
∫
Ω0




P : ∇Xδu̇ dΩ0 +
∫
Ω0




∇X · (δu̇ P) dΩ0 −
∫
Ω0
δu̇ · (∇X ·P) dΩ0 +
∫
Ω0




δu̇ P ·N dΓ0 −
∫
Ω0
δu̇ · (∇X ·P) dΩ0 +
∫
Ω0




δu̇ P ·N dΓ0T −
∫
Ω0
δu̇ · (∇X ·P) dΩ0 +
∫
Ω0
ρ0ü · δu̇ dΩ0
(3.6)
This equation should hold for any kinematically admissible δu̇ over an arbitrary
volume Ω0 bounded by Γ0 with unit outward normal N. Therefore, one obtains
the governing equation of motion and traction law for the displacement field in the
reference configuration as:
∇X ·P + B = ρ0ü ∀X ∈ Ω0 (3.7a)
T = P N ∀X ∈ Γ0T (3.7b)
Setting δu̇ = 0 in Equation 3.4 and recognizing that δs = 0 on Γ0s, one obtains:
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∫
Γ0λ














∇X · (δṡξ0) dΩ0 −
∫
Ω0







δṡξ0 ·N dΓ0 −
∫
Ω0







δṡξ0 ·N dΓ0λ −
∫
Ω0





Since this equation should hold for any admissible δṡ over an arbitrary volume, the
governing equation and traction law for the crack phase field in the reference config-
uration are obtained as:
∇X · ξ0 − π0 + l0 = 0 ∀X ∈ Ω0 (3.9a)
λ0 = ξ0 ·N ∀X ∈ Γ0λ (3.9b)
3.3 First law of thermodynamics




(E +K) = Q+ Pext (3.10)
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for any arbitrary volume. Here E, K, Q and Pext are respectively the total internal
energy, total kinetic energy, net heat flux into the solid and rate of external work





















T · u̇ dΓ0 +
∫
Ω0







in which e, r, Q refer to the specific internal energy, rate of heat generation per unit
mass and outward heat flux per unit reference area, respectively. Using Equations
3.7 and 3.9 and divergence theorem, Equation 3.10 can be simplified as:
ρ0ė = P : Ḟ + ξ0 ·∇Xṡ+ π0ṡ+ ρ0r −∇X ·Q ∀X ∈ Ω0 (3.12)
3.4 Second law of thermodynamics
The second law of thermodynamics, also referred to as dissipation principle, states
that the net entropy production within any given volume should be non-negative [101],
i.e.
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where the total entropy S and the net rate of external entropy supplied to the body


















Here η and T denote the specific entropy and temperature, respectively. Using diver-








dΩ0 ≥ 0 (3.15)
Separating the mechanical and thermal problems, the entropy production inequality




ρ0T η̇ + P : Ḟ + ξ0 ·∇Xṡ+ π0ṡ− ρ0ė
]
dΩ0 ≥ 0 (3.16)







−Ṫ η − ψ̇
)
+ P : Ḟ + ξ0 ·∇Xṡ+ π0ṡ
]
dΩ0 ≥ 0 (3.17)
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The Helmholtz free energy density is generally a function of elastic deformations Fe,
some internal state variables ζ, order parameter and its gradient [68]; i.e.
ρ0ψ = ρ0ψ (F
e, s, ∇Xs, ζ) = ρ0ψ (F, Fp, s, ∇Xs, ζ) (3.18)
Using Equation 3.18 and assuming isothermal conditions, i.e. Ṫ = 0, the dissipation






























Considering that the dissipation should be zero for a purely elastic deformation and
recognizing that Equation 3.19 is valid for any Ḟ, Ḟp, ζ̇, ṡ and ∇Xṡ, one can obtain





Equation 3.20 is the constitutive equation for the first Piola-Kirchhoff stress and is
valid for both elasticity and plasticity. Following classical arguments of thermody-
namics and enforcing the dissipation inequality in Equation 3.19 on the deformation












dΩ0 ≥ 0 (3.21a)
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dΩ0 ≥ 0 (3.21b)
Equation 3.21a denotes the standard integral form of the dissipation inequality for




: Ḟp − ρ0
∂ψ
∂ζ
· ζ̇ ≥ 0 (3.22)
Following some simple mathematical operations, the dissipation inequality for the



































·Nṡ dΓ0 ≥ 0
(3.23)















ṡ dΩ0 ≥ 0 (3.25)
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ṡ ≥ 0 (3.26)
3.5 Instability and convergence issues
Convergence of nonlinear solvers in fracture simulations is challenging due to the
inherent instabilities associated with the gradual loss of material integrity. These
instabilities are not unique to phase field modeling of fracture and have been also
reported for other fracture modeling frameworks such as cohesive interface models.
Snap-back and snap-through are two of the main instabilities observed in fracture
modeling. If not treated, these instabilities can cause early termination of the simu-
lations due to the inability of solver to converge.
In the following, first a simple 1D problem is set up to show that instabilities take
place when there is an excess energy which cannot be dissipated through any of the
available dissipative mechanisms. Then the local and global viscous stabilization for
phase field modeling of fracture are introduced as a means to dissipate this excess
energy and therefore effectively overcome instabilities. Local stabilization is applied
to the constitutive model for the displacement field, whereas, the global stabilization
is added to the governing equations for both the displacement and crack phase fields.
It is worthy to mention that, in addition to the snap-back and snap-through, frac-
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ture simulations could suffer from numerical precision issues due to the ill-conditioning
of the tangent stiffness matrix [102]. The ill-conditioning could be attributed to the
significant disparity in eigenvalues of the system in problems where the material
degradation, i.e. fracture, is very localized. This issue could be addressed by either
designing appropriate preconditioners to enhance the condition number of the stiff-
ness matrix or dividing the problem into separate subregions (cracks and uncracked
regions) and solving each subregion separately and the solutions on the interfaces.
3.5.1 Instabilities in modeling degradable materi-
als
This section discusses the source of instabilities occuring in modeling degradable
materials using a simple 1D deformation model. Consider a uniform bar consisting
of three segments undergoing uniaxial extension, as shown in Figure 3.1a. A linear
constitutive model is used for segments 1 and 3, as shown in Figure 3.1b. To mimic
material degradation, it is assumed that segment 2 experiences softening once the
uniaxial strain exceeds εc, as shown in Figure 3.1c.
All bar segments experience the same level of stress since they are acting in serial.
Following simple structural mechanics calculations, one can obtain the stress in terms
of the applied displacement as:
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Figure 3.1: 1D deformation model to study the occurrence of instabilities, (a) geom-
etry and boundary conditions for the bar problem, (b) linear constitutive model for

















if εc ≤ ε2 ≤ εf
(3.27)
Plugging the constitutive model for segment 2 into the stress results in Equation 3.27,









ε2 if 0 ≤ ε2 ≤ εc
2σcL1
E






(ε2 − εc) if εc ≤ ε2 ≤ εf
(3.28)
It is expected that the strain in all segments (including segment 2) increase with
the applied displacement; in other words, the linear relationship between the applied
displacement and ε2 should have a positive slope, otherwise the solution is unphysical
and unacceptable. This requirement yields the following stability condition:
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The LHS of this inequality corresponds to the sum of elastic energy stored in segments
1 and 3 up to the point where segment 2 starts to degrade. The RHS of this inequality
denotes the elastic energy stored in segment 2 from the initiation of degradation
(ε2 = εc) up to the full failure (ε2 = εf ). This inequality indicates that the solution is
stable (feasible) if the degradable segment 2 can absorb the elastic energies released
from segments 1 and 3 as it undergoes degradation. If this inequality does not hold,
there would be an excess energy in the system and no static equilibrium path exists.
Therefore, (quasi-)static numerical solvers will not be able to find a feasible solution
and solvers experience convergence issues. This is consistent with the conclusions
in [103–105] where this excess energy is introduced as the source of convergence issues
and instabilities in the equilibrium path.
Equation 3.29 clearly signifies that instabilities can be triggered in simulations
depending on the choice of geometrical (L1 and L2) and constitutive (E, εf , εc and
σc) parameters. This explains why some, but not all, simulations involving material
degradation experience instabilities and convergence issues. It is also worthy to men-
tion that these types of instabilities cannot be overcome by simply refining the finite
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element discretization.
3.5.2 Local viscous stabilization of displacement
field
Viscous stabilization is an effective remedy for overcoming the instabilities. Vis-
cous stabilization can be done at the local (constitutive model) and global (governing
differential equation) levels. The artificial viscosity allows the system to dissipate the
excess energy and therefore avoid the instabilities. The competency of local viscous
stabilization has been explored extensively in the context of cohesive models [104,106].
In order to introduce local viscous stabilization to the displacement field, one
needs to introduce an artificial viscosity in the constitutive model. One can introduce
viscosity in a finite-strain setting by augmenting the multiplicative decomposition of
deformation gradient in Equation 2.4 with an additional deformation gradient corre-
sponding to the viscous elasticity, as outline in [107]. This treatment of viscoelasticity
is rigorous and suitable for developing crack phase models for modeling fracture in
viscoelastic media. Given that, in this work, the introduction of artificial viscosity to
the constitutive model is merely due to numerical necessity (i.e. the material does not
have inherent viscoelastic response), a simpler approach is taken here to incorporate
viscosity into the constitutive model which is less computationally involved compared
to the framework in [107].
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Using the definition of first Piola-Kirchhoff stress in Equation 3.20, the second






A simple viscosity law is considered where the second Piola-Kirchhoff stress is assumed
to be linearly dependent on the rate of its power-conjugate, i.e. Green-Lagrange strain





+ βlu Ė (3.32)
in which βlu is the artificial local viscosity for the displacement field. The stabilized




+ βlu F Ė (3.33)
The first and second terms on the RHS of Equations 3.32 and 3.33 are regarded as
the non-viscous and viscous contributions to the stress tensor, respectively.
3.5.3 Global viscous stabilization of displacement
field
Another approach for overcoming the instabilities is the introduction of viscous
forces, i.e. damping, in the governing differential equation of motion. This method has
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proved to be effective in modeling deformation of degradable materials [85]. Viscous
forces can be thought of as body forces and incorporated into the stress equilibrium
equation as:
∇X ·P + B− βgu u̇ = ρ0ü (3.34)
in which βgu stands for the artificial global viscosity parameter for the displacement
field. Viscous forces are a linear function of velocity. The magnitude of viscous
forces should be small for stable deformation; however, when a local region in the
computational domain becomes unstable and nodal velocities increase drastically, the
viscous forces will play a key role to stabilize the solution. As discussed in [85], βgu
may have spatial and temporal dependence and can be adaptively modified to obtain
the optimum performance. In this work, we assume a linear dependence between the
artificial global viscosity and order parameter. That is,
βgu = βgu0 s (3.35)
Here βgu0 is the reference global viscosity parameter. This treatment will ensure that
the viscous stabilization is applied to regions in the computational domain where
material integrity is lost; i.e. regions with non-zero crack phase field.
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3.5.4 Global viscous stabilization of crack phase
field
One can address the convergence issues associated with instabilities by performing
global viscous stabilization on the governing equation for the crack phase field. Global
stabilization of the phase field model will render the fracture process rate-sensitive
[65,66]. Viscosity can be introduced in the crack phase field problem by decomposing
the internal microforce π0 into energetic π
en
0 and dissipative π
dis











πdis0 =βgs ṡ (3.37b)
Here βgs is the non-negative viscous parameter for the global stabilization of the
crack phase field. It is clear that setting βgs to zero will make the fracture process
rate-insensitive. Plugging Equations 3.36 and 3.37 into Equation 3.26, yields:
βgs ṡ
2 ≥ 0 (3.38)
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This inequality always holds regardless of the state of crack phase field evolution since
βgs is non-negative.
3.6 Governing differential equations
In this section, the derivations in Sections 3.2, 3.3, 3.4 and 3.5 are consolidated to
establish the differential equations governing the displacement and crack phase fields.
The strong form of the boundary-value problem at any given time can be stated as:







= βgs ṡ on Ω0 (3.39b)




·N = 0 on Γ0λ (3.39d)
u = u onΓ0u (3.39e)
s = s onΓ0s (3.39f)
It is worthy to note that the term ρ0ü is dropped in Equation 3.39a since we are
interested in quasi-static simulations in this work. Moreover, the external traction




Nonlinear finite element framework
This chapter focuses on solving the partial differential equations governing the
displacement and crack phase fields derived in Chapter 3. Nonlinear finite element
(FE) method is used to solve the governing equations given in Equation 3.39b. In
the following, the structure of a staggered solver for coupled problems is laid out
in Section 4.1 before the basic formulation of finite element method is explained in
Section 4.2. Volumetric locking associated with modeling incompressible materials is
discussed and the possible remedies are explained in Section 4.3. The linearization of
the governing equations for the displacement and crack phase fields will be discussed
in Sections 4.4 and 4.5, respectively.
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4.1 Staggered scheme for solving coupled
problems
As observed in Chapter 3, the displacement and crack phase field problems are
two-way coupled since their governing equations are both functions of the Helmholtz
free energy density. In order to solve this two-way coupled problem, one may follow
either a monolithic or staggered solver scheme. In the monolithic scheme, both the
displacement and crack phase field degrees of freedom (DOFs) are solved simultane-












where [Kuu] and [Kss] are respectively the intrinsic stiffness matrices for the displace-
ment and crack phase field. [Kus] and [Ksu] correspond to the cross-stiffness matrices.
The residual force vectors for the displacement and crack phase field are denoted by
{Ru} and {Rs}, respectively. On the other hand, in the staggered scheme, each field
is solved separately while keeping the other field fixed. Coupling of the solution fields
is taken care of in the post-processing step after one field is solved by passing relevant
data, here referred to as inter-field information, in between the two fields, as shown
in Figure 4.1. This approach leads to systems of equations involving only either
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displacement or crack phase field DOFs as:
[Kuu] {du} = {Ru} (4.2a)
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Figure 4.1: schematics of the staggered solver for the coupled displacement-crack
phase field problem
The energy functional corresponding to phase field modeling of fracture is typically
non-convex in (u, s). This fact poses issues for the convergence of monolithic solvers
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as they try to find the solution to energy minimization problem since there might
be many local minimizers [108]. On the other hand, the energy functional is convex
w.r.t. each of u and s separately; therefore, the staggered schemes are generally more
favorable for phase field simulations of fracture and experience less convergence issues
compared to the monolithic ones. Besides the convexity issue, the following reasons
may motivate one to choose the staggered solvers over the monolithic one.
• Since the two fields are solved together in the monolithic approach, one should
pay caution to the condition number of the coefficient matrix since the order
of magnitude of the displacement and order parameter could be drastically
different. One may utilize scaling to bring the two types of DOF to the same
order.
• Given that the DOFs and their corresponding residual forces have different
units, extra caution should be practiced in checking for convergence of the
solver. This concern is valid for problems in which DOFs represent different
physical quantities [109].
• Staggered solvers are generally more memory efficient since the cross-stiffness
terms [Kus] and [Ksu] are neither calculated nor stored.
It is worthy to mention that recently there have been efforts to improve the per-
formance of staggered [102] and monolithic [108] solvers by employing over-relaxation
and specialized line search techniques. It should be pointed out that the algorithm
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given in Figure 4.1 is usually referred to as the multi-pass staggered scheme since
it involves multiple iterations of the staggered solver until convergence is reached.
One may simplify this scheme and utilize the single-pass staggered scheme where it
is deemded that the staggered solver converges after only one iteration [66,67]. It can
be readily seen that the single-pass scheme is faster compared to the multi-pass one;
however, based on our experience, the multi-pass staggered solver is more robust and
larger time increments can be taken without loss of accuracy.
4.2 Finite element method
Finite element method is a powerful numerical tool for solving differential equa-
tions arising in engineering and mathematical physics. In order to conduct an FE
analysis, one needs to discretize the computational domain into non-overlapping sub-
domain, namely elements. Elements generally have simple geometrical shapes such
as tetrahedrons. Each element is associated with nnpe nodes and its volume at time
t is denoted by Ωe,t. Each degree of freedom (DOF), i.e. displacements and order







in which q is a degree of freedom. qei and N
e
i respectively denote the DOF and
shape function corresponding to the i-th node of the element. There are in general
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4 DOFs in 3D simulations of crack phase modeling, 3 DOFs corresponding to the
3 displacement components along the Cartesian axes and 1 DOF corresponding to
the order parameter. Following Equation 4.3, the displacement u = [ux, uy, uz]
T and
order parameter s can be interpolated within an element as:
u = [N eu] {ue} (4.4a)




N e1 0 0 N
e
2 0 0 · · · N ennpe 0 0
0 N e1 0 0 N
e
2 0 · · · 0 N ennpe 0
0 0 N e1 0 0 N
e
2 · · · 0 0 N ennpe
 (4.5a)



































It is often required to calculate the gradient of DOFs within an element. It can
readily seen that the gradient of displacement and order parameter within an element
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sx] are respectively referred to as the gradient operator for the displace-
ment and order parameter in the current configuration. Replacing x with X in Equa-
tion 4.7, one can obtain the gradient operators in the reference configuration, i.e.
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4.3 Volumetric locking in linear tetrahe-
dral elements
Image-based crystal plasticity finite element analysis of metallic alloys have re-
ceived significant attention from the material modeling community since it allows the
underlying microstructure to directly affect the mechanical response [8, 110]. This
enables the modelers to understand the sensitivity of mechanical properties to the
morphological and crystallographic attributes of the polycrystalline microstructure.
The statistically equivalent representative volume elements (SERVEs) often consist
of grains with complex irregular geometries. Enforcing the conformity of finite ele-
ment mesh to these complex morphologies makes it almost impossible for commercial
mesh generating software packages to discretize the computational domain into brick
elements [12]. Tetrahedral elements, on the other hand, can properly conform to
these geometries. Moreover, implementation of linear tetrahedral elements (TET4)
into any existing FE code is straight-forward due to their simple formulation.
It is been observed that linear tetrahedral elements suffer from severe volumet-
ric locking in modeling (nearly-) incompressible materials [31–35]. This is of great
significance for crystal plasticity simulations since plasticity in metals is essentially
isochoric. Incompressibility constraint ratio, defined as the ratio of number of avail-
able DOFs to the number of incompressibility constraints in a finite element mesh, is a
metric, used for evaluating the performance of an element in modeling incompressible
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or nearly incompressible deformations. An optimal value for the incompressibility
constraint ratio is 3 in 3D meshes. Low incompressibility constraint ratio denotes
a mesh where there are not enough DOFs to accommodate the incompressibility
conditions and therefore causing the volumetric locking. Large spurious hydrostatic
stresses, checker-board patterned pressure field and under-estimation of displacement
field are the main artifacts of volumetric locking observed in finite element simula-
tions. This volumetric phenomenon, commonly ignored by most CPFE modelers who
focus on the development of constitutive laws, can be detrimental to the simulation
results and result in erroneous predictions. In this section, a simple example is first
outlined to show volumetric locking in TET4 elements. Then the concept of F-bar-
patch element is introduced and it is shown how this element can help one overcome
volumetric locking in crystal plasticity simulations. The formulation and results for
F-bar-patch element has been published in [111].
4.3.1 Demonstration of volumetric locking
A simple example is given in this section to demonstrate the presence of volumetric
locking in TET4 elements in modeling (nearly-) incompressible materials. Consider an
elastic bar of dimensions 4×2×2 units with Young’s modulus E = 1 GPa. Poisson’s
ratio is set to 0.4999 to impose incompressibility. The bar is discretized into 6 TET4
elements, as shown in Figure 4.2, and the nodal coordinates and element connectivity
list are given in Table 4.1.
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Figure 4.2: elastic bar consisting of 6 TET4 elements subject to nodal displacements
Node ID 1 2 3 4 5 6 7 8
Coordinates -2,-1,-1 2,-1,-1 -2, 1,-1 2, 1,-1 -2,-1,1 2,-1,1 -2,1,1 2,1,1
Element ID 1 2 3 4 5 6
Connectivity 1, 3, 8, 4 1, 3, 5, 8 3, 5, 8, 7 1, 2, 4, 6 1, 6, 8, 5 1, 4, 8, 6
Table 4.1: Nodal coordinates and element connectivity for the FE model in Figure
4.2
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y2, uz = 0 (4.8)




, eyy = −
νy
2(1− ν)
, ezz = 0 (4.9)
The volumetric strain is given as exx + eyy + ezz =
1−2ν
2(1−ν)y which is clearly dependent
on the Poisson’s ratio ν and position y. Under incompressibility conditions, i.e.
ν = 0.4999, the volumetric strain is nearly zero. However, for TET4 elements, the
volumetric strain is clearly non-zero as listed in table 4.2. The large volumetric
strains induce high spurious dilatational energy, resulting in element locking and
high stresses. This simple example highlights the importance of alleviating volumetric
locking in problems involving incompressible modes of deformation.
Strain Element Element Element Element Element Element
Component 1© 2© 3© 4© 5© 6©
exx 0.5 0.5 0.5 -0.5 -0.5 -0.5
eyy 0 0 0 0 0 0
Volumetric 0.5 0.5 0.5 -0.5 -0.5 -0.5
Table 4.2: Strain components for each TET4 element of the FE model in Figure 4.2
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4.3.2 F-bar-patch element
In an FE mesh, the incompressibility requirements are enforced at every integra-
tion point of an element. If there are insufficient number of DOFs to accommodate
these incompressibility requirements, the problem would be over-constrained and vol-
umetric locking occurs. This volumetric phenomenon takes place in all elements such
as brick and tetrahedral elements. Volumetric locking could be alleviated if the num-
ber of incompressibility enforcements is reduced for a given number of DOFs.
de Souza Neto et al. [43] proposed F-bar element to overcome volumetric locking
in brick elements. The idea behind F-bar formulation is to perform the constitutive
calculation with a modified deformation gradient such that the incompressibility con-
straint is only enforced at the centroid of the element instead of enforcing it at all
the integration points. In order to achieve this goal, deformation gradient evaluated
at a given integration point is first multiplicatively decomposed into volumetric Fvol
and isochoric (deviatoric) Fiso components as
F = Fiso Fvol where Fiso = (det F)
− 1
3 F and Fvol = (det F)
1
3 I (4.10)
The modified deformation gradient, F-bar, is then obtained by replacing Fvol evalu-
ated at the integration point by the corresponding one evaluated at the centroid of
the element (F0)vol; that is,
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Here F0 denotes the deformation gradient at the centroid of the element. One can
immediately see that utilization of this modified deformation gradient in the consti-
tutive calculations will result in enforcement of incompressibility at the centroid of
the element. In brick elements with 8 integration points per element, this approach
reduces the number of incompressibility constraints by 8 times.
While the F-bar formulation is very effective for elements with multiple integra-
tions points, this formulation would not alleviate volumetric locking for linear tetra-
hedral elements. It can be easily observed that F̄ will be equal to F in TET4 elements
with only 1 integration point per element; that is, the number of incompressibility
constraints is not reduced. de Souza Neto et al. [34] proposed F-bar-patch element
(FP element) to overcome volumetric locking in meshes of TET4 elements. The idea
behind F-bar-patch formulation is very similar to the F-bar one but it revolves around
reducing the number of incompressibility constraints by enforcing these constraints
over patches of elements. F-bar-patch formulation requires the elements in the mesh
be assigned to non-overlapping patches, as illustrated in Figure 4.3 for a 2D mesh of
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Figure 4.3: Illustration of a patch of elements in 2D
Remark 1 Volumetric locking is reduced further as more elements are added to the
patch. However, caution should be practiced as it has been observed that the pres-
ence of too many elements in a patch may result in spurious energy modes. It was
inferred through numerical experimentation that 8 elements per patch is adequate for
3D problems to alleviate volumetric locking without inciting spurious mechanisms [35]
Remark 2 It can be readily seen that the F-bar-patch formulation reduces to the
conventional tetrahedral element formulation if each element is identified with a patch.
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Remark 3 The slip systems are not continuous across the grain boundaries in poly-
crystalline microstructures; therefore, the plastic strain is not continuous across the
grain boundaries. Since the elements on either side of the grain boundary experience
different levels of plasticity, it is not logical to include elements belonging to differ-
ent grains in one patch. In other words, element patches should conform to grain
structure and may not cross the grain boundaries.
4.3.3 Numerical examples
Before studying the effectiveness of F-bar-patch formulation in fracture problems,
it is instructive to investigate the competency of this formulation in alleviating volu-
metric locking in non-degrading materials. In this section, we solve problems involving
only the displacement field. Two alloys, namely Ti6Al and magensium AZ31, are con-
sidered for this study. The material properties and details of the constitutive models
are given in Cheng et al [111]. The results of the F-bar-patch element are compared
with brick elements with B-bar stabilization (when possible) and locally integrated
B-bar TET4 (LIB) element presented in [111].
4.3.3.1 Element patch test
Patch test in finite element method is a simple indicator whether an element can
replicate a piece-wise linear solution field [112]. It is a necessary condition for any
element to pass the patch test. A 20 × 20 × 40 cube is discretized into 48 TET4
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elements with 8 nodes on the outer surfaces and 13 nodes inside the cube. The
material is assumed to be isotropic, linear elastic. Nodal displacements on the outer
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, 4uz = 0 (4.14)















The error norm for FP element is less than 2.22×10−15; hence, it passes the standard
patch test.
4.3.3.2 Bending of an elastic beam
In this example, deformation of a nearly incompressible elastic beam under bend-
ing is studied, as shown in Figure 4.4. The material is isotropic, linear elastic with
Young’s modulus E = 300MPa and Poisson ratio ν = 0.4999. Dimensions of the
beam are 4m× 1m× 1m and is discretized into 31758 elements with 6513 nodes.
To generate a reference solution, the beam is also discretized into 4000 brick ele-
ments and B-bar stabilization is utilized to overcome volumetric locking [113]. The
maximum tip deflections for different elements are reported in Table 4.3 where it can
be clearly shown that the standard TET4 element suffers from severe volumetric lock-
ing and thus resulting in very stiff behavior. The result predicted by the FP elements
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Figure 4.4: Mesh and boundary conditions for the elastic beam bending problem
is comparable with those of the reference solution and LIB element, indicating that
volumetric locking is successfully overcome.
brick element with Standard LIB element FP element
B-bar stabilization TET4 element
tip deflection 0.785m 0.271m 0.773m 0.779m
Table 4.3: Maximum tip deflection in the elastic beam bending problem using different
element formulations
Convergence rate of the FP element is studied next. 5 different meshes consisting
of 343, 845, 1246, 2929, 6513 nodes are constructed. Figure 4.5 shows the tip deflec-
tion predicted by the FP elements with a patch size of 4 (FP4) and 8 tetrahedrons
(FP8). The dashed-line denotes the reference solution obtained through 8-noded brick
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elements with B-bar stabilization. As expected, FP8 element shows a softer response
compared to that of FP4 since FP8 element reduces the incompressibility constraints
further.



























































Figure 4.5: (a) Convergence of the tip deflection for different element formulations.
The dashed line corresponds to the reference solution predicted by 8-noded brick
element with B-bar stabilization. (b) zoom-in view of (a) showing the difference
between LIB, FP4 and FP8 elements.
4.3.3.3 Bicrystal compression test
To investigate the detrimental effects of volumetric locking in crystal plasticity
simulations, uniaxial compression of a bicrystal Mg AZ31 sample of size 20µm ×
20µm× 10µm is simulated. Seven meshes of tetrahedral elements, consisting of 766,
1106, 1583, 2742, 4400, 6421 and 11862 nodes are generated. The boundary conditions
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are shown in Figure 4.6a. The Bunge Euler angles for crystal 1 and 2 are [0◦, 0◦, 0◦]
and [0◦, 90◦, 0◦], respectively. From Schmid factor analysis, plastic deformation is
expected to occur primarily on 〈c+ a〉 pyramidal plane in crystal 1 and 〈a〉 prismatic
plane in crystal 2. Due to the presence of grain boundary in the sample, the stress
state deviates from the uniform uniaxial one close to the grain boundary, promoting
slip activity on other slip planes in the vicinity of the grain boundary.
The distribution of loading direction stress σzz is shown in Figure 4.6. It is ob-
served that very high stress concentrations are predicted using the standard TET4
elements close to the grain boundary. Accepting the results predicted by the brick


















where σ and σref are the solution and reference Cauchy stress tensors, respectively.
The error plots for different elements with increasing mesh densities are shown in
Figure 4.7. The average convergence rate for LIB and FP elements is 0.75. It is clear
that the FP element exhibits better results compared to the standard TET4 elements
in CPFE simulations.
The hydrostatic stress at the grain boundary is plotted in Figure 4.8 where large
hydrostatic stresses are observed with conventional TET4 elements. Consistent with
the results of the 8-noded brick element, FP elements significantly alleviate this prob-
lem and exhibit a saturation of the hydrostatic stress. It is observed that all element
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(a) (b)
(c) (d) (e)
Figure 4.6: (a) Illustration of the boundary conditions and the crystallographic ori-
entations for the constant strain rate compression test on a magnesium AZ31 alloy
bicrystal; distribution of loading direction stress σzz in the deformed configuration at
5% strain using simulation results of: (b) 8-noded brick element using B-bar method
with a mesh of 18081 nodes, (c) standard TET4 element with a mesh of 11862 nodes,
(d) LIB element with a mesh of 11862 nodes, and (e) FP element with a mesh of
11862 nodes.
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Figure 4.7: (a) Error plot of ‖e‖L2 with increasing degrees of freedom (DOF). (b)
zoom-in view of (a) to compare the error between FP8 element and LIB element
formulations predict nearly the same values of the von Mises stress, signifying that
the deviatoric strain energy is nearly unaffected by the volumetric locking in this
bicrystal problem.
4.3.3.4 Bending of a polycrystalline cantilever beam
The effect of volumetric locking on bending of a polycrystalline Ti6Al cantilever
beam is investigated in this example. The beam is 2000µm long with a square cross-
section of 300×300µm2, consisting of 327 grains. The beam is discretized into 276544
TET4 elements as shown in Figure 4.9. The beam is clamped on the left end and a
linearly increasing shear traction is imposed in the Y direction on the right end to
bend the beam mainly about Z direction.
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Figure 4.8: Evolution of maximum of local hydrostatic stress with strain for different
element formulations.
Figure 4.9 shows the distribution of the effective plastic strain predicted by dif-
ferent element formulations. The response is primarily elastic at the early stages of
deformation; hence, all element formulations perform equally well. At later stages
of deformation, plasticity occurs close to the clamped end where maximum bending
moment takes place. This facilitates the formation of a plastic hinge near the clamped
end, promoting further rotation of the beam. Volumetric locking leads to less plastic
strain in TET4 element and significant under-prediction of the tip deflection.
As mentioned before, checker-board distribution pattern of pressure is an artifact
of volumetric locking. Figure 4.10 shows the checker-board patter of pressure in TET4
results, specifically close to the clamped end where plastic deformation occurs. These
fluctuations are nearly alleviated in the results predicted by the FP and LIB elements.
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Figure 4.9: (a) Schematic of a 327-grain Ti6Al polycrystalline beam showing misori-









Figure 4.10: Distribution of hydrostatic stress on XY face of the beam after 324s
using different element formulations.
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Figure 4.11: A 540-grain polycrystalline microstructure of Ti6Al alloy discretized into
583432 TET4 elements.
4.3.3.5 Constant strain-rate deformation of a polycrystalline
microstructure
A statistically equivalent 680×680×680µm3 Ti6Al polycrystalline microstructure
is reconstructed. This microstructure consists of 540 grains and is discretized into
583432 TET4 elements, as shown in Figure 4.11. A constant rate of deformation
ε̇ = 9× 10−5s−1 is applied in the [001] direction.
Figure 4.12a shows the results of CPFE simulations using different element for-
mulations. As expected, all elements perform equally well in the elastic regime since
the material is elastically compressible. With increasing plasticity, the response ob-
tained from TET4 element suffers volumetric locking, showing a stiffer response with
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Figure 4.12: Comparison of (a) loading-direction true stress-strain response of poly-
crystalline Ti-6Al alloy under uniaxial tension in the [001] direction, and (b) distribu-
tion of hydrostatic stress in the polycrystalline microstructure after 800s, by different
methods.
a higher rate of hardening in comparison with the response predicted by FP8 and LIB
elements. The distribution of hydrostatic stress after 800s, corresponding to nearly
%7 strain, is plotted in Figure 4.12b. It is clearly shown that TET4 element tends to
over-predict hydrostatic stresses.
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4.3.4 Modification of F-bar-patch element for frac-
ture simulations
In finite element method, the mechanical response of an element is dependent
on the state of material at its integration points. As the order parameter in the
integration point of an element increases from 0 to 1, the material integrity is gradually
lost and the element loses its ability to withstand volumetric expansions. In other
words, if the material is undamaged (s = 0), volumetric expansion of the element
gives rise to stress. However, if the material is fully damaged (s = 1), volumetric
expansion of the element would not induce any stress. It is worthy to note that the
material point will induce stress under volumetric contraction, regardless of the value
of order parameter. This argument on the volumetric changes of degrading materials
is the premise of development of the elastic free energy density described in Section
5.2.
Application of F-bar-patch formulation could be theoretically and numerically
problematic if, in a patch, there are degraded elements which can easily undergo
volumetric expansions. In order to comprehend the numerical problem with the F-
bar-patch formulation in fracture simulations, consider a patch P consisting of several
elements. Let a few elements in the patch be fully damaged, unable to withstand
volumetric expansions while the other elements in the patch are undamaged. Due
to the presence of these damaged elements, the current volume of the patch, ΩP,t
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in Equation 4.13b, could be much larger compared to the reference volume of the
patch, ΩP,0 in Equation 4.13a. It can be easily seen from Equation 4.12 that this
will yield unreasonable modified deformation gradient tensors for the undamaged
elements in the patch. Moreover, the stress in the degraded elements drop as the
order parameter increases; therefore, damaged elements primarily experience elastic
deformation. With this consideration, it is not justifiable from a theoretical point
of view to keep compressible elastic damaged elements in the same patch with the
incompressible plastic undamaged elements.
In order to address this issue in F-bar-patch elements, one needs to modify the
formulation such that elements experiencing damage gradually leave the patch as
the order parameter increases. This can be thought as an adaptive restructuring
of patches as fracture evolves in the computational domain. This can be achieved
by introducing the order parameter in the F-bar-patch formulation. The modified
























Here se denotes the order parameter at the integration point of an element. gP is
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a function of order parameter such that g
P
(0) = 1 and g
P
(1) = 0. In this work, a





(s) = (1− s)m (4.19)
where m is a positive integer number, here taken to be 10.
To understand how the modification of F-bar-patch formulation given in Equation
4.17 automatically restructures the patch, a simple example is set up. Let’s consider
a patch P consisting of three elements. Table 4.4 describes how this modification
works for different scenarios.
4.4 Nonlinear FE derivations for displace-
ment field
Assuming that the internal state variables, displacement and crack phase fields
are known at time t −4t, it is shown in this section how one can use the nonlinear
FEM to obtain the solution field at time t. Subscripts t − 4t and 0 are used to
denote variables at time t−4t and 0, respectively. Unless explicitly mentioned, the
subscript t is dropped from all variables pertaining to the current time, for the sake
of brevity.
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When all elements are undam-
aged, the modified F-bar-patch
formulation reduces to the origi-





















Element 1 leaves the patch and
is treated as a standard TET4 el-
ement. Incompressibility is en-
forced over the new patch consist-









When all elements are fully dam-
aged, the patch is virtually de-
structed and each element is
treated as a standard TET4 ele-
ment
Table 4.4: results of the modified F-bar-patch formulation given in Equation 4.17 for
different scenarios
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4.4.1 Derivation of weak form




(∇X ·P (u) + B− βgu u̇) ·wu dΩ0 = 0 (4.20)
where wu is the so-called weight function corresponding to the displacement field.
Applying simple mathematical operations and using Equation 3.39c, the weak form















[−P : ∇Xwu + B ·wu − βgu u̇ ·wu] dΩ0 +
∫
Γ0T
T ·wu dΓ0T = 0
(4.21)
4.4.2 Linearization considering F-bar-patch formu-
lation
The F-bar-patch element is used in the finite element simulations to alleviate vol-
umetric locking. The procedure outlined in [34] is followed here to Linearize the weak
form. As mentioned in Section 4.3.2, the modified deformation gradient given in
Equation 4.17 is used for the constitutive calculations. Feeding F̄ to the constitutive
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tion 4.17 and Piola transformation, one can express the first Piola-Kirchhoff stress P






























T ·wu dΓ0T = 0
(4.23)
Since the first Piola-Kirchhoff stress is in general a nonlinear function of the dis-
placement field, one needs to linearize the weak form. However before linearizing the
weak form, it is beneficial to calculate the directional derivative of a few quantities
which are functions of the displacement field u. Table 4.5 tabulates the directional
derivative of some scalar-valued and tensor-valued functions of u in direction du.
Linearizing Equation 4.23 at u in direction du, yields
Ru (u + du,wu) = Ru (u,wu) +DRu (u,wu) [du]





Ru (u + εdu,wu) = 0
(4.24)
It is worthy to note that here linearization is not done w.r.t. the order parameter
since a staggered solver is utilized and the order parameter is kept frozen. If one were
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scalar-valued/tensor-valued directional derivative





A (u + εdu)
F = I + ∇Xu ∇Xdu





















































































Table 4.5: directional derivative of scalar-valued and tensor-valued functions of u in
direction du
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interested in employing monolithic solvers, it would be necessary to linearize Equation
4.24 w.r.t. the order parameter, as well, to obtain the cross-stiffness matrix.
Following conventional finite element methodology, one can break the weak form
integral over Ω0 into integrals over individual elements Ωe,0 and then add up the
resulting matrices and vectors using standard assembly techniques [112]. Therefore,
in the following, weak form will be integrated over an element. Using the product
rule and directional derivatives given in Table 4.5, the directional derivative of weak
form in Equation 4.24 over element e can be expanded as:












































































Here the velocity field is approximated using backward difference method u̇ = (u− ut−4t) /4t.




M = (M⊗ I) : ∇xr (4.26)
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is valid for an arbitrary vector r and second order tensor M. Using this identity,
Equation 4.25 can be rewritten as:







































































The spatial version of Equation 4.27 can be obtained by utilizing ∇Xwu =
(∇xwu) F, F̄ = (vrP/J)gP/3 F and J̄ = det F̄ = J (vrP/J)gP . In the following,
the spatial version of each integral on the RHS of Equation 4.27 is obtained sepa-
rately to simplify the derivations.



















• The spatial version of the third integral on RHS of Equation 4.27
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is the first spatial elasticity tensor.
• The spatial version of the second integral on RHS of Equation 4.27
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Using Equations 4.28, 4.29, 4.31 and 4.32, one can write the spatial form of the





∇xwu : a : ∇xdu dΩe,t +
∫
Ωe,t













































The nonlinear solver for the displacement field, i.e. the Newton-Raphson solver,
can be obtained by (a) plugging Equation 4.33 into Equation 4.24, (b) using Galerkin
method where both wu and du are interpolated using the same shape functions and
(c) recognizing the arbitrariness of the weight function. The i-th iteration of Newton-
Raphson scheme is obtained as
[Ku]{du} = {f extu } − {f intu } (4.35a)
{u}i+1 = {u}i + {du} (4.35b)
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where [Ku], {f extu } and {f intu } are respectively the global tangent stiffness matrix,
external and internal force vectors. The local [K lue] and nonlocal [K
nl
ue] elemental





T FUP9x9 (a) [G
e
ux] dΩe,t︸ ︷︷ ︸





T FUP9x9 (dl) [G
e
ux] dΩe,t︸ ︷︷ ︸







[N eu] dΩe,t︸ ︷︷ ︸

















patch contribution to the nonlocal stiffness
(4.36b)




T {σ} dΩe,t︸ ︷︷ ︸





T βgu{u̇} dΩe,t︸ ︷︷ ︸
contribution from global viscous stabilization
(4.36c)
Here {σ} = [σ11 σ12 σ13 σ21 σ22 σ23 σ31 σ32 σ33]T and {u̇} = [u̇x u̇y u̇z]T . Moreover,
FUP9x9 is function that unpacks a fourth order tensor into a 9 by 9 matrix as:
FUP9x9 (a) =

a1111 a1112 a1113 a1121 a1122 a1123 a1131 a1132 a1133




a3311 a3312 a3313 a3321 a3322 a3323 a3331 a3332 a3333

(4.37)
It is clearly seen that application of F-bar-patch formulation gives rise to a non-
local stiffness matrix since the volume of all elements in the patch appears in the
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modified deformation gradient given in Equation 4.17. The rows of this nonlocal
stiffness matrix correspond to the DOFs of element e whereas its columns correspond
to the DOFs of element j ∈ P, j 6= e. It is worthy to note that the presence of
this nonlocal stiffness matrix will render the global stiffness matrix non-symmetric
value-wise; however, it would still remain structurally symmetric.
As pointed out in [34], the bandwidth of the global stiffness matrix corresponding
to the F-bar-patch formulation is larger compared to the conventional TET4 element;
hence, more operations would be needed for LU factorizations. Cheng et al [111] have
shown that the computational cost associated with these added operations during
factorization is negligible.
Remark 4 Although the derivations presented in this section were on the premise of
using F-bar-patch formulation for tetrahedral elements, following a similar procedure,
one can derive the tangent stiffness matrix and internal force vector for any other





T FUP9x9 (a) [G
e
ux] dΩe,t︸ ︷︷ ︸







[N eu] dΩe,t︸ ︷︷ ︸
contribution from global viscous stabilization
(4.38a)




T {σ} dΩe,t︸ ︷︷ ︸





T βgu{u̇} dΩe,t︸ ︷︷ ︸
contribution from global viscous stabilization
(4.38b)
Remark 5 It can be readily seen that if each element is considered as a patch (size
of patch is 1), dl and [K
nl
ue] will disappear and the stiffness matrix reduces to the one
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for conventional tetrahedral elements.
Remark 6 If an element within a multi-element patch is fully degraded (s = 1), dl
and djnl tensors will disappear and the tangent stiffness matrix for the conventional
tetrahedral element is recovered.
4.4.3 Stabilization of displacement field
As the simulations experience convergence issues, it is generally advised to de-
crease the time increment to bring the solution within the radius of convergence of
the Newton-Raphson scheme. However, if these convergence issues are due to the oc-
currence of instabilities, cutting back the time increment would not be helpful as the
radius of convergence shrinks down to zero at the point of instability [104]. Utilizing
the stabilization techniques discussed in Section 3.5 helps one overcome the instabil-
ities by improving the state of tangent stiffness matrix at the points of instabilities.
It is clearly seen from Equation 4.36a that as 4t decreases, both a and the viscous
tangent stiffness matrix increase. These stabilization contributions to the stiffness
matrix will restore its positive-definiteness at sufficiently small time increments.
In this section, deformation of the 1D bar discussed in Section 3.5.1 is revis-
ited. The effectiveness of local and global stabilizations of the displacement field in
overcoming instabilities is investigated. The bar is assumed to have a uniform cross
section with area A = 1m2. The applied displacement is set to increase linearly with
time as uapp = 4 × 10−4t. The other necessary geometrical and constitutive model
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Table 4.6: geometrical and constitutive model parameters for the 1D bar problem in
Figure 3.1a
For FE analysis of this system, each bar segment is idealized as a linear 2-noded
bar element. The parameters given in Table 4.6 are chosen such that the stability
inequality in Equation 3.29 is violated. In the simulations with no stabilization,
once degradation initiated in the middle segment, the tangent stiffness matrix lost its
positive-definiteness and the simulation failed due to the emergence of convergence
issues.
To investigate the competency of stabilization techniques, local and global stabi-
lization of displacement field are employed separately to simulate deformation of this
bar. Figure 4.13 depicts the displacement-reaction force plots for different values of
local and global viscosity parameters. It is seen that addition of a small amount of
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viscosity to the model can effectively overcome the instabilities. Over a wide range of
viscosity, the mechanical response is observed to be almost insensitive to the chosen
value of viscous stabilization parameter. It is instructive to remember that utilization
of the viscous stabilization is merely out of numerical necessity and the value used for
viscosity should be as small as possible. Performing sensitivity analysis of mechanical























































( )3gu Kg m sβ
Figure 4.13: load-displacement plot for the 1D bar using (a) local and (b) global
stabilization of the displacement field
In the stabilized simulations, at the onset of degradation of the middle segment,
the system is unstable and multiple time increment reductions are necessary to am-
plify the viscous contributions to the system of equations. For a sufficiently small time
increment, the positive-definiteness of the tangent stiffness matrix is restored and the
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solver converges. For βgu = 10
10Kg/m3s, Figure 4.14 shows how the minimum eigen-
value of the tangent stiffness matrix changes at the onset of degradation for different
time increments. It is observed that the positive-definiteness of the system is restored
at 4t ≈ 0.0025s when the minimum eigenvalue of the tangent stiffness matrix be-
comes positive. For time increments less than 0.002s, the two smallest eigenvalues
do not change with time increment; whereas, the other eigenvalues still increase with































Figure 4.14: dependence of the minimum eigenvalue of tangent stiffness matrix on
time increment at the point of instability in the 1D bar problem
One can expect that with higher values of viscosity the simulation will march
through the unstable equilibrium path with larger time increments. Figure 4.15 shows
the average time increment taken by the simulation during degradation of the middle
segment. Both local and global stabilization schemes show a nearly linear relationship
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Figure 4.15: average time increment taken by the simulation during degradation of
the middle segment in the 1D bar using (a) local and (b) global stabilization of the
displacement field
4.5 Nonlinear FE derivations for crack phase
field
In this section, the tangent stiffness matrix and residual vector for the crack phase
field are derived. The weak form for the governing differential equation for the crack
phase field, given in Equation 3.39b, can be written as:
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ws dΩ0 = 0 (4.39)
where ws is the weight function corresponding to the crack phase field. Setting the
crack phase field traction λ0 = ρ0
∂ψ
∂∇Xs
· N to zero and employing the backward
difference method, Equation 4.39 can be rewritten as:











































































Regardless of the form chosen for the Helmholtz free energy density, one can
linearize Equation 4.40 and solve for the crack phase field with an iterative solver.
One can easily verify that for simple quadratic degradation functions as in [65], the
weak form would be linear in terms of the order parameter;therefore, one iteration of
Newton-Raphson would yield the solution. However, for non-quadratic degradation




a nonlinear function of the order parameter and a few Newton-Raphson iterations
might be needed to obtain the solution. As pointed out in Section 4.4.2, one can
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break the integral over volume Ω0 into integrals over individual element volumes Ωe,0.
Linearization of Equation 4.40 in direction ds over an element e reads as:
Rse (s+ ds, ws) = Rse (s, ws) +DRse (s, ws) [ds] =





Rse (s+ εds, ws) =

























































Using the Galerkin method where both ds and ws are interpolated using the same
shape functions and recognizing the arbitrariness of weight function, one can derive
the elemental tangent stiffness matrix [Kse] and internal force vector {f intse } for the



















sX ] dΩe,0 (4.43a)
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Following the conventional assembly process, one can obtain the global stiffness ma-
trix [Ks] and internal force vector {f ints }. The i-th iteration of Newton-Raphson
scheme for the crack phase field is obtained as:
[Ks] {ds} = −{f ints } (4.44a)
{s}i+1 = {s}i + {ds} (4.44b)
It is worthy to note that there is no external loading vector associated with the crack
phase field since λ0 = 0.
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Helmholtz free energy density
As observed in Chapter 5, the displacement and crack phase field problems are
coupled via the Helmholtz free energy density. Once the free energy density is defined,
one can calculate the first Piola-Kirchhoff stress in Equation 3.33 and obtain the final
form of the governing equations 3.39. For phase field modeling of fracture in ductile
materials, the Helmholtz free energy density (HFED) is composed of three distinct
terms as:
ρ0ψ = ρ0ψe + ρ0ψp + ρ0ψc (5.1)
The energy stored due to the elastic stretching of the body is denoted by ρ0ψe.
The defect energy causing work hardening during plasticity is represented by ρ0ψp.
The crack surface energy density is denoted by ρ0ψc. In this chapter, these three
contributions to the HFED are discussed in details.
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5.1 Crack surface energy density
Definition of the crack surface energy density in terms of an order parameter and
its gradient is the core idea behind the phase field modeling of fracture. The simple
1D example given in [65] is used here to define an appropriate energy density term
which can represent a sharp crack. Consider an infinite bar with cross-section A0 and
position vector X. To mimic a sharp crack, assume that the bar is cracked at X = 0
and is intact (unbroken) in the rest of the domain. An order parameter s in defined
such that s = 0 denotes an intact state, whereas s = 1 corresponds to a fully broken
state. The fracture state of the bar can be expressed in terms of s as:
s =

1 if X = 0
0 otherwise
(5.2)
Since this strong discontinuity is not amenable to numerical computations, one may
regularize this discontinuity and represent this discontinuous function with a smooth




in which lc is the regularization length, controlling the sharpness of the regularized
function. Figure 5.1 illustrates how the regularized function approximates the sharp
discontinuous one.
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11
(a) (b)
Figure 5.1: fracture in 1D bar (a) discontinuous sharp crack, (b) regularized repre-
sentation of sharp crack
One can easily see that the regularized function in Equation 5.3 is the solution of





subject to boundary conditions s(0) = 1 and s(±∞) = 0. Using variational calculus,













Plugging Equation 5.3 in Equation 5.5 and using dΩ0 = A0dX, it is observed that
the functional Πs is related to the crack surface A0 and regularization length lc as:
Πs = A0 lc (5.6)
Consequently, one can introduce an alternative functional to represent crack surface
whose minimization yields the same exponential regularization in Equation 5.3. This
alternative functional reads as:
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Introducing gc as the critical Griffith-type fracture energy per unit area, the total



















s2 + l2c ∇Xs ·∇Xs
)
(5.9)
Equation 5.9 is by far the most commonly used form of crack surface energy
density for the phase field modeling of fracture. This formulation, however, allows for
material degradation upon straining; in other words, the order parameter assumes
non-zero values (although the values might be small) as the solid body starts to
deform. As an alternative, a different form of ρ0ψc has been proposed and used in









in which wc is the specific fracture energy per unit volume. This modified formulation
declares a threshold on the initiation of fracture and order parameter starts to evolve
only after a specific amount of energy density is stored in the material.
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5.2 Stored elastic energy density
As the material deforms under loading conditions, part of the deformation is
accommodated by elastic deformations which is quantified by the elastic deformation
gradient Fe. The energy corresponding to the elastic deformation is stored in the
material. For an intact material point, a conventional hyperelastic law expresses the
stored elastic energy density (SEED) as a quadratic function of the elastic Green-




Ee : Ce : Ee (5.11)
Here ρ0ψ̂e is the stored elastic energy density in an intact material state and Ce denotes
the fourth-order anisotropic elasticity tensor with major and minor symmetries. The










Given that SEED plays a key role as the driving force for fracture, it is necessary to
define how the crack phase field interacts with the elastic deformation. To formu-
late this interaction, it is instructive to determine what type of behavior should be
expected when the order parameter is at either end of its bounding limits; that is,
s = 0 and s = 1. It is clearly expected that SEED for damaged materials should
be formulated such that it reduces down to the one in Equation 5.11 when s = 0.
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When the material is fully damaged; i.e. s = 1, it is expected that the material
loses part of its capability to store elastic energy. In the literature, it has been ar-
gued extensively that the load-bearing capacity of a material point (its capability to
store elastic energy) at the fully broken state is dependent on the compressive/tensile
state of strain. It is generally considered that the cracks close under compression,
allowing the load/stress to be transmitted across the crack surfaces and therefore the
material can still deform elastically and store energy. Whereas in tension, the crack
surfaces open up and load-bearing capacity is lost. This phenomenon is referred to
as unilateral condition [119].
5.2.1 Overview of available models
Most of the formulations in the literature on phase field modeling of fracture are
developed for isotropic elastic materials under small deformation conditions. Using
small strain elasticity (εe = 1/2(∇Xu + ∇XuT )) and assuming isotropy (Ceijkl =




tr2(εe) + µ tr(εe2) (5.13)
in which λ and µ are the Lame’s constants, respectively. One may rewrite this
equation in terms of the bulk κ and shear µ moduli as:
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tr2(εe) + µ tr(εe2dev) (5.14)
Here εedev is the deviatoric elastic strain tensor. The term κ/2 tr
2(εe) and µ tr(εe2dev)
correspond to purely volumetric and deviatoric parts of SEED, respectively. It is wor-
thy to note that such decomposition of SEED into purely volumetric and deviatoric
components is not generally possible for anisotropic materials.
The simplest form of SEED for degradable materials is referred to as full degra-
dation [64]:
ρ0ψe = (1− s)2ρ0ψ̂e (5.15)
This form of ρ0ψe does not respect the unilateral condition since SEED disappears
for s = 1 regardless of the state of strain. One consequence of this formulation is
that under mode II phase field modeling of fracture will predict an unrealistic crack
branching, as shown in Figure 5.2. This is an artifact of the choice of SEED which
allows compressive strains to drive fracture.
A more sophisticated model is due to the seminal work of Miehe et al. [65] where
SEED is written as:





e are SEEDs due to tension and compression, respectively, calculated
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Figure 5.2: unrealistic crack branching under mode II due to violation of the unilateral





















in which < x >±= (x± |x|) /2. This type of SEED formulation respects the unilat-
eral condition as it only makes ρ0ψ̂
+
e disappear at the fully broken stage while not
degrading ρ0ψ̂
−
e . Based on this formulation, only the tensile part of the energy con-
tributes to crack phase field evolution. While this method is effective, its application
is limited to isotropic materials where this specific form of ρ0ψ̂e is available.
Using Equation 5.14, Amor et al. [63] proposed a different SEED formulation:
ρ0ψe = (1− s)2
[κ
2







< tr(εe) >2− (5.18)
In this formulation, the deviatoric part of SEED is always degraded, regardless of
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the state of strain. However, the volumetric part of SEED is only degraded only if
the material is under hydrostatic tension, i.e. volumetric strain tr(εe) is positive. It
is clear that this formulation is only applicable to isotropic materials as it requires
decomposition of SEED into purely volumetric and deviatoric components.




εe : Ces : εe (5.19)
where Ces is the degraded fourth-order elasticity tensor, defined as:





κδijδklH (− tr(εe)) (5.20)
in which H(x) represents the Heaviside step function. Except for the bulk modulus
which is degraded only if the volume change is tensile, this model permits degradation
of all elastic moduli with order parameter regardless of the nature of volume change.
5.2.2 Degradation of stored elastic energy density
In this work, we are interested in modeling fracture in anisotropic solids under
finite strain conditions. Therefore, the formulations presented in Section 5.2.1 are
not applicable since they are limited to isotropic materials undergoing infinitesimal
strains. In this section, a new degradation formulation for SEED is developed in finite
strain framework which is suitable for phase field modeling of fracture in anisotropic
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materials. The key idea behind our approach is to degrade the elastic strain tensor
with the order parameter rather than degrading the fourth-order anisotropic elasticity




Ẽe : Ce : Ẽe (5.21)
where Ẽe is the degraded elastic Green-Lagrange strain tensor. In order to calculate
Ẽe, one needs to decompose the elastic deformation gradient Fe into volumetric Fevol
and isochoric Feiso components as:


























where the volumetric Eevol and isochoric E
e
iso elastic Green-Lagrange strain tensors
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To obtain the degraded elastic Green-Lagrange strain tensor, it is assumed that the
isochoric strain tensor Eeiso is linearly degraded with the order parameter irrespective
of the nature of volume change. However, the volumetric strain tensor is degraded
only if the volume change is tensile (Je = det Fe > 1). The degraded elastic Green-
Lagrange strain tensor reads as:
Ẽe = (1− s)FeTvol Eeiso Fevol + [1− sH (Je − 1)] Eevol (5.26)














=(1− s)Ee + [1−H (Je − 1)] sEevol
(5.27)
Equation 5.27 provides another chance to re-interpret the degraded elastic Green-
Lagrange strain tensor. According to Equation 5.27, Ẽe can be obtained by first
ignoring the unilateral condition and degrading the entire elastic strain tensor (both
volumetric and isochoric components); that is Ẽe = (1− s)Ee. In the second step, if
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it is realized that the volume change is compressive, an appropriate volumetric elastic
strain ([1−H (Je − 1)] sEevol) is also added to Ẽe such that the improper degradation
of volumetric strain in the first step is undone.
Remark 7 Under small strain conditions (Fe ' I), the degraded elastic Green-
Lagrange strain tensor in Equation 5.27 reduces to the degraded linear elastic strain
tensor ε̃e as:




















































It is observed that the proposed SEED in Equation 5.21 reduces to the formulation
in Equation 5.18 under small strain isotropic elasticity conditions. Therefore, the
proposed SEED formulation could be deemed as the anisotropic finite-strain analog of
the formulation in [63].
Remark 8 Consider a fully degraded material point (s = 1) subject to a strain state
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corresponding to volumetric expansion. Using either the SEED formulation proposed
here or the ones mentioned in Section 5.2.1, one can readily verify that ρ0ψe is zero.
This leads to occurrence of numerical problems under quasi-static conditions due to
disappearance of the local stiffness of the material and the discretized problem could
suffer from ill-posedness [64]. To circumvent this issue, a sufficiently small positive
parameter κs can be introduced in SEED formulation to leave an artificial elastic
energy density in the material at the fully broken state [63–65]. With this in mind,
one can rewrite Equation 5.27 such that the degraded elastic strain tensor, and hence
SEED, would not disappear at s = 1.
Ẽe = g2 (s) E
e + g1 (J
e, s) Eevol (5.30)
with g1 (J
e, s) = [1−H (Je − 1)] (1− κs)s and g2 (s) = [1− (1− κs)s].
Remark 9 Plugging Equation 5.22 into 2.4, one obtains




It is readily observed that the volumetric-isochoric split of elastic deformation gradient
in Equation 5.22 leads to introduction of a new configuration, namely elastically di-
lated configuration. Figure 5.3 depicts the multiplicative decomposition of deformation
gradient in Equation 5.31. One can interpret Fevol as a deformation gradient which
linearly maps vectors in the intermediate configuration to the corresponding one in
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the elastically dilated one. Feiso is the tensor which linearly maps vectors in elastically



























Figure 5.3: Multiplicative decomposition of deformation gradient into elastic iso-
choric, elastic volumetric and plastic components
5.3 Stored plastic energy density
Plastic deformation is an exothermic process, releasing energy in the form of heat.
A significant fraction of the plastic work is dissipated and converted into heat, while
the rest is stored as defect energy [86, 121]. The contribution of plastic work to the
free energy density in a degradable material can be formulated as
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in which γαacc =
t∫
0
|γ̇α| dt is the total accumulated slip on slip system α. As mentioned
in Section 2.4, sαath and s
α
th correspond to the athermal and thermal resistances to
dislocation glide, respectively. βp is a material constant which should be chosen
carefully such that the contribution of plastic work to free energy density does not
exceed the total plastic work [86].
5.4 Stress measures
With the Helmholtz free energy density defined, one can calculate the first Piola-
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Plugging Equation 5.34 into Equation 5.33, an analytical form for the first Piola-









I : Ce : Ẽe
)





Fp−T + βlu F Ė (5.35)
For crystal plasticity constitutive calculations, one needs to compute the second Piola-










I : Ce : Ẽe
)
Ce−1 + g2 (s)Ce : Ẽe︸ ︷︷ ︸
Snvp
+ βluF
pĖFp T︸ ︷︷ ︸
Svp
(5.36)
where Snvp and S
v




This chapter discusses the details of implementation of the phase field modeling
of fracture in a nonlinear finite element framework. Specifically, the following topics
will be covered.
• A simple technique to ensure the irreversibility of crack phase field is discussed.
• Time integration of the CP constitutive model is explained.
• The required variables to evaluate the tangent stiffness and internal force vector
for both displacement and crack phase fields are computed.
This chapter will conclude with a few suggestions to accelerate the fracture simula-
tions. Throughout this chapter, it is assumed that the problem state (displacement u,
order parameter s and the internal state variable (ISV )) is known at time t−4t and
one would like to obtain the problem state at time t using Newton-Raphson scheme.
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Moreover, inter-field information (IFI) is introduced which stores the most updated
state of variables needed for coupling of the fields. This variable is updated after
each field is solved during the staggered iterations, as shown in Figure 4.1. Besides
IFI and ISV , at each iteration of the Newton-Raphson, the constitutive models for
the displacement and crack phase field problems should be solved for a candidate
deformation gradient F and order parameter s, respectively.
6.1 Implementation of crack phase field
model without threshold
Plugging Equation 5.1 into Equation 3.39b, the differential equation governing




















Note that here the crack surface energy density corresponding to the model without
threshold is used. The first term on RHS is only dependent on the state of dis-
placement field and is, therefore, called the mechanical driving force for fracture [67].
Given that both ρ0ψe and ρ0ψp decrease as order parameter increases, one can verify
that the mechanical driving force is always non-negative. Using Equations 5.21, 5.30
and 5.32, the mechanical driving force is calculated as:
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fmech
(














Ce : Ẽe (Fe, s)
)
:(
Ee (Fe)− [1−H (Je − 1)] Eevol (Fe)
)
+ 2(1− s)Ŵ p
(6.2)








acc to represent the
stored plastic energy density in an undamaged material.
In order to compute the internal force vector for the crack phase field given by
Equation 4.43b, one needs to derive the derivative of HFED w.r.t. to the order
parameter and its gradient.
πen0
(

















Moreover, it is required to calculate the second derivative of HFED w.r.t. to the order
parameter and its gradient to compute the stiffness matrix for the crack phase field
given in Equation 4.43a.
∂πen0
(




























The proposed phase field modeling of fracture does not enforce irreversibility; e.g.
cracks could heal upon unloading of the system. Therefore, it needs to be modified
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such that ṡ ≥ 0. Different methods have been proposed in the literature to enforce
irreversibility. Bourdin et al. [64] suggested a Dirichlet-type condition approach to
enforce irreversibility. According to their approach, if the order parameter at an FE
node at time t∗ becomes 1, a Dirichlet condition of s = 1 can be applied on this
node for t > t∗. This approach ensures that the crack at a fully fractured node
does not recover; however, it does not enforce irreversibility at nodes where order
parameter is 0 < s < 1. Wick [122] suggested an incremental formulation where the
irreversibility constraint is enforced using an augmented Lagrangian penalization. A
simple and yet effective solution was proposed by Miehe et al. [66] where a local history
field of maximum positive energy density was introduced to enforce irreversibility
condition. Positive energy density signifies the part of HFED which is degraded by
the crack phase field and thus drives the evolution of order parameter. This history
field is stored as a state variable and monitors the maximum positive energy density
experienced by the material point during the history of deformation. Irreversibility
is enforced by solving the crack phase field problem using this local history field.
In this work, an approach similar to the local history field in [66, 67] is adopted to
enforce irreversibility. Here, fmech as well as the elastic strain tensor and stored plastic
work corresponding to the maximum fmech in deformation history are stored as ISV .
The most updated elastic strain tensor and stored plastic work are stored in IFI to
inform the crack phase field of the most updated state of displacement field. The
constitutive calculation at an integration point for crack phase field incorporating the
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irreversibility constraint is illustrated in Figure 6.1.
input
,t tISV IFI−∆







extract history energy 
field from ISV
max
mech t tf ISV −∆←
( )ˆ, ,
e p max



















































Figure 6.1: schematics of the constitutive calculation at an integration point for crack
phase field model without threshold
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6.2 Implementation of crack phase field
model with threshold
Constitutive calculations and imposing irreversibility condition for the crack phase
field model with threshold is very similar to the one discussed in the previous section.
Using Equation 5.10 as the crack surface energy density, the differential equation
governing crack phase field with threshold can be cast into a form similar to the one
in Equation 6.1.

































To start fracture once a certain amount of energy density is stored in the material,
one should require the mechanical driving force to exceed the threshold force fth(s).


















Due to this modification in the strong form of the crack phase field problem, one
needs to redo the linearization process. Following a similar procedure as in Section
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4.5, one can derive the elemental tangent stiffness matrix [Kse] and internal force



















[GesX ] dΩe,0 (6.7a)























2wcs if fmech ≤ fth
2wc − fmech
(
Fe, Ŵ p, s
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The algorithm used to calculate the constitutive response for the crack phase field
with threshold is very similar to the one given in Figure 6.1. The only difference is the
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6.3 Time integration of CP constitutive
model
Different algorithms have been designed to perform time integration for crystal
plasticity constitutive models. An excellent summary of the most important algo-
rithms is provided in [123]. In this work, a semi-implicit time integration algorithm
is devised to solve a set of 9 nonlinear equations, corresponding to the components
of elastic deformation gradient Fe. In this section, unless explicitly mentioned, the
subscript t is dropped from all variables pertaining to the current time.
Solving the evolution equation for Fp in Equation 2.5, the plastic deformation


























Using Equations 2.4 and 6.11, the elastic deformation gradient is obtained as:
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Fe = FFp
−1
= Fe tr −
nslip∑
α=1
4γα (Fe, ISV ) Bα (6.12)
where
Fe tr =F Fp−1t−4t (6.13a)
Bα =F Fp−1t−4t S
α
0 (6.13b)
A two-stage Newton-Raphson scheme is employed to solve Equation 6.12 since
the slip increment 4γα has a nonlinear dependence on Fe. In the first stage (in-
ner loop), Equation 6.12 is solved for Fe while freezing the slip system resistances.
Following Maniatty et al. [126], an adaptive scheme is implemented to restrict the
change of Fe between iterations when the residual starts to increase. In the second
stage (outer loop), the slip system resistances are evolved using the slip increments
calculated in the first stage. This two-stage iterative solver is repeated until both
elastic deformation gradient and the resistances converge.
The i-th iteration of Newton-Raphson in the inner loop reads as:
Fe i+1 = Fe i − J−1 : Ri (6.14)
where the residual R and Jacobian J are computed as:



















Here Iijkl = δikδjl is the fourth order identity tensor. Calculation of ∂4γα/∂ταp is
straightforward; however, derivation of ∂ταp /∂F
e is more analytically involved and is
given in details in Section 6.4. The sequence of computational operations needed for




Using Equation 2.7, the derivative of resolved shear stress in the intermediate






















Using Equations 5.36, the derivative of Snvp with respect to the elastic deformation
gradient is calculated as:
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Step A Determine elastic deformation gradient and slip increments
I Initialize relevant quantities for the Newton-Raphson algorithm:
Fe 0 = Fet−4t, F










II For the i-th iteration in the Newton-Raphson algorithm:
(a) Calculate Ẽe using Equation 5.30
(b) Calculate Sp and ταp using Equations 5.36 and 2.7, respectively
(c) Calculate slip rates using Equations 2.8
(d) Calculate residual and Jacobian using Equation 6.15
(e) if i = 0 or ‖ Ri ‖<‖ Ri−1 ‖; continue to step (f)
if i 6= 0 and ‖ Ri ‖>‖ Ri−1 ‖; scale back Fe i
Fe i ←− 1
2
(
Fe i + Fe i−1
)
and go to step (a)
(f) update elastic deformation gradient using Equation 6.14
(g) Check for convergence: if no, return to step (a); if yes, proceed to step III.
Step B Update slip system resistances.
III Compute hardening matrix using Equation 2.15
IV Update slip system resistances using Equation 2.12
V Check for convergence of slip system resistances: if no, return to step II; if yes, proceed to
step VI
VI return updated ISVs, Cauchy stress and first spatial elasticity tensor
Table 6.1: Sequence of computational operations for time integration of the crystal
plasticity constitutive model
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The term ∂Ẽe/∂Fe is already given in Equation 5.34. One can calculate ∂Ce−1/∂Fe






6.5 Derivation of first spatial elasticity ten-
sor
In order to evaluate the stiffness matrix in Equation 4.36a, one needs to calculate
the first spatial elasticity tensor a. It can be readily seen that a can be expressed
in terms of A = ∂P/∂F (see Equation 4.30). Before starting to calculate A, it is
observed that the formulation for P in Equation 5.35 can be modified such that it is









I : Ce : Ẽe
)





Fe TF−T + βlu F Ė (6.19)
Using chain rule, derivative of P with respect to F is obtained as:
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The last term which needs to be calculated in Equation 6.20 is derivative of Fe with
respect to F. In order to obtain the consistent tangent moduli, it is essential to use



































































































Table 6.2 summarizes the procedure to compute the first spatial elasticity tensor.
6.6 Accelerating fracture simulations
Generally phase field modeling of fracture is time-consuming due to requirements
on convergence of the staggered solver, time increments and mesh size. In this section,
three tactics are proposed to accelerate crack phase field simulations and minimize
the number of cutbacks (reductions in time increment) as much as possible.
tactic I: During the fracture simulations, the elements in the vicinity of cracks may
experience severe deformation. The crystal plasticity time integration often fails in
these elements for different reasons such as divergence of inner and outer loops or get-
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VII use results of step IV, V and VI to calculate A using Equation 6.20
VIII calculate a using Equation 4.30
Table 6.2: Sequence of computational operations to calculate the first spatial elasticity
tensor
ting large slip increments invalidating the Fp approximation in Equation 6.10. Given
that fracture is a localized phenomenon, a few percentage of elements in the entire
FE discretization suffer from failure of constitutive model update and require a small
time increment whereas the majority of elements can handle large time increments.
The classical approach is to march in time with the minimum time increment re-
quired by the elements; therefore, one has to restart the time step with a sufficiently
smaller time increment such that time integration can be successfully carried out for
all elements in the mesh.
This time-marching approach is obviously not efficient. Consider a case where all
elements in the mesh can take a time increment of 4t except for one element which
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requires a time increment of 4t/10. Following the aforementioned approach, to know
the mechanical response after 4t seconds, one has to simulate 10 time steps where at
each time step the FE nonlinear solver is performed for all the elements in the mesh.
This is a computational burden and can be overcome by utilizing a simple substepping
technique [127]. In the sub-stepping technique, the entire FE problem takes a time
increment of4t and each element may march through this time increment in multiple
steps. Knowing the deformation gradient and order parameter at time t − 4t and
t, F and s are linearly interpolated with time whereas the state variables are simply
passed from one step to the next. In this work, an adaptive substepping scheme
is implemented where the size of steps are adaptively selected depending on the
success of constitutive update at the element. The algorithm used for this adaptive
substepping scheme is summarized in Table 6.3.
tactic II: Depending on the frequency of evaluation of tangent stiffness matrix, differ-
ent Newton-Raphson schemes could be employed to solve the nonlinear FE equations.
The ”full” Newton-Raphson scheme pertains to the case where the tangent stiffness
matrix is evaluated at every iteration. Another class of Newton-Raphson schemes
is the quasi-Newton methods where tangent stiffness matrix is evaluated either at
the beginning of each time step or just the first iteration of the first time step [128].
Due to the infrequent update of the tangent stiffness matrix in quasi-Newton meth-
ods, combining quasi-Newton methods with direct linear solvers is favorable. Once
the tangent stiffness matrix is factorized, direct solvers spend a negligible time to
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I initialize required variables
level = 1 , told = t−4t , ISVold = ISVt−4t
II determine trial time increment and update trial time
4ttr = 4t2level , tnew = told +4ttr
III linearly interpolate F and s
Fnew = Ft−4t +
tnew−(t−4t)
4t (F− Ft−4t)
snew = st−4t +
tnew−(t−4t)
4t (s− st−4t)
IV perform constitutive update using Fnew, snew and ISVold and store the updated state
variables in ISVnew
V if constitutive update failed, then level← level + 1 and go to step II
VI update required variables
told ← tnew , ISVold ← ISVnew
VII if t = tnew, the full time increment is marched and exit substepping. Otherwise, go
to step II
Table 6.3: Sequence of computational operations to perform adaptive substepping for
CP constitutive update
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do back-substitution and solve the linear system of equations in a relatively short
period of time. In order to accelerate fracture simulations and save time in solving
the linear systems, one may use the quasi-Newton method from the beginning of the
simulation up to the point when the softening starts. Beyond this point, due to the
drastic changes in tangent stiffness matrix per iteration per time step, quasi-Newton
methods often do not perform well and one has to switch the solver to the ”full”
Newton-Raphson scheme.
tactic III: For simulating a mechanical process over a period of time, the FE solvers
start with an initial time increment and then adaptively increase it based on some
criterion such as the number of Newton-Raphson iterations required for convergence.
In fracture simulations beyond the point of softening when cracks start to propagate,
if large time increments are taken, the FE solvers generally face some problems with
respect to the convergence, resulting in cutbacks. It is often seen that at some stages
of fracture, the FE solver executes multiple cutbacks consecutively to make time
increment sufficiently small for convergence to happen. One would like to minimize
the number of cutbacks to avoid wasting computational resources.
An effective tactic in these cases is to disable the adaptive time incrementation
when the FE solver goes through a user-defined number of consecutive cutbacks
nusercutback. After these cutbacks, the FE solver will eventually converge for a suffi-
ciently small time increment, here referred to as the stable time increment. The FE
solver is then instructed to march in time with a time increment as large as the stable
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Numerical results on fracture
This chapter provides some numerical examples on brittle and ductile fracture.
When possible, comparisons with analytical solutions and experimental observations
are made to validate the fracture modeling framework. Numerical examples include
2D and 3D simulations of fracture in isotropic and anisotropic materials. It is worthy
to mention that 2D simulations are carried out under plain strain conditions. For
brittle fracture simulations, conventional linear triangular/tetrahedral elements are
used; however, modified F-bar-patch element is used for ductile fracture simulations
to alleviate the adverse effects of volumetric locking.
Following the results of [65], the regularization length scale lc in the numerical
examples is chosen to be twice the size of elements. Moreover, the residual strength
parameter κs is set to zero, unless mentioned otherwise.
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Parameters E ν lc gc βlu βgu βgs
unit GPa − mm J
m2
Pa · s Pa·s
m2
Pa · s
Value 210 0.3 7.5× 10−3 2700 1 0 103
Table 7.1: material/numerical parameters for problem in Section 7.1 and 7.2
7.1 Single edge notched plate under ten-
sion
Consider a single edge notched square plate, as shown in Figure 7.1. The plate is
subject to an applied velocity of u̇y = 10
−5mm/s. The notch has zero thickness and
is created by duplicating the nodes on the notch line. The material is assumed to
be nonlinear isotropic elastic. The required material/numerical parameters are given
in Table 7.1. The resulting crack profile at different stages of deformation is given
in 7.2. As expected, under mode I fracture, the crack grows normal to the direction
loading in a fairly straight path. The corresponding load-deflection curve is shown
in Figure 7.3 where a sudden drop in load is observed once fracture starts. This is a
signature of brittle failure.
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Figure 7.2: crack profile in single edge notched square plate under tension at (a)
t = 600.236s, (b) t = 639.8048s and (c) t = 639.8049s
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Figure 7.3: load-deflection curve for single edge notched square plate under tension
7.2 Notched square plate under pure shear
The boundary conditions for the problem in Section 7.1 are modified such that
the single edge notched plate is under pure shear conditions, as shown in Figure 7.4.
The plate is subject to an applied velocity of u̇x = 10
−5mm/s and The parameters
given in Table 7.1 are used for FE simulations.
The resulting crack profile at different stages of deformation is given in 7.5. The
crack is observed to kink down to the tensile region due to the choice of SEED which
respects the unilateral condition. This is as opposed to the crack branching shown
earlier in Figure 5.2. The crack propagates with an angle of ≈ −59.4◦ relative to the
crack line, which is comparable with −70.5◦ predicted by the maximum tensile stress
criterion [129]. The corresponding load-deflection curve for this problem is shown in
Figure 7.6.
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Figure 7.4: geometry and boundary conditions for the single edge notched square
plate under pure shear conditions
s
(a) (b) (c)
Figure 7.5: crack profile in single edge notched square plate under pure shear at (a)
t = 1058.721s, (b) t = 1146.840s and (c) t = 1219.265s
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Figure 7.6: load-deflection curve for single edge notched square plate under pure shear
7.3 Effect of convergence criteria on crack
profile
There are generally three measures which could be used to determine conver-
gence of the nonlinear FE solver for the displacement field. These measures examine
whether the displacement field, residual force or internal energy have converged. It is
recommended [109] that two of these measures should be employed to confirm con-
vergence of the solver. An excellent discussion on different convergence criteria is
provided in the seminal work of Bathe and Cimento [109]. In this work, convergence
of the solver is determined using the displacement field and residual force.
As pointed out in [109], in problems involving softening like fracture simulations,
a strict tolerance should be used for the criterion involving displacement field. For the
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purpose of this discussion, the i − th iteration of Newton-Raphson for displacement
field at time t, given earlier in Equation 4.35b, is recalled as:
{ut}i+1 = {ut}i + {du} (7.1)





in which εd is a small positive tolerance. This criterion examines whether the norm of
correction to the displacement field ‖{du}‖ is small enough with respect to the norm
of total displacement field ‖{ut}i‖. Alternatively, one may examine convergence of





This alternative convergence criterion is clearly stricter compared to the conventional
one. Figure 7.7 shows the effect of convergence criteria and its tolerance on the
prediction of crack profile for the problem illustrated in Figure 7.5. It is observed in
Figure 7.7a that the conventional convergence criterion with εd = 10
−3 predicts an
incorrect crack path. Reducing εd, the convergence criterion becomes stricter and the
correct crack kinking is obtained. The convergence criterion in Equation 7.3 with a
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larger tolerance, εd = 10
−2, can correctly predict the correct crack profile, as shown




Figure 7.7: crack profile in single edge notched square plate under pure shear using
Equation 7.2 with (a) εd = 10
−3, (b) εd = 10−4 and (c) εd = 10−5. Figure (d) is
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7.4 Fracture using PF model with thresh-
old
As mentioned in Section 5.1, the crack surface energy density in Equation 5.9 per-
mits material degradation upon loading and therefore has no energy density threshold
for damage nucleation. Equation 5.10, on the other hand, has a threshold for the
damage nucleation and material degradation starts only after certain amount energy
density has been stored in the material. Figure 7.8 compares the two models for the
problems illustrated in Figures 7.1 and 7.4. wc in the PF model with threshold is set
to 180MPa and the other parameters are given in Table 7.1. It is observed that the
model with threshold yields a sharper representation of fracture; that is, the material
degradation is more localized to the immediate vicinity of crack path. It is also seen
that the final stages of fracture under pure shear loading conditions are different in
these two models. In the model with threshold, crack moves along the lower boundary
whereas it propagates with a distance off the lower boundary in the model without
threshold.
7.5 L-shaped plate
A series of experimental fracture tests were done on an L-shaped 10cm thick
concrete plate by Winkler [3]. The geometry and boundary conditions for this problem
132












Figure 7.8: crack profile in single edge notched square plate using the fracture model
(a) without and (b) with threshold
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Parameters E ν lc gc wc βlu βgu βgs
unit GPa − mm J
m2
MPa Pa · s Pa·s
m2
Pa · s
Value 25.84 0.18 3 89 0.015 1 0 10
Table 7.2: material/numerical parameters for L-shaped plate
are shown in Figure 7.9. The displacement is applied at a rate of 10−3mm/s. This test
has been often used in the literature to validate the crack phase field models [4,5,130].
The material is assumed to be isotropic elastic. The required material/numerical





Figure 7.9: geometry and boundary conditions for the L-shaped plate (all dimensions
are in mm)
Different stages of crack propagation predicted by the models with and without
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threshold are given in Figure 7.10. It is observed again that the model with threshold
has a sharper representation of crack. The predicted crack profile is compared with
the experimental [3] and numerical [4] results in Figure 7.11. The predicted crack
path is observed to fall in the range of experimental observations.
(a)
(b)
Figure 7.10: different stages of crack propagation in L-shaped plate using fracture
model (a) without and (b) with threshold
The proposed model respects the unilateral condition; that is, under compressive
volume change, the volumetric strains are not degraded and do contribute to the
SEED and stress in the full extent while the deviatoric strains are degraded and do
not contribute to the stress in full extent. Therefore, it is expected that the degraded
135
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Figure 7.11: comparison of the predicted crack path (red line) with the experimental
(gray area) [3] and numerical (black line) [4] results. The red line represents 0.9 ≤
s ≤ 1
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material regains part of its loading-bearing capacity in the compression. To observe
the effect of the unilaterial conditions, the L-shaped plate is subject to a displacement
history given in Figure 7.12a which involves load reversals. The fracture model with
threshold is used to simulate this problem. The load-deflection curve is given in
Figure 7.12b. It is observed that upon the first load reversal at t = 400s, the structure
unloaded with a degraded slope until t = 800s when the applied displacement changes
sign. From t = 800s to t = 1200s, the applied displacement is negative and the crack
closure takes place. It is observed that during this period due to the unilateral
conditions the structure shows a mechanical response, almost similar to that of an
intact material. There is ≈ 5% difference between the slopes since the deviatoric
strains are degraded in the compression.
7.6 Notched plate with hole
An interesting experiment was done by Ambati et al. [5] on a notched concrete
plate with a hole. A displacement-controlled loading with a rate of 0.1mm/min was
applied on the top pin while holding the lower pin fixed. The geometry and boundary
conditions for this problem are illustrated in Figure 7.13. The fracture model with
threshold is used to predict the crack profile. The material/numerical parameters are
tabulated in Table 7.3. Different stages of crack propagation are shown in Figure
7.14 and the predicted crack path is compared with the experimental observations
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Figure 7.12: effect of unilateral conditions on the L-shaped plate. (a) displacement
history involving load reversals, (b) load-deflection curve
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in Figure 7.15. It is seen that the predicted crack path compares very well with the













Figure 7.13: geometry and boundary conditions for the notched plate with hole (all
dimensions are in mm)
We have a closer look at the effects of different viscous stabilization techniques
discussed in Section 3.5 on the mechanical response. Here the effects of each technique
is investigated separately; that is, one of the viscosity parameters βlu, βgu or βgs is
changed while the others are set to zero. In order to study the effect of βgs, the
residual strength parameter κs is set to 10
−4 to avoid ill-conditioning of the tangent
stiffness matrix for the displacement problem. When investigating the effects of βlu or
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Parameters E ν lc wc βlu βgu βgs
unit GPa − mm MPa Pa · s Pa·s
m2
Pa · s
Value 5.89 0.22 0.5 2.28 0 102 0
Table 7.3: material/numerical parameters for notched plate with hole
(a) (b) (c) (d)
Figure 7.14: different stages of crack propagation in notched plate with hole. (a)
t = 429.65s,(b) t = 565.03s, (c) t = 1554.30145s and (d) t = 1554.30146s
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Figure 7.15: comparison of the predicted crack path (red line) with the experimental
observations (gray area) [5]. The red line represents 0.9 ≤ s ≤ 1
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βgu, κs is set to zero since the viscous stabilization of the displacement field prevents
ill-conditioning of the tangent stiffness matrix. The load-deflection plots for different
viscous stabilization techniques are given in Figure 7.16. It is observed that for
the small amount of artificial viscosity, all three methods predict nearly identical
load-deflection curves. However for higher values of artificial viscosity, they behave
differently. It is seen that the critical points A and B shown in Figure 7.16a (these
points correspond to nucleation of crack from the notch and hole) are more sensitive to
βgs and less sensitive to βgu. With respect to the viscous stabilization of displacement




























































Figure 7.16: load-deflection plots for notched plate with hole for different viscous
stabilization techniques. (a) global viscous stabilization of crack phase field, (b)
local viscous stabilization of displacement field and (c) global viscous stabilization of
displacement field
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7.7 Asymmetric double notched plate
This numerical example concludes the 2d examples of fracture. Consider a plate
with asymmetric notches, as shown in Figure 7.17. The bottom edge is fixed whereas
the top edge is constrained to move horizontally. A displacement controlled loading
with a rate of 5 × 10−3mm/s is applied on the top edge. This example has been
studied in Ambati et al. [131]. The material/numerical parameters for this problem







Figure 7.17: geometry and boundary conditions for the asymmetric double notched
plate (all dimensions are in mm)
The crack profile for this problem is shown in Figure 7.18. It is observed that
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Parameters E ν lc gc βlu βgu βgs
unit GPa − mm J
m2
Pa · s Pa·s
m2
Pa · s
Value 72.62 0.33 0.1 9310 104 1046 1
Table 7.4: material/numerical parameters for asymmetric double notched plate
the cracks initiate at the notches and then follow curvilinear path towards the other
notch. The hydrostatic stress is also seen to move with the crack tips. The final
damaged state of this problem is plotted in the deformed configuration in Figure
7.19.
7.8 3D single edge notched plate
This example studies fracture in a 3D single edge notched plate, shown in Figure
7.20. Two different types of displacement-controlled loading, namely tensile and shear
loadings, are simulated. For the tensile loading, the bottom and top yz planes are
fixed in x and z directions. The bottom xz plane is fixed in y and z directions and
a displacement in y direction with a rate of 10−5mm/sec is applied on the top xz
plane. For the shear loading, the bottom and top yz planes are fixed in y and z
directions. The bottom xz plane is fixed in all directions. The top xz plane is fixed
in y direction. A displacement in x direction with a rate of 10−5mm/sec is applied
on the top xz plane.
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Figure 7.18: different stages of crack propagation in asymmetric double notch plate.
(a) t = 62.4257s,(b) t = 62.4258s and (c) t = 130.58s
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Figure 7.19: fracture in asymmetric double notch plate in deformed configuration.
Here the deformation is magnified 4 times and the elements with 0.9 ≤ s ≤ 1 are
removed to visualize cracks
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Figure 7.20: geometry for the 3D single edge notched plate (all dimensions are in
mm)
The material is assumed to be nonlinear isotropic elastic. The material/numerical
parameters for this problem are given in Table 7.5. The crack profiles for tensile and
shear loadings are shown in Figure 7.21. The elements with 0.9 ≤ s ≤ 1 are visualized
in this figure to see crack surfaces.
Parameters E ν lc gc βlu βgu βgs
unit GPa − mm J
m2
Pa · s Pa·s
m2
Pa · s
Value 210 0.3 0.01 2700 104 0 103
Table 7.5: material/numerical parameters for the 3D single edge notched plate
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(a) (b)
Figure 7.21: crack profile in 3D single edge notched plate under (a) tensile and (b)
shear loading. Only elements with 0.9 ≤ s ≤ 1 are visualized
7.9 Single-pass vs. multi-pass staggered
solver
The importance of proper convergence criteria in predicting the correct crack path
was discussed in Section 7.3. This section highlights the significance of staggered
solver and its effect on crack path predictions. The 3D single notched plate under
shear which involves crack kinking is chosen for this study. For all simulations in this
section, the strict convergence criteria given in Equation 7.3 is used with εd = 10
−2.
The time incrementation is instructed to adaptively change time increment depending
on the number of Newton-Raphson iterations with some safeguard considerations
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pointed out in Section 6.6. The maximum allowable time increment is set to 200s.
This problem is solved using single-pass and multi-pass staggered solvers. The crack
predicted by these two solvers are shown in Figure 7.22. Although the simulations
are 3D, the crack profile on the xy plane is shown for better visualization of fracture
pattern. It is observed that the multi-pass staggered solver can successfully predict
the crack path whereas the single-pass one fails to capture the correct crack profile.
It is also observed that the crack width is larger in the case of single-pass solver.
This example shows sensitivity of the single-pass solver to time increments due to its
semi-explicit algorithm. Although single-pass solver is faster; however, one should
pay extra caution in choosing the time increments.
(a) (b)
Figure 7.22: crack profile in 3D single edge notched plate under shear using (a)
multi-pass and (b) single-pass staggered solver
Generally fracture simulations require small time incrementation since crack evo-
lution is accompanied by the significant re-balancing of loads and forces in the struc-
ture. The fracture process is comprised of unstable and stable stages. In the unstable
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regime, the fracture is manifested by brutal crack network development and small
time increments should therefore be taken. In the stable regime, on the other hand,
the cracks evolve slowly and large time increments could be taken. From this per-
spective, it might be a better idea to limit the increment in nodal crack phase field,
rather than limiting the time increment. In other words, once the staggered solver
converged, maximum increment in any crack phase field DOF is examined. If it
exceeds the user-defined maximum allowable increment, the solver is instructed to
restart the time step with a smaller time increment.
Post-analysis of the results in Figure 7.22 indicates that the maximum increment
in nodal crack phase field (not norm) is 0.2 and 0.22 for the multi-pass and single-
pass solvers, respectively. The average increment in nodal crack phase field for the
multi-pass solver is 5.9 × 10−3 whereas it is 1 × 10−3 for the single-pass one. Figure
7.23 shows the crack profile predicted by the single-pass solver if the maximum al-
lowable increment in nodal crack phase field is set to 0.16 and 0.1. It is observed that
the single-pass solver can predict the correct crack path for small enough allowable
increments in crack phase field, here 0.1.
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(a) (b)
Figure 7.23: crack profile in 3D single edge notched plate under shear predicted by
the single-pass staggered solver subject to maximum allowable increment in nodal
crack phase field being (a) 0.16 and (b) 0.1
7.10 Brittle fracture in polycrystalline Al7075-
T651 alloy
This example studies the fracture process in a single edge notched rolled poly-
crystalline Al7075-T651 plate, shown in Figure 7.24. This alloy consists of crystalline
Al grains and brittle intermetallic Fe-rich particles. The particles are shown in dark
blue. A detailed characterization of this alloy can be found in [132–134]. The origin
is fixed in all directions. The z axis is fixed in x direction. The bottom xz plane
is fixed in y direction while the top xz plane is subject to displacement controlled
loading with a rate of 2.4× 10−3μm/s along y direction.
The elastic constants for the crystalline Al phase with cubic symmetry were cal-
ibrated using experiments in [135]. The brittle intermetallic particles show isotropic
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Figure 7.24: plot of maximum Schmid factor for loading along y in single edge notched
rolled polycrystalline Al7075-T651 plate. Dark blue regions correspond to Fe-rich
particles (all dimensions are in micrometer)
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Al grains particles
Parameters βlu βgu βgs lc C11 C12 C44 gc E ν
unit MPa · s MPa·s
m2
Pa · s µm GPa GPa GPa J
m2
GPa −
10−2 1 102 0.24 107.3 60.9 28.3 110 160.9 0.3
Table 7.6: material/numerical parameters for the single edge notched rolled polycrys-
talline Al7075-T651 plate
elastic response. The mechanical properties of particles were measured in [132] us-
ing an atomic probe microscope equipped with a nanoindenter. The required mate-
rial/numerical parameters are given in Table 7.6.
A nonlinear crystal elasticity is used to represent the constitutive behavior of the
Al grains whereas a nonlinear isotropic elastic model is used for the brittle particles.
The load-deflection curve for different values of gc in particles is given in Figure
7.25. It is observed that the changes in fracture energy of particles does not have an
appreciable effect on the load-deflection curve. This is mainly due to the fact that
particles occupy a small volume fraction of the sample and most of the fracture path
goes through the crystalline Al phase.
Although the load-deflection curve is almost insensitive to gc of particles, the local
fracture path is significantly affected by this parameter. Figure 7.26 shows different
stages of fracture for gc = 10J/m
2. Attention is specifically drawn to particles A
and B, marked in Figure 7.26a. Crack is observed to nucleate at the notch root and
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Figure 7.25: load-deflection plots for single edge notched rolled polycrystalline Al7075-
T651 plate for different value of gc for particles
propagates forward with the normal to crack surface being nearly aligned with the
loading direction. Upon further loading, it is observed that particle A fractures as
well and the cracks in the Al matrix and particle A coalesce (Figure 7.26c) while
another crack develops in particle B (Figure 7.26d). It is later seen that the coalesced
crack will propagate further while the one in particle B gets arrested at the interface
with Al matrix.
For larger values of gc in particles, the crack profile is quite different. Figure 7.27
shows the crack path for gc = 50J/m
2 and gc = 250J/m
2. It is observed that as the
value of gc for particles increases, particle B does not fracture. Moreover, a crack
does not nucleate in particle A, rather the crack developed in the Al matrix cuts
through it for gc = 50J/m
2. For higher value of gc, it is observed that the crack does
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Figure 7.26: different stages of fracture in single edge notched rolled polycrystalline
Al7075-T651 plate with gc = 10J/m
2 in particles
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not penetrate into particle A and rather the particle deflects the crack and makes
it change its path to go around the particle. The same behavior can be also seen if
the elastic moduli of the particles are magnified. This is qualitatively consistent with
the analytical results in [136], indicating that crack deflection is favored over pene-
tration as the stiffness of the potentially penetrable material increases. Parametric
studies, like the one in Clayton and Knap [137], can be conducted to determine the
critical ratio of stiffnesses and fracture energies which will favor crack deflection over
penetration in media with heterogeneities.
(a) (b)
Figure 7.27: crack profile in single edge notched rolled polycrystalline Al7075-T651
plate for (a) gc = 50J/m
2 and (b) gc = 250J/m
2
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7.11 Edge notched single crystal Al plate
Consider a single edge notched plate made of single crystal Al, as shown in Figure
7.28a. The origin is fixed in all directions. y axis is fixed in x direction. The bottom
xy plane is fixed in z direction while a displacement-controlled loading with a rate of
10−4μm/s is applied on the top xy plane in z direction. Crystal plasticity is used to
represent the constitutive behavior of the material. CP material constants are cali-
brated and validated using the experimental results in [135]. The material/numerical
parameters are give in Table 7.7. The elasticity constants are already given in Ta-
ble 7.6. The Bunge Euler angles are set to (0◦, 0◦, 0◦) and the fracture energy is
gc = 0.45J/m










Figure 7.28: (a) geometry of edge notched single crystal Al plate (all dimensions are
in micrometer), (b) crack profile
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unit − µm Pa · s MPa·s
m2
Pa · s − s−1 − N · s m
Value 0.01 0.025 0 100 104 0.1 1010 104 5× 10−4 2.86× 10−10










unit J − − m−1 MPa MPa − GPa MPa −
Value 4.8× 10−19 0.78 1.15 1.78× 103 76.1 55 1.115 5 0 0
Table 7.7: material/numerical parameters for the edge notched single crystal Al plate
The critical point (deformation state corresponding to load drop) takes place once
the crack nucleates from the notch root. This point is determined by the amount
of energy density stored in the material which is in turn dependent on the material
properties. Here the effects of two properties, i.e. reference hardening parameter
hαref,(a)th and fracture energy density gc, on the critical point are studied. It is observed
from Figure 7.29a that by increasing the fracture energy density the critical point is
pushed to higher displacement levels since the material needs to store more energy
density to be able to drive fracture from the notch root. On the other hand, the
critical point is pushed to lower displacements as the reference hardening parameter
increases. This is due to the increase in rate of strain hardening (manifested by the
increase in hardening slope in Figure 7.29b) and therefore storage of more energy
density.
Besides material parameters, the crystallographic properties such as crystal orien-
tation can also affect the critical point. Three sets of Euler angles are used to study
the effect of crystal orientation on the critical point. These sets,O1 = (0
◦, 54.73◦, 45◦),
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Figure 7.29: sensitivity of critical point to (a) fracture energy density and (b) reference
hardening parameter
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O2 = (0
◦, 45◦, 0◦) and O3 = (0◦, 0◦, 0◦), are special in the sense that they make the
loading axis z align with the crystal < 111 >, < 011 > and < 001 > directions,
respectively. Among these three sets, O1 and O2 produce an elastically stiffer mate-
rial response. O1 corresponds to an orientation with low Schmid factors on the slip
systems; therefore, it has the highest yield stress among these three orientations [138].
Due to the high stiffness and yield stress corresponding to O1, it is observed in Figure















Figure 7.30: sensitivity of critical point to crystalline orientation (Euler angles are in
degrees)
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7.12 Ductile fracture in polycrystalline Al7075-
T651 alloy
This example studies the process of fracture in a polycrystalline Al7075-T651
plate, shown in Figure 7.31. In contract with the example given in Section 7.10,
here the constitutive behavior of the Al matrix is described by crystal plasticity laws.
Bozek et al. [132] observed that many of the brittle particles are pre-cracked in the as-
received sample. In order to represent this observation in the microstructure, a crack
is seeded in the center of particle A, shown in Figure 7.31. The crack is introduced as
a Dirichlet condition in the phase field problem. The boundary and loading conditions
for this example are identical to the ones described in Section 7.10.
The material constants used in this example are similar to the ones given in Table
7.7, except for κs = 0.001, lc = 0.1µm, βlu = 0.01MPa · s, βgu = 0MPa · s/m2,
βlu = 10
−4MPa · s. With respect to the fracture energy parameter for Al matrix and
brittle particles, two cases are considered: (case I) gc = 1.25J/m
2 for particles and
gc = 2.25J/m
2 Al matrix and (case II) gc = 1.5J/m
2 for particles and gc = 2.5J/m
2
for Al matrix. The loading-direction volume-averaged stress-strain plot is shown in
Figure 7.32. As expected, the critical point for case II happens at a later stage of
deformation due to its higher fracture energy densities.
Besides the critical point, the stress-strain plots for the two cases are different
after the critical point. This is due to the fact that the fracture process which takes
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Figure 7.31: plot of maximum Schmid factor for loading along y in single edge notched
rolled polycrystalline Al7075-T651 plate. Dark blue regions correspond to Fe-rich
























Figure 7.32: loading-direction volume-averaged stress-strain plot for fracture in poly-
crystalline Al7075-T651 alloy
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place at the microstructure scale is different. Figure 7.33 shows the stages of crack
development for the two cases. As it is seen in Figure 7.33a, for case I, the crack
nucleates from the pre-existing one in particle A and then extends into the neighboring
Al crystal. Meanwhile, another crack forms near the interface of particle B and Al
matrix which will coalesce later with the crack originating from particle A. On the
other hand, for case II in Figure 7.33b, the fracture does not start from the pre-existing
one. Indeed the crack starts from the interface of particle B and the Al matrix and
then extends outward. Later another crack nucleates from the pre-existing one which
will coalesce with the first one. Although the final crack profile for the two cases look
similar, due to these differences in the sequence of events, the stress-strain plots look
different.
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(a)
(b)
Figure 7.33: different stages of crack development in polycrystalline Al7075-T651
alloy for (a) case I and (b) case II
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Unified flow rule for high strain
rate deformation of Ti alloys
In this chapter, we will discuss the development a unified flow rule in the con-
text of dislocation density-based crystal plasticity for modeling deformation of hcp
Ti alloys under a wide range of strain rates. Similar to the dislocation velocity law
in Equation 2.11, a composite dislocation velocity law is developed here from a dislo-
cation mechanism point of view. Unlike the phenomenological framework explained
in Section 2.3, the CP constitutive model presented here keeps track of dislocation
densities as internal state variables.
It is worthy to mention that the simulations reported in this chapter focus on
the deformation aspect of the microstructure under different loading conditions and
material degradation, i.e. fracture, is ignored. Except for a few equations which will
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be pointed out, many of the derivation given in the previous chapters can also be
employed here by setting the order parameter to zero (s = 0). The results presented
in this chapter have been published in [110,139].
8.1 Motivation for development of unified
models
Titanium alloys are widely used in various industrial applications like compressor
blades of jet engines or armor of ground combat vehicles [140], due to their superior
properties such as high strength to weight ratio, high fracture toughness, as well as
good corrosion resistance. The extensive commercial use of these alloys that have
a predominantly hexagonal close-packed (hcp) crystalline structure, has motivated
researchers to study their mechanical responses over a wide range of strain-rates and
temperatures. For example, high strain-rate behavior, such as in ballistic impact
problems, have been investigated by [121,141–145], while low to moderate strain-rate
studies in cyclic and dwell fatigue conditions have been conducted in [146,147]. When
modeling for different applied rates, it is important to realize that even if the loading
is at a certain strain-rate (high or low), different points in the material microstructure
may undergo a wide range of strain-rates depending on the material point location
and deformation history. For instance, in microstructures of hcp Ti alloys with sig-
nificant slip system resistance anisotropy, large strain gradients can develop between
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soft and hard grains, even with moderate applied strain-rates [95,148,149]. This can
lead to locally large strain-rates in their polycrystalline microstructures. Similarly, a
polycrystalline microstructure that is macroscopically subjected to high strain-rates
can locally undergo location-dependent lower rates of deformation, especially near
stationary boundaries. Conventionally used rate-dependent plasticity models are in-
capable of smoothly transitioning across strain-rates. Thus, it is desirable to develop
unified constitutive relations from consideration of physics-based mechanisms that
can transcend a wide range of strain-rates without having to change constitutive pa-
rameters or models.
Plastic deformation in polycrystalline microstructures of Ti alloys are strongly
dependent on the grain morphology and crystallographic lattice orientations. This, in
part, is attributed to the large differences in the critical resolved shear stress (CRSS)
for different hcp slip systems shown in Figure 8.1. For example, the CRSS of the first
and second order < c + a > pyramidal systems have been shown to be ∼2-4 times
higher than those of the basal and prism < a > systems [148,150]. This difference can
cause localized stress concentrations leading to crack nucleation in creep loading and
dwell fatigue [95,148,151,152]. Crystal plasticity finite element method (CPFEM) is
conventionally used to model deformation and failure in these alloys using a variety
of constitutive laws [8, 95, 143, 148, 149, 153–155]. The predictive capability of CPFE
models is strongly dependent on the accuracy of constitutive models along with their
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Figure 8.1: Schematic view of non-orthogonal base vectors {a1, a2, a3, c} and slip
system families in hcp metals and alloys.
Various forms of the flow rule have been proposed in the literature. Among the
most commonly used flow rules are (i) the phenomenological power law model [6],
(ii) the Arrhenius-type activation energy-based model [88] and (iii) the linear model
[88]. The power law model expresses the plastic slip-rate on a slip system α with a
power law dependence on the resolved shear stress and the slip system deformation
resistances [6, 96, 152] as:
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γ̇α = γ̇α0
∣∣∣∣ταp − sαathsαth
∣∣∣∣ 1m sign(ταp − sαath) (8.1)
where m is the strain-rate sensitivity exponent. This flow rule, that implicitly ac-
counts for temperature, is appropriate for modeling low to moderate strain-rates in the
range < 104s−1. The Arrhenius-type activation energy-based mobility law in Equa-
tion 2.9 explicitly accounts for the temperature in the thermally-activated processes
governing dislocation glide, and is also applicable to deformations at low to moderate
strain-rates. Its explicit dependence on the temperature makes it effective for simu-
lating temperature-sensitive phenomena. Finally, at very high strain-rates exceeding
104s−1, the dislocation motion is dominated by viscous drag-dominated processes.
Correspondingly, the flow rule in this range is expressed as a linear function of the
effective resolved shear stress as shown earlier in Eqaution 2.10
Here it is intended to develop a unified flow rule that can transcend the range
of strain-rates corresponding to the progression from thermally-activated to drag-
dominated stages of dislocation motion. Figure 8.2 demonstrates the deformation
mechanisms for Ti alloys, in which screw dislocations glide by a double-kink mecha-
nism in multiple stages. The thermally-activated stage corresponds to the nucleation
of the kink pair whereas the drag-dominated stage corresponds to the broadening of
the kink pair and moving the dislocation line to the next Peierls valley. The flow rule
to be developed will account for the time lapsed in each stage of dislocation glide
and the distance dislocation traveled during the motion over Peierls hills in the glide
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Figure 8.2: Illustration of a screw dislocation motion over Peierls hills in the glide
plane via a double-kink mechanism: (a) dislocation lying in a Peierls valley, (b)
nucleation of kink-pair due to thermal activation, (c) kink-pairs moving apart under
drag forces, and (d) dislocation moving to the next Peierls valley.
8.2 Crystal plasticity model
The crystal plasticity model developed in this study is for single-phase Ti alloys
such as α-Ti-6AL and α-Ti-7AL with a hcp crystal structure. Figure 8.1 shows the
crystal structure with atoms stacked in an axial ratio of∼ 1.587 for titanium [148,156].
Plastic deformation in these alloys occurs predominantly by dislocation slip, where
dislocations are distributed non-homogeneously in planar arrays due to short range
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ordering of Ti and Al atoms on the hcp lattice [157]. Dislocation slip in hcp crystals
occurs on 5 different families of slip systems as shown in Figure 8.1. This corresponds
to a total of 30 possible slip systems. Differential slip on these systems result in
strong anisotropic behavior of Ti alloys, both in elasticity and plasticity. The 〈a〉 -
basal and prism slip families have the lowest critical resolved shear stress (CRSS),
making them the most active of slip families. The 〈c+ a〉 - pyramidal slip families
have the largest CRSS, ∼ 2 − 4 times that of the basal or prism slip systems [150].
The proposed constitutive model is developed for finite deformation under general
non-isothermal conditions. While deformation twinning has been observed in pure
Ti at temperatures below 500◦C [142, 158], the alloying of Ti with Al inhibits this
process. Ti alloyed with %6 Al is found not to twin even at temperatures as low as
100K [159,160]. Hence, twinning is not considered in the constitutive model.
As pointed out in Section 5.3, the majority of plastic work is dissipated and
converted into heat. Under high strain rate conditions, the generated heat does
not have enough time to get conducted out the system and therefore the temperature
increases locally. This process in known as adiabatic heating. In order to address these
temperature effects, one needs to introduce a thermal deformation gradient Fθ in the
multiplicative decomposition of deformation gradient in Equation 2.4. As illustrated
in Figure 8.3, the total deformation gradient F is multiplicatively decomposed into
elastic, thermal and plastic components [86, 89], expressed as:
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F = Fe Fθ Fp (8.2)
Here Fθ represents the deformation of the crystal lattice due to temperature changes
that evolves as [161]:
Ḟθ = Ṫ α Fθ (8.3)
where Ṫ is the rate of temperature change and α is an anisotropic thermal expan-
sion coefficient tensor. The latter can reduce to a diagonal matrix if expressed in
the material crystallographic coordinate system. Ab initio calculations in [162, 163]
and experimental observations in [164] have corroborated the existence of anisotropic
thermal expansion coefficient tensor for α Ti alloys over a wide range of temperatures.
It can be easily shown that the constitutive model in the thermally-expanded
configuration read as:
Sθ = det (F
e) Fe−1σFe−T = Ce : Ee (8.4)




















































Figure 8.3: Multiplicative decomposition of the total deformation gradient F into
elastic Fe, thermal Fθ and plastic Fp components.
8.2.1 Unified flow rule
The flow rule in a crystal plasticity constitutive model expresses slip-rates as a
function of the local stress state and relevant internal state variables. Dislocation
motion on glide planes is generally controlled by both thermal activation and drag
mechanisms. The relative strength of these mechanisms changes with the level of
stresses and strain-rate. Thermally-activated processes are the dominant mechanism
up to strain rates of 104s−1 while drag processes control the dislocation glide at strain
rates above 104s−1. The physics-based unified flow rule derived here, represents a
combination of thermally-activated and drag dominated mechanisms, while reducing
to the activation energy-based and linear flow rules as limiting cases.
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Given that a dislocation density-based crystal plasticity model is developed in this
work, the Orowan equation can be used for express the flow rule.
γ̇α = ραbαvαsign (ταθ ) (8.6)
Experimental observations in [160,165] have concluded that predominantly screw
dislocations are responsible for plastic deformation in Ti alloys. These screw dislo-
cations move over the Peierls hills in the glide plane by the double-kink mechanism
that involves thermally-activated nucleation of kink pairs. Assuming nucleation of
one kink pair per dislocation line, the dislocation motion by this mechanism takes
place in two stages as shown in Figure 8.2. In the first stage, the dislocation lies in a
Peierls valley and waits for a period waiting time tαw until a successful local thermal
activation takes place and a pair of kinks with a separation distance of lαkink nucle-
ates and moves to the next Peierls valley [166]. In the subsequent drag-dominated
stage, the kinks move apart and bring the whole dislocation line to the next Peierls
valley [88]. The time spent in this stage is running time tαr . The average dislocation







where λα is the spacing between two consecutive Peierls valleys that may be approx-
imated as bα. Since tαw corresponds to the thermally-activated nucleation of a kink
pair, it is defined by a temperature-dependent Arrhenius-type relationship as [167]:
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in which lα is the average length of a straight dislocation line that is inversely propor-
tional to the square root of the forest dislocation population ραF. This is expressed as




l is a material constant [154]. νD is the Debye frequency, which
is known to be 9.13 × 1013s−1 for titanium. Experimental observations in [168, 169]
suggest that the effective activation energy is generally temperature-dependent. Cor-
respondingly a temperature dependent form:
Qα(T ) = Qαref + c
α
Q (T/Tref − 1)
pαQ (8.9)
is adopted in this paper, where cαQ and p
α
Q are material constants and Q
α
ref and Tref




corresponds to the attempt frequency for nucleation of a kink pair and the term
lα
lαkink
is the number of competing sites for kink nucleation on the dislocation line. The
equations describing the athermal and thermal resistances will be detailed in section
8.2.3.
The running time tαr corresponds to the stage, where retarding drag forces due to
the phonon-dislocation interactions govern dislocation motion, effectively broadening
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Depending on the temperature, various types of phonon-dislocation interactions,
e.g. flutter, scattering, or radiation mechanisms, are possible [24, 88]. These interac-





where vs is the shear wave speed and cd is the drag constant. Assuming that the
change in rate-sensitivity of the flow stress occurs around 105s−1, as observed in
experiments on titanium alloys [170], the drag coefficient is derived to be cd = 45.
Given the ratio of the effective dislocation line mass density to the drag coefficient
B0 that represents a decaying time scale is very small, the equation of motion for a
unit length of dislocation line is solved to yield the viscous drag velocity as [171]:
vαd =
(|ταθ | − sαath) bα
B0
(8.12)
In [28], the drag coefficient has been modified to ensure that the dislocation drag








This modification implies that as the dislocation drag velocity vαd approaches the
shear wave speed, the drag coefficient B grows to be large. Consequently very large
resolved shear stresses are needed for dislocation glide. Replacing B0 in Equation 8.12
with B and solving for vαd , the modified dislocation drag velocity is obtained as [28]:
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vαd = vs
√1 + ( B0vs
2 (|ταθ | − sαath) bα
)2
− B0vs
2 (|ταθ | − sαath) bα
 (8.14)
Substituting Equations 8.10 and 8.8 into Equation 8.7, the expression for the
unified average dislocation velocity, incorporating both thermally-activated and drag-



















































As is expected, this dislocation velocity expression is used in the Arrhenius type ther-
mal activation-based flow rule.
Remark 11 At high strain-rates corresponding to high stress levels, tαw << t
α
r , i.e.
tαw ≈ 0. Correspondingly for these drag-dominated processes the average dislocation





(|ταθ | − sαath) bα
B0
(8.17)
which is the velocity used in the linear flow rule.
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Parameters (unit) Qαref (J) b




Value 2.1× 10−19 2.94× 10−10 20 9.13× 1013 3312
Table 8.1: Parameters for basal slip system at room temperature.
The slip rates on different slip systems can then be derived using Equation 8.6
with known dislocation densities, whose evolution will be discussed in section 8.2.2.
The average dislocation velocity for the unified flow rule in Equation 8.15, as well
as the velocities for the thermally-activated and drag-dominated dislocation motions
in Equations 8.16 and 8.17 respectively are plotted in Figures 8.4(a,b). In Figure
8.4(b), the velocities are plotted on a log-scale for improved clarity. The resolved
shear stress is increased to calculate the average dislocation velocity as a function
of stress at room temperature T = 300K. The forest dislocation density is kept
fixed at 30.49µm−2. The parameters used to simulate these plots are given in table
8.1. The material constants used are cαath = 0.8, c
α
act = 0.7 and c
α
l = 8.0. At
lower stresses and strain-rates, the velocity profile by the unified rule agrees well
with the velocity predicted by the activation energy based rule. With increasing
stresses and strain-rates, the rate of successful thermal activation is boosted and tαw
decreases exponentially. Consequently at around 90m/s, the velocity by the unified
rule smoothly transitions to the velocity by the linear rule for the drag-dominated
dislocation motion. This transition point is close to predictions of ∼ 100m/s made
by a multi-scale strength model for screw dislocations in tantalum [26].
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Figure 8.4: Comparison of the average dislocation velocity by the unified flow rule
with the velocities with the thermally-activated and drag-dominated dislocation mo-
tions, plotted on (a) regular scale and (b) log-scale.
8.2.2 Evolution of dislocation densities
The evolution of SSDs is predominantly governed by two competing mechanisms
of dislocation multiplication and annihilation. Other less dominant mechanisms are
ignored in the present formulation. The multiplication rate on a slip system α has
been related to the inverse of dislocation length (or equivalently square root of dislo-






where cαmulti is a material constant. This equation was originally derived for fcc metals
with the assumption of emission of rectangular shaped dislocation loops from disloca-
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tion sources. This work makes the same assumption for the hcp alloys. Dislocations
of opposite sign can annihilate each other athermally if they come within a critical





with cαannih as a material constant. The rate of dislocation evolution is written as:
ρ̇α = ρ̇αmult − ρ̇αanni (8.20)
following the simplified form in [173].
8.2.3 Slip system resistances
The SSD and GND densities are internal state variables in the unified flow rule
that contribute to the slip system hardening. The athermal and thermal resistances



















where cαath and c
α
act are model parameters and µ
α is the projection of the shear
modulus µ on the slip system α. The denominator cαactl
α
kinkb
α2 in equation (8.21b)
180
CHAPTER 8. UNIFIED FLOW RULE
corresponds to the activation volume. In Equation 8.21a ραP is the parallel dislocation
density on the slip system α, while ραF corresponds to the forest dislocation density





[∣∣∣ρβGNDs sin(nα0 ,mβ0)∣∣∣+ ∣∣∣ρβGNDet sin(nα0 , tβ0)∣∣∣+





[∣∣∣ρβGNDs cos(nα0 ,mβ0)∣∣∣+ ∣∣∣ρβGNDet cos(nα0 , tβ0)∣∣∣+
∣∣∣ρβGNDen cos(nα0 ,nβ0)∣∣∣+ ∣∣∣ρβ cos(nα0 ,mβ0)∣∣∣] (8.22b)
where χαβ is the interaction factor, taken as 1 in this work. In the last term on the
RHS of Equations 8.22a and 8.22b, the angle between nα0 and m
β
0 is used to project
ρβ onto the slip system α. mβ0 is used here since the tangent line is parallel to the
Burgers vector for screw dislocations.
Computational procedure to perform time integration of the unified model can
be formulated similar to the one given in Table 6.1. Alternatively one can set up a
nonlinear equation on the second Piola-Kirchhoff stress in the inner loop. Interested
readers are referred to [139] for more details.
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8.3 A phenomenological flow rule for com-
parison
Rate-dependent phenomenological flow rules, especially those using the power law,
have been used to describe crystallographic slip-rates for metals and alloys in various
studies e.g. in [7,148,149,156]. In these rules, the average velocity of dislocations has








sign (ταθ ) (8.23)
For Ti alloys, the effect of SSDs on the slip system resistances are taken into account

























Qα is the activation energy to overcome forest GND dislocation population, which is
approximated as Qα = 10µαbα for hcp crystals in [96]. hαβth is the hardening matrix
that accounts for self and latent hardening and is given as:
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This phenomenological flow rule is used for comparing numerical results with the
unified flow rule.
8.4 Adiabatic heating
Plastic deformation is an exothermic process that releases energy in the form
of heat. A large fraction (≈ 90%) of the energy dissipated due to the plasticity is
converted into heat, while some is stored in the microstructure as stored and defect
energy [86, 121]. At lower strain-rates, the localized heat generated has time to con-
duct away into the material. However, at high rates of deformation, the time afforded
for transient heat conduction is very short. This leads to a localized increase in the
temperature adiabatically. Even deformations at moderate strain-rates can lead to
adiabatic heating processes [121].
Temperature increase due to adiabatic heating, in turn, promotes additional plas-
tic deformation through an increase in the rate of thermal activation. This cycle is
more relevant for high strain-rate problems. The rate of temperature increase due to
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where ĉ is the temperature-dependent specific heat capacity at constant volume. For
Ti alloys the values are ρ = 4428kg/m3 and ĉ = 559.77−0.1473T+0.00042949T 2 JKg−1K−1
for the temperature range 278K < T < 1144K from [174]. Ẇp = σ : d
p is the plastic
power per unit deformed volume, where dp is the symmetric part of the plastic veloc-







βt corresponds to the fraction of plastic work that is converted to heat and is taken
to be 0.9 in this study. While the heat energy has been largely assumed to be 90% of
the plastic dissipation in studies on various metals, experimental studies e.g. in [121]
have shown some variations. When modeling shock events [175], the incorporation
of thermo-elastic effects in equation (8.26) may be necessary, in addition to plastic
work.
8.5 Microstructural characterization and
statistically equivalent representative
volume elements
This section briefly discusses the material characterization and reconstruction
methods for 3D virtual microstructures from 2D measurements. The material studied
in this paper is Ti-7.02Al-0.11O-0.015Fe (wt%), better known as Ti-7Al alloy, with a
predominantly hcp crystallographic structure [165]. The composition of this alloy is
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very close to the α phase of many commercially available titanium alloys [147]. Me-
chanical testing is done on two variants of this alloy, based on their pre-test processing.
They are the purely rolled (AR) samples and the rolled-annealed (RA) samples, which
are first rolled and subsequently annealed to increase the grain size and improve its
ductility.
8.5.1 Microstructural Characterization
Ti-7Al specimens are imaged using electron back-scattered diffraction (EBSD) in a
scanning electron microscopy system, provided in [176]. For the AR and RA samples,
surface EBSD scans quantifying the texture are respectively collected on regions with
dimension 5425× 2190µm2 and 5175× 2135µm2, at 5µm step size. A portion of the
surface EBSD scans for both the samples are shown in figure 8.5. The scans have been
filtered to remove noise from the data based on a confidence index. The pole figures
for the {0001} and {2̄110} orientations in figure 8.5 indicate that the crystallographic
c-axis of grains is mostly aligned with the normal direction (ND) for both the AR and
RA microstructures. The most significant morphological difference between these two
sample microstructures is the grain size due to the annealing process. The averaged
diameters of the equivalent 2D circular grains are 34.9µm and 83.4µm, for the AR
and RA samples respectively.
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Figure 8.5: Filtered EBSD scans and pole figures for the (a) RA and (b) AR samples
8.5.2 Generating Virtual Microstructures
Methods of reconstructing 3D virtual microstructures have been developed using
techniques like serial-sectioning using focused ion beam [177–179], manual polish-
ing [180] and X-ray tomography [181]. However, these methods need 3D data for
microstructure reconstruction. In the present work, 3D statistics are estimated from
extrapolation of 2D surface EBSD data on polycrystalline specimens as done in [8] for
other alloys. The 2D EBSD images for both samples in Figure 8.5 are characterized.
Crystallographic distributions, e.g. orientation and misorientation distributions, and
morphological distribution, e.g. distribution of 2D equivalent circular grain diameters
(ECD), are obtained. To generate 3D statistics from 2D distributions, a procedure
based on stereology principles in [182] is employed. Assuming equiaxed grains, the av-
erage equivalent spherical grain diameter (ESD) is expressed in terms of the average
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The standard deviation of the 2D and 3D grain idealizations, Csd and Ssd respectively,
are assumed to be the same. The averaged 3D grain diameters ESD and its standard
deviation Ssd, calculated from the 2D distributions in the images of Figure 8.5 are
given in Table 8.2 for both the AR and RA samples. The log-normal probability
Microstructure (Process) ESD (µm) Ssd (µm)
Annealed (AR) 44.4 15.4
Rolled Annealed (RA) 106.2 51.7
Table 8.2: Average and standard deviation of the 3D equivalent grain diameter for
RA and AR samples
density function has been found to reasonably represent the grain size distribution
in metallic alloys such as Ni-based superalloys in [11] and Ti alloys in [8]. This
distribution function is defined in terms of two parameters viz. the average µ and
standard deviation σ of the population. They can be computed in terms of the grain
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Alternatively one can employ the method of maximum-likelihood to obtain the pa-
rameters of the log-normal distribution.
The morphological and crystallographic orientation, misorientation and micro-
texture distribution data are input into the DREAM.3D software [10] to create 3D
statistically-equivalent virtual microstructures using methods described in [11, 184].
For generating synthetic microstructures, this software relaxes the assumption of
equiaxed grains used in the development of morphological statistics. Grains are al-
lowed to have complex shapes with random morphological orientations. These grains
are then packed in the synthetic microstructure based on neighborhood constraints.
Following previous reconstructions for Ti alloys in [8] and IN100 superalloys in [11],
the average number of neighbors to a grain in the 3D ensemble is assumed to be 14.
Crystallographic orientations are assigned to the grains in the synthetic microstruc-
ture by sampling from the experimentally obtained orientation distribution function.
Subsequently, the misorientation and micro-texture distributions are matched by an
error minimization routine, in which orientations are swapped among grains and/or
perturbed. A total of 180 different synthetic microstructures with varying number of
grains are reconstructed for the RA sample. These microstructures are grouped into
different bins based on the number of grains in the ensemble. Each bin has a width of
10, i.e. the increase in the number of grains for every bin is by 10. Error measures for
the average grain size and the standard deviation are defined to quantitatively study
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sd respectively quantify the error in the
average and standard deviation of the grain size. n(i) is the number of microstructural




j represent the average and
standard deviation of the diameter of the equivalent spherical grain in the jth syn-
thetic microstructure belonging to bin i. ESD and Ssd, on the other hand, correspond
to values from stereological analysis of EBSD maps in table 8.2. Figure 8.6 shows the
error in the average and standard deviation as a function of the number of grains in
the synthetic microstructure. The error generally decreases rapidly with increasing
number of grains. Less than 2% error is seen for both parameters for microstructures
containing more than 480 grains.
To assess the fidelity of crystallographic distribution representation in the syn-
thetic microstructure, the misorientation distribution is examined. The error in the
misorientation distribution is evaluated by the Kolmogorov-Smirnov (KS) test [185].
It is a distribution-free test of goodness of fit, which quantifies the maximum differ-
ence between two cumulative distribution functions (CDFs). Figure 8.7 shows that
the KS statistic generally decreases rapidly with increase in the number of grains
in the microstructure. In other words, the misorientation CDF of the synthetic mi-
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Figure 8.6: Error in the the average and standard deviation of 3D grain size for the
rolled-annealed (RA) microstructures.
crostructure compares better to the one obtained from EBSD maps with increasing
the number of grains.
Figure 8.7: Kolmogorov-Smirnov test for the misorientation distribution in the rolled-
annealed (RA) microstructures.
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From the results in figures 8.6 and 8.7 for the RA microstructure, a statistically
equivalent microstructure of dimensions 960 × 960 × 960µm3 containing 529 grains
is chosen for crystal plasticity FE simulations. Figure 8.8(a) shows the contour plot
of the < c >-axis misorientation of a microstructure containing 529 grains. The
pole figures, misorientation and grain size distribution of the 529-grain simulated
microstructure are compared with those obtained from EBSD maps in figures 8.8(b-d).
Very good agreement is seen between the simulated and the experimental probability
density functions.
With an analogous reconstruction process and convergence study, a statistically
equivalent RVE of dimensions 300 × 300 × 300µm3 containing 515 grains is simu-
lated for the AR sample. Figure 8.9(a) shows the < c >-axis misorientation contour
plot, while pole figures, misorientation and grain size distribution of the simulated
microstructure are compared with EBSD based results in figures 8.9(b-d).
8.5.3 Mesh Generation and Convergence Study
The 3D simulated statistically equivalent microstructures, developed in the previ-
ous section, are represented as voxelized volumes with each voxel in a grain identified
by a common set of 3 Euler angles. For crystal plasticity FE analysis, these voxelized
volumes should be transformed into domains with smooth grain boundaries that can
be discretized into a finite element mesh.
For discretization of the computational domain, the voxelized synthetic microstruc-
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Figure 8.8: (a) Contour plot of < c >-axis misorientation for the 529-grain statisti-
cally equivalent RA virtual microstructure; Comparison of (b) orientation distribu-
tion, (c) misorientation distribution and (d) grain size distribution of the simulated
microstructure with those from the EBSD data.
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Figure 8.9: (a) Contour plot of < c >-axis misorientation for the 515-grain statisti-
cally equivalent AR virtual microstructure; Comparison of (b) orientation distribu-
tion, (c) misorientation distribution and (d) grain size distribution of the simulated
microstructure with those from the EBSD data.
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tures are input into the Simmetrixr software [12]. For enhancing mesh quality, this
software applies some basic filters to remove the small features and smoothen the
grain boundaries. Stabilized four-node tetrahedral or TET4 elements, with linear in-
terpolation functions for displacements, discretize the polycrystalline domains. The
aspect ratio of elements in the mesh is kept below 70 and less than 0.01% of elements
have an aspect ratio higher than 40.
It is necessary to conduct a mesh convergence study with respect to both macro-
scopic and microscopic variables, prior to conducting major CPFE simulations [186].
For this study, a CPFE analysis of the virtual RA microstructure in Figure 8.8(a) is
conducted under constant strain-rate ε̇ = 1.1× 103s−1 along the [100] or x-direction.
Two mesh densities with 536090 and 754916 elements are considered for comparison.
Figure 8.10(a) shows the comparison of the macroscopic volume-averaged stress-strain
response, while Figure 8.10(b) compares the distribution of microscopic von Mises
stress along an X-directed line passing through the centroid of the microstructure.
The mesh convergence study concludes that the 536090-element mesh provides suffi-
cient resolution for the CPFE simulations. A similar study for the AR microstructure
converges to a 517023-element mesh to provide adequate accuracy.
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(a) (b)
Figure 8.10: Mesh convergence study for the RA microstructure by comparing results
of two mesh densities: (a) volume-averaged loading direction stress-strain response
and (b) von Mises stress at 2% strain along an X-directed line.
8.6 Calibration and Validation of the Crys-
tal Plasticity FE Model
The unified flow rule (UL) and phenomenological (PL) crystal plasticity models
are calibrated and validated using experiments that are conducted at Army Research
Laboratories in Aberdeen. Room temperature, uniaxial compression experiments are
conducted to determine the mechanical behavior of both the as-rolled (AR) and rolled-
annealed (RA) materials. The tests are performed at both, quasi-static (10−3s−1) and
dynamic strain rates (1000 - 4000s−1) to investigate strain-rate sensitivity. Given the
texture in both materials, it was necessary to run the experiments with loading along
the three orthogonal directions (normal (ND), rolled (RD), and transverse (TD)) to
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probe possible anisotropic behavior.
8.6.1 Experimental Methods
The quasi-static (QS) tests are conducted on a screw-driven Instron load frame
under displacement control conditions. The specimens are machined from the bulk
materials using a wire-EDM to dimensions of 3.5× 3.5× 7mm (aspect ratio of 2). A
compression subpress fixture ensures proper axial alignment during loading. To mini-
mize the frictional effects, the ends of the specimens are lubricated. The displacement
is measured using a stereoscopic digital image correlation (DIC) system consisting of
two 2.3 MP cameras. The choice of a two-camera system is made to eliminate the
effect of out of plane motion on the strain measurements. DIC speckle pattern is
applied to the surface of the specimen using a fine airbrush. VicSnap and Vic3D are
used to acquire the images and perform the correlation (subset 29, step 10). Uniaxial
strain is calculated using a digital extensometer. None of the specimens failed during
testing. Unloading is initiated either after sufficient data is obtained or the specimen
begins to deform in a non-uniform manner upon which the data becomes invalid.
The dynamic (DY) strain-rate tests are conducted on a compression Kolsky (Split-
Hopkinson) bar, a technique originally suggested in [187] and subsequently modified
in [188]. It is currently the most popular technique for testing of high strain-rate
(103−104 s−1) behavior of materials. The Kolsky bar consists of two 9.5mm maraging
steel bars, referred to as the input and output bars, with the specimen sandwiched
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between them. A gas gun accelerates a projectile, which strikes the input bar, creating
a compressive stress pulse that travels down the input bar and loads the specimen
[189]. The foil strain gages, located on the input and output bars, record the reflected
and transmitted stress pulses respectively. These data are used to calculate the
stress and strain rate history of the specimen once it has reached stress equilibrium.
The strain-rate history is integrated over time to obtain the strain history, which is
correlated with the stress history to form stress-strain curves. A complete description
of the Kolsky bar experimental technique is provided in [190]. The specimens are
machined from the bulk materials to dimensions of 3.5 × 3.5 × 2.5mm (aspect ratio
of 0.7). The smaller aspect ratio reduced the inertial effects during testing and is
inversely related to the achievable strain rate. The specimen ends were polished and
lubricated to limit the effects of friction.
8.6.2 Experimental Results
Figure 8.11 shows the representative compressive true stress-strain curves for the
rolled-annealed (RA) and as-rolled (AR) materials. Valid measurement of stresses
and strain-rates using the Kolsky bar experiments requires stress equilibrium within
the specimen. Since this condition may not be satisfied at the early stages of defor-
mation, corresponding to very small strains, the calculated strain-rates and stresses
are not representative of the mechanical response of the material under uniaxial load-
ing conditions. In this work, the strains at which stress equilibrium is reached is
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calculated to be ∼ 2 − 3%. The Young’s modulus and the 0.2% offset yield stress
are therefore obtained from the QS data only. The transverse and rolled directions
for the RA material have similar response. However, the normal direction shows in-
creased strength and strain hardening. The 0.2% yield strengths for the RD, TD,
and ND are 613MPa, 620MPa, and 909MPa respectively, which corresponds to
an increase in strength of over 30% in the ND. The 5% flow stress shows increased
strength of 265MPa, 302MPa, and 209MPa for the RD, TD, and ND respectively.
The direction-averaged Young’s modulus is 122GPa.







RA-ND, 3 11.0 10 s
− −
×
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− −
×
RA-TD, 3 11.0 10 s
− −
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+ −
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Figure 8.11: Representative compression true stress-strain curve for the Ti-7Al alloy
tested at QS and DY strain rates with: (a) RA and (b) AR material microstructures.
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8.6.3 Choosing calibration and validation set of
experiments
Image-based CPFE models need robust constitutive models for predicting the ma-
terial response. The constitutive models are calibrated and validated using the results
of the quasi-static and dynamic experiments discussed in section 8.6. Results from
eight experiments are used for calibration of the crystal plasticity constitutive model
parameters and also validation of the CPFE model. The parameters and conditions
for these tests are tabulated in tables 8.3 and 8.4. The different variables in the table
corresponds to:
(i) the microstructure variations due to variation in the processing conditions: as-
rolled (AR) or rolled-annealed (RA),
(ii) the applied strain-rate corresponding to quasi-static (QS) or dynamic (DY) load-
ing classification, and
(iii) the loading direction that may be normal (ND), rolling (RD) or transverse (TD)
direction.
The ND, RD and TD directions correspond to the global [100], [010] and [001] direc-
tions respectively in the simulations. Four of the eight experiments given in table 8.3
are used for calibration of constitutive parameters, while the other four in table 8.4
are used for CPFE model validation. Both the calibration and validation experiments
incorporate a diverse set of conditions.
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Microstructure Strain-rate (s−1) Classification Loading direction
RA 1.0× 10−3 QS ND
RA 1.1× 10+3 DY ND
RA 2.0× 10−3 QS RD
RA 2.6× 10+3 DY RD
Table 8.3: Specifics of calibration experiments.
Microstructure Strain-rate (s−1) Classification Loading direction
RA 1.0× 10−3 QS TD
RA 2.7× 10+3 DY TD
AR 1.1× 10+3 DY ND
AR 2.6× 10+3 DY RD
Table 8.4: Specifics of validation experiments.
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8.6.4 Calibration of Constitutive Parameters
The constitutive equations for the unified flow rule (UL) and phenomenological
(PL) crystal plasticity models are calibrated in this section. Constitutive parameters
to be calibrated include the anisotropic elastic constants and slip system-dependent
crystal plasticity parameters. The α titanium alloys with a hcp lattice-parameter ratio
of c/a = 1.59 shows a transversely isotropic elastic response. The elastic stiffness coef-
ficients are expressed in a material coordinate system that is defined by the orthonor-




3). Here, the directions 1, 2 and 3 correspond respectively to [1̄21̄0],
[1̄010] and [0001] directions of the hcp crystal lattice. The anisotropic elasticity tensor
in this coordinate system is expressed in the Voigt notation as [CeIJ ] , I, J = 1 · · · 6.
For transversely isotropic elastic behavior, there are only 5 independent elastic con-
stants, viz. C11 = C22, C12, C13 = C23, C33, C55 = C66 and C44 = (C11 − C12) /2.
The elastic constants are measured using resonant ultrasound spectroscopy experi-
ments on Ti-7 single crystal samples at room temperature in [1] and tabulated in
Table 8.5.
Experimental measurements of elastic constants of α-Ti have shown a near linear
dependence on temperature [2]. Stiffness components decrease almost linearly with
increasing temperature but with different slopes. Experimental results in [2] are used
to obtain the thermal gradients of the stiffness components. The linear slopes of
elastic coefficients with temperature are given in Table 8.5.
The crystal plasticity parameters for the (UL) and (PL) models are calibrated in
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Stiffness Parameters unit IJ = 11 IJ = 12 IJ = 13 IJ = 33 IJ = 55
CIJ GPa 164.7 82.5 61.8 175.2 48.5
-∂CIJ
∂T
MPa/K 48 8.9 21 21 21.9
Table 8.5: Experimentally measured elastic stiffness components at room temperature
in [1], and their slopes with temperature [2].
an iterative manner. For the (PL) model, the parameters that have been calibrated for
the Ti-6Al alloy in [148] are taken as the starting values since its chemical composition
is relatively close to that of Ti-7Al alloy. From sensitivity analysis, it is revealed that
γ̇α0 , s
α
0,th and m are the parameters that control the onset of plasticity i.e. yield point.
Also the parameters hαref,th, s̃
α, rα and nα are the ones controlling the hardening rate.
The exponent m is found to be the primary parameter controlling rate-sensitivity.
The calibration process is designed to use quasi-static tests at room temperature to
calibrate parameters that control the onset of plasticity as well as hardening. Dynamic
tests are utilized to calibrate the rate-controlling parameter m that affects the yield
stress, as well.
Using the four calibration tests categorized in table 8.3, parameters in the (PL)
model are calibrated. The volume-averaged stress-strain plots, comparing simulated
results with experiments are shown in Figure 8.12. The hatched area in Figure 8.12a
corresponds to a period at which stress equilibrium is not necessarily reached in
the sample during high-rate experiments. Therefore, the experimental stress-strain
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response is not reliable during this period. The calibrated parameters for the (PL)
model are given in table 8.6. The response to loading in the ND direction is stiffer
than in the RD direction. This is the effect of the rolling process, which aligns the
〈c〉 - axis of grains along the ND direction. Therefore, loading along the ND direction
will favor activation of 〈c+ a〉 - pyramidal slip systems whose critical resolved shear
stress is 2 ∼ 3 times larger than the 〈a〉 - basal or prismatic slip systems [150].













Figure 8.12: Stress-strain plots used in the calibration of the (PL) and (UL) model
parameters using: (a) quasi-static (QS) and (b) dynamic (DY) experiments. The
hatched region corresponds to the range where stress equilibrium is not attained in
the dynamic experiments.
It is also important to account for the effect of temperature increase on plastic
deformation in high strain-rate simulations due to adiabatic heating. Increasing tem-
perature boosts the rate of successful thermal activation attempts and consequently
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Parameters < a > basal < a >prismatic < a > pyramidal < c+ a > pyramidal
(units)
sα0,th (MPa) 230 205 500 610
γ̇α0 (s
−1) 0.003 0.003 0.003 0.003
hαth,ref (MPa) 250 250 1200 2000
m 0.019 0.019 0.019 0.019
rα 0.02 0.02 0.02 0.02
nα 0.3 0.3 0.3 0.3
s̃α (MPa) 1600 1600 1600 1800
Table 8.6: Calibrated parameters of the (PL) constitutive model for different slip
systems.
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plastic flow is enhanced. In other words, the resistance to plastic flow reduces with
rising temperature. In the (PL) model, this is phenomenologically accounted for by




sαth,ref is the slip system resistance at reference temperature Tref and p is a fitting
parameter [86]. In the present work, Tref is set to room temperature, for which s
α
th,ref
will correspond to sα0,th. The p exponent is set to -1 using the experimental results
in [160] on α-Ti alloys. They have measured the variation of yield stress and criti-
cal resolved shear stresses for different slip systems at a wide range of temperatures.
The results in [160] are laterally shifted such that yield stress at room temperature
matches the one using the calibrated parameters in table 8.6. Figure 8.13 shows the
variation of 0.2% yield stress with temperature, for single crystal Ti-7Al that is ori-
ented for activation of 〈a〉 -basal and 〈c+ a〉 -pyramidal slip systems. The results of
〈a〉 -prism slip are not shown since it is very close to the response of 〈a〉 -basal slip.
The crystal plasticity parameters for the unified flow rule (UL) crystal plasticity
model are calibrated in the same way as for the (PL) model. The calibrated param-
eters for the (UL) model are delineated in Table 8.7. The corresponding comparison
with experimental stress-strain plots are shown in Figure 8.12.
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Parameters 〈a〉 -basal 〈a〉 -prismatic 〈a〉 -pyramidal 〈c+ a〉 -pyramidal
(units)
Qαref (J) 2.1× 10−19 2.2× 10−19 3.0× 10−19 2.6× 10−19
lαkink (b
α) 20 20 20 20
sα0,th (MPa) 5.0 5.0 5.0 5.0
cαath 0.8 0.62 0.7 0.5
cαact 0.7 0.7 0.1 0.04
cαl 8.0 8.0 8.0 8.0
cαmulti (µm
−1) 150 230 500 500
cαannih 10 10 10 10
cαQ(J) 2.3× 10−20 3.7× 10−20 1.8× 10−20 0.9× 10−20
pαQ 1.6 1.6 1.6 1.6
Table 8.7: Calibrated parameters of the (UL) model for different slip systems.
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Figure 8.13: Variation of yield stress with temperature for single crystals oriented for
activation of different slip systems.
8.6.5 Validation of the CPFE Model with Experi-
mental Results
Validation of both the (UL) and (PL) models with respect to the fidelity of cali-
brated parameters is achieved by simulating the four experiments described in table
8.4. The image-based CPFE models for the AR and RA materials, developed in
section 8.5, are used for these simulations and boundary conditions are applied com-
mensurate with the experimental loading conditions. Results of the simulations are
compared with corresponding experiments in Figure 8.14. Generally a good agree-
ment is observed between the models and experiments for the range of strain-rates
considered. Even though the parameters are calibrated using the RA materials, the
models predict the deformation of AR microstructure very well. This concludes that
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the grain size-dependence mechanisms in the model, i.e. the GND hardening and
Hall-Petch type effects are properly represented, since the primary difference between
the AR and RA microstructures is the average grain size.
Uniqueness of the calibrated parameters is always an issue when limited experi-
mental results are available, as in this problem. The combination of sensitivity anal-
ysis and least-squares minimization routine, however yields the best possible combi-
nation of parameters to reproduce the experimentally observed response.













Figure 8.14: Validation of (UL) and (PL) models for the quasi-static (QS) and dy-
namic (DY) experiments on (a) RA and (b) AR material microstructures.
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8.6.6 Validation of temperature-dependence of the
flow stress
Temperature changes affect both the elastic and plastic responses of Ti alloys.
With increasing temperature, elastic stiffnesses decrease in value. This affects the
slip-driven plasticity through a reduction in the shear modulus dependent slip system
strength represented by the athermal stress [191]. Increasing temperature also pro-
motes plasticity by boosting up the rate of successful thermal activation attempts.
The effects of temperature on plastic deformation by the (UL) model is studied here
under isothermal conditions.
Compression tests are simulated for the AR microstructure along ND and RD
at a strain-rate of 10−3s−1 under isothermal conditions, but at different initial tem-
peratures. The volume-averaged stress-strain responses in the loading direction are
plotted in Figure 8.15a. With temperature increase, the yield stress decreases sig-
nificantly but the reduction of elastic stiffness is negligible. Figure 8.15b shows the
variation of the yield stress with temperature in the temperature range of 300K to
700K. It is observed that the yield stress decreases almost linearly with temperature,
consistent with the experimental results in [143] performed on Ti-6Al-4V. The yield
stress for the AR material in the ND direction decreases more rapidly in comparison
with the RD direction. This is due to the crystallographic orientation of the grains
and the dissimilar variation of critical resolved shear stress (CRSS) with temperature
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for different slip systems. Crystallographic orientations of grains in the AR material
are such that the 〈a〉 -basal and prism slip systems are the favorable modes of slip
when the sample is loaded along the RD. On the other hand, 〈c+ a〉 -pyramidal slip
is the favorable one for loading along the ND. As shown in Figure 8.13, the CRSS
for the 〈c+ a〉 -pyramidal slip system reduces at a faster rate with temperature, com-
pared to that for the 〈a〉 -basal and prism slip systems. This explains why the yield
stress for the AR-ND simulations decreases more rapidly with temperature in Figure
8.15b.




















300 K 400 K 500 K






Figure 8.15: CPFE simulation of the AR microstructure at different initial tempera-
tures, subject to strain-rate of 10−3s−1: (a) loading direction stress-strain response,
(b) variation of yield stress with temperature.
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8.7 Numerical results
8.7.1 Strain-rate Variations in Polycrystalline Mi-
crostructures for CPFE Simulations
The unified flow-rule is applicable to a wide range of applied strain-rates. Strain-
rates at different locations in a heterogeneous and plastically anisotropic polycrys-
talline microstructure can vary significantly even for a uniformly applied macroscopic
strain-rate. The unified flow-rule is uniquely capable of seamlessly accounting for the
effects of location-dependent thermally-activated and drag-dominated mechanisms of
dislocation glide without any user intervention. This capability is of importance in
CPFE modeling, where the local strain-rates could be orders of magnitude different
from the macroscopic applied strain-rate.
To investigate the distribution of the local strain-rate in a polycrystalline Ti-7Al
microstructure, the CPFE simulation is conducted for an applied compressive strain-
rate of 5× 103s−1 along the X direction. Figure 8.16a is a contour plot of the plastic
strain-rate in the loading direction at 2% macroscopic strain. The heterogeneity in
the strain-rate, especially over a plane parallel to the Y Z plane is clearly depicted in
this plot. Furthermore, the plastic strain-rate along the dashed line in Figure 8.16a is
plotted for different overall strain levels in Figure 8.16b. The local plastic strain-rate
field shows large variations at the early stages of plastic deformation. This variation
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decreases with increasing deformation. Figure 8.16d shows the maximum Schmid
factor on the basal and prism planes along the dashed line. The grains A and B in
the plot have high and low values of the Schmid factor respectively, corresponding
to most favorable and least favorable regions for time-dependent plastic deformation.
The local plastic strain-rate in grain A reaches as high as ∼ 5 times the macroscopic
strain-rate at 2% strain. On the other hand, the grain B is not favorably oriented for
plasticity and the local plastic strain-rate in this grain ranges from 6 to 3 orders of
magnitude lower than the macroscopic applied strain-rate, depending on the strain
level. This observation is not only limited to high strain-rate deformations. Figure
8.16c depicts the variation of local plastic strain-rate along the same line in the
microstructure under an applied compressive strain-rate of 5× 10−4s−1.
Next, the waiting (tαw) and running (t
α
r ) times on individual slip systems are
studied. To measure the relative effects of thermally-activated and drag-dominated
processes, a drag fraction is introduced as the ratio of the time spent on the drag-






s.t. 0 < fαd ≤ 1
The fraction is only defined for active slip systems. fαd → 0 corresponds to a pre-
dominantly thermally-activated dislocation glide, whereas fαd = 1 denotes a purely
drag-dominated dislocation glide. If fαd exceeds 0.1, the drag-dominated processes
are significant as they constitute over 10% of the total dislocation travel time. Fig-
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Figure 8.16: (a) Contour plot of the loading-direction plastic strain-rate at 2% strain
applied compressive strain-rate of 5×103s−1, plot of evolution of the loading-direction
plastic strain-rate along the dashed line at different strain levels under an applied
compressive strain-rate of (b) 5× 103s−1, (c) 5× 10−4s−1 and (d) maximum Schmid
factor on the basal and prism planes along the dashed line.
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ure 8.17 shows the evolution of volume fraction of elements with considerable drag-
dominated dislocation glide. It is calculated by probing element integration points,
for which fαd > 0.1 on any active slip system. In the early stages of plastic defor-
mation, the drag-dominated processes contribute to plasticity in up to 20% of the
microstructural volume. With continuing deformation, the effects of drag-dominated
processes gradually fade and the mode of dislocation glide smoothly transitions to
a purely thermally-activated mode. The results demonstrate that the local state of
the material points in the polycrystalline aggregates could be very different from the
macroscopic applied loading and hence the need for the unified flow rule.
Figure 8.17: Evolution of volume of fraction of elements with significant drag-
dominated processes
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Figure 8.18a Figure 8.18b Figure 8.18c
Euler-angles [0◦, 45◦, 30◦] [0◦, 90◦, 0◦] [0◦, 0◦, 0◦]
max. SF on 〈a〉 - Basal 0.5 0.00 0.00
max. SF on 〈a〉 - Prism 0.22 0.43 0.00
max. SF on 〈a〉 - Pyramidal 0.31 0.38 0.00
max. SF on first-order 〈c+ a〉 - Pyramidal 0.36 0.41 0.41
max. SF on second-order 〈c+ a〉 - Pyramidal 0.28 0.34 0.45
Table 8.8: Euler-angles and the maximum Schmid factor on different slip planes for
different single crystal simulations.
8.7.2 Rate Sensitive Flow Rule in CPFE Modeling
of Single Crystals
To investigate the effectiveness of the rate-sensitive unified flow rule in CPFE
modeling, uniaxial deformation simulation of single crystals are conducted. Three
single crystal models with different orientations, illustrated in Figure 8.18, are sim-
ulated in this study. The crystal models are oriented in a manner such that slip on
specific crystallographic systems are dominant for each model. The corresponding
Euler angles defining each orientation, along with the maximum Schmid factor (SF)
on different slip planes are reported in table 8.8.
The single crystal models are loaded under different strain-rates to comprehend the
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Figure 8.18: Single crystal model oriented for dominant activation of (a) 〈a〉 - basal,
(b) 〈a〉 - prismatic, and (c) 〈c+ a〉 - pyramidal slip systems.
underlying dislocation glide behavior across a range of strain-rates. Figure 8.19 shows
the dependence of the flow stress on strain-rates ranging from 10−4 to 10+7s−1 at 8%
true strain, as predicted by the unified (UL) and phenomenological (PL) models. The
resulting basal and pyramidal system flow stresses exhibit a linear dependence on the
logarithm of strain-rates. Predictions by the two models are in good agreement up
to strain-rates of ∼ 105s−1. Beyond this, the slope predicted by the unified model is
considerably higher than that by the phenomenological model. Similar trends are also
observed for the prism dominated slip (not shown) and for other orientations. This
change in the rate-sensitivity has also been observed for many metals e.g. in [192].
The results in Figure 8.19 suggest that the phenomenological model can be reliably
used up to strain-rates of ∼ 105s−1.
Figure 8.20 depicts the loading direction stress-strain response for a single crystal
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Figure 8.19: Strain-rate sensitivity of flow stress in the single crystal model at 8%
strain, as predicted by the unified (UL) and phenomenological (PL) models.
model that is oriented favorably for 〈a〉 - basal slip, at a range of strain-rates. An
elastic overshoot occurs in the stress response at strain-rates beyond 106s−1, which
becomes more pronounced as the applied strain-rate is increased. Such elastic over-
shoot has been reported in simulations of copper [171] and vanadium [26] at high
deformation rates. The initial peak in the stress profile is explained in terms of dislo-
cation activity on individual slip systems, which can be understood through a Schmid




basal slip system has
the highest Schmid factor, leading to a dominant single-slip mode. Slip activities on
the 〈a〉 - pyramidal and 〈c+ a〉 - pyramidal systems are relatively dormant for this
loading case.
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Figure 8.20: Loading direction stress-strain response at different strain-rates for a
single crystal model oriented favorably for 〈a〉 - basal slip.

































Table 8.9: Schmid factors for the basal and prism slip families for the single crystal
model oriented favorably for 〈a〉 - basal slip.
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8.7.2.1 Evolution of temperature and plastic strains in single
crystals
Figure 8.21 shows the evolution of temperature, plastic shearing-rate and drag
fraction on the basal and prism slip system families at a strain-rate of 107s−1. All slip
systems in the basal and prism families become active with deformation except for
P2. Consequently, it is not included in the plots in Figure 8.21. The overall deforma-
tion may be generally partitioned into multiple stages, as enumerated in Figure 8.21.
Stage I corresponds to a purely elastic regime where the resolved shear stress on all
slip systems is smaller than the long-range stress, viz. the passing stress ταpass that oc-
curs by interaction of mobile dislocations with other dislocations and their networks.
In stage II, dislocation slip starts to occur on B2. However, the initial dislocation
density is not sufficient to sustain plastic deformation for the applied strain-rate.
The material should deform elastically until a sufficient amount of dislocation den-
sity is available. This translates into an increase in the stress level and consequently
provides adequate resolved shear stress to activate the other basal and prism slip
systems with lower Schmid factors, as shown in Figure 8.21b. Figure 8.21d shows the
transition of dislocation glide from a thermally-activated to drag-dominated mech-
anism in this stage. In stage III, there is collectively sufficient dislocation content
to cause plastic shearing for the applied strain-rate. Thus the macroscopic stress-
strain response deviates clearly from a predominantly elastic response. During this
stage, drag-dominated dislocation glide persists and plastic shearing rate on active
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slip systems, specifically on B2, increases. This causes the self and latent hardening
to become more pronounced. Figure 8.21c shows the evolution of temperature in this
stage due to the significant development of plastic and dissipative work. During stage
IV, dislocation glide on B2 remains drag-dominated and sufficient dislocation density
accumulates on B2 to accommodate further plastic deformation. This causes a drop
in the stress level in this stage. As the stress decreases, the plastic contribution of
slip systems with lower Schmid factor, viz. B1, B3, P1 and P3, progressively reduces
until these slip systems become inactive at the end of this stage. In Stage V, B2
is the sole active slip system. Self hardening through the evolution of the parallel
dislocation population is the main source of strain hardening, as observed in Figure
8.21a. During this step, thermally-activated processes become more significant, and
the mechanism governing dislocation glide transitions from a drag-dominated mode
to a mixed mode.
The high stresses induced by the elastic overshoot at very high strain-rates can
be relieved in real materials by either nucleating new dislocations (in addition to
dislocation multiplication) [28] or by deformation twinning [141, 142, 158]. Consid-
ering the contributions of homogeneous and heterogeneous dislocation nucleation to
the evolution of dislocation population may be of benefit in the simulation of poly-
crystals subject to very high strain-rates and shock loading [193, 194]. The model in
this paper considers dislocation slip as the major deformation mechanism, based on
experimental results in [159,160] where twinning was not reported for Ti alloys with
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Figure 8.21: Results of single crystal CPFE simulation for 〈a〉 -basal slip at strain
rate of 107s−1: (a) the loading direction stress-strain response, and evolution of: (b)
plastic shearing rate, (c) temperature and (d) drag fraction. (the Roman numerals
denote different stages of deformation).
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high Al concentration.
8.7.3 Rate Sensitive Flow Rule in CPFE Modeling
of Polycrystals
Experiments on polycrystalline Ti samples have shown an increasing rate sensi-
tivity to the logarithm of strain-rate [142]. Based on the rate sensitivity study of
single crystals, it is expected that the unified model will show the change in rate
sensitivity of flow stress for polycrystalline microstructures. The polycrystalline Ti-
7Al microstructural volume is compressed in the X direction (the ND direction) at
various strain-rates. The flow stress from the CPFE analyses at 6% strain is plotted
in Figure 8.22. These results are compared with some experimental results for Ti-
6Al-4V in [170] and commercially-pure Ti [142]. Results with the unified model show
a change in the rate sensitivity for strain-rates higher than 105s−1. This is in good
agreement with the experimental results of [170], where an enhanced hardening effect
is observed beyond strain rates of 104s−1. The phenomenological model exhibits a
constant rate sensitivity across a range of strain-rates.
8.7.4 CPFE Simulations with Adiabatic Heating
This section explores the role of local adiabatic heating associated with high strain-
rates on the deformation response of polycrystalline Ti-7Al alloys. The image-based
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CP alpha Ti (Chichili et al. 1998)
Ti-6Al-4V  (Casem)
Ti-7Al (PL flow rule)
Ti-7Al (UL flow rule)
Figure 8.22: Rate sensitivity of the flow stress in polycrystalline Ti alloys at 6% strain
by the unified (UL) and phenomenological (PL) flow rules.
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CPFE models developed in section 8.5 are used for these simulations. The as-rolled
(AR) material microstructural RVE is subjected to a compressive strain rate of 104s−1
along the normal direction (ND). Different case studies are considered for these sim-
ulations.
• Case I: Simulation in which local adiabatic heating is turned off, i.e. simulation
is under isothermal conditions.
• Case II: Simulation in which local adiabatic heating is accounted for, but the
reduction of elastic constants with temperature is neglected.
• Case III: Simulation in which both local adiabatic heating and reduction of
elastic constants with temperature are considered.
The macroscopic stress-strain response for the three cases are shown in Figure 8.23.
Comparing the responses, it is observed that the pre-yield portion of the stress-
strain response is not affected much by the adiabatic heating, since the amount of
plastic work and consequently the local temperature rise is very small in this stage of
deformation. The effect of adiabatic heating becomes more evident with rise in the
local temperature at higher strains. A lower strain hardening is seen for case III in
comparison with case I for which the temperature evolution is suppressed. Moreover,
based on the macroscopic response for cases II and III in Figure 8.23, it is inferred that
the effect of decrease in elastic constants with temperature becomes noticeable only at
higher strains above 0.15. Thus, the consideration of elastic softening is of secondary
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importance if material failure due to nucleation and evolution of microstructural
defects starts at early stages of deformation. This is consistent with observations
in [195], where the effect of temperature on the failure of Ti alloys were investigated.











Figure 8.23: Stress-strain response in the loading (ND) direction, for an applied
compressive strain-rate of 104s−1 on the AR microstructural RVE.
Failure of Ti alloys at high strain-rates is attributed to formation of adiabatic shear
bands (ASBs), which in turn is related to the emergence of hot spots due to adiabatic
heating. The case III simulations are analyzed for local temperature evolution in each
grain. A temperature increase ΔT g is calculated for each grain g, and its distribution
over the entire microstructure at four different stages of deformation is plotted in
Figure 8.24a. The average temperature increase in the grain g is evaluated as:
ΔT g =
∑N(g)e





e is the number of elements and Ωi and ΔT i are respectively the volume and
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temperature increase in the i-th element of the grain g. The ∆T g distribution evo-
lution indicates that not only the average temperature in individual grains, but also
its standard deviation increases with deformation. A similar trend is observed in the
distribution of the effective plastic strain in each grain, shown in Figure 8.24b. The
increase in heterogeneity of the plastic strain field implies that the micro-plasticity
transitions from a nearly uniform state in the early stages of deformation to a non-
uniform state in the later stages. This tendency of deformation towards a non-uniform
distribution of the plastic strain implies the realization of severely plastically-deformed
grains. Depending on the contiguity of these grains, large regions of localized defor-
mation can be created. Figure 8.25 shows the formation of such a region over an XZ
slice in the 3D microstructure. In this region, the temperature is also locally high
due to significant dissipative plastic work, as observed in Figure 8.26. These regions
can facilitate the nucleation of the adiabatic shear bands, initiating a failure process.
Since the adiabatic heating is a consequence of plastic deformation, it may be
reasonable to assume that the distributions in Figure 8.24 are complementary. This
implies that with increased plastic localization in certain grains, the temperature
rises adiabatically and causes an increase in the standard deviation in those grains
in Figure 8.24a. However, a close analysis of the plastic strain and temperature
contours in the microstructure reveals that the regions with a high plastic strain do
not necessarily correspond to hot spots of the temperature field and vice versa. For
example, the effective plastic strain contour plot in Figure 8.27a shows that grain A is
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Figure 8.24: Probability distribution functions of: (a) ΔT g and (b) ε
p
g at different
stages of deformation, in CPFE simulations of the AR microstructure at strain-rate
of 104s−1.
highly plastically deformed. However the contour plot of temperature field in Figure
8.27b does not suggest an elevated temperature in this grain. On the other hand,
grains B, C and D experience elevated thermal fields, although they are undergoing
moderate plastic deformation. To comprehend this anomalous behavior, the plastic
power density definition is recalled as:
Ẇp = σ : d
p (8.31)
where σ and dp are respectively the Cauchy stress and plastic part of the rate of
deformation tensor in the current configuration. Ẇp is dependent on the stress level
and the rate of plastic deformation in the multiplicative form. Hence, a high value of
plastic strain by itself does not constitute a high value of plastic work and consequently
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Figure 8.25: Development of regions of plastic localization in the AR microstructure
under a compressive strain-rate of 104s−1 along the ND direction, at: (a) 5%, (b)
10%, (c) 15% and (d) 20% strain. (The contours are shown in the undeformed
configuration).
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Figure 8.26: Evolution of temperature in the AR microstructure under a compressive
strain-rate of 104s−1 along the ND direction, at: (a) 5%, (b) 10%, (c) 15% and (d)
20% strain. (The contours are shown in the undeformed configuration)
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adiabatic heating. Temperature may increase more at a material point with high level
of stress but low plastic strain, compared to another material point with higher plastic
strain and lower stress. Hence the temperature trends in grains A, B, C and D are
more congruent with the contour plot of the von Mises stress, as a measure of stress
tensor, as shown in Figure 8.27c.
(a) (b) (c)
p
















Figure 8.27: Contour plots of: (a) effective plastic strain, (b) temperature and (c) von
Mises stress at 20% strain, from CPFE simulations of the AR microstructure under
a compressive strain-rate of 104s−1 along the ND direction.
To study this further, a bi-crystal model consisting of a hard and soft grain is
generated as shown in Figure 8.28a. The orientation induces a much higher level
of plastic strain in the soft grain. Figure 8.28b plots the macroscopic stress-strain
response in the direction of loading, for this bi-crystal model with an applied com-
pressive strain-rate of 104s−1 in the [001] direction. Three stages of deformation are
selected as indicated in Figure 8.28b. The evolution of relevant micro-mechanical
variables are investigated at these stages along a line in the X-direction that passes
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through the centroid of the model. At stage I, the plastic flow has already started
in the soft grain, whereas the hard grain has barely deformed plastically. As shown
in Figure 8.29a, the temperature in the soft grain is slightly higher than that in the
hard grain. In the subsequent stages of deformation, the temperature in the hard
grain increases significantly in comparison with the soft grain. Here again the rate of
adiabatic heating is governed by the stress state. The temperature difference between
the two grains grows larger with deformation as shown in figures 8.29b and 8.29c.
The results of the bi-crystal problem in Figure 8.29 also provides some insight on
the formation of adiabatic shear bands or ASBs at high strain-rates. Different criteria
have been proposed for estimating the formation of adiabatic shear bands, based on
thermo-mechanical variables, such as plastic shear strain in [196], temperature in [197]
or stored energy of cold work in [195, 198]. The model developed in this paper with
reference to Figure 8.29 has the ability to comprehend the source of nucleation of
such ASBs that will be studied more in future work.
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Figure 8.28: (a) A bi-crystal model discretized into 5103 linear tetrahedral elements,
and (b) macroscopic stress-strain response in the loading direction, for applied com-
pressive strain-rate of 104s−1 along the [001] direction.
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Figure 8.29: Profiles of temperature, effective plastic strain and von Mises stress along




Conclusions and future work
This work focused on different aspects of crystal plasticity framework. Regarding
modeling fracture, a thermodynamically-consistent coupled crystal plasticity-crack
phase field was developed. For modeling deformation, multiple improvements to the
computational and constitutive aspects of the theory was proposed. In the following,
a summary of these efforts is given.
9.1 Coupled CP-PF framework
Using principles of thermodynamics and virtual power, the coupled differential
equations governing the displacement and crack phase field were derived. These
equations are two-way coupled via the Helmholtz free energy density. Recognizing
that the available models in the literature are not applicable to anisotropic materials
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under finite strain conditions, a novel Helmholtz free energy density (HFED) was
proposed in this work in terms of a degraded elastic Green-Lagrange strain. This
degraded elastic strain tensor was obtained via volumetric-deviatoric decomposition of
the elastic deformation gradient. This definition of HFED requires that the deviatoric
part of elastic strain is degraded with order parameter whereas the volumetric part
is degraded only if the volume change is tensile. Therefore, this definition of HFED
respects the unilateral condition of damage.
Finite element solvers often suffer from convergence issues in modeling degradable
materials. The traditional arc-length methods are not applicable due to the rate-
dependency of the CP constitutive models. In order to overcome the instabilities
and convergence issues, three viscous stabilization techniques were proposed. They
include global viscous stabilizations of the displacement and crack phase fields by
introducing artificial viscous forces in the governing differential equations. Also local
viscous stabilization of the displacement field is proposed where an artificial viscous
stress term in added to the conventional stress tensor.
9.2 volumetric locking
An F-bar-patch element formulation was proposed in the context of crystal plas-
ticity framework to overcome volumetric locking associated with application of linear
tetrahedral elements in modeling (nearly-) incompressible materials. It was shown
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that this element formulation can effectively alleviate volumetric locking by reducing
the number of incompressibility constraints.
For fracture simulations, some modifications to the F-bar-patch element formu-
lation was proposed to seamlessly remove fully degraded elements from the element
patches on the fly. The tangent stiffness matrix and residual vector corresponding to
this modified F-bar-patch formulation were derived by linearizing the weak form.
9.3 unified CP laws
Motivated by the fact that the local strain rate experienced by different material
points in polycrystalline microstructures could be orders of magnitude different from
the applied macroscopic strain rate, a unified flow rule was developed in the context of
dislocation density-based CP framework. Unlike most of the flow rule formulations in
the literature, the unified flow rule is applicable over a wide range of strain rates and
can seamlessly model transition of dislocation glide from thermally-activated regime
to the drag-dominated one as strain rate increases.
It was shown that this formulation can predict the experimentally-observed change
in rate sensitivity of flow stress. Moreover, it was observed that surprisingly the
thermal hot spots do not necessarily correspond to the material points undergoing
significant plastic strain. Indeed hard grains, which do not deform plastically as much,
may experience higher adiabatic temperatures. This observation was linked to the
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multiplicative dependence of plastic work on the stress and plastic deformation rate.
9.4 future work
As pointed out in Section 5.1, sharpness of the phase field representation of crack
is controlled by parameter lc. Choosing small lc will result in more realistic order
parameter distribution which mimics the sharp crack, as shown in Figure 9.1. Ideally
one would like to use a small lc to obtain realistic crack profiles; however, it should be
noted that the finite element mesh is required to be fine enough to resolve this length
scale. This requirement incurs significant computational costs in 3D fracture simula-
tions and problems where the crack path is not known a priori. In these cases, the
modelers have to discretize the entire computational domain with a fine mesh which
makes fracture simulations computationally cumbersome. Developing computational
tools which can detect/predict the fracture path on the fly and enrich the solution
space only in the regions of interest would be significantly helpful. This enrichment
could be done by either simply refining the mesh or improving the interpolation func-
tions (e.g. higher-order or hierarchical shape functions).
Most of the degradation forms used in the literature are of the linear (1 − s) or
quadratic (1 − s)2 forms. Recently there has been some work on alternative degra-
dation functions, for example higher-order functions [68], plasticity-dependent power
laws [131, 199] and exponential forms [200]. This is still an open question. More
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(a) (b)
(c) (d)
Figure 9.1: phase field representation of a sharp crack using different lc (a) sharp
crack geometry shown with red line, (b) lc = 4 × 10−1, (c) lc = 2 × 10−1 and (d)
lc = 2× 10−2. (all units are in micrometer)
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detailed fracture experiments and some insight from molecular dynamics simulations
may help modelers choose the most appropriate form of the degradation function.
Moreover, detailed experimental observations are needed to calibrate and validate
fracture models in polycrystalline microstructures.
In this work, a crack phase field model was developed for materials with anisotropic
material response. Yet there is another anisotropy which was not addressed in this
work and needs to be developed. Cracks in crystalline materials tend to propagate on
some favorable planes and directions. In order to represent this fact numerically, one
needs to develop anisotropic fracture energy density formulations. Such an anisotropic
fracture energy density would promote phase field evolution in favorable directions
while penalizing propagation of fracture in other directions by requiring higher energy
levels. This is an active area of research and more experiments may help one formulate
such an anisotropic fracture energy.
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