The Betti numbers of a graded module over the polynomial ring form a table of numerical invariants that refines the Hilbert polynomial. A sequence of papers sparked by conjectures of Boij and Söderberg have led to the characterization of the possible Betti tables up to rational multiplesthat is, to the rational cone generated by the Betti tables. We will summarize this work by describing the cone and the closely related cone of cohomology tables of vector bundles on projective space, and we will give new, simpler proofs of some of the main results. We also explain some of the applications of the theory, including the one that originally motivated the conjectures of Boij and Söderberg, a proof of the Multiplicity Conjecture of Herzog, Huneke and Srinivasan.
Introduction
Hilbert's Syzygy theorem states that every finitely generated graded module over a polynomial ring S = K[x 1 , . . . , x n ] has a finite free resolution of length at most n. Hilbert's motivation was to show that the Hilbert function h M (k) := dim K M k is given by a polynomial p M (k) for large k, as follows: for a graded module M = ⊕ k M k over the standard graded polynomial ring S consider a finite free graded resolution, that is, an exact sequence
with F i = ⊕ j S(−j) βi,j and S(−j) the free cyclic S module with generator in degree j. The numbers β i,j are called the graded Betti numbers of the resolution. A minimal free resolution of a module M is a free resolution F such that no proper summand of F i+1 maps surjectively onto the kernel ker(F i → F i−1 ). It is determined up to isomorphism by M (see for example [6] ), and thus the graded Betti numbers β i,j = β i,j (M ) of a minimal free resolution are invariants of M . We collect the Betti numbers of M as usual in a Betti table β(M ) = (β i,j (M )). Hence, β(M ) is a numerical invariant that refines the Hilbert polynomial.
There are many papers whose goal is to describe this invariant and its possible values in special cases. In 2006 Mats Boij and Jonas Söderberg suggested a relaxation of this problem that opened the door to a radically different approach. The set of Betti tables form a semigroup, since the direct sum of modules corresponds to the addition of Betti tables. Allowing multiplication by positive rational numbers instead of just positive integers, we get a rational convex cone, the cone of Betti tables. Boij and Söderberg conjectured that the extremal rays of this cone are spanned by Betti tables of so called pure resolutions, described below.
In [11] we showed that these conjectures were true. Besides proving the existence of pure resolutions this involved finding the equations of the facets of the cone of Betti tables. To describe how this was done, we must introduce another invariant of a finitely generated graded module M that also refines the Hilbert polynomial. Consider the coherent sheaf E on P n−1 represented by M . The value of the Hilbert polynomial p M (k) coincides with the Euler characteristic of the twisted sheaf: χE(k). Since the Euler characteristic is the alternating sum of the dimensions of the cohomology groups, we can also think of the cohomology table γ(E) = (h j E(k)) of E as a refinement of the Hilbert polynomial. And, just as with Betti tables, it is natural to consider the convex rational cone generated by the cohomology tables.
The key idea in our proof of the Boij-Söderberg conjecture was to show that the facets of the cone of Betti tables of finite length modules come from the extremal rays in the closed cone of cohomology tables of vector bundles on projective space. We identified these extremal rays and showed that vector bundles with such extremal cohomology tables exist, so that the cone of cohomology tables, like the cone of Betti tables, is closed. Using our results, Boij and Söderberg extended the theory to arbitrary modules [2] . On the cohomology side, we generalized the results to arbitrary coherent sheaves [12] .
A flurry of other papers and preprints including [9] , [24] , [14] [15] and [7] have added to the basic picture and its applications. In this note we give a new and simpler proof of our main result on the cone of Betti tables, and we give a simpler treatment of the theorem of Boij and Söderberg on Betti tables of arbitrary finitely generated modules. We also explain some applications, and survey what is known in some other cases.
Betti Tables
As above, let S = K[x 1 , . . . , x n ] be a polynomial ring over a field K, graded with each x i of degree 1. For a finitely generated graded S-module M we may regard its Betti table as an integral point in an infinite dimensional Q-vector space:
The cone generated by finite positive rational linear combinations of Betti tables is called the Boij-Söderberg cone. Our main result on Betti tables is a description of this cone in terms of its extremal rays.
Definition 1.
A finitely generated graded S-module M is called pure of type Proof. Suppose β(M ) = N ℓ=1 q ℓ β(M ℓ ) with rational numbers q ℓ > 0. We have to prove that the Betti tables β(M ℓ ) all lie in the same ray as β(M ). Each of the modules M ℓ has dim M ℓ ≤ dim M , because otherwise the Hilbert polynomial of M would have larger degree. Since by the Auslander-Buchsbaum-Serre formula, the length of a free resolution is at least the codimension, the equality of Betti tables implies that each M ℓ is Cohen-Macaulay with the same codimension r as M and that each M ℓ is pure with the same type (d 1 , . . . , d r ) as M . The proof that each β(M ℓ ) lies in the same ray as β(M ) follows by an argument of Herzog and Kühl [17] : Consider the Hilbert series of M defined as
This rational function has a pole of order dim M at t = 1, or equivalently, the numerator i,j (−1) i β i,j t j has a zero of order codim M . In case of a pure module the numerator simplifies to
Hence, the r + 1 numbers β 0,d0 , . . . , β r,dr satisfy a system of r linear equations 
are determined by the type up to a common rational factor q.
With β(d) we denote the rational table on the ray of type d normalized such that
To formulate our main result one more preparation is necessary: we order the strictly increasing sequences d as follows: The second statement of the theorem has two nice interpretations that may help to clarify its meaning. First, geometrically, it really says that the cone of Betti tables is a simplicial fan, that is, it is the union of simplicial cones, meeting along facets. The maximal simplicial cones in the fan correspond to maximal chains (totally ordered subsets) in the partially ordered set of degree sequences: the simplicial cone is the set of finite positive rational combinations of Betti tables whose degree sequences lie in the chain. These simplices and cones are thus infinite ascending unions of finite-dimensional cones, corresponding to Betti tables with finite support, that is, resolutions where the free modules are generated in a given bounded range of degrees.
Second, algorithmically, the theorem implies that there is a greedy algorithm that gives the decomposition. Rather than trying to specify this formally, we give an example with n = 3. To describe it compactly, we will write the Betti table of a module M as an array whose entries in the i-th column are the β i,j -that is, the i-th column corresponds to the free module F i . For reasons of efficiency and tradition, we put β i,j in the (j − i)-th row.
Consider the K[x, y, z]-module M = S/(x 2 , xy, xz 2 ). The minimal free resolution of M has the form
and is represented by an array
where all the entries not shown are equal to zero.
To write this as a positive rational linear combination of pure diagrams, we first consider the "top row", corresponding to the generators of lowest degree in the free modules of the resolution. These are in the positions   * * * *   corresponding to the degree sequence (0, 2, 3, 5). There is in fact a pure module M 1 = S/I 1 with resolution
The greedy algorithm now instructs us to subtract the largest possible q 1 that will leave the resulting table β(M ) − q 1 β(M 1 ) having only non-negative terms. We see at once that q 1 = 1/5. We now repeat this process starting from β(M ) − q 1 β(M 1 ); the theorem guarantees that there will always be a pure resolution whose degree sequence matches the top row of the successive remainders. In this case we arrive at the expression
All the fractions and tables that occur are of course invariants-apparently new invariants-of M .
Facets of the Cone and Cohomology Tables
We next focus on the facets of the cone of Betti tables (compare with [1, 2] ). Consider a finite chain of degree sequences. Since the rays corresponding to the degree sequences are linearly independent, these rays generate a simplicial cone. A facet (maximal face) of this cone is generated by all but one of the rays in our chain. If this ray corresponds to the degree sequence b, then we may assume that b is neither the largest nor the smallest degree sequence by replacing our chain with a longer chain of degree sequences. Consider the degree sequences a > b and c < b immediately above and below in our chain. By inserting a finite number of degree sequences between a and b if necessary, we can achieve that a and b differ in at most one position. Similarly, we can achieve that b and c differ in at most one position. Then the facet of this simplicial cone obtained by deleting b is an outer face-that is, it will lie on the boundary of the cone of Betti tables-if either a and c differ in precisely one position τ , or a and c differ in precisely two consecutive positions τ and τ + 1 and a τ ≥ c τ +1 , compare [1] , Proposition 2.2. Indeed, suppose that a and c differ in the position τ and k with k > τ and, moreover, k > τ + 1 or k = τ + 1 and a τ < c τ +1 . Then both sequences b = (. . . , a τ , . . . , c k , . . .) and b ′ = (. . . , c τ , . . . , a k , . . .) are increasing, hence valid degree sequences between with a and c. For a k < ∞ we have the numerical identity
Hence, once we know that pure modules for arbitrary degree sequences exist, we can deduce that the facet of the simplicial cone obtained by dropping b (or b ′ ) lies in the interior of the cone of Betti tables. Hence, apart from the existence of pure resolution, we have to show that every potential outer face as above is indeed an outer face. A typical example which could lead to an outer face is the chain
for the case that a and c differ in only one position and
in case a and c differ in two positions. In the first case, the linear function β → β τ,bτ is positive on the ray corresponding to b and vanishes on all other rays in any simplex corresponding to a chain of degree sequence containing a, b, c. Clearly, this functional is also non-negative on Betti tables of arbitrary module. So these are indeed outer faces.
The second case is more complicated. We start by replacing a, b and c by (. . . , a τ −1 , c τ +1 , c τ +1 +1, . . .), (. . . , a τ −1 , c τ +1 −1, c τ +1 +1, . . .) and (. . . , a τ −1 , c τ +1 − 1, c τ +1 , . . .). For example, we will replace the triple 3, 4) > (0, 2, 4) > (0, 2, 3 ).
We will see that the equation, which we will derive below in this new situation, works for the face obtained by deleting the original b as well. Now take a complete chain extending a > b > c. We can compute the coefficient δ i,j of a functional δ : β → ij δ i,j β i,j vanishing on the facet opposite to b recursively. We start by taking δ i,ai = 0 and work our way up and down in the chain. The condition δ(β(c)) = 0 determines the ratio of δ τ,cτ while δ τ +1,cτ+1 and δ(β(b)) > 0 determines the sign. Moving one step down from c in the chain, determines one more coefficient of δ. In the example above we can look at the degree sequence 
Of course, moving up in degree from a will always yield zero coefficients. Note, that the results of these computations apparently do not depend on the specific choice of the complete chain extending a > b > c. 
It has supernatural cohomology if in addition the Hilbert polynomial
Note that a supernatural vector bundle E has non-vanishing cohomology in the following range (see [11] ):
if and only if
For a coherent sheaf E on P m we denote by
its cohomology table. Analogous to the theorem on free resolutions we have
Theorem 3.1 ([11]). The extremal rays of the rational cone of cohomology tables of vector bundles on P m are generated by cohomology tables of supernatural vector bundles. More precisely: Every cohomology table of a vector bundle is a unique positive rational combination of cohomology tables of supernatural vector bundles, whose root sequences form a chain.
Here we order the root sequences component wise.
The crucial new concept is the following pairing between Betti tables of modules and cohomology tables of coherent sheaves. We define β, γ for a Betti table β = (β i,k ) and a cohomology table γ = (γ j,k ) by 
Moreover, if M has finite length and
Proof. We first treat the case where E is a vector bundle. In this case we have an exact complex
with M 0 = M ⊗ E. Breaking it up in short exact sequences
we get the desired functional by taking the alternating sum of the Euler characteristics of initial parts of the corresponding long exact sequences in cohomology:
In the general case, where E is not necessarily locally free, the complex at the beginning of the proof may not be exact. However, we note that what we need to prove depends only on the cohomology table of E, not on the sheaf itself. Hence, we can replace E with a translate g * E for any g ∈ P GL(m + 1). When g is a general element, [23] shows that the sheaves T or i (M , E) = 0 for i > 0; that is, the complex
is exact, and the same argument applies.
For the vanishing statement, we note that in this case F ⊗ E is exact as well, and M 0 = 0. By induction we obtain 
This is not quite the functional we wanted, which had zeros in place of some of the nonzero values. To correct this, we define "truncated" functionals −, γ τ,κ by putting zero coefficients in the appropriate spots:
Theorem 3.3 (Positivity 2, [11, 12] ). For F the minimal free resolution of a finitely generated graded K[x 0 , . . . , x m ]-module and E any coherent sheaf on P m , we have β(F), γ(E) τ,κ ≥ 0.
Proof.
We replace E by a general translate as above, to achieve homological transversaltity to F. Let E be a graded module representing the sheaf E. Consider theČech resolution 0
ip ] and the tensor product . . . . . . . . .
By the homological transversality the horizontal cohomology is concentrated in the F 0 -column. Hence, the total complex has homology only in non-negative cohomological degrees. The vertical cohomology in internal degree 0 on the diagonal or below are the groups
The Euler characteristic of this diagram is again β(F), γ(E) . If we split the internal degree 0 part of the spectral sequence H vert (C ⊗ F ) ⇒ H tot (C ⊗ F ) as a sequence of K-vector spaces, then we obtain a complex
that is exact in negative cohomological degrees. Note that this gives a different proof (essentially our original proof) of part of the positivity result of Theorem
Consider the submodules
corresponding to the truncation. The diagram
These stronger versions of the vanishing results of [11] allow us to give a direct proof of the main theorem of [2] :
Final part of the Proof of Theorem 2.2. The facet equation, which cuts out the desired face corresponding to a degree sequence a > b > c with c of length r that only differ in positions τ and τ + 1 ≤ r and satisfies a τ ≥ c τ +1 , is given by taking a supernatural vector bundle E on P r−1 ⊂ P n−1 with root sequence
Indeed, for a pure module M with a degree sequence d ≤ c, we have
and the vanishing follows from Theorem 3.2: Since the length of d is at least the length of c we can reduce to the case where M has finite length, because the Betti numbers of M and M/xM as an S/xS-module for a linear nonzero divisor
The vanishing β(M ), γ(E) τ,κ = 0 for all pure M with a degree sequence d ≥ a is trivially true by our choice of E and the truncation.
Finally,
Conversely, the essential facet equations of the cone of cohomology tables of vector bundles are of type F(M ), − τ,κ for an appropriate finite length pure module M , see [11] .
Existence
To complete the proof of both Boij-Söderberg decompositions, it is now enough to establish the existence of supernatural vector bundles and pure resolutions for arbitrary root or degree sequences. In each case there are two methods known. For equivariant resolutions or homogeneous vector bundles in characteristic 0 one can use Schur functors [9, 10, 24] . For arbitrary fields, one can use a push down method [11] . For bundles this is a simple application of the Künneth formula applied to E = π * O(a 1 , . . . , a m ), where π is a finite linear projection π : P 1 × . . . × P 1 → P m and O(a 1 , . . . , a m ) is a suitable line bundle on the product.
For resolutions this is an iteration of the Lascoux method [22] to get the Buchsbaum-Eisenbud family of complexes associated to generic matrices [4] : We start with K, a Koszul complex on P r−1 × P m1 × . . . × P ms of r + s i=1 m i forms of multidegree (1, . . . , 1) tensored with O (−d 0 , a 1 , . . . , a s ) . Here s is the number of desired non-linear maps and m j + 1 is the desired degree of the j-th non-linear map. The spectral sequence for Rπ * K of the projection π : P r−1 × P m1 × . . . × P ms → P r−1 gives rise to the desired complex if we choose a 1 , . . . , a s suitably. Indeed, we may apply Proposition 4.1 s-times: For any product X 1 × X 2 with projections p : X 1 × X 2 → X 1 and q : X 1 × X 2 → X 2 and sheaves L i on X i , we set
Proposition 4.1. Let F be a sheaf on X × P m , and let p : X × P m → X be the projection. Suppose that F has a resolution of the form
with degrees e 0 < · · · < e N . If this sequence contains the subsequence (e k+1 , . . . , e k+m ) = (1, 2, . . . , m) for some k ≥ 0 then
and p * F has a resolution on X of the form
Proof. From the numerical hypotheses we see that e i ≤ 0 for i ≤ k and e i ≥ m+1 for i ≥ k + m + 1. Consider the spectral sequence
By the projection formula, the terms of the E 1 page are
Thus, the spectral sequence degenerates to the complex (1), where φ is a differential from the m-th page and the other maps are differentials from the first page. In particular, only terms E i,−j ∞ with i ≤ j can be nonzero. On the other hand, the terms R i−j p * F can be nonzero only for i ≥ j. Hence, the complex (1) is exact and resolves 
The result follows because the normalized Boij-Söderberg decomposition is a convex combination.
Let a < b be two degree sequences of equal length. The part of the BoijSöderberg cone of tables β = (β i,j ) with β i,j = 0 unless a i ≤ j ≤ b i is a finite, equi-dimensional simplical fan.
Turning to the monoid of Betti tables of modules, we have: Note that the index of actual Betti tables among the integral points on a ray of the Boij-Söderberg cone can be arbitrary large [7] . However, along the extremal rays, Eisenbud and Weyman conjecture that any sufficiently large integral point is the Betti table of a module.
To understand the monoid is substantially more difficult than understanding the cone. For example, unlike the Boij-Söderberg cone the monoid of Betti tables depends on the characteristic of the ground field [21] . A case where we understand the monoid completely can be found in [7] .
We believe that the most important next step in trying to understand the monoid better, would be a proof of the Eisenbud-Buchsbaum-Horrocks rank conjecture [5] . Daniel Erman [15] uses the Boij-Söderberg decomposition to prove the rank conjecture for M = S/I a cyclic module, provided that the minimal generators of the ideal I are sufficiently large compared to the regularity.
Turning to coherent sheaves, it is no longer true that the cohomology table of any sheaf is a finite sum of tables of supernatural sheaves of various dimensions. What remains true is that a cohomology table of an arbitrary coherent sheaf on P m is an infinite (convergent) sum with non-negative coefficients of cohomology tables of supernatural sheaves, whose zero sequences form a chain, see [12] . This result, however, does not characterize the Boij-Söderberg cone of coherent sheaves on P m but only its closure in m i=0 j∈Z R.
If X ⊂ P m is a subvariety of dimension d we can ask about the BoijSöderberg cone of its coherent sheaves. Consider a linear Noether normalization π : X → P d . Then, for any sheaf F on X, the cohomology table of F and π * F coincide. Hence the Boij-Söderberg cone of (X, O X (1)) is a subcone of the one of (P d , O(1)). If they coincide then there exists a sheaf U on X, whose cohomology table coincides with that of O P d up to a multiple. By Horrocks criterion [19] , this implies π * U ∼ = O r P d . By the very definition [10] , this means that U is an Ulrich sheaf on X.
Conversely, if an Ulrich sheaf exists then for a sheaf G on P d , the cohomology table of U ⊗ π * G and G coincide up to the factor r. This proves Varieties that have an Ulrich sheaf include curves and hypersurfaces. They are closed under Segre products, Veronese re-embeddings and transversal intersections. In [10] we conjecture that every variety has an Ulrich sheaf.
Very little is known for the extension of this theory to the multi-graded setting. I believe that there will be beautiful results ahead in this direction.
