In this article we illustrate some novel procedures of using Sinc methods to compute solutions to three types of medical problems. The rst of these is a novel way to solve optimal control problems. the second is a novel way to reconstruct images for X-ray tomography, and the third is a novel way to do ultrasonic tomography inversion. Each of these procedures uses Sinc convolution, which is a novel computational procedure for obtaining accurate approximations to inde nite convolutions.
Introduction and Summary
In this paper we discuss the use of Sinc methods as tools of the following:
1. Solving optimal control problems. Such problems are becoming increasingly important, especially with respect to the use of robots to Supported by NSF grant # CCR-9307602 do surgery, where the robot is controlled remotely by e.g., a physician in another city. 2. Carrying out X{ray tomography inversion. The development of accurate X{ray imaging took many years of \ ne tuning" and alterations of the original procedure, which is based on a di cult to approximate Fourier transform. A recent method based on Sinc approximation 5] yielded a highly e cient algorithm which without ne tuning was almost as good as those of the best existing algorithms, and which has the potential of being more e cient and producing more accurate pictures than existing algorithms. 3 . Solving inverse problems in ultrasonic tomography. The procedure of carrying out inversion based on data obtained by ring a single transducer while all of the others \listen" involves a computationally intensive, ill posed computational problem. The appropriate choice of a set of sources which are red at once can transform this problem into a well posed one, requiring almost no computation.
In Section 2 below, we brie y review the Sinc methods which we require for solution of the above problems. It is perhaps interesting to mention, at the outset the connection of Sinc methods with wavelets. It is well known that the original wavelet are based on Sinc functions, although Sinc methods have been studied longer, and much more extensively than wavelets. For example, engineers are now discovering that wavelets provide accurate and e cient tools for solving partial di erential equations, although one rarely nds a paper that shows why wavelets are so accurate. In the text 8] we nd clear explanations of why Sinc methods are accurate for solving partial di erential equations. It is also easy to show that wavelet methods are accurate for solving partial di erential equations if and only if Sinc methods are accurate for solving such problems. Indeed, it may be shown that for every wavelet method there is a corresponding Sinc method with the exact same complexity.
In Section 3, we illustrate the use of Sinc convolution to solve the following medical problems: some optimal control problems some X-ray tomography problems, and ultrasonic tomography problems, i.e., the inversion of the Helmholtz equation.
Sinc Methods
This section contains a summary of some currently existing Sinc methods that are applicable to the solution of computational problems in medicine. Most of these results and their proofs may be found in 3]; we include these results (but without their proofs here for sake of completeness. Our manner of description of the methods is in symbolic form. We include methods for collocation, function interpolation and approximation, for approximate definite and inde nite integration, for approximation and inversion of Fourier and Laplace transforms, for the approximation of de nite and inde nite convolutions, and for the approximate solution of integral equations.
Sinc Spaces of Approximation
Sinc spaces are motivated by the premise that most scientists and engineers use calculus to model di erential and integral equation problems, and under this premise the solution to these problems are (at least piecewise) analytic. The Sinc spaces which we shall describe below house nearly all solutions to such problems, including solutions with singularities at end points of ( nite or in nite) intervals (or at boundaries of nite or in nite domains in more than one dimension). Although these spaces also house singularities, they are not as large as Sobolev spaces which assume the existence of only a nite number of derivatives in a solution, and consequently when Sinc methods are used to approximate solutions of di erential or integral equations, they are usually more e cient than nite di erence or nite element methods. In addition, Sinc methods are replete with interconnecting simple identities, including DFT (which is one of the Sinc methods, enabling the use of FFT), making it possible to use a Sinc approximation for nearly every type of operation arising in the solution of di erential and integral equations. jf(x)j; and throughout this section C will denote a generic constant, independent of N.
Sinc Interpolation and Approximation
One dimensional Sinc interpolation and approximation is summarized in the following theorem. .6) above, we de ne h by h = =N 1=2 , with a constant independent of N, then the right-hand side of (2.8) is replaced by Ce ? N 1=2 , where C and are some positive constants independent of N. Henceforth we shall take h as de ned in (2.6).
Remark: We remark, that if f 2 L ; (D), then it is convenient to take ! j = sincf ? jh]=hg, j = ?M; ; N, instead of as de ned in (2.6), since the corresponding approximation of f as de ned in (2.6) then also vanishes at the end points of ?, just as f then vanishes at the end points of ?.
Sinc Collocation
The following result, guarantees an accurate nal approximation of f on ?, provided that we know a good approximation to f at the Sinc points. 
Sinc Quadrature
We also record the standard Sinc quadrature formula, which belongs to the family of powerful tools for solving di erential and integral equations. f(x; y) e ?x=s (1) ?y=s (2) dx dy; (2.23) which we assume to exist for all s (j) 2 + , with + denoting the right half plane. It can then be shown (see 6], or 5, Sec. 4.6]) that the values p i;j which approximate p(z (1) i ; z (2) j ) can be computed via the following succinct algorithm. In this algorithm the we use the notation, e.g., To get an idea of the complexity of the above procedure, we make the simplifying assumption that M j = N j = N, for j = 1; 2. We may readily deduce that if the above two dimensional \Laplace transform" F is either known explicitly, or if the evaluation of this transform can be reduced to the evaluation of a one{dimensional integral, then the complexity, i.e., the total amount of work required to achieve an error " when carrying out the computations of the above algorithm (to approximate p(x; y) at (2N + 1) 2 points) on a sequential machine, is O( log(")] 6 ).
The above algorithm extends readily to dimensions, in which case the complexity for evaluating a {dimensional convolution integral (at (2N +1) points) by the above algorithm to within an error of " is of the order of log(")] 2 +2 .
Applications
In this section we shall illustrate the application of Sinc convolution to a variety of medically related computational problems.
Control Problems
In this subsection we describe the application of Sinc convolution to the inversion of Laplace transformations, to the solution of feedback control problems, and to the solution of Burgers' equation.
Example 3.1: Laplace Transform Inversion. Laplace transforms are encountered frequently in control problems. The integral Laplace transform expressions can be e ectively approximated via the highly e cient Sinc quadrature scheme described in Theorem 2.4. Except in cases when it can be done explicitly, e ective Laplace transform inversion is more di cult. On the other hand, the procedure of Laplace transform inversion which we now describe is based on Sinc convolution; it is straight forward, simple, and accurate. We remark here, that at present, nearly all of the equations of the type (3.2) stem from ordinary di erential equations with constant coe cients, in which case the function K(s) in (3.3) is a ratio of polynomials in s, and the conversion of (3.2) to the time domain involves nding roots of polynomials. The Sinc convolution method applies to such cases, of course, although, instead of nding roots of polynomials, we require eigenvalues and eigenvectors of matrices. The latter can of course be computed once and for all. On the other hand, the Sinc convolution method can also be used to solve problems for which K(s) is not the ration of two polynomials, so long as K(s) is analytic on the right half s { plane. This choice of u 0 enables an explicit expression for the rst term on the right-hand side of (3.6), so that we can now rewrite (3.6) (3.9) Due to this explicit form of the function v(x; t), the form (3.7) for u 0 makes it possible to approximate an arbitrary continuous function u 0 de ned on R by use of the function F 3 ( ; h) de ned in 8, Sec. 5.8].
We now proceed to discretize Equation (3.8) as outlined in Example 2.7. To this end we may note that it is possible to explicitly evaluate the \Laplace transform" of the convolution kernel in (3.8) (3.10) We now select " = 1=2, b = 1, c = 0, t (t) = logfsinh(t)g, x (x) = x, d t = =2, t = t = 1=2, d x = =4, x = x = 1, and in this case it is convenient to take M t = N t = M x = N x = N. We thus form matrices A x = h x I (?1) = X x S x X ?1 x ; A 0 x = h x (I (?1) ) T = (X ?1 x ) T S x X T x ; B t = h t I (?1) D(1= 0 t ) = X t S t X ?1 t ; (3.11) where the superscript \T" denotes the transpose, and where S x and S t are diagonal matrices, and then proceed as in Example 2.7 above, and the notation of Equation (2. 
X{Ray Tomography Computation
We present here an algorithm for X{ray tomography which is based on discretizing the exact convolution that relates the backprojected image to the image 3]. This exact convolution can be accurately approximated via Sinc convolution. The present method may have advantages over others, since the method of ltering the backprojection has not been favored because of the longer reconstruction times and the poor quantitative results when compared with the ltered backprojection algorithm 7,10]. We illustrate here an alternate technique by which we only approximates the Sinc convolution method of the algorithm of Example 2.7, and thus can be carried out by use of the fast Fourier transform (FFT). To this end, we may note from (2.14), that the matrix I (?1) is a Toeplitz matrix, with entries (?1) i?j = 1=2+ i?j . We can represent this matrix in terms of discrete Fourier transforms. We can thus employ the well known circulant approximation to these Toeplitz matrices. Since we can identify the function whose Fourier coe cients determine the entries in the Toeplitz matrix, we can evaluate this function for the eigenvalues, and use the matrices from the discrete Fourier transform as the eigenvectors. The matrix resulting from 1 2 has constant entries, and is clearly is symmetric, and hence has real eigenvalues, that result from evaluating the delta function ( ? x), with x 2 (? ; ). The eigenvalues result from evaluating the \analytic function" whose real part is a delta function and whose imaginary part is the Hilbert transform of a delta function. Speci cally, we de ne the function ev(x) = 8 > < > :
The complex numbers, s m;j which approximate the eigenvalues of h I (?1) , can be chosen by evaluating ev(x) at equally spaced points x 2 (? ; ), i.e., s m;j = ev(jh); (3.14) where h is chosen so that we have m (with m = 2N + 1 an odd integer) numbers equally spaced in (? ; ).
We f(x; y) e ?x=s (1) ?y=s (2) dx dy = s (1) s (2) 2`l og ( (`+ s (2) )(`+ s (1) ) (`? s (2) )(`? s (1) 
The use of this DFT procedure enables a simpli ed version of Algorithm in Example 2.7, namely,
(3.18) where \ " refers to the tensor product.
Similarly, it is easily seen that:
For b 2 , we only need use G( s (1) ; s (2) ). For b 3 , we only need use G(s (1) ; s (2) ). For b 4 , we only need use G( s (1) ; s (2) ).
Letting K = G(s (1) ; s (2) ) + G( s (1) ; s (2) ) + G(s (1) ; s (2) ) + G( s (1) ; s (2) ) and
where K is real.
Letting be a regularizing parameter, we can reconstruct our image using
In addition, we point out that for each of the matrices multiplying our image the matrix multiplication can be implemented by applying m Fast Fourier transforms in parallel.
Solving Ill{Posed Problems via Sinc Sources
Many consider the solution of the ultrasonic tomography problem to be an ill{posed problem. We however take the view that ill{posedness is procedure dependent, since inversion involves the construction of an approximating inversion operator using a particular basis, and while the condition number of the resulting operator may be large for a particular basis (i.e., the ill{ posed situation) it can be relatively small for another basis. We illustrate this point in this section, with two inverse problem examples: that of the mathematically simplest to state moment problem; and that of the inversion of the Helmholtz equation, which is a frequently used model in ultrasonic tomography inversion. Example 3.4: Moment Problems. We use a simple moment problem to illustrate the idea of the above paragraph. The problem we consider is that of reconstructing the function w given the moments Z ? t k (x) dw(x) = k ; (k 2 N or k 2 Z); (3.19) where N (resp., Z) denotes the set of non-negative integers (resp., the set of all integers). If t k (x) = x k , for every non{negative inter k, then the problem is computationally di cult. For example for the case of the function w 0 (x) = 1 + arcsin(x), one approach is to use the matrix A = i+j?1 ], where i+j?1 denotes the (i; j)th element of the matrix. When the order of A is 8, the condition number of A is already approximately 3 10 10 . On the other hand, by using the orthogonal Sinc moments t k (x) = S(k; h) (x), the situation is considerably di erent. If we assume, or example, that w 2 M ; (D), and set u = ( ?N ; ; N ) T , we nd, in the notation of (2.8), (2.9) and (2.15), that kw ? m I (?1) uk C" N : (3.20) This stable and e cient procedure of construction of such a w requires O(N log(N)) amount of work to achieve a result accurate to within " = O(" N ), and hence the complexity is O((log(")) 2 log(log(1="))).
Thus, a novel method of approximating the solution to other moment problems of the form of (3.18) is to rst create close to orthogonal \source" functions such as, e.g., S(k; h) using linear combinations of the usual sources (that lead to ill{posed problems). where f is a function of r 2 R 3 that has support in the half{space H = f r = (x; y; z) 2 R 3 : (x; y) 2 R 2 ; z > 0g, and where we shall assume that = j j e i ; 0 : (3.22) As an aid for describing our inversion procedure, we let K denote the exterior of H, i.e., K = R 3 n H. The inversion procedure we shall describe is based on two integral equations, whose derivation we now sketch.
At the outset, we mention that the input eld u de ned as in (3.23) with " a very small number relative to 1. Similarly, we can select the generalized function w in (3.31) above so the resulting source function u as de ned by (3.31) is an approximate delta function corresponding to a xed point in H (see 5, 6, 12] ).
We thus describe the following procedure, which, while requiring large coe cients c m , illustrates at least one constructive method for determining the functions w and the corresponding sources u. Once the c m have been selected in this manner, we can next turn to the selection of v( ), and while this selection is somewhat more complicated, we can nevertheless suitably select the function v such that, e.g., u is an approximate two{dimensional delta function. The three{dimensional recovery is thus somewhat more complicated, since we need to sample the source along a line in the plane f r = (x; y; z) : (x; y) 2 R 2 ; z = 0g. Nevertheless it reduces, in e ect to the simple procedure outlined above. 4 References
