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Abstract
The projection of a continuous space process to a discrete space process via the transition rates between neighbor-
ing bins allows us to relate a master equation to a solution of a stochastic diﬀerential equation. The presented method
is formulated in its general form for the ﬁrst time and tested with the Brownian Diﬀusion process of noninteracting
particles with white noise in simple one-dimensional potentials. The comparison of the ﬁrst passage time obtained
with Projective Dynamics, Brownian motion simulations and analytical solutions show the accuracy of this method as
well as a wide independence of the particular choice of the binning process.
1. Introduction
The Projective Dynamics method [1, 2, 3] was initially formulated for problems with a discrete state space. As a
projection process from a continuous to a discrete space, it has already been used for the description of the dynamics
of spin systems [4, 5]. By obtaining the transition rates between neighboring states and calculating the residence
times, the ﬁrst passage time and also a free energy landscape can be obtained. Thus far the method has always been
limited to an all-spin-up starting conﬁguration.
To be carried forward into a descriptive tool for biophysical phenomena there is a need to generalize the method.
Since it is possible to obtain ﬁrst passage time distributions in single-molecule folding experiments [6], it appears
to be crucial for the detailed understanding of the folding dynamics to obtain ﬁrst passage times for any particular
starting conﬁguration of the system.
2. Method: Discretizing the Space, Markovian Procedure
To obtain a description of the trajectory of a Markovian process at discrete values of space, we need ﬁrst to assign
a (discrete) space value to a (continuous) space interval. This can be done by dividing the space coordinate into
nonoverlapping bins.
The size of the bin should be chosen to be larger than the maximum possible particle trajectory in a single step.
In practice, this can be met for the particular statistics used in the measurement. We now assume that the process
probability distribution can be fully recovered from knowing only its transition probabilities between neighboring
bins (interpreted as states).
We place the absorbing boundary in bin zero and refer to growing (shrinking) as moving towards (away from) the
absorbing state. The growing probability gk describes then the conditional probability of leaving bin k to k − 1 given
the system being in state k. And the shrinking probability sk describes the conditional probability of leaving bin k to
k + 1 given the system being in state k.
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We obtain a master equation with nearest-neighbor coupling
d
dt
P(k, t) = gk+1P(k + 1, t) − [gk + sk] P(k, t) + sk−1P(k − 1, t). (1)
Here P(k, t) is the probability of occupation of state k at time t, and the growing and shrinking probabilities represent
the transition rates between neighboring states.
By using the fundamental relations [7]
d
dt
P(k, t) =
∑
k′
W(k, k′)P(k′, t) (2)
and ∑
k
τ(k)W(k, k′) = −1 (3)
the general expression for the ﬁrst passage time can be written as
τ(S o) =
S o∑
i=1
1
gi
+
S−1∑
D=1
⎡⎢⎢⎢⎢⎢⎢⎣min(S o,|S−D|)∑
i=1
⎛⎜⎜⎜⎜⎜⎝∏i+D−1j=i s j∏i+D
j=i g j
⎞⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎦ (4)
where S o denotes the starting bin and S the total number of bins. The bins are numbered such that bin number 1 lies
at the absorbing boundary.
It is important to note that the values of the ﬁrst passage time obtained from (4) are in the unit of the underlying
(continuous) integration step. To obtain a scale free value, one has to multiply the results of (4) with the corresponding
time step, dt.
A condition for this method to work is that the binning covers the full trajectory space and that the neighboring
states in the underlying dynamics are accessible to each other. The last is fulﬁlled for the inner bins whenever the time
of leaving the domain is ﬁnite. If the outer bins (beyond S o) are empty throughout the whole measurement process
one obtains the ﬁrst passage time by omitting these empty states.
3. Results
The method is tested with the one-dimensional diﬀusion equation
∂
∂t
x(t) = −1
η
∂
∂x
U(x) + Γ(t), (5)
where the white noise term Γ is given by
〈Γ(t)Γ(t′)〉 = 2kBT
η
δ(t − t′) (6)
with reduced friction constant η = 1.0 and kB = 1.0.
The trajectories have been integrated in a simple Euler scheme with a white noise generator [8] along N = 5000
paths. In our work the time steps of the Brownian motion ranged from dt = 2.5 × 10−6 up to 2.0 × 10−5. The
measurements of the growing and shrinking probabilities of the Projective Dynamics method for diﬀerent bin width
have been taken from the same set of trajectories for the same temperatures.
3.1. Absorption Process in Square Potential
The potential is
U(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∞ if x < 0,
0 if 0 ≤ x ≤ 1,
−∞ if x > 1.
(7)
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Deﬁning the domain as the interval x  [0, 1] we tested the method for S = 5, 10 and 20 bins of equal length. The
trajectories are started at the origin, which corresponds to bin S o = 5, 10 and 20. First passage times have been
obtained at the temperatures T = 0.1, 0.075, 0.05 and 0.025.
Our results show that the numerical values of the mean ﬁrst passage time from Projective Dynamics deviates
less than 1% from the analytical solutions. Furthermore, our work appears to suggest that for a ﬁxed computational
eﬀort the Projective Dynamics (for this simple potential) provides a more accurate statistical estimate of the mean ﬁrst
passage time than does Brownian motion at low temperatures. The values of the mean ﬁrst passage time are presented
in Table (1). Our results indicate a wide independence with the number of bins, which provides a freedom in the
choice of the particular binning procedure.
3.2. Absorption Process in Kramers Potential
In this example free particles are subject to the potential
U(x) = −a
2
x2 +
b
4
x4, (8)
where a = 1.0 and b = 1.25.
The domain is deﬁned as the interval x  [−∞, 0]. First passage times have been obtained at the temperatures
T = 0.1, 0.075 and 0.05. The trajectories are started as a delta function at x = −0.9, which corresponds to the initial
states S o = 3 (for S = 5 total bins), S o = 9 (S = 10) and S o = 10 (S = 20). The space intervals are of equal length
covering the interval x  [−2.0, 0.0].
Here we compared the results of the Projective Dynamics method to those of a Brownian motion simulation
and of a semi-analytic Riemann integration. The values of the mean ﬁrst passage time are presented in Table (2).
The Projective Dynamics method is stable within a 3% deviation at diﬀerent time steps and also these results are
in good agreement with both the Brownian motion measurement and the Riemann integration. Furthermore, our
results indicate that the values of the mean ﬁrst passage time obtained with Projective Dynamics are stable (within the
statistical deviation) against the chosen binning procedure.
4. Conclusions
We have applied a generalized Projective Dynamics method to obtain the mean 1 ﬁrst passage time for two simple
potentials. Our study suggests that the method correctly reproduces the values of the mean ﬁrst passage time com-
pared to analytical and semi-analytical solutions [see Fig. (1)]. We have analyzed the behavior of the ﬁrst passage
time for diﬀerent time steps of the underlying dynamics and demonstrated that the method itself is stable within 1%
(square potential) and 3% (Kramer’s potential) deviation for our statistics in measuring gk and sk. A comparison
with Brownian motion shows a better prediction of the mean ﬁrst passage times at the temperatures T = 0.05, 0.025
(square potential) and T = 0.075 (Kramer’s potential) with Projective Dynamics than with simple measurements with
the same statistics.
The values for the mean ﬁrst passage time where obtained with three diﬀerent numbers of bins (of ﬁxed length).
The comparison of results for S = 5, 10 and 20 showed no diﬀerence for the square potential and a diﬀerence within
the statistical error for the Kramers potential.
References
[1] M. Kolesik, M. A. Novotny, P. A. Rikvold, A projection method for statics and dynamics of lattice spin systems, Phys. Rev. Lett. 80 (1998)
3384.
[2] M. Kolesik, M. A. Novotny, P. A. Rikvold, Extreme long-time dynamic monte carlo simulation, Inter. J. Mod. Phys. C 14 (2003) 121.
[3] M. A. Novotny, Annual Reviews of Computational Physics, Vol. IX, World Scientiﬁc, Singapore, 2001, Ch. A Tutorial on Advanced Dynamic
Monte Carlo Methods for Systems with Discrete State Spaces, pp. 153–210.
[4] G. Brown, M. A. Novotny, P. A. Rikvold, Transition state in magnetization reversal, J. Appl. Phys. 93 (2003) 6817.
1In the sense of an average over diﬀerent realizations of the path trajectory for a ﬁxed time step dt as well as an average of the above over
diﬀerent dt.
82 K. Scha¨fer, M.A. Novotny / Physics Procedia 6 (2010) 80–83
K. Scha¨fer, M. A. Novotny / Physics Procedia 00 (2010) 1–4 4
[5] G. Brown, M. A. Novotny, P. A. Rikvold, Determining the saddle point in micromagnetic models of magnetization switching, in: D. P. Landau,
S. P. Lewis, H. B. Schu¨ttler (Eds.), Computer Simulation Studies in Condensed Matter Physics, Vol. XV, Springer, Berlin, 2003, pp. 24–27.
[6] Y. Jia, D. S. Talaga, W. L. Lau, H. S. M. Lu, W. F. DeGrado, R. M. Hochstrasser, Folding dynamics of single gcn-4 peptides by ﬂuorescence
resonant energy transfer confocal microscopy, Chem. Phys. 247 (1999) 69.
[7] R. Zwanzig, A. Szabo, B. Bagchi, Levinthal’s paradox, Proc. Natl. Acad. Sci. USA 89 (1992) 20.
[8] M. P. Allen, D. J. Tildesley, Computer Simulation of Liquids, Clarendon Press Oxford, New York, 2003.
Figure 1: Reciprocal mean ﬁrst passage times τ at diﬀerent tem-
peratures. Comparison of Projective Dynamics with Brownian mo-
tion simulation and analytical solutions for square potential (a) and
Kramer’s potential (b). The dashed line only separates (a) and (b)
portions of the graph.
Table 1: First passage times, square potential
Projective Dynamics Brownian analytical
T S = 5 S = 10 S = 20 motion solution
0.1 5.01(±0.03) 5.01(±0.03) 5.01(±0.03) 4.99(±0.04) 5.00
0.075 6.68(±0.04) 6.68(±0.04) 6.68(±0.04) 6.66(±0.04) 6.67
0.05 10.01(±0.06) 10.01(±0.06) 10.01(±0.06) 9.96(±0.07) 10.00
0.025 20.0(±0.1) 20.0(±0.1) 20.0(±0.1) 20.3(±0.1) 20.00
Table 2: First passage times, Kramers potential
Projective Dynamics Brownian Riemann
T S = 5 S = 10 S = 20 motion integration
0.1 18.5(±0.2) 18.5(±0.2) 18.5(±0.2) 18.4(±0.2) 18.44
0.075 36.7(±0.4) 36.7(±0.4) 36.7(±0.4) 36.9(±0.4) 36.46
0.05 135(±3) 136(±3) 136(±3) 136(±3) 135.8
K. Scha¨fer, M.A. Novotny / Physics Procedia 6 (2010) 80–83 83
