A new technique called the weighted integra tion method for the measurement of local CBF (LCBF) in humans with positron emission tomography (PET) is pre sented . LCBF is calculated from weighted time integrals of the blood and tissue radioactivity curves. This method is computationally efficient and achieves nearly optimal statistical estimation of LCBF. The predicted root mean squared error of the weighted integration method is veri fied by simulation studies and is only 1-2% larger than the minimum possible error that can be achieved by an ideal estimation algorithm. For LCBF of > 30 mllmin/lOO With the advent of positron emission tomography (PET) , a variety of techniques have been developed to measure local CBF (LCBF) noninvasively in humans using freely diffusible tracers. These tech niques have concentrated on the use of the IS O_la_ beled compounds H20 and CO2 and the Kety Schmidt model fo r freely diffusible tracers (Kety, 1951). The steady-state method employing constant inhalation of CO2 is widely used in PET (Subra manyam et aI ., 1978; Frackowiak et aI ., 1980 ; Baron et aI ., 198 1). Steady state provides good imaging conditions for tomographs that do not permit short scan times and allows singl e-slice scanners to survey the entire brain. The steady state conditions also simplify the mathematics to provide simple pixel-by-pixel calculation of LCBF.
Summary:
A new technique called the weighted integra tion method for the measurement of local CBF (LCBF) in humans with positron emission tomography (PET) is pre sented . LCBF is calculated from weighted time integrals of the blood and tissue radioactivity curves. This method is computationally efficient and achieves nearly optimal statistical estimation of LCBF. The predicted root mean squared error of the weighted integration method is veri fied by simulation studies and is only 1-2% larger than the minimum possible error that can be achieved by an ideal estimation algorithm. For LCBF of > 30 mllmin/lOO With the advent of positron emission tomography (PET) , a variety of techniques have been developed to measure local CBF (LCBF) noninvasively in humans using freely diffusible tracers. These tech niques have concentrated on the use of the IS O_la_ beled compounds H20 and CO2 and the Kety Schmidt model fo r freely diffusible tracers (Kety, 1951) . The steady-state method employing constant inhalation of CO2 is widely used in PET (Subra manyam et aI ., 1978; Frackowiak et aI ., 1980 ; Baron et aI ., 198 1) . Steady state provides good imaging conditions for tomographs that do not permit short scan times and allows singl e-slice scanners to survey the entire brain. The steady state conditions also simplify the mathematics to provide simple pixel-by-pixel calculation of LCBF.
The autoradiographic class of methods for LCBF measurement allows for the uptake and clearance g, the weighted integration method provides reduced noise compared with the integrated projection technique, the PET autoradiographic method, and the steady-state technique. In addition, an error analysis is performed to study the sensitivity of the weighted integration method to tissue mixtures, blood sample timing errors, and changes in LCBF during the data collection period. Key Words: Error analysis-Local cerebral blood flow Positron emission tomography-Simulation-Weighted integration method. of a diffusible tracer after a bolus injection (Gins berg et aI ., 1982; Herscovitch et aI ., 1983; Raichle et aI ., 1983; Kanno et aI ., 1984) . These approaches take advantage of the predicted time course of tissue radioactivity based on the Kety-Schmidt model and that a tomographic scan represents an integral of this fu nction over the scanning period. One tissue concentration measurement is used in conjunction with a fully sampled arterial input fu nction to estimate LCBF by table lookup or poly nomial approximation. In both the steady-state and autoradiographic methods, a value for distribution volume must be assumed.
One of the challenges of PET is to take advan tage of its ability to sample tissue radioactivity over time. The new generation of PET scanners will pro vide improved spatial and temporal resolution. It is essential that computational methods be developed to take full advantage of this high-quality data. For LCBF, it is desirable to estimate two parameters fo r each pixel in a computationally efficient manner that is also statistically reliable. Recently, new to mographic techniques have been developed to ap proach these goals. They collect the entire time course of tissue radioactivity and simultaneou sly estimate LCBF and distribution volume from the Kety-Schmidt model. Some investigators (Yama moto et aI ., 1977; Holden et aI ., 1981) use classic least-squares methods that provide optimum statis tical accuracy. However, these methods are com putationally intensive and therefore put a practical limit on the utility of fine-time resolution of the tissue data.
Another class of techniques is based on param eter estimation schemes designed to be imple mented efficiently (Huang et al ., 1982 (Huang et al ., , 1983 Carson et aI ., 1983; Depresseux, 1983 ; Alpert et aI ., 1984) . The integrated projection technique (Huang et aI ., 1982 (Huang et aI ., , 1983 derives LCBF in terms of time integrals of the tissue data. This method can take full advantage of a tomograph that can provide very fine data sampling. Alpert et al . (1984) proposed a different fo rmulation using weighted time integrals. Neither of these methods was optimized to produce the minimum possible statistical error. The purpose of this article is to describe a new method, the weighted integration method, which is the opti mized version of the integrated projection tech nique. The theory behind the method is presented and verified by computer simulation. A comparison of the statistical characteristics of the weighted in tegration method and other LCBF techniques is performed. In addition, an error analysis is pre sented to study the sensitivity of the weighted inte gration method to tissue mixtures, blood sample timing errors, and changes in LCBF during the data collection period. Preliminary results of this work have been reported elsewhere (Carson et aI ., 1983 (Carson et aI ., , 1984 .
METHODS

Theory
Measurement of LCBF is performed by the intrave nous injection of a diffusible tracer such as Hi50. The estimation of LCBF from tomographic tissue data is based upon the Kety-Schmidt one-compartment model with the addition of a term for the radioactive decay of the tracer. The differential equation is
where Q(t) is the quantity of H150 in the compartment at time t (not corrected for decay), F is the local perfusion flow (mllmin/g), C(t) is the blood tracer concentration, V is the local distribution volume (mllg), and A is the radio active decay constant of '50 (0.338 min-I).
The assumptions of this model are that the tissue com partment receives perfusion that is uniform in space and constant over time into a constant volume of distribution. The tracer is assumed to be instantaneously extracted from the arterial blood at all flow rates, the venous blood is in perfect equilibrium with the tissue compartment, and the tissue compartment is well mixed, i. e., the tracer is J Cereb Blood Flow Metab, Vol. 6, No. 2, 1986 ideally diffusible. Furthermore, 100% of the tissue is per fused and the arterial portion of the cerebral tissue is as sumed to be insignificant . The arterial input function is assumed to be identical throughout the brain. No as sumptions concerning the value for local distribution volume are made since it will be estimated along with LCBF. The arterial input function C(t) is measured from a sequence of blood samples taken from a peripheral ar tery. The tissue activity Q(t) is measured by the tomo graph .
The weighted integration method is an optimization of the integrated projection technique. The original inte grated projection operational equations are derived by considering the decay-corrected version of Eq. I:
where Q* = Q exp(At) and C* = C exp(At). Equations I and 2 are integrated from t = 0 to t = T, where T is the length of the scanning period, typically between 8 and \0 min. This produces two linear equations in the two un known parameters, and operational equations for F and V can be derived:
The integrals of the input function (fCdt and JC*dt) are calculated by numerical integration of the blood sample data, and these results are applied to all pixels. The terms Q*(T) and Q(T) represent the decay-corrected and -un corrected tissue radioactivity at time T for each pixel in the slice. Owing to the low count rate at time T, one average value is used for all pixels based on data col lected from T -2 to T + 2 min.
The remaining terms, JQdt and JQ*dt . are not calcu lated by performing many short scans, reconstructing each image, and integrating each pixel concentration over time. Instead, weighted time integrals of Q are calculated for each pixel by first performing a weighted integration of each projection measurement in time and using the fil tered backprojection algorithm to generate "integral" images (Tsui and Budinger, 1978; Huang et aI., 1982) . There are two advantages to this projection integration approach. First, a large amount of computation is saved as compared with the multiple-reconstruction approach. Second, the temporal resolution of projection measure ments is generally much finer than that of reconstructed images. Some of the latest generation of scanners (e. g. , Te r-Pogossian et al., 1982; Hoffman et aI. , 1983 ) employ list mode data collection, which is ideal for this computa tion because the time of arrival of each event is recorded. There is no need to group the data into time bins in ad vance. The weighted integration method for LCBF generalizes the integrated projection technique. Consider two dif ferent functions x,(t) and x2(t) defined between t = 0 and t = T (T is the length of the data collection). Define x,(O), x,(T), xzCO), and x2(T) to equal zero. Multiplication of dif ferential Eq. I by the two weighting functions separately, integration from 0 to T. and integration by parts on the left-hand side produce the following linear system:
where k is the clearance rate constant FIV + iI.. Solving this system of two equations in two unknowns (F and k)
Equations 5 and 6 are the operational equations of the weighted integration method . They involve six unique in tegrals . The weighted integrals of the blood radioactivity are calculated by numerical integration of the blood sample data and are applied to every pixel in the image.
The four weighted tissue integrals (with weights x" dx/dt. X20 dX2ldt) are calculated for each pixel by the re construction of weighted time integrals of the projection data.
The integrated projection formulation is equivalent to the weighted integration form with x,(t) = 1 and x2(t) = exp(il.t) . These weighting functions were chosen to sim plify the final computational form of the operational equations by requiring only two weighted time integrals of tissue radioactivity. However, since the two weighting functions do not equal zero at t = T. the terms Q(T) and Q*(T) remain. The general weighted integration formula tion does not require this estimate of tissue radioactivity at the end of the study, a value with substantial impreci sion for '50.
Optimization strategy
It remains to determine the two weighting functions
x,(t) and X2(t). Any two functions that are zero at t = 0 and t = T would be suitable for perfect data. But the tissue and blood data contain noise, so the weighted inte grals will be noisy, as will the estimates F and k. The form of the weighting functions will affect the variability and the bias of the estimates. To produce the best possible parameter estimates, the mathematical optimization problem is posed as finding those functions that minimize a cost function . Here, the cost function is based on the error of the LCBF estimate. The use of weighted integration is not limited to the present one-compartment two-parameter system . The same approach can be used to produce parameter esti mates for any model whose differential equation(s) is linear in its parameters, such as linear compartment models. Appendix A presents the derivation of the opera tional equations and covariance matrix of the weighted integration parameter estimates for an arbitrary linear differential equation . The covariance formula can be used to derive appropriate weighting functions with an optimi zation algorithm. To derive optimal weighting functions for the LCBF model, the following factors must be de fined: length of the data collection (T), form of the opti mization cost function, measurement noise, and the choice of optimization algorithm. Other factors con cerning the optimization are discussed in Appendix B.
The weighted integration covariance formula requires a statistical description of the observed data. To mographic measurements are reconstructions of data that are inte grated over time. For practicality in the derivations, the tissue samples are treated as direct measurements, rather than reconstructed values. The variability of each mea surement was set to be consistent with tomographic noise propagation (see Measurement variance). In addition, the tissue measurements were treated as instantaneous rather than integrated . For high sampling rates, the in stantaneous results will be directly comparable with those from the integrated formulations. For the original scanning protocol of the integrated projection technique, a central projection line was sampled five times per minute. For practical implementation of the weighting function determination, this data-sampling rate is em ployed in all simulations.
Data collection period
The first step is the determination of an appropriate data collection period, T. To quantify its effect on param eter estimation error, the Cramer-Rao lower bound on the covariance matrix can be used (Rao, 1973) . This bound defines the minimum possible variance of any un biased estimator of the model parameters . In other words, the bound provides a measure of the amount of information available in the data pertaining to the un known parameters. This calculation first requires the so lution to model differential Eq. I, i.e., the instantaneous tissue radioactivity function:
where * represents the convolution operator. If ti• i = I, . . . , n. are the times of tissue samples and if the mea surement noise is Gaussian. then for an arbitrary model, the covariance bound is
where p is the vector of parameter estimates (F and k). Vy is the n-by-n covariance matrix of the tissue observations {ViU) = Cov[Q(t;) , Q(t)]} , and X is the sensitivity ma trix of the data. For the LCBF model, X is an n-by-2 ma trix with terms
The Cramer-Rao bound can be used to determine the effect of total data collection time or sampling design on parameter error for any model. Equation 8 defines the minimum possible covariance of an estimator that uses the full time course of tissue data [Q(t,.}, i = 1, ... , n] . Appendix A derives the weighted integration covariance bound that is based on a reduced data set, the weighted integrals of the tissue and blood curves . The parameter variance achievable by weighted integration will be at least as large as the minimum vari ance of Eq. 8. To minimize the loss of information due to pooling the tissue data into weighted integrals, appro priate weighting functions must be chosen.
Optimization cost function
To derive the weighting functions, an optimization cost function must be defined. For LCBF measurements, the cost function IjI is defined as the mean square error of the LCBF estimate, i. e. ,
where Var(F) is the (I, I) element of the parameter covari ance matrix Vp (Eq. Al3) and the second term is the square of the bias of the estimate. The covariance and the bias depend upon the weighting functions, the parameter values, and the input function. The bias in the estimator F is caused by the form of Eqs. 5 and 6 and the approxi mations necessary for integration based on discrete samples.
Equation 10 is specific to one set of parameter values. For tomographic applications, there will be a range of LCBF values since parameter estimates will be obtained throughout each slice. A more general cost function is
where j sums over a designated range of values Fi and ki and di defines the relative importance of each value. For this method, the parameter weights di were based on the normal physiological range of LCBF. However, the di may be selected for a specific application. such as tuning to high LCBF values for stimulation studies (e.g. , Maz ziotta and Phelps, 1984). The parameter weights di were calculated from the frequency of occurrence of LCBF taken from studies in normal volunteers, with LCBF and distribution volume calculated by the integrated projec tion technique. This data, depicted in Fig. I , is taken from 14 LCBF images from six different subjects. cov ering the normal scanning slices (0-8 cm above the or bitomeatal line). For implementation purposes, this dis tribution is discretized to LCBF values of 20, 25, ... ,7 0 mi/min/100 g. A distribution volume of 0.76 ml/g is as signed to LCBF values below 35 mllminlIOO g (white matter) and 0.85 ml/g for the higher flow range (gray matter) (Huang et al. . 1983) .
The error in the LCBF estimate will depend upon each individual's input function C(t). (Huang, et ai., 1983) . Distribution was used to define the relative occurrence of LCBF values for the pur pose of defining optimal weighting functions. 1986 to three volunteers. All curves have been corrected for radioactive decay and scaled to their maximum value for comparison. While the basic shapes of the curves are similar, the arrival times, widths of the peak, and clear ance rates differ.
To account for the variation in input functions and LCBF values, the weighting functions xl(t) and xz(t) are determined to minimize
wh�re Fi = 20, 25, 30, ... , 70, dj are derived from Fig.  I , Fij is the weighted integration estimate of Fi based on input function Ci(t), i = I, ... , 6 ( Fig. 2) , and the vari ance is defined by Eq. Al3.
Measurement variance
The FIG. 2. Time-activity curves of H�50 in blood measured from sequential arterial samples following an intravenous injec tion. Six input functions were collected from two injections each to three volunteers. All values reported in this analysis are averages of calculations performed for each function in dividually.
brain phantom under standard imaging conditions. Per centage error varied with local concentration of isotope as well as total counts collected per slice. However, the absolute error was nearly independent of the pixel posi tion within the object. Based upon these results and the Poisson distribution, the following empirical formula can be derived for pixel standard deviation (PSD):
70 (average slice activity value) PSD = (13) (total counts)V2
To use Eq. 13 to determine Vy, the total counts col lected at each sampling interval must be determined. First, the individual tissue response curves for each LCBF value are generated (Eq. 7), assuming that the decay-corrected input function is piecewise linear be tween sample points. The average brain response is cal culated from a weighted average of the individual tissue responses according to the LCBF distribution of Fig. 1 . The average curve is then scaled to a total collection of 3 x \06 counts in \0 min (typical for the NeuroECAT with a 30 to 50 mCi injection of H!50). For purposes of the optimization, it is assumed that there are no errors in the measurement of the input function (although this could be incorporated).
Optimization algorithm
The Newton-Raphson algorithm (Fox, 1963) is used for the determination of the optimal weighting functions. Processing of the algorithm was performed using the BLD modeling and analysis system (Carson et a!., 1981) .
Analysis of statistical errors
The optimized weighted integration formulation was tested by simulation to validate its statistical error pre dictions. These tests involved the simulation of a single pixel's time course for a range of LCBF and the simula tion of a phantom with uniform compartments of differing LCBF. In addition, the statistical characteristics of the weighted integration method were compared with those of other PET LCBF methods.
The first tests are called pixel simulations and involved a direct simulation of a single pixel's concentration over time, ignoring the reconstruction. Tissue response curves were simulated using Eq. 7, the six input functions of Fig.  2 , and LCBF values of \0-100 mllminlIOO g with mea surement variance consistent with Eq. 13. Weighted inte grals of the noisy tissue data were calculated and esti mates of LCBF were determined from Eq. 5. The sample mean and mean square error of the weighted integration parameter estimates were calculated by 400 replications of each of the six input functions of Fig. 2 and the results were compared with the predicted error of Eq. 10.
A tomographic simulation was performed using a cy lindrical phantom (depicted in the upper left of Fig. 5 ) consisting of three homogeneous regions with LCBF and distribution volume values of (65, 0.85), (45, 0.85), and (25, 0.76) for the outer, right inner, and left inner com partments, respectively. Ideal projection data sets were simulated at 0.2-min intervals over 8 min based on the first input function of Fig. 2 and the physical distribution of the phantom. The form of the projection data set was consistent with the conditions for the derivation of the pixel standard deviation formula (NeuroECAT high-reso lution sampling, septa in, shields out, low-resolution re construction filter). Simulated Poisson noise, generated by the technique of Marsaglia (Abramowitz and Segun, 1968) , was added to the projection data set consistent with a total collection of 3 x 106 counts in 10 min. Weighted integrals of the noisy projection data were cal culated, integral images were reconstructed, and LCBF images were calculated pixel by pixel using Eq. 5. Thirty independent simulations were performed and the mean and standard deviation were calculated on a pixel-by pixel basis and compared with the weighted integration error predictions.
A comparison was made of the noise characteristics of the weighted integration method and three other LCBF methods: the steady-state technique, the PET autoradio graphic method, and the integrated projection technique. A direct comparison between these methods is not straightforward because of their different assumptions and implementations. The pixel simulations of the weighted integration method were repeated for the inte grated projection and autoradiograhic methods; i.e., 400 simulations of tissue responses were performed for each of the six input functions of Fig. 2 for LCBF values from 20 to \00 mllminlI 00 g. The measurement noise was set to be consistent with Eq. 13 with 3 x 106 counts available in \0 min. The calculations of the auto radiographic method were based on , i.e., a 40-s scan starting with tracer arrival in the brain. The integrated projection calculations were based upon Huang et al. (1982) and Eq. 3. A value for Q*(T) was determined from a weighted average of the tissue concentration between 6 and 10 min for all LCBF values weighted by the LCBF distribution of Fig. 1 . For the steady-state method, 2,400 simulations were performed based on Frackowiak et a!. (1980) , assuming a collection of 3 x 106 counts. It was assumed that there were no errors in the blood sampling of all methods, and that the distribution volume value was known exactly for the autoradiographic and steady state methods. Distribution volume is estimated indepen dently by the weighted integration method and the inte grated projection technique.
Analysis of deterministic errors
In addition to studying statistical characteristics, an error analysis was performed to determine the effect of violations of the assumptions of the model on the weighted integration LCBF estimate. The error condi tions studied were mixture of gray matter and white matter in one compartment, timing error in the measure ment of the arterial input function, and change in the LCBF value during the data collection period. In each case, tissue curves were generated under each error con dition without statistical noise, and the weighted integra tion LCBF estimate was obtained from Eq. 5. All values reported in this analysis are averages of the errors calcu lated from the six input functions of Fig. 2 .
The LCBF model assumes that tissue measurements are made from a compartment with uniform LCBF. Owing to the partial volume effect (Hoffman et aI., 1979) , even a single pixel value receives contributions from the surrounding tissue. The effect of tissue mixtures was an alyzed by simulating a compartment with varying pro portions of gray matter (LCBF of 60, 70, and 80 mllminl \00 g) and white matter (20 mllminlIOO g). The resulting LCBF estimates were compared with the average flow in the mixed region.
While noise in the blood sample measurements is small, a significant error can be introduced owing to in correct timing. There is a small time difference between the arrival of arterial blood in the brain versus a periph eral sampling site. The effect of timing errors was exam ined by applying Eq. 5 to perfect tissue data and blood data that are shifted in time by up to 8 s forward and backward.
The one-compartment LCBF model assumes that LCBF and distribution volume are constant over the course of the study. The effect of change in LCBF was tested by simulating the tissue response curves from a step change in flow by a factor of two at varying times after the start of data collection. This is an important test for application of this method to stimulation studies.
Suppose LCBF changes from FI to F2 at time t. The tissue response up to time t is given by Eq. 7 (with F = FI and k = FI/V + A.). For t > t. (14) where k2 = FzlV + A.. The effect of changes in LCBF on the weighted integration estimates were tested with (Fl,F2) pairs of (100,50), (90, 45) . (80,40), and (70.35) .
RESULTS
The Cramer-Rao covariance lower bound (Eq. 8) was used to determine a total data collection time T. Figure 3 rithm (see Appendix B for implementation details).
To speed computation for the initial runs, a coarse grid was chosen for the weighting functions, and a restricted set of input functions and parameter values was selected, i.e., a simpler version of Eq. fu nctions will produce identical paramete r esti mates (see Appendix B). Ta ble 2 displays a comparison be twee n the theo re tical minimum pe rcentage rmse based upon the fu ll data (Eq. 8) and the lower bound de rived from the we ighted integration me thod (Eq. 10) ove r a wide range of LCBF values. All errors are ave raged over the six input fu nctions . Clearly, appropriate choice of we ights re sults in an insignificant increase in parameter error as compared with optimal use of the entire data set. The increase in noise is smallest for those parameter values given the largest we ights dj in the optimization cost fu nction. There is a < 1 % increase in noise owing to the weighted inte gration formulation for LCBF from 20 to 70 mll min/ IOO g, with larger increases outside th is range . Also, the component of these rmse s due to estimation bias is smal l compared with the variance component. Th us, the we ighted inte gration optimization pro duces a ve ry small degradation in statistical effi ciency in re turn fo r its computational practicality.
12.
Ta ble 2 al so lists the percentage of rmse calcu lated from the pixel simulations. The se re sults are consistent with the we ighted integration error pre dictions. On average , the sample errors are only 1.4% greater th an the we ighted integration predic tions and 2.1 % greate r th an the theoretical min imum fo r LCBF from 20 to 70 mi/ min/ IOO g. Th us , the use of the Cramer-Rao variance bound is ap propriate fo r the optimization criterion. A fe w of the simulation values have smaller noise levels than the theoretical predictions owing to the variability in the standard deviation values determined by re p lication. The tomographic simulation was performed, and a typical LCBF image calculate d from simulated data is shown in the upper right of Fig. 5 . The esti mate s of LCBF from the simulation demonstrated the expected statistical characteristics. The sample mean values from the 30 re plicate s in the ce nter of the three compartments were consistent with the expecte d values. Average pixel percentage of rmse of 7.58, 8.81, and 10 .90% were fo und in the com partments with LCBF values of 65 , 45 , and 25 ml/ minl 100 g, re spectively. These values are in good agreeme nt with the predicted error of the we ighted integration method and the pixel simulation re sults (Table 2) . Therefore , within the limits of this simu lation, the we ighted integration re sults apply to to mographic data. Figure 6 de picts the comparison of the statistical ch aracteristics of the fo ur LCBF methods. These re sults reflect the diffe rent assumptions, input functions, data collection procedures, and param eter estimation te chniques of these methods. At all but the low LCBF values, the weighted integration me th od provides the minimum noise. The inte grated projection te chnique and steady-state method sh ow comparable noise fo r low flow, but produce increasing error at high flow values. Con ve rsely, the autoradiographic me thod approaches optimal noise fo r high flows, but has signifi cantly larger noise fo r low flows. Note that the autoradio graphic and steady-state me thods assume a value for distribution volume , while the we ighted integra tion and integrated projection methods estimate two parameters per pixel. Figure 7 depicts the percentage underestimation of LCBF for mixtures of gray matter and white matter. Similar to other LCBF me thods, the we ighted inte gration method underestimates the average LCBF in the mixed compartment. The maximum errors of 4.31, 6.07 , and 7.89% for gray matter LCBF values of 60 , 70 , and 80 ml/min/l00 g, re spectively, and a white matter LCBF value of 20 mllmin/ l00 g occurred when the mixed compart me nt contained �25% gray matter. This error is smaller than that of the steady-state method (18 -20%) (Lammert sma et aI ., 1981 a; Herscovitch and Raichle , 1983 ) and the integrated projection te chnique (7 -14%) (Carson et aI ., 1984) , but larger ORIGINAL MEAN STANDARD DEYIATION than that of the autoradiograhic me thod (3 .7%) (Herscovitch et aI ., 1983) . Figure 8 displays the pe rcentage error in LCBF due to timing errors in the measurement of the arte rial input fu nction. A positive timing error refle cts shifting of the blood data to be late r in time and re sults in an overestimation of LCBF. The three curves depict the errors fo r LCBF values of 20 , 50, and 80 ml/min/ IOO g. A 2-s timing error re sults in a 6.5% error for an LCBF of 80 ml/min/ IOO g, and a 5-s error re sults in a 17.9% error, comparable to the 20 \ \ a: o a: a:
Error analysis
. ."-,,,,, ,, , --,,, ,, autoradiographic method. This significant error is due to the se nsitivity of the we ighted integration me thod to early data as seen by the early peak in the we ighting function x l(t) (Fig. 5 ) . example, if the actual LCBF changes from 80 to 40 mllmin/l00 g at 3 mi n after the injection, weighted integration LCBF estimate is 77 .64 mllmin/l OO g. The later the change from FI to F2, the better the estimate of Fl , with the critical time period being the first 2 mi n. In these examples, if LCBF changes after 2 min, Fl will be estimated with no worse than 5.53% error for an LCBF of up to 100 ml/min/lOO g. For a change aft er 4 mi n, all errors are <2. 2%.
DISCUSSION
The weighted integrati on method is a method for producing LCBF images that is computationally ef- 50; 90,45; 80, 40; 70,35 ) is plotted versus t.
ficient and nearly statistically optimal. Two param eters, LCBF and distribution volume, are estimated for every image pixel. By deriving parameter esti mates in terms of weighted integrals of tissue data, computational efficiency is achieved by recon structing weighted time integrals of projection data . By perfo rming an optimization of the weighting fu nctions, the noise of the LCBF estimate is mini mi zed for the desired ra nge of LCBF. The weighted integration method is the optimized version of the integrated projection technique. It differs from the method of Alpert et al . (1984) , which also employs weighted integrals of tissue ra dioactivity. Those operational equations are de rived from tissue concentration Eq. 7, which is nonlinear in k. Solution for k is perfo rmed by ta ble lookup from which LCBF estimates are ca lculated. In contrast, the weighted integration and integrated projection methods integrate the one-compartment differential equation that is linear in the param eters , providing direct calculation of LCBF and k (and therefore di stribution volume) for ea ch pixel. Optimized weighting fu nctions for the Alpert et al. method have not been derived.
Estimation methods like least squares can often achieve the theoretical minimum estimation error for all values of all parameters . The price of this statistical efficiency (i.e., minimum noise) is a sig nificant increase in the computational burden. Careful tuning of the least-squares technique to the specific model and efficient computer implementa tion can produce practical methods (Holden et aI ., 198 1) . However, li st mode data capability will permit finer time resolution, requiring more recon structions and an increa se in algorithm computation time. In contrast, the projection integration methods are ideally suited to list mode data.
The weighted integration method does not pro vide optimum statistical estimation for all values of both parameters . Since the optimization cost fu nc tion is based upon a specific range of LCBF, the weighted integration method has traded global sta tistical efficiency for improved computational effi ciency. Comparison of the weighted integra tion errors with the theoretical minima in Ta ble 2 shows only a small increase in estimation error, particu larly in the tuned ra nge of LCBF (20 -70 mllmin/lOO g). Other weighting fu nctions can be determined to optimize the distribution volume estimate rather than LCBF or to tune to a different range of LCBF, e.g., high fl ows for stimulation studies or low values for ischemia.
The cost fu nction was based on the LCBF error for a single pixel rather than on a region-of-interest or resolution element . A pixel-based optimization was pe rforme d because this me thod produces image s of LCBF, and individual pixel values may be considered. The variability of a re gion-of-in tere st value may be extrapolated from the pixel variability by recognizing that neighboring pixels have correlate d noise de pending upon the projec tion sampling, the re construction fi lter, and the pixel size.
The comparison of PET LCBF methods re quired numerous assumptions. First, it assumed that there were no errors in the blood sampling. Th is assump tion favors the me thods re quiring a complete sam pling of a rapidly changing input fu nction, i.e. , the autoradiographic and particularly the weighted in tegration and inte grated projection me thods. For the steady-state and autoradiographic me thods, it was assumed that the distribution volume value was known exactly. Currently, both me thods use an ave rage value fo r distribution volume fo r both gray and white matter. The effects of error in the distri bution volume on these methods have been charac terized (Lammertsma et at., 1981 h .. He rscovitch et aI. , 1983 . Finally, it was assumed th at a total of 3 x 106 counts was av ailable in each case. For the input fu nctions in Fig. 2 , the 40-s scan of the auto radiographic me th od collects only 15% of the avail able 3 x 106 counts. Fo r the steady-state method, the counts av ailable during equilibration and clear ance were not included.
The re sults in Fig. 6 de monstrate that the weighted integration me th od shows minimum esti mation error for LCBF >30 mIl minl IOO g of the fo ur methods studied. At high flows, the autoradio graphic method is only sligh tly noisier. The diffe r ence is that the we ighted integration meth od uses all the LCBF info rmation. For high flows, there is little LCBF information beyond 40 s, so the autora diographic flow estimate is ne arly optimal. At lower flows, there is substantial flow information at later times (Fig. 4) , so the we ighted integration esti mate is much better. In contrast to the auto radio graphic, the integrated projection and steady-state methods show re duced noise at low flow values. The noise of the steady-state method increases with increasing flow owing to the nonlinear re lationship between tissue concentration and flow (Huang et aI ., 1979; Lammertsma et aI. , 1982) . The error of the integrated projection technique increases owing to the use of the decay correction weighting func tion, which overemphasizes the later data.
The error analysis in this article attempts to de fine the magnitude of bias in the LCBF estimate due to violations of the assumptions of the model. The effect of a compartment with a mixture of flows (Fig. 7) is consistent with all other LCBF methods J Cereb Blood Flow Metllb. Vol. 6. No.2, 1986 in that the average flow is underestimated. While the initial magnitude of the tissue re sponse is di re ctly proportional to LCBF, the high-flow re gion clears fa ster. Th us, at late times, the tissue value is dominated by the lowe r-flow component and ave rage flow is underestimated.
Small errors in timing of the blood samples pro duce a significant error in the we ighted integration estimate . This error produces large inconsistencies between the input fu nction and the tissue re sponse , so the heavy weighting of the early data produces large biase s in LCBF. Therefore , some technique to correct the timing is re quired, such as incorpo rating the difference in arrival times between the brain and the arterial sampling site (Herscovitch et aI. , 1983) .
Over the 8-min data collection pe riod of the weighted integration me thod, the value of LCBF may ch ange. For example , during stimulation studies, LCBF in an activated re gion may change owing to habituation. The we ighting of the we ighted integration method toward early times provide s good estimation of the initial LCBF value fo r changes past 2 min into the data collection ( Fig.  9 ). This does not mean that the data beyond 2 min are unimportant. Figure 3 shows that data collec tion be yond 2 min improve s the statistical accuracy of the LCBF estimate. In fact, Fig. 9 sh ows that a change in flow be yond 2 min does not produce a significant change in the tissue re sponse curve. For example , if LCBF re duces from 100 to 50 mllminl 100 g, the re sidual tissue activity Q (i) clears more slowly but additional trace r uptake from the blood is halved.
The we ighted integration method uses one pair of weighting fu nctions for all subjects. For the set of input fu nctions te sted here , ne ar optimal statistical re sults were achieved. It is possible to develop we ighting fu nctions for each individual based on the particular input fu nction; however, the use of the iterative Newton-Raph son scheme will elimi nate the computational advantages of the weighted integration method. At a minimum, the we ighting fu nctions can be aligned in time based on the indi vidual input function. A more advanced approach is the derivation of an analytical fo rm fo r the we ighting fu nctions in terms of the input fu nctions. This could greatly improve the statistical character istics of the method for input functions significantly different from those in Fig. 2 .
The paramete r estimation approach of the weighted integration method is not limited to the LCBF model. It can be applied to any model that is linear in its parameters and in tissue concentration. However, at least one we ighting fu nction is re-quired for each parameter to be estimated. There fore, the computational complexity of deriving weighting functions may limit the application of this method to more complex models.
Other more complete statistical approaches can be used to produce parametric images in PET (S nyder, 1984 ; Carson and Lange, 1985) . These methods do not use the fi ltered backprojection al gorithm to reconstruct images since this method does not account fo r all the ph ysical and stati stical characteristics of the projection data. Instead, re construction is incorporated into the parameter es timation problem, allowing parametric images to be produced directly from the projection measure ments in one statistical procedure, such as max imum likelihood. Until computer technology im proves significantly, these met hods will be well beyond the practical limitations of cu rrent PET computer systems . At th is time, the weighted inte gration method is a practical approach offering nearly optimal parameter estimation and conve nient computational efficiency.
APPENDIX A Parameter estimation by weighted integration
The weighted integration method is a method for estimating parameters that are linear in differential equation models. This appendix contains the deri vation of the general form of the weighted integra tion operational equations and a lower bound for the covariance matrix of the resulting parameters. vector of all weighted integrals and its estimator vector of weighted integrals from matrix A maximum likelihood parameter vector (Z A'P) and its estimator optimization cost fu nction Ta ble Al lists the notation of the fo llowing presen tation.
Without loss of generality, assume that the model consists of one differential equation that is linear in all measured variables, Let yU)(t), i = 1, ... , be the time-dependent variables that are all sampled [for the LCBF model, C(t) and Q(t)]. Let P be the vector of np parameters to be estimated (for LCBF, np = 2, PI = F, P2 = k). The linear mth-order dif fe rential equation of the model can be written as 2: pp/t) = uo(t)
where uP) is a linear fu nction of the variables yU) and their derivatives (up to order m) . For the LCBF model (Eq . 1), UI = C(t), U2 = -Q(t), and Uo = dQldt. Let T be the length of the data collection period . Define weighting fu nctions x;(t), i = 1, ... , e , from t = Ot o t = T,wheree�np. Mul tiply Eq . Al by each weighting fu nction, and inte grate from 0 to T, yielding e equations, linear in the np parameters:
Restrict x;(t) to be differentiable at least m times and restrict xlt) and m -1 of its derivatives to equal zero at t = 0 and t = T. Integration by parts can be applied up to m times to each integral in Eq. A2 to remove the derivatives of the observed vari ables yU). Regrouping of terms yields the linear ma trix equation:
where A is an e-by-np matrix and b is an e vector, both consisting of linear combinations of the inte grals of products of y(i) and the weighting functions or their derivatives (Eq . 4 for the LCBF model) .
The ith row of A and b contain coefficients de pendent upon x;(t). Define ZA to be the vector fo rmed by the concatenation of the columns of A, and Z the concatenation of ZA and b of length nz e(np + I). A typical element of Z is of the fo rm
To use Eq. A3 to estimate the model parameters p, the coefficients of the linear system Z must be estimated from the measured variables y(i). Define sample times tj, j = 1, ... , ny, and let samples Y i ' j = 1, . . . , ny, of the variable y( l )(t) be taken at times tj with E(y) = yO)(t) and Cov(y) = Vy-An estimate Z I of the weighted integral z, of Eq. A4 can be constructed linearly from the samples Y j ' i.e., Z I = r l y
Here, rl is an ny-vector dependent on XI(t), the sam pling times t i ' and the choice of an interpolation scheme to predict the continuous fu nction y ( l ) from samples Y j (e.g. , linear interpolation between sample points). The estimator Z I may be a biased estimate of Z I depending upon the smoothness of y( l )(t) , the interpolation procedure , and the weighting fu nction x l (t) .
Because of the linearity of the fi ltered backpro jection algorithm, variance Eq. AS al so corre sponds to the case where the weighted integrals Z are calculated by reconstruction of weighted time integrals of projection data. In this case, Vy repre sents the covariance matrix of the vector of values from a single pixel over time, as if data from each sampling time are reconstructed individually. In general , Vy will be diagonal , and its components will vary with the change in counting rate over time fo llowing Eq. 13.
Define the vector estimate of Z to be z = Rty, where y is the vector of length nv containing all the observations (for LCBF, Y = C I ,Cz, ... , Q I , Q2 ' ... ) and R is an lly-bY-llz matrix composed of the vectors rj placed appropriately. The covari ance matrix of Z, Vz' equals RtVyR . Let A be the estimate of the matrix A and b the estimate of the vector h.
From Eq. A3 , finding estimates p of P takes the fo rm of a linear regression problem. However, all the coefficients are measured so there are errors in the independent variables (A)' the errors are corre lated, and they are correlated with the dependent variables (b) . Proceeding as in Beck and Arnold (1977, section S.14) , assume that the estimator z is multivariate normal with expectation Z and covari ance matrix Vz • Since the "independent variables" include errors, we expand the estimation problem to include their mean ZA as well as the parameters where XeS) is the nz-by-ne sensitivity matrix whose (i,}) element is az/asi, PII/e /k is a k-by-k identity matrix. An analytical fo rmula for e cannot be derived in general from Eq. A7. However, a lower bound on the covariance matrix of e can be derived from the Cramer-Rao in equality (Rao, 1973) To minimize computational effort at the possible cost of decreased statistical efficiency, exactly np weighting fu nctions could be used. In this case, the sensitivity matrix X of Eq. A8 is square and inver tible if A (also square) is invertible. Appropriate choice of the weighting fu nctions along with the presence of observation noise and truncation error will ensure that A is invertible. In this case , the likelihood Eq. A 7 can be solved analytically. Since X is invertible and V; I is invertible , z = z(e) =? p = A -Ib The matrix E is derived from the weighted inte grals, H is a matrix that is a function of the param eter vector, the matrix R is a function of the tissue sampling times and the weighting functions, and Vy is the diagonal matrix containing the observation variances.
XeS
APPENDIX B
Optimization of the weighting functions
For the first-order differential equation of the LCBF model (Eq. 1), with two unknown param eters (n p = 2) , two functions, xl(t) and x2(t) , will be chosen (e = 2) , resulting in Eqs. S and 6. In this appendix, calculation of the cost fu nction, parame terization of the weighting fu nctions, and imple mentation of the optimization algorithm are dis cussed.
To calculate the cost fu nction (Eq. 12), the (1,1) element of V p (Eq. A13) will be used for Cov(t) .
The bias term in Eq. 12 [E(Fij) -FJ can be ap proximated by applying Eq. S to solve for F with noise-free tissue data. The bias is caused by the ap proximations in integration from discrete samples and the matrix inversion.
The weighting functions can be represented by finite elements (Strang and Fix, 1973) . Define a set of nx basis functions, <l>P ), with the same order of differentiability required for xi(t) , and let xi(t) = 2: xu<l>/t) j = 1 (B I) For the LCBF model , the basis fu nctions must have one derivative. For any grid, Tj , j = I, ... , n with 0= TO < TI < T2 < ... < Tn < Tn +1 = T, define the basis functions as piecewise linear "hat" fu nctions ;
i.e., the fu nction <l>i t) is 0 fo r t :S T j _ I' linearly in creasing from 0 to 1 for Tj _ 1 :S t :S Tj ' linearly de creasing from 1 to 0 for Tj :S t :S T j + I' and 0 for T j + 1 :S t. Note that <1>; (0) = <l>i T) = 0 fo r all j. Because the weighted integrals are linear in the weights x and in the data y, the estimate Z I (Eq. AS) can be expressed as (B2) where Xi. (Xu' j = 1, ... , nJ is the vector parame terizing the ith weighting fu nction and M I is a ma trix that accounts for the intersection of the sample times of y and the basis elements <1>/1).
The optimization problem is now completely de fi ned. The cost fu nction tV (Eq. 12) is a fu nction of the unknown parameters xu' i = 1,2, j = 1, . . . , nx. The Newton-Raphson algorithm is used to cal culate the parameters xu' which minimize the cost function. The iteration fo rmula is (B3)
where Llx is the single iteration change in the pa rameters, tV x is the vector of first derivatives, and tV xx is the second derivative matrix (Hessian) . Con vergence to a minimum of the cost fu nction is con firmed if the Hessian is positive (semi-) definite. An important consideration in the implementation of this algorithm is the nonuniqueness of the weighting functions. In Eq. 4, if xl (t) is replaced by xl(t) + X2(t), the new system of equations is alge braically identical to the original . In general, appli cation of any nonsingular linear transformation to a set of weighting functions has no effect upon the parameter estimates or their covariance.
