High-level phylogenies are very common in evolutionary analyses, though they are of-1 ten treated as incomplete data. Here we provide statistical tools to analyze what we 2 name 'clade data', that are the ages of clades together with their numbers of species. 3 We develop a general approach for the statistical modeling of variation in speciation 4 and extinction rates, including temporal variation, unknown variation, and linear and 5 nonlinear modeling. We show how this approach can be generalized to a wide range of 6 situations, including testing the effects of life-history traits and environmental variables 7 on diversification rates. We report the results of an extensive simulation study to assess 8 the performance of some statistical tests presented here as well as of the estimators of 9 speciation and extinction rates. These latter results suggest the possibility to estimate 10 correctly extinction rate in the absence of fossils. An example with data on fish is 11 presented.
the origin of higher-level taxa compared to species or other low-level taxa. 48 Fourth, it is easier to examine the impact of the species concept on the 49 definition of clade data rather than on a phylogeny since, in the former the 50 species concept will mostly affect the number of species while in the latter it 51 will be often hard to infer different phylogenies under those distinct species 52 definitions. Clade data have also some disadvantages: the inherent lack 53 of temporal resolution within each clade makes it impossible to study the 54 variation in diversification within them. 55 In the present paper, we extend the approach presented by Magallón 56 and Sanderson (2001) and present statistical tools for the inference of di-57 versification patterns and processes with clade data. Our approach assumes 58 that each clade, instead of having its own speciation and extinction rates, 59 comes from a 'statistical population of clades' so that maximum likelihood 60 inference is straightforward. With this rationale, we show how to make 61 inference on variation in diversification parameters among clades using dif-62 ferent modeling tools, including testing the effects of life-history traits and 63 environmental variables and the case where variation is a priori unknown. 64 We also present the results of a simulation study in order to assess the sta-65 tistical performance of several tests and estimators presented in this paper, 66 and finally we apply our approach on a data set of fish. A simple way to model variation in diversification among clades is to assume 126 that there are two categories: some clades diversify with speciation rate λ 1 127 and the others with rate λ 2 . The data are made of n 1 and n 2 clades in each 128 category, respectively. The likelihood function is:
Pr(x i 2 |λ 2 ).
Note that each clade is assigned to a category a priori, although there is where n j is the number of clades in the jth category. The LRT comparing 139 this model with the null model of homogeneous diversification follows a χ 2 140 with df = K − 1.
141
These models assume, mostly for simplicity, that there is no extinction 142 (µ = 0); however, variation in extinction rate can be incorporated in a 143 straightforward way. For instance a model with two categories diversify-144 ing with the same λ but with different extinction rates has the following 145 likelihood function:
which could be compared with the null model with µ > 0 whose likelihood 147 is:
with N = n 1 + n 2 . This test is related, but not identical, to the tests 149 of equal diversification using sister-clades where the ages of clades are not 150 needed (Paradis 2012b).
151
The supplementary materials provide annotated R code explaining how 152 to build and fit any model following the present approach.
153

Linear Modeling
154
Following the previous section, two extreme models can be defined: the sim-155 plest one where all clades diversify at the same rate, and the most complex 156 one where each clade has its own parameter(s). This second model will be variation in diversification among clades. We use here a standard strategy 163 to model variation in a rate with respect to a covariate z:
where λ i is the speciation rate in clade i, g is a function used to transform the 165 rate in order to linearize the relationship, and β and α are two parameters.
166
Here β controls the effect of z on λ: if β > 0 then species with large values 167 of z will speciate faster than those with small values of z (and inversely if 168 β < 0). It is possible to consider more than one predictor in which case 169 the number of parameters is equal to the number of predictors plus one.
170
Nonlinear models can also be considered. Each clade has its own speciation 171 rate given by (with g −1 being the inverse transformation of g):
which is used to calculate the likelihood defined by equation 2: the likelihood 173 function is then maximized to estimate β and α (see code in the Supplemen-174 tary Material). A common choice for g is the logit function, ln(λ i /(1 − λ i )), 175 so g −1 gives:
The null model is defined by fixing β = 0 in which case λ = 1/(1 + e −α ) for 177 all clades. The logit function is well suited for parameters varying between 178 9 scales (million of years). However, speciation rates may be larger than one 180 on shorter scales. Other transformations can be used such as the one used 181 below.
182
It must be noted that the variation among clades as modeled in the 183 previous section is a special case of linear models where the membership of 184 a clade to a category is coded with a discrete variable and this variable is the temporal variation is defined by the user with a standard R function.
203
The above models assume that diversification parameters vary in relation 205 to some known variables, either categorical or continuous. On the other 206 hand, it is possible that these variables are not observable. Such unknown 207 variation can be modeled with two approaches depending on whether we 208 assume that the diversification parameters vary in a discrete or continuous 209 manner.
210
A mixture of distributions is based on the assumption that observations 211 come from two or more categories each characterized by its own distribution, 212 but the assignment of an observation to a particular category is unknown 213 (see Flury et al. 1992 , for a biological example). As a simple example, 214 consider a mixture of two Yule processes, then the likelihood function will 215 be:
where f is the proportion of clades in the first category. This model has 217 three parameters (λ 1 , λ 2 and f ) and can be compared with the null model 218 of homogeneous speciation with a LRT with df = 2. The idea is easily 219 generalized to more than two mixtures: a mixture with K Yule models 220 would have 2K−1 parameters. As above, the mixture may involve speciation 221 and/or extinction rate(s). By contrast to the situation above where clades 222 were assigned to categories a priori, there is here no assignment a priori.
223
On the other hand, assignment a posteriori is possible by calculating the 224 relative contributions to the likelihood function.
225
The idea may even be further generalized to include mixtures of linear 226 models. Suppose we know that one variable, say body size, has a significant 227 effect on speciation rate but there is some other, unknown, variation in this 228 11 parameter that we want to model with a mixture. Then it is possible to 229 calculate the λ i 's with equation 3 and use them to compute the likelihood 230 with eq. 4. Each category would have its own parameters β and α, so a 231 model with K categories has 3K − 1 parameters.
232
The second approach assumes that, in the case of a Yule model, λ varies 233 continuously across clades following a specified distribution whose parame-234 ters are estimated from the data. A transformation of λ is useful so that it 235 follows a normal distribution:
here is the complementary log-log transformation: g(λ) = ln(− ln(λ)). As 237 above we do not know the value of λ for a given clade, but this time instead 238 of a discrete sum we have to do a continuous integration. The likelihood 239 function is thus: To address these four questions, we ran four sets of simulations. First, we 261 considered a simple two-category scenario with n 1 and n 2 clades simulated 262 with rates λ 1 and µ 1 and λ 2 and µ 2 , respectively. The times of evolution birth-death models. We also tried to assess whether this variation is due to 311 differences in the speciation or in the extinction rates.
312
Results
313
Simulation Study
314
The first set of simulations showed that, overall, the LRT testing for dif-315 ferent diversification rates between two categories of clades had satisfactory 316 statistical properties (Table 1 ). The type I error rate (rejection rate when 317 the null hypothesis is true, i.e., λ 1 = λ 2 and µ 1 = µ 2 ) was, as expected, 318 close to 5% (first and seventh lines in Table 1 ). However, when λ − µ was 319 the same in both categories, the rejection rate was greater than 5% (eighth 320 line in Table 1) showing that the present test does not test for equal di-321 versification rate. In the cases where the null hypothesis was not true, the 322 rejection rate varied as expected: it was greater for larger sample sizes (n 1 ) 323 and for larger contrast in the speciation or extinction rate. Interestingly, if 324 one category of clades had smaller µ while λ was the same, then the test was 325 able to detect this difference; however, the statistical power was less than 326 when the same contrast in diversification was due to different λ (compare 327 the second and third lines in Table 1 ).
328
In the second set of simulations, the test for temporal variation rejected 329 the null hypothesis in more than 90% when µ = 0 and λ varied, whether this was an increase or a decrease (third to sixth lines in Table 2 ). On the other hand, the results were contrasted when µ > 0. When there was no temporal 332 variation in the parameters, the type I error rates were inflated in relation 333 to the value of µ (seventh and eighth lines in Table 2 ). When µ varied 334 through time, the test behaved very differently depending on the direction 335 of this variation: it did not reject the null hypothesis in most cases when 336 µ increased (nineth line in Table 2 ) while it rejected it in 68% of the cases 337 when µ decreased (tenth line in Table 2 ). To further investigate this point,
338
we repeated some of these simulations but this time the null model was a was less than 5% when µ was constant, whereas it varied between 8% and 343 31% when the null hypothesis was false (Table 3 ). It is noteworthy that the 344 present test to detect time-dependent extinction rate is not very powerful: it 345 was necessary to simulate a strong contrast in µ to reach a statistical power 346 greater than 0.2.
347
The third set of simulations showed that the mixture-based LRT was 348 able to detect heterogeneous diversification among two unknown categories 349 of clades (Table 4 ). The test was more powerful when the contrast was 350 due to different λ compared to different µ. Otherwise, the test showed 
