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Abstract. This note describes features of the version of RCL that entered the
SAT-race 2010 affiliated to the SAT’2010 conference in Edinburgh, Scotland,
UK.
1 Overview
RCL is a SAT solver which includes all the modern enhancements of the DPLL pro-
cedure as they can be found in solvers such as RSAT [4] and MINISAT [2]. These en-
hancements include watched literal to the unit propagation, first-UIP learning scheme,
frequent restarts (Luby strategy [3]), activity-based decision heuristics (VSIDS), and
the phase learning policy is used [4]. The main improvement consists in storing the bi-
nary clauses in an adjacency list, and in reducing the learnt clauses . These learnt clauses
are reduced by resolution with the binary clauses. For reducing learnt clauses database,
clauses are sorted by using the phase. This step allows to associate a weight with each
clause. This weight is the number of falsified literals. Once the clauses are sorted, half
of them are kept. For not too large instances, we use SatElite as a pre-processor [1].
2 Code
The system is written in C and has about 3000 lines of code. It was submitted to the
race as a 64 bit binary. It is written from scratch.
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