In this work we explore automatic approaches to learn dialect discriminating pronunciation patterns, and use these patterns to automatically recognize dialects. Since linguistic literature suggests that dialect differences often occur in certain phonetic contexts, we extend adapted phonetic models (Shen, Chen, and Reynolds 2008) to consider phonetic contexts. We evaluate our system on classifying American and Indian English. Despite many challenges (e.g., sub-dialects issues, suboptimal phone recognition accuracy due to lack of word transcriptions), we discover dialect discriminating biphones compatible with the linguistic literature, while outperforming a baseline system by 7.5\% (relative). Our work is an encouraging first step towards a linguistically informative dialect recognition system, with potential applications such as forensic phonetics and accent training tools.
