Here we present a comprehensive analysis for stochastic gene expression kinetics in a minimal coupled gene circuit with positive-plus-negative feedback. Our theory unifies and generalizes the discrete and continuous gene expression models proposed previously by viewing the latter as various macroscopic limits of the former. Two types of macroscopic limits are obtained: the Kurtz limit applies to proteins with large burst frequencies and the Lévy limit applies to proteins with large burst sizes. We also derive the analytic steady-state distributions of the protein abundance for both the discrete chemical master equation model and its two macroscopic limits. Furthermore, we obtain the analytic time-dependent distribution of the protein concentration for the classical Friedman-Cai-Xie random bursting model. Our analytic results reveal a strong synergistic interaction between positive and negative feedback loops and a critical phase-transition-like phenomenon in the regime of slow promoter switching. Our theory is also applied to study the intrinsic noise structure of stochastic gene expression in coupled gene circuits and a complete decomposition of noise in terms of five different biophysical origins is provided.
Introduction
Gene expression in individual cells is an inherently stochastic process due to small copy numbers of biochemical molecules and probabilistic collisions between them [1, 2] . Active genes are often present in zero to one copy, mRNAs can be equally rare, and most proteins are present in less than 100 molecules per bacterial cell [3] . The simplest description of stochastic gene expression kinetics is the classical birth-death process [4] , which characterizes the synthesis and degradation of mRNAs or proteins. The steady-state distribution for the birth-death process turns out to be a Poisson distribution, whose mean and variance are equal. However, numerous single-cell experiments have shown that the variance of gene expression is significantly larger than the mean for the majority of genes [5] . To explain this observation, biologists managed to fit gene expression data with a negative binomial distribution [5, 6] and biophysicists have justified the negative binomial distribution from the theoretical aspect [7, 8] .
Over the past two decades, numerous strides have been made in the stochastic biochemical reaction kinetics of gene expression , which has a dual representation in terms of its probability distribution and stochastic trajectory. The former is usually described by a chemical master equation which is first introduced by Delbrück [58] , while the latter is usually described by a continuous-time Markov chain that can be computationally simulated via Gillespie's stochastic simulation algorithm. We recommend two recent reviews to help non-specialist readers better understand basic concepts and methods in this field [59, 60] .
The models of stochastic gene expression can be classified into two categories: discrete and continuous models. The discrete models characterize the dynamics of the copy numbers of mRNAs and proteins [3] . The first study of stochastic gene expression kinetics based on the discrete chemical master equation model was carried out by Berg [9] and a thorough study was implemented by Shahrezaei and Swain [8] . However, in bulk experiments and many single-cell experiments without single-molecule resolution such as RNA sequencing and flow cytometry, data are usually obtained as continuous variables at a macroscopic scale. These experiments boost the development of various continuous models, which describe the dynamics of the concentrations of mRNAs and proteins, copy numbers normalized by the system size.
Thus far, many types of continuous gene expression models have been proposed. Kepler et al. [12] modeled stochastic gene expression kinetics as diffusion processes whose evolution is governed by Langevin equations. Friedman et al. [16] proposed the model of continuous master equations and it was pointed out subsequently that the stochastic process underlying this model is actually a stochastic differential equation (SDE) driven by a compound Poisson process [49] . In addition, many authors modeled stochastic gene expression kinetics as switching ordinary differential equations (ODEs) [46, 47, 51, 52] or switching SDEs [56] in the regime of relatively slow promoter switching. In our previous work [56] , we have unified the previous discrete and continuous models by regarding the latter as various macroscopic limits of the former. Under various discrete and continuous models, the steady-state [8, 10, 14, 16, 25, 30, 36, 40, 48, 51, 55] and time-dependent [8, 26, 34, 38, 49, 53, 61] distributions of mRNAs and proteins have been studied analytically by many authors. Recently, the chemical master equations of a wide class of gene regulatory networks have been solved approximately by Grima and coworkers under several linear approximations [62, 63] .
The previous models can also be classified according as the mRNA dynamics is considered or not. Based on the central dogma of molecular biology, a complete gene expression model should consider both transcription and translation. However, many previous papers focused more on the translation process and ignored the transcription process [10, 14, 30, 45, 47] . In recent years, numerous single-cell experiments [64, 65] have shown that the synthesis of many mRNAs and proteins in individual cells may occur in random bursts -short periods of high expression intensity followed by long periods of low expression intensity [3] . Moreover, it is known that random bursts of proteins result from short-lived mRNAs [54] . These facts indicate that translational bursting cannot be fully described if the mRNA dynamics is neglected.
The early work on stochastic gene expression focused on a simple transcription unit where the gene of interest is neither regulated by itself nor regulated by other genes [3] . Subsequently, many authors have considered an autoregulatory gene circuit with a positive or negative feedback loop [66] . In a recent work, Liu et al. [48] omitted the transcription step and studied stochastic gene expression kinetics in a coupled gene circuit with both positive and negative feedback loops. Such kind of positive-plus-negative feedback networks widely exist in naturally occurring biological systems. In fact, they have been found in many bistable systems such as competence development in Bacillus subtilis [67] and many biological oscillators such as cell cycles and heartbeats [68] .
In the present work, we present a systematic analysis of stochastic gene expression kinetics in a minimal coupled gene circuit with positive-plus-negative feedback. Following [56] , we investigate two types of macroscopic limits of the discrete chemical master equation model: the Kurtz limit and the Lévy limit. This unifies various discrete and continuous models proposed in previous papers. We also obtain the analytic solutions of the steady-state protein distributions for both the discrete model and its two macroscopic limits. Furthermore, we provide the analytic solution of the time-dependent protein distribution for the classical Friedman-Cai-Xie random bursting model [16] . Our analytic results are also applied to analyze the intrinsic noise structure of stochastic gene expression in coupled gene circuits.
Model
Based on the central dogma of molecular biology, gene expression in an individual cell has a standard three-stage representation involving promoter switching, transcription, and translation, as illustrated in Fig. 1(a) [3, 8] . The chemical reactions underlying the three-stage representation are listed as follows:
where the first two reactions describe the switching of the promoter between an active and an inactive state; the intermediate two reactions describe transcription and translation, respectively; the last two reactions describe the degradation of the mRNA and protein, respectively. The chemical state of the gene can be described by an ordered triple (i, m, n): the activity i of the promoter, the copy number m of the mRNA, and the copy number n of the protein. Here i = 1 and i = 0 correspond to the active and inactive states of the gene, respectively.
Let p i,m,n (t) denote the probability of having m copies of mRNA and n copies of protein at time t when the gene is in state i. Then the dynamics of stochastic gene expression can be described by a continuous-time Markov chain with transition diagram illustrated in Fig. 1(b) . The evolution of the Markovian model is governed by the chemical master equation
0,m,n = (m + 1)vp 0,m+1,n + mup 0,m,n−1 + (n + 1)dp 0,m,n+1 + b n p 1,m,n − (mv + mu + nd + a n )p 0,m,n , p 1,m,n = sp 1,m−1,n + (m + 1)vp 1,m+1,n + mup 1,m,n−1 + (n + 1)dp 1,m,n+1 + a n p 0,m,n
Here s is the transcription rate; u is the translation rate; v and d are the degradation rates of the mRNA and protein, respectively. In this paper, we consider a minimal coupled gene circuit with both positive and negative feedback loops, as illustrated in Fig. 1 (a). Due to feedback regulation, the protein copy number n will directly or indirectly affect the switching rates a n and b n of the promoter between the active and inactive states. Following [40] , we assume that a n = a + µn and b n = b + νn, where a and b are spontaneous switching rates of the promoter and µ and ν characterize the strengths of positive and negative feedback, respectively. In [40] , the authors considered an autoregulatory gene circuit with either positive or negative feedback and thus one of a n and b n is a constant independent of n. Since the present work focuses on a coupled gene circuit, both a n and b n are functions of n.
In single-cell experiments, it was consistently observed that the mRNA decays substantially faster relative to its protein counterpart [8] . In fact, mRNA lifetimes in prokaryotes are usually on the order of a few minutes, while protein lifetimes are generally on the order of tens of minutes to many hours [69] . This suggests that the process of protein synthesis followed by mRNA degradation is essentially instantaneous. In this case, protein synthesis will occur in random bursts. Since the mRNA kinetics is fast, the transcription process can be averaged out and the chemical state of the gene can be described by an ordered pair (i, n). Once an mRNA copy is synthesized, it can either produce a protein copy with probability p = u/(u + v) or be degraded with probability q = v/(u + v). Therefore, the probability that an mRNA copy can produce k copies of protein before it is finally degraded will be p k q, which has a geometric distribution. The effective rate at which k proteins are synthesized in a single burst will be the product of the transcription rate s and the geometric probability p k q. These considerations lead to the reduced Markovian model with transition diagram illustrated in Fig. 1 (c) [7, 56] . In fact, the reduced model can be derived rigorously as the two-time-scale limit of the original model when v d and u/v is finite. Readers interested the mathematical details may refer to Supplementary Material or [54] . Let p i,n (t) denote the probability of having n copies of protein at time t when the promoter is in state i. Then the evolution of the reduced model is governed by the chemical master equation
0,n = (n + 1)dp 0,n+1 + b n p 1,n − (nd + a n )p 0,n , p 1,n = n−1 k=0 sp n−k qp 1,k + (n + 1)dp 1,n+1 + a n p 0,n − (sp + nd + b n )p 1,n .
(1)
The reduced model contains large jumps of the protein copy number, which indicates that protein synthesis occurs in random bursts. The burst size of the protein is geometrically distributed and the mean burst size is given by ∞ k=0 kp k q = p/q = u/v.
3 Steady-state protein distribution
Model with translational bursting
An important question is whether the chemical master equation of coupled gene circuits can be solved explicitly. In fact, its time-dependent solution has been obtained analytically for simple transcription units without feedback [8, 26, 34, 38, 49] and has been obtained approximately for autoregulatory gene circuits when the feedback is weak [53, 61] . However, the time-dependent solution is difficult to obtain for general coupled gene circuits with arbitrary feedback strengths.
Here we study its steady-steady solution. To this end, we define a pair of generating functions
In addition, let p n (t) = p 1,n (t) + p 0,n (t) denote the probability of having n copies of protein at time t and let F (z, t) = f (z, t) + g(z, t) denote its generating function. At the steady state, both f (z, t) and g(z, t) are independent of time t and the chemical master equation (1) can be transformed into the following system of ODEs:
The above system of ODEs has an explicit solution which is given by (Supplementary Material)
is Gauss's hypergeometric function and
Then the steady-state distribution p n of the protein copy number can be recovered from F as [70, Equation 15 .5.2]
where (x) n = x(x + 1) · · · (x + n − 1) is the Pochhammer symbol. Moreover, the steady-state mean n of the protein copy number can be recovered from F as [70, Equation 15 .5.1]
It is worth noting that although the original model has eight parameters s, u, v, d, a, b, µ, ν, the steady-state protein distribution only depends on five parameters α 1 , α 2 , β, w, z 0 . This can be explained as follows. First, the averaging of the fast mRNA dynamics reduces a parameter. Next, it is clear that the steady-state distribution of a Markovian model remains the same if all transition rates are multiplied by a constant. This further reduces a second parameter. Finally, since we are interested the steady-state solution rather than the time-dependent solution, this constraint reduces a third parameter.
Our analytic solution covers many results in the previous literature. When b = µ = ν = 0, the switching from the active to the inactive state is forbidden and thus the gene is always active. In this case, the five parameters can be simplified as
and thus the hypergeometric function in (3) reduces to [70, Equation 15 .4.6]
Therefore, the protein copy number has a negative binomial distribution
which is consistent with the result obtained by Paulsson and Ehrenberg [7] . Moreover, the protein mean reduces to
where s/d is the mean burst frequency [8, 16] and p/q is the mean burst size. Since the gene is always active, this quantity is understood as the typical protein copy number in the active state in many papers [12] . When µ = ν = 0, the promoter switching rates are constants and thus the gene is unregulated. In this case, our result coincides with the one obtained by Shahrezaei and Swain [8] . When ν = 0 or µ = 0, the coupled gene circuit reduces to an autoregulatory gene circuit with positive or negative feedback and our result is in agreement with the one obtained by Kumar et al. [40] . When a, b, µ, ν s, d, u, v, the promoter switches rapidly between the active and inactive states. In this case, the five parameters can be simplified as
and thus the steady-state protein distribution reduces to
where A = 2 F 1 (α 1 , α 2 ; β; w) −1 is a normalization constant. This is consistent with the result obtained by Mackey et al. [36] . Since promoter switching is very fast, the gene states are in rapid pre-equilibrium and thus an effective transcription rate can be introduced as
which has a Michaelis-Menten form. It is easy to check that
Combining (6) and (7), the steady-state protein distribution can be rewritten as
which is consistent with the result obtained by Jia et al. [55] .
Another interesting question is to study the active probability of the gene. This quantity is important because it is closely related to the random bursts of the mRNA [54] . In fact, the steady-state probability P active that the gene is active can be recovered from f as
When µ = ν = 0, the gene is unregulated. In this case, we have z 0 = 1 and β = (a + b)/d, and thus the active probability reduces to
Interestingly, combining (4) and (8), we obtain a universal relationship between the mean of the protein copy number and the active probability of the gene:
This can be understood as follows. Recall that n active is the typical protein copy number in the active state, which can be understood as the conditional mean of the protein copy number given that the gene is active. This conditional mean, multiplied by the active probability of the gene, must give rise to the unconditional mean of the protein copy number.
Model without translational bursting
There is another important case that should be paid special attention to. Consider the limiting case when s → ∞ and p → 0, while keeping sp =s as a constant. This is equivalent to assuming that the mean burst frequency s/d → ∞ and the mean burst size p/q → 0, while keeping their product n active as a constant. In this case, we have q → 1 and thus spq →s, sp n q → 0, n ≥ 2.
Then the reduced model illustrated in Fig. 1 (c) can be further simplified to a Markovian model without translational bursting, as depicted in Fig. 2(b) . This model describes the dynamics of the two-stage representation of stochastic gene expression involving only promoter switching and translation, with the transcription step being ignored, as illustrated in Fig. 2(a) .
To obtain the generating function F (z) in the absence of translational bursting, we recall that when α 1 → ∞ and z → 0, while keeping α 1 z as a constant, Gauss's hypergeometric function has the following limit [ 
an bn a1 b1 a0 b0
(1,n-1) (0,n-1) where 1 F 1 (α; β; z) is Kummer's confluent hypergeometric function. Applying this formula and taking s → ∞ and p → 0 in (2), the generating function F (z) reduces to
Then the steady-state protein distribution can be recovered from F as [70, Equation 13 .3.15]
Taking s → ∞ and p → 0 in (8), the steady-state active probability of the gene reduces to
.
The above analytic solution also covers some important results in previous studies. When the gene is always active, that is, b = µ = ν = 0, the four parameters can be simplified as
and thus the confluent hypergeometric function in (9) reduces to
In this case, the protein copy number has a Poisson distribution:
When µ = 0 or ν = 0, the coupled gene circuit reduces to an autoregulatory gene circuit with positive or negative feedback. In this case, our result is in agreement with the one obtained by Hornos et al. [14] and Grima et al. [30] . When the promoter switches rapidly between the active and inactive states, that is a, b, µ, ν s, d, u, v, the four parameters can be simplified as
This is consistent with the result obtained by Mackey et al. [36] .
Structure of intrinsic noise
Experimentally, stochastic fluctuations, often referred to as noise, in the protein abundance are usually measured by the squared coefficient of variation η = σ 2 / n 2 , where n is the mean and σ 2 is the variance [71] . In fact, both the steady-state mean and noise of the protein copy number can be recovered from F as
Applying these two formulas gives rise to
Based on a detailed analysis of hypergeometric functions, it can be shown that when µ, ν d, the protein mean n has the following approximation (Supplementary Material):
are the contributions of positive and negative feedback to the protein mean, respectively. It is clear that in a coupled gene circuit, positive feedback is expected to amplify the protein mean, while negative feedback is expected to reduce the protein mean.
Similarly, when µ, ν d, the protein noise η can be decomposed in terms of five different biophysical origins as (Supplementary Material)
Here η protein is the Poisson noise from individual births and deaths of the protein, η mRNA is the noise due to fluctuations in the mRNA abundance, η gene is the noise due to promoter switching. In addition, the positive term η positive characterizes the effect of noise amplification caused by positive feedback, while the negative term −η negative characterizes the effect of noise reduction caused by negative feedback. Compared with similar decompositions proposed in previous studies [7, 8, 48, 55, 71] , our decomposition reveals five different biophysical origins of the intrinsic noise and is the most general. It clearly explains previous experimental observations that positive feedback amplifies noise [72] and negative feedback reduces noise [73] . Moreover, it provides novel insights into how and to what extent multiple feedback loops can enhance or suppress molecular fluctuations. We stress here that our decompositions of the protein mean and protein noise are only valid in the regime of µ, ν d, which has been also assumed in [53] . In fact, this condition is widely satisfied in real biological systems. To see this, we notice that the feedback contribution νn of the promoter switching rate usually has the same order as the spontaneous contribution b. This indicates that b/ν should have the same order as n active = (s/d) × (p/q). Thus, d/ν usually has the same order as (s/b) × (p/q). Similarly, d/µ usually has the same order as (s/a) × (p/q).
In living cells, the mean burst size p/q of the protein is relatively large, typically on the order of 100 for an E. coli gene [3] . In addition, recent single-cell experiments on transcription bursts of mammalian cells have shown that both s/b and s/a are also relatively large [65, 74] . In [65] , the authors monitored the transcription kinetics in mouse fibroblasts by using single-cell time-lapse bioluminescence imaging. They found that the three parameters a, b, and s for different genes are typically on the order of 0.01/min, 0.1/min, and 1/min, respectively (see Figs. 1(D), 1(E), and S8 of [65] for details). These measurements agree reasonably well with our assumption. We next consider two special cases. When µ = ν = 0, the gene is unregulated. In this case, the protein mean reduces to n = wα 1 α 2 β = a a + b n active and the protein noise can be decomposed into three different terms as
where the promoter switching noise η gene can be computed explicitly as
This is fully consistent with the decomposition obtained by Shahrezaei and Swain [8] .
When a, b s, d, u, v, the promoter switches rapidly between the active and inactive states.
In this case, the promoter switching noise η gene is averaged out and the protein noise can be decomposed into four different terms as
This decomposition is consistent with the one obtained by Jia et al. [55] in the regime of fast promoter switching:
where c n is the effective transcription rate introduced in (7) and the third term is the relative covariance of n and c n . In positive feedback circuits, c n is an increasing function of n and the covariance term must be positive. In positive feedback circuits, however, c n is an decreasing function of n and the covariance term must be negative. Let δ = µ/ν denote the ratio of the positive and negative feedback strengths. In the regime of fast promoter switching, it is easily seen that
This suggests that δ has a critical value δ c = a/b. When δ > δ c , we have n positive > n negative and η positive > η negative . In this case, the protein mean and noise are amplified and the coupled gene circuit behaves as a positive feedback circuit. When δ < δ c , we have n positive < n negative and η positive < η negative . In this case, the protein mean and noise are reduced and the coupled gene circuit behaves as a negative feedback circuit. However, in the regime of slow promoter switching, n positive n negative = η positive η negative .
In this case, there is no compatible critical value for δ and the positive and negative feedback effects cannot be cancelled out. This reveals a strong synergistic interaction between positive and negative feedback loops in the regime of slow promoter switching. Specifically, in the general case, we have
where δ 1 and δ 2 are two critical values given by . Clearly, we have δ 1 < δ 2 < 2δ 1 . The two critical values separate the parameter region into three phases. When δ < δ 1 , the protein mean and noise are reduced and the coupled gene circuit behaves as a negative feedback circuit. When δ > δ 2 , the protein mean and noise are amplified and the coupled gene circuit behaves as a positive feedback circuit. In the transitional phase of δ 1 < δ < δ 2 , the protein mean is amplified but the protein noise is reduced. In this case, the coupled gene circuit exhibits the properties of positive and negative feedback circuits simultaneously.
To visualize the above phase-transition-like phenomenon, we depict n positive / n negative and η positive /η negative as functions of δ = µ/ν in Fig. 3(a)-(b) . In the regime of fast promoter switching, that is, a, b d, we have δ 2 ≈ δ 1 . In this case, the transitional phase is almost invisible and the coupled gene circuit behaves either as a positive feedback circuit or as a negative feedback circuit, as depicted in Fig. 3(a) . In the regime of slow promoter switching, that is, a, b d, we have δ 2 ≈ 2δ 1 . In this case, the transitional phase becomes much wider, which reveals a strong synergistic interaction between positive and negative feedback loops over a wide range of feedback strengths, as depicted in Fig. 3(b) . In addition, Fig. 3 (c) illustrates the ratio of the two critical values δ 2 /δ 1 versus the spontaneous switching rate a. It is clear that the ratio δ 2 /δ 1 → 1 under the limit a → ∞, corresponding to fast promoter switching, while the ratio δ 2 /δ 1 → 2 under the limit a → 0, corresponding to slow promoter switching. This again shows that the range of the transitional phase will become much wider as promoter switching becomes slower. 
Kurtz limit of stochastic gene expression kinetics 5.1 Kurtz limit
In many single-cell experiments such as flow cytometry and fluorescence microscopy, one usually obtains data of protein concentrations, instead of protein copy numbers. Let x = n/K be a continuous variable representing the protein concentration (or density), where K is a large scaling parameter with K → ∞ corresponding to a macroscopic scale. In some previous papers, the parameter K is chosen to be the average cell volume [64, 75] . In the present paper, however, we follow the idea in [47, 76, 77] and choose K ∝ n active to be an arbitrary quantity that is proportional to the typical protein copy number in the active state, which is usually very large in living cells. As K → ∞, the concentration variable x becomes continuous and the discrete stochastic gene expression kinetics will have a macroscopic limit. Since n active is equal to the product of the mean burst frequency s/d and mean burst size p/q, there are two different scenarios: if s/d → ∞ and p/q is finite, the resulting limit is called the Kurtz limit; if p/q → ∞ and s/d is finite, the resulting limit is called the Lévy limit [56] .
We first study the Kurtz limit of the discrete Markovian model. To this end, we assume that the transcription rate s = s K scales with the parameter K, where we treat s , d, a, b, p as constants and take the limit K → ∞. In addition, we assume that the positive and negative feedback strengths scale with 1/K as µ = µ /K and ν = ν /K.
Let p i (x, t) denote the probability density of the protein concentration at time t when the gene is in state i. When K 1, the probability density p i (x, t) of the protein concentration and the probability distribution p i,n (t) of the protein copy number are related by
Applying this relation and taking K → ∞, we obtain the following Kurtz limit of the chemical master equation (1) Thus, the Kurtz limit of the discrete Markovian model is a switching ODE, which is a special case of the so-called piecewise deterministic Markov process [78] . This is called the Kurtz limit because it is consistent with the classical Kurtz's limit theory of mesoscopic chemical reaction kinetics [79] : given a particular state of the promoter, the protein concentration evolves as an ODE with no fluctuations and thus all stochasticity comes from promoter switching. Fig. 4(a) illustrates the simulated time series of the protein concentration for the Kurtz limit under a set of biologically relevant parameters. It is clear that the trajectories of the the switching ODE model are continuous. The increasing parts in the trajectory correspond to protein synthesis, while the decreasing parts correspond to protein degradation. When ν = 0, the coupled gene circuit reduces to a circuit with positive autoregulation. In this case, Lin and Doering [51] also obtained a switching ODE by assuming that there is at most one copy of mRNA, where m = 1 corresponds to the active state and m = 0 corresponds to the inactive state. Compared to this work, our derivation is mathematically more rigorous. 
Steady-state protein distribution
We next calculate the steady-state protein distribution for the Kurtz limit in coupled gene circuits. Let p(x) = p 1 (x) + p 0 (x) denote the steady-state probability density of the protein concentration and letp(λ) = ∞ 0 p(x)e −λx dx denote its Laplace transform. When K 1, the steady-state density p(x) of the protein concentration and the steady-state distribution p n of the protein copy number are related by p(n/K) ≈ Kp n . We make a crucial observation that the generating function F (z) will converge to the Laplace transformp(λ) as z → 1 and K → ∞ while keeping λ = (1 − z)K as a constant:
where we have used the fact that a Riemann sum will converge to a Riemann integral as the partition size tends to zero. Recall that Gauss's hypergeometric function and Kummer's confluent hypergeometric function are related by [70, Equation 13 .18.2]
Applying this formula and taking z → 1 and K → ∞ in the generating function (2), we obtain the Laplace transform of the steady-state protein distribution (Supplementary Material)
Here w is the maximum protein concentration in the active state. Taking inverse Laplace transform [80] gives rise to the steady-state protein distribution
In fact, this formula can also be obtained by solving the Kolmogorov backward equation (11) directly. However, this is much more difficult than our current method. Since the Kurtz limit of stochastic gene expression kinetics is a switching ODE, the protein concentration cannot exceed its maximum value w and thus must be concentrated on x < w. Similarly, taking K → ∞ in (8) gives rise to the steady-state active probability of the gene (Supplementary Material)
. We next focus on two special cases. When b = µ = ν = 0, the gene is always active and the protein concentration evolves as an ODE with fixed point w. In this case, the steady-state protein distribution reduces to the point mass at w, that is, p(x) = δ(x − w). When µ = ν = 0, the gene is unregulated. In this case, we have λ 0 = 0 and thus the protein concentration has the beta distribution
To see the performance of the Kurtz limit, we simulate both the discrete Markovian model via Gillespie's algorithm and the switching ODE model via the Euler-Maruyama scheme under two sets of biologically relevant parameters. Fig. 4(b) -(c) illustrate the steady-state distributions of the protein concentration for the two models. It can be seen that they agree with each other reasonably well when K is very large, but they fail as expected for relatively small K. Both the two models can yield monomodal or bimodal steady-state protein distribution. Fig. 4(b) corresponds to the monomodal case and Fig. 4(c) corresponds to the bimodal case with the two modes peaking at x = 0 and x = w. It has been shown in previous studies that bistability tends to occur in positive feedback networks [39] and slow promoter switching may broaden the region of bistability [81] . Thus, the model parameters in Fig. 4(c) are chosen in the regime of positive feedback and slow promoter switching. Since the protein concentration in the Kurtz limit cannot exceed its maximal value w while the discrete Markovian model is not restricted by this constraint, the Kurtz limit may deviate from the discrete model significantly when the protein concentration is around w, even when K is very large, as depicted in Fig. 4 (c).
6 Lévy limit of stochastic gene expression kinetics 6.1 Lévy limit We next study the Lévy limit of the discrete Markovian model. To this end, we assume that the mean burst size p/q = K/k scales with the parameter K, where we treat s, d, a, b, k as constants and take the limit K → ∞. In analogy to the derivation in the Kurtz limit, we obtain the following Lévy limit of the chemical master equation (1) (Supplementary Material):
From the viewpoint of stochastic processes, this is the Kolmogorov forward equation of the following switching SDE driven by a compound Poisson process:
Thus, the Lévy limit of the discrete Markovian model is a switching SDE. This is called the Lévy limit because the noise term ξ t is a compound Poisson process, a particular kind of Lévy process, with arrival rate s and jump distribution w(x) = ke −kx . This can be explained as follows. When the gene is active, the process of mRNA synthesis can be described by a Poisson process with arrival rate s and each mRNA copy can produce protein copies with the burst size having the exponential distribution w(x), which can be viewed as the continuous limit of the geometric distribution. Then the process of protein synthesis should be described by the compound Poisson process ξ t .
There are some crucial differences between the two macroscopic limits. Fig. 5(a) illustrates the simulated time series of the protein concentration for the Lévy limit, where the model parameters are chosen so that the Lévy limit has the same mean field dynamics as the Kurtz limit depicted in Fig. 4(a) . Unlike the switching ODE model, the trajectories of the switching SDE model are discontinuous, where the jumps in each trajectory characterize random bursts of the protein. The jump positions correspond to burst times and the jump heights correspond to burst sizes. Comparing Fig. 4(a) with Fig. 5(a) , we clearly see that although the two macroscopic limits share the same mean field dynamics, the Lévy limit exhibits more drastic stochastic fluctuations. This is because the Lévy limit retains stochasticity from individual births and deaths of the mRNA and protein, while such stochasticity is averaged out in the Kurtz limit.
The biochemical implications of the two macroscopic limits are explained as follows. We have seen that the Kurtz limit is applicable when s/d 1 and p/q is finite. This condition corresponds to proteins with large burst frequencies. On the other hand, the Lévy limit is applicable when p/q 1 and s/d is finite. This condition corresponds to proteins with large burst sizes. Recent single-cell experiments have shown that the mean burst sizes of many proteins are large, typically on the order of 100 for an E. coli gene [3] . This supports and justifies the Lévy limit that we have taken. In addition, we have shown that the trajectories of the Lévy limit are discontinuous with exponentially distributed jumps. This explains why the time-lapse measurements of the expression levels of many proteins often display discontinuous trajectories with large jumps in single-cell time-lapse microscopy experiments [65] . 
Time-dependent solution of the Friedman-Cai-Xie model
An important special case occurs when b = µ = ν = 0. In this case, the gene is always active and the evolution of the Lévy limit is governed by
This is exactly the classical Friedman-Cai-Xie (FCX) dynamic equation proposed in [16] , which is the Kolmogorov forward equation of the SDĖ
In fact, it has been shown [16] that the steady-state solution of the FCX equation is the gamma distribution. Although the time-dependent protein distributions for various gene expression models have been discussed recently [8, 26, 34, 38, 49, 53, 61] , the time-dependent solution of the FCX equation is still unknown up till now. To obtain the time-dependent solution, letp(λ, t) = ∞ 0 p(x, t)e −λx dx denote the Laplace transform of the time-dependent protein distribution. Then the FCX equation (12) can be transformed into the first-order linear partial differential equation (PDE)
By using the method of characteristics, the solution of this PDE is given bŷ
is the Laplace transform of the protein distribution at time zero. Taking inverse Laplace transform [80] , we find that the time-dependent protein distribution is the convolution of two probability densities u and v:
where u(x, t) = e dt p(e dt x, 0) and v(x, t) = e −st (w(x, t) + δ(x)) with w(x, t) being defined as
Here I {x≥0} is an indicator function taking the value of 1 when x ≥ 0 and taking the value of 0 when x < 0. In particular, if the initial protein concentration is x 0 , then u(x) = e dt δ(e dt x − x 0 ) and thus the time-dependent protein distribution is given by
which is the sum of two parts:
This time-dependent solution has some interesting properties. First, both the two parts vanish when x < e −dt x 0 . This can be explained as follows. We have shown that noise term ξ t captures random bursts of the protein. If the burst does not occur before time t, then the evolution of the protein concentration is governed by the deterministic dynamicsẋ = −dx, which undergoes an exponential decay with rate d. This implies that e −dt x 0 is the minimum possible value of the protein concentration at time t. This explains why p(x, t) vanishes when x < e −dt x 0 . Second, both the two parts are discontinuous at x = e −dt x 0 . The first part p c (x, t) has a jump at x = e −dt x 0 with height H = (sk/d)e −st (e dt − 1) and the second part p s (x, t) is a constant multiple of a delta function, which has a spike at x = e −dt x 0 . The existence of a spike shows that at time t, there is a point mass P = e −st of the protein concentration at x = e −dt x 0 . This can be explained as follows. Since the Lévy limit is driven by a compound Poisson process with arrival rate s, the first burst time of the protein has an exponential distribution with rate s. Thus, the probability that the burst does not occur before time t is exactly P = e −st . Provided that the burst does not occur before time t, the protein concentration undergoes an exponential decay with rate d. As a a result, there is positive probability P = e −st for the protein concentration being exactly equal to x = e −dt x 0 at time t.
To gain an intuitive picture of the time-dependent solution, we simulate the SDE model using a method combining Gillespie's algorithm and the Euler-Maruyama scheme. In [16] , the authors have shown that the steady-state solution p(x) of the FCX equation may exhibit two types of behaviors: p(x) is monotonically decreasing when s ≤ d and is bell-shaped when s > d. approximately continuous because of negligible jump heights and point masses.
Steady-state protein distribution
We next calculate the steady-state protein distribution for the Lévy limit in coupled gene circuits. In analogy to the calculation in the Kurtz limit, taking z → 1 and K → ∞ while keeping λ = (1 − z)K as a constant in the generating function (2), we obtain the Laplace transform of the steady-state protein distribution (Supplementary Material)
Taking inverse Laplace transform [80] gives rise to the steady-state protein distribution . We next consider two special cases. When the gene is always active, that is, b = µ = ν = 0, the five parameters reduce to
and thus the Wittaker function reduces to [70, Equation 13 .18.2]
In this case, the protein concentration has a gamma distribution, which is consistent with the result obtained by Friedman et al. [16] :
When µ = ν = 0, the gene is unregulated. In this case, we have λ 0 = 0 and thus the steady-state protein distribution can be simplified as
So far, we have obtained the analytic expressions of the steady-state protein distributions for the discrete Markovian model and its two macroscopic limits. We summarize the corresponding distribution types in Table 1 . To see the performance of the Lévy limit, we simulate both the discrete Markovian model and the Lévy limit under two sets of biologically relevant parameters. Fig. 5(b) -(c) illustrate the steady-state distributions of the protein concentration for the two models. It can be seen that they coincide with each other perfectly when K is very large. However, the Lévy limit deviates from the discrete Markovian model when K is relatively small. Both the two models can yield monomodal or bimodal steady-state protein distributions. Compared with the Kurtz limit, the Lévy limit behaves better in the bimodal case, especially for large values of the protein concentration.
Conditions

Discussion
In the present work, we systematically study single-cell stochastic gene expression kinetics in a minimal coupled gene circuit with positive-plus-negative feedback. Our theory unifies various discrete and continuous gene expression models proposed in the previous literature by viewing the latter as macroscopic limits of the former. Following [56] , we focus on two types of macroscopic limits: the Kurtz limit applies in the regime of large translational burst frequencies and the Lévy limit applies in the regime of large translational burst sizes. The former turns out to be a switching ODE whose all stochasticity comes from promoter switching, while the latter turns out to be a switching SDE driven by Lévy noise which captures random translational bursts.
In the presence of coupled feedback loops, we assume that the promoter switching rates depend on the protein copy number n in a linear way as a n = a + µn and b n = b + νn. In fact, this assumption is equivalent to the following four chemical reactions: It is worth noting that if the second or fourth reaction occurs, the protein copy number should decrease by 1. However, in the Markovian model depicted in Fig. 1(b) , we implicitly assume that when a protein copy binds to a gene, there is no change in the protein copy number. This is a small approximation made in this paper [30] . With this approximation, we calculate the steadystate protein distributions for the discrete Markovian model and its two macroscopic limits by using the methods of generating functions and Laplace transforms. These analytic distributions cover and extend most analytic results obtained in previous studies. When the gene of interest is always active, the Lévy limit reduces to the classical FCX random bursting model [16] . In the present work, we also provide the full time-dependent solution of the FCX model. According to our analytic results, the positive and negative feedback effects in a coupled gene circuit in general cannot be cancelled out. In some parameter region of feedback strengths, a coupled gene circuit could exhibit the properties of positive and negative feedback circuits simultaneously This reveals a strong synergistic interaction between positive and negative feedback loops and a critical phase-transition-like phenomenon in the regime of slow promoter switching.
Our analytic results are then applied to investigate the intrinsic noise structure of stochastic gene expression in coupled gene circuits. The idea of decomposing noise in terms of different biophysical origins was first proposed by Paulsson [71] . Different types of noise could provide living organisms alternative mechanisms to improve fitness and control noise in fluctuating environments. If a gene is unregulated, some authors [8, 82] have proposed a three-term noise decomposition into the protein birth-death noise, mRNA noise, and promoter switching noise.
In the presence a positive or negative feedback loop, another three-term noise decomposition into the protein birth-death noise, mRNA noise, and feedback noise has been proposed in the regime of fast promoter switching [55] . In the regime of slow promoter switching, it is difficult to decompose the intrinsic noise due to the strong interaction between promoter switching and feedback. In a recent work of Liu et al. [48] , the authors ignored the mRNA dynamics and proposed an alternative noise decomposition into the protein birth-death noise, promoter switching noise, and correlation noise in the regime of slow promoter switching. However, their protein birth-death noise is a constant independent of feedback regulation and thus is not compatible with the decomposition in previous papers. In the present work, we propose a complete five-term noise decomposition for coupled gene circuits under a wide range of biologically relevant parameters, which provides novel insights into how and to what extent multiple feedback loops can enhance or suppress molecular fluctuations. In addition to the protein birth-death noise, mRNA noise, and promoter switching noise, our decomposition gives the quantitative characterization of the contributions caused by positive and negative feedback loops.
From a theoretical point of view, a future challenge is to extend the current results to the steady-state joint probability distribution p(n 1 , n 2 ) of a protein pair. From a practical point of view, another future challenge is to link this dynamical system approach to machine learning approaches in order to obtain a better and more robust statistical inference of the model parameters from massive single-cell experimental data.
