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Abstract
In this paper, we study the parabolic Anderson model starting from the Dirac delta
initial data:(
∂
∂t
− ν
2
∂2
∂x2
)
u(t, x) = λu(t, x)W˙ (t, x), u(0, x) = δ0(x), x ∈ R,
where W˙ denotes the space-time white noise. By evaluating the threefold contour inte-
gral in the third moment formula by Borodin and Corwin [2], we obtain some explicit
formulas for E[u(t, x)3]. One application of these formulas is given to show the exact
phase transition for the intermittency front of order three.
Keywords. The stochastic heat equation; parabolic Anderson model; Dirac delta ini-
tial condition; space-time white noise; moment formula; intermittency fronts; growth
indices.
AMS 2010 subject classification. Primary 60H15; Secondary 35R60.
1 Introduction
In this paper, we derive an explicit formula for the third moment of the following parabolic
Anderson model (PAM [3]),
(
∂
∂t
− ν
2
∂2
∂x2
)
u(t, x) = λu(t, x) W˙ (t, x), x ∈ R, t > 0,
u(0, ·) = δ0,
(1.1)
where ν > 0 is the diffusion parameter and δ0 is the Dirac delta measure with a unit mass
at zero. The noise is assumed to be the space-time white noise, i.e.,
E
[
W˙ (t, x)W˙ (s, y)
]
= δ0(t− s)δ0(x− y).
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The solution to (1.1) is understood in the mild form
u(t, x) = Gν(t, x) + λ
∫ t
0
∫
Rd
G(t− s, x− y)u(s, y)W (ds, dy), (1.2)
where the stochastic integral in (1.2) is in the sense of Walsh [13] and
Gν(t, x) = (2piνt)
−1/2 exp
(
− x
2
2νt
)
. (1.3)
Explicit formulas both for the second moment and for the two-point correlation function
were obtained in [4, 7] for general initial measure u(0, ·) = µ(·) such that (|µ| ∗G(t, ◦)) (x) <
∞ for all t > 0 and x ∈ R. Here, µ = µ+−µ− is the Jordan decomposition and |µ| = µ++µ−.
When the initial data is the delta measure with a unit mass at zero, i.e., µ = δ0, these
formulas reduce to the following simple forms (see Corollary 2.8 of [4]):
E [u(t, x)u (t, y)] = Gν(t, x)Gν (t, y) +
λ2
4ν
Gν/2
(
t,
x+ y
2
)
× exp
(
λ4t− 2λ2|x− y|
4ν
)
erfc
( |x− y| − λ2t
2
√
νt
)
,
(1.4)
and in particular,
E
[
u(t, x)2
]
= Gν/2(t, x)
(
λ2√
4piνt
+
λ4
2ν
e
λ4t
4ν Φ
(
λ2
√
t
2ν
))
. (1.5)
In these formulas, we have used the following special functions
Φ(x) =
∫ x
−∞
(2pi)−1/2e−y
2/2dy, erf(x) =
2√
pi
∫ x
0
e−y
2
dy, erfc(x) = 1− erf(x).
Bertini and Cancrini obtained the two-point correction function in an integral form; see
Corollary 2.5 in [1]. This integral has been evaluated explicitly in [4], which gives the same
form as (1.4).
On the other hand, for the delta initial condition, in a beautiful work by Borodin and
Corwin [2], it is showed that for any x1 ≤ · · · ≤ xk,
E
[
k∏
j=1
u(t, xj)
]
=
1
(2piı)k
∫
· · ·
∫ ∏
1≤A<B≤k
zA − zB
zA − zB − λ2ν
k∏
j=1
exp
(
νt
2
z2j + xjzj
)
dzj, (1.6)
where ı =
√−1 and the zj integration is over αj + ıR with
α1 > α2 +
λ2
ν
> α3 +
2λ2
ν
> · · · ; (1.7)
see Appendix A.2 in [2] where they assume ν = 1. Thanks to condition (1.7), this formula
(1.6) can be transformed into the following form by introducing another k(k−1)/2 integrals,
which results in a formula with k(k + 1)/2 integrals:
E
[
k∏
j=1
u(t, xj)
]
=
1
(2piı)k
∫
· · ·
∫ k∏
j=1
exp
(
νt
2
z2j + xjzj
)
dzj
×
∏
1≤A<B≤k
(zA − zB)
∫ ∞
0
exp
(
−sAB
[
zA − zB − λ
2
ν
])
dsAB.
(1.8)
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In the following, we will first show that when k = 2, one can recover (1.4) by evaluating
the double contour integrals in (1.6). Then we proceed to derive some formulas, more
explicit than (1.6), for the third moment. As an application, we establish the third exact
phase transition (see below). These results are summarized in the following three Theorems
1.1, 1.2 and 1.7.
Theorem 1.1 (Second moment). When k = 2, the double contour integrals on the right-hand
side of (1.6) are equal to
Gν(t, x1)Gν(t, x2)+
λ2
4ν
Gν/2
(
t,
x1 + x2
2
)
exp
(
tλ4 − 2λ2(x2 − x1)
4ν
)
erfc
(
(x2 − x1)− tλ2
2
√
νt
)
,
which recovers (1.4) (with x1 ≤ x2).
Note that in case of k = 3, there are six integrals in (1.8). In the next theorem, we will
first evaluate the three contour integrals in (1.8) which leads to (1.9). Then we proceed to
evaluate two real integrals in (1.9) leading to (1.10). Finally, by applying the mean-value
theorem, we evaluate the last real integral to obtain an explicit expression which is handy
for applications; see (1.12).
Theorem 1.2 (Third moment). Suppose that the initial data is the Dirac delta measure
δ0(x). The following statements are true:
(1) For all t > 0 and xi ∈ R, i = 1, 2, 3,
E [u(t, x1)u(t, x2)u(t, x3)]
=(νt)−9/2(2pi)−3/2
∫ ∞
0
ds1 exp
(
λ2s1
ν
)∫ ∞
0
ds2 exp
(
λ2s2
ν
)∫ ∞
0
ds3 exp
(
λ2s3
ν
)
× (−s1 + s2 + 2s3 + |x3 − x2|) (s1 + 2s2 + s3 + |x3 − x1|) (2s1 + s2 − s3 + |x2 − x1|)
× exp
(
−(x3 + s2 + s3)
2
2νt
− (x2 + s1 − s3)
2
2νt
− (x1 − s1 − s2)
2
2νt
)
. (1.9)
(2) For all x ∈ R,
E[u(t, x)3] =
λ2
25/2pi ν3t2
exp
(
λ2t
4ν
− 3x
2
2νt
)
×
∫ ∞
0
[ (
3s+ λ2t
)
exp
(
−3s(s− 2λ
2t)
4νt
)
Φ
(
λ2t+ s√
2νt
)
+
(
3s− λ2t) exp(−s(3s− 2λ2t)
4νt
)
Φ
(
λ2t− s√
2νt
)]
ds
+
1
(2piνt)3/2
exp
(
−3x
2
2νt
)
+
λ2
2
√
2piν2t
exp
(
λ4t
4ν
− 3x
2
2νt
)(
1− Φ
(
−λ2
√
t
2ν
))
. (1.10)
(3) For all t > 0 and x ∈ R, there are some two constants a, b depending on t, ν and λ in
the following range
0 ≤ a ≤ Φ
(
λ2
√
t
2ν
)
≤ b ≤ 1 (1.11)
3
such that
E
[
u(t, x)3
]
=
1
(2piνt)3/2
exp
(
−3x
2
2νt
)
(1.12a)
+
λ2(b− a)
2
√
2piν2t
exp
(
λ4t
4ν
− 3x
2
2νt
)
(1.12b)
+
λ2
2
√
2piν2t
exp
(
λ4t
4ν
− 3x
2
2νt
)
Φ
(
λ2
√
t
2ν
)
(1.12c)
+
b
√
2 λ4√
3piν5t
exp
(
λ4t
ν
− 3x
2
2νt
)
Φ
(
λ2
√
3t
2ν
)
. (1.12d)
Remark 1.3. It is known that u(t, x) is strictly positive for all t > 0 and x ∈ R a.s.; see [6].
Hence, E [|u(t, x)|3] = E [u(t, x)3].
In the following, let uδ and u1 denote the solutions to (1.1) starting from the delta
measure δ0 and Lebesgue’s measure (i.e., u(0, x) = 1), respectively. The following corollary
is a consequence of (1.9) and the fact that
E
[
u1(t, x)
k
]
=
∫
R
· · ·
∫
R
E
[
k∏
i=1
uδ(t, xi)
]
dx1 . . . dxk. (1.13)
Corollary 1.4. Suppose that the initial data is Lebesgue’s measure, i.e., u(0, x) = 1. Then
E
[
u1(t, x)
3
]
=(νt)−9/2(2pi)−3/2
∫
R
dx1
∫
R
dx2
∫
R
dx3
×
∫ ∞
0
ds1 exp
(
λ2s1
ν
)∫ ∞
0
ds2 exp
(
λ2s2
ν
)∫ ∞
0
ds3 exp
(
λ2s3
ν
)
× (−s1 + s2 + 2s3 + |x3 − x2|)
× ( s1 + 2s2 + s3 + |x3 − x1|)
× ( 2s1 + s2 − s3 + |x2 − x1|)
× exp
(
−(x3 + s2 + s3)
2
2νt
− (x2 + s1 − s3)
2
2νt
− (x1 − s1 − s2)
2
2νt
)
. (1.14)
Remark 1.5. Bertini and Cancrini studied (1.1) with λ = 1 and claimed in Theorem 2.6 of
[1] that
E
[
u1(t, x)
k
]
= 2 exp
(
k(k2 − 1)
4! ν
t
)
Φ
(√
k(k2 − 1)
12ν
t
)
. (1.15)
X. Chen showed in [8] that (1.15) is correct only for k = 2; see also Remark 2.6 in [4]. Note
that there are six integrals in (1.14). After integrals over dx2dx3, the expression becomes
too complicated and too long to handle. We leave it to interested readers to simplify this
formula.
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Remark 1.6 (Asymptotics). Note that the leading orders for large time t both in (1.15)
with k = 3 for u1 and in (1.12) for uδ are the same. Actually, X. Chen [8] showed that the
asymptotics of the k-th moment of u1 (note that it is not uδ)
1 does satisfy, as (1.15), that
lim
t→∞
1
t
logE
[
u1(t, x)
k
]
=
k(k2 − 1)
4! ν
. (1.16)
As an easy consequence of (1.12), we see that this fact is still true for uδ, namely,
lim
t→∞
1
t
logE
[
uδ(t, x)
3
]
=
λ4k(k2 − 1)
4! ν
∣∣∣∣
k=3
=
λ4
ν
, for all x ∈ R. (1.17)
Of course, the formula (1.12) itself contains more information than these asymptotics.
Now we state one application of these moment formulas. It is known that the solution to
(1.1) with a general initial condition is intermittent [3, 4, 10], which means informally that
the solution in question develops many tall peaks. An interesting phenomenon is that when
the initial data has compact support, these tall peaks will propagate in space with certain
speed depending on the value of λ; see some simulations in Figure 1. The spatial fronts of
these tall peaks are called the intermittency fronts. Conus and Khoshnevisan [9] introduced
the following lower and upper growth indices of order p to characterize these intermittency
fronts,
λ(p) := sup
{
α > 0 : lim sup
t→∞
1
t
sup
|x|≥αt
logE (|u(t, x)|p) > 0
}
, (1.18)
λ(p) := inf
{
α > 0 : lim sup
t→∞
1
t
sup
|x|≥αt
logE (|u(t, x)|p) < 0
}
. (1.19)
We call the case λ(p) = λ(p) the p-th exact phase transition. Chen and Dalang [4] established
the second exact phase transition, namely, if the initial data is a nonnegative measure with
compact support, then
λ(2) := λ(2) = λ(2) =
1
2
λ2. (1.20)
This improves the result by Conus and Khoshnevisan [9] that (2pi)−1λ2 ≤ λ(2) ≤ λ(2) ≤
2−1λ2. Chen and Kunwoo [5] studied the stochastic heat equation – the equation with λu
in (1.1) replaced by σ(u) – on Rd subject to a Gaussian noise that is white in time and
colored in space. Both nontrivial lower and upper bounds for the second growth indices were
obtained. More recently, Huang, Leˆ and Nualart studied the PAM on Rd with a Gaussian
noise that may have colors in both space and time; see [11] and [12]. They obtained some
nontrivial, sometimes matching, bounds for the lower and upper growth indices of all orders
p ≥ 2. In particular, they showed in the current setting that
λ(p) = λ(p) = λ(p) =
√
p2 − 1
12
λ2. (1.21)
1Note that in [8], the initial data is assumed to a nonnegative function that satisfies
0 < inf
x∈R
u(0, x) ≤ sup
x∈R
u(0, x) <∞.
For studying asymptotic properties, this assumption is essentially equivalent to the case that u(0, x) ≡ 1.
5
The following theorem is an easy corollary of our moment formula, which recovers their
result (1.21) for p = 3.
(a) λ = 3 (b) λ = 4 (c) λ = 5
(d) λ = 6 (e) λ = 7 (f) λ = 8
Figure 1: Some simulations of the solution to (1.1) with various λ ranging from 3 to 8.
These simulations are truncated at the level 500 in order to compare the size of these six
space-time cones. The initial data is (2piµ)−1/2 exp (−x2/(2µ)) with µ = 10−5, which is an
approximation to the delta initial measure. These simulations are made up to t = 0.01.
Theorem 1.7 (The third exact phase transition). If u(0, x) = δ0(x), then
λ(3) := λ(3) = λ(3) =
√
2
3
λ2. (1.22)
Proof. Because b in (1.11) goes to 1 as t goes to infinity, we see that
lim
t→∞
1
t
sup
|x|≥αt
logE (u(t, x)p) =
λ4
ν
− 3α
2
2ν
. (1.23)
Hence,
lim
t→∞
1
t
sup
|x|≥αt
logE (u(t, x)p) > 0 ⇐⇒ α <
√
2
3
λ2, (1.24)
which shows that λ(3) =
√
2/3 λ2. Similarly, one can show that λ(3) =
√
2/3 λ2.
In the following, we will prove Theorems 1.1 and 1.2 in Sections 2 and 3, respectively.
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2 Second moment: Proof of Theorem 1.1
The proof of Theorem 1.1 severs as a warm-up for the more involved proof of Theorem 1.2.
Proof of Theorem 1.1. Suppose that x1 ≤ x2. Fix any α1 > α2 + λ2ν . Then, from (1.8),
E [u(t, x1)u(t, x2)] =
1
(2piı)2
∫∫ (∫ ∞
0
exp
(
−
[
(z1 − z2)− λ
2
ν
]
s
)
ds
)
× (z1 − z2) exp
(
νt
2
z21 + x1z1
)
exp
(
νt
2
z22 + x2z2
)
dz1dz2
=
1
(2piı)2
∫ ∞
0
ds exp
(
λ2
ν
s
)∫
dz1 exp
(
νt
2
z21 + (x1 − s)z1
)
×
∫
dz2 (z1 − z2) exp
(
νt
2
z22 + (x2 + s)z2
)
. (2.1)
The dz2 integration over α2 + ıR is equal to∫
dz2 (z1 − z2) exp
(
νt
2
z22 + (x2 + s)z2
)
=
√
2pi√
νt
exp
(
−(x2 + s)
2
2νt
)
×
∫
dz2
([
z1 +
x2 + s
νt
]
−
[
z2 +
x2 + s
νt
]) exp(νt
2
[
z2 +
x2+s
νt
]2)√
2pi/(νt)
= ı
√
2pi
(νt)3/2
exp
(
−(s+ x2)
2
2νt
)
(νtz1 + (x2 + s)) . (2.2)
The dz1 integration over α1 + ıR gives
ı
∫
exp
(
νt
2
z21 + (x1 − s)z1
) √
2pi
(νt)3/2
exp
(
−(s+ x2)
2
2νt
)
(νtz1 + (x2 + s)) dz1
=ı
2pi
νt
exp
(
−(x1 − s)
2 + (x2 + s)
2
2νt
)
×
∫
dz1
1√
2pi/(νt)
exp
(
νt
2
[
z1 +
x1 − s
νt
]2)([
z1 +
x1 − s
νt
]
+
x2 − x1 + 2s
νt
)
=ı2
2pi
(νt)2
exp
(
−(x1 − s)
2 + (x2 + s)
2
2νt
)
(2s+ x2 − x1) . (2.3)
Hence,
E[u(t, x1)u(t, x2)]
=
∫ ∞
0
(2s+ x2 − x1)
2pi(νt)2
exp
(
−(x1 − s)
2 + (x2 + s)
2
2νt
+
λ2s
ν
)
ds
=
1
piνt
exp
(
−x
2
1 + x
2
2
2νt
+
(x1 − x2 + tλ2)2
4νt
)
7
×
∫ ∞
0
(
s− x1−x2
2
)
νt
exp
(
− 1
νt
(
s− x1 − x2 + tλ
2
2
)2 )
ds
=
1
piνt
exp
(
−x
2
1 + x
2
2
2νt
+
(x1 − x2 + tλ2)2
4νt
)∫ ∞
x2−x1−tλ2
2
√
νt
(
z +
λ2
√
t√
ν
)
e−z
2
dz
=
1
piνt
exp
(
−x
2
1 + x
2
2
2νt
+
(x1 − x2 + tλ2)2
4νt
)
×
(
1
2
exp
(
−(x1 − x2 + tλ
2)2
4νt
)
+
λ2
√
pit
2
√
ν
erfc
(
x2 − x1 − tλ2
2
√
νt
))
= Gν(t, x1)Gν(t, x2)
+
λ2
4ν
Gν/2
(
t,
x1 + x2
2
)
exp
(
tλ4 − 2λ2(x2 − x1)
4ν
)
erfc
(
(x2 − x1)− tλ2
2
√
νt
)
. (2.4)
This proves Theorem 1.1.
3 Third moment: Proof of Theorem 1.2
We first prove two lemmas. For all β ∈ R, t > 0 and n ≥ 0, denote
Λn(β, t) :=
∫ ∞
0
exp
(
−s
2
t
+ βs
)
snds. (3.1)
Lemma 3.1. For all t > 0 and β ∈ R,
Λ0(β, t) =
√
pit
2
exp
(
β2t
4
)(
2− erfc
(
β
√
t
2
))
, (3.2)
Λ1(β, t) =
t
2
+
√
pit3/2β
4
exp
(
β2t
4
)(
2− erfc
(
β
√
t
2
))
, (3.3)
and for all n ≥ 2,
Λn(β, t) =
βt
2
Λn−1(β, t) +
t(n− 1)
2
Λn−2(β, t). (3.4)
In particular, we have that
Λ2(β, t) =
βt2
4
+
√
pit3/2 (β2t+ 2)
8
exp
(
β2t
4
)(
2− erfc
(
β
√
t
2
))
, (3.5)
Λ3(β, t) =
t2
2
+
β2t3
8
+
√
piβt5/2 (β2t+ 6)
16
exp
(
β2t
4
)(
2− erfc
(
β
√
t
2
))
. (3.6)
Proof. We first calculate Λ0(β, t):
Λ0(β, t) =
∫ ∞
0
exp
(
−1
t
(
s− tβ
2
)2
+
tβ2
4
)
ds
=
√
t exp
(
tβ2
4
)∫ ∞
0
exp
(
−
(
z − β
√
t
2
)2)
dz
8
=
√
t exp
(
tβ2
4
) √
pi
2
(
1 + erf
(
β
√
t
2
))
.
As for Λ1(β, t),
Λ1(β, t) = − t
2
∫ ∞
0
[(
−s
2
t
+ βs
)′
− β
]
exp
(
−s
2
t
+ βs
)
ds
= − t
2
∫ ∞
0
d exp
(
−s
2
t
+ βs
)
+
βt
2
Λ0(β, t)
=
t
2
+
βt
2
Λ0(β, t),
which is equal to the right-hand side of (3.3) after simplification. For any n ≥ 2,
Λn(β, t) = − t
2
∫ ∞
0
[(
−s
2
t
+ βs
)′
− β
]
sn−1 exp
(
−s
2
t
+ βs
)
ds
= − t
2
∫ ∞
0
sn−1d exp
(
−s
2
t
+ βs
)
+
βt
2
Λn−1(β, t)
= − t
2
(
0− (n− 1)
∫ ∞
0
sn−2 exp
(
−s
2
t
+ βs
)
ds
)
+
βt
2
Λn−1(β, t)
=
t(n− 1)
2
Λn−2(β, t) +
βt
2
Λn−1(β, t),
which proves (3.4). In particular,
Λ2(β, t) =
βt2
4
+
(
t
2
+
β2t2
4
)
Λ0(β, t),
Λ3(β, t) =
t2
2
+
β2t3
8
+
(
3βt2
4
+
β3t3
8
)
Λ0(β, t).
Then by (3.2), one obtains (3.5) and (3.6). This completes the proof of Lemma 3.1.
The next lemma is a corollary of Lemma 3.1. We nevertheless state it separately for the
convenience of our application.
Lemma 3.2. For all a, b, d ∈ R and c > 0, it holds that∫ ∞
0
(as+ b) exp (−cs(s− d)) ds =
√
pi(ad+ 2b)
2
√
c
exp
(
cd2
4
)
Φ
(√
2c d
2
)
+
a
2c
. (3.7)
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. (1) Fix x1, x2, x3 ∈ R with x1 ≤ x2 ≤ x3, t > 0, and α1, α2, α3 ∈ R
with α1 > α2 +
λ2
ν
> α3 + 2
λ2
ν
. Similar to the proof of Theorem 1.1, from (1.8), we have that
E [u(t, x1)u(t, x2)u(t, x3)]
=
1
(2piı)3
∫ ∞
0
ds1 exp
(
λ2
ν
s1
)∫ ∞
0
ds2 exp
(
λ2
ν
s2
)∫ ∞
0
ds3 exp
(
λ2
ν
s3
)
9
×
∫
dz1 exp
(
νt
2
z21 + (x1 − s1 − s2)z1
)
×
∫
dz2 exp
(
νt
2
z22 + (x2 + s1 − s3)z2
)
×
∫
dz3(z1 − z2)(z1 − z3)(z2 − z3) exp
(
νt
2
z23 + (x3 + s2 + s3)z3
)
. (3.8)
Now we will calculate the triple integral over dz3dz2dz1. Recall that x1 ≤ x2 ≤ x3. The
dz3-integral is equal to∫
dz3(z1 − z2)(z1 − z3)(z2 − z3) exp
(
νt
2
z23 + (x3 + s2 + s3)z3
)
=(z1 − z2)
∫
dz3(z1 − z3)(z2 − z3) exp
(
νt
2
z23 + (x3 + s2 + s3)z3
)
=(z1 − z2) exp
(
−(x3 + s2 + s3)
2
2νt
)
×
∫
dz3 exp
(
νt
2
(
z3 +
x3 + s2 + s3
νt
)2)
×
[
z3 +
x3 + s2 + s3
νt
−
(
x3 + s2 + s3
νt
+ z1
)]
×
[
z3 +
x3 + s2 + s3
νt
−
(
x3 + s2 + s3
νt
+ z2
)]
=ı(νt)−5/2
√
2pi exp
(
−(x3 + s2 + s3)
2
2νt
)
× (z1 − z2) (−νt+ (νtz1 + x3 + s2 + s3)(νtz2 + x3 + s2 + s3))
=:F2(z2). (3.9)
The dz2-integral can be obtained in the same way as above∫
dz2 exp
(
νt
2
z22 + (x2 + s1 − s3)z2
)
F2(z2)
=ı(νt)−5/2
√
2pi exp
(
−(x3 + s2 + s3)
2
2νt
− (x2 + s1 − s3)
2
2νt
)
×
∫
dz2 exp
(
νt
2
(
z2 +
x2 + s1 − s3
νt
)2)
×
[
z1 +
x2 + s1 − s3
νt
−
(
z2 +
x2 + s1 − s3
νt
)]
×
[
−νt+ (νtz1 + x3 + s2 + s3)
(
νt
[
z2 +
x2 + s1 − s3
νt
]
− s1 + s2 + 2s3 − x2 + x3
)]
=ı2(νt)−42pi(−s1 + s2 + 2s3 − x2 + x3) exp
(
−(x3 + s2 + s3)
2
2νt
− (x2 + s1 − s3)
2
2νt
)
× [νt+ (νtz1 + x3 + s2 + s3) (νtz1 + x2 + s1 − s3)]
=:F1(z1). (3.10)
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Similarly, one can calculate the dz1-integral, which is equal to∫
dz1 exp
(
νt
2
z21 + (x1 − s1 − s2)z1
)
F1(z1)
=ı2(νt)−42pi(−s1 + s2 + 2s3 − x2 + x3)
× exp
(
−(x3 + s2 + s3)
2
2νt
− (x2 + s1 − s3)
2
2νt
− (x1 − s1 − s2)
2
2νt
)
×
∫
dz1 exp
(
νt
2
(
z21 +
x1 − s1 − s2
νt
)2)
×
{
νt+
[
νt
(
z1 +
x1 − s1 − s2
νt
)
+ s1 + 2s2 + s3 − x1 + x3
]
×
[
νt
(
z1 +
x1 − s1 − s2
νt
)
+ 2s1 + s2 − s3 − x1 + x2
]}
=ı3(νt)−9/2(2pi)3/2
× (−s1 + s2 + 2s3 − x2 + x3) (s1 + 2s2 + s3 − x1 + x3) (2s1 + s2 − s3 − x1 + x2)
× exp
(
−(x3 + s2 + s3)
2
2νt
− (x2 + s1 − s3)
2
2νt
− (x1 − s1 − s2)
2
2νt
)
=:F0(s1, s2, s3). (3.11)
Hence,
E [u(t, x1)u(t, x2)u(t, x3)]
=(νt)−9/2(2pi)−3/2
∫ ∞
0
ds1 exp
(
λ2s1
ν
)∫ ∞
0
ds2 exp
(
λ2s2
ν
)∫ ∞
0
ds3 exp
(
λ2s3
ν
)
× (−s1 + s2 + 2s3 − x2 + x3) (s1 + 2s2 + s3 − x1 + x3) (2s1 + s2 − s3 − x1 + x2)
× exp
(
−(x3 + s2 + s3)
2
2νt
− (x2 + s1 − s3)
2
2νt
− (x1 − s1 − s2)
2
2νt
)
. (3.12)
Finally, for general xi ∈ R, i = 1, 2, 3, without ordering, one obtains (1.9) by symmetry.
(2) In this part, we assume x = x1 = x2 = x3. Then F0 defined in (3.11) is equal to
F0(s1, s2, s3) =ı
3(νt)−9/2(2pi)3/2
× (−s1 + s2 + 2s3) (s1 + 2s2 + s3) (2s1 + s2 − s3)
× exp
(
−s
2
1 + s
2
2 + s
2
3 + s1s2 − s1s3 + s2s3
νt
− 3x
2
2νt
)
. (3.13)
Now we are going to apply Lemma 3.1 to evaluate the ds3-integral. First notice that
(−s1 + s2 + 2s3) (s1 + 2s2 + s3) (2s1 + s2 − s3)
= (−s1 + s2) (2s1 + s2) (s1 + 2s2) + 3
(
s21 + 4s2s1 + s
2
2
)
s3 + 3(s1 − s2)s23 − 2s33
=: a0 + a1s3 + a2s
2
3 + a3s
3
3. (3.14)
11
Hence,∫ ∞
0
ds3 exp
(
λ2
ν
s3
)
F0(s1, s2, s3) =ı
3(νt)−9/2(2pi)3/2 exp
(
−3x
2
2νt
− s
2
1 + s
2
2 + s1s2
νt
)
×
3∑
k=0
ak
∫ ∞
0
sk3 exp
(
−s
2
3
νt
+
(
λ2
ν
+
s1 − s2
νt
)
s3
)
ds3
=ı3(νt)−9/2(2pi)3/2 exp
(
−3x
2
2νt
− s
2
1 + s
2
2 + s1s2
νt
)
×
3∑
k=0
ak Λk
(
λ2
ν
+
s1 − s2
νt
, νt
)
, (3.15)
where the functions Λk(·, ·) are defined in (3.1). After some (tedious) expansion and simpli-
fication, we see that
3∑
k=0
akΛk
(
λ2
ν
+
s1 − s2
νt
, νt
)
= b0 + b1s2 + b2s
2
2
−
√
piνλ2t3/2
4
exp
(
(s1 − s2 + λ2t)2
4νt
)(
t
(
6ν + λ4t
)− 9 (s1 + s2)2)
+
√
piνλ2t3/2
8
(
t
(
6ν + λ4t
)− 9 (s1 + s2)2) exp((s1 − s2 + λ2t)2
4νt
)
erfc
(
s1 − s2 + λ2t
2
√
νt
)
=:A1(s2) + A2(s2) + A3(s2), (3.16)
where
b0 = νt
(
2s21 +
λ2t
4
s1 − νt− λ
4t2
4
)
, b1 = νt
(
5s1 − λ
2t
4
)
and b2 = 2νt. (3.17)
Therefore, the ds2-integral is equal to∫ ∞
0
ds2 exp
(
λ2
ν
s2
)∫ ∞
0
ds3 exp
(
λ2
ν
s3
)
F0(s1, s2, s3) = ı
3(νt)−9/2(2pi)3/2
× exp
(
−3x
2
2νt
− s
2
1
νt
) 3∑
k=0
∫ ∞
0
ds2 exp
(
−s
2
2
νt
+
(
λ2
ν
− s1
νt
)
s2
)
Ak(s2). (3.18)
By Lemma 3.1,∫ ∞
0
ds2 exp
(
−s
2
2
νt
+
(
λ2
ν
− s1
νt
)
s2
)
A1(s2)
=
2∑
k=0
bkΛk
(
λ2
ν
− s1
νt
, νt
)
=
1
8
ν2t2
(
16s1 + 3λ
2t
)
12
+
1
16
√
piλ2ν3/2t5/2
(
15s1 + λ
2t
)
exp
(
(s1 − λ2t)2
4νt
)(
2− erfc
(
λ2t− s1
2
√
νt
))
. (3.19)
Similarly, for the A2 term, we have that∫ ∞
0
ds2 exp
(
−s
2
2
νt
+
(
λ2
ν
− s1
νt
)
s2
)
A2(s2)
=
1
4
√
piνλ2t3/2 exp
(
(s1 + λ
2t)
2
4νt
)
×
∫ ∞
0
ds2 exp
(
−3s
2
2
4νt
+
(
λ2
2ν
− 3s1
2νt
)
s2
)(
9 (s1 + s2)
2 − t (6ν + λ4t))
=
1
2
√
piλ2ν3/2t5/2
(
3s1 + λ
2t
)
exp
(
(s1 + λ
2t)
2
4νt
)
, (3.20)
where we have applied Lemma 3.1 in the last step. The integration with respect to A3 is
much more complicated. Instead, we claim that for r > 0,
I(r) :=
∫ r
0
ds2 exp
(
−s
2
2
νt
+
(
λ2
ν
− s1
νt
)
s2
)
A3(s2)
=
1
8
√
piνλ2t3/2
∫ r
0
ds2 exp
(
−s
2
2
νt
+
(
λ2
ν
− s1
νt
)
s2
)(
t
(
6ν + λ4t
)− 9 (s1 + s2)2)
× exp
(
(s1 − s2 + λ2t)2
4νt
)
erfc
(
s1 − s2 + λ2t
2
√
νt
)
=
1
16
λ2νt2
(√
piνt
[
λ2t
{
− 4 exp
(
(s1 + λ
2t)2
4νt
)
erfc
(
s1 + λ
2t
2
√
νt
)
+ 5 exp
(
(s1 − λ2t)2
4νt
)(
erfc
(
2r + s1 − λ2t
2
√
νt
)
+ erfc
(
λ2t− s1
2
√
νt
))}
+ 4
(
3r + λ2t
)
exp
(
−3r
2
4νt
+
r (2λ2t− 6s1)
4νt
+
2λ2s1t+ s
2
1 + λ
4t2
4νt
)
erfc
(−r + s1 + λ2t
2
√
νt
)]
+ 3
√
piνts1
[
− 4 exp
(
(s1 + λ
2t)2
4νt
)
erfc
(
s1 + λ
2t
2
√
νt
)
+ exp
(
(s1 − λ2t)2
4νt
)
erfc
(
λ2t− s1
2
√
νt
)
+ exp
(
(s1 − λ2t)2
4νt
)
erfc
(
2r + s1 − λ2t
2
√
νt
)
+ 4 exp
(
−3r
2
4νt
+
r (2λ2t− 6s1)
4νt
+
2λ2s1t+ s
2
1 + λ
4t2
4νt
)
erfc
(−r + s1 + λ2t
2
√
νt
)
− 2 exp
(
(s1 − λ2t)2
4νt
)]
− 2t
[
5
√
piνt λ2 exp
(
(s1 − λ2t)2
4νt
)
+ 3ν − 3ν exp
(
−r
2
νt
− r (s1 − λ
2t)
νt
)])
, (3.21)
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which can be verified directly by differentiating both sides. Because erfc(x) ∼ x−1pi−1/2e−x2
as x→∞ and limx→−∞ erfc(x) = 2 , we see that
lim
r→∞
I(r) =
1
16
λ2νt2
(√
piνt
[
λ2t
{
− 4 exp
(
(s1 + λ
2t)2
4νt
)
erfc
(
s1 + λ
2t
2
√
νt
)
+ 5 exp
(
(s1 − λ2t)2
4νt
)
erfc
(
λ2t− s1
2
√
νt
)}
+ 0
]
+ 3
√
piνts1
[
− 4 exp
(
(s1 + λ
2t)2
4νt
)
erfc
(
s1 + λ
2t
2
√
νt
)
+ exp
(
(s1 − λ2t)2
4νt
)
erfc
(
λ2t− s1
2
√
νt
)
+ 0 + 0− 2 exp
(
(s1 − λ2t)2
4νt
)]
− 2t
[
5
√
piνt λ2 exp
(
(s1 − λ2t)2
4νt
)
+ 3ν − 0
])
. (3.22)
Therefore,∫ ∞
0
ds2 exp
(
−s
2
2
νt
+
(
λ2
ν
− s1
νt
)
s2
)
A3(s2)
=
1
16
λ2νt2
(
√
piν λ2t3/2
{
− 4 exp
(
(s1 + λ
2t)2
4νt
)
erfc
(
s1 + λ
2t
2
√
νt
)
+ 5 exp
(
(s1 − λ2t)2
4νt
)
erfc
(
λ2t− s1
2
√
νt
)}
+ 3
√
piνts1
[
− 4 exp
(
(s1 + λ
2t)2
4νt
)
erfc
(
s1 + λ
2t
2
√
νt
)
+ exp
(
(s1 − λ2t)2
4νt
)
erfc
(
λ2t− s1
2
√
νt
)
− 2 exp
(
(s1 − λ2t)2
4νt
)]
− 2t
[
5
√
piνt λ2 exp
(
(s1 − λ2t)2
4νt
)
+ 3ν
])
. (3.23)
Finally, combining all these three integrals, we see that
exp
(
λ2
ν
s1
)∫ ∞
0
ds2 exp
(
λ2
ν
s2
)∫ ∞
0
ds3 exp
(
λ2
ν
s3
)
F0(s1, s2, s3)
=ı3 exp
(
−3x
2
2νt
)
×
[
pi2λ2√
2 ν3t2
(
3s1 + λ
2t
)
exp
(
λ4t
ν
− 3 (s1 − λ
2t)
2
4νt
)(
2− erfc
(
s1 + λ
2t
2
√
νt
))
14
+
pi2λ2 (3s1 − λ2t)√
2 ν3t2
exp
(
tλ4
3ν
− 3 (s1 − λ
2t/3)
2
4νt
)(
2− erfc
(
λ2t− s1
2
√
νt
))
+ 25/2(νt)−5/2pi3/2s1 exp
(
λ4t
4ν
− (s1 − λ
2t/2)
2
νt
)]
=:Θ(s1). (3.24)
Therefore, the third moment is equal to
E
[
u(t, x)3
]
=
1
(2piı)3
∫ ∞
0
Θ(s1)ds1. (3.25)
Because 2− erfc(x) = 2Φ (√2x) and thanks to Lemma 3.2,
1
(2pi)3
exp
(
−3x
2
2νt
)∫ ∞
0
25/2(νt)−5/2pi3/2s1 exp
(
λ4t
4ν
− (s1 − λ
2t/2)
2
νt
)
ds1
=
1√
2pi3/2(νt)5/2
exp
(
−3x
2
2νt
)∫ ∞
0
s1 exp
(
−s1 (s1 − λ
2t)
νt
)
ds1
=
1
(2piνt)3/2
exp
(
−3x
2
2νt
)
+
λ2
2
√
2piν2t
exp
(
λ4t
4ν
− 3x
2
2νt
)(
1− Φ
(
−λ2
√
t
2ν
))
, (3.26)
one can obtain (1.10) after some simplification.
(3) By the mean-value theorem, there exit two constants a, b in the range given by (1.11)
such that
E[u(t, x)3] =
bλ2
25/2pi ν3t2
exp
(
λ2t
4ν
− 3x
2
2νt
)∫ ∞
0
(
3s1 + λ
2t
)
exp
(
−3s1(s1 − 2λ
2t)
4νt
)
ds1
+
aλ2
25/2pi ν3t2
exp
(
λ2t
4ν
− 3x
2
2νt
)∫ ∞
0
(
3s1 − λ2t
)
exp
(
−s1(3s1 − 2λ
2t)
4νt
)
ds1
+
1
(2piνt)3/2
exp
(
−3x
2
2νt
)
+
λ2
2
√
2piν2t
exp
(
λ4t
4ν
− 3x
2
2νt
)(
1− Φ
(
−λ2
√
t
2ν
))
. (3.27)
Then one can apply Lemma 3.2 to evaluate these two integrals. This completes the whole
proof of Theorem 1.2.
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