Abstract. We introduce a class of operators, called λ-Hankel operators, as those that satisfy the operator equation S * X − XS = λX, where S is the unilateral forward shift and λ is a complex number. We investigate some of the properties of λ-Hankel operators, and show that much of their behaviour is similar to that of the classical Hankel operators (0-Hankel operators). In particular, we show that positivity of λ-Hankel operators is equivalent to a generalized Hamburger moment problem. We show that certain linear spaces of non-invertible operators have the property that every compact subset of the complex plane containing zero is the spectrum of an operator in the space. This theorem generalizes a known result for Hankel operators and applies to λ-Hankel operators for certain λ. We also study some other operator equations involving S.
Introduction
Hankel and Toeplitz operators have both been studied for a long time. A Hankel operator on Hilbert space is one whose matrix representation with respect to an orthonormal basis is constant along the diagonals perpendicular to the main diagonal. A Toeplitz operator is one whose matrix representation is constant along the diagonals parallel to the main diagonal. For basic facts about Hankel and Toeplitz operators, the reader is referred to [5, 7, 16] . For a recent survey of Hankel and Toeplitz operators, see [19] .
These classes of operators can also be seen as solutions to some linear operator equations involving the unilateral forward shift S and its adjoint S * (precise definitions will be given at the end of this section). In particular, it is well known that an operator H is Hankel if and only if S * H = HS and that an operator T is Toeplitz if and only if S * T S = T . Generalizations of these equations have been investigated. For example, Douglas [4] has studied the solutions to the equation S * XT = X for arbitrary contractions S and T . Pták [17] studied solutions to the equation S * X = XT when S and T are contractions. Power [14] studied simultaneous solutions to the equations S * X = XS for all S ∈ S , where S is a commutative family of shifts. In a different direction, Barría and Halmos [1] asked the following question: What are the solutions of the equation S * XS = λX for λ an arbitrary complex number? This is a spectral problem, and was completely solved by Sun [21] . If λ = 1 the solutions of this equation are just the Toeplitz operators.
The objective of this paper is to study the type of equation proposed by Barría and Halmos, but for the case of Hankel operators. To do this, we first show that a lot of equations involving the shift have only trivial solutions. We will describe exactly the solutions of the equation λS * X = XS. Unfortunately, this is not a spectral problem. This consideration leads to the study of the equation S * X − XS = λX, solutions of which we will call λ-Hankel operators. These operators are a generalization of Hankel operators, and as such, they share some of their properties. We should mention that a different generalization (the "derived" Hankel matrices) has been studied by Heinig [8] .
In this paper we study some properties of λ-Hankel operators, including invertibility, spectra, finite-rank and positivity, among others. We include a theorem which partially describes the spectra of certain classes of operators with properties similar to the set of Hankel operators. It is also shown that positivity of λ-Hankel operators for some λ solves a generalization of the classical Hamburger moment problem.
We now introduce some basic definitions and notation. Our operators will act on a separable Hilbert space H which will usually be 2 or the Hardy space H 2 = {f : f (z) = ∞ n=0 a n z n , f 2 = ∞ n=0 |a n | 2 < ∞} (see Duren [6] for the basic properties of Hardy spaces). As it is customary, we identify H 2 with the space of its boundary functions. We denote the canonical basis in 2 by {e n } ∞ n=0 , which we also identify with the functions e n ∈ H 2 defined by e n (z) = z n . Because of this identification, we say that a vector f ∈ H is a polynomial if it is a finite linear combination of elements of the basis {e n }; that is, f = a 0 e 0 + a 1 e 1 + · · · + a n−1 e n−1 + a n e n , or, equivalently, f (z) = a 0 + a 1 z + · · · + a n−1 z n−1 + a n z n for some complex numbers a 0 , a 1 , . . . , a n−1 , a n .
The unilateral forward shift (or just forward shift) is the bounded linear operator S :
2 → 2 defined to be
The bounded operator S can be realized as multiplication by z on H 2 . Its adjoint, called the backward shift, is the operator S * defined by
Notice that Se n = e n+1 for all n and S * e 0 = 0 and S * e n = e n−1 for n ≥ 1. Given two vectors f and g ∈ H, we define the rank-one operator f ⊗ g by
for all h ∈ H.
We will use throughout this paper the following easy-to-check properties of this operator: i) A(f ⊗g)B = (Af )⊗(B * g), ii) (f ⊗g) * = g⊗f and iii) f ⊗g = f g . Also, if A and B are two bounded operators, we write A = B (mod K) whenever A − B is a compact operator.
Solutions of some equations involving the shift
As we mentioned above, Toeplitz and Hankel operators are characterized as solutions to the operator equations S * T S = T and S * H = HS respectively. In this section we investigate the solutions of equations involving different arrangements of the shift operator and its adjoint. In particular we show that a lot of these equations have no bounded solutions other than zero.
Theorem 2.1. Let A be a bounded operator with Ker A = {0} and B be any bounded operator. If X is a bounded solution of the operator equation AX = BXS * , then X = 0.
Proof. It suffices to prove that Xe n = 0 for all n. We proceed by induction. For n = 0, AXe 0 = BXS * e 0 = 0, so Xe 0 = 0. Assume now that Xe k = 0 for some k. Then AXe k+1 = BXS * e k+1 = BXe k = 0, so Xe k+1 = 0. This completes the induction.
As a corollary, we note that many of the modifications of the equations defining Toeplitz and Hankel operators have no non-trivial solutions. Corollary 2.2. If X is a bounded solution of any one of the equations X = SXS * ,
For completeness, we state the following observation. Theorem 2.3. Let A be a bounded operator with dense range and B be any bounded operator. If X is a bounded solution of the operator equation SXB = XA then X = 0.
Proof. Take the adjoint of the equation and notice that if Ran A is dense, then Ker A * = {0}.
This leads to a solution of other modifications of the Toeplitz and Hankel equations. Corollary 2.4. If X is a bounded solution of any one of the equations X = SXS, XS * = SXS, or XS * = SXS * , then X = 0.
We note that the some of the above results (for example: if SX = XS * then X = 0) are well-known among people who study Hankel operators.
Solutions of some equations involving a parameter
In [1] , J. Barría and P. Halmos ask what are the solutions of the operator equation S * XS = λX and how these eigen-operators relate to the case λ = 1 (Toeplitz operators). The equation was solved by S. Sun [21] . Theorem 3.1 (S. Sun, [21] ). Let λ ∈ C. The operator equation S * XS = λX has bounded solutions if and only if |λ| ≤ 1. We then have that i) If |λ| = 1, all solutions are of the form W λ T , where T is a Toeplitz operator and W λ is the diagonal unitary operator defined as W λ e n = λ n e n for all n.
ii) If |λ| < 1, all solutions are compact operators of the form
for some f and g ∈ H. This suggests the study of the operator equation λS * X = XS, although in this case, this equation does not define a spectral problem. (Note that the modifications of the equations in Corollaries 2.2 and 2.4 by including multiplication by a non-zero λ on one side still have no non-zero solutions.)
To completely solve the operator equation λS * X = XS, we first solve a different equation. The proof of the following theorem uses the techniques found in [21] . Theorem 3.2. Let A be a bounded operator with A < 1 and let S be the unilateral forward shift. Then X is a bounded solution of the operator equation AX = XS if and only if X is compact and X has the following form:
Proof. Assume first that
since (ϕ ⊗ e 0 )S = ϕ ⊗ (S * e 0 ) = 0. Now, assume that X satisfies the equation AX = XS. As is well known, SS * = I − (e 0 ⊗ e 0 ) so that SS * = I (mod K). This implies that AXS * = XSS * = X (mod K). Let · e denote the essential norm. Then, if X e = 0 (and since A e ≤ A < 1 and S * e = 1) we have X e ≤ A e X e S * e < X e , which is impossible. Thus X e = 0; that is, X is compact.
Define an operator-valued linear transformationτ :
Since A < 1, it follows that τ < 1, so I −τ is invertible and its inverse is given by
Now, AX = XS implies that AXS * = XSS * = X−X(e 0 ⊗e 0 ), so that X−AXS * = ϕ ⊗ e 0 , where ϕ = Xe 0 . This means that
Using this theorem, we can solve the operator equation λS * X = XS.
Corollary 3.3. Let λ ∈ C with |λ| < 1. Then X is a bounded solution of the operator equation λS * X = XS if and only if X is compact and is of the form
Proof. Let A = λS * and use the previous theorem.
Corollary 3.4. Let λ ∈ C with |λ| > 1. Then X is a bounded solution of the operator equation λS * X = XS if and only if X is compact and is of the form
Proof. The operator X is a solution of the operator equation λS * X = XS, if and only if X * satisfies λX * S = S * X * , or equivalently, if and only if X * satisfies
Now, taking A = 1 λ S * in the previous theorem, we obtain that X * satisfies the previous equation if and only if X * is compact and is of the form
Taking adjoints proves the result.
The only case that remains is |λ| = 1. In this case, the solutions turn out to be just unitary multiples of Hankel operators. Theorem 3.5. Let |λ| = 1. Then X is a bounded solution of the equation λS * X = XS if and only if X = W λ H, where H is a Hankel operator and W λ is the unitary diagonal operator defined as in Theorem 3.1.
Proof. First of all, a calculation shows that λSW λ = W λ S. This implies that
The operator equation S
More interesting operators arise from solving the equation S * X − XS = λX. Let us first point out that reversing the order of S and S * results, again, in only trivial solutions: SX − XS * = λX implies that (S − λ)X = XS * which only has the zero solution by Theorem 2.1.
It is worth pointing out that there are also no non-trivial solutions to the equations SX − XS = λX or S * X − XS * = λX as we will show presently. We first need a lemma, whose proof was suggested to us by Peter Rosenthal.
Proof. As is well known, for any f ∈ H 2 we have
Let > 0 and define A = {θ ∈ [0, 2π) : |e iθ − λ| ≥ 1 + }. In fact, choose in such a way that the measure of A is non-zero. Then,
But this is impossible unless A |f (e iθ )| 2 dθ = 0, which implies that f (e iθ ) = 0 for θ ∈ A . But H 2 functions cannot vanish in sets of non-zero measure unless they are identically zero. Thus f = 0.
We can now prove the following theorem. Proof. Assume X is a bounded solution of SX − XS = λX for a non-zero λ. It then follows that (S − λ) n X = XS n and thus that (S − λ) n Xe 0 = Xe n for all n. Since X is bounded it follows that (S − λ) n Xe 0 ≤ X . By the previous lemma, Xe 0 = 0. But this implies that Xe n = 0 for all n. That is, X = 0.
If X is a solution of S * X − XS * = λX, taking adjoints we obtain the previous case.
Before solving the equation in the title of this section, we need to recall some notation and some known facts. If b ∈ C, and |b| < 1, we can define k b ∈ 2 as
This is usually referred to as the reproducing kernel since (g,
It is easy to see that
The property of the reproducing kernel which is of interest for us is that
We first note the following theorem.
Theorem 4.3. Let |λ| < 2. Then the operator equation S * X − XS = λX has non-zero solutions.
Proof. If |λ| < 2, then it is always possible to choose a number a ∈ C, with |a| < 1, such that |a − λ| < 1 (for example, choose a = λ/2). Then the rank-one operator X = k a ⊗ k a−λ is a solution of the equation:
Before going any further, let us realize that the problem of solving the equation S * X − XS = λX is the problem of finding eigen-operators for the bounded operator-valued linear transformation τ : B(H) → B(H) defined as
The previous theorem tells us that the disk centred at the origin of radius 2 is contained in the spectrum of τ . A theorem of Rosenblum (see, for example, [18,
In conclusion, σ(τ ) = {z ∈ C : |z| ≤ 2}. This means that there are no non-zero solutions of the equation S * X − XS = λX when |λ| > 2. Note: After a final version of this paper had been circulated, L. Robert-González, and independently, A. Feintuch and A. Markus, proved that there are no non-zero λ-Hankel operators if |λ| = 2.
It turns out, as we will see in the rest of this paper, that the solutions of S * X − XS = λX have some properties like those of Hankel operators. Definition 4.4. We call X a λ-Hankel operator if S * X − XS = λX. Clearly, a 0-Hankel operator is just a Hankel operator.
For a fixed λ, the set of λ-Hankel operators forms a vector subspace of B(H). As we saw in the proof of Theorem 4.3, if |λ| < 2, for |a| < 1 and |a − λ| < 1, k a ⊗ k a−λ is a λ-Hankel operator. If we choose a sequence of distinct complex numbers {a n } such that |a n | < 1 and |a n − λ| < 1, then, for any sequence of complex numbers {c n } such that ∞ n=0 |c n | < ∞, the operator
is a compact λ-Hankel operator (eigenspaces are norm closed). This shows that there are λ-Hankel operators of arbitrary rank: for example, choose the sequence {a n } in such a way as to make {a n − λ} a Blaschke sequence (always possible), and notice that the reproducing kernels are linearly independent.
A natural question arises: are there any non-compact λ-Hankel operators? To answer this, we will show that a subclass of λ-Hankel operators can have spectrum that is arbitrary except that it must contain 0.
First, we mention some basic properties of λ-Hankel operators. All of them are known for Hankel operators. Theorem 4.5. The adjoint of a λ-Hankel operator is a (−λ)-Hankel operator. A λ-Hankel operator is never invertible. Its kernel is an invariant subspace for S and the closure of its range is an invariant subspace for S * . A non-zero λ-Hankel operator can be self-adjoint only when λ is purely imaginary.
Proof. We prove only the case λ = 0. For the case λ = 0 the reader is referred to Power's book [16] .
If X is a λ-Hankel operator, we get S * X * − X * S = −λX * by taking adjoints, so X * is a (−λ)-Hankel operator. If X is a λ-Hankel operator, then (S * −λ)X = XS. If X was invertible, it would mean that S and S * − λ are similar. But they are not (for example, compare their spectra!).
Let f ∈ Ker X. Then Sf ∈ Ker X, since XSf = (S * − λ)Xf = 0. Thus Ker X is an invariant subspace for S.
Since X * is a (−λ)-Hankel operator, Ker X * is an invariant subspace of S. But this means that (Ker X * ) ⊥ (which is the closure of the range of X) is an invariant subspace of S * . Suppose X was self-adjoint. Then X is both a λ-Hankel operator and a (−λ)-Hankel operator. But this means that λX = S * X − XS = (−λ)X, which implies that λ + λ = 0; i.e., λ is purely imaginary.
It is known (see [10] ) that a Hankel operator can have any compact subset of the complex plane which contains the origin as its spectrum. This is part of a more general result about classes of operators that have certain properties in common with the class of Hankel operators. Theorem 4.6. Let F be a vector space of non-invertible operators acting on a separable Hilbert space H. Suppose F is closed in the strong operator topology of B(H). Let {ϕ n } be a sequence of linearly independent unit vectors in H with the property that (ϕ n , ϕ m ) → 0 as n → ∞ and m fixed. Suppose that ϕ n ⊗ ϕ n ∈ F for every n. Then, given any compact subset σ of the complex plane containing zero, there exists an operator Γ in F such that σ(Γ) = σ Proof. The proof of this result is basically the same as the proof for Hankel operators given in [10] . We only sketch the main ideas, but the reader can fill in the details using [10] . For a complete proof, the reader is referred to [9] . If σ = {0}, then the operator Γ = 0 is in F and we are done. If not, then given the set σ, we choose a countable dense subset {b n } ∞ n=1 of σ \ {0} (assume for a moment that this set is infinite). Assume we have constructed a sequence of operators Γ n ∈ F of finite rank n, with the following properties (the construction will be done below): i) Ran Γ n = (Ker Γ n ) ⊥ ; i. e., Ran Γ n is a reducing subspace of Γ n ; ii) Ran Γ n ⊂ Ran Γ n+1 ; iii) the (non-zero) eigenvalues of Γ n are exactly b 1 , b 2 , . . . , b n , with corresponding normalized eigenvectors f
n ; iv) for each n, the system {f
is a Riesz basis (for its closed linear span) and its measure of non-orthogonality is strictly less than 2 (see [10] for the definition of measure of non-orthogonality for a Riesz basis); and v) f
−n for k = 1, 2, . . . , n, and a property vi), to be stated shortly. Then, we will show that there exists an operator Γ with the desired spectrum. Before doing that, note that if σ consisted only of a finite number of non-zero points, say N , the construction of operators Γ 1 , Γ 2 , . . . , Γ N satisfying properties i)-vi) would provide us with the desired operator Γ (just choose Γ = Γ N ). Thus we can restrict ourselves to the case when σ is an infinite set.
We can now show the existence of Γ. First notice that condition v) implies that {f
is also a Riesz basis (for its closed linear span), and its measure of non-orthogonality is at most 2.
Define an operator Γ on H by
and Γf = 0 when f is orthogonal to all the {f k }. Then, it can be seen that Γ n → Γ in the strong operator topology and thus Γ ∈ F. Also, it is clear that σ(Γ) = {b k } ∞ k=1 ∪ {0} = σ. We now need to construct a sequence of operators with properties i)-vi). For every n, we define Γ n,τ as
for τ = (t 1 , t 2 , . . . , t n ) ∈ R n and an increasing sequence {s k } of integers to be chosen later. Our operator Γ n will be Γ n,τ (n) for some fixed
n (τ )) be the non-zero eigenvalues of the operator Γ n,τ ∈ F. We can now state condition vi).
vi) the Jacobian dΛ
is non-singular at τ = τ (n) .
Clearly, the ordering of eigenvalues is not essential for this condition to make sense. It is natural for our purposes to order the eigenvalues in such a way that λ
That the Jacobian is well defined can also be checked. We proceed to construct the operators by induction. If n = 1, we pick s 1 = 1 and t
Let us suppose that we have constructed vectors τ (k) ∈ R k and an increasing set of integers s k , with 1 ≤ k ≤ n, such that the operator Γ n = Γ n,τ (n) satisfies conditions i)-vi). We must show that there is a vector τ (n+1) and a positive number s n+1 , larger than s k for 1 ≤ k ≤ n, such that conditions i)-vi) are satisfied by the operator Γ n+1,τ (n+1) .
Let τ = (t 1 , t 2 , . . . , t n ) ∈ R n , and letτ = (τ, t n+1 ) = (t 1 , t 2 , . . . , t n , t n+1 ) ∈ R n+1 .
For s > s n define the operator-valued function (s,τ )
where h s is the normalized projection of the vector ϕ s onto the orthogonal complement of E n := Ran Γ n = Span {ϕ j : 1 ≤ j ≤ n}. Note that H (s) n+1 ((τ (n) , 0)) has the required eigenvalues, but it might not be in F.
Also notice that, for fixedτ , the operators H (s)
n+1 (τ ), s > s n , are unitarily equivalent to each other. Thus, there exists an operator H n+1 (τ ) (acting, say, on C n+1 ) and, for each s, there exists a unitary operator U s :
and such that the restriction of U * s to E n does not depend on s (operators H (s) n+1 (τ ) for fixedτ and different s coincide on E n ).
Using the fact that (ϕ n , ϕ m ) → 0 as n → ∞ and m remains fixed, it can be checked that the operator-valued functionsτ
n+1 (τ ) restricted to Span {E n , ϕ s }, and let Λ(τ ) = (λ 1 (τ ), λ 2 (τ ), . . . , λ n+1 (τ )) be the eigenvalues of H n+1 (τ ). Then it is not difficult to see that there exists a neighbourhood U of the point (τ
The Jacobian dΛ/dτ is non-singular at the point (τ (n) , 0) since it can be easily seen to have the following form:
The upper-left corner is non-singular by the induction hypothesis vi), and b n+1 = 0 by the choice of the set {b k }. LetN = N ∪ {∞} be the one-point compactification of N and let Ω ⊂N × R n+1 be a neighbourhood of the point (∞, (
It can be seen that f is well defined for a neighbourhood Ω small enough. The previous remarks show that f is continuous and differentiable for Ω small enough and that ∂f /∂τ is non-singular at (∞, (τ (n) , 0)). Thus we can apply an implicit function theorem (see, for example, [20, p. 278] ) to the function f at the point (∞, (τ (n) , 0)) and obtain that, for s large enough, there exists a vectorτ (s) ∈ R n+1 such that
Choosing s large enough, it can be seen that if we put τ (n+1) =τ (s) and we
satisfies all the conditions i)-vi). This finishes the proof.
This result can be applied to some subsets of λ-Hankel operators, as the following corollary shows. We also leave the following question unanswered: what other nontrivial classes of operators satisfy the hypothesis of the previous theorem? Corollary 4.7. Let |λ| < 2 be a purely imaginary number and let σ be any subset of the complex plane containing zero. Then there exists a λ-Hankel operator X such that σ(X) = σ.
Proof. Let F be the set of λ-Hankel operators. We only need to check that F satisfies the conditions of the previous theorem. As mentioned before, the set of λ-Hankel operators is a vector subspace of B(H) and consists of non-invertible operators (see Theorem 4.5). Since the set of λ-Hankel operators is the set of solutions of the equation S * X − XS = λX, it follows that this set is closed in the strong operator topology (even in the weak operator topology!).
Let {a n } be a sequence in the open unit disk with imaginary part equal to λ/(2i) and such that |a n | → 1 as n → ∞ (clearly such a sequence always exists). Then a n = a n − λ, which implies that k an ⊗ k an is in F.
We can then define ϕ n = 1 − |a n | 2 k an . Notice that ϕ n ⊗ ϕ n ∈ F and
Applying the previous theorem to the set F we obtain the desired result.
In particular this result partially answers the question of existence of noncompact λ-Hankel operators. Corollary 4.8. Let |λ| < 2 be a purely imaginary number. Then there exist noncompact λ-Hankel operators.
Proof. Compact operators can only have discrete spectrum which accumulates, at most, at zero.
It turns out that we can also get non-compact λ-Hankel operators if |λ| = 1. We first need a lemma whose proof is also inspired by [21] . It is easy to verify that (µλ)SW µλ = W µλ S and (µλ)W µλ S * = S * W µλ . Using these equalities, we obtain
This lemma tells us that, for unimodular λ, it is sufficient to restrict ourselves to one choice of λ when studying λ-Hankel operators. This leads to the following theorem. Theorem 4.10. Let µ be a complex number of modulus one. Then there exist non-compact µ-Hankel operators.
Proof. We know that there exist non-compact λ-Hankel operators for λ purely imaginary (Corollary 4.7). In particular for λ = i there are non-compact λ-Hankel operators. Let X be one of them. By the previous lemma Y = W µλ XW µλ is a µ-Hankel operator, which cannot be compact (it it were, X would also be compact).
Are there any non-compact λ-Hankel operators in the case where |λ| < 2 is not purely imaginary and is not of modulus one?
Note: After the final version of this paper had been circulated, the author and P. Yuditskii found an affirmative answer to the previous question. Details are in [11] .
Other properties of λ-Hankel operators
In this section, we will study some other properties of λ-Hankel operators: in particular, symbols, when they are finite-rank, and their relations to analytic and co-analytic Toeplitz operators.
If X is a λ-Hankel operator (not necessarily bounded), we call Xe 0 the symbol of X. The reason for this name is that, since S * X − XS = λX, we have that (S * − λ)X = XS, so (S * − λ) n X = XS n , which implies that
i.e., X, as a densely defined operator on the polynomials, is uniquely determined by Xe 0 . In fact, the following formula will be useful
The reader should be warned that our definition of symbol differs slightly from the one used for classical Hankel operators. In the case of a classical Hankel operator H, if He 0 = ψ, then the function φ, defined as φ(z) = ψ(z), is a symbol of H.
As we saw before, a λ-Hankel operator is never invertible. It turns out that they are not even essentially invertible. Theorem 5.1. Let X be a λ-Hankel operator. Then 0 ∈ σ e (X).
Proof. The case λ = 0 is known (see Power [16, p. 55] ). If λ = 0, then we know that (S * − λ)X = XS. If X was essentially invertible, S * − λ and S would be essentially similar. But, since σ e (S) = σ e (S * ) = the unit circle, S * − λ and S cannot be essentially similar.
A curious property of the set of λ-Hankel operators is that it is invariant when multiplied on the right by an analytic Toeplitz operator or on the left by a coanalytic Toeplitz operator. Theorem 5.2. Let X be a λ-Hankel operator, T an analytic Toeplitz operator and T a co-analytic Toeplitz operator. Then XT and T X are λ-Hankel operators.
Proof. As is well known, T is an analytic Toeplitz operator if and only if ST = T S; and T is a co-analytic Toeplitz operator if and only if
The classical theorem of Kronecker states that a Hankel matrix is of finite rank if and only if its symbol is a rational function. We have a similar theorem for λ-Hankel operators.
Theorem 5.3. Let X be a λ-Hankel operator with symbol Xe 0 = ϕ ∈ H 2 . Then X is of finite-rank if and only if ϕ is a rational function.
Proof. The columns of the matrix of X are just the vectors (S * − λ) n ϕ. That means that X is of finite-rank at most N if and only if there exist constant numbers c 0 , c 1 , c 2 , · · · , c N , not all zero, such that 
implies that the vectors {S Notice that this theorem does not say that X is bounded; it says that its matrix is of finite-rank. This of course brings us to to obvious question: when is X bounded? That is, for what symbols ϕ is the λ-Hankel operator X (densely defined on polynomials), with Xe 0 = ϕ, bounded? It is easy to formulate some necessary conditions on the symbol implied by the boundedness of the operator (see [9] for some of them). Is there a Nehari-type theorem? (For Nehari's theorem, see Power [16] ).
The same question arises for compactness: for what symbols ϕ is the λ-Hankel operator X (densely defined on polynomials), with Xe 0 = ϕ, compact? Again, some sufficient conditions on the symbol that guarantee compactness are easy to find (for example, sufficient conditions on ϕ that guarantee that X is Hilbert-Schmidt are known [9] ). Is there a Hartman-type theorem? (For Hartman's theorem, see Power [16] ).
We partially answer the question of boundedness for positive λ-Hankel operators in the next section.
Positivity of λ-Hankel operators
Among the properties that λ-Hankel operators share with Hankel operators is the characterization of positivity. Since λ-Hankel operators may only be self-adjoint when λ is purely imaginary, we restrict ourselves throughout this section to that case.
Let X be a (not necessarily bounded, but at least defined on polynomials) λ-Hankel operator. Assume there exists a non-decreasing function µ on the real line, thought of as a measure dµ on the real line throughout the rest of this paper, such that
This expression completely characterizes the symbol of the operator X, and thus it also characterizes X (as a λ-Hankel operator densely defined on polynomials). If f and g are polynomials, f = 
Therefore, if f is a polynomial we obtain
so (Xf, f ) ≥ 0 for all polynomials f . Thus X is positive. Is the converse true? Namely, if X is a positive λ-Hankel operator, does there exist a non-decreasing function µ such that equation (6.1) holds? The answer is yes. The case for Hankel operators is well-known (see Power [15] ) and its solution is intimately related to the Hamburger moment problem. The Hamburger moment problem is a classical problem in the theory of moments that relates positivity of a Hankel matrix with the solution of a moment problem on the real line. For some very interesting results in the theory of moments, the reader should see [3] . For other operator-theoretic problems in the theory of moments, the reader should see [2] .
We will use the solution of the Hamburger moment problem to answer the above question about λ-Hankel operators. We need some lemmas before we can prove propositions 6.4 and 6.8, which will form the basic steps in the solution of a generalized Hamburger moment problem. n−s = δ n,k , where δ n,k is the Kronecker delta.
Proof. Apply the binomial theorem twice and change the order of the sums to obtain
which implies the desired result.
Given a complex-valued sequence {µ n }, we define a sequence {m n } as
It turns out that knowing {m n } allows us to recover {µ n }.
Lemma 6.2. 
We need some notation that comes from the study of moment problems. Definition 6.3. Let λ be purely imaginary. We say that the sequence {ν n } is λ-positive, if for all polynomials p(x) = a n x n + · · · a 1 x + a 0 such that p x + λ 2 ≥ 0 for x ∈ R, we have n k=0 a k ν k ≥ 0. This agrees with the classical terminology when λ = 0 (see Widder [22, p. 127] ). We also agree to say that a sequence is positive whenever it is 0-positive. The following lemma relates λ-positivity to positivity. Proposition 6.4. Let {µ n } be a complex sequence and {m n } be defined by
If {µ n } is λ-positive then {m n } is positive.
so, since p x + λ 2 ≥ 0 for all x ∈ R, it follows from the definition of λ-positivity that
By changing the order of the sums, and recalling the definition of the sequence {m n }, we can see that
which implies {m n } is positive.
We need the following definitions.
Definition 6.6. Let λ a purely imaginary number. We define the λ-moment operator M λ associated to the λ-Hankel operator X to be
where M λ operates on polynomials p. We need the following result. Lemma 6.7. Let |λ| < 2 be purely imaginary. Suppose q(x) is a polynomial with real coefficients and define q − (x) = q x − λ 2 and q
Proof. Since X is a λ-Hankel operator and λ is purely imaginary, it follows that
thus, by noticing that (S +
for all n and m. It follows from this, and the fact that q has real coefficients, that
But q * − = q + , so (Xq + , q + ) = (Xe 0 , q
Clearly, M λ is linear, and if p(x) = x n , then M λ (p) = (Xe 0 , e n ). If µ n = (Xe 0 , e n ), then it is clear that {µ n } is λ-positive if and only if for all polynomials p(x) = a n x n + · · · a 1 x + a 0 such that p x + λ 2 ≥ 0 for x ∈ R we have that M λ (p) ≥ 0. Using this fact, we obtain the following theorem.
Proposition 6.8. Let X be a λ-Hankel operator and µ n = (Xe 0 , e n ). If X is a positive operator, then {µ n } is a λ-positive sequence.
Proof. Fix a polynomial p such that p x + λ 2 ≥ 0 for all x ∈ R. By the remark preceding the statement of the theorem, it suffices to show that
Clearly f is a polynomial and has real coefficients (polynomials that take only real values on the real numbers have real coefficients). Since f is positive-valued on the reals, it follows, by a theorem of Pólya and Szegö (see [13, p. 77] ), that f can be written as f = g 2 + h 2 for some real polynomials g and h.
If we define f − , g − and h − as in the statement of the previous lemma, we then have p = f − = g Proof. As we showed at the beginning of this section, the existence of the measure dµ satisfying the condition implies the positivity of X. We prove the converse. Suppose X is positive. By Proposition 6.8, the sequence {µ n }, where µ n = (Xe 0 , e n ), is λ-positive. By Proposition 6.4 this implies that the sequence {m n }, where m n is defined as in equation (6.4) Consider the following example. If dµ is the atomic probability measure at a ∈ R, we have This suggests studying those measures that are supported on (−γ, γ). We have the following theorem, analogous to the classical theorem of Widom [23] , which characterizes boundedness of the operator in terms of the speed of decay of the measure near the boundary of its support.
Before stating the theorem, we need the following definition. As we will see in the proof of the theorem, this definition agrees with the classical definition of a Carleson measure on the disk, as defined in [6, p. 157 ], when we view our measure as a measure on the disk. Theorem 6.11. Let |λ| < 2 be a purely imaginary number. Let X be a positive λ-Hankel operator and suppose that the measure dµ corresponding to X is supported on (−γ, γ). Then X is bounded if and only if dµ is a Carleson measure.
Proof. Assume first that X is bounded. We need the following generalization of the calculation in equation (6.3). 
