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Abstract 
 
This Dissertation concerns helping people to make complex decisions. A new approach to select a 
Multiple Criteria Decision Making (MCDM) method for a problem is created. The approach is based 
on an analysis of MCDM problems and methods and robustness of results. That revealed some 
factors to be addressed when selecting a method, including problem and method characteristics.  
The new approach suggests a group of candidate methods suitable for a specific problem, then 
conducts sensitivity analysis on the outcomes of the candidate methods to recommend the method 
that delivered the most robust outcome. Sensitivity analysis is used for the first time to provide a 
scientific justification for selecting a MCDM method. Once performance measures and criteria 
weights are identified then sensitivity analysis and other mathematical approaches are applied to 
the output of the methods to define the most critical criteria and the most critical performance 
measures. A MCDM method is recommended that provides the most robust outcome with a 
compromise between the minimum percentage change required in the most critical criteria and 
the most critical performance measures to alter the outcome. 
A new MCDM Methods Recommendation Model (MRM) was created to improve the decision 
making process by introducing a Reliability Threshold, Credibility Threshold and Credibility Value. 
Suitable methods are then recommended for a problem based on the robustness of their outcomes 
to risk and uncertainty anticipated in criteria weights.  
A set of new Propositions, Rules and Hypotheses are presented based on potential generalized 
problems. These are tested on a number of numerical examples and revisions are made.  
The new approach is successfully applied to real world problems, including human resource 
management, strategic marketing and corporate relocation. Finally the Preference Ranking 
Organization METHod for Enrichment of Evaluations II (PROMETHEE II) method is applied to suggest 
a steering direction for powered wheelchairs as a first step towards future work. 
The work did not compare the outcome of MCDM methods but compared the stability of the 
outcome for a specific problem when uncertainty affected both criteria weights and performance 
measures to recommend a method that delivered the most robust outcome. The new approach, 
model and set of Propositions, Rules and Hypotheses aim to help decision makers in making 
complex decisions. 
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1 
Chapter 1 Introduction 
Decision theory is usually concerned with identifying a best decision to take, assuming an ideal and 
informed decision maker who is able to compute with perfect accuracy (Albar & Jetter, 2009). That 
is often not the case. In reality, decisions are often conflicting, vague, complicated and multi-
faceted, and solutions are uncertain. The practical application of decision making (how people 
actually make decisions) is called “decision analysis”. The term was first used in 1964 by Ronald 
Howard at Stanford University. It is aimed at finding tools, methodologies and software to help 
people make better decisions. The most systematic and comprehensive software tools developed 
in this way are called Decision Support Systems (DSSs) (Bhatt & Zaveri, 2002) and they use Multi 
Criteria Decision Making (MCDM) methods (Roy, 1985; Saaty, 1987; Zavadskas et al, 2014). Using 
MCDM methods can reduce a multi-criteria problem to a problem with an optimal solution, for 
which alternatives can be ranked accordingly (Mutikanga, 2012).  
This Dissertation concerns the creation of a new approach to recommend a particular method for 
a specific problem because there is not one perfect MCDM method (Haddad et al, 2019a).  
Decision makers may not be able to provide all the information and different problems will need 
different algorithms to produce suitable outcomes. In addition, performance evaluation scores and 
criteria weights are often hard to describe as “exact” numbers in real life. Therefore an absolute 
correct answer is not always possible for real life problems, especially in risky and uncertain 
environments. Although there is no correct answer, there is the best compromise answer. There is 
also the issue of applying the wrong MCDM methods, (for example using a sorting method for a 
choice problem), but there is no perfect MCDM method that could be applied to every problem. 
A new approach to select an appropriate group of candidate MCDM methods for a problem is 
described in this Dissertation. The new approach is based on an analysis of MCDM problems and 
methods, a flow chart for the new MCDM Methods Selection Approach is in Appendix G and a flow 
chart, a tree diagram and .exe file for the new MCDM Methods Selection Approach is at: 
https://sites.google.com/myport.ac.uk/mcdm-methods-selection/home. Research revealed some 
factors to be addressed when selecting a MCDM method, including problem characteristics and 
MCDM method characteristics. Mathematical approaches are applied to the candidate methods to 
select a method that will provide the most robust output. 
Problem characteristics considered in this new approach address the nature of alternative sets, 
type of input set, the nature of the information being considered, the type of decision problem 
being addressed and the type of preference mode being considered. Method characteristics 
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address the type of ordering of alternatives, measurement scale, type of preference structure, 
software availability and ease of use. By addressing these factors, this approach can provide 
decision makers with a suggested group of candidate MCDM methods that are appropriate for their 
MCDM problem. Sensitivity analysis and mathematical approaches are then applied to the 
suggested group of candidate methods to select a MCDM method that delivers the most robust 
outcome. This is achieved by calculating the minimum percentage change in criteria weights and 
performance measures required to alter the outcome of a method.  
The work presented in this research did not compare the outcome of MCDM methods but 
compared the stability of the outcome when uncertainty affected both criteria weights and 
performance measures. 
Since data in MCDM problems are often not exact and changeable, an important step in many 
applications of MCDM can be to conduct sensitivity analysis (Simanaviciene & Ustinovichius, 2012). 
Many researchers claimed that conducting sensitivity analysis on criteria weights could often 
predict the behaviour and the limitations of the method in the presence of uncertainty (Chen et al, 
2010; Soltani et al, 2017) but none of them used it to try to select a particular method for a problem. 
The new approach recommends the most suitable MCDM method from a subset of candidate 
methods based on the stability of their outcomes. Once performance measures and criteria weights 
are identified then sensitivity analysis and other mathematical approaches are applied to the 
output of the subset of candidate methods to define the most critical criteria and the most critical 
performance measures. A MCDM method is therefore recommended that provides a robust 
outcome with a compromise between the minimum percentage change required in the most critical 
criteria and the most critical performance measures to alter the outcome. 
A new MCDM Methods Recommendation Model (MRM) based on risk and uncertainty in criteria 
weights was created and the concepts of: Reliability Threshold, Credibility Threshold and Credibility 
Value were introduced. Two possible outcomes that could produce five different cases were 
considered in the new MCDM MRM aimed to help decision makers understand the effect of risk 
and uncertainty in criteria weights on the outcome of a MCDM method. 
An initial set of Propositions was applied to randomly generated sets of criteria weights and 
performance measures and to four sample decisions. Results showed that the Propositions needed 
improvement. A revised set of new Propositions and Hypotheses were created based on potential 
generalized problems. These were tested on a number of numerical examples. Results show that 
they appear accurate and useful in describing the behavior of different MCDM methods, predicting 
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their outcome and recommending a method that provides a robust outcome. A method to produce 
a visual representation of stability is described and applied to three discrete MCDM methods. The 
new MCDM Methods Selection Approach is successfully applied to human resource management 
decisions, strategic marketing decisions and corporate relocations decisions. Finally the Preference 
Ranking Organization METHod for Enrichment of Evaluations II (PROMETHEE II) method is applied 
to suggest a steering direction for powered wheelchairs as a first step towards future work.  
1.1 Multiple Criteria Decision Making (MCDM) 
An aim behind MCDM development is to enable a systematic process to solve conflicting real world 
quantitative and or qualitative multi-criteria problems and to find the best compromise alternatives 
from a set of alternatives in certain, uncertain, or risky environments. The type of MCDM method 
used would depend on the type of data and the problem. Fifteen MCDM methods were considered 
in this Dissertation, a description of these methods is found in Appendix A (A1 – A11). 
Most Decision Support Systems (DSSs) used MCDM methods to assess alternatives. According to 
Bhatt and Zaveri (2002) a DSS could often facilitate problem recognition, model building, assist in 
collecting, integrating, organizing and presenting the relevant information, select appropriate 
problem solving strategies, evaluate different solutions and recommend the best solution. 
Appendix B1 provides a description of different types of DSSs and Appendix B2 provides 
classification of DSSs. 
Different MCDM methods could provide different outputs when applied to the same problem 
because methods deal differently with performance measures and criteria weights often have 
different impact from one method to another. Moreover in MCDM problems a “correct” result does 
not exist (Tscheikner-Gratl et al, 2017) but there is the best compromise answer. If two methods 
delivered significantly different results then, at least one provided better results than the other 
(Haddad et al, 2019a). There was no accepted way of deciding which result was better. 
Kornyshova (2011) claimed that understanding similarities and differences between selection 
approaches and identifying the requirements for a “good” MCDM method selection approach could 
improve their application. None of the approaches analysed in this Dissertation could satisfy all the 
characteristics considered nor consider all MCDM methods available, nor study all aspects of a 
problem. A new more general approach was needed.  
The large number of existing MCDM methods confused potential decision makers, resulting in 
inappropriate pairing of methods and problems (Ozernoy, 1992; Kornyshova & Salinesi, 2007; 
Haddad & Sanders, 2018). There is no one MCDM method that is better than another, but one 
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MCDM method could deliver a more robust outcome than another for a specific problem (Saaty & 
Ergu, 2015; Haddad et al, 2019a). Moreover, there is wrong applications of MCDM methods, for 
example when using a sorting method for a choice problem. To recommend a single method for a 
problem, risk and uncertainty factors needed to be considered. Both performance measures and 
criteria weights were studied, and sensitivity analysis was applied to performance measures and 
criteria weights to give a recommendation (Haddad et al, 2019a). 
Sensitivity analysis had been suggested by several writers but only one had ever attempted to use 
it in MCDM methods selection, applying it only to criteria weights for selecting a location of a 
logistical centre (Pamucar et al, 2017). 
Selecting an appropriate MCDM method for a MCDM problem has often been considered a difficult 
task, especially when a decision maker was challenged with conflicting criteria and alternatives. 
Selecting an appropriate MCDM method for a particular application was often considered a MCDM 
problem in itself (Al-Shemmeri et al, 1997). Different MCDM methods could hold specific strengths 
and weaknesses. Mota (2013) claimed that not all the methods were suitable for the same 
situations. For these reasons there was a need to find the most valid method for a particular 
situation. 
Hobbs (1986) claimed that the term “validity of a method” could not be determined using 
experiments since there was not an agreed definition of the term validity. He also discussed the 
validity of decision aiding methods and presented different types of validity. He identified predictive 
validity of a method as the level by which the final assessments of alternatives matched the unaided 
judgments made prior to the application of a method and concluded that a method would be valid 
if it accurately measured what it was aimed to measure. Hanne (1999) asserted that the validity of 
a method was often translated as the level of conformity between a method’s final outcome and 
“observable phenomenon”. The aim of the research described in this Dissertation was not to 
compare different MCDM methods but to recommend a robust decision making method for a 
problem. 
1.2 The New Approach 
Thirteen selection approaches were investigated. They could provide different results when applied 
to the same problem, however none considered the stability of the outcome of the recommended 
method. The new approach described in this Dissertation addressed these weaknesses. The 
approach translated risk and uncertainty in a problem to changes in the inputs of the problem (i.e. 
criteria weights and performance measures), then sensitivity analysis was conducted on the subset 
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of candidate methods to check for the robustness of their outcomes. The minimum percentage 
change in each criterion weight and in each performance measure required to change the ranking 
of any two alternatives were calculated. The method that delivered the most robust outcome from 
a subset of candidate methods was more resilient to risk and uncertainty factors and was 
recommended for the problem under consideration. 
Applying sensitivity analysis to recommend a method that delivered the most robust outcome for 
a problem can give decision makers more confidence in their choice of method. 
A robust method often provided more stable outcomes with less sensitivity to risk and 
uncertainties. In real life, problems and information needed for making a decision could be fuzzy, 
vague and uncertain, since making judgments in a high risk, fuzzy and uncertain environment 
(where higher stakes and many assumptions were involved) makes decision makers more 
vulnerable to distortion (Haddad et al, 2019a). 
A new MCDM Methods Recommendation Model (MRM) based on risk and uncertainty in criteria 
weights and a new set of Rules were created to help decision makers to understand the effect of 
uncertainty on the outcome of a method, to identify the most critical input factors of a problem 
and analyse the effect of these factors on the outcome of a method. 
Two new Hypotheses were postulated and tested. These suggested a correlation between the 
number of alternatives considered in a MCDM problem, the number of criteria considered in a 
MCDM problem and the minimum percentage change in the lowest criterion weight required to 
change the outcome of a MCDM method. More than two thousand randomly generated sets of 
criteria weights and performance measures were considered. Analytical Hierarchy Process (AHP) 
and PROMETHEE II were applied to these randomly generated sets. The two Hypotheses were 
created to help decision makers in understanding the effect of adding irrelevant alternatives and 
criteria to their problem and the effect of alternatives and criteria redundancy.  
A method to produce a new visual representation of stability for three discrete MCDM methods 
was created and aimed to show how they could help decision makers to understand and describe 
behaviour, predict the outcome, and recommend a MCDM method that provided the most robust 
outcome. The slope of lines produced represented the stability of an outcome. The sensitivity of 
the outcome of MCDM methods to changes in criteria weights was assessed and linked with the 
uncertainty of the outcome. It was demonstrated that criteria sensitivity and resulting uncertainty 
in the outcome were strongly related. 
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The visual representation was used to analyse the tolerable change in criteria weights and showed 
the effect of that change on the outcome of a method and predicted the amount of change required 
in a criterion weight to change the outcome of a method. This showed how the performance of a 
method could be measured and could encourage the use of MCDM methods as they become more 
measurable and trustworthy.  The aim was not to compare AHP, PROMETHEE II or Weighted Sum 
Method (WSM) but to provide an understanding of the stability of their outcomes in specific 
situations. 
The new approach was applied to a number of case studies, the choice of a suitable MCDM method 
to use for: Human Resource Management (HRM) decisions and evaluating US Coast Guard Officers; 
a BOEING strategic decision; and corporate relocation decisions.  
1.3 Claims of Novelty 
The objective was to recommend the most suitable MCDM method for a problem based on problem 
characteristics, methods characteristics and the stability of the results.  
New and novel work included the creation of: 
- A study that identified weaknesses in current MCDM methods selection techniques (Chapter 
3). 
- A new approach that improved on current techniques by applying sensitivity analysis to 
outputs (Chapter 4). 
- New software for the application of the: 
 Best Worst Method BWM (Chapter 4). 
 Average preference in group pairwise comparisons (Chapter 4). 
 Average preference in group criteria weights (Chapter 4). 
 Average preference in group Best to Other vector (Chapter 4). 
 Average preference in group Other to Worst vector (Chapter 4). 
- New sensitivity analysis algorithms, implemented in Microsoft Excel (Chapter 5). 
- Techniques to select a decision method using sensitivity analysis on both criteria weights and 
performance measures (Chapter 5). 
- New MCDM Methods Recommendation Model (MRM) (Chapter 6). 
- Generalized Scenarios (Chapter 6). 
- Propositions and Generalized Rules (Chapter 7). 
- Correlation Hypotheses (Chapter 7). 
- New visual representations of stability for three MCDM methods (Chapter 7). 
- An application of MCDM methods to powered wheelchair steering (Chapter 8). 
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1.4 Publications Aligned to Chapters 
 Chapter 4: New Approach to Select Decision Making Methods 
Haddad, M., Sanders, D., Bausch, N., Tewkesbury, G., Gegov, A., Hassan, M. 2019. Learning to  
Make Intelligent Decisions Using an Expert System for the Intelligent Selection of Either 
PROMETHEE II or the Analytical Hierarchy Process. In: Arai K., Kapoor S., Bhatia R. (eds.) 
Advances in Intelligent Systems and Computing, vol. 868. Springer, pp. 1303 – 1316. 
Haddad, M. 2017. A Framework That Uses Sensitivity Analysis to Select Multi Criteria Decision 
Making Methods. Journal of computing in systems and engineering, 18, pp. 413-419. 
Haddad, M., Sanders, D., Tewkesbury, G. and Bausch, N., 2017. Selection of a suitable MCDA  
method based on robustness of results and sensitivity analysis. Abstract published in the 
proceedings of the 86th Meeting of the European Working Group on Multicriteria Decision 
Aiding, Paris, France. p. 64.  
Haddad, M., 2017. Recommending Decision Making Methods for Mobility Problems. Journal of  
Intelligent Mobility, 20, pp.392-395.  
Haddad, M. 2016. Algorithm to Apply the Best Worst Method to Systems Engineering Problems  
Concerning Customer Satisfaction, Cost and Implementation, Journal of computing in 
systems and engineering, 17, pp. 380 – 388. 
 Chapter 7: Improved Propositions 
Haddad, M., Sanders, D., Tewkesbury, G.E. and Bausch, N., 2019. Visual representation of stability 
for three discrete Multi-Criteria Decision Making Methods. Journal of Operations Research 
Society. Submitted.   
Haddad, M. and Sanders, D., 2019. Integrating Statistical Correlation with Discrete Multi-  
Criteria Decision Making. International Journal of Information and Decision Sciences. 
Submitted. 
Haddad, M. and Sanders, D., 2018. Selection of Discrete Multiple Criteria Decision Making  
Methods in the Presence of Risk and Uncertainty, Operations Research Perspectives, 5, pp 
357-370. 
 Chapter 8: Real World Applications and Results 
Haddad, M. and Sanders, D., 2019. Selecting a best compromise direction for a powered  
wheelchair using PROMETHEE II. IEEE Transactions on Neural Systems and Rehabilitation 
Engineering. 27(2), pp. 228-235.  
Haddad, M., Sanders, D. and Tewkesbury, G.E., 2019. Selecting a Discrete Multiple Criteria 
Decision Making Method to decide on a Corporate Relocation. Archives of Business 
Research. 7(5), pp. 48 - 67. 
Haddad, M., Sanders, D. and Bausch, N., 2019. Selecting a Robust Decision Making Method to 
Evaluate Employee Performance. International Journal of Management and Decision 
Making. Accepted and in Press. 
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Haddad, M., Sanders, D., Bausch, N., Tewkesbury, G.E., Gegov, A. and Hassan, M., 2019. Initial 
results from using Preference Ranking Organization METHods for Enrichment of 
Evaluations to help steer a powered wheelchair. Advances in Intelligent Systems and 
Computing, Springer. Accepted and in Press. 
Haddad, M., Sanders, D., Tewkesbury, G. E., Bausch, N. and Okonor O., 2019. Multiple Criteria  
Decision Making with Vector Manipulation to decide on the direction for a Powered 
Wheelchair. Advances in Intelligent Systems and Computing, Springer. Accepted and in 
Press. 
Haddad, M., Sanders, D. and Tewkesbury, G., 2019. Selecting a Discrete Multiple Criteria Decision-
Making Method for a Boeing Strategic Decision. Transportation Research Part A: Policy 
and Practice. Submitted. 
A complete list of publications is included at the end of this Dissertation. 
1.5 Overview of the Dissertation 
Chapter 2 reviews the literature concerning MCDM and MCDM methods. The literature review 
addresses project management, decision making in project management, human resource 
management, marketing, corporate relocation, engineering and DSSs. 
Chapter 3 discusses MCDM methods selection, the characteristics of MCDM methods and considers 
thirteen approaches to select a most suitable MCDM method. A comparative analysis is described 
to analyze their similarities and differences and some weaknesses are identified. 
Chapter 4 presents a new depiction of the Best Worst Method (BWM) and new simple method to 
assist group decision making using an average preference technique. Finally, the new MCDM 
Methods Selection Approach is described. This Chapter focuses on MCDM problems characteristics 
and the characteristics of the MCDM methods and presents ideas for the selection of the most 
suitable MCDM method for a problem. 
Chapter 5 applies the new approach presented in Chapter 4 to nine tests to show how the approach 
can aid decision makers in selecting a suitable MCDM method. This is achieved by recommending 
a subset of candidate methods suitable for each test and then conducting sensitivity analysis on the 
subset of candidate methods to recommend a method that delivers the most robust outcome.  
Chapter 6 presents a new Methods Recommendation Model (MRM) based on risk and uncertainty 
in criteria weights, a new set of generalized scenarios and a new set of initial Propositions that could 
aid decision makers in selecting a suitable MCDM method. Chapter 7 presents an improved set of 
Propositions created from an analysis of the results from tests described in Chapter 5 and Chapter 
6 and tests that used Expert Choice decision models and randomly generated sets of data (included 
in Appendix D). A new set of Rules and a new set of Hypotheses were created to aid decision makers 
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in selecting a suitable MCDM method. A method to produce a new visual representation of stability 
is described and applied to three discrete MCDM methods. The behaviour of each method is 
analysed to assess the stability of their outcome in the presence of uncertainty in criteria weights 
Chapter 8 describes some examples of real world testing of the new MCDM Methods Selection 
approach, the new set of Rules and Propositions and some practical applications of MCDM 
methods. Chapter 9 presents conclusions about the results, describes the contributions and 
limitations of this research and suggests some future work. 
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Chapter 2 Decision Making (Literature Review) 
This Chapter provides a literature review on the applications of the new Multiple Criteria Decision 
Making (MCDM) methods Selection Approach presented in this research. The literature review will 
address project management, decision making in project management, human resource 
management, marketing, corporate relocation and engineering.  Analyze some problems in project 
management and decision making and provide initial thoughts to address them. Also a literature 
review of multiple criteria decision making methods and Decision Support Systems (DSSs) is 
conducted and presented in this Chapter and in Appendix A and B.  
2.1 Decision Making in Project Management 
The basic definition of a decision would be making a choice between alternatives, (Shapiro, 1997; 
Kenreuther & Meszaros, 1997) or a series of choices (Staw, 1981; 1987; Nutt 1987). Also on the 
other hand March (1994) argued that decisions are not based on choices, but seen as a system of 
rules. Moreover Mintzberg et al (1990) provided a broader definition of a decision, stating that, a 
decision is a process leading to a specific commitment to action. 
Making a decision could be considered as a process where alternatives are assessed to select a 
choice or a course of action to fulfil desired objectives and goals.  
Humans make various decisions through course of their lives, ranging from simple ones with little 
impact and consequences, to strategic life changing decisions with major impact. In business, 
products and services must be developed and introduced to markets faster, with high performance 
and low cost, hence, decision makers try to predict the outcome of their decisions and the effect 
on their organization and stakeholders. A successful prediction would assist in making the right 
decision and choosing the best alternative. (Albar & Jetter, 2009) 
Decisions with high impact are often irreversible after implementation; therefore, the decision 
maker must carefully analyse and study their decisions and their predicted impact. However, a 
number of simple low impact incremental decisions can be made relatively risk free. 
2.1.1 Decision Making and Project Management 
All projects involve an element of risk, the unclear path of the project is a source of confusion to 
organizations. Many researchers were looking for a solution to this problem, by looking for a safe 
path through the uncertain future.  
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Oscar Wilde (1854 -1900) said “Only the past is certain; the future is at best only probable”. This 
statement is true for many businesses and projects around the world. 
Projects are undertaken to fulfil the organizations’ goals, a decision making process must fit into 
the organizational context. Project success can serve as a measurement of how successful the 
decision making process was (Tiainen, 2014). 
Many researchers claimed that different decision making processes could lead to different 
outcomes (Eldarandaly et al, 2009; Haddad et al, 2019a). Ozernoy (1992) claimed that the use of an 
inappropriate MCDM method could lead to inappropriate decisions. Ishizaka and Siraj (2018) 
asserted on the importance of good decisions and claimed that several MCDM methods were 
improving them. 
Project managers often make a large number of decisions during the project life cycle. The 
effectiveness of their decisions can be evaluated by measuring the difference made by these 
decisions in time, money, action or impact. Drucker (2006) suggested that a proper decision should 
always include the following:  
 Identifying the Person accountable.  
 Setting a deadline.  
 Identifying people affected.  
 Identifying indirectly affected people.  
 The work that needs to be done after, who does it and how.  
2.1.2 Decision Making Process in Project Management 
Decision making has been a topic of research in management for a long time (Buchanan & Connell, 
2006). Researchers are continuously developing methods to help people in making optimal 
decisions. However a considerable number of poor decisions have been made in business in the 
recent years (Davenport, 2009). He identified some reasons behind these poor decisions, decisions 
were usually viewed as a prerogative of individuals (i.e. senior managers) rather than groups and 
that the decision making process was not analysed in depth by firms.  
In real life problems, information needed for making a decision is often vague and uncertain. 
Unsuitable and deficient decision making might reduce competitiveness. The need for a balance 
between organizational stability and decision flexibility is important to enhance the organizational 
efficiency (Selck, 2004). Decision making could be considered as function beyond measurement and 
search, aimed at managing, resolving or dissolving conflict of trade-offs (Zeleny, 2011). Moreover 
Zeleny (2011) stressed that making a decision was not just an outcome (decision) but considered 
making a decision as a process of selecting criteria, determining alternatives, gathering, evaluating 
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and processing information to produce results, then reconsider the criteria, alternatives and 
information on the basis of achieved results and repeat the process to achieve a suitable outcome. 
Appropriately applied, decision making tools can be very helpful to decision makers. Decision 
making tools and many other methods can aid the decision making process by organizing 
knowledge and providing systematic frameworks to enable the decision maker to choose the best 
alternative and make intelligent choices to achieve their goals (National Research Council, 2001). 
The National Research Council (2001) identified two types of decisions: routine and strategic, table 
2.1 shows the characteristics of these types of decisions and table 2.2 shows the differences 
between them. 
Table 2.1: Routine and strategic decisions characteristics 
Routine Decisions Strategic Decisions 
Small impact High impact 
Reversible Irreversible 
Short term Long term 
Data available Data often vague and uncertain 
Standard decision process Decision process not well defined 
Table 2.2: Routine and strategic decision-processes differences 
Routine Decisions Strategic Decisions 
Standard or automated decision process Use a variety of decision processes 
Supporting data available  Generate supporting data 
Simple decision tools Complicated set of tools 
Small group or individual Large group including management 
Many researchers modelled the decision making process as stages as shown in figure 2.1. The first 
step for a decision process starts with defining, which can be subdivided to three phases: 
 Define the organization’s goals and targets, clearly identify expectations and the 
stakeholders’ needs. 
 Define a set of criteria that should be used to arrive at a decision; during this stage all 
stakeholders should be encouraged to engage in criteria identification, since it would have a 
significant role in project success when all stakeholders are engaged at an early stage of the 
project. 
 Define a set of alternatives to rank, sort or choose from, to achieve the organization’s goals 
and targets. 
The second step is to conduct studies to gather quantitative and/or qualitative judgments to 
calculate the criteria weights in order to assess the alternatives. 
The third step ranks the alternatives in order to choose the most suitable alternative that fulfilled 
the goals and targets and review reliability of the outcomes. 
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Figure 2.1: The Decision making process 
In contrast to this model, other researchers claimed that the decision making process could be seen 
as a process with phases organized in parallel rather than in sequence (Witte, 1972). The decision 
making process could be depicted as a process of identification, development and selection, where 
these phases are not sequential but have a circular relationship (Mintzberg et al, 1976). They stated 
that the identification phase was composed of two distinct routines, which were: recognition and 
diagnosis, during these routines the problems were identified and clearly defined. In the 
development phase, the decision maker looked for ready solutions and eventually designed new 
ones in case the existing solutions were not satisfying. Finally, in the selection phase three 
important routines were performed: first the screening of ready solutions, second, the evaluation 
of alternatives and third, the selection of a solution.  
Decision analysis is a process used to provide the decision maker with the necessary clarity and 
guidance needed for decision making. More complex decisions may require the assistance of 
several analysts and computer modelling.  
A good test for decisions would be, whether the same decision, given the same alternatives, 
information and preferences possessed would be repeated, if consequences had not yet been 
learned. 
2.1.3 Decision Making in the Presence of Risk 
Decisions have to be made under a certain degree of uncertainty. The outcomes of a decision 
making process were significantly shaped by various factors, both internal and external to the 
decision process. Some of these factors were known, while others were unknown to a decision 
maker. 
It is important for the decision maker to understand the nature of uncertainty, in order to enhance 
their ability to make decisions and to reduce the level of risk associated with their decisions, 
Define Assess
Select and 
Review
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although expert judgment decision making method is a fast and often reliable, but it lacks the 
justifications for the decisions made. 
When facing a real world problem there were no guidelines to a specific way to make decisions. 
Different decision making methods were used for different real life problems, there was no method 
superior to another. Von Neumann and Morgenstern (2007) introduced the maximization of the 
expected utility concept, a concept that guides the rational choice of an alternative. According to 
this principle the selection of an alternative depended on its highest expected utility. The problem 
with this concept was when the probability of each outcome was unknown, the expected utility 
model failed to provide support to the decision maker.  
The concept of bounded rationality was introduced to solve the problem of lacking information to 
make decisions according to the expected utility model, decision makers cannot act with the 
purpose of maximizing utility. Instead, the guiding principle for the decision making seems to be to 
find satisfactory solutions (Luce, & Raiffa 1958).  
The concept of heuristics in decision making was developed by Tversky and Kahneman in the 1970s, 
this concept adopted the strategies that allowed to simplify a problem and came to a satisfying 
solution (Hammond et al, 1998; Snowden & Boone, 2007). 
These concepts helped decision makers in making decisions in several common problems, but might 
lead to mistakes (Tversky & Kahneman, 1974). 
The human mind is not capable of making judgments in an uncertain environment, the higher the 
stakes are, the higher the risk is of failure would be. Since complex and important decisions involved 
a number of assumptions, estimates and inputs from different stakeholders, hence they were the 
most vulnerable to distortion (Hammond et al, 1998). 
Grechuk and Zabarankin (2018) modelled the general decision making process under uncertainty 
in four stages as shown in figure 2.2. They said that decision makers and analysts possess 
insufficient possess historical and experimental data. Data acquired from statistical understanding 
of various assumptions depending on the nature of the problem might provide better 
understanding of risk and uncertainty associated with the problem. 
 
 
Uncertainty modelling DATA Risk preference modelling Choice/Decision 
 
Figure 2.2: A model of a general decision making process under uncertainty (Grechuk & Zabarankin, 2018) 
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Beg and Rashid (2017) stressed that real world decision making problems were often challenging 
due to the difficulty of modelling and managing uncertainty. Crespi et al (2018) claimed that 
incomplete knowledge about a specific issue could be the main source of uncertainty. The 
information required to make a decision and the associated problems might be vague or uncertain, 
though, decisions could be complex considering that a large number of alternatives and criteria 
could conflict (Razmak & Aouni, 2015).  
Uncertainty was often categorized into vagueness and ambiguity (Klir & Yuan, 1995). Vagueness 
was often considered as the lack of exact values while ambiguity often referred to the existence of 
more than one value or option (Sadiq & Tesfamariam, 2009). Decision making in the presence of 
uncertainty was often considered as decisions with an unknown state of nature (Zimmermann, 
2000). 
The sort of uncertainty that might be present during a decision making process was stressed as 
being important by many researchers (Butler et al, 1997; Durbach & Stewart, 2011, 2012; French, 
2003; Stewart, 2005), but it was not often considered in practice.  Vincke (1999) stated that decision 
makers dealing with problems in the real world tended to realise that the numerical data used for 
their problems was uncertain.  Different scenarios might be conceivable and applicable to the 
problem.  They stressed that a decision maker needed to provide information about the legitimacy 
of the solution, any model used and any method applied.  
Many researchers claimed that understanding the causes of uncertainty, quality and quantity of 
information available and the type of information considered could improve the modelling of 
uncertainty (Zimmermann, 2000; Sureeyatanapas et al, 2018). Norese (2016) encouraged users to 
identify the main factors of uncertainty and then use this knowledge to control uncertainties 
through structured approaches, models and methods. 
Poyhonen and Hamalainen (2001) applied different criteria weights and different methods of 
weighting variables to the same problem and produced different outcomes.  
Scholten et al (2015) stated that a thorough examination of potential uncertainty could lead to 
proper decisions.  A detailed examination of uncertainty was often not required when stakeholders 
were defining their objectives but they could be used to compare solutions (Gregory et al, 2012). 
Durbach and Stewart (2011; 2012) depicted uncertainty using five different models: Probabilities, 
decision weights, explicit risk measures, fuzzy numbers and scenarios. They claimed that the most 
popular way to model uncertainty was using probabilities. Durbach and Stewart (2011) also stated 
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that decision makers tend to favour the model of uncertainty that provided easier judgment and 
concise information. 
Since data in MCDM problems were not exact and changeable, an important step in many 
applications of MCDM could be to conduct sensitivity analysis (Simanaviciene & Ustinovichius, 
2012). Many researchers claimed that conducting sensitivity analysis on criteria weights often could 
predict the behaviour and the limitations of a method in the presence of uncertainty (Chena et al, 
2010; Soltani et al, 2017). 
2.1.4 Multiple Criteria Decision Making 
The International Society on Multiple Criteria Decision Making (MCDM) defined MCDM as “The 
study of methods and procedures by which multiple and conflicting criteria could be incorporated 
into the decision process.” 
MCDM is a field of Operational Research (OR) where alternatives are assessed to select the most 
suitable alternative that fulfilled a desired goal with respect to a set of multiple and often conflicting 
criteria (Ishizaka & Siraj, 2018). MCDM is an important part of decision making theory and OR. It is 
often considered reliable. It is a set of methods and procedures by which multiple and conflicting 
criteria can be incorporated into a decision process. Moreover, MCDM could be considered as a 
systematic process for analysing and choosing between alternatives. It aimed to split a problem 
into smaller parts, analysing and assessing each part, then aggregating all parts to select the best 
feasible alternative from a set of alternatives using a predefined set of criteria. MCDM aimed to 
enable decision makers to solve conflicting real world quantitative and / or qualitative multi-criteria 
problems and to find best-fit alternatives from a set of alternatives in certain, uncertain, fuzzy or 
risky environments (Raju & Kumar, 2004).  
Durbach and Stewart (2012) claimed that all multi-criteria methods improved the decision making 
process by decomposing the overall assessment of alternatives to the assessment of a number of 
often conflicting criteria. Since it was difficult to check MCDM methods for accuracy because they 
utilized different means when dealing with different data sets, MCDM methods were often difficult 
to compare (Olson et al, 2001). The process of decision making in a MCDM problem was sequential; 
a user could go through iterations to reach more robust and reliable comparisons. Checking the 
consistency of comparisons could have an important role. 
MCDM analysis has been successful in a number of fields of business and science, it provided the 
decision maker with a recommendation for the best action(s) to be done, with a fully documented 
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and transparent decision process. 
Wang et al (2009) regards MCDM as a branch of OR that was useful for some complicated problems 
within risky or uncertain situations.  Eyvindson et al (2018) described them as mathematical 
methods used to find the best compromise solution based on judgments provided by stakeholders.  
For two decades, MCDM has been one of the fastest emerging areas within OR.  It has been used 
to sort alternatives into pre-defined groups, to rank alternatives, to select best fits and to describe 
problems (Roy, 1985).  MCDM methods could handle conflicting criteria to tackle complex problems 
in business, engineering, management, science and other applications (Maleki & Zahir, 2013). 
Haddad et al (2019a) said that MCDM methods helped decision makers to understand their 
problems and the factors that might influence the problems in an attempt to produce “Good” 
enough solutions. 
It could be challenging to test MCDM methods to see how accurate they were because they used 
different methods and were difficult to compare (Olson et al, 2001). MCDM methods performed 
more efficiently for particular types of problems (Razmak & Aouni, 2015). MCDM were sequential 
although a user could go through a number of iterations in an attempt to produce a robust solution. 
Being able to check on the consistency of the comparisons made could be important.  
MCDM methods have been criticized due to the possibility of manipulation, which may lead to 
inaccurate outcomes. While supporters of the MCDM methods claimed that MCDM provided a 
systematic, transparent approach that enhanced objectivity and generated results, with a 
reasonable satisfaction (Janssen, 2001; Macharis et al, 2004) without overriding the decision 
process. 
Mutikanga (2012) summarized the main elements of criticism to MCDM: 
 Aggregation algorithms: Applying different MCDM methods to the same multi-criteria 
problem would yield different outputs. Hence the need to select the appropriate MCDM 
method controled the final output of the decision making process. 
 Compensatory methods: In aggregation methods, important information was often lost due 
to the compensation between good and poor performance of alternatives with respect to 
criteria (Munda et al, 1994). 
 Elicitation process: Criteria weights and preferences were extracted in a manner that would 
influence the end results.  
 Incomparable options: MCDM aimed to reduce the number of incomparability, MCDM 
problems were often reduced to single-criterion problems. Moreover, alternatives were 
often reduced to a single abstract value during data aggregation resulting in loss of useful 
information.  
 Scaling effects: Some MCDM methods derived conclusions based on scales in which 
evaluations were expressed which were unacceptable. Also, several MCDM methods 
suffered from rank reversals when introducing a new alternative to the predefined set of 
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alternatives. 
 Additional information: Based on the amount of additional information required by different 
MCDM methods, “black box” effects were likely to occur that could limit the ability of the 
decision maker to clearly follow the decision process and assess alternatives. 
 Uncertainty of results: Uncertainty was often inherent to the decision making process and it 
was often difficult to quantify, predict and represent the uncertainty in the performances of 
the alternatives and criteria weights. 
Rank reversal was considered a common problem in many MCDM methods, and many methods 
developed ways to overcome this problem. Rank reversal occurred when adding or removing an 
alternative from the set of predefined alternatives and could result in changing the previous ranking 
of the alternatives (Mota, 2013). A description of rank reversal and methods developed to 
overcome this problem is found in Appendix A2. 
Human judgment was prone to error and bias; Comes et al (2013) identified some noticeable biases: 
confirmation bias; anchoring bias; availability bias. Human behaviour was a source of inconsistency, 
but it was not the only one. Decision makers described alternatives and criteria on scales with 
limited sets of numbers so digitisation errors appear and the measurement scales used for different 
methods could provide inconsistency (Haddad et al, 2019a).  
2.1.5 Feasibility of Decisions and Risk Assessment 
When facing a real life problem, often, there were no guidelines to a specific way to make decisions. 
Different decision making methods were used for different real life problems, no method superior 
to another. 
The impact of the choice of a method on actual decisions is also well known, along with the 
consequences of poor decisions (Kornyshova, 2011). Eldarandaly et al (2009) asserted that applying 
different MCDM methods to the same problem could often generate different outcomes. The use 
of an inappropriate MCDM method could lead to inappropriate decisions (Haddad et al, 2019a). 
The decision maker would seek the judgment of individuals or groups who possessed specialized 
knowledge or past experience in a particular area. The judgment provided by people with expertise 
could be utilized at various stages in order to carry out effective decision making. However, expert 
knowledge was not always enough to fill a gap. Making judgments based on historical data was not 
new. When dealing with uncertainty, unknown consequences were modelled as random variables. 
Using past experience and historical data to predict the probabilities of these variables was often 
impossible. Judgments based on past experience and historical data might be inaccurate and 
unacceptable (Grechuk & Zabarankin, 2018). Decision making tools could improve the general 
process of decision making. 
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Strategic decision making was often characterized by its comparatively long duration. Investors 
would be unable to make accurate forecasts due to variationsin the local markets demands, 
exchange and interest rates fluctuation and competition. Hence conducting market research 
analysis and understanding the impact of the uncertainties and decision factors could assist 
developers in making good decisions and minimizing the possibility of loss. 
Researchers have emphasised a need to include uncertainty within their decision making systems 
(French, 2003; Stewart, 2005; Durbach & Stewart, 2011; 2012; Haddad et al, 2019a), however in 
practice, it was rarely actually considered.  Haddad and Sanders (2018) said decision makers 
understand that the data they were using to solve real world problems was often uncertain. 
Scholten et al (2015) said the input data was often “ill-determined” and diverse situations could be 
possible and applicable. They said it was the duty of the decision maker to supply information about 
the soundness of the decision outcomes, the models used and the methods applied to solve the 
problem.  
Market inefficiency was a major risk factor in decision making. Other type of risks could be in terms 
of political instability, fluctuating interest and exchange rates and inflation (Etter, 1995). 
Good decision making processes often generated good outcomes despite some uncontrollable 
factors. Decision makers must assess different scenarios such as: market situations, political 
stability, product marketability and financial feasibility by conducting qualitative and quantitative 
risk analysis with limited resources and within a narrow time frame, to find the most reliable 
information to ensure successful decisions. 
According to Sharkawy (1994) a feasible decision was not only financially sound, but also 
environmentally viable and physically creative. Risks were inevitable in real life decisions and, if risk 
probability equals to one then it would be considered as a fact. Hence if a desired outcome from a 
decision were to be guaranteed, risks would not exist. The difference between the desired and the 
actual outcome defined the degree of risk associated.  
Liu et al (2007) mentioned the following major factors might cause investment risks: 
1- Economic situation and political environment. Investments were influenced by the country’s 
economic status, so were affected by the government’s policies, environmental 
requirements, financial control and the formulation of a new taxation policy. 
2- The degree of maturity (supply and demand) of the investment. Insufficient development of 
the market would expose investors to risk. As long as the development of the local economy 
was healthy, the demand would be stable. 
3- Timing of the development; Investments were often considered as cyclical. “Investment 
cycle” included four stages: peak - contraction – trough - resumption. During a peak period 
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economic growth was rapid. As industry expanded the supply of real estate was limited and 
property prices rise. During a contraction period, the state controlled the scale of investment 
and the ability to inhibit demand was controlled by all industry and there was a backlog of 
products. During a trough period, credit tension made industrial and construction investment 
drop. It was still difficult to reduce the prices of products sold, during a resumption period, 
the state eased the monetary borrowing policy, lowered interest rates, demand began to 
increase and property prices rose. It was a golden period for real estate investment at this 
time. Geographical location of development projects was important.  
4- Period of time to complete. It was difficult to make an accurate estimate to the entire cost 
and income flows at the beginning, only a rough estimation could be made. During this 
period, fluctuations in supply and demand, change of consumer preference, policy 
adjustment, the changes of the price, fluctuation in exchange and interest rates would be 
difficult to accurately forecast. The longer the period of development, the greater the risk. 
5- The quality of the outcome contributed to investment risk. Long duration projects were often 
divided to a series of sequential phases. At the end of each phase a project was assessed to 
decide whether to make further investments. The output of the assessment process was used 
as a review point to terminate the project, which implied that the project was not 
feasible/profitable, or to start a new phase, which implied that the developer was committed 
to making the future investment needed to complete the project.  
2.2 Decision Making and Human Resource Management 
Increased interest in Human Resource Management (HRM) has led to the development of different 
theories and approaches for staff evaluation. These theories and approaches enhanced 
organizations’ performance and success (Saridakis et al, 2017). 
Human resources represented an important factor in achieving success (Bella et al, 2018). Many 
researchers claimed that there was a positive correlation between HRM practices and organization 
performance (Renkema et al, 2017; Saridakis et al, 2017). HRM processes were highly affected by 
an organization type, ranging from hardest in functional organizations to effective in projectized 
(project Management Institute, 2017). 
Employee evaluation was often considered as a complex task that considered various aspects and 
evaluation criteria. Moreover, employees often work on different projects and their overall 
performance was an aggregation of individual performance in the projects they participated in 
(Lidinska & Jablonsky, 2018). 
Lidinska and Jablonsky (2018) described four main areas of a performance management 
framework: Evaluation criteria; Evaluation frequency; Criteria weights; and Rating system proposal.  
Because they were often uncertain and ambiguous and could involve a large number of 
stakeholders with varying preferences, HRM decisions could be difficult to make (Comes et al, 
2013). Many researchers considered HRM decisions as multi criteria decisions. Mammadova and 
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Jabrayilova (2015) considered the HRM decisions as a fuzzy MCDM problem and they proposed the 
use a modified Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) method 
to ensure adaptability in HRM decisions. They applied their proposed methodology in the HRM 
department of the State Oil Company of the Azerbaijan Republic for proper evaluation of the 
applicants. Lidinska and Jablonsky (2018) applied Analytical Hierarchy Process (AHP) to produce a 
fair and simple employee evaluation process in one of the middle-size management consulting 
companies operating in the Czech Republic. This company provided consulting and financial 
advisory services to public and private clients and employed around 300 consultants. 
2.3 Strategic Decision Making in Marketing for Air Transport Industry 
Since the first flight by Orville and Wilbur Wright, more than a hundred years ago, the air transport 
industry had grown to be a large sector of the global economy (Barnhart et al, 2003). Airlines 
developed and maintained cultural and economic links between countries, cultures and people.  
Airlines generated more than $300 billion in revenues in 2002 and were expected to grow at an 
annual rate of 4% - 5% over the next 20 years (Barnhart et al, 2003). In 2003, the airlines carried 1.6 
billion passengers, created 28 million direct, indirect and induced jobs worldwide and carried more 
than 40% of the value of international trade worldwide (Barnhart et al, 2003).  
BOEING was the world's largest aerospace company and leading manufacturer of commercial 
jetliners and service provider of aftermarket support.  As America’s biggest manufacturing exporter, 
the company supported airlines and U.S. and allied government customers in more than 150 
countries.  BOEING products and tailored services included commercial and military aircraft, 
satellites, weapons, electronic and defence systems, launch systems, advanced information and 
communication systems and performance-based logistics and training. 
Mahtani and Garg (2018) stressed the importance of management decisions in identifying key 
factors with influence on the financial conditions of companies to maintain good growth rate. 
Pacheco and Fernandes (2017) associated air transport growth to a number of factors including: 
government measures to liberalise prices, greater flexibility in air freedom, privatising 
infrastructure and growth in income expressed as Gross Domestic Product (GDP). 
Sha et al (2015) employed the Federal Airline Association (FAA) predictions of market demand to 
calculate predicted market region growth. They stressed that predicting the market growth even 
for only one year ahead could be very sensitive and highly depended on uncertainty.  Mahtani and 
Garg (2018) pointed to the difficulty of accurately predicting market growth regions for more than 
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two years. Pacheco and Fernandes (2017) claimed that decision makers for air transport sector 
needed to consider the economic factors broadly, to involve factors beyond tourism, regulation and 
sector infrastructure. China and India led the Asian region to become the world’s largest aviation 
market with regard to international departures and international freight in the last decade 
(Arjomandia et al, 2018). 
Many researchers applied MCDM methods to transportation problems. Mahtani and Garg (2018) 
applied Fuzzy AHP to highlight the important factors of financial stability for airline companies in 
India. They analysed factors that were dependent on the internal operations of the company and 
on the external environment. They mentioned that financial factors were the key parameters that 
needed to be monitored and tracked regularly for the financial stability of the airlines. Barbosa et 
al (2017) developed a MCDM model for different transportation methods in Brazil to identify 
important factors that determined users’ opinions of services and enabled their improvements. 
Their work contributed to the strategic planning and allocation of investments, expanded the 
transportation sector and continuously improved the service levels. They also recommended 
applying sensitivity analysis to identify the important factors that affected the quality of service. 
Nassereddine and Eskandarib (2017) developed a model for the evaluation of public transportation 
systems based on the Delphi method, group AHP and Preference Ranking Organization Method for 
Enrichment of Evaluation (PROMETHEE) method, then they conducted sensitivity analysis to 
investigate the effect of criteria weights on the outcome of the methods. Their results introduced 
future improvements of the quality of services. 
2.4 Corporate Relocation Decisions 
A corporate relocation decision was considered a fundamental and long term strategic decision in 
the life time of an organization. Relocation had an impact on the organization’s survival and 
competitiveness (Oladokun, 2011; Christersson & Rothe, 2012; Glatte, 2015). 
Corporates relocate because of different strategic factors. Many researchers described these 
factors and considered strategic repositioning, lowering operational costs and improving economic 
competitiveness as the main reasons for corporate relocation. Christersson and Rothe (2012) 
identified four factors of: Economic factors; Social factors; Environmental factors; Organizational 
identity, culture and image factors.  
Relocation could be an exciting opportunity for a company but it was a big decision and could be 
stressful.  E.ON found that moving premises was the second most stressful task that managers had 
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to deal with. As a result, 78% of companies delayed moving, opting to stay in less inefficient, more 
cramped and more costly facilities.  It was vital that suitable decisions were made that considered: 
Finances, Employee Availability, Support Services, Cultural Opportunities, Leisure Activities and 
Climate.  That in turn meant that a suitable decision making system was selected. 
Many researchers considered the main aim behind relocation was to enhance organization 
profitability (Cumming et al, 2009; B´arcena-Ruiz & Garzon, 2014), others identified other cultural, 
geological and legal factors (Brouwer et al 2004; Christersson & Rothe, 2012; Christersson et al, 
2017). Relocation had a number of implications concerning an organization and the employees. 
Many factors should be considered when making relocation decisions, including but not limited to: 
cost of relocation, disruption to work, employee satisfaction, productivity, profitability and 
transportation. 
Glatte (2015) identified four theories of corporate relocation: 
 Site selection theory: concerned with reasons for the selection of a location. 
 Site effect theory: concerned with consequences of choosing a specific location. 
 Site development theory: concerned with historic development of location structure. 
 Site design theory: concerned with spatial distribution of locations. 
Rothe and Heywood (2015) did not consider relocation activities as an organizations’ “day-to day” 
activities and considered it as a Corporate Real Estate (CRE) department activity. Christersson et al 
(2017) considered relocation decision as one of the “value-adding” tasks of Corporate Real Estate 
Management (CREM) and mentioned four types of physical relocation: location, building, 
workplace and managing work within the workplaces.   
Rothe and Heywood (2015) claimed that many researchers considered corporate relocation as 
physical relocation and stressed that corporate relocation was not just the physical move from old 
sites to new sites, but should include all the processes and services required to successfully 
complete the relocation, including: 
 Relocation decision process. 
 Apply relocation decision. 
 Physical move. 
 Post-move, settling-in and adjustments after the move. 
Glatte (2015) identified two different techniques to better understand relocation decisions: 
Qualitative techniques or quantitative techniques. He claimed that quantitative techniques focused 
on creating and analysing measurable key indicators that could be mathematically manipulated, 
while qualitative techniques focused on verbal descriptive information provided by stakeholders.  
Arkesteijn et al (2017) claimed that many researchers considered the process of making corporate 
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relocation decisions as a “Black Box”. Koç & Burhan (2015) highlighted the fact that corporate 
relocation decisions had complex structures and included both predictable and unpredictable 
inputs. They stressed the need to avoid intuition and instead to recommend moves using more 
sophisticated and complex techniques. Moreover, they considered different MCDM methods 
suitable for corporate relocation decisions. Glatte (2015) claimed that there is no perfect method 
for selecting a corporate relocation from a construction or real estate perspective and 
recommended testing a method’s suitability and stability and to apply more than one method to 
achieve a reliable outcome.  
Glatte (2015) claimed that in order to achieve stable and robust relocation decisions, regardless of 
the choice of method used, input data should be verifiable, reliable and valid. Moreover, Barovick 
& Steele (2001) and Glatte (2015) stressed that taking risk and uncertainty into consideration with 
a relocation decision could provide an appropriate relocation decision to achieve strategic 
advantage.  
Corporate relocation decisions were considered to be long term strategic decisions which impact 
the success and profitability of organizations. Relocation covers two separate parts: what was 
planned and what actually happened (Christersson & Rothe, 2012). Glatte (2015) claimed that there 
was no perfect method for making a corporate relocation decision. He recommended applying 
more than one method to check for suitability and stability of the methods. He stressed the need 
to use reliable and verifiable input data to achieve reliable decisions. Understanding the level of 
uncertainty associated with a decision could help decision makers in achieving stable and reliable 
decisions.  
Rothe and Heywood (2015) identified the first two steps of corporate relocation as: relocation 
decision process and the application of the relocation decision. Due to the complexity of this 
decision, where long term planning was considered, a large number of alternative locations were 
assessed. The assessment was based on a set of often conflicting criteria and where uncertainty in 
human judgment was present. MCDM methods could provide reliable and stable decisions and 
could be considered as quantitative corporate relocation techniques. 
Huffman (2003) identified risk in corporate relocation decisions and categorized them to three 
categories: financial, physical and regulatory risks. While Marja Rasila and Nenonen (2008) 
identified five categories of relocation risks: financial risks, functional risks, corporate culture risk, 
interest group risk and future risk. Corporate relocation decisions became vulnerable to distortion 
as judgments were made in fuzzy, high risk and uncertain environments, where many assumptions 
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might be involved and stakes could be high.  Using more complicated scientific decision making 
could help. 
A corporate relocation decision was an important strategic decision crucial to the survival of 
organizations (Oladokun, 2011) and it had a direct effect on an organization’s competitiveness and 
performance (Koç & Burhan, 2015). These decisions were often based on assessing a set of 
buildings, locations and cities to find the best fit alternatives that fulfilled the desired goals of 
organizations (Rothe & Heywood, 2015). Due to the complexity of these decisions, where large 
numbers of predictable and unpredictable factors were considered, MCDM methods could be 
recommended as convenient methods for these type of decisions. (Koç & Burhan, 2015). 
2.5 Decision Making in Engineering 
Many researchers applied different decision making techniques to engineering problems, this 
Section will mention some examples.  
Hanratty and Joseph (1992) applied AHP to a chemical engineering problem. They aimed to model 
and automate the decision making process in chemical engineering. Triantaphyllou and Mann 
(1995) claimed that AHP could provide an effective decision making approach for industrial 
engineering applications since the outcome of these problems were based on the evaluation of a 
number of alternatives with respect to a number of criteria, in many scenarios the criteria were 
often represented using different units or the data was hard to be quantified. Moreover, they 
provided some of the industrial engineering applications of the AHP that included its use in 
integrated manufacturing, evaluation of technology investment decisions, flexible manufacturing 
systems, layout design and in other engineering problems. 
Triantaphyllou et al (1997) modelled the maintenance decisions as MCDM problems. They 
mentioned that maintenance decisions often needed to consider complex criteria such as 
reparability, reliability and availability requirements. Moreover, such decisions could be made 
based on a set of competing criteria and alternatives, hence they stressed the need for maintenance 
decisions to be associated with sensitivity analysis. 
Ullman (2001) stressed the importance of the decision making process in engineering and design, 
he developed a concept of robustness for the decision making process based on twelve steps 
necessary to make robust decisions and listed all the activities required to support each step. 
Sadaghiani et al (2015) used the Best Worst Method (BWM) to assess the importance of the factors 
that affected the sustainability of the supply chain management practices in Oil and Gas industry. 
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They identified six criteria governing the process: economic stability, political stability, 
stakeholders’ pressure, competition, energy transition and regulations. They found that economic 
stability was the most important criterion followed by competition and political stability, the least 
important factors were regulations and energy transition. Their study aimed to help Oil and Gas 
companies in understanding the factors affecting the sustainability of their supply chain 
management practices.  
Afsordegan et al (2016) used a modified TOPSIS method with qualitative linguistic labels for 
selecting sustainable energy alternatives. They ranked seven energy alternatives with respect to 
nine criteria. The criteria set was defined by three environmental and energy experts. 
Dweiri et al (2016) used AHP based decision support system to rank suppliers in automotive 
industry in Pakistan. They identified a set of main criteria based on literature and expert judgment 
and a set of sub-criteria ranked on the basis of the main criteria. Then they applied sensitivity 
analysis to analyse the robustness of their outcome. 
Yazdani et al (2016) considered material selection as a core process in design and engineering, they 
claimed that the evaluation of materials often involved a large number of often conflicting criteria. 
They applied three MCDM methods to prioritize the selection process, then they conducted 
sensitivity analysis to assess the robustness of the outcome. 
Haddad (2016) said that systems engineering was often considered as a multidisplinary field of 
science that involved engineering and management. It focused on the design and management of 
complex systems.   
To achieve their goals, systems engineers needed to make a decision from a number of choices 
available, which included cost, ease of implementation and customer satisfaction targets while 
fulfilling the scope relating to each of the problem tasks (Haddad, 2016). 
In the trade-off triangle, the competing criteria of cost, ease of implementation and customer 
satisfaction were the independent variables and scope was the dependent variable as shown in 
figure 2.3.  
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Figure 2.3: The Trade-off Triangle (Haddad, 2016) 
Haddad (2016) claimed that if the customer satisfaction needed to be increased, cost and/or ease 
of implementation should be increased to achieve system requirements. If ease of implementation 
was increased then customer satisfaction and cost would increase to achieve system requirements. 
Also if cost needed to be reduced then customer satisfaction and/or ease of implementation should 
be reduced to achieve system requirements. This led to some important systems engineering 
decisions, since systems engineering was concerned with the design and management of a system. 
A multi-criteria decision tool could aid a systems engineer in making a suitable choice. 
Haddad (2017b) applied a new MCDM methods selection approach to recommend a suitable 
decision making method for mobility problems. 
Haddad and Sanders (2019a) applied PROMETHEE II method in a simulation to decide on the 
direction that a powered wheelchair would take. This was the first time that this sort of decision 
making has been used in this type of application. A user suggested a desired direction and speed 
and the decision making system suggested a safe direction for a wheelchair. The two were mixed 
and the wheelchair then tended to avoid obstacles. The inputs were from ultrasonic sensors and a 
joystick and the final direction was a mix of the desired direction and a direction that moved the 
wheelchair away from obstacles. The whole system helped disabled wheelchair users to drive 
their powered wheelchairs. It used a systematic decision making process. Sensitivity analysis was 
employed to explore potentially suitable directions as uncertainty and risk might be present. A 
suitable direction was selected that provided a robust solution. The user was able to over-ride the 
suggestions by the PROMETHEE II system by holding the joystick in a position. 
2.6 Critical Analysis 
Project managers often faced the challenge of increasing the efficiency of their businesses. To 
improve outputs they needed to improve the processes that provided the outputs. Therefore they 
Cost
Ease of 
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needed to understand, study and analyse the processes.  
Miller (1956) stated that most human beings were capable of dealing with a small number of criteria 
at the same time. The maximum number of criteria a human brain could manage at the same time 
was around seven and often the optimal number of criteria to manage at the same time was five. 
Making judgments in a high risk and uncertain environment, where higher stakes and many 
assumptions were involved made decision makers more vulnerable to distortion.  
To manage multi-criteria problems in a more efficient manner, decision makers tended to use 
MCDM methods. These methods could have both advantages and disadvantages to the final 
outcome(s).  
Since their development in 1971 MCDM methods have been criticized for many reasons: 
 Applying different MCDM method to the same MCDM problem could result in different 
outputs, this might be due to using different aggregation algorithms.  Hence the selection of 
MCDM method often controlled the final output of the decision making process. Moreover 
the selection of a MCDM method from a number of MCDM methods to solve a multi-criteria 
problem might be considered as a multi-criteria problem itself. 
 Criteria weights and preferences could be obtained in a manner that might influence the end 
results, decision makers might assign a numeric or linguistic preference to a criterion or 
criteria according to their personal experience and this might bias the decision process. 
 During the aggregation process to obtain the overall score of alternatives, important 
information could be lost due to the trade-off between good and poor performance criteria.  
An absolute correct answer was not always possible for real life problems, due to many factors such 
as market and demand variation, currency exchange and interest rate fluctuation, political stability 
and long duration. A compromise might be required. 
Using MCDM methods could completely change the decision making process by reducing a multi-
criteria problem to a single criterion problem with an optimal solution, for which alternatives were 
ranked accordingly (Mutikanga, 2012). 
Every variation would influence the decision- making processes, therefore to increase the 
probability of development project success, there would need to be an understanding of the 
influence of these variations to the development scenarios.  
2.7 Discussion and Conclusions 
Sections 2.1, 2.2, 2.3, 2.4 and 2.5 addressed project management, decision making and multiple 
criteria decision making, decision making in project management, human resource management, 
strategic marketing decisions in air transportation, corporate relocation and engineering. These 
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areas are used as examples in this Dissertation. 
The critique in the previous Section highlighted some of the problems. This Section will address 
solutions for these problems. 
Stakeholders needed to fully understand their roles during a project life cycle as early as possible 
so decision support techniques or software to reduce information overload and data redundancy 
might be useful. That could categorize and summarize important information for stakeholders to 
better understand the required goals of a project and reduce effort to manage information so that 
they could focus on important factors to successfully perform their roles. The techniques or 
software would aim to enhance the decision makers’ capabilities and facilitate the decision process 
through previous experience, not to eliminate the human factor (Leelarasamee, 2005). 
Making judgments in a high risk and uncertain environment, where higher stakes and many 
assumptions were involved makes decision makers more vulnerable to distortion. Hence the 
involvement of more complex scientific decision making methods was often required. The methods 
might have both advantages and disadvantage in finding a suitable final outcome(s). Examples of 
such methods are the MCDM methods. 
Although MCDM methods have been criticized for many reasons and the process of decision making 
in a multi-criteria decision making problem was sequential, a decision maker could go through 
iterations to create a cohesive body and to reach more robust and reliable comparisons. Checking 
the consistency of comparisons would also have an important role in the decision making process.  
Criteria weights and preferences were often obtained in a manner that might influence the end 
results. A decision maker might assign a numeric or linguistic preference to a criterion or criteria 
according to their personal experience and this might bias the decision process. The introduction 
of a group decision support software with a conflict management mechanism that included but was 
not limited to discussion, simplification, articulation of preferences and negotiation of the selected 
strategies, via consensus (Pretorius, 2016), might provide a reasonable solution for the personal 
biasing problem. 
During the aggregation process to obtain the overall score for alternatives, important information 
was often lost due to the trade-off between good and poor performance criteria.  To avoid 
distortion in the decision process, it was important for decision makers to understand the 
contextual concept of criteria weights before setting criteria preferences. 
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Using MCDM methods completely changed the decision making process by reducing multi-criteria 
problems to single criterion problems with optimal solutions, for which all alternatives were ranked 
accordingly (Mutikanga, 2012). After using MCDM methods, there might be a need to review the 
output of a decision process to ensure that factors affecting the decision process had been 
considered. 
Decision makers needed to understand potential uncertainty to improve the quality of their 
decisions and reduce risk. Moreover, understanding of uncertainty could lower inconsistency rates 
and lead to more reliable and robust representations of weights and performance evaluation scores 
(Norese, 2016; Haddad et al, 2019a). Scholten et al (2015) claimed that uncertainty in criteria 
weights could be present because of bias, inaccurate quantitative estimates, or because of the use 
of inexact weights.  Under-rating uncertainty could have an adverse effect on long-term planning 
because the costs of making a wrong decision could be significant.  
Haddad et al (2019a) said there was not one perfect MCDM method.  Decision makers might not 
be able to provide all the information and different problems would need different algorithms to 
produce suitable outcomes. They also said that performance evaluation scores and criteria weights 
were often hard to describe as “exact” numbers in real life. 
An absolute correct answer was not always possible for real life problems, especially in risky and 
uncertain environments. Conducting risk analysis in their environments would result in a wide range 
of options. Every variation would influence the decision making processes, therefore to increase 
the probability of success there would be a need to understand the influence of variations to the 
scenarios. A decision maker might develop many scenarios based on factors depending on 
variations. The study and analysis of these scenarios might reduce risk and increase the probability 
of success. 
There was no one MCDM method superior to others, but one MCDM method could deliver a more 
robust outcome than another for a specific problem.  
In MCDM there was no correct answer, there was the best compromise answer. But there was 
wrong application of MCDM methods, for example using a sorting method for a choice problem. 
Other factors needed to be taken into consideration when selecting a MCDM method. 
The complexity of these factors made it hard for a decision maker to provide accurate answers at 
an early stage of the decision process. 
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Risk analysis should be conducted for a problem before recommending a MCDM method, Results 
from sensitivity analysis and risk analysis should be incorporated to recommend a method that was 
least sensitive to factors highlighted by the risk analysis. 
2.7.1 Discussion  
To improve probability of project success, the triple constraints mentioned and other factors should 
be taken into consideration, several methods might be included in project planning such as market 
analysis and scenario planning. These methods would study, for example the market demand, 
resource availability and political stability. They would also incorporate various quantitative 
techniques with a user friendly software Graphical User Interface (GUI) and facilitate the application 
of newly developed techniques to provide stakeholders with a range of different scenarios based 
on key factors affecting project success. That would allow study and analysis to choose the scenario 
that fitted their needs and requirements. If project managers understood their organization 
structure, then that would help them understand their authority in making and enforcing decisions 
in projects. That would help produce better decisions through clear and proper organizational 
procedure. 
New techniques or software might help stakeholders to understand their roles in projects as early 
as possible and could enable decision makers to better engage in the decision process to develop 
more sound decisions that might achieve the desired aims and goals of projects and might fulfil 
organizations’ goals and targets. The techniques or software might reduce data redundancy and 
information overload to lower the effort needed by stakeholders to better fulfil their roles in 
projects. The new techniques or software might improve the decision making process by minimizing 
the effect of internal factors affecting the decision makers. Trying to facilitate the decision process 
through previous experience and not to eliminate the human factor. 
By introducing a group decision support tool with a conflict management mechanism to the 
proposed techniques or software, various stakeholders might engage in the decision process, share 
their opinions and articulate their preferences. This might lead to minimizing the personal bias and 
reach a decision that better served the organizations’ goals and targets. 
Uncertainty could be sources of distortion in making decisions. Uncertainty was present throughout 
all phases of the decision making process, many researchers stressed the need to consider 
uncertainty in making decisions (Butler et al, 1997; French, 2003; Stewart, 2005; Durbach & 
Stewart, 2011, 2012), however, it was not often considered in practice. 
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There were many definitions for uncertainty, Stewart (2005) identified it as “At most fundamental 
level, uncertainty relates to a state of human mind, i.e. lack of complete knowledge about 
something”, Walker et al (2003) stated that uncertainty was “any departure from the unachievable 
ideal of complete determinism”.  Stewart (2005) classified uncertainty into two general categories 
based on their location: 
 Internal uncertainty associated with decision makers’ preferences and judgments. 
 External uncertainty associated with consequences of the outcome. 
Van der Pas et al (2010) described four levels of uncertainties at both locations having two 
extremes: from determinism to total ignorance. Different methods were used to deal with different 
levels of uncertainties ranging from handling uncertainty probabilistically to deep uncertainty. Deep 
uncertainty was related to level 3 and level 4. 
Comes (2013) distinguished between two types of decision making using the type of uncertainty 
involved: 
 Decision making under ignorance where severe uncertainties were characterized by 
ignorance. 
 Decision making under risk where probability functions were known. 
2.7.2 Conclusions 
Conducting market analysis and scenario planning would not fall into the remit of this research. 
These methods would require demographics and segmentation, might be dependent on market 
size and potential competitors and would require building cost estimates. According to Stewart et 
al (2013) although these evaluations might benefit decision makers, they were not supported by 
formal analysis or consistency checks. These requirements might depend on personal biases and 
intuitions. 
MCDM methods were mathematical decision making methods. They might provide better decisions 
and minimize internal and external factors that could otherwise negatively affect the decision 
process. In addition personal biases might be eliminated.  
Due to the large number of existing multi criteria decision making methods, potential users might 
be encouraged to learn more about MCDM methods and problem characteristics to select the 
method that best suited their problem and avoided potential user’s dissatisfaction. There was no 
MCDM superior to another, but one MCDM method might deliver a more robust outcome than 
another for a specific problem. (Haddad et al, 2019a). 
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In MCDM there was no correct answer, there was the best compromise answer. However, there 
were wrong applications of MCDM methods. 
Other factors needed to be taken into consideration when selecting a MCDM method. The 
complexity of factors could make it difficult for a decision maker to provide accurate answers at an 
early stage of the decision process. 
Risk analysis should be conducted for a problem before selecting a MCDM method, Results from 
sensitivity analysis and risk analysis should be incorporated to recommend a method that is least 
sensitive to factors highlighted by the risk analysis. 
Introducing group MCDM techniques with a conflict management mechanism would enable various 
stakeholders to engage in the decision making process. That might lead to minimizing personal bias 
and eliminate internal and external risk factors.  
A user friendly software GUI clearly identifying stakeholders’ decision weight and governed by 
organization procedures could represent organizations’ structure. In addition the level of authority 
each stakeholder had in making and enforcing decisions could be shown. It could also reduce data 
redundancy and information overload by providing a more technologically advanced method to 
share opinions and articulate preferences. 
2.8 Decision Making Methods 
Making a decision could be considered as a process where alternatives were assessed to select a 
choice or a course of action to fulfil desired objectives and goals. 
A suitable decision making processes could be considered essential for successful decisions. 
Unsuitable and deficient decisions making might reduce an organization’s competitiveness. 
Decision makers needed to remove emotions from the decision process. (Process Improvement 
Project Guide, 2002) and the process should be as objective as possible. 
There was no unique and well-defined methodology that could be followed step-by-step from the 
beginning to the end of a decision making process. Many researchers modelled the decision making 
process as stages. Dewey (1978) presented the decision making process as five consecutive stages, 
starting with a recognition of a problem and ending with an evaluation of possible solution(s). 
Simon et al (1960) reduced this model to three phases: intelligence, design and choice. Many 
researchers did not see the decision making process as sequential stages; Witte (1972) considered 
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these stages as running in parallel, while Mintzberg et al (1976) considered these stages to have a 
circular relationship. 
From an amalgamation of the above models, Haddad (2017a) demonstrated the decision making 
process using the following steps:  
1. Define the Problem. 
2. Determine goals and targets. 
3. Define criteria. 
4.  Identify alternatives. 
5.  Select a decision making method. 
6.  Assess alternatives with respect to criteria. 
7. Review and validate outcome. 
At the end of a decision process, decisions should be reviewed and validated. Unsuccessful or 
inappropriate decisions should be reassessed and the process started again. This feedback loop is 
often present in decision making processes and would enable decision makers to assess the success 
or failure of a decision shown in figure 2.4. 
 
Figure 2.4: Decision making process (Haddad, 2017a) 
Saaty (1994) claimed that a decisional process should be: 
 Simple to construct. 
 Could incorporate both groups and individuals. 
 Unbiased. 
 Promote compromise and consensus. 
 Did not require excessive specialization or communication with an owner. 
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 Easily reviewed. 
 Roy (2011) identified decision aiding as: 
 “the activity of the man or women who, relying on clearly explicit, but not necessarily formalised 
models, helps a stakeholder to reach the elements of answers to the questions that he or she may 
ask during a decision making process. The elements should contribute to enlightening the decision, 
communicating about the decision, drafting recommendations, or promoting behaviour that would 
increase the coherence between the development of the decision making process on the one hand 
and the goals and value systems that the stakeholder is serving, on the other.” 
Decision making could be categorized into normative, descriptive and naturalistic. (Mahaffey, 
2016). Normative decision making was based on evidence, logic and analysis. These decisions focus 
on choosing the best-fit alternative from a set of alternatives using mathematical calculations and 
analysis. Decision makers chose the alternative that maximized the value of outcomes (Berger, 
1993). 
In real life problems, information needed to make a decision was often vague and uncertain. 
Normative decisions relied on using logic and mathematical models to represent decision situations 
(Albar, 2009). These approaches might identify a best-fit outcome and could weight and rank 
alternatives. They were often easy to use and easy to verify against their outcomes. But they could 
not offer information to identify the problem, nor predict, measure, or generate alternatives 
(Smith, 2003). Using average preference technique might provide decision makers with information 
that better identified the problem and could predict and generate alternatives through group 
decision making.  
According to Mahaffey (2016), normative decision making techniques might be preferred to other 
decision making techniques due to the use of an organized collection process to gather information 
directly related to problem, for analysis and assessment. In addition they usually produced rational 
decisions. 
Unlike normative decision making, descriptive decision making focused on a perception of reality, 
personal experience and emotions (Dane & Pratt, 2007). Descriptive decision making was based on 
intuition and experience. These techniques focused on the way people processed information and 
made judgments. There have been several studies involving the way individuals made choice and 
several on cognitive and emotional limitations that affected human rationality and produced 
judgmental errors (Albar, 2009). Moreover, other research showed irrational approaches could 
provide good decisions when past experience and patterns existed (Sauter, 1999). Some decision 
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makers’ might use the Recognition Primed Decision model, where decision makers tended to match 
previously learnt patterns to a new problem, to fill in missing details by assumption and previous 
experience through imagination or mental simulation (Albar, 2009).  
Intuition was another irrational decision making approach where the decision maker generates a 
cognitive output based on emotional inputs, past experience and practice. Intuition might help 
decision making, especially in making quick unexpected decisions (Albar, 2009). 
Naturalistic decision making was a hybrid decision making technique formed by the combination of 
normative and descriptive processes. This hybridized decision making technique had the advantage 
of both rapid analysis of information combined with the personal experience of a decision maker 
(Cummings, 2004; Weber & Johnson, 2009).  
2.8.1 Multiple Criteria Decision Making (MCDM) 
The international Society of MCDM claimed that the famous American scientist and politician, 
Benjamin Franklin (1706 – 1790) could be the earliest reference of using a decision making method, 
where he used a sheet of paper to write arguments in favor of a decision on one side and arguments 
against the decision on the other side. Then he eliminated the pros and cons of equal importance. 
In the end the side of the paper with more arguments would serve as the solution of the problem. 
MCDM was often considered as an important part of Operational Research, often referred to as 
Management Science or Decision Science (Mota, 2013). MCDM methods were often considered as 
reliable scientific decision making methods that provided a systematic, transparent approach to 
enhance objectivity and generate results with a reasonable satisfaction. MCDM aimed to improve 
the decision making process by giving voice to the decision maker, MCDM methods no longer 
provided optimal solutions but provided solutions that better satisfied the decision maker (Mota, 
2013). 
Zardari et al (2015) mentioned many terms have been used to describe MCDM. Some examples 
were:  
 Multi-Criteria Decision Analysis (MCDA). 
 Multi-Objective Decision Making (MODM). 
 Multi-Attributes Decision Making (MADM). 
 Multi-Dimensions Decision making (MDDM). 
MCDM problems could be divided into two types with respect to the solution of a problem: 
continuous and discrete as shown in figure 2.5. Multi Objective Decision Making (MODM) methods 
were used to deal with continuous problems. Multi Attribute Decision Making (MADM) methods 
were used to deal with discrete problems, often shown as a matrix (Zavadskas et al, 2014). 
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Figure 2.5: Broad classification of MCDM methods (Zavadskas et al, 2014) 
MODM methods aimed to find a best-fit alternative from a set of alternatives by considering a set 
of defined criteria and a set of quantifiable objectives. In MODM methods the number of 
alternatives was infinite (continuous). Therefore it could be a continuous challenge for decision 
makers (Jahan & Edwards, 2013; Zavadskas et al, 2014). 
MADM methods were often coupled with the Rational Choice Theory. MADM assumed that 
decision makers were interested in making money and driven by the possibility of making a profit. 
Therefore a formal and often predictive model of human behavior could be constructed (Zavadskas 
et al, 2014).  
According to Zavadskas et al (2014) MADM methods were concerned with discrete and 
predetermined alternatives (finite), which were described by a discrete set of criteria. Their main 
outputs were: 
 Rational selection from a finite set of alternatives. 
 Assessment and ranking of a finite set of alternatives. 
Others researchers categorized multi-criteria decision making methods into three categories, for 
example Roy (1996) categorized MCDM as:  
 Unique synthesis criterion approach, eliminating any incomparability. These methods 
aggregated different points-of-view into a unique function to be optimized. 
 Outranking synthesis approach, accepting incomparability. These methods developed an 
outranking relationship that represented decision makers’ preferences.  
 Interactive local judgment approach, with trial and error interaction. These methods 
alternated calculation steps, provided consecutive compromising solutions and dialog steps, 
to provide information on decision makers’ preferences. 
A definition of a “criterion” could be “a means or standard of judging” where a choice or course of 
action could be judged to be more desirable than another (Zavadskas et al, 2014). 
The aim behind MCDM development was to enable decision makers to solve conflicting real world 
quantitative and or qualitative multi-criteria problems and to find best-fit alternatives from a set of 
alternatives in certain, uncertain, or risky environments (Raju & Kumar, 2013).  
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MCDM could be considered a systematic process for analysing and choosing between alternatives. 
It aimed to split a problem into small parts, analysing and assessing each part, then aggregating all 
parts to select best feasible alternative from a set of alternatives using a predefined set of criteria. 
Some MCDM methods could only work with quantitative data. Other methods could work with 
both quantitative and qualitative data, the type of MCDM method used would depend on type of 
data and the problem. 
It was important for decision makers to understand the meaning of criteria weights and provide an 
accurate expression for these weights. Each MCDM method utilized criteria weights with different 
aggregation algorithm to calculate the overall score of alternatives and to provide decision makers 
with alternative rankings, therefore selecting the correct MCDM method and providing accurate 
criteria weights could improve the decision making process. 
During the past four decades many MCDM methods have been developed: 
 AHP: Analytic Hierarchy Process. 
 BWM: Best Worst Method. 
 ANP: Analytic Network Process. 
 ELECTRE: Elimination Et Choix Traduisant la Realite (French)—(Elimination and Choice 
Translating Reality) (English). 
 PROMETHEE: Preference Ranking Organization Method for Enrichment of Evaluation. 
 TOPSIS: Technique for Order Preference by Similarity to Ideal Solution. 
 WSM: Weighted Sum Method. 
 WPM: Weighted Product Method. 
 WASPAS: Weighted Aggregated Sum Product ASsessment Method. 
 VIKOR: VlseKriterijumska Optimizacija I Komopromisno Resenje (Serbian) – (Multicriteria 
Optimization and Compromise Solution) (English). 
Since their development, MCDM methods were applied to a large number of MCDM problems in 
different fields of science such as:  
 Engineering. 
 Economics. 
 Financial. 
 Real estate. 
 Supplier selection and many more. 
According to Olson (2001), since outputs of MCDM methods could not be checked for accuracy and 
they utilized different means when dealing with different data sets, MCDM methods were often 
difficult to compare. Consistency of comparisons were important for the MCDM methods, it 
showed the reliability and robustness of its outcomes (Rezaei, 2015). Saaty (2004) proposed that 
inconsistency could be “ one order of magnitude less important than consistency or 10% of the total 
concern with consistent measurement.” If inconsistency was larger than 10% it could disturb the 
decision making process. 
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Fifteen MCDM methods were addressed in this Dissertation and are included in Appendix A: 
 Additive Ratio ASsessment (ARAS) – Appendix A1. 
 Analytical Hierarchy Process (AHP) – Appendix A2. 
 Best Worst Method (BWM) – Appendix A3. 
 Elimination Et Choix Traduisant la REalite, (Elemination and Choice Expressing Reality) 
ELECTRE Family Methods – Appendix A4. 
 Preference Ranking Organization Method for Enrichment of Evaluation PROMETHEE 
Methods – Appendix A5. 
 Weighted Sum Method (WSM) – Appendix A6. 
 Weighted Product Method (WPM) – Appendix A7. 
 Simple Additive Weighting (SAW) – Appendix A8. 
 COmplex PRoportional ASsessment Method (COPRAS) – Appendix A9. 
 Weighted Aggregated Sum Product ASsessment Method (WASPAS) – Appendix A10. 
 Multiplicative Exponent Weighting (MEW) – Appendix A11. 
2.9 Decision Support Systems 
The previous Sections discussed decision making, MCDM methods. This Section will focus on 
Decision Support Systems (DSSs), present some DSS software uses and applications and discuss 
benefits of using DSS. 
2.9.1 Introduction to Decision Support Systems (DSSs) 
A DSS was a software based tool designed to analyze and process data to provide decision makers 
with the relevant information necessary to develop, assess and execute a course of action for a 
given problem (Burstein & Holsapple, 2008). 
Shim et al (2002) claimed that the field of DSSs had evolved from two research areas: theoretical 
decision making conducted in the 1950s and early 1960s and technical activities and exploration 
conducted in the 1960s. While other researchers claimed Michael S. Scott Morton first introduced 
DSS in the early 1970s under the name "Management Decision Systems” as a response to complex 
problems (Suen, 1994). 
Data might be described as raw facts and numbers and often could not be used in a decision making 
process. Data was organized, structured and interpreted to create useful information as shown in 
figure 2.9. 
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Figure 2.6: Data transformation to Information 
DSS output could vary form a simple series of numbers on a spreadsheet to detailed ranked courses 
of action (Burstein & Holsapple, 2008). DSS main purpose was often to facilitate the decision making 
process by providing relevant information to decision makers, resulting in efficient and accurate 
decisions. 
2.9.2 Categories and Classifications of DSSs 
Different types of DSS were considered in literature, Alter (1977) categorized DSSs according to the 
level of influence that the system had on the final decision, Bonczek et al (1981) defined a 
framework for DSSs in terms of the types of specialized functions each component of the system 
performed, Hayne (2006) classified DSS according to some defined criterion, his classification could 
help in investigating the relationship within and between different DSSs. Arnott and Pervan (2005) 
classified DSS according to the structure of DSS. Types and classifications of DSSs addressed in this 
Dissertation are included in Appendix B1 and B2. 
2.9.3 Available DSS Software 
During the past 40 years many DSS systems have been developed and below are some of these 
software applications: 
A. Expert Choice. 
B. Make It Rational. 
C. Tribium Decisions. 
D. D-Sight. 
E. Logical Decisions. 
F. Paramount Decisions. 
G. 1000Minds. 
H. ELECTRE Tri. 
I. PROMETHEE-GAIA. 
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A. Expert Choice 
Expert Choice was a DSS based on AHP, as shown in figure 2.7 aimed to provide decision makers 
with a well-structured, well defined support. According to Expert Choice website their prioritization 
platforms and methodologies had been taught at hundreds of universities and had been translated 
into several languages across the globe and their software was used in almost every industry to 
make tough decisions easier as shown in figure 2.8. 
 
Figure 2.7: DSS software and the MCDM method they used 
 
Figure 2.8: Applications of DSS 
Some successful Expert Choice clients were:  
 NASA. 
 Boeing. 
 Lockheed Martin. 
 Deloitte. 
 Roche. 
 Bank of America. 
 Washington Gas. 
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B. Make It Rational 
Make It Rational was considered easy to use decision making software that supported both groups 
and individually decision making processes. Make It Rational utilized multi-criteria evaluation and 
simplified decision making process, it was based on AHP, as shown in figure 2.7, it improved quality 
and reduce time of group decision making with an effective decision making process. 
According to Make It Rational website this software provided support for decision makers in:  
 Building models by collecting judgments, creating list of alternatives, identification of criteria 
used for evaluation of alternatives and setting preferences for each criterion, evaluating final 
score of alternatives and conducting and analyzing a sensitivity analysis for final results. 
 Ranking and choice by ranking alternatives from the highest scored to lowest therefore 
simplifying the selection process.  
 Prioritization and resource allocation by defining priorities on the basis of evaluated utility 
and allocating resources appropriately.  
 Benchmarking; comparing organizations’ processes to others and uncover opportunities for 
improvements. 
Make It Rational could often evaluate everything: projects, employees, products, candidates, 
software packages, buildings, suppliers, locations, processes, technologies, investments, cars, 
subcontractors, outsourcing companies, players, strategies, markets, customers, requirements as 
shown in figure 2.8. 
C. Tribium Decisions 
Tribium Decisions was a DSS based on AHP as shown in figure 2.7, it allowed evaluation of multiple 
alternatives against multiple hierarchy of objectives according to users’ quantitative and qualitative 
preferences.  
According to Tribium Decisions website their software could help decision makers in: 
 Creating complex nonlinear decision problem models involving a large number of criteria 
arranged in hierarchies for easier management. 
 Use different algorithms to match facts and opinions.  
 Evaluate and analyze important details of a problem.  
Tribium Decisions could often be used in different fields as shown in figure 2.8:   
 Finances, through balancing score card and credit scoring. 
 Management, through project prioritization. 
 Government, through environmental assessment, purchases and public projects. 
 Marketing, through Strengths, Weaknesses, Opportunities and Threats (SWOT) analysis, 
competitive analysis, product design and market sector analysis. 
D. D-Sight 
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D-Sight was hybrid DSS that utilized Multi Attribute Utility Theory (MAUT), PROMETHEE and AHP, 
as shown in figure 2.7 to help decision makers in making accurate and sound decisions.  
According to D-sight website, their software had been used in projects prioritization, building and 
supporting surface combatants, submarines, systems and equipment, civil nuclear energy, marine 
renewable energy and naval and industrial services, evaluating financial and functional factors, 
assessing and choosing the most adapted technology, innovation and action in public health, 
procurement and supplier selection as shown in figure 2.8.  
Some successful D-Sight clients were:  
 City of Lausanne. 
 DCNS group; a leading European shipbuilders and a naval defense company based in France. 
 STIB; Belgian urban public transport company. 
 Public Health agency of Canada. 
 Italferr; the Italian railway engineering company. 
 Bruxelles Airport. 
 German Aerospace Center. 
E. Logical Decisions 
According to Logical Decisions developers, Logical Decision was a DSS that provided innovative 
solutions for tough choices through evaluating choices by considering many variables at the same 
time, separating facts from value judgments and explaining outcomes. It also provided consulting 
and training to help decision makers find creative and acceptable solutions to most difficult 
decisions. 
According to Logical Decisions website their software was designed to address multi-objective 
problems, using the following steps: 
1. Identify the alternatives to be ranked. 
2. Set the goals and objectives to be met. 
3. Identify a set of criteria to evaluate alternatives. 
4. Evaluate the score for each alternative with respect to each criterion. 
5. Evaluate preferences of different scores of the criterion. 
6. Rank the alternatives according to overall score. 
7. Conduct sensitivity analysis on the final outcomes. 
Logical Decisions DSS had been used in many application areas, as shown in figure 2.8, according to 
the company’s website, Logical decisions was used in small missile route selection, pipeline routing, 
technology evaluation, reservoir siting, electric utility resource planning and business and threat 
evaluation.  
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 Some successful Logical Decisions clients were:  
 U. S. Army. 
 U.S. Air Force. 
 Metropolitan Water District of southern California. 
 Lower Colorado River Authority. 
F. Paramount Decisions 
Paramount Decisions was a DSS based on a Lean decision making system, known as Choosing By 
Advantages (CBA) as shown in figure 2.7, it used comparison among advantages of alternatives. 
Paramount Decisions claimed that their software provided a simple and intuitive solution for 
decision making process. Also, it helped organizations in solving complex problems, developing 
sound decisions, documenting their decisions, enabling transparency in the decision making 
process and improving the speed and quality of group decisions as shown in figure 2.8. 
Some successful Paramount Decisions clients were:  
 General Motors. 
 BOLDT. 
 DRP Construction Inc. 
G. 1000Minds 
1000Minds was a DSS based on “Potentially All Pairwise RanKings of all possible Alternatives” 
(PAPRIKA) method, as shown in figure 2.7, PAPRIKA method was patented in three countries: USA, 
New Zealand, Australia.  Moreover PAPRIKA has been recognized in seven innovation awards. 
According to 1000Minds website their software had been used often in all sectors, as shown in 
figure 2.8, including health, government, business, nonprofit and academic. 
Examples of applications were: 
 Ranking business projects and investments. 
 Supplier Selection proposals from procurement tenders. 
 Selecting candidates for a job. 
Some successful 1000Minds clients were:  
 Deloitte Australia. 
 Dairy Australia. 
 Boeing. 
 New Zealand Police. 
 Department of Labor New Zealand. 
H. ELECTRE Tri 
ELECTRE Tri was a DSS based on ELECTRE family methods, it was used to determine the category to 
which each alternative belongs to base on a pessimistic, an optimistic or a disjunctive rule. 
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ELECTRE family methods have been applied to a wide range of problems. 
I. PROMETHEE- Geometrical Analysis for Interactive Assistance (GAIA) 
PROMETHEE-GAIA was a DSS based on PROMETHEE family methods, according to PROMETHEE-
GAIA website their software enabled GDSS, extensions of PROMETHEE and integrated Visual 
PROMETHEE. PROMETHEE-GAIA was able to compare the points of view of different decision 
makers, analyzed conflicts between decision makers and generated consensus decisions. The 
PROMETHEE-GAIA software had been widely applied in different fields. 
2.9.4 DSSs Applications 
DSS were often used by individuals, group of decision makers and organizations to improve the 
decision process, provide more effective and accurate decisions. DSSs provided support for decision 
makers rather than replacing their judgments, figure 2.8 shows different fields where DSSs had 
been frequently used. 
Figure 2.7 shows that there was no DSS specialized in providing decision for a specific problem or 
field. Also, the same DSS could be used in more than one field according to decision makers’ 
preference. DSS did not provide decision makers with an obvious correct answers, therefore, 
decision makers had to make qualitative trade off and to take into account other circumstantial 
factors. 
2.9.5 Benefits of Using DSSs 
Using a DSS in a decision making process might have many benefits. DSSs could: 
 Improve efficiency and speed of decision making process. 
 Increase control, effectiveness and capability of future decision making process. 
 Facilitate interpersonal communication. 
Suen (1994) mentioned other benefits of using DSSs: 
 Increase in the number of alternatives examined. 
 Conduct sensitivity analysis in relatively short period of time. 
 Multi solutions could be generated. 
 Better understanding of the business case. 
 Fast response to unexpected situations. 
 Improved communication among group decision makers. 
 Better decisions generated from better analysis. 
 Effective team-work. 
 Time efficiency. 
 Better use of data resources. 
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Using computer-assisted tools could assist organizations’ management in effectively and efficiently 
process data to gain knowledge and meaningful patterns (Bhatt & Zaveri, 2002). A DSS could 
influence the decision making process during the design, construction and implementation phases. 
DSSs were often considered as systems that altered their knowledge based on facts and 
methodologies consistent with the constantly changing external environments and internal 
structures of organizations. A DSS could also assist in monitoring decision processes, notifying users 
of their inconsistent assumptions and making context-based decisions. 
A well-designed DSS could facilitate problem solving and enhance the organizational learning 
process and success. 
2.10   Conclusions 
The aim behind MCDM development was to enable a systematic process to solve conflicting real 
world quantitative and or qualitative multi-criteria problems and to find the best compromise 
alternatives from a set of alternatives in certain, uncertain, or risky environments. The type of 
MCDM method used would depend on type of data and the problem. 
Most DSS used MCDM methods to assess alternatives. According to Bhatt and Zaveri (2002) a DSS 
could often facilitate problem recognition, model building, assist in collecting, integrating, 
organizing and presenting the relevant information, select appropriate problem solving strategies, 
evaluate different solutions and recommend the best solution. All these activities could promote 
organizational learning, success and efficiency. DSSs could be used to implement and evaluate 
decision strategy. A well-designed DSS could often provide managers with options to check and 
evaluate different scenarios and outcomes.  
This Chapter provided a literature review on the applications of the new MCDM Methods Selection 
Approach presented in this research. The literature review addressed project management, 
decision making in project management, human resource management, marketing, corporate 
relocation and engineering. Some problems in project management and decision making were 
presented and initial thoughts to address them were considered. Finally a literature review of 
MCDM methods and DSSs was conducted and presented.  
The Next Chapter will consider thirteen approaches to select a most suitable MCDM method and 
conduct a comparative analysis among these approaches. 
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Chapter 3 Selecting Decision Making Methods 
The previous Chapter provided a literature review on the applications of the new Multiple Criteria 
Decision Making (MCDM) Methods Selection Approach presented in this research. Presented some 
problems in project management and decision making and considered thoughts to address them. 
A literature review of MCDM methods and Decision Support Systems (DSSs) was conducted and 
presented.  
This Chapter discusses MCDM methods selection and considers thirteen approaches to select a 
most suitable MCDM method, conducts a comparative analysis among these approaches and 
analyze their similarities and differences. 
3.1 Introduction 
Many researchers proposed different MCDM methods selection approaches. MacCrimmon (1973) 
might be the first to recognize the importance of the MCDM methods selection problem and the 
need to compare MCDM methods. MacCrimmon (1973) also identified preference information and 
proposed a classification of MCDM methods based on a method specification chart in the form of 
a tree diagram that included illustrative application examples. Hanne (1999) referred to the MCDM 
methods selection problem as “Meta Decision Problem” and suggested that the most common 
approach to handle such problems was to select a method from a finite set of methods based on a 
number of selection criteria. 
Many factors could affect the selection of MCDM methods. They could be selected randomly, the 
decision maker might have previous knowledge or experience with them, or they may just be 
available (Hanne, 1999; Laaribi, 2000; Ulengin et al, 2000; Kornyshova & Salinesi 2007). Ozernoy 
(1992) stated that it was impossible to include all types of problems, all existing MCDM methods, 
assumptions and preference information in one method selection approach. 
There were no good or poor MCDM methods, but there were methods that better suited a specific 
situation or a problem (Ozernoy, 1992; Kornyshova, 2011; Roy and Slowinski, 2013). Since the 
impact of the choice of method was critical to provide an appropriate outcome and the 
consequences of poor decisions were well known, the creation of a new approach for MCDM 
methods selection is described in this Chapter. The approach would aid a decision maker in the 
selection of most suitable MCDM method for their problem. 
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Ozernoy (1992) claimed that for a MCDM method to be appropriate or “Best” for a decision, then 
the decision maker should be aware of the method’s basis and assumptions, able to provide 
preference information required for the method and the outcome of the method should match the 
required ordering of the alternatives. Moreover, Ozernoy (1992) asserted that it was difficult to 
develop a “perfect MCDM method” because different types of problems required different solution 
techniques and some decision makers might not be able to provide the necessary information.  
Roy (2005) identified three concepts to define MCDM problems, Kornyshova and Salinesi (2007) 
added a fourth concept “Use in Practice” and used these concepts to analyze MCDM selection 
approaches. These concepts will be discussed in the next Sections. Next Chapter will present the 
new MCDM Methods Selection Approach and will introduce a fifth concept, Robustness of Results. 
The new approach presented in the next Chapter will address the type of problem, alternatives, 
criteria, use in practice and ease of use and the robustness of results. 
MCDM problems often demanded a specific MCDM method. The impact of the choice of a method 
on actual decisions was well known, as well as the consequences of poor decisions (Kornyshova, 
2011). Several researchers proposed approaches to select a suitable MCDM method for a MCDM 
problem. However, a well-structured MCDM method selection approach appeared to be missing. 
The MCDM literature proposed a number of methods to solve MCDM problems: 
 Outranking. 
 Selecting. 
 Weighting. 
 Fuzzy.  
 Multi-objective. 
Considering the diversity of these methods, many attempts have been made to aid decision makers 
in selecting a robust method for their problems. 
Thirteen selection approaches will be addressed in this Chapter: 
 Grenshon, (1981) Sub-Section 3.3.1. 
 Felix, (1995) Sub-Section 3.3.2. 
 Vincke, (1995) Sub-Section 3.3.3. 
 Ozernoy, (1997) Sub-Section 3.3.4. 
 Guitouni and Martel (1998) Sub-Section 3.3.5. 
 Ballestero and Romero (1998) Sub-Section 3.3.6. 
 Hanne, (1999) Sub-Section 3.3.7. 
 Laaribi, (2000) Sub-Section 3.3.8. 
 Ulengin et al (2000) Sub-Section 3.3.9. 
 Olson et al (2001) Sub-Section 3.3.10. 
 Kornyshova and Salinesi (2007) Sub-Section 3.3.11. 
 Eldarandaly et al (2009) Sub-Section 3.3.12. 
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 Roy and Slowinski, (2013) Sub-Section 3.3.13. 
A comparative analysis was undertaken to establish a better understanding. Kornyshova (2011) 
compared different selection approaches according to two perspectives: 
 Characteristics of MCDM methods. Section 3.2. 
 Characteristics of a selection approach. Section 3.3. 
3.2 Characteristics of MCDM Methods 
According to Roy (2005), MCDM problems were often defined using three basic concepts: 
 Problem where two factors could be used to describe a MCDM problem: 
a. Type of decision problem, which could be defined by the result expected from applying 
the selected method. The type of desired decision (Choice, Sorting, or Ranking) a selected 
method could generate should be considered. 
b. Problem scale; the size of a problem a method was able to deal with. For example, in an 
organization context the problem considered might concern a workplace, a department, 
or an entire enterprise.  
 Alternatives could be organized into five categories: 
a. Number of alternatives. Kornyshova (2011) claimed that the number of alternatives was 
an important factor for selecting a method and it might be reasonable to select a method 
that could incorporate a large number of alternatives. 
b. Ability to consider new alternatives. Potential actions might appear, disappear, or change 
their properties during a decision process. MCDM methods having the ability to deal with 
such problems could facilitate the process. 
c. Incompatibility and conflicts. A MCDM method might take into account incompatibility 
and conflict between the alternatives. 
d. Organization of the alternatives in the case of hierarchies. 
e. Nature of the alternatives set; a continuous or discrete set. 
 Criteria could be organized into four categories: 
a. Data type. Two kinds of data types might be considered: quantitative and qualitative. 
Certain methods might use both kinds of data type, while others require a quantification 
of qualitative values, which might deform the initial information. 
b. Measure scale. The scale could depend on the nature of the relationship between criteria 
values. Scales could be nominal, ordinal (restricted or unrestricted), interval, ratio and 
absolute (Roy, 2005). 
c. Criteria weighting. Several MCDM methods involved criteria weighting, others did not. 
d. Criteria interaction. Criteria could be independent, cooperative, or conflicting. 
 Kornyshova (2011) added a fourth concept namely “use in practice”. Use in practice could be 
grouped into four categories: 
a. Approach for giving partial and final evaluations where partial evaluations could be estimates 
of potential actions corresponding to each criterion such as simple measure, or pairwise 
comparisons, while final estimations could be a synthesis of the partial evaluations, such as 
outranking, or summing up. 
b. Ease of use could include ease of understanding, rapidity of adoption by users or ease of 
implementation. 
c. Cost. According to Hanne (1999), cost could include costs for implementing a method, cost 
for purchasing a tool and cost for training decision makers. 
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d. Decision maker preferences included an understanding of different methods, skills needed 
to use these methods and habit. 
A selection approach could be analyzed according to these four concepts. 
3.3 Selecting Decision Making Methods 
The objective of this Section is to present some of the available MCDM method selection 
approaches. The following approaches aimed to select one method and to compare MCDM 
methods with regard to various criteria.  
3.3.1 Grenshon  
Greshon (1981) proposed a MCDM method selection approach containing 27 criteria as a basis of 
comparison. These criteria were divided into four groups. The approach defined a set of criteria 
that were relevant to the problem, assigned weights to the criteria and evaluated the capabilities 
for each method. A description of this approach is included in Appendix C1. 
3.3.2 Felix  
Felix (1995) proposed a selection approach that aimed to analyze MCDM methods and considered 
alternative goals in a decision making process.  
Felix (1995) considered four generic criteria for a comparison between MCDM methods: 
1. Representation of decision alternatives. 
2. Representation of decision goals. 
3. Role of decision priorities. 
4. Methods of aggregation. 
Felix (1995) stated that MCDM method selection depended on decision situation.  
3.3.3 Vincke  
Vincke (1995) proposed an approach to enhance the understanding of decision-aid methods and 
help decision makers to select a method that suited their problem. The proposed approach defined 
a list of properties that could be used in selecting a MCDM method. Decision makers verified if the 
selected method incorporated these properties. The list of properties was compiled for better 
understanding of the methods. 
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The approach established a list of properties, where different methods were analyzed to 
understand which properties these methods satisfied and which they did not. The method that 
fulfilled more properties was selected. 
Moreover, Vincke (1995) stated that alternatives could hold different weights but he did not 
provide a solution for this case. However, this approach had a generic nature and could be applied 
to all MCDM methods. 
3.3.4 Ozernoy  
Ozernoy (1997) proposed an approach based on Expert Systems and claimed that the best MCDM 
method for resolving all problems did not exist. Moreover Ozernoy (1997) stated that the purpose 
of the approach could be to clarify the complexity of the selection problem and to enhance 
understanding and improve the decision making process. 
Ozernoy (1997) used an Expert Systems based tool to select a MCDM method conforming to the 
problem situation. He suggested using MCDM Expert Systems as logical and justifiable approaches. 
3.3.5 Guitouni and Martel  
Guitouni and Martel (1998) proposed an approach. The information provided from this approach 
made the selection process easier, less time-consuming and increased the probability of having 
fewer potential methods as an output (Mota, 2013). 
They claimed that the success of the problem depended on selecting the appropriate MCDM 
method. He used seven guidelines to design a typological tree of discrete MCDM methods. These 
seven guidelines captured essential characteristics of decision methods by combining an easy 
structure and a careful description of different methods. The Seven Guidelines were: 
1. Identify the proper operational approach compatible to the perspectives of the stakeholders 
or decision makers. 
2. Preference elucidation modeling. This could be divided to four steps: 
a. Preference elucidation mode itself such as pairwise comparisons and tradeoffs. 
b. Moment of preference elucidation, which often happened a priori.  
c. Global decision makers’ preference.  
d. Type of ordering of alternatives that resulted from the application of the method.  
3. Type of problem anticipated by decision makers. Choice, ranking, description or sorting were 
common examples. 
4. Understanding the kind of information considered (ordinal, cardinal or mixed). 
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5. Discrimination of criteria power (absolute or non-absolute) and compensation degree of the 
method and inter-criteria information. 
6. Hypothesis of the method (Independence, commensurability, invariance, transitivity, 
dominance). 
7. The existence of a software tool to support the application of the method. 
Answering the questions at every selection stage will eliminate a group or groups of methods. By 
answering all seven questions this approach could provide decision makers with an appropriate 
method or group of methods suitable for their problem. 
3.3.6 Ballestero and Romero  
Ballestero and Romero (1998) proposed an approach to study technical and analytical relations 
between MCDM methods based on distance functions. This model looked for a common root 
among methods. The study showed that the relative advantages and disadvantages of MCDM 
methods depended on the characteristics of the problem. 
3.3.7 Hanne  
Hanne (1999) proposed an approach to select a MCDM method by considering the problem of 
MCDM method selection as a meta-decision problem. Hanne (1999) argued that this problem could 
be solved using one of the following approaches: 
 Selecting a MCDM method from a finite set of methods, where Hanne (1999) categorized 
MCDM method families according to four general criteria sets: 
 Criteria suitability of the problem type. 
 Criteria based on solution concepts. 
 Implementation-oriented criteria. 
 Criteria depending on the specific decision situation. 
 Parameter assessments where a parameter optimization model enabled the user to select a 
MCDM method by choosing parameters from a continuous set. 
According to Hanne (1999) the parameters were additional information used to customize MCDM 
methods for a problem such as weights, achievement levels, threshold values, trade-offs, etc. 
(Kornyshova, 2011). Moreover Hanne (1999) suggested the use of machine learning to solve a 
meta-decision problem for recurring decision situations. 
3.3.8 Laaribi  
This approach was originally developed for Geographical Information Systems (GIS). It proposed an 
algorithm for MCDM method selection that was valid for different fields. It established links 
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between problem characteristics and Multiple Criteria Aggregation Procedure (MCAP) 
characteristics.  
The approach proposed by Laaribi (2000) was composed of the following steps: 
 Identification of problem characteristics, where all aspects of a problem were analyzed. 
 Identification of MCAP characteristics, in order to establish a link between problem 
characteristics and MCAP usage, which customized MCAP characteristics to suit a problem. 
 Passing from one node to another in a tree structure to select MCDM method from initial 
subset of MCDM methods by answering the following: 
o Discrete or Continuous. 
o Ease of understanding by user. 
o Confidence of the user. 
o Ease of program. 
o Available support for data processing. 
Moreover, Laaribi (2000) proposed the following to analyze types of decision problems: 
 Nature of alternative set (finite, infinite). 
 Nature of criteria set (quantitative, qualitative).  
 Value function (utility function or distance function). 
 Criterion discrimination power (thresholds and orders). 
 Relations between criteria. 
 Desired result type. 
 Inaccuracy of information. 
Laaribi did not suggest a structured algorithm to analyze the use of MCDM methods in practice 
(Koryshova, 2011). 
3.3.9 Ulengin et al  
Ulengin et al (2000) proposed an Integrated DEcision Aid model enriched by Artificial Neural 
Network (IDEAANN) to analyze the similarities between methods characteristics and problem 
parameters. The method assisted a decision maker throughout the decision making process. It dealt 
with discrete methods only. The approach consisted of three steps: 
 Structuring and Modeling of the problem, where the decision maker constructed cognitive 
maps, detected loops (with a hierarchical presentation) and choose whether to take into 
account all the hierarchy or just fundamental objectives. IDEAANN analysed the following 
problem characteristics: 
o Type of decision problem (choice, ranking, selecting). 
o Size of the problem according to number of criteria and alternatives. 
o Technical selection of the preference by decision maker; whether it was direct rating, 
trade-off or pairwise comparisons. 
o Decision makers’ preference structure according to the presence of thresholds and type 
of order (partial or complete). 
o Need to use relative importance (presence of weights). 
o Nature of performance values (quantitative, qualitative). 
 Matching the problem with a suitable set of MCDM methods. 
 Selecting a method from the subset of methods that best suited the problem. 
Ph.D. Chapter Three Haddad 
 
54 
 
Ulengin et al (2000) grouped discrete MCDM methods according to the following: 
 Elementary methods. 
 Interactive methods. 
 Value based methods. 
 Outranking methods. 
3.3.10 Olson et al  
Olson et al (2001) proposed an approach aiming to define the role of MCDM methods in a decision 
making process. The importance of alternatives according to criteria could change during a decision 
making process. Therefore Olson et al (2001) considered analyzing dynamic parameters of a 
decision making process. Examples of dynamic components were criteria importance fluctuation 
and alternatives alterations. 
3.3.11 Kornyshova and Salinesi  
Kornyshova and Salinesi (2007) proposed an analysis grid and provided steps for MCDM method 
selection. The proposed approach handled these aspects using a structured benchmarking grid. This 
approach included the following steps: 
 Initiation step, where the nature of multi-criteria problem was defined.  
 Candidate methods identification.  
 Candidate methods evaluation according to all the characteristics that have been defined. 
 Technique selection and application.  
The grid was made of 15 different aspects organized into four orthogonal dimensions:  
 Context (decision problem, treatment of a new alternative, taking into account of multi-
views). 
 Process (approaches for defining evaluations, approaches for decision criteria weighting, 
taking into account of various scales of criteria, easiness of use). 
 Form (notation, tools).  
 Object (data type, number of alternatives to be considered, treatment of incompatibility, 
alternatives conflicts and hierarchy).  
A software tool is available to support this method. 
3.3.12 Eldarandaly et al 
Eldarandaly et al (2009) proposed software based on the Microsoft Visual Basic 6.0 programming 
language. The output of the proposed software would be a set of recommended MCDM techniques 
that were suitable for a decision making problem under consideration. 
The approach consisted of the following steps: 
 Name objects and link them together into an object network. Objects were linked together 
if one object value could influence the other. 
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 Group objects connected in an object network into packages that could form rules. These 
rules could express knowledge abstractly in the form of an IF-THEN model. 
 Control the path of reasoning and resolve conflicts between competing paths. A systematic 
analysis of decision procedures was conducted if one method made more sense than another 
for a specific problem. 
Eldarandaly et al (2009) mentioned several factors that should be considered when selecting a 
MCDM method: 
 Characteristics of a problem, which included the size and complexity of the problem, defined 
as the number of objectives, criteria, alternatives and constraints. Also the amount of 
uncertainty present in the problem defined as the degree of risk and uncertainty in the nature 
of the relationship between elements and effects of decisions. 
 Characteristics of decision maker, which included the ability and/or desire of a decision 
maker to provide different amounts and types of preference information. Noting that most 
MCDM methods assumed that a decision maker could provide preference information either 
implicitly or explicitly. 
 Characteristics of solution, which included: 
o Ease of use defined in terms of cognitive burden placed on the decision maker. 
o Total time required for solving a problem, including solution time and interaction time 
with a decision maker. 
o Accuracy, defined in terms of whether the technique guaranteed a non-dominated 
solution and whether it converged to the theoretical optimal solution of the problem with 
respect to the decision makers preference structure. 
o Restrictiveness of the underlying assumptions. 
3.3.13 Roy and Slowinski Approach 
Roy and Slowinski (2013) designed a set of questions (primary and secondary) to help decision 
makers to choose a MCDM method well adapted to the decision context. A description of this 
approach is included in Appendix C2.  
3.4 Comparative Analysis between Approaches 
This Section will conduct a comparative analysis among the thirteen MCDM methods selection 
approaches presented in the previous Section based on the Kornyshova (2011) framework and 
understand their similarities and differences. 
3.4.1 Comparison of MCDM Methods Selection Approaches  
Kornyshova (2011) defined two aspects to categorize attribute characteristics of MCDM methods 
selection approaches: 
 Feature aspect; concerned with the characteristics that described the features of the MCDM 
methods selection approach presented in table 3.1: 
o Approach’s objectives could be: 
 Selection. 
 Selection and design.  
 Selection and understanding. 
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 Comparison between methods. 
 Links between methods. 
 MCDM on decision making steps. 
o Basic approach used to compare MCDM methods: 
 Tree analysis. 
 Textual. 
 Neural Networks. 
 Complying with a list of properties. 
 Expert Systems. 
 Decision making steps analysis. 
 Distance function. 
 Framework. 
o Presence of structured algorithm: Approach or comparison. 
o Selection approach nature: Multi-criteria or not multi-criteria. 
 Context aspect; concerned with the characteristics that described the context of the MCDM 
method selection approach presented in table 3.2: 
o Application domain: Specific or general. 
o Problem specification: 
 Yes, specified; the approach considered problem specification and proposed a 
typology of problem characteristics. 
 Yes, not specified; the approach indicated the need to analyze the problem specificity 
but did not propose a typology of problem characteristics. 
 No, the approach did not consider the problem specificity. 
o Decision making steps: Yes or no. 
o Tool for selection: Yes or no. 
Table 3.1: Feature Aspect vs. Selection method based on Kornyshova (2011) 
Feature Aspect/ 
Method Name 
Approach objective Basic approach used to 
compare MCDM methods 
Presence of structured 
algorithm 
Selection approach 
nature 
Grenshon Selection and 
understanding 
Complying to list of properties Comparison Multi-criteria 
Felix Comparison Textual Comparison Multi-criteria 
Vincke Selection and 
understanding 
Complying to list of properties Approach Not multi-criteria 
Ozernoy Selection Expert Systems Comparison Multi-criteria 
Guitouni and 
Martel  
Selection Tree analysis Approach Not multi-criteria 
Ballestero and 
Romero 
Links between 
methods 
Distance function Comparison Not multi-criteria 
Hanne Selection, design Textual Approach Multi-criteria 
Laaribi Selection Tree analysis Approach Not multi-criteria 
Ulengin et al Selection Neural Networks Approach Not multi-criteria 
Olson et al MCDM on DM steps DM steps analysis Comparison Not multi-criteria 
Kornyshova and 
Salinesi 
Selection Analysis grid Approach Multi-criteria 
Eldarandaly et 
al 
Selection Expert Systems Approach Not multi-criteria 
Roy and 
Slowinski 
Selection and 
understanding 
Complying to list of properties Approach Not multi-criteria 
Table 3.2: Context Aspect vs. Selection method based on Kornyshova (2011) 
Context Aspect/ Method 
Name 
Application domain Problem specification Decision making steps Tool 
Grenshon General Yes, specified No No 
Felix General Yes, specified No No 
Vincke General Yes, not specified No No 
Ozernoy General No No Yes 
Guitouni and Martel  General Yes, specified No No 
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Ballestero and Romero Specific (Economy) Yes, not specified No No 
Hanne General Yes, specified No No 
Laaribi Specific (GIS) Yes, specified No No 
Ulengin et al General Yes, specified Yes Yes 
Olson et al General Yes, specified Yes No 
Kornyshova and Salinesi General  Yes, specified No No 
Eldarandaly et al  Specific (GIS)  Yes, specified No Yes 
Roy and Slowinski General Yes, not specific No No 
 
3.4.2 Comparison of MCDM Methods 
Kornyshova (2011) suggested four categories containing 16 characteristics to compare MCDM 
methods: 
 Problem Characteristics presented in table 3.3: 
o Types of decision characteristics: 
 Selection. 
 Ranking. 
 Choice. 
o Problem Scale. 
 Alternative Characteristics presented in table 3.4: 
o Number of alternatives. 
o New alternative consideration. 
o Incompatibility and conflict of alternatives. 
o Alternatives organization. 
o Alternative set nature. 
 Criteria Characteristics presented in table 3.5: 
o Data types: 
 Qualitative. 
 Quantitative. 
 Mixed (qualitative and quantitative). 
o Measure scale: 
 Nominal. 
 Cardinal. 
 Interval. 
 Ratio. 
o Criteria weighting. 
o Criteria interaction: 
 Use in Practice presented in table 3.6: 
o Available tool: Yes or no. 
o Approaches for giving partial and final evaluation: 
 Measure. 
 Pairwise comparisons. 
 Outranking. 
 Summing. 
o Ease of use. 
o Costs for implementing. 
o Decision maker preference. 
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Table 3.3: Comparative analysis of MCDM methods selection approaches according to the problem characteristics of 
MCDM methods based on Kornyshova (2011) 
Problem Characteristics Type of decision problematic 
(Choice, Selection, Ranking) 
Problem scale 
(Size of the problem) Method Name 
Grenshon Yes Yes 
Felix No No 
Vincke No No 
Ozernoy No No 
Guitouni and Martel  Yes No 
Ballestero and Romero No No 
Hanne Yes No 
Laaribi Yes Yes 
Ulengin et al Yes No 
Olson et al No No 
Kornyshova and Salinesi Yes No 
Eldarandaly et a. Yes Yes 
Roy and Slowinski Yes No 
Table 3.4: Comparative analysis of MCDM methods selection approaches according to the alternatives characteristics of 
MCDM methods based on Kornyshova (2011) 
Alternative 
characteristics 
Number of 
alternatives 
New alternative 
consideration 
Incompatibility and 
conflict of 
alternatives 
Alternatives’ 
organization 
Alternatives’ set 
nature 
Method Name 
Grenshon Yes Yes Yes No Yes 
Felix No No No Yes No 
Vincke No No No No No 
Ozernoy No No No No Yes 
Guitouni and Martel  No No Yes Yes Yes 
Ballestero and 
Romero 
No No No No No 
Hanne Yes No Yes No Yes 
Laaribi Yes No No No Yes 
Ulengin et al Yes No No No No 
Olson et al No No No No No 
Kornyshova and 
Salinesi 
Yes Yes Yes Yes No 
Eldarandaly et al  Yes No Yes No No 
Roy and Slowinski Yes No Yes No No 
Table 3.5: Comparative analysis of MCDM methods selection approaches according to criteria characteristics of MCDM 
methods based on Kornyshova (2011) 
Criteria Characteristics  Data type (quantitative, 
qualitative, mixed) 
Measure scale 
(nominal, ordinal, 
mixed, interval, ratio, 
absolute) 
Criteria weighting Criteria interaction 
(independent, 
cooperative, conflicting) 
Method Name 
Grenshon Yes No No Yes 
Felix No No No Yes 
Vincke No No No No 
Ozernoy No No No No 
Guitouni and Martel  Yes No Yes Yes 
Ballestero and Romero No No No No 
Hanne Yes Yes Yes No 
Laaribi Yes Yes Yes No 
Ulengin et al Yes No Yes No 
Olson et al No No Yes No 
Kornyshova and Salinesi Yes Yes Yes No 
Eldarandaly et al  No Yes Yes Yes 
Roy and Slowinski No Yes Yes Yes 
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Table 3.6: Comparative analysis of the MCDM methods selection approaches according to use in practice characteristics 
of the MCDM methods based on Kornyshova (2011) 
Usage Available tool Approach for 
giving partial and 
final evaluation 
Easiness of use Cost for 
implementing 
Decision maker 
preference Method Name 
Grenshon No Yes No No Yes 
Felix No Yes No No No 
Vincke No No No No No 
Ozernoy No No No No No 
Guitouni and 
Martel  
Yes Yes No No Yes 
Ballestero and 
Romero 
No No No No No 
Hanne No Yes Yes Yes Yes 
Laaribi No No Yes No No 
Ulengin et al No Yes No No No 
Olson et al Yes Yes No No No 
Kornyshova and 
Salinesi 
Yes Yes Yes No No 
Eldarandaly et al No Yes Yes No Yes 
Roy and Slowinski Yes Yes Yes Yes Yes 
 
3.4.3 Discussion 
This Sub-Section provides a comparisons between: 
A. Feature Aspect vs. Selection method. 
B. Context Aspect vs. Selection method. 
C. MCDM methods selection approaches vs. problem characteristics of MCDM methods. 
D. MCDM methods selection approaches vs. alternative characteristics of MCDM methods. 
E. MCDM methods selection approaches vs. criteria characteristics of MCDM methods. 
F. MCDM methods selection approaches vs. use in practice characteristics of MCDM methods. 
A. Feature Aspect vs. Selection Method 
MCDM methods selection approaches could be compared in three different categories according 
to their features aspects. 
I. Approach objective: 
Grenshon (1981), Vincke (1995) and Roy and Slowinski (2013) considered selection and 
understanding as an approach objective. Hanne (1999) considered selection and design as an 
approach objective. Felix (1995) compared among methods as a research objective. Ozernoy 
(1997), Guitouni and Martel (1998) Laaribi (2000), Ulengin et al (2000), Kornyshova and Salinesi 
(2007) and Eldarandaly et al (2009) considered selection as an approach objective. While Ballestero 
and Romero (1998) linked between methods and Olson et al (2001) defined the role of MCDM on 
decision making steps.  
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Kornyshova (2011) defined a basic approach to compare MCDM methods as a tool that enabled the 
selection and analysis of MCDM methods. All the approaches considered analyzed MCDM methods. 
Grenshon (1981), Vincke (1995) and Roy and Slowinski (2013) conducted their comparisons based 
on set of properties. Felix (1995) and Hanne (1999) used textual comparisons, Guitouni and Martel 
(1998) and Laaribi (2000) used tree analysis, Ozernoy (1997) and Eldarandaly et al (2009) used 
expert systems, while Ballestero and Romero (1998) used Distance function models, Ulengin et al 
(2000) used neural networks, Olson et al (2001) used decision making steps analysis and 
Kornyshova and Salinesi (2007) used grid analysis as their basic comparison method. 
II. Presence of structured algorithm: 
Some of the approaches presented in this Chapter suggested a structured algorithm as a tool to for 
MCDM methods selection. Other approaches were based on a verbal comparison of the selected 
methods. A structured algorithm could guide users more scientifically. While verbal approaches 
were simple to use and that made them easily adoptable and adaptable in practice. 
Grenshon (1981), Felix (1995), Ozernoy (1997), Ballestero and Romero (1998) and Olson et al (2001) 
used comparisons as a structured algorithm for MCDM methods selection. Vincke (1995), Guitouni 
and Martel (1998), Laaribi (2000), Ulengin et al (2000), Kornyshova and Salinesi (2007), Eldarandaly 
et al (2009) and Roy and Slowinski (2013), suggested a structured approach for MCDM method 
selection.  
III. Selection approach nature: 
Grenshon (1981), Felix (1995), Ozernoy (1997), Hanne (1999) and Kornyshova and Salinesi (2007) 
considered the problem of selecting a MCDM method as a multi-criteria problem, while Laaribi 
(2000) and Ulengin et al (2000) considered it as a multi-criteria problem but they avoid using a 
particular MCDM method for selection which could generate a "vicious circle" (Kornyshova, 2011), 
therefore their selection approach nature was not multi-criteria. Moreover Vincke (1995), Guitouni 
and Martel (1998), Balestero and Romero (1998), Olson et al (2001), Eldarandaly et al (2009) and 
Roy and Slowinski (2013) did not consider or use a multi-criteria selection approach. 
B. Context Aspect vs. Selection Method 
MCDM methods selection approaches could be compared in four different categories according to 
their context aspects: 
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I. Application domain: 
MCDM methods selection approaches could be considered as general or specific. General methods 
could be used to select MCDM methods in any context while specific methods were tailored to give 
a better outcome for a specific problem domain. 
Grenshon (1981), Felix (1995), Vincke (1995), Ozernoy (1997), Guitouni and Martel (1998), Hanne 
(1999), Ulengin et al (2000) and Kornyshova and Salinesi (2007) designed general selection 
approaches. Laaribi (2000), Olson et al (2001) and Eldarandaly et al (2009) designed approaches 
specified for Geographic information systems (GIS) problems. While Ballestero and Romero (1998) 
designed an approach specified for economic problems. 
II. Problem specification: 
Grenshon (1981), Felix (1995), Guitouni and Martel (1998), Hanne (1999), Laaribi (2000), Ulengin et 
al (2000), Olson et al (2001), Kornyshova and Salinesi (2007) and Eldarandaly et al (2009) designed 
a MCDM methods selection approach that took into consideration problem specification and 
proposed a typology of problem characteristics. Vincke (1995), Balestero and Romero (1998) and 
Roy and Slowinski (2013) designed a MCDM methods selection approach that analyzed the problem 
specificity but did not propose a typology of problem characteristics, while Ozernoy (1997) did not 
consider problem specificity (Kornyshova, 2011). 
III. Decision making steps: 
MCDM methods were often involved in a decision making process. The role of MCDM methods 
were often highlighted to understand the involvement of MCDM methods in different decision 
making steps. Ulelgin et al (2000) approach assisted the decision maker throughout the decision 
making process, while Olson et al (2001) approach aimed to outline the role of MCDM methods in 
a decision process. 
IV. Tool for MCDM methods selection: 
Only three approaches from the thirteen approaches considered in this Chapter provided a tool for 
MCDM methods selection. Ozernoy (1997) and Eldarandaly et al (2009) used expert systems, while 
Ulengin et al (2000) used neural networks. These approaches could be applied to other application 
areas (Kornyshova (2011). 
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C. MCDM Methods Selection Approaches vs. Problem Characteristics of MCDM 
Methods 
MCDM methods selection approaches considered two aspects of problem characteristics when 
selecting a MCDM method: 
I. Type of decision problem (Selecting, Ranking, Choice) 
Grenshon (1981), Guitouni and Martel (1998), Hanne (1999), Laaribi (2000), Ulengin et al (2000), 
Kornyshova and Salinesi (2007), Eldarandaly et al (2009) and Roy and Slowinski (2013) considered 
the type of output required when selecting MCDM method.  
 Grenshon (1981) considered the decision problem in a non-mandatory 0-1 criteria group. 
 Guitouni and Martel (1998) considered the decision problem as the type of decision problem 
pursued by decision makers. 
 Hanne (1999) considered the decision problem as the “desired solution concept”. 
 Laaribi (2000) required a description of a problem situation. 
 Ulengin et al (2000) considered the decision problem as a “problem feature”. 
 Kornyshova and Salinesi (2007) considered the decision problem in the context of decision 
problem. 
 Eldarandaly et al (2009) considered the characteristics of decision problem and whether the 
technique generated a solution that converged to the theoretical optimal solution of the 
problem with respect to the decision makers’ preference structure. 
 Roy and Slowinski (2013) considered the decision problem as types of results the method is 
expected to produce. 
While Felix (1995), Vincke ((1995), Ozernoy (1997), Ballestero and Romero (1998) and Olson et al 
(2001) did not take into consideration the type of output anticipated from the application of a 
MCDM method. 
II. Problem scale (size of the problem) 
Grenshon (1981), Laaribi (2000) and Eldarandaly et al (2009) considered the problem scale when 
selecting MCDM method.  
 Grenshon (1981) discussed four aspects, number of: 
 Objectives. 
 Systems. 
 Constraints. 
 Variables. 
 Laaribi (2000) mentioned that problem scale could often be considered in two forms: special 
and geographic. 
 Eldarandaly et al (2009) claimed that the problem scale could be included in the 
characteristics of a problem. 
While Felix (1995), Vincke ((1995), Ozernoy (1997), Guitouni and Martel (1998), Ballestero and 
Romero (1998), Hanne (1999), Ulengin et al (2000), Olson et al (2001), Kornyshova and Salinesi 
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(2007) and Roy and Slowiski (2013) did not take problem scale into consideration when comparing 
different MCDM methods. 
D. MCDM Methods Selection Approaches vs. Alternative Characteristics of MCDM 
Methods 
MCDM methods selection approaches considered five aspects of alternative characteristics when 
selecting a MCDM method: 
I. Number of alternatives: 
Grenshon (1981), Hanne (1999), Laaribi (2000), Uengin et al (2000), Kornyshova and Salinesi (2007), 
Eldarandaly et al (2009) and Roy and Slowinski (2013) considered the number of alternatives when 
selecting a MCDM method. While Felix (1995), Vincke (1995), Ozernoy (1997) and Ballestero and 
Romero (1998) did not consider the number of alternatives as a factor when selecting MCDM 
methods. 
II. New alternative consideration: 
Only Grenshon (1981) and Kornyshova and Salinesi (2007) considered new alternatives in selecting 
MCDM methods. 
III. Incompatibility and conflict of alternatives: 
Incompatibility and conflict of alternatives were considered in: Grenshon (1981), Guitouni and 
Martel (1998), Hanne (1999), Kornyshova and Salinesi (2007), Eldarandaly et al (2009) and Roy and 
Slowinski (2013). 
 Grenshon (1981) addressed incompatibility and conflict of alternatives through analyzing the 
consistency of results criterion in the techniques dependent criteria group. 
 Guitouni and Martel (1998) considered incompatibility and conflict of alternatives through 
studying the type of ordering of the alternatives that results from the application of the 
method. 
 Hanne (1999) studied Incompatibility and conflict of alternatives. 
 Kornyshova and Salinesi (2007) considered a treatment for incompatibility and conflict of 
alternatives. 
 Eldarandaly et al (2009) mentioned that the amount of uncertainty present in a problem was 
defined as the degree of risk and uncertainty in the nature of relationships between elements 
and effects of a decision. 
 Roy and Slowinski (2013) addressed the conflict between alternatives through questioning 
the compensation allowed from good performances on some criteria on bad ones.  
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IV. Alternatives’ organization: 
Felix (1995), Guitouni and Martel (1998), Kornyshova and Salinesi (2007) and Roy and Slowinski 
(2013) considered alternatives’ organization: 
 Felix (1995) considered the representation of decision alternatives. 
 Guitouni and Martel (1998) considered the global decision makers’ preference structure and 
type of ordering of the alternatives that resulted from the application of the method. 
 Kornyshova and Salinesi (2007) considered alternative hierarchy. 
 Roy and Slowinski (2013) considered the organization of the alternatives as complete order 
or partial weak order. 
V. Nature of alternative set: 
The nature of alternatives set was taken into account as continuous or discrete in Grenshon (1981), 
Ozernoy (1997), Guitouni and Martel (1998), Hanne (1999) and Laaribi (2000). 
E. MCDM Methods Selection Approaches vs. Criteria Characteristics of MCDM Methods 
MCDM methods selection approaches considered four aspects of criteria characteristics when 
selecting a MCDM method: 
I. Data type: 
Quantitative and qualitative Data types were studied in Grenshon (1981), Guitouni and Martel 
(1998), Hanne (1999), Laaribi (2000), Ulengin et al (2000) and Kornyshova and Salinesi (2007). 
 Grenshon (1981) considered the ability to handle qualitative data in the mandatory 0-1 
criteria group. 
 Guitouni and Martel (1998) considered the data type by considering the type of information 
considered (ordinal, cardinal, or mixed). 
 Hanne (1999) considered discrete, integer or binary, stochastic or fuzzy variables. 
 Laaribi (2000) considered data type as the information nature of criteria. 
 Ulengin et al (2000) proposed three possible types of data: quantitative, qualitative or mixed 
(both quantitative and qualitative). 
 Kornyshova and Salinesi (2007) considered data type in the fourth orthogonal dimension. 
II. Measure scale (Nominal, ordinal, mixed, interval, ratio, absolute): 
Measure scale was considered in Hanne (1999), Laaribi (2000), Kornyshova and Salinesi (2007), 
Eldarandaly et al (2009) and Roy and Slowinski (2013). 
 Hanne (1999) claimed that criteria scale defined MCDM method validity. 
 Laaribi (2000), considered the measure scale as a parameter of the problem situation.  
 Kornyshova and Salinesi (2007) considered the measure scale in the second orthogonal 
dimension. 
 Eldarandaly et al (2009) considered the measure scale in the characteristics of the decision 
makers’ which included their ability and/or desire to articulate different amounts and types 
of preference information. 
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 Roy and Slowinski (2013) considered the measure scale through analyzing the “original 
performance scales” and its application. 
III. Criteria weighting: 
Criteria weighting was taken into account in Guitouni and Martel (1998), Hanne (1999), Laaribi 
(2000), Ulengin et al (2000), Olson et al (2001), Kornyshova and Salinesi (2007), Eldarandaly et al 
(2009) and Roy and Slowinski (2013). 
IV. Criteria interaction (independent, cooperative, conflicting): 
Criteria interaction was considered in Grenshon (1981), Felix (1995), Guitouni and Martel (1998), 
Eldarandaly et al (2009) and Roy and Slowinski (2013). 
 Grenshon (1981) considered criteria interaction in the application dependent criteria group. 
 Felix (1995) considered criteria interaction as relationships between goals. 
 Guitouni and Martel (1998) addressed criteria interaction through discriminating of criteria 
power and compensation degree of the method and inter-criteria information. 
 Eldarandaly et al (2009) addressed criteria interaction by analyzing the influence of links 
among objectives. 
 Roy and Slowinski (2013) addressed criteria interaction by analyzing the compensation of bad 
performances on some criteria by good performances on other. 
F. MCDM Methods Selection Approaches vs. Use in Practice Characteristics of MCDM 
Methods 
MCDM methods selection approaches considered five aspects of use in practice characteristics 
when selecting a MCDM method: 
I. Available tool: 
The availability of a tool that could automate steps of a decision making process was considered in 
Guitouni and Martel (1998), Olson et al (2001), Kornyshova and Salinesi (2007) and Roy and 
Slowinski (2013). 
II. Approach for giving partial and final evaluations (measure, pairwise comparisons, 
outranking, summing): 
Approaches that compared methods based on giving partial and final evaluations were Grenshon 
(1981), Felix (1995), Guitouni and Martel (1998), Hanne 1999, Ulengin et al (2000), Olson et al 
(2001), Kornyshova and Salinesi (2007), Eldarandaly et al (2009) and Roy and Slowinski (2013). 
 Grenshon (1981) and Felix (1995) considered this factor through analyzing the consistency of 
evaluations. 
 Guitouni and Martel (1998) addressed this factor through a preference elucidation model, 
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which included the type of ordering of the alternative that resulted from the application of 
the method. 
 Hanne (1999) addressed this factor through a solution concept. 
 Ulengin et al (2000) did not indicate how this factor was related to the problem situation and 
used this factor to describe the preference structure and preference method used by a user 
(Kornyshova, 2011). 
 Olson et al (2001) addressed this factor through analysing to the decision making steps. 
 Kornyshova and Salinesi (2007) related this factor to the problem situation and used it to 
characterize a way of selecting a method.  
 Eldarandaly et al (2009) addressed this factor through solution characteristics, which 
included accuracy defined in terms of whether the technique guaranteed a non-dominated 
solution and whether it converged to a theoretical optimal solution of the problem with 
respect to decision makers’ preference structure. 
 Roy and Slowinski (2013) identified this factor through analyzing the context of a decision 
process and the anticipated results from the application of a method and whether the set of 
actions were ranked without associating a numerical value to each of them as a complete or 
partial weak order. 
III. Ease of use: 
Ease of use was considered in Hanne (1999), Laaribi (2000), Kornyshova and Salinesi (2007), 
Eldarandaly et al (2009) and Roy and Slowinski (2013). 
 Hanne (1999) considered the ease of use as interactivity of man-machine dialogue and "user-
friendliness". 
 Laaribi (2000) considered the ease of use as ease of understanding, programming and 
application of a method. 
 Kornyshova and Salinesi (2007) discussed the ease of use in the second orthogonal 
dimension. 
 Eldarandaly et al (2009) considered the ease of use as part of the solution characteristics 
which included ease of use defined in terms of cognitive burden placed on a decision maker, 
total time required to solve a problem including solution time and interaction time with a 
decision maker. 
 Roy and Slowinski (2013) addressed the ease of use by the level of control an analyst 
possessed over the selected method. 
IV. Cost for implementation: 
According to Kornyshova (2011) the cost for implementation was considered in Hanne (1999). Roy 
and Slowinski (2013) addressed the cost of implementation by answering the following 
question,”does the analyst afford competence, time and finance to design and implement a 
method?”. 
V. Decision makers’ preference: 
Decision makers’ preferences were considered in Grenshon (1981), Guitouni and Martel (1998), 
Hanne (1999), Eldarandaly et al (2009) and Roy and Slowinski (2013). 
 Grenshon (1981) addressed decision makers’ preferences in application dependent criteria 
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group. 
 Guitouni and Martel (1998) addressed decision makers’ preferences as part of the 
preference elucidation model. 
 Hanne (1999) proposed a parameter optimization model that enabled the user to select a 
MCDM method design by choosing parameters from a continuous set. 
 Eldarandaly et al (2009) claimed that most MCDM methods assumed that a decision maker 
could provide preference information either implicitly or explicitly. 
 Roy and Slowinski (2013) addressed decision makers’ preferences through questioning the 
ability of a method to satisfy the needs of the involved stakeholders. 
3.5 Conclusions 
During the early creation of MCDM methods the application of MCDM selection approaches was 
not taken into consideration. Many potential MCDM methods users were discouraged to use 
MCDM methods in their problems due to losses in time and money caused by frequent mismatches, 
undesired results and loss of data caused by improper application of MCDM method, therefore, 
there was a need to create a MCDM method selection technique (Eldarandaly et al, 2009). 
Roy and Slowinski (2013) stated that many researchers compared different MCDM methods based 
on the final outcome provided by these methods. Such comparison of final results could be 
considered as “ill founded”. Moreover, Roy and Slowinski encouraged researchers to consider 
MCDM methods as a tool for better understanding the problem, exploring studying and evaluating 
different possibilities, rather than considering MCDM methods as a tool for making decisions. 
The selection approach was considered important because alternatives or courses of action that 
were selected as “best” often depended on the choice of method used, even if a problem was well 
structured the use of an inappropriate MCDM method could lead to inappropriate decisions 
(Hobbs, 1986; Ozernoy, 1992). 
Kornyshova and Salinesi (2007) mentioned some key points that if considered, could yield in a 
better selection approach:  
 Take into account the problem situation. 
 Allow a typology of problem characteristics. 
 Consider MCDM methods “specificities”. 
 Take into account data diversity (types, scales etc.). 
 Consider all main groups of MCDM methods and deal with new ones. 
 Present more precise estimation for parameters as alternatives numbers and easiness of use. 
 Allow selecting of MCDM methods, as well as its better understanding and adaptation to a 
robust case. 
 Consider interaction between goals. 
 Universal with regards to application domains. 
 Suggest a tool to facilitate MCDM methods selection. 
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Kornyshova (2011) claimed that understanding similarities and differences of selection approaches 
and identifying the requirements for a “good” MCDM method selection approach could improve 
the application of selection approaches. None of the approaches analyzed in this Chapter could 
satisfy all the characteristics considered, consider all MCDM methods available, nor study all 
aspects of a problem.  
Furthermore, it could be concluded that the selection approaches focused on different multi-
criteria decision making methods, different criteria comparison and different approaches for 
comparison.  
Different MCDM methods could provide different outputs when applied to the same problem, this 
was because methods deal differently with performance measures and criteria weights often have 
different impact from one method to another, moreover in MCDM problems a “correct” result did 
not exist (Tscheikner-Gratl et al, 2017) but there was the best compromise answer. If two methods 
delivered significantly different results then, at least one provided better results than the other 
(Haddad et al, 2019a).  
This Chapter discussed MCDM methods selection, considered thirteen approaches to select a most 
suitable MCDM method, conducted a comparative analysis among these approaches and analyzed 
their similarities and differences. 
The next Chapter will present new software for BWM, discuss group decision making and the 
average preference technique and its applications and presents the new MCDM Methods Selection 
Approach. MCDM problems characteristics and the characteristics of the MCDM methods will be 
considered and conclusions for the selection of the most suitable MCDM methods will be 
presented. 
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Chapter 4 New Approach to Select Decision Making Methods 
The previous Chapter focused on Multiple Criteria Decision Making (MCDM) methods selection and 
considered thirteen approaches to select a most suitable MCDM method. A comparative analysis 
was conducted for these approaches to analyze their similarities and differences.  
This Chapter presents software for the Best Worst Method (BWM), group decision making and the 
average preference technique, and the new MCDM Methods Selection Approach. MCDM problems 
characteristics and the characteristics of the MCDM methods will be analyzed and conclusions for 
the selection of the most suitable MCDM methods will be presented. 
The thirteen approaches often recommended a single MCDM method suitable for a problem by 
proposing a series of questions to define a problem and then suggesting a method from available 
methods within their databases. If a method was not available in their databases, the decision 
maker would be asked to revisit their answers and change them. None of these approaches 
considered the stability of the recommended method or considered sensitivity analysis as a 
measure of stability. The new MCDM Methods Selection Approach introduced in this Dissertation 
will recommend a subset of candidate methods suitable for a problem, then conduct sensitivity 
analysis on the subset of candidate methods to analyze the stability of their outcome by identifying 
critical input factors and calculating the minimum percentage change required in the most critical 
input factors to change the outcome of a method. These calculations will be used as a measure of 
stability for each method and will provide a justification for the recommendation. The method that 
delivers the most robust outcome and has fewer critical input factors will be recommended for a 
problem. 
The Best Worst Method (BWM) is a newly developed MCDM method that was described in the 
literature (Rezaei, 2015). It could be applied to a large number decision problems and could reduce 
the time needed for method application by using pairwise comparisons between criteria to derive 
criteria weights and pairwise comparisons between alternatives to calculate the overall score of the 
alternatives. Rezaei (2015) proposed a consistency ratio to check for the reliability of the 
comparisons. BWM could provide a robust outcome and it could be used to select the best 
alternative or to rank a set of alternatives. Software for the application of BWM was not available 
so a new program was created to apply BWM. The next Section describes the creation of the new 
software so that it could be considered in the new MCDM Methods Selection Approach. 
Simple decisions could be made individually, while more complex decisions, with different fields of 
expertise and of importance to an organization often needed to be made in groups. According to 
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Bonner et al (2002) problems could be solved in a more efficient manner if a group of people 
worked on them. In a group decision making process, individual preferences either reached 
unanimity or were aggregated using some form of calculation such as median, arithmetic mean or 
geometric mean (Rokou & Kirytopoulos, 2013). Using these calculations, a group of individuals 
could provide better and efficient decisions. Section 4.2 describes the creation of software that 
calculates the average preference of a group of stakeholders based on individual preferences. 
4.1 Best Worst Method (BWM) Software 
BWM was a new MCDM method that used pairwise comparisons between criteria to create a matrix 
representing the preference of each criterion compared to other criteria. A program for the 
application of the BWM was not available so one was created during this research. 
Microsoft Visual Studio was an integrated development environment used to develop computer 
programs for the Microsoft .Net framework. Visual Basic .net (VB.net) was popular because of its 
ease of use. It was a straightforward programming language with a simple Graphical User Interface 
(GUI). 
A program to apply the BWM was created using VB.net programming language (Haddad, 2016). The 
software calculated optimal weights for each criterion using the BWM and calculated an overall 
score for each alternative. 
The software could assist decision makers in achieving their goals and helped decision makers to 
set a preference for each criterion. The software calculated the optimal weights of three criteria 
using the BWM and then calculated the overall score of the alternatives. To create a set of 
examples, a number of alternatives and criteria were randomly set. 
When decision makers set the Best Criterion and Worst Criterion from cost, ease of implementation 
and customer satisfaction using the Track-Bars shown in figure 4.1, the software assigned these 
values to variables declared in the code as Best and Worst. The decision makers entered the values 
of the Best to Other vector and the Other to Worst vector using the six boxes shown at the top left 
of figure 4.1 and clicked the “Calculate Optimal Criteria Weights” button shown at the mid-left of 
figure 4.1. 
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Figure 4.1: Screen shot of the GUI for calculating the optimal criteria weights for BWM 
The new software checked for consistency. If comparisons were consistent, a consistency ratio was 
set to zero and optimal criteria weights were calculated. If comparisons were not consistent, the 
software calculated a consistency ratio and the optimal criteria weights. That calculation considered 
ζ, a value used to achieve the highest inequality when calculating optimal criteria weights. The 
optimal criteria weights and the consistency ratio were displayed in the boxes shown at the bottom 
left of figure 4.1. 
When the “Calculate” button shown on mid-right of figure 4.2 was clicked, the new software 
calculated the overall score of each alternative using the optimal criteria weights of the BWM and 
the average score of each alternative with respect to each criterion found in the fifteen boxes 
shown at the top right of figure 4.2. Results were displayed in the five boxes shown at the bottom 
right of figure 4.2. 
 
Figure 4.2: Screen shot of the user interface for calculating overall score of alternatives 
The overall score of the alternatives could be used to select the best alternative from a set of 
alternatives or to rank the set of alternatives. 
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4.2 Group Decision Making and Average Preference 
Organizations often make decisions within groups, where multiple perspectives might be 
complementary or contradictory. 
Merging theoretical decision making and practical experience might also improve a decision making 
process. Using the average preference could help project teams with setting a preference for 
criteria by calculating the average preference with respect to stakeholders’ degree of influence. 
To improve further, a group should coordinate and use resources efficiently. Examples of resources 
are experience, skills and knowledge of group members (Bonner et al, 2002). Wittenbaum et al 
(1998) defined group coordination as the way by which group members manage their individual 
input to a group task. The first step in utilizing group resources was identifying individual expertise. 
The task of a group was often to combine individual preferences into a combined group decision 
(Bonner et al, 2002). According to Rokou and Kirytopoulos (2013), when sharing responsibility for 
a decision making process, group commitment to an outcome could increase. Furthermore, group 
decision making could eliminate individual biases and boost the level of stakeholders’ contribution. 
Social decision schemes where a group output could be “truth wins, majority wins, or 
proportionality” might be applied when all group members had the same level of influence and 
authority in making and enforcing decisions, otherwise different aggregation methods might be 
applied to reach a group preference (Bonner et al, 2002). 
Arithmetic and geometric mean had often been used to aggregate preferences for a group decision 
making process to reach an overall score (Saaty, 2004; Rokou & Kirytopoulos, 2013). Other 
researchers introduced a preference aggregation process using mean and median (Stengel, 2011). 
While Kadzinski et al (2011) introduced the concept of a representative value function for 
preference aggregation. 
Forman and Peniwati (1997) argued that individual preference could be aggregated depending on 
whether group members acted as a unit or as separate individuals. If group members acted as a 
unit then Aggregation of Individual Judgments (AIJ) was used. If they acted as separate individuals 
then Aggregation of Individual Priorities (AIP) was used. It was often necessary to decide how to 
represent a group in advance since group preferences could not be aggregated using both methods 
(Forman & Peniwati, 1997) that could lead to different results. 
Aggregation of Individual Judgments (AIJ):  
If group members worked together to achieve organizations’ goals and targets and relinquished 
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their own preferences, their group becomes “a new individual and acts like one”. The geometric 
mean rather than the arithmetic mean should be used to aggregate individual preferences to 
reach a group preference (Forman & Peniwati, 1997). The geometric mean could be calculated 
using equation 4.1: 
𝑥 =  √∏ 𝑥𝑖
𝑛
𝑖=1
𝑛 .       (4.1) 
Where: 
𝑥: The geometric mean. 
𝑥𝑖: Individual preferences. 
n: Number of group members. 
Aggregation of Individual Priorities (AIP): 
If group members aimed to achieve their own preferences, the geometric or the arithmetic 
mean could be used to aggregate the individual preferences to reach a group preference 
(Forman & Peniwati, 1997). The geometric mean could be calculated using equation 4.1 and the 
arithmetic mean could be calculated using equation 4.2: 
𝑥 =  
1
𝑛
∑ 𝑥𝑖
𝑛
𝑖=1 .      (4.2) 
Where: 
𝑥: The arithmetic mean. 
𝑥𝑖: Individual preferences. 
n: Number of group members. 
Stengel (2011) argued that calculating a group preference using a median could benefit an 
aggregation process when extreme values were present since data were often clustered near the 
median. Using a mean could affect a final output when there were abnormalities in inputs. Stengel 
also claimed that using the median to calculate a group preference could provide a robust outcome 
but not an analytical solution. 
Dominant individuals could affect the aggregation process, so a weighted arithmetic or geometric 
mean based on a level of influence of stakeholders could enhance a decision process. 
Different opinions might be settled using a conflict management mechanism. A computer software 
with a user interface clearly identifying influence and level of authority of stakeholders’ could 
provide support and guidance to group decision makers. Outputs of software might vary from 
simple numbers to more detailed courses of action. These outputs could improve a decision making 
process by providing relevant data and information for a decision maker, to develop a more 
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efficient and higher quality decision (Mahaffey, 2016). 
Benefits achieved from using computer-based techniques for group decision making could be: 
 Higher efficiency through the use of new technologies and high performance hardware and 
software. 
 Decision makers could share opinions and articulate preferences. 
 Better decision quality through the participation of a larger number of decision makers in the 
process, which tend to minimize personal bias. 
Average preference combined the preferences of several individuals to obtain an overall preference 
for a group. It calculated the arithmetic or geometric mean of preference. 
Two issues were considered in group decision making, the influence of a decision maker and 
individual preferences. By considering the level of influence of a decision maker, average 
preference could weigh the individual preference accordingly. If a decision maker had more 
influence than others, their individual preference could have a higher weight when calculating the 
arithmetic or geometric mean, hence creating a weighted arithmetic or geometric mean. An 
influence of a stakeholder was a replication of their individual preference, in other words, 
multiplying the level of influence by the individual preference. 
Not all decision makers involved in the decision making process had the same influence, knowledge 
and experience, therefore different weights could be allocated for their opinions, then the weighted 
arithmetic or geometric mean might be applied (Saaty, 2004). 
According to Saaty (2004) at least one condition from the following conditions might be violated 
when deriving a rational group choice from ordinal individual preferences: 
 Decisiveness: Aggregation processes generally produce a group order. 
 Unanimity: If all individuals prefer alternative A to alternative B, then the aggregation 
procedure should produce a group order indicating that the group preferred alternative A to 
alternative B.  
 Independence of alternatives: Given two sets of alternatives which both include A and B, if 
all individuals preferred A to B in both sets, then the aggregation procedure should produce 
a group order indicating that the group, given any of the two sets of alternatives, preferred 
A to B.  
 No dictator: The group order could not be defined by a single individual preference. 
When applying average preference it should be assumed that decision makers’ had the same 
representations for criteria preferences, which is not always achievable in real life problems (Rokou 
& Kirytopoulos, 2013).  
Using different aggregation algorithms for group decision making could affect the end result, hence 
choosing the correct algorithm for the application could provide better judgments. 
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4.2.1 Average Preference 
Using VB.net within Microsoft Visual Studio 2012, Software was created that calculated the average 
preference for group: 
A. Pairwise comparisons. 
B. Criteria weights. 
C. Best to Other Vector. 
D. Other to Worst Vector. 
These are described in the following Sub-Sections. 
A. Average Preference for Group Pairwise Comparisons 
The new software calculated the weighted average preferences of nine pairwise comparisons 
obtained from five different stakeholders using a weighted arithmetic mean or a weighted 
geometric mean. The number of pairwise comparisons and the number of stakeholders were 
randomly selected and used as an example. 
Preferences of each stakeholder were entered in the allocated textboxes shown at the bottom of 
figure 4.3. According to an organization’s structure and stakeholders level of authority in making 
and enforcing decisions, stakeholders’ influence were set on the track bars shown at the top left 
of figure 4.3. 
According to the way stakeholders acted during the decision process, arithmetic mean or 
geometric mean could be applied. The user could select arithmetic mean or geometric mean to 
calculate the average preference of criteria from the track bar shown in the mid top section of 
figure 4.3. 
During a decision process, if stakeholders acted as one unit to achieve organizations’ goals and 
targets and relinquished their own preferences, then the geometric mean rather than the 
arithmetic mean could be used to aggregate individual preferences to reach a group preference 
(Forman & Peniwati, 1997), as shown in figure 4.4. 
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Figure 4.3: Screen shot of the user interface to calculate weighted average pairwise comparisons using arithmetic mean 
 
Figure 4.4: Screen shot of the user interface to calculate weighted average pairwise comparisons using geometric mean 
If stakeholders acted as individuals aiming to achieve their own preferences, the geometric or the 
arithmetic mean could be used to aggregate individual preferences to reach a group preference 
(Forman & Peniwati, 1997). 
If arithmetic mean was selected and “Evaluate Average Pairwise Comparison” button was clicked 
(found in midle of figure 4.3) then, the average stakeholders’ pairwise comparisons was 
calculated using weighted arithmetic mean depending on stakeholders’ influence and 
stakeholders’ individual pairwise comparisons. 
As an example five stakeholders were considered: 
The pairwise comparisons/influence value = [(1st. stakeholder pairwise comparisons * 1st. 
stakeholder influence) + (2nd. stakeholder pairwise comparisons * 2nd. stakeholder influence) + 
(3rd. stakeholder pairwise comparisons * 3rd. stakeholder influence) + (4th stakeholder pairwise 
comparisons * 4th stakeholder influence) + (5th stakeholder pairwise comparisons * 5th 
stakeholder influence)]. 
Average stakeholder pairwise comparisons = The pairwise comparisons/influence value divided by 
the summation of stakeholder influences as shown in equation 4.3. 
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𝑥 =  (
1
∑ 𝑊𝑛𝑖=1 𝑖
 ∑ 𝑥𝑖. 𝑤𝑖
𝑛
𝑖=1  )     (4.3) 
Where: 
𝑥: The weighted arithmetic mean. 
𝑥𝑖: Stakeholder i preference. 
𝑊𝑖: Stakeholder i influence. 
n: Number of stakeholders. 
If the geometric mean was selected and “Evaluate Average Pairwise Comparison” button was 
clicked (found in the middle of figure 4.4) then, the average stakeholders’ pairwise comparisons 
was calculated using weighted geometric mean depending on stakeholders’ influence and 
stakeholders’ individual pairwise comparisons. 
The stakeholder pairwise comparison/influence value = [(1st. stakeholder pairwise comparisons ^ 
1st. stakeholder influence) * (2nd. stakeholder pairwise comparisons ^ 2nd. stakeholder 
influence) * (3rd. stakeholder pairwise comparisons ^ 3rd. stakeholder influence) * (4th 
stakeholder pairwise comparisons ^ 4th stakeholder influence) * (5th stakeholder pairwise 
comparisons ^ 5th stakeholder influence)]. 
Average stakeholder pairwise comparisons =  The stakeholder/influence value rooted to the 
summation of stakeholder influences as shown in equation 4.4. 
𝑥 =  ( √∏ 𝑥𝑖
𝑊𝑖𝑛
𝑖=1
∑ 𝑊𝑖
𝑛
𝑖=1
 )     (4.4) 
Where: 
𝑥: The weighted geometric mean. 
𝑥𝑖: Stakeholder i preference. 
𝑊𝑖: Stakeholder i influence. 
n: Number of stakeholders. 
B. Average Preference for Group Criteria Weights 
The new software calculated the weighted average preferences of three criteria obtained from five 
different stakeholders using a weighted arithmetic mean or a weighted geometric mean. The 
number of criteria and the number of stakeholders were randomly selected and used as an 
example. 
Preferences of each stakeholder were entered in the allocated textboxes shown at the middle of 
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figure 4.5. stakeholders influence were set on the track bars shown at the left of figure 4.5. The user 
could select arithmetic mean or geometric mean to calculate the average preference of criteria 
from the track bar shown at the middle right of figure 4.5. 
 
Figure 4.5: Screen shot of user interface to calculate weighted average criteria preference using arithmetic mean 
If arithmetic mean was selected and “Evaluate Average Preference” button was clicked (found at 
the middle of figure 4.5) then, the average criteria preference was calculated using weighted 
arithmetic mean depending on stakeholders’ influence and stakeholders’ individual criteria 
preferences. 
The software also compared average criterion preferences to find the highest and lowest criteria 
preference to identify Best criterion and Worst criterion. Results would appear in two text boxes at 
the bottom right of figure 4.5. 
If the geometric mean was selected and “Evaluate Average Preference” button was clicked (found 
at the middle of figure 4.6) then, the average criteria preference was calculated using weighted 
geometric mean depending on stakeholders’ influence and stakeholders’ individual criteria 
preferences. 
The software also compared average criterion preferences to find the highest and lowest criteria 
preference to identify Best criterion and Worst criterion. Results would appear in two text boxes at 
the bottom right of figure 4.6. 
 
Figure 4.6: Screen shot of user interface to calculate weighted average criteria preference using geometric mean 
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C. Average Preference for Group Best to Other Vector 
The new software calculated the weighted average preferences of Best to Other Vector for three 
criteria obtained from five different stakeholders using a weighted arithmetic mean or a weighted 
geometric mean. The number of criteria and the number of stakeholders were randomly selected 
and used as an example. 
When preferences of each stakeholder were entered in the allocated textboxes shown at the 
middle of figure 4.7. Stakeholders influence were set on the track bars shown at the left of figure 
4.7. The user could select arithmetic mean or geometric mean to calculate the average preference 
of criteria from the track bar shown at the top right of figure 4.7. 
 
Figure 4.7: Screen shot of user interface to calculate weighted average Best to Other Preference Vector for three criteria 
using arithmetic mean 
If arithmetic mean was selected and “Evaluate Average Preference” button was clicked (found at 
the middle of figure 4.7) then, the average Best to Other criteria preference vector was calculated 
using weighted arithmetic mean depending on stakeholders’ influence and stakeholders’ individual 
Best to Other criteria preference vectors. Results would appear in three text boxes at the middle 
right of figure 4.7. 
If the geometric mean was selected and “Evaluate Average Preference” button was clicked (found 
at the middle of figure 4.8) then, the average Best to Other criteria preference vector was calculated 
using weighted geometric mean depending on stakeholders’ influence and stakeholders’ individual 
Best to Other criteria preference vectors. Results would appear in three text boxes at the middle 
right of figure 4.8. 
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Figure 4.8: Screen shot of user interface to calculate weighted average Best to Other Preference Vector for three criteria 
using geometric mean 
D. Average Preference for Group Other to Worst Vector 
The new software calculated the weighted average preferences of Other to Worst Vector for three 
criteria obtained from five different stakeholders using a weighted arithmetic mean or a weighted 
geometric mean. The number of criteria and the number of stakeholders were randomly selected 
and used as an example. 
Preferences of each stakeholder were entered in the allocated textboxes shown at the middle of 
figure 4.9. Stakeholders influence were set on the track bars shown at the right of figure 4.9. The 
user could select arithmetic mean or geometric mean to calculate the average preference of criteria 
from the track bar shown at the top right of figure 4.9. 
If arithmetic mean was selected and “Evaluate Average Preference” button was clicked (found at 
the middle of figure 4.9) then, the average Other to Worst criteria preference vector was calculated 
using weighted arithmetic mean depending on stakeholders’ influence and stakeholders’ individual 
Other to Worst criteria preference vectors. Results would appear in three text boxes at the middle 
right of figure 4.9. 
 
Figure 4.9: Screen shot of user interface to calculate weighted average Other to Worst Preference Vector for three criteria 
using arithmetic mean 
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If the geometric mean was selected and “Evaluate Average Preference” button was clicked (found 
at the middle of figure 4.10) then, the average Other to Worst criteria preference vector was  
calculated using weighted geometric mean depending on stakeholders’ influence and stakeholders’ 
individual Other to Worst criteria preference vectors. Results would appear in three text boxes at 
the middle right of figure 4.10. 
 
Figure 4.10: Screen shot of user interface to calculate weighted average Other to Worst Preference Vector for three 
criteria using geometric mean 
4.3 New MCDM Methods Selection Approach 
This Section presents a new approach to select a suitable MCDM method, taking into consideration 
the problem, alternative, criteria and use in practice and addressing the robustness of results. The 
new approach will address MCDM methods dealing with a discrete set of alternatives (MADM 
methods) and provide a subset of candidate MCDM methods appropriate for a problem, applies 
sensitivity analysis to the subset of candidate methods to compare the stability of their outcomes 
and recommend the MCDM method that provided the most robust and stable outcome. 
A new structured approach was created to help decision makers in selecting a suitable MCDM 
method. The new MCDM methods selection approach had a friendly user interface and was created 
using the VB.net programming language within Microsoft .Net framework. New algorithms were 
created to conduct sensitivity analysis, which were implemented in Microsoft Excel. A flow chart 
for the new MCDM Methods Selection Approach is in Appendix G and a flow chart, a tree diagram 
and .exe file for the new MCDM Methods Selection Approach is at: 
https://sites.google.com/myport.ac.uk/mcdm-methods-selection/home.  
A decision maker was asked to provide answers for questions regarding the problem characteristics 
and the MCDM method characteristics. A track bar was dragged towards the appropriate answer 
and a subset of candidate methods suitable for a specific problem was recommended. The subset 
of candidate methods was applied to the problem.  
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A structured approach was created based on the analysis of MCDM methods, selection approaches 
and comparison between approaches presented in Sections 3.2, 3.3 and 3.4. The analysis revealed 
a number of factors that needed to be addressed when selecting a MCDM method. These included: 
 Problem characteristics: Nature of alternative set, type of input set, nature of information 
considered, type of preference mode considered and type of decision problem addressed. 
 MCDM methods' characteristics: Type of ordering of alternatives, criteria measure scale and 
type of preference structure considered. 
 Availability of software tool to support the method. 
 Ease of use. 
The new approach was created using VB.net programming language. Figure 4.11 shows a screen 
shot of the GUI of the new MCDM selection approach. The output of the proposed approach was a 
set of recommended MCDM methods that were suitable for their problem. 
 
Figure 4.11: New MCDM Methods Selection GUI 
A set of answers was required from the user to recommend a subset of candidate methods. These 
answers were entered through a set of ten track-bars that allowed a user to choose an appropriate 
option for each of the factors considered above. The five track-bars shown in the upper half of 
figure 4.11 represented the problem characteristics and the three track-bars shown in mid left of 
figure 4.11 represented the MCDM method characteristics. Software availability was represented 
as a Yes-No Track-bar shown in the middle of figure 4.11 and Ease of Use was represented as a 
track-bar shown in the middle right of figure 4.11, sliding from Easy to Use to Difficult to Use. The 
decision maker pressed the “Recommend MCDM Method(s)” button shown on the bottom left of 
figure 4.11 to recommend a MCDM method(s), the software analysed the inputs from the track-
bars and provided the decision maker with a subset of candidate methods that best suited their 
problem in the text-box shown in middle bottom of figure 4.12. If the options entered did not match 
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any method in the software database then a “Recommended MCDM is not found in database” 
message was displayed. 
 
Figure 4.12: Subset of candidate methods recommended by the New MCDM Methods Selection Approach 
New Excel algorithms were created and used with other mathematical approaches to conduct 
sensitivity analysis on the subset of candidate methods to recommend a method that provided the 
most robust outcome and met the decision makers’ risk and uncertainty concerns. The equations 
used in the new Excel algorithms are presented in Sub-Section 5.1.3.  
4.3.1 Analyzing Problem Characteristics 
The problem characteristics addressed in this new approach included:  
A. Nature of alternative set. 
B. Type of input set. 
C. Nature of information considered. 
D. Type of preference mode. 
E. Type of decision problem. 
A. Nature of Alternatives Set 
MCDM methods were often categorized based on the set of alternatives considered for a problem: 
Multi-Objective Decision making (MODM) and Multi-Attribute Decision making (MADM): 
1. MODM methods considered a non-predetermined continuous set of alternatives, these 
methods often involved searching for the best decision among an infinite set of possible 
alternatives (Eldrandaly et al, 2009; Zavadskas et al, 2014). Each alternative was evaluated 
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using an objective function (Malczewski, 1999) and were usually related to design and 
planning (Hwang & Yoon, 1981). Mota (2013) provided two examples of MODM methods: 
Multi-Objective Programming (MOP) and the Goal Programming (GP) methods. 
 MOP was used for the optimizing mathematical problems through multiple objective 
functions. 
 GP was considered as a branch of MOP and characterized a generalization of linear 
programming used for multiple and differing objective measures. 
2. MADM methods considered a predetermined discrete set of possible alternatives in terms of 
attributes (Eldrandaly et al, 2009; Zavadskas et al, 2014), normally considered information 
from decision makers (Hwang & Yoon, 1981). Mota (2013) described a number of MADM 
methods: Technique for Order Preference by Similarity to Ideal Solution (TOPSIS), The 
Analytical Hierarchy Process (AHP), Elimination Et Choix Traduisant la Realité (ELECTRE) 
family and Preference Ranking Organization Methods for Enrichment Evaluations 
(PROMETHEE) family. 
The approach created and described in this Dissertation addressed MADM methods that 
considered a discrete set of alternatives. There was not time to consider MODM. 
B. Input Set 
Duckstein (1979) presented examples of types of criteria.  
 Criteria that could be easily quantified such as cost, tensile strength.  
 Criteria that could not be easily quantified such as environmental impacts, political 
preferences and beauty.  
MCDM problems often considered two types of input data: quantitative and qualitative. Some 
MCDM methods could only consider one type of data (quantitative or qualitative), while other 
methods could consider both types without the need to quantify qualitative data and deform the 
original information (Kornyshova & Salinesi, 2007). 
The new approach presented in this Dissertation considered three types of input set: quantitative, 
qualitative or mixed. 
C. Nature of Information  
MCDM problems often involved different levels of uncertainty and MCDM methods could be 
categorized based on the nature of information provided by the decision maker: 
 MCDM with certainty (Deterministic) where all the relevant information needed for a 
problem was known (crisp) and the data considered were precise. 
 MCDM with uncertainty. According to Eldrandaly et al (2009) MCDM problems could involve 
two types of uncertainty:  
 Limited information about a problem. 
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 Fuzziness of the inputs of a problem. 
Other researchers referred to uncertainty as the imperfection in human evaluation and complex 
nature of real life problems (Kornyshova, 2011; Mota, 2013).  
Durbach and Stewart (2011; 2012) described uncertainty in MCDM using five different models 
(probability function, decision weights, explicit risk measures, fuzzy numbers and scenarios). They 
claimed that the most popular way to model uncertainty was using probability functions. 
 The new approach considered three types of inputs to MCDM problems: Deterministic, non-
deterministic or mixed. 
D. Preference Mode  
In many problems the preference mode was defined a priori. Many researchers claimed that the 
choice of a MCDM method often depended on the type preference mode a method could consider 
(Vincke, 1995; Guitouni & Martel, 1998). 
Different preference expressions could be used to compare alternatives. The most commonly used 
were: Pairwise comparisons and performance measures.   
Moreover criteria might have different optimization directions (maximizing or minimizing). Vincke 
(1995) claimed that these optimization directions could be easily converted.  
The new approach considered: Pairwise comparisons and performance measures and did not 
consider the direction of criteria optimization. 
E. Decision Problem  
The type of decision problem was often defined by the expected final outcome. Many MCDM 
methods provided a specific type of outcome and could only support a specific type of decision. To 
select an appropriate MCDM method for a problem it was important to know the type of the final 
outcome required. Often decision makers know the type of final outcome anticipated from the 
application of a MCDM method. In an attempt to clarify the outcome of MCDM methods, Roy 
(1985) identified four types of decision problems and these types of problems were considered in 
the new approach described in this Dissertation: 
 Sorting: The final outcome of MCDM method was a classification of potential alternatives in 
predefined clusters. 
 Description: The aim of this type of problem was to perform an accurate and detailed analysis 
of the consequences of all possible alternatives without making any recommendation. 
Guitouni and Martel (1998) claimed that this type of problem corresponded to the 
structuring phase of a problem. 
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 Ranking: The aim of this type of problem was to order the alternatives according to their 
overall scores with respect to a set of criteria. 
 Choice: The aim of this type of problem was to aid decision maker(s) in selecting the most 
appropriate alternative(s) from a set of possible alternatives. 
4.3.2 Analyzing MCDM Methods Characteristics 
The MCDM methods' characteristics addressed in the new approach included:  
A. Type of ordering of alternatives. 
B. Criteria measure scale.  
C. Type of preference structure considered. 
A. Alternatives Ordering 
Different MCDM methods could provide different types of ordering of alternatives, the new 
approach considered two types of ordering for alternatives: 
 Total order: The objective of this type of ordering was to rank the alternatives from the best 
to the worst, all the alternatives were considered comparable and it was possible to 
discriminate between them (Vincke, 1995; Guitouni & Martel, 1998). Kornyshova and Salinesi 
(2007) considered final orders as a combination of partial orders. 
 Partial order: The objectives of this type of ordering were similar to the preceding one, but 
considered incomparability options and in some scenarios it was not possible to discriminate 
between alternatives (Vincke, 1995; Guitouni & Martel, 1998). Kornyshova and Salinesi 
(2007) considered partial orders as simple measurements or pairwise comparisons that 
provided evaluations for each potential alternative with respect to each criterion. 
B. Criteria Measure Scale 
To assess a set of alternatives with respect to a set of criteria, the set of criteria should adopt a 
suitable measure scale, indicating the nature of relationship between criteria values. Measurement 
scales were used to categorize or quantify alternatives. Saaty and Ergu (2015) identified ordinal 
(nominal, ordinal) and cardinal (interval, ratio and absolute) as the most commonly used 
measurement scales. Moreover they stressed that cardinal scales were essential in MCDM due to 
a basic need to make trade-offs. 
Guitouni and Martel (1998) claimed that ratio scales could provide higher quality of information 
than interval scales and interval scales could provide higher quality of information than ordinal 
scales.  
Saaty and Ergu (2015) stated that interval scales could be used to represent judgements, 
differences and compare between a pair of values, but interval scales could only be averaged and 
could not be multiplied or added. Ratio scales were commonly used in science and all four 
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arithmetic operations could be applied to ratio scales. Absolute scales, which were a special case 
of ratio scales with a constant multiplier equal to one, were the strongest type of measurement 
scales.  
The new approach considered four types of criteria measure scale: 
 Nominal. 
 Ordinal. 
 Absolute. 
 Interval. 
C. Preference Structure Considered 
Roy (1985) defined a criterion as a tool to correspond to each alternative with a value representing 
its desirability to factors related to the same “point of view”. Moreover Roy (1985) specified three 
types of preference structure when comparing two alternatives. These types of preference 
structures were adopted in this approach: 
 Incomparable: Both alternatives could not be compared to each other. 
 Indifference: Both alternatives were indifferent from each other. 
 Preference: One alternative was preferred to the other. 
Preference could float from strict preference to weak preference. Weak preference was considered 
as hesitation between indifference and strict preference. Discrimination thresholds (i.e. 
indifference and preference thresholds) could be used to provide a clearer image for decision 
makers. 
4.3.3 Ease of Use and Software Availability 
In real world MCDM problems, where a large number of alternatives and criteria were incorporated 
and risk and uncertainty were considered, a computer tool to apply a MCDM method would be 
useful to aid decision makers in finding the most appropriate solution. Many researchers claimed 
that users often select a MCDM method because a software tool to support the method application 
was available (Ozernoy, 1992; Hanne, 1999; Laaribi, 2000; Kornyshova, 2011).  
Only MCDM methods with available software tools were considered in the new approach database. 
If a user selected the “No” option on the Software availability track bar then a “Recommended 
MCDM is not found in database” message was displayed. 
Ease of use was important in MCDM methods selection. Many decision makers avoided using 
complicated, hard to implement or time consuming decision aiding methods. Decision makers 
tended to apply a decision aiding method they were familiar with, skilled in using it, did not require 
a lot of effort to understand and inexpensive to apply. 
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Costs of application included costs for implementing a method, purchasing the software tool and 
for training the decision makers in applying a method (Kornyshova & Salinesi, 2007).  
Time to implement a method could be measured as the time needed to understand a method, 
interact and implement the software tool and to solve a problem. Grenshon (1981) stated that the 
time for implementation included the time and effort required to determine all the necessary 
problem parameters. Hanne (1999) claimed that due to the power of modern computers, the 
computing time required to solve a problem could be ignored and stressed that designers should 
focus on a friendly user interface. User friendliness could be achieved through a GUI and help 
functions. Designing a MCDM method with a user friendly GUI could lower the cost of 
implementation since the time required for user interaction could be significantly lowered and the 
time required for user interaction was often responsible for a major part of the implementation 
cost. 
Different MCDM methods required different amounts of time to apply. More sophisticated and 
complex methods often required more time to apply than simple methods. Decision makers could 
choose a method based on the amount of time they possess, if decision makers have little time 
available for interaction with a problem, then those methods that required a large amount of time 
could be avoided. 
In the new approach, the software incorporated the factors mentioned in this Sub-Section and 
analysed the user input from the track-bar “Ease of Use” which slides from “Easy to Use” to 
“Difficult to Use” to recommend a subset of candidate methods. 
4.3.4 Robustness of Results 
Different decision making methods were used for different real-life problems and there did not 
appear to be superior methods. Poyhonen and Hamalainen (2001) stated that although different 
weighting methods often considered the same theoretical algorithms, they often led to different 
outcomes. Ozernoy (1992) asserted that there was no perfect MCDM method because decision 
makers might be unable to provide all the required information and/or different problems required 
different algorithms to deliver their intended outcomes. 
All decision making processes involved an element of risk. Risk was an uncertain event or condition 
that, if it occurred, had a positive or negative effect on at least one objective. Since risks originated 
from uncertainty, a risk with probability of one could be considered a fact. The outcomes of a 
decision making process were significantly shaped by internal and external factors. Some of these 
factors were known, while others were unknown to decision makers.  
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Risks were inevitable in real world problems. Internal risks included time, cost and team changes, 
external risks included change in regulations, market shift, technical issues and unforeseeable risk. 
Studies suggested that 90% of problems could be avoided with better risk management (Project 
Management Institute, 2017). Decision makers should exploit, enhance and capture positive risk 
(opportunity) and avoid, mitigate and transfer negative risk (threats). 
Severity = Impact * Probability (Project Management Institute, 2017). Risks with high severity 
required priority action and an aggressive response strategy. Risks with medium severity required 
proactive action and should be added to a watch list for future monitoring. Accepted risks with low 
severity should be added to the watch list for future monitoring.  
Based on the risk severity and impact, decisions could have: 
 Acceptable risk. The existing risk was not significant enough to impact decisions. 
 Medium risk. Decisions were made with a certain degree of risks that might affect decisions. 
 Catastrophic risk. These were the risks with high severity and must be taken into 
consideration. Their impact could affect decisions. 
Since data in MCDM problems were often imprecise and changeable, it was important to conduct 
sensitivity analysis on the data. It made more sense to accurately determine the critical weights of 
the criteria and the performance measures. A sensitivity analysis, conducted at an early stage, 
might reveal which criteria weights and performance measures had a tendency to be more critical 
to decisions (Triantaphyllou & Sánchez, 1997). Salo and Hamalainen (1992) claimed that weighting 
methods that allowed decision makers to provide imprecise preference statements often produced 
better preference elicitation. Scholten et al (2015) claimed that uncertainty in criteria weights could 
occur from personal biases, inaccurate quantitative estimates or the use of imprecise weights to 
reduce inconsistencies. 
It was important for decision makers to understand the nature of uncertainty, in order to enhance 
their ability to make decisions and to reduce the level of risk associated with their decisions. A 
decision maker would seek the judgment of individuals or groups who possessed specialized 
knowledge in a particular area. The judgment provided by people with expertise could be utilized 
at various stages in order to carry out effective decision making. However, expert knowledge was 
not always enough to fill the gap. Decision making tools aimed to improve the general process of 
decision making (Ishizaka & Siraj, 2018). 
Scholten et al (2015) stated that detailed consideration of uncertainties might have a 
counterproductive effect if stakeholders became overwhelmed with uncertainties, but they 
asserted that using simplified assumptions to explore (and not only to rank) alternatives might 
provide important insights. The process of helping stakeholders define their fundamental objectives 
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and to use them to create and compare innovative solutions did not require a detailed 
consideration of uncertainties (Gregory et al, 2012). The under rating of uncertainties might have 
adverse outcomes in long term planning, since the cost of a wrong decision due to not considering 
uncertainty could be severe.  
Triantaphyllou and Sanchez (1997) claimed that weights assigned to criteria characterized the 
importance of the criteria, therefore identifying the critical criteria and accurately re-evaluating 
their weights could improve the decision making process. They proposed a framework to determine 
the minimum percentage change required in criteria weights to change the ranking of any two 
alternatives and the minimum percentage change required in performance measures to change the 
ranking of any two alternatives “in terms of a single decision criterion at a time”. 
Miettinen and Salminen (1999) claimed that in real life problems, criteria weights were often 
difficult to provide as “exact” numbers and provided a number of examples were criteria values 
could not be defined as exact numbers. They modelled uncertainty in criterion weights as 
probability functions and fuzzy values. They claimed that inaccuracy might be better understood by 
using pseudo criteria; introducing preference and indifference thresholds where the inaccuracy 
could be filtered between these thresholds. 
Durbach and Stewart (2011; 2012) depicted uncertainty using five different models: probabilities, 
decision weights, explicit risk measures, fuzzy numbers and scenarios and they claimed that the 
most popular way to model uncertainty was using probabilities. Durbach and Stewart (2011) stated 
that decision makers tended to favour the model of uncertainty that provided easier judgement 
and concise information. 
Wolters and Mareschal (1995) defined three types of sensitivity analysis for a problem: 
 Sensitivity of a ranking to changes in scores of all alternatives depending on certain criterion. 
In this case uncertainties were in particular criterion scores. 
 The effect of changes in performance measures of one alternative with respect to a criterion.  
 The minimum change in criteria weights required to make an alternative ranked first. 
Saaty and Ergu (2015) stated that sensitivity analysis was widely used in quantitative mathematical 
models and used as an assessment tool to validate the feasibility, robustness and reliability of a 
model or a method. Moreover, they asserted that a MCDM method should include a tool to assess 
the stability and validity of outputs with vague input values. AI-Shemmeri et al (1997) asserted that 
the "stability of results" was important and analyzed the effect of small changes in the inputs on 
solutions. Grenshon (1981) claimed that if the outcomes of a method were consistent with other 
methods it indicated that the method was useful for application to similar problems. 
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In MCDM problems a “correct” result does not exist (Tscheikner-Gratl et al, 2017). The best 
compromise solution was what MCDM methods delivered. Ozernoy (1992) claimed that many 
researchers considered the main factor in selecting the “best” MCDM method was the methods’ 
accuracy in representing the decision makers’ preferences and the quality of outcomes derived 
from their application. Ozernoy (1992) also claimed that methods’ accuracy might be hard to define 
since all methods claimed they accurately represented decision makers’ preferences and proposed 
to conduct sensitivity analysis to validate methods’ accuracy. Haddad et al (2019a) said that if a 
method delivered significantly different outcomes than other methods then, at least one method 
was invalid. Ozernoy (1992) defined the validity of a method through questioning:  
- If a method accurately fulfilled the reason of its application? 
- If the method assumptions concerning attribute independence and attitudes toward  
risk were consistent with decision makers’ preferences? 
- Did the method predict the unaided decision makers’ evaluations of alternatives? 
- Were the methods final outcomes efficient? 
- Was the method’s algorithm logically sound? 
4.4 Conclusion 
The large number of existing MCDM methods confused potential decision makers, resulting in 
inappropriate pairing of methods and problems (Haddad & Sanders, 2018). There was no one 
MCDM method that was better than another, but one MCDM method could deliver a more robust 
outcome than another for a specific problem (Haddad et al, 2019a). Moreover, MCDM methods 
might not be applied correctly, for example using a sorting method for a choice problem. Both 
performance measures and criteria weights were studied and sensitivity analysis was applied to 
performance measures and criteria weights to give a recommendation (Haddad et al, 2019a). 
A new program to apply the BWM was created and that was described in Section 4.1. The new 
program calculated optimal weights for each criterion and an overall score for each alternative. 
Average preference technique could enhance group decision making process and reduce bias. 
Depending on the way stakeholders acted during the decision making process, arithmetic mean or 
geometric mean could be applied. Stakeholders’ influence could often shape decisions. The 
weighted geometric mean or the weighted arithmetic mean could be used to calculate the average 
preference of a group of stakeholders depending the stakeholders’ influence and individual 
preferences. 
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New programs to calculate the average preference for group pairwise comparisons, group criteria 
weights, group Best to Other vectors and group Other to Worst vectors were created and described 
in Section 4.2.  
Selecting an appropriate MCDM method for a MCDM problem was often considered a difficult task, 
especially when a decision maker was challenged with conflicting criteria and alternatives. Selecting 
an appropriate MCDM method for a particular application was often considered a MCDM problem 
by itself (Al-Shemmeri et al, 1997). Different MCDM methods could hold specific strengths and 
weaknesses. Careful judgment in selecting a MCDM method with regards to its strengths and 
weaknesses could provide a better outcome for a problem. Mota (2013) claimed that not all the 
methods were suitable for the same situations. For that reason there was a need to find the right 
method for a certain situation. 
The proposed new approach translated risk and uncertainty in a problem to changes in the inputs 
of the problem (i.e. criteria weights and performance measures). Sensitivity analysis was conducted 
on the subset of candidate methods to check for the robustness of their outcomes. The minimum 
percentage change in each criterion weight and in each performance measure required to change 
the ranking of any two alternatives were calculated. The method that delivered the most robust 
outcome from the subset of candidate methods showed that it was more resilient to risk and 
uncertainty factors and was recommended to the problem under consideration. 
The following procedure might be used to aid decision makers in appropriately selecting a MCDM 
method suitable for their problem: 
1. Risk analysis should be conducted first. 
2. Apply the new MCDM Methods Selection Approach to that problem to provide a subset of 
candidate methods suitable for that problem. 
3. Conduct sensitivity analysis on the subset of candidate methods.  
4. Results from sensitivity analysis and risk analysis should be used to recommend a method that 
was least sensitive to factors highlighted by the risk analysis. 
5. A MCDM method might be recommended for a problem even though it was highly sensitive 
to changes in a certain factor, but that factor might not be highlighted during the risk analysis. 
Also a MCDM method might be excluded from the subset of candidate methods if it was 
sensitive to factors highlighted by the risk analysis. 
Other factors needed to be taken into consideration when selecting a MCDM method for example 
the level of dependency among criteria and the level of compensation allowed between good and 
poor performances of alternatives with respect to criteria. The complexity of these factors made it 
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difficult for a decision maker to provide accurate answers at an early stage of the decision making 
process. 
Analyzing all the problem characteristics, MCDM methods characteristics and taking into 
consideration software availability and ease of use, the proposed new approach will help decision 
makers make better informed decisions in MCDM problems by facilitating the selection and 
justification of the most appropriate MCDM method and provide decision makers with a subset of 
candidate methods suitable for their problem. Then apply sensitivity analysis to this subset of 
candidate methods to recommend a method that delivered the most robust outcome for the 
problem. The new approach will therefore give decision makers better confidence in their choice 
of method. 
This Chapter presented new software for the BWM, discussed group decision making and the 
average preference technique and its applications and presented the new MCDM Methods 
Selection Approach, focused on MCDM problems characteristics and the characteristics of the 
MCDM methods and presented conclusions for the selection of the most suitable MCDM methods. 
Chapter 5 will present a new sensitivity analysis approach, test the new MCDM Methods Selection 
Approach and the new sensitivity analysis approach on a number of problems, discuss the results 
and suggest ways to improve the new MCDM Methods Selection Approach. 
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Chapter 5 Testing 
The previous Chapter presented a new Multiple Criteria Decision Making (MCDM) methods 
selection approach, focused on MCDM problem characteristics and the characteristics of MCDM 
methods, and presented conclusions for the selection of the most suitable MCDM methods. 
This Chapter presents a new sensitivity analysis approach and applies the new MCDM Methods 
Selection Approach to nine tests to show how it can aid decision makers in selecting a suitable 
MCDM method. This is achieved by recommending a subset of candidate methods suitable for each 
test and then conducting sensitivity analysis on the subset of candidate methods to recommend a 
method that delivers the most robust outcome. 
5.1 Sensitivity Analysis  
Saltelli et al (2000) defined sensitivity analysis as the analysis of the effect of uncertainty in the 
output of a model, affected by uncertainty in its inputs. Roy (2011) stressed that taking into 
account “vague approximations and areas of ignorance” in order to provide a suitable outcome in 
a MCDM problem was an important step in many applications of MCDM since data in MCDM 
problems were not exact and changeable. Sensitivity analysis could then be useful (Simanaviciene 
& Ustinovichius, 2012). Stewart (1996) advised using sensitivity analysis for both criteria weights 
and the performance measures. Saaty and Ergu (2015) stressed the need to conduct sensitivity 
analysis to check for robustness and validate feasibility of MCDM outcomes. This Section presents 
two approaches used to conduct sensitivity analysis during the new research described in this 
Dissertation. 
5.1.1 Triantaphyllou and Sanchez (1997) Sensitivity Analysis Approach 
Triantaphyllou and Sanchez (1997) proposed an approach to conduct sensitivity analysis on criteria 
weights and performance measures. Their approach was applicable to three MCDM methods: 
Weighted Sum Method (WSM), Weighted Product Method (WPM) and Analytical Hierarchy Process 
(AHP). Two of the three were used, WSM and WPM. 
Triantaphyllou and Sanchez (1997) proposed equations 5.1 to 5.6 to identify the most critical 
criterion and the most critical performance measure in WSM: 
𝛿𝑘𝑖𝑗 < 
(𝑃𝑗−𝑃𝑖)
(𝑎𝑗𝑘−𝑎𝑖𝑘)
 ×  
100
𝑊𝑘
    𝑖𝑓 (𝑎𝑗𝑘 > 𝑎𝑖𝑘) 𝑜𝑟:     (5.1) 
𝛿𝑘𝑖𝑗 > 
(𝑃𝑗−𝑃𝑖)
(𝑎𝑗𝑘−𝑎𝑖𝑘)
 ×  
100
𝑊𝑘
    𝑖𝑓 (𝑎𝑗𝑘 < 𝑎𝑖𝑘).    (5.2) 
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𝛿𝑘𝑖𝑗 ≤ 100.      (5.3) 
𝜆𝑘𝑖𝑗 < 𝑅,𝑤ℎ𝑒𝑛 𝑖 < 𝑘 or:     (5.4) 
𝜆𝑘𝑖𝑗 > 𝑅,𝑤ℎ𝑒𝑛 𝑖 > 𝑘.  
𝑅 = 
(𝑃𝑖−𝑃𝑘)
𝑊𝑗
×
100
𝑎𝑖𝑗
.      (5.5) 
𝜆𝑘𝑖𝑗  ≤ 100.      (5.6) 
Where: 
 δkij: The minimum percentage change required in the weight of criterion k for alternatives Ai 
and Aj to change ranking. 
Pi: The overall score of alternative Ai. 
Pj: The overall score of alternative Aj. 
aik: The performance measure of alternative Ai with respect to criterion k. 
ajk: The performance measure of alternative Aj with respect to criterion k. 
Wk: The weight of criterion k. 
λijk: The minimum percentage change required in the value of the performance measure of Ai 
with respect to Cj (i.e. aij) for alternatives Ai and Ak to change ranking. 
Triantaphyllou and Sanchez (1997) also proposed equations 5.7 to 5.12 to identify the most critical 
criterion and the most critical performance measure in Weighted Product Method WPM: 
𝛿𝑘𝑖𝑗 > 𝐾, 𝑖𝑓 𝐾 ≥ 0, or:     (5.7) 
𝛿𝑘𝑖𝑗 < 𝐾, otherwise .    
𝐾 = 
𝑙𝑜𝑔(∏ (
𝑎𝑖𝑦
𝑎𝑗𝑦
)
𝑊𝑦
𝑁
𝑦=1 )
𝑙𝑜𝑔(
𝑎𝑖𝑘
𝑎𝑗𝑘
)
×
100
𝑊𝑘
     (5.8) 
𝛿𝑘𝑖𝑗 ≤ 100.      (5.9) 
𝜆𝑘𝑖𝑗 > 𝑄,when 𝑖 > 𝑘 or:     (5.10) 
𝜆𝑘𝑖𝑗 <  𝑄,when 𝑖 < 𝑘. .      
𝑄 = [1 − √∏ (
𝑎𝑖𝑦
𝑎𝑗𝑦
)
𝑊𝑦
𝑁
𝑦=1
𝑊𝑦
  ]     (5.11) 
𝜆𝑘𝑖𝑗 ≤ 100.      (5.12) 
Where: 
δkij: is the minimum percentage change required in the weight of criterion k for alternatives Ai 
and Aj to change ranking. 
Pi: The overall score of alternative Ai. 
Pj: The overall score of alternative Aj. 
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aik: The performance measure of alternative Ai with respect to criterion k. 
ajk: The performance measure of alternative Aj with respect to criterion k. 
Wk: The weight of criterion k. 
λijk: The minimum percentage change required in the value of the performance measure of Ai 
with respect to Cj (i.e. aij) for alternatives Ai and Ak to change ranking. 
5.1.2 Testing the New MCDM Methods Selection Approach using Triantaphyllou 
and Sanchez (1997) Sensitivity Analysis  
The new MCDM Methods Selection Approach was applied to two tests. A subset of candidate 
methods was recommended for each test and sensitivity analysis was conducted using the 
Triantaphyllou and Sanchez sensitivity analysis approach. The minimum percentage required in all 
criteria and all performance measures were calculated and the most critical criteria and the most 
critical performance measures were identified. 
Tests 1 and 2 recommended a MCDM method that provided the most robust outcome using the 
sensitivity analysis approach proposed by Triantaphyllou and Sanchez (1997). 
A. Test 1 Sensitivity of WSM and WPM to Uncertainty in Inputs, 4 Criteria and 4 
Alternatives 
Test 1 used a numerical example proposed by Triantaphyllou and Sanchez (1997) for analysing a 
problem with a set of four alternatives and four criteria shown in table 5.1.  
Table 5.1: Decision matrix for Test 1 (Triantaphyllou and Sanchez 1997) 
                             Criteria 
Alt. 
C1= 0.450 C2 = 0.123 C3 = 0.085 C4 = 0.342 
A1 0.938 0.350 0.881 0.565 
A2 0.769 0.481 0.168 0.934 
A3 0.945 0.114 0.222 0.014 
A4 0.177 0.022 0.946 0.102 
The new MCDM Methods Selection Approach created in this Dissertation and presented in Chapter 
4 was applied to this test as shown in figure 5.1. A flow chart for the new MCDM Methods Selection 
Approach is in Appendix G and a flow chart, a tree diagram and .exe file for the new MCDM Methods 
Selection Approach is at: https://sites.google.com/myport.ac.uk/mcdm-methods-selection/home. 
Eight questions addressing factors mentioned in Chapter 4 were asked. The nature of the 
alternative set was considered to be “Discrete” because the alternatives consisted of integer values. 
Inputs considered in this test were quantitative. All input information was deterministic. The aim 
behind applying MCDM methods to the problem was to rank the set of alternatives using 
performance measures to achieve a total order of alternatives.  An absolute criteria measure scale 
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was used considering a preference structure between alternatives. A screen shot of the user 
interface is shown in figure 5.2. Candidate methods suggested by the approach were: WSM, WPM, 
Weighted Aggregated Sum Product Assessment Method (WASPAS), Multiplicative Exponent 
Weighting (MEW), Simple Additive Weighting (SAW), COmplex PRoportional ASsessment (COPRAS). 
 
Figure 5.1: New MCDM Methods Selection Approach flow chart branch 
 
Figure 5.2: Screen Shot of the New MCDM Methods Selection Software 
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WSM and WPM were selected from the group of candidate methods recommended by the 
approach since all criteria in this test needed to be maximized. WSM could be considered as a 
simpler version of SAW and COPRAS and WPM could be considered a simpler version of MEW 
(Zanakis et al, 1998). WASPAS could be considered a combination of WSM and WPM (Chakraborty 
et al, 2015). 
WSM provided the following ranking of alternatives: A2 > A1 > A3 > A4, with an overall score of: A1 = 
0.733, A2 = 0.739, A3 = 0.463 and A4 = 0.198.  
WPM provided the following ranking of alternatives: A1 > A2 > A3 > A4, with an overall score of: A1 = 
0.720, A2 = 0.655, A3 = 0.156 and A4 = 0.151.  
The WSM and WPM provided a different ranking of alternatives. In order to recommend a method 
that better suited this problem and delivered a more robust outcome, sensitivity analysis was 
conducted using equations 5.1 to 5.12. Results are shown in tables 5.2, to 5.5. In these tables N/F 
stands for a non-feasible values, where the corresponding value did not satisfy the constraints in 
equations 5.3, 5.6, 5.9 or 5.12. 
The most critical criterion in this test using WSM was the fourth criterion (C4) signified by the 
smallest value in table 5.2 (bold number). This value represented the minimum percentage change 
required in the weight of criterion four to change the ranking of alternatives one and two (A2 & A1), 
a 4.754% increase in the weight of criterion four (C4) preferred alternative one to alternative 2 (A1 
> A2).  
Table 5.2: Percentage Change in Criteria Weights for Test 1 using WSM. The values presented in this table were calculated 
using equations presented by Triantaphyllou and Sanchez (1997) 
                     Criteria 
Pair of Alt. 
 C1= 0.450 C2 = 0.123 C3 = 0.085 C4 = 0.342 
A2 – A1  -7.890 37.237 -9.900 4.754 
A2 – A3  -348.485 N/F -6013.072 87.719 
A2 – A4  N/F N/F -818.086 N/F 
A1 – A3  -8571.429 N/F N/F N/F 
A1 – A4  N/F N/F -9683.258 N/F 
A3 – A4  76.678 N/F -430.614 -880.516 
The most critical criterion in this test using WPM was the fourth criterion (C4) signified by the 
smallest value in table 5.3 (bold number). This value represented the minimum percentage change 
required in the weight of criterion four to change the ranking of alternatives one and two (A1 & A2), 
an 11.177% decrease in the weight of criterion four (C4) preferred alternative two to alternative 
one (A2 > A1). 
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Table 5.3: Percentage Change in Criteria Weights for Test 1 using WPM. The values presented in this table were calculated 
using equations presented by Triantaphyllou and Sanchez (1997) 
                             Criteria 
Pair of Alt. 
C1= 0.450 C2 = 0.123 C3 = 0.085 C4 = 0.342 
A1 – A2 21.493 -49.134 13.641 -11.177 
A1 – A3 -45323.993 N/F N/F N/F 
A1 – A4 N/F N/F -27602.609 N/F 
A2 – A3 -1614.352 N/F -6319.741 N/F 
A2 – A4 N/F N/F -1123.802 N/F 
A3 – A4 20.398 75.981 -124.784 -22.638 
The most critical performance measure in this test using WSM was (A1C1) signified by the smallest 
value in table 5.4 (bold number). This value represented the minimum percentage change required 
in the value of performance measure (A1C1) to change the ranking of alternatives one and two (A1 
& A2), a 1.421% decrease in its value preferred alternative one to alternative two (A1 > A2). 
Table 5.4: Percentage Change in Performance Measures for Test 1 using WSM. The values presented in this table were 
calculated using equations presented by Triantaphyllou and Sanchez (1997) 
        Criteria 
Alt.  
C1 C2 C3 C4 Pair of Alt. to 
change ranking 
A1 -1.421 -13.937 -8.012 3.105 A1- A2 
A1 63.966 N/F N/F N/F A1- A3 
A1 N/F N/F N/F N/F A1- A4 
A2 1.734 10.141 42.017 1.878 A2- A1 
A2 79.757 N/F N/F 86.404 A2- A3 
A2 N/F N/F N/F N/F A2- A4 
A3 -63.492 -1925.546 -1430.843 -5639.098 A3- A1 
A3 -64.903 -1968.335 -1462.639 -5764.411 A3- A2 
A3 62.316 N/F N/F N/F A3- A4 
A4 -671.689 -19770.880 -665.340 -1533.654 A4- A1 
A4 -679.222 -19992.609 -672.802 -1550.854 A4- A2 
A4 -332.706 -9793.052 -329.561 -759.661 A4- A3 
The most critical performance measure in this test using WPM was (A1C1) signified by the smallest 
value in table 5.5 (bold number). This value represented the minimum percentage change required 
in the value of performance measure (A1C1) to change the ranking of alternatives one and two (A1 
& A2), a 4.195% increase in its value preferred alternative two to alternative one (A1 > A2). 
Table 5.5: Percentage Change in Performance Measures for Test 1 using WPM. The values presented in this table were 
calculated using equations presented by Triantaphyllou and Sanchez (1997) 
        Criteria 
Alt. 
C1 C2 C3 C4 Pair of Alt. to 
change ranking 
A1 4.195  14.511 20.298 5.483 A1- A2 
A1 96.560 100.000 100.000 98.813 A1- A3 
A1 97.556 100.000 100.000 99.243 A1- A4 
A2 4.362 -16.908 -25.364 -5.779 A2- A1 
A2 96.409 99.999 100.000 98.744 A2- A3 
A2 97.448 100.000 100.000  99.199 A2- A4 
A3 -2807.356 -22607874.250 -5596693920 -8326.661 A3- A1 
A3 -2685.695 -19334805.45 -4463215965 -7865.780 A3- A2 
A3 28.939 71.346 83.612 36.206 A3- A4 
A4 -3991.346 -78898931.84 -34151485390 -13109.204 A4- A1 
A4 -3820.014 -67468373.25 -27230264750 -12386.221 A4- A2 
A4 -40.729 -249.036 -510.331 -56.763 A4- A3 
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B. Test 2 Sensitivity of WSM and WPM to Uncertainty in Inputs, 5 Criteria and 5 
Alternatives 
Test 2 used another numerical example proposed by Triantaphyllou and Sanchez (1997), 
considering a problem with a set of five alternatives and five criteria shown in table 5.6. 
Table 5.6: Decision matrix for Test 2 (Triantaphyllou and Sanchez 1997) 
                         Criteria 
Alt. 
C1= 0.236 C2 = 0.200 C3 = 0.049 C4 = 0.270 C5 = 0.245 
A1 0.837 0.500 0.818 0.810 0.695 
A2 0.431 0.478 0.941 0.206 0.926 
A3 0.776 0.555 0.638 0.341 0.051 
A4 0.373 0.745 0.321 0.371 0.055 
A5 0.426 0.713 0.220 0.047 0.001 
The new MCDM Methods Selection Approach described in this Dissertation was applied to this test 
as shown in figure 5.1. A screen shot of the user interface is shown in figure 5.2. Candidate methods 
suggested by the approach were again: WSM, WPM, WASPAS, MEW, SAW, COPRAS. 
WSM and WPM were again selected from the group of candidate methods. WSM provided the 
following ranking of alternatives: A1 > A2 > A4 > A3 > A5, with an overall score of alternatives: A1 = 
0.727, A2 = 0.526, A3 = 0.366, A4 = 0.430 and A5 = 0.267. WPM provided the following ranking of 
alternatives: A1 > A2 > A3 > A4 > A5, with an overall score of alternatives: A1 = 0.714, A2 = 0.452, A3 = 
0.295, A4 = 0.266 and A5 = 0.057.  
The WSM and WPM provided a different ranking of alternatives. In order to recommend a method 
that better suited this test and delivered a more robust outcome, sensitivity analysis was conducted 
using equations 5.1 to 5.12. Results are shown in tables 5.7 to 5.10. In these tables N/F stands for 
a non-feasible values, where the corresponding value did not satisfy the constraints in equations 
5.3, 5.6, 5.9 or 5.12. 
The most critical criterion in this test using WSM was the fifth criterion (C5), signified by the smallest 
value (bold number) in table 5.7. This value represented the minimum percentage change required 
in the weight of criterion five to change the ranking of alternatives two and three (A2 & A3), a 
44.781% increase in the weight of criterion five (C5) preferred alternative three to alternative two 
(A3 > A2).  
Table 5.7: Percentage Change in Criteria Weights for Test 2 using WSM. The values presented in this table were calculated 
using equations presented by Triantaphyllou and Sanchez (1997) 
                        Criteria  
Pair of Alt. 
C1= 0.236 C2 = 0.200 C3 = 0.049 C4 = 0.270 C5 = 0.245 
A1 – A2 N/F N/F -3334.993 N/F -355.155 
A1 – A3 N/F -2700 N/F N/F N/F 
A1 – A4 N/F -736.735 N/F N/F N/F 
A1 – A5 N/F -1079.812 N/F N/F N/F 
A2 – A3 -117.907 -623.377 N/F -263.374 44.781 
A2 – A4 N/F -299.625 N/F -359.147 74.978 
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A2 – A5 N/F -551.064 N/F N/F N/F 
A3 – A4 67.292 -168.421 N/F -790.123 -6530.612 
A3 – A5 N/F -515.823 N/F N/F N/F 
A4 – A5 -791.493 N/F N/F N/F N/F 
The most critical criterion in this test using WPM was the fifth criterion (C5), signified by the smallest 
value (bold number) in table 5.8. This value represented the minimum percentage change required 
in the weight of criterion five to change the ranking of alternatives two and three (A2 & A3), a 
59.773% increase in the weight of criterion five (C5) preferred alternative three to alternative two 
(A3 > A2). 
Table 5.8: Percentage Change in Criteria Weights for Test 2 using WPM. The values presented in this table were calculated 
using equations presented by Triantaphyllou and Sanchez (1997) 
                        Criteria 
Pair of Alt. 
C1= 0.236 C2 = 0.200 C3 = 0.049 C4 = 0.270 C5 = 0.245 
A1 – A2 N/F N/F -6674.294 N/F -651.612 
A1 – A3 N/F -4229.273 N/F N/F N/F 
A1 – A4 N/F -1240.163 N/F N/F N/F 
A1 – A5 N/F -3557.157 N/F N/F N/F 
A2 – A3 -305.918 -1421.251 N/F -311.981 59.773 
A2 – A4 N/F -598.257 N/F -334.270 76.757 
A2 – A5 N/F -2584.018 N/F N/F N/F 
A3 – A4 61.560 -180.747 N/F -467.489 -575.317 
A3 – A5 N/F -3277.198 N/F N/F N/F 
A4 – A5 -4897.360 N/F N/F N/F N/F 
The most critical performance measure in this test using WSM was (a31), signified by the smallest 
value (bold number) in table 5.9. This value represented the minimum percentage change required 
in the value of performance measure (A3C1) to change the ranking of alternatives two and three (A3 
& A4), a 34.947% increase in its value preferred alternative three to alternative four (A3 > A4). 
Table 5.9: Percentage Change in Performance Measures for Test 2 using WSM. The values presented in this table were 
calculated using equations presented by Triantaphyllou and Sanchez (1997) 
           Criteria 
Alt. 
C1 C2 C3 C4 C5 Pair of Alt. to 
change ranking 
A1 N/F N/F N/F 91.907 N/F A1- A2 
A1 N/F N/F N/F N/F N/F A1- A3 
A1 N/F N/F N/F N/F N/F A1- A4 
A1 N/F N/F N/F N/F N/F A1- A5 
A2 -197.609 -210.251 -435.924 -361.381 -88.597 A2- A1 
A2 94.380 N/F N/F N/F 42.315 A2- A3 
A2 N/F N/F N/F N/F 70.525 A2- A4 
A2 N/F N/F N/F N/F N/F A2- A5 
A3 -162.175 -267.568 -950.035 -322.581 -2376.9512 A3- A1 
A3 -52.420 -86.486 -307.082 -104.268 -768.307 A3- A2 
A3 34.947 57.658 N/F 69.512 N/F A3- A4 
A3 89.005 N/F N/F N/F N/F A3- A5 
A4 -410.097 -242.282 -2295.124 -360.387 -2679.035 A4- A1 
A4 -181.760 -107.383 -1017.229 -159.728 -1187.384 A4- A2 
A4 -72.704 -42.953 -406.892 -63.891 -474.954 A4- A3 
A4 N/F 66.443 N/F 98.831 N/F A4- A5 
A5 -457.548 -322.581 -4267.161 -3624.901 -187755.102 A5- A1 
A5 -256.619 -181.628 -2402.597 -2040.977 -105714.286 A5- A2 
A5 -162.131 -114.306 -1512.059 -1284.476 -66530.612 A5- A3 
A5 -98.472 -69.425 -918.367 -780.142 -40408.163 A5- A4 
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The most critical performance measure in this test using WPM was (A3C4), signified by the smallest 
value (bold number) in table 5.10. This value represented the minimum percentage change 
required in the value of performance measure (A3C4) to change the ranking of alternatives three 
and four (A3 & A4), a 32.588% increase in its value preferred alternative four to alternative three (A4 
> A3). 
Table 5.10: Percentage Change in Performance Measures for Test 2 using WPM. The values presented in this table were 
calculated using equations presented by Triantaphyllou and Sanchez (1997) 
        Criteria 
Alt. 
C1 C2 C3 C4 C5 Pair of Alt. to 
change ranking 
A1 85.644 89.877 99.991 81.669 84.583 A1- A2 
A1 97.624 98.788 100.000 96.195 97.274 A1- A3 
A1 98.487 99.289 100.000 97.436 98.235 A1- A4 
A1 99.998 100.000 100 99.991 99.997 A1- A5 
A2 -596.704 -888.090 -1149097.485 -445.615 -548.752 A2- A1 
A2 83.449 88.027 99.983 79.241 81.199 A2- A3 
A2 89.461 92.971 99.998 86.009 88.553 A2- A4 
A2 99.984 99.997 100 99.953 99.978 A2- A5 
A3 -4111.475 -8157.193 -6665086099 -2529.516 -3570.804 A3- A1 
A3 -504.320 -735.402 -579113.107 -381.821 -465.676 A3- A2 
A3 36.311 41.278 88.615 32.588 35.246 A3- A4 
A3 99.905 99.973 100 99.771 99.877 A3- A5 
A4 -6509.417 -13953.759 -5.841*1010 -3799.037 -5566.306 A4- A1 
A4 -848.698 -1322.364 -5083446.862 -614.631 -773.441 A4- A2 
A4 -56.984 -70.259 -777.617 -48.317 -54.405 A4- A3 
A4 99.853 99.955 100 99.667 99.814 A4- A5 
A5 -4425724.726 -30357900.84 -2.380*1024 -1150549.592 -2987517.782 A5- A1 
A5 -635117.100 -3072090.719 -2.071*1020 -210780.141 -460392.963 A5- A2 
A5 -104997.241 -367586.557 -3.572*1016 -43661.745 -81294.317 A5- A3 
A5 -66859.847 -215903.633 -4.074*1015 -29410.132 -52624.082 A5- A4 
5.1.3 New Sensitivity Analysis Approach 
The new approach for sensitivity analysis presented in this Section used Microsoft Excel algorithms 
to conduct sensitivity analysis on both criteria weights and performance measures. It could be 
applied to any MCDM method and used a simple, generic and efficient technique. 
Excel algorithms were created to calculate the new criteria weights and performance measures 
using equations 5.13 to 5.16. These algorithms applied small changes to each criterion weight and 
each performance measure then calculated the new normalized criteria weights and performance 
measures.  
Applying a small increase in a criterion weight or a performance measure resulted in a decrease of 
the same value of other criteria weights or performance measures, where each criterion weight or 
performance measure received a reduction proportional to its weight. In a problem with ∑ 𝑊𝑗 = 1𝑗 , 
for all j, where Wj is the weight of criterion j and ∑ 𝑎𝑖𝑗 = 1𝑗 , for all i, where aij is the performance 
measure of alternative i with respect to criterion j, if a δ change was applied to the weight of the 
nth criterion then: 
Wn’ = Wn + δ, where n Є j.     (5.13) 
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Wj’ = Wj – δ 
𝑊𝑗
∑ 𝑊𝑗𝑗
 for all j and j ≠ n.    (5.14) 
Also if a λ change applied to the value of amj then: 
amj’ = amj + λ, where m Є i.     (5.15) 
aij’ = aij – λ  
𝑎𝑖𝑗
∑ 𝑎𝑖𝑗𝑗
  for all i and i ≠ m.    (5.16) 
Where: 
Wn: The current weight of criterion n. 
δ: The change in criterion weight. 
Wn’: The new weight of criterion n. 
amj: The current value of the performance measure of alternative Am with respect to criterion j. 
λ: The change in value of the performance measure of alternative Am with respect to criterion j. 
amj’: The new value of the performance measure of alternative Am with respect to criterion j. 
The sensitivity analysis approach proposed by Triantaphyllou and Sanchez (1997) considered two 
modes to conduct sensitivity analysis: 
 The “percent top” which identified the critical factors that could affect the top ranking 
alternatives. 
 The “percent any” which identified the critical factors that could affect the entire ranking of 
alternatives. 
The new sensitivity analysis algorithm presented in this Sub-Section identified all critical input 
factors that could affect the entire ranking of alternatives, since it could provide a better 
representation of uncertainty and could make decision makers give extra attention when providing 
judgments for these critical input factors.  
5.1.4 Testing the New MCDM Methods Selection Approach Using the New 
Sensitivity Analysis Algorithm 
Tests 3 to 9 adopted the new sensitivity analysis approach presented in Section 5.1.3 to identify the 
most critical criterion and the most critical performance measure since the approach proposed by 
Triantaphyllou and Sanchez was limited to WSM, WPM AHP. The new approach was simple and 
could be applied to any MCDM method. 
A. Test 3 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 4 Alternatives, 
4 Criteria 
Test 3 considered a problem with a set of four criteria and four alternatives shown in table 5.11.  
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Table 5.11: Decision matrix for Test 3 
                         Criteria 
Alt. 
C1 = 0.115 C2 = 0.503 C3 = 0.322 C4 = 0.060 
A1 0.467 0.139 0.188 0.565 
A2 0.067 0.101 0.063 0.262 
A3 0.267 0.520 0.312 0.118 
A4 0.200 0.240 0.437 0.055 
The new MCDM Methods Selection Approach created in this Dissertation and presented in Chapter 
4 was applied to this test as shown in figure 5.3, a flow chart for the new MCDM Methods Selection 
Approach is in Appendix G and a flow chart, a tree diagram and .exe file for the new MCDM Methods 
Selection Approach is at: https://sites.google.com/myport.ac.uk/mcdm-methods-selection/home. 
Eight questions addressing factors mentioned in Chapter 4 were raised. The nature of the 
alternative set was considered to be “Discrete” because alternative consisted of integer values. 
Inputs considered in this test were quantitative. All input information were deterministic. The aim 
behind applying MCDM methods to this problem was to rank the set of alternatives using pairwise 
comparisons to achieve a total order of alternatives.  An absolute criteria measure scale was used 
considering a preference structure between alternatives.  A screen shot of the user interface is 
shown in figure 5.4.  
 
Figure 5.3: New MCDM Methods Selection Approach flow chart branch 
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Figure 5.4:  Screen Shot of the New MCDM Methods Selection Software 
Candidate methods suggested by the approach were:  AHP, Best Worst Method (BWM), Preference 
Ranking Organization Method for Enrichment of Evaluation II (PROMETHEE II) and Elimination Et 
Choix Traduisant la Realite III (ELECTREE III). AHP and PROMETHE II were selected from the group 
of candidate methods due to their reliability and easiness of use. AHP provided the following 
ranking: A3 > A4 > A1 > A2, with a global score of alternatives: A1 = 0.218, A2 = 0.092, A3 = 0.395 and 
A4 = 0.296. PROMETHEE II provided the same ranking of alternatives, with a net flow of alternatives: 
Φ(A1) = -0.100, Φ(A2) = -0.920, Φ(A3) = 0.6287 and Φ(A4) = 0.3913. 
AHP and PROMETHEE II methods delivered the same ranking of alternatives. Sensitivity analysis 
was conducted on both methods’ outcomes to recommend a method that best suited this problem 
and provided the most robust outcome. Minimum percentage change required to alter the ranking 
of alternatives for the most critical criterion weight and most critical performance measure were 
calculated. Results are shown in tables 5.12, 5.13, 5.14 and 5.15. In tables 5.14 and 5.15 N/F stands 
for a non-feasible values where ±100% change in the value of that performance measure did not 
affect the original ranking of the alternatives. 
The most critical criterion in this test using AHP was the second criterion (C2) signified by the 
smallest value (bold number) in table 5.12. This value represented the minimum percentage change 
required in the weight of the second criterion to change the ranking of alternatives three and four, 
a 53.678% decrease in its weight preferred alternative four to alternative three (A4 > A3).  
Table 5.12: Percentage change in criteria weights for Test 3 using AHP 
Criteria Percentage change New Ranking 
C1 176.521 A3 > A1 > A4 > A2 
C1 363.478 A1 > A3 > A4 > A2 
C2 -53.678 A4 > A3 > A1 > A2 
C2  -85.885 A4 > A1 > A3 > A2 
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C3 -97.205 A3 > A1 > A4 > A2 
C3 93.789 A4 > A3 > A1 > A2 
C4 211.667 A3 > A1 > A4 > A2 
C4 446.667 A1 > A3 > A4 > A2 
C4 781.667 A1 > A3 > A2 > A1 
C4 1066.667 A1 > A2 > A3 > A4 
The most critical criterion in this test using PROMETHEE II was the second criterion (C2), signified by 
the smallest value (bold number) in table 5.13. This value represented the minimum percentage 
change required in the weight of the second criterion to change the ranking of alternatives. Where 
a 56.262% decrease in its weight preferred alternatives four to alternative three (A4 > A3). 
Table 5.13: Percentage change in criteria weights for Test 3 using PROMETHEE II 
Criteria Percentage change New ranking 
C1 213.043 A3 > A1 > A4 > A2 
C1 404.348 A1 > A3 > A4 > A2 
C2 -56.262 A4 > A3 > A1 > A2 
C3  58.385 A4 > A3 > A1 > A2 
C4 316.667 A3 > A1 > A4 > A2 
C4 566.667 A1 > A3 > A4 > A2 
C4 783.333 A1 > A3 > A2 > A4 
C4 1100 A1 > A2 > A3 > A4 
The most critical performance measure in this test using AHP was (A3C2), signified by the smallest 
value (bold number) in table 5.14. This value represented the minimum percentage change 
required in the value of performance measure (A3C2) to change the ranking of alternatives three 
and four (A3 & A4), a 30% decrease in its value preferred alternative four to alternative three (A4 > 
A3). 
Table 5.14: Percentage change in performance measures for Test 3 using AHP 
Performance Measure Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C2 90 A3 > A1 > A4 > A2 
A2C2 N/F -- 
A3C2 -30 A4 > A3 > A1 > A2 
A4C2 -65 A3 > A1 > A4 > A2 
A1C3 79 A3 > A1 > A4 > A2 
A2C3 N/F -- 
A3C3 -84 A4 > A3 > A1 > A2 
A4C3 -39 A3 > A1 > A4 > A2 
A4C3 100 A4 > A3 > A1 > A2 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
The most critical performance measures in this test using PROMETHEE II were (A3C2) and (A4C2), 
signified by the smallest values (bold numbers) in table 5.15. These values represented the 
minimum percentage change required in the value of performance measure (A3C2) to change the 
ranking of alternatives three and four (A3 & A4), a 36% decrease in its value preferred alternative 
four to alternative three (A4 > A3) and the minimum percentage change required in the value of 
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performance measure (A4C2) to change the ranking of alternatives one and four(A1 & A4), a 36% 
decrease in its value preferred alternative one to alternative four (A1 > A4). 
Table 5.15: Percentage change in performance measures for Test 3 using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C2 57 A3 > A1 > A4 > A2 
A2C2 N/F -- 
A3C2 -36 A4 > A3 > A1 > A2 
A3C2 -57 A4 > A1 > A3 > A2 
A4C2 -36 A3 > A1 > A4 > A2 
A4C2 -70 A4 > A3 > A1 > A2 
A1C3 87 A3 > A1 > A4 > A2 
A2C3 N/F -- 
A3C3 -74 A4 > A3 > A1 > A2 
A4C3 -43 A3 > A1 > A4 > A2 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
B. Test 4 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 3 Alternatives, 
3 Criteria 
This test considered a problem with a set of three criteria and three alternatives shown in table 
5.16.  
Table 5.16: Decision matrix for Test 4 
                                         Criteria 
Alt.  
C1 = 0.600 C2 = 0.300 C3 = 0.100 
A1 0.500 0.130 0.270 
A2 0.380 0.390 0.500 
A3 0.120 0.480 0.230 
The new MCDM Methods Selection Approach described in this Dissertation was applied to this test 
as shown in figure 5.3. A screen shot of the user interface is shown in figure 5.4. Candidate methods 
suggested by the approach were:  AHP, BWM, PROMETHEE II and ELECTREE III. 
AHP and PROMETHE II were selected from the group of candidate methods due to their reliability 
and easiness of use. AHP provided the following ranking of alternatives: A2 > A1 > A3, with a global 
score of alternatives: A1 = 0.363, A2 = 0.395 and A3 = 0.242. PROMETHEE II provided the following 
ranking of alternatives: A1 > A2 > A3, with a net flow of alternatives: Φ(A1) = 0.300, Φ(A2) =0.100 and 
Φ(A3) = -0.400. 
AHP and PROMETHEE II methods delivered different ranking of alternatives. Sensitivity analysis was 
conducted on both methods’ outcomes to recommend a method that best suits this problem and 
provided the most robust outcome. Minimum percentage change required to alter the ranking of 
alternatives for the most critical criterion weight and the most critical performance measure was 
calculated. Results are shown in tables 5.17, 5.18, 5.19 and 5.20. In tables 5.19 and 5.20 N/F stands 
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for a non-feasible values where ±100% change in the value of that performance measure did not 
affect the original ranking of the alternatives. 
The most critical criterion in this test using AHP was the first criterion (C1), signified by the smallest 
value (bold number) in table 5.17. This value represented the minimum percentage change 
required in the weight of criterion one to change the ranking of alternatives one and two (A1 & A2), 
where a 14.333% increase in its weight preferred alternative one to alternative two (A1 > A2).  
Table 5.17: Percentage change in criteria weights for Test 4 using AHP 
Criteria Percentage change New Ranking 
C1 -95.333 A3 > A2 > A1 
C1 -31.667 A2 > A3 > A1 
C1 14.333 A1 > A2 > A3 
C2  -33.667 A1 > A2 > A3 
C2 60.667 A2 > A3 > A1 
C2 147.667 A3 > A2 > A1 
C3 N/F -- 
The most critical criterion in this test using PROMETHEE II was the first criterion (C1), the smallest 
value (bold number) in table 5.18. This value represented the minimum percentage change 
required in the weight of criterion one to change the ranking of alternatives one and two (A1 & A2). 
Where an 18.333% decrease in its weight preferred alternative two to alternative one (A2 > A1).  
Table 5.18: Percentage change in criteria weights for Test 4 using PROMETHEE II 
Criteria Percentage change New ranking 
C1 -18.333 A2 > A1 > A3 
C1 -36.667 A2 > A3 > A1 
C1 -68.333 A3 > A2 > A1 
C2 40 A2 > A1 > A3 
C2 63.333 A2 > A3 > A1 
C2 80 A3 > A2 > A1 
C3 160 A2 > A1 > A3 
The most critical performance measure in this example using AHP was (A1C1), the smallest value 
(bold number) in table 5.19. This value represented the minimum percentage change required in 
the performance measure (A1C1) to change the ranking of alternatives one and two (A1 & A2), where 
an 8% increase its value preferred alternative one to alternative two (A1 > A2).  
Table 5.19: Percentage change in performance measures for Test 4 using AHP 
Performance Measure Percentage change New ranking 
A1C1 8 A1 > A2 > A3 
A1C1 -33 A2 > A3 > A1 
A2C1 -10 A1 > A2 > A3 
A2C1 -57 A1 > A3 > A2 
A3C1 N/F -- 
A1C2 64 A1 > A2 > A3 
A2C2 -19 A1 > A2 > A3 
A3C2 27 A1 > A2 > A3 
A1C3 71 A1 > A2 > A3 
A2C3 -39 A1 > A2 > A3 
A3C3 N/F -- 
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The most critical performance measures in this example using PROMETHEE II was (A3C2), identified 
by the smallest values (bold numbers) in table 5.20. This value represented the minimum change 
required in the performance measure (A3C2) to change the ranking of alternative one and two(A1 & 
A2), where an 11% decrease in its value preferred alternative two  to alternative one (A2 > A1). 
Table 5.20: Percentage change in performance measures for Test 4 using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C1 -14 A2 > A1 > A3 
A1C1 -62 A2 > A3 > A1 
A2C1 18 A2 > A1 > A3 
A2C1 -58 A1 > A3 > A2 
A3C1 N/F -- 
A1C2 N/F -- 
A2C2 13 A2 > A1 > A3 
A3C2 -11 A2 > A1 > A3 
A1C3 N/F -- 
A2C3 N/F -- 
A3C3 N/F -- 
C. Test 5 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 3 Alternatives, 
5 Criteria 
This test considered a problem with a set of three alternatives and four criteria shown in table 5.21. 
The new MCDM Methods Selection Approach created in this Dissertation was applied to this test 
as shown in figure 5.3. A screen shot of the MCDM methods selection approach is shown in figure 
5.4. 
Table 5.21: Decision matrix for Test 5 
                             Criteria  
Alt.  
C1= 0.200 C2 = 0.150 C3 = 0.400 C4 = 0.250 
A1 0.385 0.333 0.231 0.429 
A2 0.154 0.500 0.308 0.429 
A3 0.462 0.167 0.462 0.143 
A group of candidate methods were suitable for this problem: AHP; BWM; PROMETHEE II; and 
ELECTREE III. AHP and PROMETHE II methods were selected for this test. AHP provided the following 
ranking of alternatives: A2 = A3 > A1, with a global score of alternatives: A1 = 0.328, A2 = 0.336 and 
A3 = 0.336. PROMETHEE II provided a different ranking of alternatives: A3 > A2 > A1, with a net 
outranking flow: Φ(A1) = -0.275, Φ(A2) = 0.075 and Φ(A3) = 0.200 
In order to recommend a method that better suited this problem and delivered a more robust 
outcome sensitivity analysis was conducted. The minimum percentage change required to alter the 
ranking of alternatives for the most critical criterion and the most critical performance measure 
were calculated. Results are shown in tables 5.22 to 5.25. In table 5.25 N/F stands for a non-feasible 
values where ±100% change in the value of that performance measure did not affect the original 
ranking of the alternatives. 
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The most critical criterion in this test using AHP, was the fourth criterion (C4) signified by the 
smallest value (bold number) in table 5.22. This value represented the minimum percentage change 
required in the weight of criterion four (C4) to change the ranking of alternatives two and three (A2 
& A3), where a 0.8% increase in its weight preferred alternative two to alternative three (A2 > A3).  
Table 5.22: Percentage Change in Criteria Weights for Test 5 Using AHP 
Criteria Percentage change New Ranking 
C1 -1.500 A2 > A3 > A1 
C1 1 A3 > A2 > A1 
C1  11.500 A3 > A1 > A2 
C1 49 A2 > A1 > A3 
C2 -30 A3 > A1 > A2 
C2 -2 A3 > A2 > A1 
C2 1.333 A2 > A3 > A1 
C2 28 A2 > A1 > A3 
C3 -1 A2 > A3 > A1 
C3 1 A3 > A2 > A1 
C3 6 A2 > A1 > A3 
C3  18.500 A1 > A2 > A3 
C4 -1.200 A3 > A2 > A1 
C4 0.800 A2 > A3 > A1 
C4 8.800 A2 > A1 > A3 
C4 277.200 A1 = A2 > A3 
The most critical criterion in this test using PROMETHEE II was the fourth criterion (C4) signified by 
the smallest value (bold number) in table 5.23. This value represented the minimum percentage 
change required in the weight of criterion three (C3) to change the ranking of alternatives two and 
three (A2 & A3). Where a 22.5% decrease in its weight preferred alternative two to alternative three 
(A2 > A3). 
Table 5.23: Percentage Change in Criteria Weights for Test 5 Using PROMETHEE II 
Criteria Percentage change New ranking 
C1 -30 A2 > A3 > A1 
C1 105 A3 > A1 > A2 
C2 40 A2 > A3 > A1 
C2  186.667 A2 > A1 > A3 
C3 -82.500 A1 > A2 > A3 
C3 -47.500 A2 > A1 > A3 
C3 -22.500 A2 > A3 > A1 
C4 24 A2 > A3 > A1 
C4 76 A2 > A1 > A3 
C4 400 A1 = A2 > A3 
The most critical performance measures in this test using AHP were (A2C3, A3C3, A1C4 & A2C4), 
signified by the smallest values (bold numbers) in table 5.24. These values represented the 
minimum percentage change required in the values of performance measures (A2C3), (A3C3), (A1C4) 
or (A2C4) to change the ranking of alternatives two and three (A2 & A3). Where a 0.5% decrease in 
the values of  (A2C3) or (A2C4) or 0.5% increase in the values of (A3C3) or (A1C4) preferred alternative 
three to alternative two (A3 > A2), a 0.5% decrease in the values of (A3C3) or (A2C4)  preferred 
alternative two to alternative three (A2 > A3).  
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Table 5.24: Percentage Change in Performance Measures for Test 5 Using AHP 
Performance measure Percentage change New ranking 
A1C1 6 A1 = A2 = A3 
A1C1 7 A1 > A2 = A3 
A1C1 13 A1 > A2 > A3 
A2C1 -24 A3 > A1 > A2 
A2C1 -20 A3 > A2 = A1 
A2C1 -2 A3 > A2 > A1 
A2C1 3 A2 > A3 > A1 
A3C1 -9 A1 > A2 > A3 
A3C1 -8 A1 = A2 > A3 
A3C1 -6 A2 > A1 > A3 
A3C1 -5 A2 > A1 = A3 
A3C1 -1 A2 > A3 > A1 
A1C2 1 A3> A2 > A1 
A1C2 6 A3 > A2 > A1 
A1C2 7 A2 = A3 > A1 
A1C2 10 A3 > A2 = A1 
A1C2 11 A1 > A2 = A3 
A1C2 30 A1 > A3 > A2 
A2C2 -16 A1 > A3 > A2 
A2C2 -14 A1 = A3 > A2 
A2C2 -9 A3 > A1 > A2 
A2C2 -7 A3 > A2 = A1 
A2C2 -1 A3 > A2 > A1 
A2C2 4 A2 > A3 > A1 
A3C2 -32 A2 > A1 > A3 
A3C2 -27 A2 > A1 = A3 
A3C2 -3 A2 > A3 > A1 
A3C2 4 A3 > A2 > A1 
A1C3 6 A3 > A2 = A1 
A1C3 7 A1 > A2 = A3 
A1C3 65 A1 > A2 > A3 
A2C3 -4 A3 > A1 > A2 
A2C3 -0.500  A3 > A2 > A1 
A2C3 1 A2 > A3 > A1 
A2C3 37 A2 > A1 = A3 
A2C3 38 A2 > A1 > A3 
A3C3 -5 A2 > A1 > A3 
A3C3 -4 A2 > A1 = A3 
A3C3 -0.500 A2 > A3 > A1 
A3C3 0.500 A3 > A2 > A1 
A3C3 15 A3 > A1 = A2 
A1C4 17 A3 > A1 > A2 
A1C4 0.500 A3 > A2 > A1 
A1C4 4 A3 > A1 = A2 
A1C4 5 A3 > A1 > A2 
A1C4 12 A1 = A3 > A2 
A2C4 15 A1 > A3 > A2 
A2C4 -5 A3 > A1 > A2 
A2C4 -4 A3 > A1 = A2 
A2C4 -0.500 A3 > A2 > A1 
A2C4 0.500 A2 > A3 > A1 
A3C4 1 A2 > A3 > A1 
A3C4 -19 A2 > A1 > A3 
A3C4 -17 A2 > A1 = A3 
A3C4 -2 A2 > A3 > A1 
A3C4 2 A3 > A2 > A1 
The most critical performance measures in this test using PROMETHEE II, were (A1C4) and (A2C4) 
signified by the smallest values (bold numbers) in table 5.25. These values represented the 
minimum percentage change required in the value of performance measure (A1C4) to change the 
ranking of alternatives two and three, a 1% decrease in its value made alternatives two and three 
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indifferent (A2 = A3) and the minimum percentage change required in the value of performance 
measure (A2C4) to change the ranking of alternatives two and three, a 1% increase in its value 
preferred alternative two to alternative three (A2 > A3). 
Table 5.25: Percentage Change in Performance Measures for Test 5 Using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C1 -49 A2 > A3 > A1 
A1C1 12 A2 > A3 > A1 
A2C1 104 A2 > A3 > A1 
A3C1 -52 A2 > A1 > A3 
A3C1 -10 A2 > A3 > A1 
A1C2 -40 A2 > A3 > A1 
A1C2 29 A2 > A1 > A3 
A2C2 -50 A3 > A1 > A2 
A3C2 N/F -- 
A1C3 24 A3 > A1 > A2 
A1C3 63 A1 > A3 > A2 
A2C3 -19 A3 > A1 > A2 
A2C3 30 A2 > A3 > A1 
A3C3 -35 A2 > A1 > A3 
A3C3 -22 A2 > A3 > A1 
A1C4 -54 A3 > A2 > A1 
A1C4 -1 A2 = A3 > A1 
A2C4 -54 A3 > A1 > A2 
A2C4 1  A2 > A3 > A1 
A3C4 N/F -- 
 
D. Test 6 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 3 Alternatives, 
3 Criteria 
Test 7 considered a problem with a set of 3 criteria and 3 alternatives shown in table 5.26. The new 
MCDM Methods Selection Approach created in this Dissertation was applied to this test as shown 
in figure 5.3. A screen shot of the MCDM methods selection approach is shown in figure 5.4. 
Table 5.26: Decision matrix for Test 6 
                                         Criteria 
Alt. 
C1 = 0.500 C2 = 0.350 C3 = 0.150 
A1 0.834 0.170 0.242 
A2 0.139 0.359 0.520 
A3 0.027 0.470 0.238 
A group of candidate methods were suitable for this test: AHP, BWM, PROMETHEE II and ELECTREE 
III. AHP and PROMETHE II methods were selected. 
AHP provided the following ranking of alternatives: A1 > A2 > A3, with a global score of alternatives: 
A1 = 0.426, A2 = 0.307 and A3 = 0.266. PROMETHEE II provided the following ranking of alternatives: 
A1 = A2 > A3, with a net flow of alternatives: Φ(A1) = Φ(A2) 0.150 and Φ(A3) = -0.300. 
AHP and PROMETHEE II methods delivered different ranking of alternatives. In order to recommend 
a method that better suited this problem and delivered a more robust outcome, sensitivity analysis 
was conducted to find the minimum percentage change required in the most critical criterion 
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weight and the most critical performance measure to alter the ranking of alternatives. Results are 
shown in tables 5.27 to 5.30. In tables 5.29 and 5.30 N/F stands for a non-feasible values where 
±100% change in the value of that performance measure did not affect the original ranking of the 
alternatives. 
The most critical criterion in this test using AHP was the first criterion (C1), signified by the smallest 
value (bold number) in table 5.27. This value represented the minimum percentage change 
required in the weight of criterion one (C1) to change the ranking of alternatives one and two (A1 & 
A2), where a 21.200% decrease in its weight preferred alternative two to alternative one (A2 > A1).  
Table 5.27: Percentage Change in Criteria Weights for Test 6 Using AHP 
Criteria Percentage change New Ranking 
C1 -21.200 A2 > A1 > A3 
C1 -24.800 A2 > A3 > A1 
C1 -57.400 A3 > A2 > A1 
C2  50.857 A1 > A3 > A2 
C2 65.143 A3 > A1 > A2 
C2 72.571 A3 > A2 > A1 
C3 -96.667 A1 > A3 > A2 
C3 172.667 A2 > A1 > A3 
The most critical criterion in this test using PROMETHEE II was the first criterion (C1) signified by the 
smallest value (bold number) in table 5.28. This value represented the minimum percentage change 
required in the weight of criterion one (C1) to change the ranking of alternatives one and two (A1 & 
A2). Where a 2% increase in its weight preferred alternative one to alternative two (A1 > A2) and a 
2% decrease in its weight preferred alternative two to alternative one (A2 > A1).  
Table 5.28: Percentage Change in Criteria Weights for Test 6 Using PROMETHEE II 
Criteria Percentage change New ranking 
C1 2 A1 > A2 > A3 
C1 -2 A2 > A1 > A3 
C1 -30 A2 > A3 > A1 
C1  -82 A3 > A2 > A1 
C2 2.857 A2 > A1 > A3 
C2 -2.857 A1 > A2 > A3 
C2 34.286 A2 > A3 > A1 
C2 60 A3 > A2 > A1 
C3 6.667 A2 > A1 > A3 
C3 -6.667 A1 > A2 > A3 
The most critical performance measure in this test using AHP was (A3C2) signified by the smallest 
value (bold number) in table 5.29. This value represented the minimum percentage change 
required in the value of performance measure (A3C2) to change the ranking of alternatives two and 
three (A2 & A3), a 16% increase its value preferred alternative three to alternative two (A3 > A2). 
 
Table 5.29: Percentage Change in Performance Measures for Test 6 Using AHP 
Performance Measure Percentage change New ranking 
A1C1 -28.500 A2 > A1 > A3 
A2C1 -77 A1 > A3 > A2 
A3C1 N/F -- 
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A1C2 N/F -- 
A2C2 -18 A1 > A3 > A2 
A3C2 16 A1 > A3 > A2 
A1C3 N/F -- 
A2C3 -32 A1 > A3 > A2 
A3C3 61 A1 > A3 > A2 
The most critical performance measures in this test using PROMETHEE II were (A1C3) and (A3C3), 
signified by the smallest values (bold numbers) in table 5.30. These values represented the 
minimum percentage change required in the values of performance measure (A1C3) or (A3C3) to 
change the ranking of alternatives one and two, where a 2% decrease in the value of (A1C3) or a 2% 
increase in the value of (A3C3)  preferred alternative two to alternative one (A2 > A1).  
Table 5.30: Percentage Change in Performance Measures for Test 6 Using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C1 -46 A2 > A3 > A1 
A2C1 -79 A3 > A1 > A2 
A3C1 N/F -- 
A1C2 78 A1 > A2 > A3 
A2C2 18 A2 > A1 > A3 
A2C2 -42 A1 > A2 > A3 
A3C2 -15 A2 > A1 > A3 
A3C2 -49 A1 = A2 > A3 
A1C3 -2 A2 > A1 > A3 
A1C3 69 A1 > A2 > A3 
A2C3 -36 A1 > A2 > A3 
A2C3 -37 A1 > A2 = A3 
A3C3 2   A2 > A1 > A3 
A3C3 71 A1 = A2 = A3 
  
    
E. Test 7 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 3 Alternatives, 
3 Criteria, Equal Criteria Weights 
This test used the decision matrix used in Test 6 shown in table 5.26, considered equal criteria 
weights (C1 = C2 = C3 = 1/3) and assumed perfect consistency to conduct pairwise comparisons 
between alternatives.  The new MCDM Methods Selection Approach created in this Dissertation 
was applied to this test as shown in figure 5.3. A screen shot of the MCDM methods selection 
approach is shown in figure 5.4.  
A group of candidate methods were suitable for this test: AHP, BWM, PROMETHEE II and ELECTREE 
III. AHP and PROMETHE II methods were applied.  
AHP provided the following ranking of alternatives: A2 > A1 > A3, with a global score of alternatives: 
A1 = 0.348, A2 = 0.368 and A3 = 0.284. PROMETHEE II provided the same ranking of alternatives, with 
a net flow of alternatives: Φ(A1) =0.000, Φ(A2) = 0.333 and Φ(A3) = -0.333. 
AHP and PROMETHEE II methods delivered the same ranking for alternatives. In order to recommend 
a method that better suited this problem and delivered a more robust outcome a sensitivity analysis 
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was conducted to find the minimum percentage change required in the most critical criterion weight 
and the most critical performance measure to alter the ranking of alternatives. Results are shown in 
tables 5.31 to 5.34. In tables 5.33 and 5.34 N/F stands for a non-feasible values where ±100% change 
in the value of that performance measure did not affect the original ranking of the alternatives. 
The most critical criterion in this test using AHP was the first criterion (C1), signified by the smallest 
value (bold number) in table 5.31. This value represented the minimum percentage change required 
in the weight of criterion one to change the ranking of alternatives one and two, where a 5.706% 
increase in its weight preferred alternative one to alternative two (A1 > A2).  
Table 5.31: Percentage Change in Criteria Weights for Test 7 Using AHP 
Criteria Percentage change New Ranking 
C1 5.706 A1 > A2 > A3 
C1 -17.417 A2 > A3 > A1 
C2  35.736 A2 > A3 > A1 
C2 -24.024 A1 > A2 > A3 
C3 -15.916 A1 > A2 > A3 
C3 -85.285 A1 > A3 > A2 
The most critical criterion in this test using PROMETHEE II was the second criterion (C2), signified by 
the smallest value (bold number) in table 5.32. This value represented the minimum percentage 
change required in the weight of criterion two to change the ranking of alternatives one and three. 
Where a 29.129% increase in its weight preferred alternative three to alternative one (A3 > A1). 
Table 5.32: Percentage Change in Criteria Weights for Test 7 Using PROMETHEE II 
Criteria Percentage change New ranking 
C1 -42.943 A1 > A2 > A3 
C1 53.153 A2 > A3 > A1 
C2 29.129 A2 > A3 > A1 
C2  83.183 A3 > A2 > A1 
C2 -100 A2 = A1 > A3 
C3 -100 A1 = A2 = A3 
The most critical performance measures in this test using AHP were (A2C2) and (A2C3) signified by the 
smallest values (bold numbers) in table 5.33. These values represented the minimum percentage 
change required in the value of performance measures (A2C2) or (A2C3) to change the ranking of 
alternatives one and two (A1 & A2), where a 10% decrease in the values of performance measures 
(A2C2) or (A2C3) preferred alternative one to alternative two (A1 > A2). 
Table 5.33: Percentage Change in Performance Measures for Test 7 Using AHP 
Performance Measure Percentage change New ranking 
A1C1 -51.50 A2 > A3 > A1 
A2C1 -62 A1 > A2 > A3 
A3C1 N/F -- 
A1C2 -93 A2 > A3 > A1 
A1C2 24 A1 > A2 > A3 
A2C2 -10 A1 > A2 > A3 
A2C2 -48 A1 > A3 > A2 
A3C2 17 A1 > A2 > A3 
A3C2 45 A1 > A3 > A2 
A1C3 -69 A2 > A3 > A1 
A1C3 17 A1 > A2 > A3 
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A2C3 -10 A1 > A2 > A3 
A3C3 49 A2 > A3 > A1 
A3C3 61 A3 > A2 > A1 
The most critical performance measures in this test using PROMETHEE II were (A1C3) and (A3C3), 
signified by the smallest values (bold numbers) in table 5.34. These values represented the minimum 
percentage change required in the values of performance measures (A1C3) or (A3C3) to change the 
ranking of alternative one and three. Where a 2% decrease in the value of (A1C3) or a 2% increase in 
the value of (A3C3) preferred alternative three to alternative one. 
Table 5.34: Percentage Change in Performance Measures for Test 7 Using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C1 -46 A2 > A1 = A3 
A2C1 -79 A3 = A1 = A2 
A3C1 N/F -- 
A1C2 78 A1 > A2 > A3 
A2C2 -42 A1 > A2 > A3 
A3C2 N/F -- 
A1C3 -2 A2 > A3 > A1 
A1C3 69 A1 > A2 > A3 
A2C3 -36 A1 > A2 > A3 
A2C3 -37 A1 > A3 > A2 
A3C3 2 A2 > A3 > A1 
A3C3 71 A3 > A2 > A1 
  
F. Test 8 Sensitivity of WSM, WPM and WASPAS to Uncertainty in Inputs, 3 
Alternatives, 5 Criteria 
This test used the decision matrix used in Test 5 shown in table 5.21 and considered perfect 
consistency to conduct pairwise comparisons between alternatives. The new MCDM Methods 
Selection Approach described in this Dissertation was applied to this test as shown in figure 5.3. A 
screen shot of the structured MCDM methods selection approach is shown in figure 5.4. 
The new MCDM Methods Selection Approach described in this Dissertation was applied to this test 
as shown in figure 5.1. A screen shot of the user interface is shown in figure 5.2. Candidate methods 
suggested by the approach were: WSM, WPM, WASPAS, MEW, SAW and COPRAS. 
WSM, WPM and WASPAS methods were selected from the group of candidate methods. WSM 
provided the following ranking of alternatives: A3 > A2 > A1. The overall score of alternatives: A1 
=0.327, A2 =0.336, A3 = 0.338. WPM provided a different ranking of alternatives:  A1 > A2 > A3. The 
overall score of alternatives: A1 =0.316, A2 =0.313, A3 = 0.296. WASPAS with λ = 0.5 provided yet 
another ranking of alternatives: A2 > A1 > A3. The overall score of alternatives: A1 =0.321, A2 =0.325, 
A3 = 0.317. 
All methods delivered different rankings of alternatives. Sensitivity analysis was conducted on the 
three methods’ outcomes to recommend a method that best suited this problem and provided the 
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most robust outcome. Minimum percentage change required to alter the ranking of alternatives 
for the most critical criterion and the most critical performance measure were calculated. Results 
are shown in tables 5.35 to 5.40. 
The most critical criteria in this test using WSM, were the third and the fourth criteria (C3, C4) 
signified by the smallest values (bold numbers) in table 5.35. These values represented the 
minimum percentage change required in the weight of criterion three or four to change the ranking 
of alternatives two and three (A2 & A3), where a 2% decrease in the weight of criterion three or a 
2% increase in the weight of criterion four (C3 or C4) preferred alternative two to alternative three 
(A2 > A3).  
Table 5.35: Percentage Change in Criteria Weights for Test 8 Using WSM 
Criteria Percentage change New ranking 
C1  -2.5  A2 > A3 > A1 
C1 -71 A2 > A1 > A3 
C1 17 A3 > A1 > A2 
C2  -35 A3 > A1 > A2 
C2  3 A2 > A3 > A1 
C2  37 A2 > A1 > A3 
C3 -2 A2 > A3 > A1 
C4  2  A2 > A3 > A1 
C4 12 A2 > A1 > A3 
The most critical criterion in this test using WPM, was the third criterion (C3) signified by the 
smallest value (bold number) in table 5.36. This value represented the minimum percentage change 
required in the weight of criterion three to change the ranking of alternatives one and two (A1 & 
A2), a 4% increase in the weight of criterion three (C3) preferred alternative two to alternative one 
(A2 > A1). 
Table 5.36: Percentage Change in Criteria Weights for Test 8 Using WPM 
Criteria Percentage change New ranking 
C1  20 A1 > A3 > A1 
C1 105 A3 > A2 > A1 
C2 -59 A3 > A1 > A2 
C2  -32 A1 > A3 > A2 
C2  10 A2 > A1 > A3 
C3 4  A2 > A1 > A3 
C3 13 A2 > A3 > A1 
C3  19 A3 > A2 > A1 
C4 -17 A1 > A3 > A2 
C4 -19 A3 > A1 > A2 
The most critical criterion in this test using WASPAS, was the third criterion (C3) signified by the 
smallest values (bold numbers) in table 5.37. These values represented the minimum percentage 
change required in the weight of criterion three to change the ranking of alternatives one and three 
(A1 & A3), a 3% increase in the weight of criterion three (C3) preferred alternative three to alternative 
one (A3 > 1). 
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Table 5.37: Percentage Change in Criteria Weights for Test 8 Using WASPAS 
Criteria Percentage change New ranking 
C1  6 A1 > A2 > A3 
C1 10 A1 > A3 > A2 
C1 25 A3 > A1 > A2 
C2  -15 A3 > A1 > A2 
C2  -14 A3 > A2 > A1 
C2 -13 A2 > A3 > A1 
C3 -7 A1 > A2 > A3 
C3  3 A2 > A3 > A1 
C3 9 A3 > A2 > A1 
C4 -5 A2 > A3 > A1 
C4 -8 A3 > A2 > A1 
The most critical performance measures in this test using WSM were (A2C3, & A3C3) signified by the 
smallest values (bold numbers) in table 5.38.  These values represented the minimum percentage 
change required in the value of performance measures (A2C3) or (A3C3) to change the ranking of 
alternatives two and three (A2 & A3), a 1% increase in (A2C3) or a 1% decrease in (A3C3) preferred 
alternative two to alternative three (A2 > A3). 
Table 5.38: Percentage Change in Performance Measures for Test 8 Using WSM 
Performance measure Percentage change New ranking 
A1C1  7 A2 > A3 > A1 
A1C1 9 A2 > A1 > A3 
A1C1 11 A3 > A1 > A2 
A2C1 -22 A3 > A1 > A2 
A2C1 4 A2 > A3 > A1 
A3C1 -25 A1 > A2 > A3 
A3C1 -8 A2 > A1 > A3 
A3C1 -2 A2 > A3 > A1 
A1C2 -8 A2 > A3 > A1 
A1C2 12 A3 > A1 > A2 
A1C2 19 A1 > A3 > A2 
A2C2 -46 A1 > A3 > A2 
A2C2  -8 A3 > A1 > A2 
A2C2  2 A2 > A3 > A1 
A3C2  -33 A2 > A1 > A3 
A3C2  -5 A2 > A3 > A1 
A1C3  7.5 A3 > A1 > A2 
A1C3  8 A1 > A3 > A2 
A1C3  12 A1 > A2 > A3 
A2C3  -6 A3 > A1 > A2 
A2C3  1 A2 > A3 > A1 
A2C3  28 A2 > A1 > A3 
A3C3  -5 A2 > A1 > A3 
A3C3  -1 A2 > A3 > A1 
A3C3  37 A3 > A1 > A2 
A1C4  -4 A2 > A3 > A1 
A1C4  6 A3 > A1 > A2 
A1C4  9 A1 > A3 > A2 
A2C4  -22 A1 > A3 > A2 
A2C4  -6 A3 > A1 > A2 
A2C4  2 A2 > A3 > A1 
A3C4  -22 A2 > A1 > A3 
A3C4  -4 A2 > A3 > A1 
The most critical performance measures in this test using WPM were (A1C3, A2C3, A1C4 & A2C4), 
signified by the smallest values (bold numbers) in table 5.39.  These values represented the 
minimum percentage change required in the values of performance measures (A1C3), (A2C3), (A1C4) 
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or (A2C4) to change the ranking of alternatives one and two (A1 & A2), where a 2% increase in (A2C3) 
or (A2C4) or 2% decrease in (A1C3) or (A1C4) preferred alternative two to alternative one (A2 > A1).  
Table 5.39: Percentage Change in Performance Measures for Test 8 Using WPM 
Performance measure Percentage change New ranking 
A1C1  -19 A2 > A3 > A1 
A1C1 -3 A2 > A1 > A3 
A2C1 -22 A1 > A3 > A2 
A2C1 4 A2 > A1 > A3 
A3C1 17 A1 > A3 > A2 
A3C1 18 A3 > A1 > A2 
A1C2 -27 A2 > A3 > A1 
A1C2 -4 A2 > A1 > A3 
A2C2 -19 A1 > A3 > A2 
A2C2  3 A2 > A1 > A3 
A3C2  36 A1 > A3 > A2 
A3C2  42 A3 > A1 > A2 
A1C3  -12 A2 > A3 > A1 
A1C3  -2  A2 > A1 > A3 
A2C3  -10 A1 > A3 > A2 
A2C3  2  A2 > A1 > A3 
A3C3  8 A1 > A3 > A2 
A3C3  9 A3 > A1 > A2 
A1C4  -15 A2 > A3 > A1 
A1C4  -2 A2 > A1 > A3 
A2C4  -13 A1 > A3 > A2 
A2C4  2 A2 > A1 > A3 
A3C4  22 A1 > A3 > A2 
A3C4  25 A3 > A1 > A2 
The most critical performance measure in this test using WASPAS was (A3C3), signified by the 
smallest value (bold number) in table 5.40. This value represented the minimum percentage change 
required in the value of performance measure (A3C3) to change the ranking of alternatives one and 
three (A1 & A3), where a 2% increase in its value preferred alternative three to alternative (A3 > A1). 
Table 5.40: Percentage Change in Performance Measures for Test 8 Using WASPAS 
Performance measure Percentage change New ranking 
A1C1  -43 A3 > A2 > A1 
A1C1 -4 A2 > A3 > A1 
A1C1 4 A1 > A2 > A3 
A2C1 -13 A1 > A3 > A2 
A2C1 -7 A1 > A2 > A3 
A3C1 -19 A1 > A2 > A3 
A3C1 7 A3 > A1 > A2 
A1C2 -7 A2 > A3 > A1 
A1C2 5 A1 > A2 > A3 
A1C2 60 A1 > A3 > A2 
A2C2  -9 A1 > A3 > A2 
A2C2  -4 A1 > A2 > A3 
A2C2  41 A2 > A3 > A1 
A3C2  10 A2 > A3 > A1 
A3C2  18 A3 > A2 > A1 
A1C3  -95 A3 > A2 > A1 
A1C3  -3 A2 > A3 > A1 
A1C3  3 A1 > A2 > A3 
A2C3  -24 A3 > A1 > A2 
A2C3  -5 A1 > A3 > A2 
A2C3  -3 A1 > A2 > A3 
A3C3  2 A2 > A3 > A1 
A3C3  4 A3 > A2 > A1 
A3C3  29 A3 > A1 > A2 
A1C4  -4 A2 > A3 > A1 
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A1C4  3 A1 > A2 > A3 
A1C4  28 A1 > A3 > A2 
A2C4  -6 A1 > A3 > A2 
A2C4  -3 A1 > A2 > A3 
A2C4  16 A2 > A3 > A1 
A3C4  7 A2 > A3 > A1 
A3C4  12 A3 > A2 > A1 
    
G. Test 9 Sensitivity of WSM, WPM and WASPAS to Uncertainty in Inputs, 3 
Alternatives, 3 Criteria, Equal Criteria Weights 
This test used the decision matrix used in Test 6 and shown in table 5.26 and considered equal 
criteria weights (C1 = C2 = C3 = 1/3), The new MCDM Methods Selection Approach described in this 
Dissertation was applied to this test as shown in figure 5.1. A screen shot of the MCDM methods 
selection approach is shown in figure 5.2. Candidate methods suggested by the approach were: 
WSM, WPM, WASPAS, MEW, SAW and COPRAS. 
WSM, WPM and WASPAS methods were selected from the group of candidate methods. WSM, 
WPM and WASPAS provided the same ranking of alternatives: A1 > A2 > A3. WSM provided an overall 
score of alternatives: A1 = 0.415, A2 = 0.339 and A3 = 0.245. WPM provided an overall score of 
alternatives: A1 = 0.325, A2 = 0.296, A3 = 0.145. WASPAS with λ = 0.5 provided an overall score of 
alternatives: A1 = 0.370, A2 = 0.318, A3 = 0.195. 
Sensitivity analysis was conducted on the three method outcomes to recommend a method that 
best suited this problem and provided the most robust outcome. Minimum percentage change 
required to alter the ranking of alternatives for the most critical criterion weight and the most 
critical performance measure was calculated. Results are shown in tables 5.41 to 5.46. In tables 
5.45 to 5.46 N/F stands for a non-feasible values where ±100% change in the value of that 
performance measure did not affect the original ranking of the alternatives. 
The most critical criteria in this test using WSM, were the first criterion (C1) signified by the smallest 
value (bold number) in table 5.41. This value represented the minimum percentage change 
required in the weight of criterion one change the ranking of alternatives one and two (A1 & A2), 
where a 25% decrease in the weight of criterion one (C1) preferred alternative two to alternative 
one (A2 > A1).  
Table 5.41: Percentage Change in Criteria Weights for Test 9 Using WSM 
Criteria Percentage change New ranking 
C1  -25   A2 > A1 > A3 
C1 -54 A2 > A3 > A1 
C2  58 A2 > A1 > A3 
C2  73 A2 > A3 > A1 
C3 43  A2 > A1 > A3 
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The most critical criterion in this test using WPM, was the first criterion (C1) signified by the smallest 
value (bold number) in table 5.42. This value represented the minimum percentage change 
required in the weight of criterion one (C1) to change the ranking of alternatives one and two (A1 & 
A2), where a 10% decrease in the weight of criterion one (C1) preferred alternative two to 
alternative one (A2 > A1). 
Table 5.42: Percentage Change in Criteria Weights for Test 9 Using WPM 
Criteria Percentage change New ranking 
C1  -10   A2 > A1 > A3 
C1 -62 A2 > A3 > A1 
C2  23 A2 > A1 > A3 
C2  90 A2 > A3 > A1 
C3 22  A2 > A1 > A3 
The most critical criterion in this test using WASPAS, was the first criterion (C1) signified by the 
smallest value (bold number) in table 5.43. This value represented the minimum percentage change 
required in the weight of criterion one (C1) to change the ranking of alternatives one and two (A1 & 
A2), where a 19% decrease in the weight of criterion one (C1) preferred alternative two to 
alternative one (A2 > A1). 
Table 5.43: Percentage Change in Criteria Weights for Test 9 Using WASPAS 
Criteria Percentage change New ranking 
C1  -19   A2 > A1 > A3 
C1 -58 A2 > A3 > A1 
C2  41 A2 > A1 > A3 
C2  81 A2 > A3 > A1 
C3 34 A2 > A1 > A3 
The most critical performance measure in this test using WSM was (A1C1) signified by the smallest 
value (bold number) in table 5.44. This value represented the minimum percentage change 
required in the value of performance measure (A1C1) to change the ranking of alternatives one and 
two (A1 & A2), where a 15% decrease in (A1C1) preferred alternative two to alternative one (A2 > A1. 
Table 5.44: Percentage Change in Performance Measures for Test 9 Using WSM 
Performance measure Percentage change New ranking 
A1C1  -15  A2 > A1 > A3 
A1C1 -54 A2 > A3 > A1 
A2C1 84 A2 > A1 > A3 
A3C1 N/F -- 
A1C2 -94 A2 > A1 > A3 
A2C2 -46 A1 > A3 > A2 
A2C2  51 A2 > A1 > A3 
A3C2  36 A1 > A3 > A2 
A3C2  83 A3 > A1 > A2 
A1C3  -56 A2 > A1 > A3 
A2C3  30 A2 > A1 > A3 
A2C3  -37 A1 > A3 > A2 
A3C3  71 A1 > A3 > A2 
The most critical performance measure in this test using WPM was (A1C1), signified by the smallest 
value (bold number) in table 5.45.  This value represented the minimum percentage change 
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required in the value of performance measures (A1C1) to change the ranking of alternatives one and 
two (A1 & A2), where a 6% decrease in the value of performance measure (A1C1) preferred 
alternative two to alternative one (A2 > A1).  
Table 5.45: Percentage Change in Performance Measures for Test 9 Using WPM 
Performance measure Percentage change New ranking 
A1C1  -6 A2 > A1 > A3 
A1C1 -64 A2 > A3 > A1 
A2C1 -87 A1 > A3 > A2 
A2C1 27 A2 > A1 > A3 
A3C1 N/F -- 
A1C2 -22 A2 > A1 > A3 
A1C2 -90 A2 > A3 > A1 
A2C2 19 A2 > A1 > A3 
A2C2  -83 A1 > A3 > A2 
A3C2  88 A1 > A3 > A2 
A3C2  94 A3 > A1 > A2 
A1C3  -20 A2 > A1 > A3 
A1C3  -89 A2 > A3 > A1 
A2C3  14 A2 > A1 > A3 
A2C3  -79 A1 > A3 > A2 
A3C3  N/F -- 
The most critical performance measure in this test using WASPAS was (A1C1), signified by the 
smallest value (bold number) in table 5.46. This value represented the minimum percentage change 
required in the value of performance measure (A1C1) to change the ranking of alternatives one and 
two (A1 & A1), where a 10% decrease in the value of performance measure (A1C1) preferred 
alternative two to alternative one (A2 > A1). 
Table 5.46: Percentage Change in Performance Measures for Test 9 Using WASPAS 
Performance measure Percentage change New ranking 
A1C1  -10 A2 > A1 > A3 
A1C1 -58 A2 > A3 > A1 
A2C1 55 A2 > A1 > A3 
A2C1 -96 A1 > A3 > A2 
A3C1 N/F -- 
A1C2 -46 A2 > A1 > A3 
A2C2  35 A2 > A1 > A3 
A2C2  -67 A1 > A3 > A2 
A3C2  60 A1 > A3 > A2 
A3C2  90 A3 > A1 > A2 
A1C3  -37 A2 > A1 > A3 
A1C3  -98 A2 > A3 > A1 
A2C3  22 A2 > A1 > A3 
A2C3  -58 A1 > A3 > A2 
A3C3  N/F  -- 
 
5.2 Discussion and Results 
The previous Section applied the new approach to select a suitable MCDM method to nine tests, 
taking into consideration the problem, alternatives, criteria, use in practice and the robustness of 
results and conducted sensitivity analysis on a subset of candidate methods. 
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This Section will discuss the results of the previous Section and recommend a MCDM method to aid 
decision makers in providing a suitable and robust outcome for each test based on the outcomes 
of the sensitivity analysis.  
5.2.1 Test 1 Sensitivity of WSM and WPM to Uncertainty in Inputs, 4 Alternatives, 
4 Criteria 
In this test WSM required 4.754% change to the value of the most critical criterion weight to alter 
the ranking of alternatives, while WPM required 11.177% change to the value of the most critical 
criterion weight to alter the ranking of alternatives, which was 2.351 times less sensitive to changes 
in the most critical criterion weight than WSM. WPM would be recommended for this test if 
decision makers were uncertain of criteria weights or anticipated a risk factor of high severity that 
could affect criteria weights. 
WSM required 1.421% change to the value of the most critical performance measure to alter the 
ranking of alternatives, while WPM required 4.195% change to the value of the most critical 
performance measure to alter the ranking of alternatives, both methods were sensitive to changes 
in the value of the most critical performance measures. WPM was 2.952 times less sensitive to 
changes in the most critical performance measure than WSM. WPM would be recommended for 
this test if decision makers were uncertain of performance measures or anticipated a risk factor of 
high severity that could affect performance measures. 
WPM should be recommended if risk and uncertainty would affect both criteria weights and 
performance measures since it delivered a more robust outcome than WSM. WPM was 2.351 times 
less sensitive than WSM to changes in the most critical criterion weight and 2.952 times less 
sensitive than WSM to changes in most critical performance measures.  
The third alternative (A3) scored highest on the most important criterion (C1) but was not ranked 
first because this high score on (C1) was not sufficient enough to compensate (A3) poor performance 
on the second most important criterion (C4). The first alternative (A1) scored higher than the second 
alternative (A2) on the most important criterion (C1) but this high score was not enough to 
compensate the poor performance of (A1) relative to (A2) on the second important criterion (C4), 
(A1) was ranked second. 
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5.2.2 Test 2 Sensitivity of WSM and WPM to Uncertainty in Inputs, 5 Alternatives, 
5 Criteria 
In this test WSM required a 44.781% change to the value of the most critical criterion weight to 
alter the ranking of alternatives, while WPM required 59.773% change to the value of the most 
critical criterion weight to alter the ranking of alternatives, while both methods required a relatively 
large percentage change to the most critical criterion weight to alter the ranking of alternatives, 
WPM was 1.335 times less sensitive to changes in most critical criterion weight than of WSM. WPM 
would be recommended for this test if decision makers were uncertain of criteria weights or 
anticipated a risk factor of high severity that could affect criteria weights. 
WSM required a 34.947% change to the value of the most critical performance measure to alter the 
ranking of alternatives, while WPM required a 32.588% change to the value of the most critical 
performance measure to alter the ranking of alternatives, while both methods required a relatively 
large change to the most critical performance measure to alter the ranking of alternatives. WSM 
was 1.072 times less sensitive to changes in the most critical performance measure than WPM. 
WSM would be recommended for this test if decision makers were uncertain of performance 
measures or anticipated a risk factor of high severity that could affect performance measures. 
WPM should be recommended if risk and uncertainty would affect both criteria weights and 
performance measures, a compromise between these factors is recommended. Although WPM was 
slightly more sensitive than WSM for the most critical performance measure, both methods could 
deliver a robust output since both methods required a relatively high percentage change to the 
most critical performance measure. Moreover, WPM was 1.335 times less sensitive to changes to 
the most critical criterion weights than WSM.   
WSM and WPM ranked the first alternative (A1) first. (A1) scored highest on the most important 
criterion (C4) and did not have any poor performances on any other criteria.   
5.2.3 Test 3 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 4 
Alternatives, 4 Criteria 
In this test AHP required a 53.678% change to the value of most critical criterion weight to alter the 
ranking of alternatives, while PROMETHEE II required 56.262% change to the value of the most 
critical criterion weight to alter the ranking of alternatives. Both methods delivered the same 
outcomes and required a relatively large percentage change to the most critical criterion weight to 
alter the ranking of alternatives. PROMETHEE II was 1.048 times less sensitive to changes in the 
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value of the most critical criterion weight than AHP, PROMETHEE II would be recommended for this 
test if decision makers were uncertain of criteria weights or anticipated a risk factor of high severity 
that could affect criteria weights. 
AHP required a 30% change to the value of most critical performance measure score to alter the 
ranking of alternatives, while PROMETHEE II required 36% decrease to the value of the most critical 
performance measure score to alter the ranking of alternatives. PROMETHEE II was 1.2 times less 
sensitive to changes in the value of the most critical performance measure than AHP. Both methods 
required relatively large percentage change to the most critical performance measure to alter the 
ranking of the alternative. AHP had one critical performance measure while PROMETHEE II had two 
critical performance measures AHP would be recommended for this test if decision makers were 
uncertain of performance measures or anticipated a risk factor of high severity that could affect 
performance measures. 
Both methods delivered relatively robust outcomes. PROMETHEE II was less sensitive than AHP to 
changes in the values of the both criteria weights and performance measures. AHP had one critical 
performance measure while PROMETHEE II had two. Recommending AHP for this test would 
provide a more robust outcome with less vulnerability to risk and uncertainty. 
Applying AHP or PROMETHEE II to this test where the fourth criterion (C4) was much smaller than 
the second criterion (C2), (C4/C2 = 0.06/0.503 = 0.119), a ±100% change in the weight of (C4) did not 
change the original ranking of the alternatives. Also applying AHP or PROMETHEE II to this test, a 
±100% change in the value of the performance measures of all alternatives with respect to that 
criterion (i.e. A1C4, A2C4, A3C4 and A4C4) did not change the original ranking of the alternatives. 
5.2.4 Test 4 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 3 
Alternatives, 3 Criteria 
In this test, AHP required a 14.333% change in the value of the most critical criterion weight to alter 
the ranking of alternatives, while PROMETHEE II required 18.333% change in the value of the most 
critical criterion weight to alter the ranking of alternatives. Both methods delivered different 
outcomes. PROMETHEE II was 1.279 times less sensitive to changes in the value of the most critical 
criterion weight than AHP. PROMETHEE II would be recommended for this test if decision makers 
were uncertain of criteria weights or anticipated a risk factor of high severity that could affect 
criteria weights. 
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AHP required an 8% change in the value of the most critical performance measure to alter the 
ranking of alternatives, while PROMETHEE II required 11% change in the value of the most critical 
performance measure score to alter the ranking of alternatives. PROMETHEE II was 1.375 times less 
sensitive to changes in the value of the most critical performance measure than PROMETHEE II. 
PROMETHEE II would be recommended for this test if decision makers were uncertain of 
performance measures or anticipated a risk factor of high severity that could affect performance 
measures. 
Both methods delivered different outcomes. Both methods were relatively vulnerable to changes 
in the values of criteria weights and performance measures. AHP was more vulnerable than 
PROMETHEE II to changes in the values of criteria weights and performance measures. 
Recommending PROMETHEE II for this test would provide a more robust outcome with less 
vulnerability to risk and uncertainty. 
Applying AHP or PROMETHEE II to this test where the third criterion (C3) was much smaller than the 
first criterion (C1), (C3/C1 = 0.1/0.6 = 0.167), a ±100% change in the weight of (C3) did not change the 
original ranking of the alternatives. Also applying PROMETHEE II to this test, a ±100% change in the 
value of the performance measures of all alternatives with respect to that criterion (i.e. A1C3, A2C3 
and A3C3) did not change the original ranking of the alternatives. While applying AHP to this test, 
the original ranking of the alternatives was altered when changing the values of (A1C3 and A2C3) by 
71% and 39% respectively. 
5.2.5 Test 5 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 3 
Alternatives, 5 Criteria 
In this test, AHP required a 0.8% change to the value of the most critical criterion weight to alter 
the ranking of alternatives, while PROMETHEE II required a 22.5% change the value of the most 
critical criterion weight to alter the ranking of alternatives. PROMETHEE II was 28.125 times less 
sensitive to changes in the value of the most critical criterion weight than AHP. PROMETHEE II would 
be recommended for this test if decision makers were uncertain of criteria weights or anticipated 
a risk factor of high severity that could affect criteria weights. 
AHP required a 0.5% change to the values of most critical performance measures to alter the 
ranking of alternatives and had four critical performance measures, PROMETHEE II required a 1% 
change the values of most critical performance measures to alter the ranking of alternatives and 
had two critical performance measures, PROMETHEE II was 2 times less sensitive to changes in the 
values of the most critical performance measures and had fewer critical performance measures 
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than AHP. PROMETHEE II would be recommended for this test if decision makers were uncertain of 
performance measures or anticipated a risk factor of high severity that could affect performance 
measures. 
PROMETHEE II would be recommended for this test if risk and uncertainty would affect both criteria 
weights and performance measures, since PROMETHEE II was 28.125 times less sensitive to changes 
in the values of the most critical criteria weights and 2 times less sensitive to changes in the values 
of the most critical performance measures and had fewer critical performance measures than AHP. 
PROMETHEE II showed that the third alternative (A3) had the highest positive outranking flow and 
a negative outranking flow equal to the second alternative (A2). That resulted in A3 having the 
highest net flow and it was ranked first. 
In tests 5 and 6, PROMETHEE II did not allow compensation between criteria and was less sensitive 
to changes in criteria weights than the other four methods used in these tests (that did allow 
compensation between criteria i.e. WSM, WPM, WASPAS and AHP). PROMETHEE II was 28.125 
times less sensitive to changes in the value of the most critical criterion weight than AHP, 11.25 
times less sensitive to changes in the value of the most critical criterion weight than WSM, 7.5 times 
less sensitive to changes in the value of the most critical criterion weight than WASPAS and 5.625 
times less sensitive to changes in the value of the most critical criterion weight than WPM. 
When comparing all five methods used in these tests, results showed that all five methods were 
sensitive to changes in the most critical performance measures (less than 2%), PROMETHEE II was 
less sensitive than the other four to changes in the value of the most critical criterion weight and 
required the highest minimum percentage change to the most critical criterion weight to alter the 
ranking of alternatives. PROMETHEE II was recommended for this test if risk and uncertainty would 
affect both criteria weights and performance measures. 
AHP provided the ranking of alternatives: A2 = A3 > A1, alternative two and alternative three were 
indifferent. AHP required a 0.8% change in the value of the most critical criterion weight to change 
the ranking of the alternatives. Also AHP required a 0.5% change in the values of the most critical 
performance measures to change the ranking of the alternatives. 
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5.2.6 Test 6 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 3 
Alternatives, 3 Criteria 
In this test, AHP required a 21.2% change to the value of the most critical criterion weight to alter 
the ranking of alternatives and PROMETHEE II required 2% change to the value of the most critical 
criterion weight to alter the ranking of alternatives. Both methods delivered different outcomes. 
AHP was 10.6 times less sensitive to changes in the value of the most critical criterion weight than 
PROMETHEE II. AHP would be recommended for this test if decision makers were uncertain of 
criteria weights or anticipated a risk factor of high severity that could affect criteria weights. 
AHP required a 16% change to the value of the most critical performance measure to alter the 
ranking of alternatives and had only one critical performance measure, while PROMETHEE II 
required a 2% change to the values of the most critical performance measures to alter the ranking 
of alternatives and had two critical performance measures. AHP was 8 times less sensitive to 
changes in the value of the most critical performance measure and had fewer critical performance 
measures than PROMETHEE II. AHP would be recommended for this test if decision makers were 
uncertain of performance measures or anticipated a risk factor of high severity that could affect 
performance measures. 
AHP would be recommended for this test if risk and uncertainty would affect both criteria weights 
and performance measures, since AHP was 10.6 times less sensitive to changes in the values of the 
most critical criteria weights and 8 times less sensitive to changes in the values of the most critical 
performance measures and had fewer critical performance measures than PROMETHEE II. 
PROMETHEE II provided the ranking of alternatives: A1 = A2 > A3, alternative one and alternative 
two were indifferent. PROMETHEE II required a 2% change in the value of the most critical criterion 
weight to change the ranking of the alternatives. Also PROMETHEE II required a 2% change in the 
value of the most critical performance measures to change the ranking of the alternatives.    
5.2.7 Test 7 Sensitivity of AHP and PROMETHEE II to Uncertainty in Inputs, 3 
Alternatives, 3 Criteria, Equal Criteria Weights 
In this test, AHP required a 5.706% change to the value of the most critical criterion weight to alter 
the ranking of alternatives and PROMETHEE II required 29.129% change to the value of the most 
critical criterion weight to alter the ranking of alternatives. Both methods delivered the same 
ranking. PROMETHEE II was 5.105 times less sensitive to changes in the value of the most critical 
criterion weight than AHP. PROMETHEE II would be recommended for this test if decision makers 
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were uncertain of criteria weights or anticipated a risk factor of high severity that could affect 
criteria weights. 
AHP required a 10% change to the values of the most critical performance measures to alter the 
ranking of alternatives and had two critical performance measures and PROMETHEE II required 2% 
change to the values of the most critical performance measures to alter the ranking of alternatives 
and had two critical performance measures. Both methods had the same number of critical 
performance measures. AHP was 5 times less sensitive to changes in the values of the most critical 
performance measures than PROMETHEE II. AHP would be recommended for this test if decision 
makers were uncertain of performance measures or anticipated a risk factor of high severity that 
could affect performance measures. 
A compromise between sensitivity to changes in the values of the most critical criteria weights and 
the most critical performance measures should be made to recommend a MCDM method for this 
test. PROMETHEE II was 5.1 times less sensitive than AHP for changes in the values of the most 
critical criteria weights. AHP was 5 times less sensitive than PROMETHEE II for changes in the values 
of the most critical performance measures. AHP would be recommended for this Test if risk and 
uncertainty would affect both criteria weights and performance measures, since PROMETHEE II was 
highly sensitive to changes in the values of the most critical performance measures and required 
only 2% change in the values of the most critical performance measures (A1C3 or A3C3) to change 
the ranking of the alternatives, while AHP required 5.706% change to the value of the most critical 
criterion (C1) to alter the ranking of the alternatives. 
The second alternative (A2) did not score lowest on any criteria and scored highest on the third 
criterion (C3). AHP and PROMETHEE II ranked (A2) first. 
5.2.8 Test 8 Sensitivity of WSM, WPM and WASPAS to Uncertainty in Inputs, 3 
Alternatives, 5 Criteria 
In this test, WSM required a 2% change to the values of the most critical criteria weights to alter 
the ranking of alternatives two critical criteria. WPM required a 4% change to the value of the most 
critical criterion weight to alter the ranking of alternatives and had only one critical criteria. WASPAS 
required a 3% change to the value of the most critical criterion weight to alter the ranking of 
alternatives and had only one critical criteria. WPM was 2 times less sensitive to changes to the 
most critical criterion weight than WSM and 1.333 times less sensitive to changes to the value of 
the most critical criterion weight than WASPAS.  WPM would be recommended for this test if 
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decision makers were uncertain of criteria weights or anticipated a risk factor of high severity that 
could affect criteria weights. 
WSM required a 1% change to the value of the most critical performance measure to alter the 
ranking of alternatives and had two critical performance measures. WPM required 2% change to 
the value of the most critical performance measure to alter the ranking of alternatives and had two 
critical performance measures. WASPAS required a 2% change to the value of the most critical 
performance measures to alter the ranking of alternatives and had only one critical performance 
measure. All three methods were sensitive to changes in the values of the most critical performance 
measures.  WPM and WASPAS were 2 times less sensitive to changes in the most critical 
performance measure than WSM.  WASPAS had only one critical performance measure while WPM 
had two. WASPAS would be recommended for this test if decision makers were uncertain of 
performance measures or anticipated a risk factor of high severity that could affect performance 
measures. 
A compromise between WASPAS and WPM should be conducted to recommend a method for this 
test if risk and uncertainty affected both criteria weights and performance measures. WPM was 
less sensitive than WSM and WASPAS to changes to the value of the most critical criterion weight, 
WASPAS and WPM had the same sensitivity and were less sensitive than WSM towards changes in 
the most critical performance measures, WASPAS had only one critical performance measure while 
WPM had two.  
The third alternative (A3) scored the highest score on the highest weight criterion (C3), (A3) scored 
lowest on the second highest criterion (C4) and the lowest weight criterion (C2). Using WSM, A3 was 
ranked first, WSM allowed the compensation of A3’s poor performance on (C4) and (C1) by its good 
performance on (C3). Using WPM and WASPAS, (A3) good performance on (C3) was not sufficient to 
compensate its poor performance on (C4) and (C1). 
5.2.9 Test 9 Sensitivity of WSM, WPM and WASPAS to Uncertainty in Inputs, 3 
Alternatives, 3 Criteria, Equal Criteria Weights 
In this test, WSM required a 25% change in the value of the most critical criterion weight to alter 
the ranking of alternatives, WPM required a 10% change in the value of the most critical criterion 
weight to alter the ranking of alternatives and WASPAS required a 19% change in the value of the 
most critical criterion weight to alter the ranking of alternatives. WSM was 2.500 times less sensitive 
to changes in the value of the most critical criterion weight than WPM and 1.316 times less sensitive 
to changes in the value of the most critical criterion weight than WASPAS. WSM would be 
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recommended for this test if decision makers were uncertain of criteria weights or anticipated a 
risk factor of high severity that could affect criteria weights. 
WSM required a 15% change in the value of the most critical performance measure to alter the 
ranking of alternatives, WPM required a 6% change in the value of the most critical performance 
measure to alter the ranking of alternatives and WASPAS required a 10% change in the value of the 
most critical performance measure to alter the ranking of alternatives. WSM was 2.5 times less 
sensitive to changes in the value of the most critical performance measure than WPM. WSM was 
1.5 times less sensitive to changes in the value of the most critical performance measure than 
WASPAS. WSM would be recommended for this test if decision makers were uncertain of 
performance measures or anticipated a risk factor of high severity that could affect performance 
measures. 
WSM would be recommended for this test if risk and uncertainty affected both criteria weights and 
performance measures. WSM was less sensitive than WPM and WASPAS to changes in the values 
of the most critical criterion weight and to changes in the values of the most critical performance 
measures. 
In this test where all criteria weights had the equal weights (C1 = C2 = C3 = 1/3), WSM, WPM and 
WASPAS (methods that used direct aggregation of performance measures) ranked (A1) first. A1 is 
the alternative that scored the highest sum when aggregating all performance measures. 
This Chapter applied the new MCDM Methods Selection Approach to nine tests, recommended a 
subset of candidate methods suitable for each test, conducted sensitivity analysis on some of the 
candidate methods, discussed the results of sensitivity analysis for each test and recommended a 
suitable MCDM method for each test based on the outcomes of sensitivity analysis and the risk and 
uncertainty anticipated by the decision makers. 
All numbers calculated in this Chapter were rounded to three decimal places.  This could have a 
negative effect on the accuracy of the outcome compared to using more accurate data. 
The next Chapter will present a set of new generalized scenarios of decision problems and a new 
set of initial propositions, created to aid decision makers in selecting a suitable MCDM method. 
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Chapter 6 Generalized Scenarios and Initial Propositions 
Chapter 5 described a new sensitivity analysis approach, applied the new Multiple Criteria Decision 
Making (MCDM) Methods Selection Approach to nine tests, applied the sensitivity analysis to the 
nine tests, discussed the results of the sensitivity analysis and recommended a suitable MCDM 
method for each test based on the outcomes of the sensitivity analysis and the risk and uncertainty 
anticipated by the decision makers. 
After applying the new MCDM Methods Selection Approach presented in Chapter 4, a MCDM 
method could be recommended from a subset of candidate methods. 
This Chapter presents a new MCDM Methods Recommendation Model (MRM), a set of generalized 
scenarios and a new set of initial Propositions that could aid decision makers in selecting a suitable 
MCDM method. 
6.1 New MCDM Methods Recommendation Model (MRM) 
This Section presents a new MCDM Methods Recommendation Model (MRM), discusses possible 
outcomes, and introduces the concepts of: Reliability Threshold, Credibility Threshold and 
Credibility Value. 
Once a set of candidate methods suitable for a problem was suggested, the new MCDM MRM based 
on risk and uncertainty in criteria weights was created, shown in figure 6.1.  
Two possible scenarios that could produce five different cases were considered in the new MCDM 
MRM: 
 Scenario A: All candidate methods delivered the same outcome. 
 Scenario B: Candidate methods provided different outcomes: 
o Case I: A method had a highest minimum percentage change in the most critical criterion 
weight higher than a Reliability Threshold and its Credibility Value was higher than a 
Credibility Threshold set by the decision maker(s). 
o Case II: A method had a highest minimum percentage change in the most critical criterion 
weight higher than a Reliability Threshold and its Credibility Value was lower than a 
Credibility Threshold set by a decision maker(s). 
o Case III: All candidate methods had minimum percentage change in the most critical 
criterion weight lower than a Reliability Threshold but the Credibility Value of one method 
was higher than a Credibility Threshold set by the decision maker(s). 
o Case IV: All candidate methods had minimum percentage change in the most critical 
criterion weight lower than a Reliability Threshold and the Credibility Values of the 
methods were less than a Credibility Threshold set by a decision maker(s). 
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Figure 6.1: MCDM Methods Recommendation Model 
After applying the new MCDM Methods Selection Approach presented in Chapter 4, a MCDM 
method could be recommended from a subset of candidate methods. The recommendation 
considered the following cases:  
If all candidate methods provided the same outcome then the method that required the highest 
minimum percentage change in the most critical criterion weight was recommended as shown in 
figure 6.2. 
Each dot in figure 6.2 represents the minimum percentage change required in the most critical 
criterion to change the outcome of a method. Five MCDM methods were considered. The red 
circled dot represents a method that required the highest minimum percentage change in the most 
critical criterion. 
Did all candidate 
methods provide 
the same outcome?
Is there a method that had a 
highest minimum percentage 
change higher than a 
Reliability Threshold?
Did a method have a 
Credibility Value higher than 
a Credibility Threshold set by 
the decision maker?
Recommend the 
method with the 
highest minimum 
percentage change 
with high reliability 
and high credibility.
Recommend the 
method with the 
highest minimum 
percentage change 
with high reliability and 
low credibility and 
include its Credibility 
Value.
Did a method have a Credibility 
Value higher than the Credibility 
Threshold set by the decision 
maker?
Recommend the 
method with the 
highest minimum 
percentage change and 
highest Credibility 
Value with low 
reliability and high 
credibility.
Recommend the 
method that is least 
sensitive to risk and 
uncertainty concerns 
with low reliability 
and low credibility.
Recommend the method 
with the highest minimum 
percentage change.
Yes No 
No Yes 
 
Yes Yes No No 
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Figure 6.2: Candidate Methods Provided Same Outcome 
If candidate methods provided different outcomes, then a Reliability Threshold and a Credibility 
Value were introduced and set according to the decision maker(s)’ preference. For example a 
Reliability Threshold might be set to a 10% change in the most critical criterion weight. The 
Credibility Value of a method might be considered as the difference between minimum percentage 
change required in the most critical criterion weight to change the ranking of any two alternatives 
in the outcome of a method and the minimum percentage change required in the most critical 
criterion weight to change the ranking of any two alternatives in the outcome of the method closest 
to it. Four different cases might be considered: 
Case I. If a method had a highest minimum percentage change in the most critical criterion weight 
higher than a Reliability Threshold and its Credibility Value was higher than the Credibility 
Threshold set by the decision maker(s), then this method would be recommended, shown as a 
red circled dot in figure 6.3. 
 
Figure 6.3: Candidate Methods provided Different Outcomes; Case I 
Case II. If a method had a highest minimum percentage change in the most critical criterion weight 
higher than a Reliability Threshold and its Credibility Value was lower than the Credibility 
Threshold set by the decision maker(s), then this method would be recommended with low 
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credibility since its Credibility Value was lower than the Credibility Threshold set by the decision 
maker(s), shown as a red circled dot in figure 6.4.  
  
Figure 6.4: Candidate Methods provided Different Outcomes; Case II 
Case III. If all candidate methods had minimum percentage change in the most critical criterion 
weight lower than a Reliability Threshold but the Credibility Value of one method was higher than 
the Credibility Threshold set by the decision maker(s), then this method would be recommended 
with low reliability and high credibility, shown as a red circled dot in figure 6.5. 
Case IV. If all candidate methods had minimum percentage change in the most critical criterion 
weight lower than the Reliability Threshold and the Credibility Values of the methods were less 
than the Credibility Threshold set by the decision maker(s), then reconsider the inputs of the 
problem and make sure that all values were accurate, study and analyse the risk and uncertainty 
concerns and recommend the method that was least sensitive to high impact and probability of 
occurrence risk factors with low reliability and low credibility, shown as a red circled dot in figure 
6.6. 
Method 3 will be recommended with low credibility since it required a 
highest minimum percentage change in the lowest criterion weight 
higher than the Reliability Threshold and had 3% Credibility Value
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Figure 6.5: Candidate Methods provided Different Outcomes; Case III 
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Figure 6.6: Candidate Methods provided Different Outcomes; Case IV 
Numbers shown in figures 6.2, 6.3, 6.4, 6.5 and 6.6 were randomly generated for explanatory 
purposes. 
6.2 Generalized Scenarios and Initial Propositions 
This Section presents eight generalized scenarios for decision problems and suggests an initial set 
of Propositions to address these scenarios. 
A first attempt to develop a set of Propositions to aid decision makers in selecting the most 
appropriate MCDM method for their problem is described. It considered two scenarios that 
addressed decision makers’ uncertainty and risk concerns.  
MCDM methods often delivered different outcomes when applied to the same problem. Results 
obtained from conducting sensitivity analysis on different MCDM methods showed that different 
MCDM methods had different degrees of sensitivity to risk and uncertainties in inputs. After 
analysing the results of the nine tests presented in Chapter 5, two generalized scenarios that 
depended on decision makers’ uncertainty and risk concerns were created: 
SCENARIO ONE - Uncertainty in Criteria Weights: Decision makers were uncertain of criteria 
weights and / or anticipated a risk factor of high severity that could affect criteria weights. 
SCENARIO TWO - Uncertainty in Performance Measures: Decision makers were uncertain of 
performance measures and / or anticipated a risk factor of high severity that could affect 
performance measures. 
An initial set of Propositions were created to analyse MCDM methods sensitivity to risk and 
uncertainty of inputs for different problems which addressed decision makers’ uncertainty and risk 
After reconsidering the inputs of the decisional problem, then make sure that all values were
accurate, study and analyse the risk and uncertainty concerns. Select the method that was least
sensitive to the risk with high impact and high probability of oc
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concerns. This initial set of Propositions aimed to recommend a MCDM method that best suited a 
problem: 
INITIAL PROPOSITION ONE – Uncertainty in Criteria Weights: If decision makers were uncertain of 
criteria weights or anticipated a risk factor of high severity that could affect criteria weights, then a 
method that was least sensitive to changes in criteria weights should be recommended. 
INITIAL PROPOSITION TWO - Uncertainty in Performance Measures: If decision makers were 
uncertain of performance measures or anticipated a risk factor of high severity that could affect 
performance measures, then a method that was least sensitive to changes in performance 
measures should be recommended.  
Tests 2 and 7 presented in Chapter 5 provided another possible generalized scenario so that when 
decision makers were uncertain of both criteria weights and performance measures, then a 
compromise between these factors might be considered. Test 2 showed that Weighted Product 
Method (WPM) was 1.335 less sensitive than Weighted Sum Method (WSM) to changes in the 
values of the most critical criteria weights, while WSM was 1.072 less sensitive than WPM to 
changes in the values of the most critical performance measures. Test 7 showed that Preference 
Ranking Organization Method for Enrichment of Evaluation II (PROMETHEE II) was 5.105 times less 
sensitive than Analytical Hierarchy Process (AHP) to changes in the values of the most critical 
criteria weights, while AHP was 5 times less sensitive than PROMETHEE II to changes in the values 
of the most critical performance measures. That observation led to: 
SCENARIO THREE - Uncertainty in Inputs: Decision makers were uncertain and / or anticipated a 
risk factor of high severity that could affect both criteria weights and performance measures. 
Another proposition was created and added to the initial set of Propositions to address scenario 
three. The best compromise between uncertainty in criteria weights and uncertainty in 
performance measures might be needed to recommend a suitable MCDM method for a problem. 
INITIAL PROPOSITION THREE – Uncertainty in Inputs: If decision makers were uncertain and / or 
anticipated a risk factor of high severity that could affect both criteria weights and performance 
measures, then a method that was least sensitive to changes in criteria weights and performance 
measures should be recommended for the problem. In some scenarios, the best compromise 
between these factors could be recommended. 
Analysis of tests (5 and 8) and (7 and 9) presented in Chapter 5, provided another two possible 
generalized scenarios. Tests (5 and 8) and (7 and 9) showed that applying five different MCDM 
methods to the same problem generated different outcomes. 
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The ratio between each alternatives’ performance measures with respect to each criterion 
considered in tests 5 and 8 are shown in table 6.1: 
Table 6.1: Ratio of Performance Measures for tests 5 and 8 
Performance Measures Ratio 
A1C1: A2C1 2.5 
A1C1: A3C1 0.833 
A2C1: A3C1 0.333 
A1C2: A2C2 0.667 
A1C2: A3C2 1.994 
A2C2: A3C2 2.994 
A1C3: A2C3 0.75 
A1C3: A3C3 0.5 
A2C3: A3C3 0.667 
A1C4: A2C4 1 
A1C4: A3C4 3 
A2C4: A3C4 3 
Considering two alternatives with performance measures close in value with respect to a high 
weighted criterion, a small change in the value of one of the performance measures or in the value 
of a high weighted criterion would change the ranking of the alternatives. This was shown in tests 
5 and 8 presented in Chapter 5. Using the ratios in table 6.1: 
 The effect of uncertainty in criteria weights: 
 WSM required a 2% decrease in the value of the highest criterion weight (C3) to prefer 
alternative two to alternative three (A2 > A3). The ratio between (A2C3: A3C3) was 0.667. A 
2% increase in the value of the second highest criterion weight (C4) preferred alternative 
two to alternative three (A2 > A3). The ratio between (A2C4: A3C4) was equal to 1.  
 WPM required a 4% increase in the value of the highest criterion weight (C3) to prefer 
alternative two over alternative one (A2 > A1). The ratio between (A1C3: A2C3) was 0.75. 
 AHP required a 0.8% increase in the value of the second highest criterion weight (C4) or a 
1% decrease in the value of the highest criterion weight (C3) to prefer alternative two over 
alternative three (A2 > A3). The ratio between (A2C3: A3C3) was 0.667.  
 PROMETHEE II required a 22.5% decrease in the value of the highest criterion weight (C4) 
to prefer alternative two over alternative three (A2 > A3).  
When the ratio between the performance measures of a pair of alternatives with respect to a high 
criterion weight was close to 1, then a method that allowed a level of compensation between good 
and poor performances of alternatives with respect to criteria might require a lower minimum 
percentage change in the lowest criterion weight to change the ranking of the alternatives than the 
methods that did not allow compensation between good and poor performances of alternatives 
with respect to criteria. 
 The effect of uncertainty in performance measures: 
 WSM required a 1% increase in the value of performance measure (A2C3) or a 1% decrease 
in the value of performance measure (A3C3) was required to prefer alternative two over 
alternative three (A2 > A3). The ratio between A2C3 and A3C3 was 0.667.  
 WPM required a 2% increase in the value of performance measure (A2C3), a 2% increase 
in the value of performance measure (A2C4). A 2% decrease in the value of performance 
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measure (A1C3) or a 2% decrease in the value of performance measure (A1C4) was required 
to prefer alternative two over alternative one (A2 > A1). The ratio between A1C3 and A2C3 
was 0.75 and the ratio between A1C4 and A2C4 equaled 1. 
 AHP required a 0.5% decrease in the value of performance measures (A2C3) and (A2C4) or 
a 0.5% increase in the value of performance measure (A3C3) was required to prefer 
alternative three over alternative two (A3 > A2). Also a 0.5% decrease in the value of 
performance measure (A3C3) or a 0.5% increase in the value of performance measure 
(A2C3) was required to prefer alternative two over alternative three (A2 > A3). The ratio 
between A2C3 and A3C3 was 0.667. 
 PROMETHEE II required a 1% decrease in the value of performance measure (A1C4) or a 
1% increase in the value of performance measure (A2C4) was required to prefer alternative 
two over alternative three (A2 > A3). The ratio between A1C4 and A2C4 was equal to 1. 
When the ratio between the performance measures of a pair of alternatives with respect to a high 
criterion weight was close to 1, the level of compensation between good and poor performances 
of alternatives with respect to criteria allowed might not have an impact on the percentage change 
required in the performance measures of the alternatives to change the outcome of a method. 
WSM, WPM, Weighted Aggregated Sum Product Assessment Method (WASPAS) and AHP allowed 
a level of compensation between good and poor performances with respect to criteria. 
PROMETHHEE II did not allow compensation. 
The following two scenarios were considered depending on the level of risk and uncertainty in 
performance measures and criteria weights: 
SCENARIO FOUR: Performance measures for alternatives with respect to highest weight criteria 
were close to each other in value and decision makers were uncertain of criteria weights. 
SCENARIO FIVE: Performance measures for alternatives with respect to highest weight criteria were 
close to each other in value and decision makers were uncertain of the values of the performance 
measures. 
New factors were considered when addressing scenarios four and five: 
 Level of compensation of good and poor performances with respect to criteria allowed by 
MCDM methods. 
 Indifference and Preference thresholds. 
Two Propositions were created to address scenarios four and five: 
INITIAL PROPOSITION FOUR – 25% Ratio and Criteria Weights: Considering criteria weights, if 
performance measures for alternatives with respect to each criterion were close to each other in 
value (±25%), a method that did not allow compensation between good and poor performances of 
alternatives with respect to criteria and appropriate preference and indifference thresholds might 
provide a robust output when dealing with uncertainty in criteria weights. 
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INITIAL PROPOSITION FIVE – 25% Ratio and Performance Measures: Considering performance 
measures, if performance measures for alternatives with respect to each criterion were close to 
each other in value (±25%), a method that did not allow compensation between good and poor 
performances of alternatives with respect to criteria might not provide robust output when dealing 
with uncertainty in performance measures. To enhance robustness of results, indifference and 
preference thresholds should be considered.  
Applying initial Propositions four and five to tests 5 and 8 presented in Chapter 5 did not provide 
accurate predictions of the robustness of results when performance measures of the alternatives 
with respect to each criterion were close to each other and so initial Propositions four and five were 
modified.  
MODIFIED PROPOSITION FOUR – 25% Ratio and Criteria Weights: Depending on the problem 
structure, considering criteria weights, if performance measures of alternatives with respect to high 
weighted criteria were close to each other in value (around ±25%), a method that did not allow 
compensation between good and poor performances of alternatives with respect to criteria and 
appropriate preference and indifference thresholds could provide a robust output when dealing 
with uncertainty in criteria weights. 
MODIFIED PROPOSITION FIVE – 25% Ratio and Performance Measures: Depending on the problem 
structure, considering performance measures, if performance measures of alternatives with 
respect to high weighted criteria were close to each other in value (around ±25%), a method that 
did not allow compensation between good and poor performances of alternatives with respect to 
criteria could not provide robust output when dealing with uncertainty in performance measures. 
Three new potential generalized scenarios were considered to predict the outcome of a method. 
Applying AHP to test 5 showed that alternatives two and three were indifferent (A2 = A3). Sensitivity 
analysis conducted on the outcome of AHP showed that AHP was sensitive to changes in the weight 
of criterion four and required a 0.8% increase in the weight of criterion four (C4) to prefer alternative 
two over alternative three (A2 > A3) and a 1.2% decrease in the weight of criterion four (C4) to prefer 
alternative three over alternative two (A3 > A2).  
AHP required a 0.5% change in the values of performance measures (A2C3), (A3C3), (A1C4), or (A2C4) 
to change the indifference relationship between alternatives two and three and to prefer one 
alternative to the other. 
Applying PROMETHEE II to test 6 showed that alternatives one and two were indifferent from each 
other (A1 = A2). Sensitivity analysis conducted on the outcome of PROMETHEE II showed that 
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PROMETHEE II was sensitive to changes in the weight of criterion one and required a 2% increase 
in the weight of criterion one (C1) to prefer alternative one over alternative two (A1 > A2) and a 2% 
decrease in the weight of criterion one (C1) to prefer alternative two over alternative one (A2 > A1).  
PROMETHEE II required a 2% change in the values of performance measures (A1C3) or (A3C3) to 
change the indifference relationship between alternatives one and two and to prefer one 
alternative over the other. 
The following scenario was considered when a method provided two indifferent alternatives in its 
outcome: 
SCENARIO SIX: Two alternatives were indifferent and they had different performance measures 
with respect to criteria. 
Tests 1 to 6 and test 8 showed that at least one of the methods applied to the tests ranked the 
alternative that scored highest on the highest criterion weight first: 
 Test 1 showed that WPM ranked alternative one (A1) first. A1 scored highest on the highest 
criterion C1 weight. WSM ranked alternative one (A1) second since A1 scored lower than A2 
on the second highest criterion weight. 
 Test 2 showed that WSM and WPM ranked alternative one (A1) first. A1 scored highest on the 
highest criterion weight (C4).  
 Test 3 showed that AHP and PROMETHEE II ranked alternative three (A3) first. A3 scored 
highest on the highest criterion weight (C2).  
 Test 4 showed that PROMETHEE II ranked alternative one (A1) first. A1 scored highest on the 
highest criterion weight (C1).  
 Test 5 showed that PROMETHEE II ranked alternative three (A3) first. A3 scored the highest 
on the highest criterion weight (C3). AHP ranked alternatives two and three first (A2 = A3). A3 
scored the highest on the highest criterion weight (C3) and A2 scored second highest on the 
highest criterion weight (C3) and highest on the second highest criterion weight (C4). 
 Test 6 showed that AHP ranked alternative one (A1) first. A1 scored highest on the highest 
criterion weight. 
 Test 8 showed that WSM ranked alternative three (A3) first. A3 scored highest on the highest 
criterion weight (C3). A3 scored lowest on the second highest criterion weight (C4) and the 
lowest criterion weight (C2). WSM ranked A3. WSM allowed the compensation of A3’s poor 
performance on C4 and C1 by its good performance on C3. WPM and WASPAS allowed the 
compensation of A3’s poor performance on C4 and C1 by its good performance on C3 but this 
compensation was not sufficient to rank A3 first.  
Analysis of the results led to potential generalized scenario seven that addressed the situation when 
an alternative might be ranked first: 
SCENARIO SEVEN: An alternative scored highest on the most important criterion or criteria and did 
not have poor performances on others. 
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Tests 7 and 9 applied five different MCDM methods to the same decision problem with a set of 
equal criteria weights (C1 = C2 = C3 = 1/3). Test 7 applied AHP and PROMETHEE II, both methods 
delivered the same ranking of alternatives: A2 > A1 > A3. Test 9 applied WSM, WPM and WASPAS. 
The three methods delivered the same ranking of alternatives: A1 > A2 > A3.  Potential generalized 
scenario eight was described to address the prediction of the top ranked alternative in an equal 
criteria weighted problem:  
SCENARIO EIGHT: An alternative might be ranked first in an equal criteria weight decision problem. 
To address scenarios 6 to 8, Propositions six, seven and eight were created  
INITIAL PROPOSITION SIX – Indifference Proposition: Depending on the problem structure, 
whenever two alternatives were indifferent from each other and they had different performance 
measures with respect to criteria, then, a small change to the performance measure of one of the 
alternatives with respect to the highest weight criterion (less than 2%) could prefer one alternative 
over the other.  
INITIAL PROPOSITION SEVEN – When an Alternative will be Ranked First? Depending on the 
problem structure, an alternative could be ranked first, if it scored highest on the most important 
criterion or criteria (i.e. highest criterion or criteria weight) and did not have poor performances on 
other criteria (i.e. did not score significantly lower than other alternatives). 
INITIAL PROPOSITION EIGHT - Equal Criteria Weights: In a problem where all criteria had the same 
weights, two cases might be considered to rank an alternative first depending on the level of 
compensation a method used: 
 If a method that allowed compensation between good and poor performances of alternatives 
with respect to criteria was used, the alternative that scored the highest sum when 
aggregating all performance measures of all alternatives with respect to all criteria might be 
ranked first. 
 If a method that did not allow compensation between good and poor performances of 
alternatives with respect to criteria was used, the alternative that scored highest on all 
criteria might be ranked first. 
6.3 Further Testing and Modification 
The previous Section presented a set of eight scenarios and a set of eight initial Propositions and 
analysed initial Propositions one, two, three, four and five. This section tests initial Propositions six, 
seven and eight and presents modified Propositions six, seven and eight.  
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Initial Propositions six, seven and eight were applied to tests 1 to 9 presented in Chapter 5 and 
other sets of tests were considered. Some of these tests considered sample decision problems from 
Expert Choice Software and other tests were randomly generated.  
Results showed that if two or more alternatives were indifferent, then any change in the 
performance measures of any of the indifferent alternative might prefer it to the others and / or 
any change in any criterion weight might prefer one alternative to the others.  
Results showed that initial Propositions six, seven and eight failed to provide the proper guidance 
for decision makers. The following three tests provided examples for invalid initial Propositions 
seven and eight. 
Test A: The decision matrix of test 4 presented in Chapter 5 shown in table 6.2 was used to 
investigate initial proposition seven. 
Table 6.2: Decision matrix for test A 
                                         Criteria  
Alternative 
C1 = 0.600 C2 = 0.300 C3 = 0.100 
A1 0.500 0.130 0.270 
A2 0.380 0.390 0.500 
A3 0.120 0.480 0.230 
AHP and PROMETHE II were applied to this test. AHP provided a ranking of alternatives: A2 > A1 > 
A3, with a global score of alternatives: A1 = 0.363, A2 = 0.395 and A3 = 0.242. PROMETHEE II provided 
a different ranking of alternatives: A1 > A2 > A3, with a net flow of alternatives: Φ(A1) = 0.300, Φ(A2) 
=0.100, Φ(A3) = -0.400. 
PROMETHEE II ranked alternative one (A1) first, A1 scored highest on the highest weight criterion 
(C1). AHP ranked alternative two (A2) first; A2 did not score lowest on any criterion, scored lower 
than alternative one (A1) on the highest criterion weight (C1) but scored higher than A1 on the 
second highest criterion weight (C2). AHP allowed A2 to compensate its poor performance on C1.   
AHP ranked A2 first although A2 did not score highest on the highest criterion weight (C1). 
Test B: This test considered the decision matrix shown in table 6.3 and applied WSM, WPM and 
WASPAS with λ = 0.5 to investigate initial proposition seven. 
Table 6.3: Decision matrix for test B 
                             Criteria 
Alternative 
C1 = 0.400 C2 = 0.300 C3 = 0.200 C4 = 0.100 
A1 0.500 0.100 0.400 0.400 
A2 0.300 0.45 0.300 0.300 
A3 0.100 0.250 0.200 0.200 
A4 0.100 0.200 0.100 0.100 
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WSM, WPM and WASPAS with λ = 0.5 provided a different ranking of alternatives. WSM provided 
a ranking of alternatives: A1 > A2 > A3 > A4, with an overall score of alternatives: A1 = 0.350 A2 = 
0.345, A3 = 0.175 and A4 = 0.130. WPM provided a different ranking of alternatives: A2 > A1 > A3 > 
A4, with an overall score of alternatives: A1 = 0.289, A2 = 0.339, A3 = 0.162 and A4 = 0.123. WASPAS 
with λ = 0.5 provided the same ranking of alternatives as WPM, with an overall score of alternatives: 
A1 = 0.319, A2 = 0.342, A3 = 0.169 and A4 = 0.127. 
Alternative one (A1) scored highest on the highest criterion weight (C1) but scored lowest on the 
second highest criterion weight. WSM allowed A1 to compensate its poor performance on C2 by its 
good performance for C1, WSM ranked A1 first. WPM and WASPAS allowed A1 to compensate its 
poor performance on C2 by its good performance on C1 but this compensation was not sufficient to 
rank A1 first. WPM and WASPAS ranked A1 second.  
WPM and WASPAS ranked A2 first although A2 did not score highest on the highest criterion weight 
(C1). 
Test C: This test considered a problem with a set of three alternatives and four criteria, shown in 
table 6.4 to investigate initial proposition eight. 
Table 6.4: Decision matrix for test C 
                             Criteria 
Alternative 
C1 = 0.250 C2 = 0.250 C3 = 0.250 C4 = 0.250 
A1 0.500 0.300 0.400 0.400 
A2 0.300 0.400 0.300 0.300 
A3 0.100 0.100 0.200 0.200 
A4 0.100 0.200 0.100 0.100 
AHP, WSM, WPM and WASPAS with λ = 0.5 where applied to this test. All four methods provided 
the same ranking of alternatives: A1 > A2 > A3 > A4.  
 AHP provided a global score of alternatives: A1 = 0.400, A2 = 0.325, A3 = 0.150 and A4 = 
0.125.  
 WSM provided an overall score of alternatives: A1 = 0.400, A2 = 0.325, A3 = 0.150 and A4 = 
0.125.  
 WPM provided an overall score of alternatives: A1 = 0.394, A2 = 0.322, A3 = 0.141 and A4 = 
0.119.  
 WASPAS with λ = 0.5 provided an overall score of alternatives: A1 = 0.398, A2 = 0.324, A3 = 
0.146 and A4 = 0.122. 
 
AHP, WSM, WPM and WASPAS ranked alternative one (A1) first. Table 6.5 shows the sum of 
performance measures of alternatives with respect to all criteria. Alternative one (A1) had the 
highest sum when aggregating all performance measures of all alternatives with respect to all 
criteria. Proposition eight suggested that an alternative might be ranked first when a method that 
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allowed compensation between criteria weights was used, if it scored the highest sum when 
aggregating all performance measures of all alternatives with respect to all criteria. 
Table 6.5: Sum of Performance Measures of Alternatives with respect to all criteria 
Alternative Sum of Performance Measure 
A1 1.600 
A2 1.300 
A3 0.600 
A4 0.500 
PROMETHEE II was a method that did not allow compensation between good and poor 
performances of alternatives with respect to criteria. When it was applied to this case study it 
provided the following ranking of alternatives: A1 > A2 > A3 > A4, with a net flow of alternatives: 
Φ(A1) = 0.833, Φ(A2) = 0.500, Φ(A3) = -0.583 and Φ(A4) = -0.750. 
PROMETHEE II ranked alternative one (A1) first. From table 6.5, alternative one (A1) scored highest 
on C1, C3 and C4 and alternative one (A1) scored lower than alternative two (A2) on C2. Initial 
proposition eight suggested that when a method that did not allow compensation between good 
and poor performances of alternatives with respect to criteria was used and a set of equal criteria 
weights was considered, the alternative that scored highest on all criteria would be ranked first. 
This test showed that PROMETHEE II ranked alternative one (A1) although it did not score highest 
on all criteria.  
The previous tests aimed to predict a best-fit alternative and assure decision makers of the 
appropriateness of the choice of MCDM method selected. Because initial Propositions six, seven 
and eight were not accurate, Propositions six, seven and eight were modified and applied to a 
number of MCDM problems and were successful in providing the required guidance for decision 
maker(s). 
Initial Propositions six, seven and eight were modified:  
MODIFIED PROPOSITION SIX – Indifference Proposition: Depending on the problem structure, 
whenever two or more alternatives were indifferent in an outcome of a method. The state of these 
alternatives might be considered as a state of equilibrium, where any change in any performance 
measure of the indifferent alternatives with respect to any criteria could prefer one alternative to 
the others and / or, any change in any criteria weights could prefer one alternative to the others.  
MODIFIED PROPOSITION SEVEN – When an Alternative will be Ranked First? An alternative must 
be ranked first if it scored highest on all criteria. Based on the level of compensation between good 
and poor performances of alternatives with respect to criteria that a method allowed, an alternative 
might be ranked first if it scored highest on the most important criterion or criteria (i.e. highest 
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weight criterion or criteria) and did not have poor performances on other criteria (i.e. it did not 
score significantly lower than other alternatives).  
MODIFIED PROPOSITION EIGHT - Equal Criteria Weights: In a problem where all criteria had the 
same weights, an alternative might be ranked first depending on two cases considering the level of 
compensation a method used allow: 
 When a method that allowed compensation between criteria was used, the alternative that 
scored the highest sum when aggregating all performance measures with respect to each 
criterion. 
 Indifference and preference thresholds were considered in a method that did not allow 
compensation between good and poor performances of alternatives with respect to criteria 
was used. The alternative that scored highest on all criteria, or the alternative that scored 
highest on the largest number of criteria might be ranked first. 
6.4 Scenarios and Initial Propositions 
The previous Section tested Propositions six, seven and eight and presented modified proposition 
six, seven and eight. This Section presents scenarios nine and ten, introduce, test and modify initial 
Propositions nine and ten to address these scenarios.  
Two new scenarios were considered to aid decision makers in selecting the most suitable MCDM 
method in an uncertain and risky environment. These two scenarios aimed to analyze the effect of 
uncertainty represented as (±100%) change in criteria weights and performance measures on the 
outcome of a method: 
SCENARIO NINE: The effect of a (±100%) change in a criterion weight that had significantly lower 
weight than other criteria. 
SCENARIO TEN: The effect of a (±100%) change in performance measures with respect to a criterion 
with a significantly lower weight than other criteria. 
Two Propositions were created to aid decision makers in choosing between AHP and PROMETHEE 
II when uncertainty could affect performance measures and criteria weights. Analysing tests 3 and 
4 from Chapter 5, initial Propositions nine and ten were created. 
INITIAL PROPOSITION NINE – 16% Ratio: Applying AHP or PROMETHEE II to a problem with a 
criterion weight smaller than other criteria weights (< 16%), then a ±100% change in that criterion 
weight might not change the ranking of alternatives.  
INITIAL PROPOSITION TEN – 16%:12% Ratio: Applying PROMETHEE II to a decision problem with a 
criterion weight smaller than other criteria weights (< 16%), or applying AHP to a decision problem 
with a criterion weight smaller than other criteria weights (< 12%), then a ±100% change in the 
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performance measures of all alternatives with respect to that criterion did not change the original 
ranking of alternatives.  
Initial Propositions nine and ten were tested and modified. 
Test D: The decision matrix used in test 3 presented in Chapter 5 was used, criteria weights were 
changed as shown in table 6.6 to investigate the ratios provided by initial Propositions nine and ten. 
Table 6.6: Decision matrix for test D 
                             Criteria 
Alternative 
C1 = 0.115 C2 = 0.473 C3 = 0.322 C4 = 0.090 
A1 0.467 0.139 0.188 0.565 
A2 0.067 0.101 0.063 0.262 
A3 0.267 0.520 0.312 0.118 
A4 0.200 0.240 0.437 0.055 
AHP and PROMETHE II were applied. AHP provided the following ranking of alternatives: A3 > A4 > 
A1 > A2, with a global score of alternatives: A1 = 0.229, A2 = 0.096, A3 = 0.384 and A4 = 0.292. 
PROMETHEE II provided the same ranking of alternatives, with a net flow of alternatives: Φ(A1) = -
0.060, Φ(A2) = -0.880, Φ(A3) = 0.5887 and Φ(A4) = 0.3513. 
This test aimed to find the ratio between a low criterion to a high criterion weight for a ±100% 
change in the lower criterion weight or ±100% change in the values of the performance measures 
of alternatives with respect to the lower criterion weight. They also both did not have an effect on 
the ranking of the alternatives. 
Sensitivity analysis was conducted and the minimum percentage change required in lower criteria 
weights and performance measures with respect to lower criteria weights were calculated. Results 
are shown in tables 6.7 to 6.10. In tables 6.9 and 6.10 N/F stands for a non-feasible values where 
±100% change in the value of that performance measure did not affect the original ranking of the 
alternatives. 
Table 6.7: Percentage change in criteria weights one and four (C1 & C4) for test D using AHP 
Criteria Percentage change New Ranking 
C1 147.826 A3 > A1 > A4 > A2 
C1 338.261 A1 > A3 > A4 > A2 
C4 112.222 A3 > A1 > A4 > A2 
C4 261.111 A1 > A3 > A4 > A2 
C4 493.333 A1 > A3 > A2 > A4 
C4 677.778 A1 > A2 > A3 > A4 
Table 6.8: Percentage change in criteria weights one and four (C1 & C4) for test D using PROMETHEE II 
Criteria Percentage change New ranking 
C1 186.957 A3 > A1 > A4 > A2 
C1 386.957 A1 > A3 > A4 > A2 
C4 177.778 A3 > A1 > A4 > A2 
C4 333.333 A1 > A3 > A4 > A2 
C4 488.889 A1 > A3 > A2 > A4 
C4 700 A1 > A2 > A3 > A4 
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Table 6.9: ±100% change in performance measures with respect to criterion one and four for test D using AHP 
Performance Measure Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
Table 6.10: ±100% change in performance measures with respect to criterion one and four for test D using PROMETHEE 
II 
Performance Measure Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
AHP or PROMETHEE II were applied where the fourth criterion (C4) was smaller than the second 
criterion (C2), (C4/C2 = 0.190). A ±100% change in the weight of C4 did not change the ranking of the 
alternatives. Also the first criterion (C1) was smaller than the second criterion (C2), (C1/C2 = 0.243); 
a ±100% change in the weight of C1 did not change the ranking of the alternatives.  
Applying AHP or PROMETHEE II to this test, a ±100% change in the value of the performance 
measures of all alternatives with respect to the first criterion (i.e. A1C1, A2C1, A3C1 and A4C1) or to 
the fourth criterion  (i.e. A1C4, A2C4, A3C4 and A4C4) did not change the ranking of the alternatives. 
Test E: The decision matrix used in test 3 presented in Chapter 5 was used. Criteria weights were 
changed as shown in table 6.11 to investigate the ratios provided by initial Propositions nine and 
ten. 
Table 6.11: Decision matrix for test E 
                             Criteria 
Alternative 
C1 = 0.115 C2 = 0.438 C3 = 0.322 C4 = 0.125 
A1 0.467 0.139 0.188 0.565 
A2 0.067 0.101 0.063 0.262 
A3 0.267 0.520 0.312 0.118 
A4 0.200 0.240 0.437 0.055 
AHP and PROMETHE II were applied. AHP provided the following ranking of alternatives: A3 > A4 > 
A1 > A2, with a global score of alternatives: A1 = 0.242, A2 = 0.101, A3 = 0.371 and A4 = 0.286. 
PROMETHEE II provided the same ranking of alternatives, with a net flow of alternatives: Φ(A1) = -
0.013, Φ(A2) = -0.833, Φ(A3) = 0.542 and Φ(A4) = 0.305. 
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This test aimed to find the ratio between a low weight criterion to a high weight criterion for a 
±100% change in the lower weight criterion and in the values of the performance measures with 
respect to the lower weight criterion did not affect the ranking of the alternatives. 
Sensitivity analysis was conducted and the minimum percentage change required in lower criteria 
weights and performance measures with respect to lower criteria weights were calculated. Results 
are shown in tables 6.12 to 6.15. In tables 6.14 and 6.15 N/F stands for a non-feasible values where 
±100% change in the value of that performance measure did not affect the original ranking of the 
alternatives. 
Table 6.12: Percentage change in criteria weights one and four (C1 & C4) for test E using AHP 
Criteria Percentage change New Ranking 
C1 111.304 A3 > A1 > A4 > A2 
C1 303.478 A1 > A3 > A4 > A2 
C4 56.8    A3 > A1 > A4 > A2 
C4 158.4 A1 > A3 > A4 > A2 
C4 332 A1 > A3 > A2 > A4 
C4 459.2 A1 > A2 > A3 > A4 
Table 6.13: Percentage change in criteria weights one and four (C1 & C4) for test E using PROMETHEE II 
Criteria Percentage change New ranking 
C1 152.174 A3 > A1 > A4 > A2 
C1 352.174 A1 > A3 > A4 > A2 
C4 100 A3 > A1 > A4 > A2 
C4 212 A1 > A3 > A4 > A2 
C4 324 A1 > A3 > A2 > A4 
C4 476 A1 > A2 > A3 > A4 
Table 6.14: ±100% change in performance measures with respect to criterion one and four for test E using AHP 
Performance Measure Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
Table 6.15: ±100% change in performance measures with respect to criterion one and four for test E using PROMETHEE 
II 
Performance Measure Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
Applying AHP to this test where the fourth criterion (C4) was smaller than the second criterion (C2), 
C4/C2 = 0.285, a 56.8% change in the weight of C4 changed the ranking of the alternatives as shown 
in table 6.12 (bold value). Applying PROMETHEE II to this test where the fourth criterion (C4) was 
smaller than the second criterion (C2), C4/C2 = 0.285, a 100% change in the weight of C4 changed the 
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ranking of the alternatives. Applying AHP or PROMETHEE II to this test, a ±100% change in the values 
of the performance measures of all alternatives with respect to the first criterion (i.e. A1C1, A2C1, 
A3C1 and A4C1) or to the fourth criterion  (i.e. A1C4, A2C4, A3C4 and A4C4) did not change the ranking 
of the alternatives. 
Test F: The decision matrix used in test 3 presented in Chapter 5 was used. Criteria weights were 
changed to investigate the ratios provided by initial proposition nine and ten as shown in table 6.16. 
Table 6.16: Decision matrix for test F 
                             Criteria 
 Alt. 
C1 = 0.115 C2 = 0.472 C3 = 0.322 C4 = 0.091 
A1 0.467 0.139 0.188 0.565 
A2 0.067 0.101 0.063 0.262 
A3 0.267 0.520 0.312 0.118 
A4 0.200 0.240 0.437 0.055 
AHP was applied and provided the following ranking of alternatives: A3 > A4 > A1 > A2, with a global 
score of alternatives: A1 = 0.231, A2 = 0.099, A3 = 0.387 and A4 = 0.282.  
This test aimed to find the ratio between a low weight criterion to a high weight criterion for a 
±100% change in the lower weight criterion and in the values of the performance measures with 
respect to the lower weight criterion did not affect the ranking of the alternatives. 
Sensitivity analysis was conducted and the minimum percentage change required in the lowest 
criterion weight and performance measures with respect to the lowest criterion weight were 
calculated. Results are shown in tables 6.17 to 6.18. In table 6.18 N/F stands for a non-feasible 
values where ±100% change in the value of that performance measure did not affect the original 
ranking of the alternatives. 
Table 6.17: Percentage change in criteria weights one and four (C1 & C4) for test F using AHP 
Criteria Percentage change New Ranking 
C1 125.217 A3 > A1 > A4 > A2 
C1 339.130 A1 > A3 > A4 > A2 
C4 91.209 A3 > A1 > A4 > A2 
C4 259.341 A1 > A3 > A4 > A2 
C4 472.529 A1 > A3 > A2 > A4 
C4 668.132 A1 > A2 > A3 > A4 
Table 6. 18: ±100% change in performance measures with respect to criterion one and four for test F using AHP 
Performance Measure Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
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Applying AHP to this test where the fourth criterion (C4) was smaller than the second criterion (C2), 
C4/C2 = 0.193, a 91.209% change in the weight of C4 changed the ranking of the alternatives. A 
±100% change in the values of the performance measures of all alternatives with respect to the first 
criterion (i.e. A1C1, A2C1, A3C1 and A4C1) or to the fourth criterion (i.e. A1C4, A2C4, A3C4 and A4C4) did 
not change the ranking of the alternatives. 
Test G: The decision matrix used in test 4 presented in Chapter 5 was used, criteria weights were 
changed to investigate the ratios provided by initial Propositions nine and ten as shown in table 
6.19. 
Table 6.19: Decision matrix for test G 
                                         Criteria  
Alternative 
C1 = 0.575 C2 = 0.300 C3 = 0.125 
A1 0.500 0.130 0.270 
A2 0.380 0.390 0.500 
A3 0.120 0.480 0.230 
AHP and PROMETHE II were applied. AHP provided the following ranking of alternatives: A2 > A1 > 
A3, with a global score of alternatives: A1 = 0.357, A2 = 0.398 and A3 = 0.245. PROMETHEE II provided 
a different ranking of alternatives: A1 > A2 > A3, with a net flow of alternatives: Φ(A1) = 0.275, Φ(A2) 
=0.125, Φ(A3) = -0.400. 
This test aimed to find the ratio between a low weight criterion to a high weight criterion for a 
±100% change in the lower weight criterion and in the values of the performance measures with 
respect to the lower weight criterion did not affect the ranking of the alternatives. 
Sensitivity analysis was conducted and the minimum percentage change required in the lowest 
criterion weight and performance measures with respect to the lowest criterion weight were 
calculated. Results are shown in tables 6.20 to 6.23. In table 6.20 N/F stands for a non-feasible value 
where ±100% change in the weight of criterion three did not affect the original ranking of the 
alternatives and in tables 6.22 and 6.23 N/F stands for a non-feasible values where ±100% change 
in the value of that performance measure did not affect the original ranking of the alternatives. 
Table 6.20: Percentage change in the third criterion weight for test G using AHP 
Criteria Percentage change New Ranking 
C3 N/F -- 
Table 6.21: Percentage change in the third criterion weight for test G using PROMETHEE II 
Criteria Percentage change New ranking 
C3 92 A2 > A1 > A3 
Table 6.22: ±100% change in performance measures with respect to criterion one for test G using AHP 
Performance Measure Percentage change New ranking 
A1C3 72 A1 > A2 > A3 
A2C3 -40 A1 > A2 > A3 
A3C3 N/F -- 
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Table 6.23: ±100% change in performance measures with respect to criterion one for test G using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C3 N/F -- 
A2C3 N/F -- 
A3C3 N/F -- 
Applying AHP to this test where the third criterion (C3) was smaller than the first criterion (C1), C3/C1 
= 0.217, a ±100% change in the weight of C3 did not change the ranking of the alternatives. AHP 
required a 40% change in the value of A2C3 or 73% change in the value of A1C3 to change the ranking 
of the alternatives. 
Applying PROMETHEE II to this test where the third criterion (C3) was smaller than the first criterion 
(C1), C3/C1 = 0.217, a 92% change in the weight of C3 changed the ranking of the alternatives. While 
a ±100% change in the value of the performance measures of all alternatives with respect to C3, 
(i.e. A1C3, A2C3 and A3C3) did not change the ranking of the alternatives.  
Test H: The decision matrix used in test 4 presented in Chapter 5 was used. Criteria weights were 
changed to investigate the ratios provided by initial proposition nine and ten as shown in table 6.24.  
Table 6.24: Decision matrix for test H 
                                     Criteria 
Alternative 
C1 = 0.530 C2 = 0.300 C3 = 0.170 
A1 0.500 0.130 0.270 
A2 0.380 0.390 0.500 
A3 0.120 0.480 0.230 
AHP and PROMETHE II were applied. AHP provided the following ranking of alternatives: A2 > A1 > 
A3, with a global score of alternatives: A1 = 0.403, A2 = 0. 437 and A3 = 0.250. PROMETHEE II provided 
a different ranking of alternatives: A1 > A2 > A3, with a net flow of alternatives: Φ(A1) = 0.230, Φ(A2) 
=0.170, Φ(A3) = -0.400. 
This test aimed to find the ratio between a low criterion to a high criterion weight for a ±100% 
change in the lower criterion weight or a ±100% change in the values of the performance measures 
of the alternatives with respect to the lower weight criterion. Also they did not have an effect the 
ranking of the ranking of the alternatives. 
Sensitivity analysis was conducted and the minimum percentage change required in the lowest 
criterion weight and performance measures with respect the lowest criterion weight were 
calculated. Results are shown in tables 6.25 to 6.28. In table 6.25 N/F stands for a non-feasible value 
where ±100% change in the weight of criterion three did not affect the original ranking of the 
alternatives and in tables 6.27 and 6.28 N/F stands for a non-feasible values where ±100% change 
in the value of that performance measure did not affect the original ranking of the alternatives. 
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Table 6.25: Percentage change in the third criterion weight for test H using AHP 
Criteria Percentage change New Ranking 
C3 N/F -- 
Table 6.26: Percentage change in the third criterion weight for test H using PROMETHEE II 
Criteria Percentage change New ranking 
C3 29.412 A2 > A1 > A3 
Table 6.27: ±100% change in performance measures with respect to criterion one for test H using AHP 
Performance Measure Percentage change New ranking 
A1C3 73 A1 > A2 > A3 
A2C3 -41 A1 > A2 > A3 
A3C3 N/F -- 
Table 6.28: ±100% change in performance measures with respect to criterion one for test H using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C3 N/F -- 
A2C3 N/F -- 
A3C3 N/F -- 
Applying AHP to this test where the third criterion (C3) was smaller than the first criterion (C1), C3/C1 
= 0.321, a ±100% change in the weight of C3 did not change the ranking of the alternatives. AHP 
required 41% change in the value of the most critical performance measure A2C3 or 73% change in 
the value of A1C3 to change the ranking of the alternatives. 
Applying PROMETHEE II to this test where the third criterion (C3) was smaller than the first criterion 
(C1), C3/C1 = 0.321, a 29.412% change in the weight of C3 changed the ranking of the alternatives. 
While ±100% change in the value of the performance measures of all alternatives with respect to 
C3, (i.e. A1C3, A2C3 and A3C3) did not change the ranking of the alternatives.  
Test I: The decision matrix used in test 4 presented in Chapter 5 was considered, criteria weights 
were changed to investigate the ratios provided by initial proposition nine and ten as shown in table 
6.29. 
Table 6.29: Decision matrix for test I 
                                     Criteria  
Alternative 
C1 = 0.580 C2 = 0.300 C3 = 0.120 
A1 0.500 0.130 0.270 
A2 0.380 0.390 0.500 
A3 0.120 0.480 0.230 
AHP and PROMETHE II were applied to this test. AHP provided the following ranking of alternatives: 
A1 > A2 > A3, with a global score of alternatives: A1 = 0.397, A2 = 0.359 and A3 = 0.244. PROMETHEE 
II provided the same ranking of alternatives, with a net flow of alternatives: Φ(A1) = 0.280, Φ(A2) 
=0.120, Φ(A3) = -0.400. 
This test aimed to find the ratio between a low weight criterion to a high weight criterion for a 
±100% change in the lower weight criterion and in the values of the performance measures with 
respect to the lower weight criterion did not affect the ranking of the alternatives. 
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Sensitivity analysis was conducted and the minimum percentage change required in the lowest 
criterion weight and performance measures with respect the lowest criterion weight were 
calculated. Results are shown in tables 6.30 to 6.33. In table 6.30 N/F stands for a non-feasible value 
where ±100% change in the weight of criterion three did not affect the original ranking of the 
alternatives and in tables 6.32 and 6.33 N/F stands for a non-feasible values where ±100% change 
in the value of that performance measure did not affect the original ranking of the alternatives. 
Table 6.30: Percentage change in the third criterion weight for test I using AHP 
Criteria Percentage change New Ranking 
C3 N/F -- 
Table 6.31: Percentage change in the third criterion weight for test I using PROMETHEE II 
Criteria Percentage change New ranking 
C3 108.333 A2 > A1 > A3 
Table 6.32: ±100% change in performance measures with respect to criterion one for test I using AHP 
Performance Measure Percentage change New ranking 
A1C3 72 A1 > A2 > A3 
A2C3 -40 A1 > A2 > A3 
A3C3 N/F -- 
Table 6.33: ±100% change in performance measures with respect to criterion one for test I using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C3 N/F -- 
A2C3 N/F -- 
A3C3 N/F -- 
Applying AHP to this test where the third criterion (C3) was smaller than the first criterion (C1), C3/C1 
= 0.207, a ±100% change in the weight of C3 did not change the ranking of the alternatives. AHP 
required a 40% change in the value of the most critical performance measure A2C3 or a 72% change 
in the value of A1C3 to change the ranking of the alternatives. 
Applying PROMETHEE II to this test where the third criterion (C3) was smaller than the first criterion 
(C1), C3/C1 = 0.207, a 108.333% change in the weight of C3 changed the ranking of the alternatives. 
While a ±100% change in the value of the performance measures of all alternatives with respect to 
C3, (i.e. A1C3, A2C3 and A3C3) did not change the ranking of the alternatives.  
Table 6.34 shows the ratios between the lowest criterion weight and the highest criterion weight 
considered in tests 3, 4, D, E, F, G, H and I and the effect of a ±100% change in the lowest criterion 
weight and in the values of the performance measures with respect to the lowest weight criterion 
on the ranking of alternatives using AHP.  
Table 6.34: Ratio between lowest weight criterion and highest weight criterion and the effect on AHP ranking 
Test CL/CH Percentage change in 
lowest criterion 
weight 
New ranking of 
alternatives 
Percentage change in performance 
measures with respect to  the lowest 
criterion weight 
New ranking of 
alternatives 
3 0.119 ±100 -- ±100 -- 
4 0.167 ±100 -- -39 A1 > A2 > A3 
4 0.167 ±100 -- 71 A1 > A2 > A3 
Ph.D. Chapter Six Haddad 
 
155 
 
D 0.190 ±100 -- ±100 -- 
E 0.285 56.8 A3 > A1 > A4 > A2 ±100 -- 
F 0.193 91.209 A3 > A1 > A4 > A2 ±100 -- 
G 0.217 ±100 -- -40 A1 > A2 > A3 
G 0.217 ±100 -- 72 A1 > A2 > A3 
H 0.321 ±100 -- -41 A1 > A2 > A3 
H 0.321 ±100 -- 73 A1 > A2 > A3 
I 0.207 ±100 -- -40 A1 > A2 > A3 
I 0.207 ±100 -- 72 A1 > A2 > A3 
Table 6.35 shows the ratios between the lowest criterion weight and the highest criterion weight 
considered in tests 3, 4, D, E, F, G, H and I and the effect of a ±100% change in the lowest criterion 
weight and in the values of the performance measures with respect to the lowest weight criterion 
on the ranking of alternatives using PROMETHEE II.  
Table 6.35: Ratio between lowest weight criterion and highest weight criterion and the effect on PROMETHEE II ranking 
Test CL/CH Percentage Change in 
Lowest Criterion 
Weight 
New Ranking of 
Alternatives 
Percentage Change in performance 
measures with respect to  Lowest 
Criterion Weight 
New Ranking of 
Alternatives 
3 0.119 ±100 -- ±100 -- 
4 0.167 ±100 -- ±100 -- 
D 0.190 ±100 -- ±100 -- 
E 0.285 100 A3 > A1 > A4 > A2 ±100 -- 
F 0.193 ±100 -- ±100 -- 
G 0.217 92 A2 > A1 > A3 ±100 -- 
H 0.321 29.412 A2 > A1 > A3 ±100 -- 
I 0.207 108.333 A2 > A1 > A3 ±100 -- 
Results in tables 6.34 and 6.35 show that PROMETHHEE II provided a more robust outcome than 
AHP when risk and uncertainty could affect performance measures. 
Applying PROMETHEE II to a problem with a ratio between the lowest criterion weight to the 
highest criterion weight of less than 20% then, a ±100% change in the lowest criterion weight or a 
±100% change in the performance measures with respect to the lowest criterion weight did not 
change the ranking of the alternatives.  
Applying AHP to a problem with a ratio between the lowest criterion weight to highest criterion 
weight of less than 19%, then a ±100% change in the lowest criterion weight did not change the 
ranking of the alternatives.  
From these results initial Propositions nine and ten were modified: 
MODIFIED PROPOSITION NINE – PROMETHEE II and the 20% Ratio: Depending on the problem 
structure, applying PROMETHEE II to a problem with a ratio between the lowest criterion weight 
and the highest criterion weight of less than 20%, then a ±100% change in the lowest criterion 
weight or a ±100% change in the values of the performance measures with respect to the lowest 
weight criterion would not change the ranking of the alternatives.  
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MODIFIED PROPOSITION TEN – AHP and the 19%12% Ratio: Depending on the problem structure, 
applying AHP to a problem with a ratio between the lowest criterion weight and the highest 
criterion weight of less than 19%, then, a ±100% change in the lowest criterion weight would not 
change the ranking of the alternatives; and applying AHP to a problem with a ratio between the 
lowest criterion weight and the highest criterion weight less than 12%, then a ±100% change in the 
values of the performance measures of all alternatives with respect to that criterion would not 
change the original ranking of alternatives.  
6.4 Conclusions 
This Chapter presented a new MCDM Methods Recommendation Model (MRM) based on risk and 
uncertainty in criteria weights, a set of generalized scenarios and an initial set of Propositions 
created to address these scenarios and help decision makers in selecting a suitable method. 
The aim of this Chapter was not to compare different MCDM methods but to provide an 
understanding of the stability of their outcomes. Uncertainty might have been modelled more 
accurately. Monte-Carlo simulation could model the uncertainty of more than one input factor at a 
time. Uncertainty could be modelled using different approaches, for example: percentages or 
probability functions. Other factors might be considered when selecting a MCDM method, for 
example the type of value function representing criteria or interaction between criteria. 
Ten Propositions were presented that could aid decision makers in selecting a suitable MCDM 
method: 
 Uncertainty in Criteria Weights. 
 Uncertainty in Performance Measures. 
 Uncertainty in Inputs. 
 25% Ratio and Criteria Weights. 
 25% Ratio and Performance Measures. 
 Indifference Proposition. 
 When an Alternative will be Ranked First? 
 Equal Criteria Weights. 
 PROMETHEE II and the 20% Ratio. 
 AHP and the 19%12% Ratio. 
The set of Propositions was applied to randomly generated sets of criteria weights and performance 
measures and to four sample decisions proposed by Expert Choice (Expert Choice, 2013). Results 
showed that the Propositions needed improvement.  
The next Chapter will present an improved set of propositions, a set of generalized rules for MCDM 
problems, a set of Hypotheses and present a visual representation to analyse the behaviour of three 
discrete MCDM methods in the presence of uncertainty in criteria weights. 
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Chapter 7 Improved Propositions 
Chapter 6 presented a new MCDM Methods Recommendation Model (MRM), a set of generalized 
scenarios and an initial set of Propositions created to address these scenarios and help decision 
makers in selecting a suitable method for their problem. 
This Chapter presents an improved set of Propositions created from an analysis of the results of the 
tests conducted in Chapter 5, the tests conducted in Chapter 6 and other tests that used Expert 
Choice decision models and randomly generated sets of criteria weights and performance measures 
(Haddad, 2019a; Haddad et al, 2019a), a new set of Rules and a new set of Hypotheses were created 
to aid decision makers in selecting suitable Multiple Criteria Decision Making (MCDM) methods. 
7.1 Proposition 1: Uncertainty in Inputs 
This Section presents three new Propositions created and described by Haddad and Sanders (2018) 
and derived from initial Propositions 1, 2 and 3 presented in Chapter 6: 
 Proposition 1.A - Uncertainty in criteria weights. 
 Proposition 1.B - Uncertainty in performance measures. 
 Proposition 1.C – Uncertainty in both criteria weights and performance measures. 
Risk and uncertainty could be depicted as a source of distortion (i.e. positive or negative change to 
the inputs of a problem). Inputs were criteria weights and performance measures. The number of 
criteria and alternatives considered in a problem were correlated with stability of the outcome of 
a method as shown in Section 7.6. 
Decision makers often applied MCDM methods to select the best fit alternative from a set of 
alternatives, rank alternatives or courses of actions from best to worst, sort alternatives to a pre-
defined categories or to describe a problem (Roy, 1985). Decision makers preferred a method that 
delivered a robust outcome when MCDM methods were applied to aid in delivering strategic 
decisions and long term planning. A robust method would provide more stable outcomes with less 
sensitivity to risk and uncertainties. A suitable decision making process often provided successful 
decisions. In real life, though problems and information needed for making a decision could be 
fuzzy, vague and uncertain, since making judgments in a high risk, fuzzy and uncertain environment 
(where higher stakes and many assumptions were involved) made decision makers more vulnerable 
to distortion (Haddad et al, 2019a). 
Ph.D. Chapter Seven Haddad 
 
158 
 
Risk and uncertainty could affect the problem at any time during its life cycle. A method that was 
more resilient to risk and uncertainty could provide decision makers with a robust outcome even if 
risk and uncertainty affected the inputs. 
Risk and uncertainty might not be the only sources of poor decisions. Human judgments were often 
prone to errors and biases, moreover, human behavior was a source of inconsistency, decision 
makers were required to assess criteria and alternatives on measurement scales with a limited set 
of numbers. The measurement scale used in different methods could contribute partly to 
inconsistencies (Poyhonen & Hamalainen, 2001). MCDM problems often demanded a specific 
MCDM method to deal with them. The choice of a method on actual decisions could have an impact, 
as well as the consequences of poor decisions. Moreover the inclusion or exclusion of a criterion or 
an alternative from a pre-defined set of criteria or alternatives might change the outcome of a 
method (Haddad & Sanders, 2018). 
The outcomes of MCDM methods were dependant on the inputs (i.e. criteria weights and 
performance measures and some methods required the identification of indifference and 
preference thresholds). If inputs were vulnerable to risk and uncertainty, then the outcome would 
be affected by these factors.  
The number of the most critical criteria and the most critical performance measures a method had 
for a specific problem could be used as a guide to the number of risk factors the method was 
vulnerable to.  
The most critical criterion was the criterion that required the lowest minimum percentage change 
in its weight to change the outcome of a method. The most critical performance measure was the 
performance measure that required the lowest minimum percentage change in its value to change 
the outcome of a method. The lower the minimum percentage change required in the most critical 
criteria and the most critical performance measures, the higher the sensitivity of the outcome of a 
method to changes in the inputs (i.e. risk and uncertainty). 
Moreover, the higher the number of the most critical criteria and the most critical performance 
measures, the higher the number of risk factors a method might be sensitive towards that could 
change the final outcome of the method. 
Propositions 1.A, 1.B and 1.C were created, to consider risk and uncertainty in the inputs of a MCDM 
problem and to recommend a MCDM method that was resilient to risk and uncertainty and 
delivered a robust outcome,  
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If decision makers were uncertain of criteria weights and / or anticipated a risk factor of high 
severity that could affect criteria weights, then: 
Proposition 1.A - Uncertainty in criteria weights: A method that was less sensitive to changes 
in criteria weights should be recommended. If methods had the same sensitivity to uncertainty 
in criteria weights then the method that had fewer critical criteria should be recommended.  
If decision makers were uncertain of performance measures and / or anticipated a risk factor of 
high severity that could affect performance measures, then: 
 Proposition 1.B - Uncertainty in performance measures: A method that was less sensitive to 
changes in performance measures should be recommended for the problem. If methods had 
the same sensitivity to uncertainty in performance measures then the method that had fewer 
critical performance measures should be recommended.  
If decision makers were uncertain and / or anticipated a risk factor of high severity that could affect 
both criteria weights and performance measures, then: 
Proposition 1.C - Uncertainty in both criteria weights and performance measures: The method 
that was least sensitive to changes in criteria weights and performance measures should be 
recommended for the problem. If methods had the same sensitivity to uncertainty in criteria 
weights and / or performance measures then the method that had fewer critical criteria weights 
and/or performance measures should be recommended.  In some scenarios both criteria 
weights and performance measures were uncertain, then the best compromise between these 
factors should be suggested. 
7.2 Proposition 2: The Most Critical Criterion 
New proposition 2 suggested that the higher the criterion weight the higher the probability to be 
the most critical criterion and the higher the probability for the most critical performance 
measure(s) to be with respect to that criterion (Haddad & Sanders, 2018). 
Identifying the most critical criterion and the most critical performance measures might help 
decision makers in achieving a robust outcome. Understanding what the most critical input factors 
were for a problem would enable decision makers to pay attention to these factors when providing 
judgments (i.e. setting criteria weights and performance measures of alternatives). 
The weight of a criterion had a major influence on the decision making process. If it was an 
aggregation algorithm or an outranking method, the preference function was often multiplied by 
the criterion weight. In any MCDM problem, the sum of all criteria weights often equaled to one 
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(∑ 𝑊𝑗  =  1
𝑛
𝑗=1 ). The higher the criterion weight the bigger its share from the overall weight of the 
criteria set and the greater the influence of that criterion on the outcome of a method.  
The minimum percentage change required in a criterion weight to change the outcome of a method 
could be calculated using: 
%ΔW = [(W’ – W)/W] X 100%.     (7.1) 
Where: 
%ΔW: Minimum percentage change required in a criterion weight to change the outcome. 
W’: The new weight of a criterion. 
W: The original weight of a criterion. 
From equation 7.1, the percentage change in a criterion weight depended on two factors:  
 The original weight of a criterion. 
 The difference between the new criterion weight required to change the outcome of a 
method and the original criterion weight. 
Using equation 7.1, the minimum percentage change required in a criterion weight to change the 
outcome of a method was calculated by dividing the difference between the new criterion weight 
and the original criterion weight by the original criterion weight. In any MCDM problem a criterion 
weight was often less than 1, dividing by a criterion with higher weight would result in lower 
minimum percentage change required in a criterion weight to change the outcome of a method. 
Moreover, the higher the criterion weight the higher its influence on the outcome of a method and 
the lower the change required in its weight to change the outcome of a method, therefore the 
lower the percentage change required in its weight to change the outcome of a method and the 
higher the probability to be the most critical criterion. 
The minimum percentage change required in a performance measure to change the outcome of a 
method could be calculated using equation 7.2 and the outcome of a MCDM method could be 
calculated using equation 7.3. 
%ΔP = [(P’ – P)/P] X 100%.     (7.2) 
Where: 
%ΔP: Minimum percentage change required in the value of a performance measure to change 
the outcome. 
P’: The value of the new preference function. 
P: The original value of the preference function. 
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Considering a MCDM problem with n number of criteria and m number of alternatives: 
Si = X [Wj, Pi], for all j, 1< j < n, j Є n, i Є m.    (7.3) 
Where: 
Si: Score of alternative i.  
Wj: Weight of criterion j. 
Pi: Preference function of alternative i. 
X [Wj, Pi]: MCDM method algorithm. 
Using equation 7.3, the outcome of any MCDM method could be represented as a function of 
criteria weights and preference functions, since the sum of all criteria weights in any MCDM 
problem often equaled to one (∑ 𝑊𝑗 =  1
𝑛
𝑗=1 ). The higher the criterion weight the bigger its share 
from the overall weight of the criteria set and the more influence that criterion had on the outcome 
of a method. Moreover, the higher the criterion weight, the higher the probability of that 
preference function with respect to a higher weight criterion being the most critical performance 
measure.  
7.3 Proposition 3: When an Alternative will be Ranked First 
New proposition 3 suggested that an alternative might be ranked first if it scored highest on all 
criteria. Based on the level of compensation between good and poor performances of alternatives 
with respect to criteria allowed, an alternative might be ranked first if it scored highest on the most 
important criterion or criteria (i.e. highest weight criterion or criteria) and did not have poor 
performances on other criteria (i.e. it did not score significantly lower than other alternatives) 
(Haddad & Sanders, 2018). New proposition 3 was derived from modified proposition 7 presented 
in Chapter 6. 
In a MCDM problem, all criteria weight often equaled to one (∑ 𝑊𝑗  =  1
𝑛
𝑗=1 ). Considering a MCDM 
problem with n number of criteria and m number of alternatives, the overall score of an alternative 
could be calculated using a mathematical algorithm between criteria weights and performance 
measures of the alternative with respect to all criteria shown in equation 7.3.  
For alternative (a) to be ranked first, it should have the highest overall score in the outcome of a 
method, and the overall score of alternative (a) should be greater than the overall score of any 
other alternative in the set of alternatives as shown in equation 7.4. 
 Sa > Si  X[Wj,Pa] > X[Wj, Pi] for all j, 1< j < n,  j Є n, i Є m, i ≠ a.   (7.4) 
Or, 
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X [W1, [aPi]1], X[W2, [aPi]2], X[W3, [aPi]3]… X[Wn, [aPi]n] > X[W1, [iPa]1], X[W2, [iPa]2], X[W3, 
[iPa]3]…X[Wn, [iPa]n].     (7.5) 
Where: 
[aPi]n represented preference of alternative (a) to alternative (i) with respect to criterion n. 
If [aPi]j > [iPa]j then alternative (a) is preferred to alternative (i) with respect to criterion j.  
And [aPa] = 1. 
Smaller criterion weight could be represented as a fraction of a higher criterion weight. Since the 
overall score of an alternative was often calculated by multiplying the preference function of an 
alternative with respect to a criterion by the criterion weight, then if an alternative had a poor 
performance on high weighted criterion, a larger impact could be seen on the overall score of that 
alternative. 
Different methods allowed different levels of compensation between good and poor performance 
of alternatives with respect to criteria. Ranking of alternatives often depended on the method used, 
the level of compensation a method allowed, the number of criteria considered and the ratio 
between criteria weights. 
7.4 Proposition 4: AHP and PROMETHEE II and the 20% Ratio 
This Section presents two new Propositions derived from modified Propositions 9 and 10 presented 
in Chapter 6: 
 Proposition 4.A - Preference Ranking Organization Method for Enrichment of Evaluation 
(PROMETHEE II) and the 20% Ratio. 
 Proposition 4.B – Analytical Hierarchy Process (AHP) and the 20% Ratio. 
New proposition 4.A suggested that depending on the problem structure, applying PROMETHEE II 
to a problem with a ratio between the lowest criterion weight and the highest criterion weight of 
less than 20%, then a ±100% change in the lowest criterion weight or a ±100% change in the values 
of the performance measures with respect to the lowest weight criterion would not change the 
ranking of the alternatives. Unless two alternatives were indifferent from each other in the 
outcome of a method. Then any change in any performance measure of one of the indifferent 
alternatives with respect to any criteria, larger than the indifference threshold, might change the 
outcome of a method and / or any change in any criterion weight could change the outcome. 
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New proposition 4.B suggested that depending on the problem structure, when applying AHP to a 
problem with a ratio between the lowest criterion weight to the highest criterion weight less than 
(< 20%), then a (±100%) change in the lowest criterion weight would not change the ranking of 
the alternatives. Unless two alternatives were indifferent from each other in the outcome of a 
method. Then any change in any performance measure of one of the indifferent alternative with 
respect to any criteria and / or any change in any criterion weight could change the outcome of a 
method. 
Randomly generated sets of criteria weights and performance measures were used to test 
Propositions 4.A and 4.B. The randomly generated sets were classified. In each case, three 
different sets of criteria each consisted of: 
 Three criteria applied to 3, 4, 5, 6 and 10 alternatives. 
 Four criteria applied to 3, 4, 5, 6 and 10 alternatives. 
 Five criteria applied to 3, 4, 5, 6 and 10 alternatives. 
 Six criteria applied to 3, 4, 5, 6 and 10 alternatives. 
 Ten criteria applied to 3, 4, 5, 6 and 10 alternatives. 
AHP and PROMETHEE II were applied to these sets. Expert Choice was used to apply AHP to a 
total of 1053 randomly generated sets of criteria and performance measures, and Visual-
PROMETHEE was used to apply PROMETHEE II to a total of 1118 randomly generated sets of 
criteria and performance measures. 
Sensitivity analysis was conducted and the minimum percentage change in value of the lowest 
criterion weights required to change the outcome of the MCDM methods was calculated and 
plotted against the lowest to highest criteria weight ratio. Examples of these plots are shown in 
figures 7.1 to 7.6. These figures show plots of the minimum percentage change in the lowest 
criterion weight required to change the outcome of a method considering a single pair of 
alternatives. 
Figure 7.1 shows AHP applied to a set of three criteria and three alternatives. The absolute value 
of the minimum percentage change required in the lowest criterion weight to change the ranking 
of the alternatives (when the ratio between the lowest to the highest weight criterion less than 
20% was around 200%.  
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Figure 7.1: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. 
Set (1) of 3 criteria and 3 alternatives, AHP 
Figure 7.2 shows AHP applied to a set of five criteria and five alternatives. The absolute value of 
the minimum percentage change required in the lowest weight criterion to change the ranking of 
the alternatives (when the ratio between the lowest to the highest weight criteria less than 20%) 
was around 42%.  
 
Figure 7.2: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. 
Set (3) of 5 criteria and 5 alternatives, AHP 
Figure 7.3 shows AHP applied to a set of ten criteria and six alternatives. The absolute value of 
minimum percentage change required in the lowest weight criterion to change the ranking of the 
alternatives (when the ratio between the lowest to the highest weight criterion less than 20%) 
was around 90%. 
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Figure 7.3: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. 
Set (3) of 10 criteria and 6 alternatives, AHP 
Figure 7.4 shows PROMETHEE II applied to a set of three criteria and three alternatives. The 
absolute value of the minimum percentage change required in the lowest criterion weight to 
change the ranking of the alternatives (when the ratio between the lowest to the highest weight 
criterion less than 20%) was around 420%. 
 
Figure 7.4: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. 
Set (2) of 3 criteria and 3 alternatives, PROMETHEE II 
Figure 7.5 shows PROMETHEE II applied to a set of six criteria and ten alternatives. The absolute 
value of the minimum percentage change required in the lowest criterion weight to change the 
ranking of the alternatives (when the ratio between the lowest to the highest weight criterion less 
than 20%) was around 80%. 
0
100
200
300
400
500
600
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
%
 C
h
an
ge
Lowest to highest criteria ratio
0
200
400
600
800
1000
1200
1400
1600
1800
2000
0 0.1 0.2 0.3 0.4 0.5 0.6
%
 C
h
an
ge
Lowest to highest criteria ratio
Ph.D. Chapter Seven Haddad 
 
166 
 
 
Figure 7.5: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. 
Set (2) of 6 criteria and 10 alternatives, PROMETHEE II 
Figure 7.6 shows PROMETHEE II applied to a set of ten criteria and five alternatives. The absolute 
value of the minimum percentage change required in the lowest criterion weight to change the 
ranking of the alternatives (when the ratio between the lowest to the highest weight criterion less 
than 20%) was around 145%. 
 
Figure 7.6: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. 
Set (2) of 10 criteria and 5 alternatives, PROMETHEE II 
Analyzing figures 7.1 to 7.6 and other figures found in Appendix D1 and D2 showed each set of 
alternatives required different minimum percentage change to the lowest criterion weight to 
change the ranking of the alternatives. Some of these sets required more than 100% in the lowest 
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criterion weight to change the outcome of a method. This analysis showed new Propositions 4.A 
and 4.B were not valid. 
The total sample size considered 2,171 randomly generated criteria weights and performance 
measures, even if larger sample size was considered that would not affect the validity of the 
propositions. 
7.5 New Generalized Rules 
This Section presents two new Rules to help decision makers predict the outcome of MCDM 
methods. 
7.5.1 New Rule 1: Equal Criteria Weights 
In a problem where all criteria had the same weights, an alternative might be ranked first depending 
on two cases, considering the level of compensation allowed (Haddad & Sanders, 2018) and derived 
from modified proposition 8 presented in Chapter 6: 
Case 1. When a method that allowed compensation between good and poor performances of 
alternatives with respect to criteria was used, the alternative that scored the highest sum 
when aggregating all performance measures with respect to all criteria was eligible to be 
ranked first. 
Case 2. When a method that did not allow compensation between good and poor performances of 
alternatives with respect to criteria was used, indifference and preference thresholds were 
considered and if all criteria had the same type, the alternative that scored highest on all 
criteria, or the alternative that scored highest on larger number of criteria (i.e. scored highest 
on more criteria) was eligible to be ranked first. 
Considering case 1 of Rule 1, applying a method that allowed compensation between good and 
poor performances of alternatives with respect to criteria to a MCDM problem with n number of 
criteria and m number of alternatives, the alternative that had the highest score when aggregating 
the performance measures of all alternatives with respect to all criteria might be ranked first.  
The overall score of an alternative could be calculated using a mathematical algorithm between 
criteria weights and performance measures of the alternative with respect to all criteria shown in 
equation (7.3). 
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Alternative (a) would to be preferred to other alternatives, as shown in equation 7.4, if it had the 
highest overall score in the outcome of a MCDM method, the overall score of alternative (a) should 
be greater than the overall score of any alternative in the set of m. 
Applying the Weighted Sum Method (WSM), a method that allowed compensation between good 
and poor performances of alternatives with respect to criteria to this problem as shown in equation 
7.6 and 7.7: 
∑ 𝑊𝑗. 𝑃𝑎𝑗
𝑛
𝑗=1  > ∑ 𝑊𝑗. 𝑃𝑖𝑗
𝑛
𝑗=1 .     (7.6) 
∑[(𝑊1. 𝑃𝑎1) + (𝑊2. 𝑃𝑎2) + (𝑊13. 𝑃𝑎3)……… + (𝑊𝑛. 𝑃𝑎𝑛)] > ∑[(𝑊1. 𝑃𝑖1)  + (𝑊2. 𝑃𝑖2)  +
 (𝑊3. 𝑃𝑖3)………+ (𝑊𝑛. 𝑃𝑖𝑛)].     (7.7) 
Where: 
Wj: The weight of criterion j for all j, 1< j < n, j Є n. 
Pan: The performance measure of alternative a with respect to criterion n. 
Pij: The performance measure of alternative i with respect to criterion j, j Є n, i Є m, i ≠ a. 
Since this problem considered all criteria with the same weights and the sum of all criteria weight 
equal to 1 (ƩWj = 1 for all j where j Є n), the overall score of alternatives could be shown in equation 
7.8:  
∑[(Pa1) + (Pa2) + (Pa3)…. + (Pan)] > ∑[(Pi1) + (Pi2) + (Pi3)…. + (Pin)]. (7.8) 
Equation 7.8 showed that considering case 1 of Rule 1, for alternative (a) to be ranked first it should 
have the highest score when aggregating the performance measures of all alternatives with respect 
to all criteria. 
Considering case 2 of Rule 1, applying a method that did not allow compensation between good 
and poor performances with respect to criteria was used with appropriate indifference and 
preference thresholds to a MCDM problem with n number of criteria and m number of alternatives. 
The alternative that scored highest on all criteria, or the alternative that scored higher on larger 
number of criteria, will be ranked first.  
The overall score of an alternative can be calculated using a mathematical algorithm between 
criteria weights and performance measures of that alternative with respect to all criteria shown in 
equation 7.3. 
Alternative (a) would be preferred to other alternatives, as shown in equation 7.4, if it had the 
highest overall score in the outcome of a MCDM method. The overall score of alternative (a) should 
be greater than the overall score of any alternative in the set of m. 
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If [aPi]n represented preference function of alternative (a) to alternative (i) with respect to criterion 
n, then: 
[aPi]n > [iPa]n then alternative (a) is preferred to alternative (i) with respect to criterion n and [aPa] 
= 1. 
If all criteria had the same weights and types and Max [aPi]n = 1 then the maximum value of any 
preference function for any alternative with respect to any criteria would equal 1 as shown in 
equation 7.9: 
Max [aPi]1 = Max [aPi]2 = …….Max [aPi]n = 1.   (7.9) 
For alternative (a) to be preferred to alternative (i) for all i, i Є m, i ≠ a: 
[aPi]1 > [iPa]1, [aPi]2 > [iPa]2, [aPi]3 > [iPa]3,… and [aPi]n > [iPa]n.  (7.10) 
To maximize the overall score of alternative (a), alternative (a) should be preferred to all 
alternatives in the set of m with respect to a greater number criteria since [aPi]j > [iPa]j , Max[aPi]n= 
1. 
From equation 7.10, in an equal weight criteria MCDM problem, when a method that did not allow 
compensation between good and poor performances with respect to criteria was used with 
appropriate indifference and preference thresholds and all criteria had the same type, alternative 
(a) might be preferred to other alternatives in the outcome of a method, if alternative (a) was 
preferred to a higher number of criteria than other alternative in the set of m, where a Є m. 
7.5.2 New Rule 2: Indifference Rule 
Roy (1985) stated that whenever two or more alternatives were indifferent in the outcome of a 
MCDM method, the overall score of these indifferent alternatives should be equal. The state of 
these alternatives might be considered as a state of equilibrium, where any change in any 
performance measure of any of the alternatives with respect to any criterion might prefer one 
alternative to the others and/or any change in any criterion weight might prefer one alternative to 
the others. Using pseudo criteria, the change required in the performance measures to prefer one 
alternative to the others should be larger than the indifference thresholds (Haddad & Sanders, 
2018). 
Two indifferent alternatives in a MCDM problem often had equal overall scores but different 
performance measures with respect to the set of criteria considered.  
Ph.D. Chapter Seven Haddad 
 
170 
 
The overall score of an alternative in any MCDM method could be represented as a function of 
criteria weights and performance measures as shown in equation 7.3. 
For alternative (a) to be indifferent from alternative (b) in the outcome of a method, the overall 
score of alternative (a) should be equal to the overall score of alternative (b): 
Sa = Sb  X[Wj,Pa] = X[Wj, Pb] for all j, 1< j < n,  j Є n.   (7.11) 
Applying WSM as shown in equation 7.6 and 7.7, a method that did not consider indifference and 
preference thresholds to this problem, if criteria weights did not change values then WSM might 
disrupt the indifference relation between the alternatives by any change in any alternatives’ 
performance measures with respect to any criterion. 
Methods considering indifference and preference thresholds required a change in performance 
measures larger than the indifference thresholds. Equation 7.12 shows when two alternatives were 
indifferent in the outcome of a method that used indifference threshold: 
Pj(b) - Pj(a) < Vj , for all j, 1< j < n, j Є n.    (7.12) 
Where: 
Pj(m) is the performance measure of alternative (m) with respect to the jth criterion and Vj is the 
indifference threshold of the jth criterion. 
Equation 7.12 showed that alternatives a and b will remain indifferent as long as the difference 
between Pj(b) and Pj(a) was smaller than Vj. To change the indifference relation between 
alternatives a and b, the difference between Pj(b) and Pj(a) should be greater than the indifference 
threshold Vj. 
If criteria weights changed values, since ∑ 𝑊𝑗
𝑛
𝑗=1 = 1 for all j where j Є n and indifferent alternatives 
had different performance measures with respect to each criterion, then any increase in a criterion 
weight would result in a decrease in other criteria weights, therefore any change in any criterion 
weight would change the indifference relation between the indifferent alternatives.  
7.6 Correlation Hypotheses 
This Section uses the data generated from testing Propositions 4.A and 4.B presented in Section 7.4 
to analyse two new Hypotheses created by Haddad and Sanders (2019b). 
 Hypothesis 1: Correlation between the number of alternatives considered in a problem and 
the minimum change required in the lowest criterion weight to change the outcome of a 
method. 
Ph.D. Chapter Seven Haddad 
 
171 
 
 Hypothesis 2: Correlation between the number of criteria considered in a problem and the 
minimum change required in the lowest criterion weight to change the outcome of a method. 
The two new Hypotheses were proposed by the author in Haddad and Sanders (2019b) and tested. 
These Hypotheses aimed to help potential MCDM methods users to predict the behaviour of 
different MCDM methods in the presence of risk and uncertainty. These Hypotheses were tested 
on two different MCDM methods: AHP and PROMETHEE II. Randomly generated sets of criteria 
weights and performance measures were considered, the randomly generated sets were classified 
as follows. Three different sets of criteria each consisted of: 
 Three criteria applied to 3, 4, 5, 6 and 10 alternatives. 
 Four criteria applied to 3, 4, 5, 6 and 10 alternatives. 
 Five criteria applied to 3, 4, 5, 6 and 10 alternatives. 
 Six criteria applied to 3, 4, 5, 6 and 10 alternatives. 
 Ten criteria applied to 3, 4, 5, 6 and 10 alternatives. 
AHP and PROMETHEE II were applied to these sets. AHP was applied to a total of 1053 randomly 
generated sets of criteria and performance measures and PROMETHEE II was applied to a total of 
1118 randomly generated sets of criteria and performance measures. 
Sensitivity analysis was conducted and the minimum percentage change in the lowest criterion 
weight required to change the outcome of a MCDM method was calculated.  
The parametric test used to test Hypotheses 1 and 2 was Pearson’s r parametric test as shown in 
figure 7.7. Statistical Package for Social Science (SPSS) was used to conduct Pearson’s r parametric 
test to study and analyse the Hypotheses. Pearson’s r correlation coefficient can be used to check 
for the direction and the strength of the correlation under consideration. Correlation values could 
range from - 1 to + 1. A correlation value of 0 indicated no correlation between the two variables. 
The type and strength of correlation values are shown in tables 7.1 and 7.2. 
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Figure 7.7: Choosing a Statistical Test – Decision Tree (Field, 2013; Dancey & Reidy, 2007) 
Table 7.1: Pearson’s r correlation coefficient sign vs. type of correlation (Haddad & Sanders, 2019b) 
Person’s correlation coefficient sign Type of Correlation Description 
Positive Positive correlation ↑X  ↑Y 
Negative Negative correlation ↑X  ↓Y 
Table 7.2: Pearson’s r correlation coefficient magnitude vs. strength of correlation (Haddad & Sanders, 2019b) 
Pearson’s correlation coefficient magnitude Correlation strength 
0 ≤ ƍ < 0.3 Weak 
≤ 0.3 ≤ ƍ < 0.5 Medium 
0.5 ≤ ƍ < 0.8 Strong 
0.8 ≤ ƍ ≤ 1 Very strong 
7.6.1 Hypothesis 1: Correlation between the Number of Alternatives and the 
Minimum Change in the Lowest Criterion Weight 
This Sub-Section presents a new Hypothesis, describes the correlations considered between the 
number of alternatives considered in a problem and the minimum percentage change in the lowest 
criterion weight required to change the outcome of a method and presents the results of the 
parametric test (Haddad & Sanders, 2019b).  
Hypothesis 1: suggested a correlation between the number of alternatives in a MCDM problem and 
the minimum percentage change required in the lowest criterion weight to change the outcome of 
a MCDM method. 
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Null Hypothesis 1 (H10): There was no correlation between the number of alternatives considered 
in a MCDM problem and the minimum percentage change required in the lowest criterion weight 
to change the outcome of a MCDM method. 
Alternative Hypothesis 1 (H11): There was a correlation between the number of alternatives 
considered in a MCDM problem and the minimum percentage change required in the lowest 
criterion weight to change the outcome of a MCDM method. 
Results of Pearson’s r parametric test conducted to test Hypothesis 1 applied to AHP and 
PROMETHEE II are shown in tables 7.3 and 7.4 respectively. 
Table 7.3: Correlation between number of alternatives and minimum percentage change in the lowest criterion weight 
required to change the outcome of AHP (Haddad & Sanders, 2019b) 
Correlations 
 
Number of 
Alternatives Percentage Change 
Number of Alternatives Pearson Correlation 1 -.230** 
Sig. (2-tailed)  .000 
N 1053 1053 
Percentage Change Pearson Correlation -.230** 1 
Sig. (2-tailed) .000  
N 1053 1053 
**. Correlation is significant at the 0.01 level (2-tailed). 
Table 7.4: Correlation between number of alternatives and minimum percentage change in the lowest criterion weight 
required to change the outcome of PROMETHEE II (Haddad & Sanders, 2019b) 
Correlations 
 
Number of 
Alternatives Percentage Change 
Number of Alternatives Pearson Correlation 1 -.171** 
Sig. (2-tailed)  .000 
N 1118 1118 
Percentage Change Pearson Correlation -.171** 1 
Sig. (2-tailed) .000  
N 1118 1118 
**. Correlation is significant at the 0.01 level (2-tailed). 
Using tables 7.1 and 7.2 to interpret the results of Pearson’s correlation tests shown in tables 7.3 
and 7.4, it becomes evident that null Hypothesis 1 (H10) was rejected and showed that there was a 
weak negative correlation between the number of alternatives considered in a MCDM problem and 
the minimum percentage change in the lowest criterion weight required to change the outcome of 
AHP and PROMETHEE II. Moreover, results from both tests were statistically significant at a 0.01 (2-
tailed) significance level (Haddad & Sanders, 2019). 
7.6.2 Hypothesis 2: Correlation between the Number of Criteria and the Minimum 
Change in the Lowest Criterion Weight 
This Sub-Section presents a new Hypothesis, describes the correlations considered between the 
number of criteria considered in a problem and the minimum percentage change in the lowest 
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criterion weight required to change the outcome of a method and presents the results of the 
parametric test (Haddad & Sanders, 2019b). 
Hypothesis 2: suggested a correlation between the number of criteria considered in a MCDM 
problem and the minimum percentage change required in the lowest criterion weight to change 
the outcome of a MCDM method. 
Null Hypothesis 2 (H20): There was no correlation between the number of criteria considered in a 
MCDM problem and the minimum percentage change required in the lowest criterion weight to 
change the outcome of a MCDM method. 
Alternative Hypothesis 2 (H21): There was a correlation between the number of criteria considered 
in a MCDM problem and the minimum percentage change required in the lowest criterion weight 
to change the outcome of a MCDM method. 
Results of Pearson’s r parametric test conducted to test Hypothesis 2 applied to AHP and 
PROMETHEE II were shown in tables 7.5 and 7.6 respectively. 
Table 7.5: Correlation between number of criteria and minimum percentage change in the lowest criterion weight 
required to change the outcome of AHP (Haddad & Sanders, 2019b) 
Correlations 
 Number of Criteria Percentage Change 
Number of Criteria Pearson Correlation 1 .233** 
Sig. (2-tailed)  .000 
N 1053 1053 
Percentage Change Pearson Correlation .233** 1 
Sig. (2-tailed) .000  
N 1053 1053 
**. Correlation is significant at the 0.01 level (2-tailed). 
Table 7.6: Correlation between number of criteria and minimum percentage change in the lowest criterion weight 
required to change the outcome of PROMETHEE II (Haddad & Sanders, 2019b) 
Correlations 
 Number of Criteria Percentage Change 
Number of Criteria Pearson Correlation 1 .080** 
Sig. (2-tailed)  .008 
N 1118 1118 
Percentage Change Pearson Correlation .080** 1 
Sig. (2-tailed) .008  
N 1118 1118 
**. Correlation is significant at the 0.01 level (2-tailed). 
Using tables 7.1 and 7.2 to interpret the results of Pearson’s correlation tests shown in tables 7.5 
and 7.6, it becomes evident that null Hypothesis 2 (H20) was rejected and showed that there was a 
weak positive correlation between the number of criteria considered in a MCDM problem and the 
minimum percentage change in the lowest criterion weight required to change the outcome of 
AHP and PROMETHEE II. Moreover, results from both tests were statistically significant at a 0.01 
(2-tailed) significance level (Haddad & Sanders, 2019b). 
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7.6.3 Discussion 
This Section presented two new Hypotheses suggesting a correlation between the number of 
alternatives considered in a MCDM problem, the number of criteria considered in a MCDM problem 
and the minimum percentage change in the lowest criterion weight required to change the 
outcome of a MCDM method. More than two thousand randomly generated sets of criteria weights 
and performance measures were considered. AHP and PROMETHEE II were applied to these 
randomly generated sets. The correlation between the number of alternatives and weights of 
criteria were not considered in this Section. 
Testing Hypothesis 1 by applying AHP and PROMETHEE II showed there was a weak negative 
correlation between the number of alternatives considered in a MCDM problem and the minimum 
percentage change in the lowest criterion weight required to change the outcome of AHP or 
PROMETHEE II. 
Testing Hypothesis 2 by applying AHP and PROMETHEE II, showed there was a weak positive 
correlation between the number of criteria considered and the minimum percentage change in the 
lowest criterion weight required to change the outcome of AHP or PROMETHEE II. 
Uncertainty was modelled as percentage probabilities of criteria weights. The lowest criterion 
weight was selected in each case to test and analyse the correlation between number of 
alternatives and the number of criteria considered in a MCDM problem with the minimum 
percentage change. The lowest criterion weight often required the biggest change in its value to 
change the outcome of a method. That big change provided the required breadth to analyse the 
behaviour of MCDM methods when risk and uncertainty could affect criteria weights. 
Expert Choice and Visual-PROMETHEE software were used to apply AHP and PROMETHEE II to the 
randomly generated data. Sensitivity analysis was applied. The minimum percentage change in the 
lowest criterion weight to change the ranking of the alternatives was calculated based on the values 
read from the graphical representations provided by the software. Expert Choice provided an 
accuracy of 0.1%, Visual-PROMETHEE provided an accuracy of 1% when reading the new criterion 
weights. These levels of accuracy limited the calculation of the minimum percentage change 
required in the lowest criterion weight since the minimum percentage change required in the 
lowest criterion weight was based on two factors: the lowest criterion weight and the new lowest 
criterion weight which changed the ranking of the alternatives (Haddad & Sanders, 2019b).  
Ph.D. Chapter Seven Haddad 
 
176 
 
Another limitation to the data analysis was due to rounding errors, Expert Choice rounded all input 
data used for pairwise comparisons to three decimal places. Visual-PROMETHEE accepted only 
integers and did not accept fractions or decimal numbers as inputs, all data needed to be multiplied 
by factors of 10 to be converted to integers. 
Intuitively it was possible to deduce both main conclusions, since the more the number of criteria 
the more the one with the lower weight became irrelevant, then, needing to be dramatically 
changed to change the outcomes; and the more the number of alternatives the more impacting 
become any change in the criteria, especially for ranking methods. This Section analysed these 
relations and Pearson’s correlation tests was applied, a statistical parametric test to prove that 
these relations were correlated and the results were statistically significant. 
The two new Hypotheses were created to help decision makers in understanding the effect of 
adding irrelevant alternatives and criteria to their problem and the effect of alternatives and criteria 
redundancy. 
7.7 The Behaviour of Three Discrete MCDM methods in the Presence of 
Uncertainty in Criteria Weights 
This Section describes the behaviour of three MCDM methods in the presence of uncertainty in 
criteria weights and predicts the level of stability in their outcomes when criteria weights are 
uncertain.  Behaviour was analysed to assess the stability of outcomes and a visual representation 
of stability was created for each method.  The slope of the lines produced represented the stability 
of the outcome (Haddad et al, 2019b). 
AHP, PROMETHEE II and WSM were applied to 2,844 randomly generated sets of criteria and 
performance measures. Sensitivity analysis was conducted and the minimum change required in 
criteria weights to change the outcome of a method was calculated. Results were used to analyse 
the stability of the outcome in the presence of uncertainty in criteria weights.  AHP was applied to 
1,053 randomly generated sets of criteria and performance measures, PROMETHEE II was applied 
to 1,118 and WSM was applied to 673. 
Expert Choice was used to apply AHP, Visual-PROMETHEE was used to apply PROMETHEE II and 
Excel algorithms were created to apply WSM.  A variation in the lowest criterion weight was applied 
until any pair of alternatives changed ranking. The minimum change required in the lowest criterion 
weight was calculated and plotted against the criterion weight. 
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Sensitivity analysis was conducted using newly created Excel algorithms, Expert Choice and Visual-
PROMETHEE and the minimum change in criteria weights required to change the outcome of the 
MCDM methods was calculated.  The lowest weight criterion was selected in each case to test and 
analyse the behaviour of the MCDM method since the lowest weight criterion often required the 
biggest change in its value to alter the outcome of the methods. 
7.7.1 The Behaviour of AHP 
1,053 randomly generated cases were considered to analyse the behaviour of AHP in the presence 
of uncertainty in criteria weights. Graphs were plotted showing the value of the minimum change 
required in the lowest criterion weight to change the outcome of AHP vs the lowest criterion weight 
(Haddad, 2019a). Examples of theses graphs are shown in figures 7.8 and 7.9 and more are in 
Appendix D1. Each point on the graph was generated after conducting sensitivity analysis on the 
same set of performance measures but with different criteria weights. The highest and the lowest 
criteria were considered. 
 
Figure 7.8: AHP applied to a set of 4 criteria, 6 alternatives set (2), (Haddad et al, 2019b) 
The equation of the line in figure 7.8 was: ∆Cl = -1.0755Cl + 0.1208. 
 
Figure 7.9: AHP applied to a set of 10 criteria, 6 alternatives set (3), (Haddad et al, 2019b) 
The equation of the line in figure 7.9 was: ∆Cl = -1.5455Cl + 0.0719. 
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7.7.2 The Behaviour of PROMETHEE II 
1,118 randomly generated cases were considered to analyse the behaviour of PROMETHEE II 
in the presence of uncertainty in criteria weights. Graphs were plotted showing the value of 
the minimum change in the lowest criterion weight required to change the outcome of 
PROMETHEE II vs the lowest criterion weight (Haddad, 2019a). Examples of these graphs are 
shown in figures 7.10 and 7.11 and more are in Appendix D2. 
 
Figure 7.10: PROMETHEE II applied to a set of 5 criteria, 4 alternatives set (3), (Haddad et al, 2019b) 
Because of the reduced accuracy of Visual-PROMETHEE, the point or solutions were scattered, this 
was an example of that sort of error, but the equation of the best fit line was: ∆Cl = -1.2962Cl + 
0.3159. 
 
Figure 7.11: PROMETHEE II applied to a set of 6 criteria, 10 alternatives set (2), (Haddad et al, 2019b) 
The equation of the line in figure 7.11 was: ∆Cl = -Cl + 0.09. 
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7.7.3 The Behaviour of WSM 
673 randomly generated cases were considered to analyse the behaviour of WSM in the presence 
of uncertainty in criteria weights. Graphs were plotted showing the value of the minimum change 
in the lowest criterion weight required to change the outcome of WSM vs the lowest criterion 
weight (Haddad, 2019a). Examples of these graphs are shown in figures 7.12 and 7.13 and more are 
in Appendix D3. 
 
Figure 7.12: WSM applied to a set of 3 criteria, 3 alternatives set (1), (Haddad et al, 2019b) 
The equation of the line in figure 7.12 was: ∆Cl = -0.8222Cl + 0.268. 
 
Figure 7.13: WSM applied to a set of 3 criteria, 3 alternatives set (2), (Haddad et al, 2019b) 
The equation of the line in figure 7.13 was: ∆Cl = -0.7966Cl + 0.26. 
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7.7.4 Transitions 
The real value of the minimum change required in the lowest criterion weight to change the 
outcome of a method vs the lowest criterion weight (Cl) was plotted. Figures 7.8 to 7.13 presented 
examples of them. That led to an understanding of the behaviour of AHP, PROMETHEE II and WSM 
in the presence of uncertainty and of the transitions in the plots. Graphs were plotted (Haddad, 
2019a; Haddad et al, 2019b). Examples of these transitions are shown in figures 7.14 and 7.15 and 
more are in Appendix D1 and D2. 
Trend lines were fitted to the graphs and R-squared (R2) values were calculated. The R2 value (also 
known as the coefficient of determination) assessed the scatter of the data points around the fitted 
trend line. In general, R2 values range from 0 to 1, the higher the R2 values the better the 
representation between the fitted lines and observed data.  Figures 7.8 to 7.13 showed the 
calculated R2 values were above 99% and the fitted trend lines adequately represented the plotted 
data. 
Other plots showed transitions in data. Trend lines were fitted to represent sections of the data. 
Figures 7.14 and 7.15 show examples of a single transition between points (0.09, -0.017) and (0.095, 
0.019), the value of minimum change required to change the outcome of a method jumped from -
0.017 to 0.019. The plotted data was represented by two separate trend lines not a single trend 
line. Other graphs showed more than one transition. Transitions occurred in figure 7.14 because 
the minimum change required in the lowest criterion weight considered two different pairs of 
alternatives (A1 & A2 and A1 & A3). Transitions occurred in figure 7.15 because the minimum change 
required in the lowest criterion weight considered two different pairs of alternatives (A1 & A3 and 
A2 & A5). 
 
Figure 7.14: AHP applied to a set of 4 criteria, 5 alternatives set (1) showing multiple trend lines, (Haddad et al, 2019b) 
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Figure 7.15: PROMETHEE II applied to a set of 4 criteria, 5 alternatives set (1) showing multiple trend lines, (Haddad et al, 
2019b) 
Point (0.09, - 0.017) in figure 7.14 shows that the minimum change required in the lowest criterion 
weight (C4) to change the outcome of AHP was - 0.017 when the lowest criterion weight equalled 
0.09. A 0.017 decrease in the value of the lowest criterion weight (C4 = 0.09) preferred alternative 
two to alternative one (A2 > A1). Figures 7.16 to 7.27 show screenshots of the sensitivity analysis 
conducted at the transition points using Expert Choice and Visual-PROMETHEE.  
Figure 7.16 shows a screenshot of the sensitivity analysis conducted using Expert Choice when the 
lowest criterion weight C4 = 0.09.  
 
Figure 7.16: Screenshot of Expert Choice Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight (C4) 
= 0.09, (Haddad et al, 2019b) 
The diagonal (coloured) lines represented the overall scores of alternatives, the vertical (red) line 
represented the criterion weight under consideration, C4. Intersection of diagonal lines were points 
of indifference, where two or more alternatives had the same overall score.  
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The vertical dashed line in figures 7.17 and 7.18 represented the new criterion weight under 
consideration. Moving the dashed vertical line beyond intersection points changed the ranking.  The 
two closest intersection points identified by two black circles in figure 7.16 were considered to 
calculate the minimum change required in the lowest criterion weight to change the outcome of 
AHP. Considering alternatives one, two and three (A1 & A2) and (A1 & A3). 
From figure 7.17, the change required in the value of the lowest criterion weight (C4) was 0.017 
considering alternatives one and two (A1 & A2) identified by the black circle in figure 7.17. 
 
Figure 7.17: Screenshot of Expert Choice Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight (C4) 
= 0.09, C4 decreased to 0.073, A2 preferred to A1, (Haddad et al, 2019b) 
From figure 7.18 the change required in the value of the lowest criterion weight (C4) was 0.018 
considering alternatives one and three (A1 & A3). From these results the minimum change required 
in C4 to change the outcome of AHP was 0.017 with alternatives one and two (A1 & A2) identified by 
the black circle in figure 7.18. 
 
Figure 7.18: Screenshot of Expert Choice Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight (C4) 
= 0.09 showing C4 increased to 0.108, A1 preferred to A3, (Haddad et al, 2019b) 
Point (0.095, 0.019) in figure 7.14 shows the minimum change required in the lowest criterion 
weight (C4) to change the outcome of AHP was 0.019 when the lowest criterion weight equalled 
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0.095. A 0.019 increase in the value of the lowest criterion weight (C4 = 0.095) preferred alternative 
three to alternative one (A3 > A1). Figure 7.19 shows a screenshot of the sensitivity analysis 
conducted using Expert Choice when the lowest criterion weight C4 = 0.095.  The two closest 
intersection points identified by two black circles in figure 7.19 were considered to calculate the 
minimum change required in the lowest criterion weight to change the outcome of AHP. 
Considering alternatives one, two and three (A1 & A2) and (A1 & A3). 
 
Figure 7.19: Screenshot of Expert Choice Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight (C4) 
= 0.095, (Haddad et al, 2019b) 
From figure 7.20, the change required in the value of the lowest criterion weight (C4) was 0.022 
considering alternatives one and two (A1 & A2) identified by the black circle in figure 7.20. From 
figure 7.21 the change required in the value of the lowest criterion weight (C4) was 0.019 
considering alternatives one and three (A1 & A3) identified by the black circle in figure 7.21.  From 
these results the minimum change required in C4 to change the outcome of AHP was 0.019 and 
considered alternatives one and three (A1 & A3) and this caused the transition in figure 7.14 
between (0.09, - 0.017) and (0.095, 0.019). 
 
Figure 7.20: Screenshot of Expert Choice Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight (C4) 
= 0.095 showing C4 decreased to 0.073, A2 preferred to A1, (Haddad et al, 2019b) 
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Figure 7.21: Screenshot of Expert Choice Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight (C4) 
= 0.095 showing C4 increased to 0.111, A1 preferred to A3, (Haddad et al, 2019b) 
Figure 7.15, point (0.09, 0.15) shows the minimum change required in the lowest criterion weight 
(C4) to change the outcome of PROMETHEE II was 0.15 when the lowest criterion weight equalled 
0.09. A 0.15 increase in the value of the lowest criterion weight (C4 = 0.09) preferred alternative 
two to alternative one (A2 > A1). Figure 7.22 shows a screenshot of the sensitivity analysis conducted 
using Visual-PROMETHEE when the lowest criterion weight C4 = 0.09. The diagonal lines 
represented the overall scores of alternatives, the vertical coloured line represented the weight of 
the criterion under consideration C4. Intersection points between diagonal lines showed the points 
of indifference, where two or more alternatives had the same overall score. 
 
Figure 7.22: Screenshot of Visual-PROMETHEE Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight 
(C4) = 0.09, (Haddad et al, 2019b) 
The vertical dashed lines shown in figures 7.23 and 7.24 represented the new criterion weight at 
the intersection points (i.e. indifference points). Moving the red and green line beyond intersection 
points changed the ranking of PROMETHEE II.  The two closest intersection points were considered 
to calculate the minimum change required in the lowest criterion weight to change the outcome of 
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PROMETHEE II, considering alternatives one and three and alternatives two and five (A1 & A3) and 
(A2 & A5). 
From figure 7.23, the change required in the value of the lowest criterion weight (C4) was not 
feasible, reducing the value of C4 to zero. From figure 7.24 the change required in the value of the 
lowest criterion weight (C4) was 0.15 considering alternatives two and five (A2 & A5). From these 
results the minimum change required in C4 to change the outcome of PROMETHEE II was 0.15 and 
considered alternatives two and five (A2 & A5). 
 
Figure 7.23: Screenshot of Visual-PROMETHEE Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight 
(C4) = 0.09 showing C4 decreased to 0.0, A3 preferred to A1, (Haddad et al, 2019b) 
 
Figure 7.24: Screenshot of Visual-PROMETHEE Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight 
(C4) = 0.09 showing C4 increased to 0.24, A5 preferred to A2, (Haddad et al, 2019b) 
From figure 7.15, point (0.095, - 0.085) shows the minimum change required in the lowest criterion 
weight (C4) to change the outcome of PROMETHEE II was –0.085 when the lowest criterion weight 
equalled to 0.095. A 0.085 decrease in the value of the lowest criterion weight (C4 = 0.095) preferred 
alternative three to alternative one (A3 > A1). Figure 7.25 shows a screenshot of the sensitivity 
analysis conducted using Visual-PROMETHEE when the lowest criterion weight C4 = 0.095. 
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Figure 7.25: Screenshot of Visual-PROMETHEE Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight 
(C4) = 0.095, (Haddad et al, 2019b) 
The two closest intersection points were considered to calculate the minimum change required in 
the lowest criterion weight to change the outcome of PROMETHEE II, considering alternatives one 
and three and alternatives two and five (A1 & A3) and (A2 & A5). 
From figure 7.26, the change required in the value of the lowest criterion weight (C4) was –0.085 
considering alternatives one and three (A1 & A3). From figure 7.27 the change required in the value 
of the lowest criterion weight (C4) was 0.135 considering alternatives two and five (A1 & A3). From 
these results the minimum change required in C4 to change the outcome of PROMETHEE II was -
0.085 and considered alternatives one and three (A1 & A3) and this caused the transition in figure 
7.15 between points (0.09, 0.15) and (0.095, - 0.085). 
 
Figure 7.26: Screenshot of Visual-PROMETHEE Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight 
(C4) = 0.095 showing C4 decreased to 0.01, A3 preferred to A1, (Haddad et al, 2019b) 
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Figure 7.27: Screenshot of Visual-PROMETHEE Sensitivity Analysis; 4 criteria, 5 alternatives set (1). Lowest criterion weight 
(C4) = 0.095 showing C4 increased to 0.23, A5 preferred to A2, (Haddad et al, 2019b) 
7.7.5 Analysis of Results 
Soltani et al (2017) encouraged an understanding of the various types of uncertainties and decision 
quality could be enhanced by introducing a stable decision making process.  From the analysis of 
the behaviour of AHP, PROMETHEE II and WSM in the presence of uncertainty, equations were 
created that represented the minimum change required in the weight of any “usual” type criterion 
to change the outcome of a method. Equation 7.13 was applied to WSM and produced accurate 
results. 
∆Cn = {[A(i) – A(j)] X [1-Wn]} / [A(i) –A (j) – ain + ajn].   (7.13) 
Where: 
∆Cn: Minimum change in Cn. 
Wn: Weight of criterion n. 
A(m): Overall score of alternative m. 
amn: Score of alternative m with respect to criterion n. 
Comes et al (2013) considered the performance of alternatives in a broad number of scenarios. 
They claimed that often a small perturbation in input data might lead to infeasible and unreliable 
results (Ben-Tal & Nemirovski, 2000; Ferrera et al, 2017). Work in this Section analysed the 
behaviour of three MCDM methods when perturbation occurred in the lowest criterion weight. A 
perturbation in the lowest criterion weight was applied until any pair of alternatives changed 
ranking. The relationship between the minimum change required in the lowest criterion weight and 
the lowest criterion weight was a linear relationship and could be represented using equations 7.14 
and 7.15: 
Y = mx + C.      (7.14) 
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Where: 
Y: Minimum change in lowest criterion weight to change the outcome of a method (∆Cl). 
x: Lowest criterion weight (Cl). 
m, C: Constants. 
m and C depended on criteria and performance measures and the aggregation algorithm used. 
Crossing points between fitted lines and the x-axis represented indifference points between a single 
pair of alternatives. 
Equations of the plots could be written as: 
∆Cl = mCl + Z.      (7.15) 
Analysing these graphs, the values of m and Z could be calculated using equations 7.16 and 7.17: 
m = -1 X [AnCl + AmCl].     (7.16) 
Z = Cl’ = the new lowest criterion weight at which the pair alternatives n and m would switch 
ranking. 
The equation can be generalized and applied to any criterion 
∆Cj = mCj + Z.      (7.17) 
Where 
 Z = Cj’ = the new weight of criterion j at which alternatives n and m would change ranking. 
The higher the absolute value of m, the steeper the slope and the more stable the method was to 
changes in criteria weights. Figures 7.12 and 7.13 provided an explanation for equations 7.15, 7.16 
and 7.17. The decision matrix of figure 7.12 is shown in table 7.7. 
Table 7.7: Decision Matrix for Example 1, (Haddad et al, 2019b) 
                                         Criteria 
Alternative 
C1 = 0.15 
 
C2 = 0.4 
 
C3 = 0.45 
 
A1 0.162 0.484 0.513 
A2 0.203 0.398 0.019 
A3 0.634 0.118 0.468 
The equation of the line in figure 7.12 is: ∆Cl = -0.8222Cl + 0.268. 
Conducting sensitivity analysis on each point in figure 7.12, alternatives 1 and 3 changed ranking 
when criterion 1 weight was increased to around 0.27. This showed the analysis was accurate in 
predicting the value of Z in equation 7.17.  
From table 7.7, A1C1 = 0.162 and A3C1 = 0.634, equation 7.16 was used to calculate the value of m. 
The value of m = -0.796.  
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The value of m from figure 7.12 was -0.822 and the calculated value of m using equation 7.16 was 
-0.796, the percentage difference between these values was: (-0.822 – -0.796) / (-0.822) = 3.2%. 
The decision matrix of figure 7.13 is shown in table 7.8. 
Table 7.8: Decision Matrix for Example 2, (Haddad et al, 2019b) 
                                         Criteria 
Alternative 
C1 = 0.1 C2 = 0.2 C3 = 0.7 
A1 0.474 0.167 0.228 
A2 0.304 0.438 0.235 
A3 0.222 0.395 0.537 
The equation of the line in figure 7.13 was: ∆Cl = -0.7966Cl + 0.26. 
Conducting sensitivity analysis on each point in figure 7.13, alternatives 1 and 2 changed ranking 
when criterion 1 weight was increased to around 0.27. This showed the analysis was accurate in 
predicting the value of Z in equation 7.17. 
From table 7.8, A1C1 = 0.474 and A2C1 = 0.3.4, equation 7.16 was used to calculate the value of m. 
The value of m = -0.778.  
The value of m from figure 7.13 was -0.797 and the calculated value of m using equation (7.16) was 
-0.778, the percentage difference between these values was: (-0.778 – -0.797) / (-0.797) = 2.4% 
Using equations 7.15, 7.16 and 7.17, decision makers could know when a pair of alternatives would 
change ranking and the sensitivity of a method to uncertainty in criteria weights. Equations 7.15, 
7.16 and 7.17 could be applied to all alternatives and all criteria. Moreover, decision makers could 
understand the level of uncertainty a problem could withstand. 
Instead of conducting sensitivity analysis on all criteria, equation 7.17 could be used to accurately 
calculate the minimum change required in any criterion to change the outcome of a method. Using 
equation 7.17 decision makers could know the range by which all criteria weights could change 
values without affecting the outcome of a method and could achieve more accurate results than 
the visual representation of the sensitivity analysis of methods’ software. 
Figure 7.28 shows three MCDM methods, AHP, PROMETHEE II and WSM applied to the same sets 
of criteria weights and performance measures.  Sensitivity analysis was conducted on the outcomes 
of the three methods and the minimum change required in the lowest criterion weight to change 
the outcome of a method was calculated and plotted against the lowest criterion weight. 
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Figure 7.28: PROMETHEE II, AHP and WSM applied to same sets of criteria weights and performance measures, (Haddad 
et al, 2019b) 
AHP, PROMETHEEII and WSM were three different MCDM methods based on different approaches. 
WSM was a Multi Attribute Value Theory (MAVT) method, AHP used pairwise comparisons and 
PROMETHEE II used outranking relations among alternatives to derive their ranking. PROMETHEE II 
required the largest change in the lowest criterion weight to alter the ranking of the alternatives, 
while WSM required the smallest change in the lowest criterion weight to change the ranking of 
the alternatives.  The trend lines fitted the three plots adequately with R2 values higher than 99% 
and all the trend lines had equations in the form y = mx +Z. 
The equations of the trend lines were: 
PROMETHEE II: ∆Cl = -1.0117Cl + 0.5843. 
AHP: ∆Cl = -0.9846Cl + 0.5474.  
WSM: ∆Cl = -0.9101Cl + 0.3822. 
The magnitude value of m in the equation representing PROMETHEE II was higher than the 
magnitude value of m representing AHP and WSM. PROMETHEE II required the largest amount of 
change in the lowest criterion weight to change the ranking of the alternatives. PROMETHEE II was 
the most stable method when applied to these criteria weights and performance measures. The 
higher the magnitude of the m value in the trend line, the more stable the method would be to 
changes in criteria weights. 
This Section compared the stability of the outcome of AHP, PROMETHEE II and WSM and explained 
the relationship between criteria weights and the change required in criteria weights to alter the 
outcome of a method. 
Uncertainty index for all criteria was created using equation 7.18: 
UIj = [∆Cj / Cj] 100%.     (7.18) 
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Where 
UIj: Uncertainty Index for criterion j. 
∆Cj: Minimum Change in criterion j weight. 
Cj: Criterion j Weight. 
This index showed the minimum percentage change required in criterion j for any two alternatives 
to change ranking, the higher the uncertainty index the more stable a method would be to 
uncertainty in criteria weights. 
Based on the calculated R2 values, the fitted trend lines represented the plotted data and were 
straight. These plots, trend lines and R2 values showed that the relationships between the values of 
the minimum change required in the lowest criterion weight vs the lowest criterion weight could 
be represented as linear relationships. 
Some methods suffered from rank reversal when a new alternative was introduced to the set of 
alternatives under consideration. Cases of rank reversal were not considered in this Section. 
7.7.6 Discussion 
This Section presented a method to produce a visual representation of stability for three discrete 
MCDM methods. The slope of lines produced represented the stability of the outcome for each 
method.  The sensitivity of the outcome of MCDM methods to changes in criteria weights was 
assessed and linked with the uncertainty of the outcome. It was demonstrated that criteria 
sensitivity and resulting uncertainty in the outcome were strongly related. 
That will help MCDM users understand the behaviour of the MCDM methods. It analysed the 
tolerable change in criteria weights and showed the effect of that change on the outcome of a 
method and predicted the amount of change required in a criterion weight to change the outcome. 
That made the performance of the methods measurable and would encourage the use of MCDM 
methods as they became more understandable and trustworthy. The aim was not to compare AHP, 
PROMETHEE II or WSM but to provide an understanding of the stability of their outcomes. 
7.8 Conclusions 
Different methods might provide different outputs when applied to the same problem. This was 
because methods dealt differently with performance measures and criteria weights had different 
impact from one method to another. Moreover in MCDM problems, a “correct” result did not exist 
(Tscheikner-Gratl et al, 2017). MCDM methods delivered the best compromise solution. If two 
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methods delivered significantly different results then, at least one method was more suitable than 
the other (Haddad & Sanders, 2018). 
The large number and the variety of existing MCDM methods could confuse users, resulting in 
inappropriate pairing of methods and problems. This Chapter did not suggest that one MCDM 
method was better than another, but that one MCDM method could deliver a more robust and 
stable outcome than another for a specific problem. To recommend a single method for a specific 
problem, risk and uncertainty factors needed to be considered. 
The long term effect of decisions made it difficult for decision makers to claim responsibility for 
their decisions, moreover, the ambiguousness and uncertainty associated with these decisions and 
the large number of stakeholders involved with different preferences (often conflicting) make it 
even more difficult (Comes et al, 2013).  
This Chapter presented a new set of improved Propositions created to help decision makers in 
describing the behaviour of different MCDM methods, predicting the outcome of a number of 
MCDM methods and recommend a MCDM method that provided the most robust outcome and 
answered the risk and uncertainty concerns of the decision makers. 
A new set of Rules were created to help decision makers in understanding the effect of uncertainty 
on the outcome of a method, identifying the most critical input factors of a problem and analysing 
the effect of these factors on the outcome of a method. 
Two new Hypotheses were created and tested suggesting a correlation between the number of 
alternatives considered in a MCDM problem, the number of criteria considered in a MCDM problem 
and the minimum percentage change in the lowest criterion weight required to change the 
outcome of a MCDM method. More than two thousand randomly generated sets of criteria weights 
and performance measures were considered. AHP and PROMETHEE II were applied to these 
randomly generated sets. 
Testing Hypothesis 1 by applying AHP and PROMETHEE II showed there was a weak negative 
correlation between the number of alternatives considered in a MCDM problem and the minimum 
percentage change in the lowest criterion weight required to change the outcome of AHP or 
PROMETHEE II. 
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Testing Hypothesis 2 by applying AHP and PROMETHEE II, showed there was a weak positive 
correlation between the number of criteria considered and the minimum percentage change in the 
lowest criterion weight required to change the outcome of AHP or PROMETHEE II. 
The two Hypotheses were created to help decision makers in understanding the effect of adding 
irrelevant alternatives and criteria to their problem and the effect of alternatives and criteria 
redundancy.  
A method to produce a visual representation of stability for three discrete MCDM methods was 
created and presented in this Chapter aimed to help decision makers in understanding and 
describing the behaviour, predicting the outcome and recommending a MCDM method that 
provided the most robust outcome and answered the risk and uncertainty concerns of the decision 
makers. The slope of lines produced represented the stability of the outcome for each method.  The 
sensitivity of the outcome of MCDM methods to changes in criteria weights was assessed and linked 
with the uncertainty of the outcome. It was demonstrated that criteria sensitivity and resulting 
uncertainty in the outcome were strongly related. 
The visual representation analysed the tolerable change in criteria weights and showed the effect 
of that change on the outcome of a method and predicted the amount of change required in a 
criterion weight to change the outcome of a method. This Chapter showed how the performance 
of a method could be measured and could encourage the use of specific MCDM methods as they 
became more measurable and trustworthy.  The aim was not to compare AHP, PROMETHEE II or 
WSM but to provide an understanding of the stability of their outcomes. 
The next Chapter will provide examples of the new MCDM Methods Selection approach and 
applications of MCDM methods.
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Chapter 8 Real World Applications and Results  
Chapter 7 presented a new set of improved Propositions and a new set of Rules and Hypotheses 
created to aid decision makers in selecting a suitable Multiple Criteria Decision Making (MCDM) 
method. Finally a visual representation was presented to assist in analysing the behaviour of three 
discrete MCDM methods in the presence of uncertainty in criteria weights. 
This Chapter presents examples of real world application of the new approach for MCDM Methods 
Selection, the new set of Rules and Propositions and some practical applications of MCDM 
methods. 
The case studies presented in Sections 8.1, 8.2 and 8.3 were taken from Expert Choice (Expert 
Choice, 2013). The case study presented in Section 8.4 considered research conducted at the 
University of Portsmouth on powered wheelchairs: 
 Section 8.1 considers a Human Resource Management (HRM) problem. Two MCDM methods 
are considered for the evaluation of U.S. Coast Guard officers. Sensitivity analysis is 
conducted to understand the nature of uncertainty in evaluation criteria and employee 
performance (Haddad et al, 2019c).  
 Section 8.2 considers a strategic marketing decision for BOEING. The decision involves four 
global market regions being ranked based on their market attractiveness and competitive 
strength when risk and uncertainty are anticipated (Haddad et al, 2019d).  
 Section 8.3 considers a corporate relocation problem. MCDM methods are used to rank five 
cities in the United States of America based on their suitability when risk and uncertainty are 
anticipated (Haddad & Sanders, 2019d).  
 Section 8.4 describes the use of the Preference Ranking Organization Method for Enrichment 
of Evaluation II (PROMETHEE II) method to determine the direction that a powered 
wheelchair will take (Haddad & Sanders, 2019a).  
8.1 Case Study 1 Human Resource Management Decisions 
This Section investigates how to select a robust decision making method to evaluate employee 
performance (Haddad et al, 2019c). 
Managers and human resources staff needed to appreciate potential uncertainty to improve the 
decisions they made about employees and reduce risk. Moreover, understanding of uncertainty 
could lower inconsistency rates and lead to more reliable and robust representations of weights 
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and performance evaluation scores (Haddad et al, 2019a; Norese, 2016). Scholten et al (2015) 
claimed that uncertainty in criteria weights could be present because of bias, inaccurate 
quantitative estimates, or because of the use of inexact weights.  Under-rating uncertainty could 
have an adverse effect on long-term planning because the costs of making a wrong decision could 
be significant.  
Two MCDM methods were considered for the evaluation of U.S. Coast Guard officers: Analytical 
Hierarchy Process (AHP) and PROMETHEE II. Sensitivity analysis was conducted to understand the 
nature of uncertainty in evaluation criteria and employee performance. Outcomes from this 
analysis provided an understanding of the most critical factors governing the evaluation. MCDM 
methods dealing with discrete sets of alternatives were considered. The stability of AHP and 
PROMETHEE II outcomes were compared and the method with the most stable outcome was 
recommended. The minimum percentage change in criteria weights and performance scores 
required to alter the outcome of the evaluation was calculated. A MCDM method was 
recommended based on the best compromise in minimum percentage change required in inputs 
to alter the outcome of a method. 
This problem can be considered a MCDM problem with several evaluation criteria. As an example 
of how to select a robust method, two MCDM methods were applied and the most stable outcome 
was adopted. 
Sensitivity analysis was conducted on the outcomes of the two MCDM methods to focus on 
uncertainty in the function and processes of HRM. This was a new way of dealing with uncertainties 
in evaluation criteria and employee performance.  
The stability of the outcomes of the methods was compared in the presence of uncertainty in 
evaluating criteria weights and employee performance scores and the method that delivered the 
most stable outcome was recommended. The MCDM methods were included here as examples 
because they were based on different approaches and provided different answers. AHP was based 
on pairwise comparison between alternatives while PROMETHEE II was based on outranking 
relations among alternatives. 
This case study considered how members of the U.S. Coast Guard were rated by their superiors. A 
set of six evaluation criteria were identified and a set of six anonymised alternatives (officers) were 
assessed by the identified set of criteria. Results were submitted as part of the officers’ service 
record and results of this assessment were used for the eligibility of officers to be selected for the 
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next superior rank. The evaluation of the employees was conducted regularly, and the weights of 
the evaluation criteria were derived from the decision maker’s perception of their importance. 
The set of criteria taken into account in the proposed performance evaluation system corresponded 
to those implemented at the time: 
 C1: Performance of Duties. 
 C2: Interpersonal Relations. 
 C3: Leadership Skills. 
 C4: Communication Skills. 
 C5: Personal Qualities. 
 C6: Representing the Coast Guard. 
Criteria weights and officers’ performance scores for officers with respect to all the evaluation 
criteria are shown as a decision matrix in table 8.1. 
Table 8.1: Decision matrix for U.S. Coast Guard Officer Evaluation 
                                                                           Alternative 
Criteria 
A1 
Officer A 
A2 
Officer B 
A3 
Officer C 
A4 
Officer D 
A5 
Officer E 
A6 
Officer F 
C1: Performance of Duties = 0.296 0.152 0.181 0.172 0.170 0.172 0.153 
C2: Interpersonal Relations = 0.254 0.172 0.150 0.176 0.161 0.150 0.191 
C3: Leadership Skills = 0.159 0.193 0.156 0.186 0.166 0.162 0.137 
C4: Communication Skills = 0.125 0.183 0.173 0.150 0.174 0.150 0.170 
C5: Personal Qualities = 0.084 0.196 0.170 0.161 0.162 0.157 0.155 
C6: Representing the Coast Guard = 0.082 0.170 0.203 0.142 0.175 0.164 0.145 
The new MCDM Methods Selection Approach was applied as shown in figure 8.1, a flow chart for 
the new MCDM Methods Selection Approach is in Appendix G and a flow chart, a tree diagram and 
.exe file for the new MCDM Methods Selection Approach is at: 
https://sites.google.com/myport.ac.uk/mcdm-methods-selection/home. The nature of the 
alternative set was considered to be “Discrete” because the alternatives consisted of integer values. 
Inputs considered in this case study were quantitative. All input information was deterministic. The 
aim behind applying MCDM methods to this problem was to rank the set of alternatives using 
pairwise comparisons to achieve a total order of alternatives.  An absolute criteria measure scale 
was used considering a preference structure between alternatives.  
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Figure 8.1:  New MCDM Methods Selection Approach flow chart branch for cases 1, 2 and 3  
A screen shot of the user interface of the new MCDM Methods Selection Approach is shown in 
figure 8.2. A group of candidate methods were suitable for this problem. That is shown at the 
bottom left of the screen shot shown in figure 8.2 and listed here: 
 The Analytical Hierarchy Process (AHP). 
 The Best Worst Method (BWM). 
 Preference Ranking Organization METHod for Enrichment Evaluations II, (PROMETHEE II). 
 Elimination Et Choix Traduisant la Realite III, (Elimination and Choice Expressing Reality III), 
(ELECTREE III). 
 
 
 
Non-deterministic 
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Figure 8.2: Screen shot of the New MCDM Methods Selection Software for cases 1, 2, and 3  
AHP and PROMETHE II methods were selected as examples. AHP provided the following ranking of 
alternatives: A1 > (A2 = A3)> A4 > A6 > A5, with a global score of employees: A1 = 0.172, A2 = 0.169, A3 
= 0.169, A4 = 0.167, A5 = 0.160 and A6 = 0.162. PROMETHEE II provided a different ranking of 
alternatives: A3 > A2 > A1 > A4 > A6 > A5, with a net outranking flow of alternatives: Φ(A1) = 0.139, 
Φ(A2) =0.155, Φ(A3) = 0.167, Φ(A4) = 0.063, Φ(A5) = -0.283 and Φ(A6) = -0.241, where Φ is a net 
outranking flow Φ (a) = Φ +(a) – Φ -(a). The higher the net outranking flow, the more eligible the 
officer to promotion. 
AHP and PROMETHEE II methods delivered different rankings of officers. Sensitivity analysis was 
conducted on the outcomes of both methods to recommend a method that best suited this 
problem and provided the most robust decision. Minimum percentage change required to alter the 
ranking of an officer for the most critical evaluation criterion weight and most critical performance 
score were calculated. Results are shown in tables 8.2, 8.3, 8.4 and 8.5. In table 8.5 N/F stands for 
a non-feasible values where ±100% change in the value of that performance score did not affect 
the original ranking of the officers. 
The most critical criterion in this case study using AHP was the second criterion (C2) that 
represented “Interpersonal Relations” signified by the smallest value (bold number) in table 8.2. 
This value represented the minimum percentage change required in the weight of the 
“Interpersonal Relations” criterion to change the ranking of officers B and C, a 6.299% decrease in 
its weight preferred officer B to officer C (A2 > A3).  
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Table 8.2: Minimum percentage change in evaluation criteria weights for U.S. Coast Guard using AHP 
Criteria Percentage change New Ranking 
C1: Performance of Duties 8.446 A1 > A2 > A3 > A4 > (A5 = A6) 
C2: Interpersonal Relations -6.299  A1 > A2 > A3 > A4 > (A5 = A6) 
C3: Leadership Skills 10.063 A1 > A3 > A2 > A4 > A6 > A5 
C4: Communication Skills -12 A1 > A3 > A2 > A4 > A6 > A5 
C5: Personal Qualities -42.857 A1 > A3 > A2 > A4 > A6 > A5 
C6: Representing the Coast Guard -13.415 A1 > A3 > A2 > A4 > A6 > A5 
The most critical criterion in this case study using PROMETHEE II was the first criterion (C1) that 
represented “Performance of Duties”, signified by the smallest value (bold number) in table 8.3. 
This value represented the minimum percentage change required in the weight of the 
“Performance of Duties” criterion to change the ranking of officers A and B, where a 2.027% 
decrease in its weight changed the preference from officer B to officer A (A1 > A2).  
 
Table 8.3: Minimum percentage change in evaluation criteria weights for U.S. Coast Guard using PROMETHEE II 
Criteria Percentage change New ranking 
C1: Performance of Duties -2.027  A3 > A1 > A2 > A4 > A6 > A5 
C2: Interpersonal Relations -5.0512 A2 > A3 > A1 > A4 > A6 > A5 
C3: Leadership Skills -5.660 A2 > A3 > A1 > A4 > A6 > A5 
C4: Communication Skills 12 A2 > A1 > A3 > A4 > A6 > A5 
C5: Personal Qualities 19.048 A2 > A1 > A3 > A4 > A6 > A5 
C6: Representing the Coast Guard 9.756 A2 > A1 > A3 > A4 > A6 > A5 
The most critical performance scores in this case study using AHP were (A2C1 & A3C2), signified by 
the smallest values (bold numbers) in table 8.4. These values represented the minimum percentage 
change required in the value of performance score of officer B with respect to “Performance of 
Duties” criterion (A2C1) or in the value of performance score of officer C with respect to 
“Interpersonal Relations” criterion (A3C2) to change the ranking of officers B and C (A2 & A3). A 1% 
increase in the value of performance score (A2C1) changed the ranking and preferred officer B to 
officer C (A2 > A3). A 1% increase in the value of performance score (A3C2) changed the ranking and 
preferred officer C to officer B (A3 > A2). 
 
Table 8.4: Minimum percentage change in performance scores for U.S. Coast Guard Officers using AHP 
Performance Measure Percentage change New ranking 
A1C1 -4 (A1 = A3) > A2 > A4 > A6 > A5 
A2C1 1  A1 > A2 > A3 > A4 > A6 > A5 
A3C1 2 A1 > A3 > A2 > A4 > A6 > A5 
A3C1 -2 A1 > A2 > (A3 = A4) > A6 > A5 
A4C1 3 A1 > (A2 = A3 = A4) > A6 > A5 
A5C1 3 A1 > (A2 = A3) > A4 > A5 > A6 
A6C1 -3 A1 > (A2 = A3) > A4 > A5 > A6 
A1C2 -4 A1 > A2 > A3 > A4 > A6 > A5 
A2C2 2 A1 > A2 > A3 > A4 > A6 > A5 
A2C2 -2 A1 > A3 > (A2 = A4) > A6 > A5 
A3C2 1  A1 > A3 > A2 > A4 > A6 > A5 
A4C2 3 A1 > (A2 = A3 = A4) > A6 > A5 
A5C2 4 A1 > (A2 = A3) > A4 > A5 > A6 
A6C2 -3 A1 > (A2 = A3) > A4 > A5 > A6 
A1C3 -5 A1 > A3 > A2 > A4 > A6 > A5 
A2C3 2 A1 > A2 > A3 > A4 > A6 > A5 
A3C3 2 A1 > A3 > A2 > A4 > A6 > A5 
A4C3 5 A1 > (A2 = A3 = A4) > A6 > A5 
A5C3 5 A1 > (A2 = A3) > A4 > (A5 = A6) 
A6C3 -6 A1 > (A2 = A3) > A4 > (A5 = A6) 
A1C4 -8 (A1 = A2) > A3 > A4 > A6 > A5 
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A2C4 2 A1 > A2 > A3 > A4 > A6 > A5 
A3C4 2 A1 > A3 > A2 > A4 > A6 > A5 
A4C4 6 A1 > (A2 = A3 = A4) > A6 > A5 
A5C4 7 A1 > (A2 = A3) > A4 > (A5 = A6) 
A6C4 -6 A1 > (A2 = A3) > A4 > A5 > A6 
A1C5 -11 A1 > A2 > A3 > A4 > A6 > A5 
A2C5 3 A1 > A2 > A3 > A4 > A6 > A5 
A3C5 3 A1 > A3 > A2 > A4 > A6 > A5 
A4C5 9 A1 > (A2 = A3 = A4) > A6 > A5 
A5C5 10 A1 > (A2 = A3) > A4 > (A5 = A6) 
A6C5 -10 A1 > (A2 = A3) > A4 > (A5 = A6) 
A1C6 -13 A1 > A3 > A2 > A4 > A6 > A5 
A2C6 4 A1 > A2 > A3 > A4 > A6 > A5 
A3C6 4 A1 > A3 > A2 > A4 > A6 > A5 
A4C6 9 A1 > (A2 = A3 = A4) > A6 > A5 
A5C6 10 A1 > (A2 = A3) > A4 > (A5 = A6) 
A6C6 -11 A1 > (A2 = A3) > A4 > (A5 = A6) 
The most critical performance scores in this case study using PROMETHEE II were (A1C1, A3C1, A4C1, 
A5C1, A6C1, A2C2, A5C2, A2C4, A3C4, A4C4 & A5C4), signified by the smallest values (bold numbers) in 
table 8.5.  
Table 8.5: Minimum percentage change in performance scores for U.S. Coast Guard Officers using PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C1 1 A1 > A3 > A2 > A4 > A6 > A5 
A2C1 -5 A3 > A1 > A4 > A2 > A5 > A6 
A3C1 -1 A4 > A2 > A1 > A3 > A5 > A6 
A4C1 1 A4 > A2 > A1 > A3 > A6 > A5 
A5C1 -1 A3 > A4 > A2 > A1 > A6 > A5 
A5C1 1 A2 > A1 > A3 > A4 > A5 > A6 
A6C1 -1 A1 > A3 > A2 > A4 > A5 > A6 
A1C2 2 A1 > A2 > A3 > A4 > A6 > A5 
A2C2 1 A2 > A3 > A1 > A4 > A6 > A5 
A2C2 -1 A3 > A1 > A2 > A4 > A5 > A6 
A3C2 -2 A1 > A2 > A3 > A4 > A6 > A5 
A4C2 6 A5 > A2 > A3 > A4 > A1 > A6 
A4C2 -6 A2 > A3 > A1 > A4 > A5 > A6 
A5C2 1 A2 > A3 > A1 > A4 > A6 > A5 
A5C2 -1 A2 > A3 > A1 > A4 > A6 > A5 
A6C2 -9 A3 > A1 > A2 > A4 > A5 > A6 
A1C3 -11 A3 > A2 > A4 > A1 > A6 > A5 
A2C3 4 A2 > A3 > A1 > A4 > A6 > A5 
A3C3 -9 A2 > A1 > A4 > A3 > A6 > A5 
A4C3 -3 A3 > A2 > A1 > A4 > A5 > A6 
A5C3 3 A3 > A2 > A1 > A4 > A6 > A5 
A6C3 12 A3 > A1 > A2 > A4 > A6 > A5 
A1C4 -5 A2 > A3 > A4 > A1 > A6 > A5 
A2C4 1 A2 > A3 > A1 > A4 > A6 > A5 
A3C4 -1 A2 > A3 > A1 > A4 > A6 > A5 
A4C4 -1 A2 > A3 > A1 > A4 > A6 > A5 
A5C4 1 A2 > A3 > A1 > A4 > A6 > A5 
A6C4 2 A3 > A1 > A2 > A4 > A6 > A5 
A1C5 -11 A2 > A3 > A1 > A4 > A6 > A5 
A2C5 -4 A3 > A1 > A2 > A4 > A6 > A5 
A3C5 -3 A2 > A1 > A3 > A4 > A6 > A5 
A4C5 5 A3 > A1 > A2 > A4 > A6 > A5 
A5C5 3 A2 > A1 > A3 > A4 > A5 > A6 
A6C5 4 A2 > A1 > A3 > A4 > A6 > A5 
A1C6 3 A1 > A3 > A2 > A4 > A6 > A5 
A2C6 -12 A3 > A1 > A2 > A4 > A6 > A5 
A3C6 N/F -- 
A4C6 -3 A1 > A3 > A2 > A4 > A6 > A5 
A5C6 6 A3 > A2 > A1 > A4 > A5 > A6 
A6C6 N/F -- 
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These values represented the minimum percentage change required in value of performance score 
of officers with respect to criteria to change the outcome. A 1% increase in the value of 
performance score of officers B or E with respect to “Interpersonal Relations” criterion (A2C2 or 
A5C2) preferred officer B to officer C (A2 > A3). A 1% increase in the value of performance score of 
officers B or E with respect to “Communication Skills” criterion (A2C4 or A5C4) or a 1% decrease in 
the value of performance score of officers C or D with respect to “Communication Skills” criterion 
(A3C4 or A4C4)  preferred officer B to officer C (A2 > A3). A 1% increase in the value of (A1C1) changed 
the ranking of officers A and C (A1 > A3). A 1% decrease in the value of (A3C1) or A 1% increase in in 
the value of (A4C1) preferred officer D to officer C (A4 > A3).  A 1% decrease in the value of (A6C1) 
changed the ranking of officers A and C (A1 > A3) and officers E and F (A5 > A6). 1% increase in the 
value of (A5C1) changed the ranking of officers A and C (A1 > A3) and officers E and F (A5 > A6). A 1% 
decrease in the value of (A2C2) changed the ranking of officers A and B (A1 > A2) and officers E and 
F (A5 > A6). A 1% decrease in the value of (A5C1) changed the ranking of officers B and D (A4 > A2). A 
1% decrease in the value of (A5C2) changed the ranking of officers B and C (A2 > A3). 
This case study provided examples of uncertainties in evaluation criteria weights and employees’ 
performance scores which could be represented by scenarios one, two and three presented in 
Chapter 6. Propositions 1.A, 1.B and 1.C presented in Chapter 7 were considered to address them: 
SCENARIO ONE: AHP and PROMETHEE II delivered different outcomes. AHP required a 6.299% 
decrease in the value of most critical criterion weight (i.e. “Interpersonal Relations”) to alter the 
ranking of officers, while PROMETHEE II required a 2.027% decrease to the value of the most critical 
criterion weight (i.e. “Performance of Duties”) to alter the ranking of officers. AHP was 3.108 times 
less sensitive to changes in the value of the most critical criterion weight than PROMETHEE II. 
Proposition 1.A - Uncertainty in criteria weights presented in Section 7.1 described how decision 
makers often preferred a method that was resilient to changes in criteria weights, they often apply 
MCDM methods to aid them in delivering appropriate and fair decisions (Razmak & Aouni, 2015). 
A robust method provided more stable outcomes with less sensitivity to risk and uncertainties.  AHP 
would be recommended for this problem when decision makers were uncertain of criteria weights. 
SCENARIO TWO: AHP required a 1% increase to the values of most critical performance scores to 
alter the ranking of the officers. PROMETHEE II also required a 1% change to the values of the most 
critical performance scores to alter the ranking of the officers. Both methods had the same 
sensitivity towards uncertainty in performance scores; AHP had two critical performance scores 
while PROMETHEE II had fourteen critical performance scores. Proposition 1.B - Uncertainty in 
performance measures presented in Section 7.1 described how decision makers often preferred a 
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method that was less sensitive to changes in the values of the performance scores, they often apply 
MCDM methods to aid them in delivering appropriate and fair decisions (Razmak & Aouni, 2015). 
A robust method provided more stable outcomes with less sensitivity to risk and uncertainties. AHP 
would also be recommended for this problem if decision makers were uncertain of performance 
scores. Analysis of these results showed that the number of critical performance scores and the 
number of critical criteria should be taken into consideration when recommending a MCDM 
method. From tables 8.2 and 8.4, AHP had one critical criterion and two critical performance scores, 
from tables 8.3 and 8.5 PROMETHEE II had one critical criterion and eleven critical performance 
scores. AHP would be recommended for this problem when the number of critical performance 
scores and the number of critical criteria were taken into consideration. 
SCENARIO THREE: AHP was less sensitive than PROMETHEE II to changes in the values of the most 
critical criteria weights and had fewer critical performance scores. The number of most critical 
criteria and most critical performance scores a method had for a certain problem provided guidance 
towards the number of risk factors the method was vulnerable to. The higher the number of most 
critical criteria and most critical performance scores, the higher the number of risk factors a method 
was sensitive towards that might change the final outcome of the method. Moreover, the lower 
the minimum percentage change required in the most critical criteria and the most critical 
performance measure, the higher the sensitivity of the final outcome of a method to changes in the 
inputs (i.e. risk and uncertainty). Proposition 1.C – Uncertainty in both criteria weights and 
performance measures presented in Section 7.1 described how decision makers often preferred a 
method that is less sensitive to changes in both criteria weights and performance measures. 
Recommending AHP for this problem when risk and uncertainty would affect both criteria weights 
and/or performance scores may provide a more robust outcome for this problem. 
In all three scenarios, AHP would be recommended for this case study so that officers would have 
a fair evaluation technique resilient to risk and uncertainty and Officer A (A1) would be considered 
for the next available promotion.  
8.2 Case Study 2 BOEING Strategic Market Decisions 
This Section describes the selection of a suitable MCDM method for a BOEING strategic decision 
(Haddad et al, 2019d). Airbus posed a threat to the commercial jet aircraft market dominated by 
BOEING and BOEING wanted to evaluate their market attractiveness and competitive strength. 
The decision involved four global market regions being ranked based on their market attractiveness 
and competitive strength when risk and uncertainty were anticipated.  Sensitivity analysis was used 
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to investigate the robustness of the outputs from two MCDM methods, AHP and PROMETHEE II.  
The recommended method was the one that provided the most robust output (solution to the 
problem).  Only methods that dealt with a discrete set of alternatives were considered.  A MCDM 
method was recommended based on the compromise between the minimum percentage change 
that was required in the inputs to change the ranking of alternatives.   
Operational Research (OR) played an important role in helping the airline industry and its 
infrastructure to maintain good growth rates (Barnhart et al, 2003). BOEING wanted to evaluate 
their market attractiveness and competitive strength in four global markets: United States, Asia, 
Europe and the Middle East.  A set of twenty-four sub-criteria were identified to do that.  The factors 
addressed in this Section considered the changing nature of airline needs and the international 
business environment.  Market attractiveness included political climate, competitive intensity, 
growth and size.  The competitive strength in each of the four regions was assessed based on 
relative market share, price competition, aircraft quality and customer knowledge of each type of 
plane. Sensitivity analysis was conducted to analyse the stability of the outcomes of the methods 
and the method that delivered the most stable outcome was recommended.  
A set of eight main criteria were established: market size, share, growth, competitive intensity, 
political factors enhancing the market size, price competition, product quality and customer 
knowledge for the various sizes of passenger plane. The set of eight main criteria were subdivided 
into a set of twenty-four sub-criteria.    
Factors addressed considered the changing nature of airline needs and the international business 
environment. Market attractiveness included political climate, competitive intensity, growth and 
size. The competitive strength in each of the four regions was assessed based on relative market 
share, price competition, aircraft quality and customer knowledge of each type of aircraft. 
The set of sub-criteria were: 
 C1: Market size for 115-150 passengers plane. 
 C2: Market size for 175-210 passengers plane. 
 C3: Market size for 260 and more passengers plane. 
 C4: Market growth rate for 115-150 passengers plane. 
 C5: Market growth rate for 175-210 passengers plane 
 C6: Market growth rate for 260 and more passengers plane. 
 C7: Market competitive intensity for 115-150 passengers plane. 
 C8: Market competitive intensity for 175-210 passengers plane. 
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 C9: Market competitive intensity for 260 and more passengers plane. 
 C10: Political factors enhancing the market size for 115-150 passengers plane. 
 C11: Political factors enhancing the market size for 175-210 passengers plane. 
 C12: Political factors enhancing the market size for 260 and more passengers plane. 
 C13: Market share for 115-150 passengers plane. 
 C14: Market share for 175-210 passengers plane. 
 C15: Market share for 260 and more passengers plane. 
 C16: Price competition for 115-150 passengers plane. 
 C17: Price competition for 175-210 passengers plane. 
 C18: Price competition for 260 and more passengers plane. 
 C19: Product quality for 115-150 passengers plane. 
 C20: Product quality for 175-210 passengers plane. 
 C21: Product quality for 260 and more passengers plane. 
 C22: Customer knowledge for 115-150 passengers plane. 
 C23: Customer knowledge for 175-210 passengers plane. 
 C24: Customer knowledge for 260 and more passengers plane. 
The set of alternatives that represented the global market regions were: 
 A1: United States. 
 A2: Asia. 
 A3: Europe. 
 A4: Middle East. 
Criteria weights and performance measures for alternatives with respect to criteria are shown as a 
decision matrix in table 8.6. 
Table 8.6: Decision matrix for BOEING Strategic Market Decisions  
                                                                                                                   Alternative 
Criteria 
A1 
USA 
A2 
Asia 
A3 
Europe 
A4 
Middle 
East 
C1: Market size for 115-150 passengers = 0.073 0.471 0.209 0.215 0.106 
C2: Market size for 175-210 passengers = 0.021 0.471 0.209 0.215 0.106 
C3: Market size for +260 passengers = 0.032 0.317 0.426 0.174 0.083 
C4 : Market growth rate for 115-150 passengers = 0.161 0.130 0.546 0.119 0.205 
C5: Market growth rate for 175-210 passengers = 0.047 0.130 0.546 0.119 0.205 
C6: Market growth rate for +260 passengers = 0.070 0.083 0.608 0.124 0.185 
C7: Market competitive for 115-150 passengers = 0.016 0.499 0.284 0.083 0.134 
C8: Market competitive for 175-210 passengers = 0.007 0.499 0.284 0.083 0.134 
C9: Market competitive for +260 passengers = 0.010 0.499 0.284 0.083 0.134 
C10: Political factors enhancing market size for 115-150 passengers = 0.021 0.656 0.217 0.049 0.078 
C11: Political factors enhancing market size for 175-210 passengers = 0.021 0.656 0.217 0.049 0.078 
C12: Political factors enhancing market size for +260 passengers = 0.021 0.656 0.217 0.049 0.078 
C13: Market share for 115-150 passengers = 0.013 0.527 0.280 0.086 0.107 
C14: Market share for 175-210 passengers = 0.006 0.527 0.280 0.086 0.107 
C15: Market share for +260 passengers = 0.008 0.517 0.333 0.075 0.075 
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C16: Price competition for 115-150 passengers = 0.052 0.498 0.284 0.097 0.121 
C17: Price competition for 175-210 passengers = 0.030 0.498 0.284 0.097 0.121 
C18: Price competition for +260 passengers = 0.048 0.498 0.284 0.097 0.121 
C19: Product quality for 115-150 passengers = 0.094 0.250 0.250 0.250 0.250 
C20: Product quality for 175-210 passengers = 0.094 0.250 0.250 0.250 0.250 
C21: Product quality for +260 passengers = 0.094 0.250 0.250 0.250 0.250 
C22: Customer knowledge for 115-150 passengers = 0.022 0.457 0.329 0.095 0.119 
C23: Customer knowledge for 175-210 passengers = 0.016 0.457 0.329 0.095 0.119 
C24: Customer knowledge for +260 passengers plane = 0.021 0.457 0.329 0.095 0.119 
The new MCDM Methods Selection Approach presented in Chapter 4 was applied as shown in figure 
8.1. A screen shot of the user interface of the new MCDM Methods Selection Framework is shown 
in figure 8.2. 
AHP and PROMETHE II methods were selected. AHP provided the following ranking of alternatives: 
A2 > A1 > A4 > A3, with a global score of alternatives: A1 = 0.308, A2 = 0.322, A3 = 0.180 and A4 = 0.191. 
PROMETHEE II provided the same ranking of alternatives: A2 > A1 > A4 > A3, with a net flow of 
alternatives: Φ(A1) = 0.278, Φ(A2) =0.384, Φ(A3) = -0.521 and Φ(A4) = -0.140. 
Although AHP and PROMETHEE II methods delivered the same ranking of alternatives, sensitivity 
analysis was conducted on the outcomes of both methods to recommend a method that best suited 
this case study and provided the most robust outcome. Minimum percentage change required to 
alter the ranking of alternatives for the most critical criterion weight and the most critical 
performance measures were calculated. Results are shown in tables 8.7, 8.8, 8.9 and 8.10. Non-
feasible values where ±100% change in the value of that performance measure did not affect the 
original ranking of the alternatives were not listed in the tables. 
The most critical criterion using AHP was the fourth criterion (C4) that represented “Market growth 
rate for 115-150 passengers” signified by the smallest value (bold number) in table 8.7. This value 
represented the minimum percentage change required in the weight of the “Market growth rate 
for the 115-150 passengers” criterion to change the ranking of alternatives one and two (A1 > A2). 
A 19.255% decrease in its weight preferred the United States market region (A1) to Asia market 
region (A2).  
Table 8.7: Minimum percentage change in criteria weights for BOEING Strategic Market Decisions using AHP 
Criteria Percentage change New Ranking 
C1: Market size for 115-150 passengers  67.123 A1 > A2 > A4 > A3 
C2: Market size for 175-210  242.857 A1 > A2 > A4 > A3 
C3: Market size for +260 passengers  340.625 A2 > A1 > A3 > A4 
C4: Market growth rate for 115-150 passengers  -19.255 A1 > A2 > A4 > A3 
C5: Market growth rate for 175-210 passengers  -76.596 A1 > A2 > A4 > A3 
C6: Market growth rate for +260 passengers  -38.571 A1 > A2 > A4 > A3 
C7: Market competitive for 115-150 passengers  375 A1 > A2 > A4 > A3 
C8: Market competitive for 175-210 passengers  871.429 A1 > A2 > A4 > A3 
C9: Market competitive for +260 passengers  610 A1 > A2 > A4 > A3 
C10: Political factors enhancing market size for 115-150 passengers  142.857 A1 > A2 > A4 > A3 
C11: Political factors enhancing market size for 175-210 passengers  142.857 A1 > A2 > A4 > A3 
C12: Political factors enhancing market size for +260 passengers  142.857 A1 > A2 > A4 > A3 
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C13: Market share for 115-150 passengers  407.692 A1 > A2 > A4 > A3 
C14: Market share for 175-210 passengers  883.333 A1 > A2 > A4 > A3 
C15: Market share for +260 passengers  875 A1 > A2 > A4 > A3 
C16: Price competition for 115-150 passengers  113.462 A1 > A2 > A4 > A3 
C17: Price competition for 175-210 passengers 200 A1 > A2 > A4 > A3 
C18: Price competition for +260 passengers  118.75 A1 > A2 > A4 > A3 
C19: Product quality for 115-150 passengers  963.830 A1 = A2 = A3 = A4 
C20: Product quality for 175-210 passengers  963.830 A1 = A2 = A3 = A4 
C21: Product quality for +260 passengers  963.830 A1 = A2 = A3 = A4 
C22: Customer knowledge for 115-150 passengers  431.818 A1 > A2 > A4 > A3 
C23: Customer knowledge for 175-210 passengers  606.250 A1 > A2 > A4 > A3 
C24: Customer knowledge for +260 passengers  452.381 A1 > A2 > A4 > A3 
The most critical criterionusing PROMETHEE II was the fourth criterion (C4) that represented 
“Market growth rate for 115-150 passengers” signified by the smallest value (bold number) in table 
8.8. This value represented the minimum percentage change required in the weight of the “Market 
growth rate for 115-150 passengers” to change the ranking of alternatives one and two (A1 > A2). A 
50.311% decrease in its weight preferred the United States market region (A1) to Asia market region 
(A2).  
Table 8.8: Minimum percentage change in criteria weights for BOEING Strategic Market Decisions using PROMETHEE II 
Criteria Percentage change New Ranking 
C1: Market size for 115-150 passengers  105.479 A1 > A2 > A4 > A3 
C2: Market size for 175-210  376.190 A1 > A2 > A4 > A3 
C3: Market size for +260 passengers  1118.75 A2 > A4 > A1 > A4 
C4: Market growth rate for 115-150 passengers  -50.311 A1 > A2 > A4 > A3 
C5: Market growth rate for 175-210 passengers  793.617 A2 > A4 > A1 > A3 
C6: Market growth rate for +260 passengers  328.571 A2 > A4 > A1 > A3 
C7: Market competitive for 115-150 passengers  900 A1 > A2 > A4 > A3 
C8: Market competitive for 175-210 passengers  2042.857 A1 > A2 > A4 > A3 
C9: Market competitive for +260 passengers  1400 A1 > A2 > A4 > A3 
C10: Political factors enhancing market size for 115-150 passengers  661.905 A1 > A2 > A4 > A3 
C11: Political factors enhancing market size for 175-210 passengers  661.905 A1 > A2 > A4 > A3 
C12: Political factors enhancing market size for +260 passengers  661.905 A1 > A2 > A4 > A3 
C13: Market share for 115-150 passengers  1053.846 A1 > A2 > A4 > A3 
C14: Market share for 175-210 passengers  2400 A1 > A2 > A4 > A3 
C15: Market share for +260 passengers  1775 A1 > A2 > A4 > A3 
C16: Price competition for 115-150 passengers  265.385 A1 > A2 > A4 > A3 
C17: Price competition for 175-210 passengers 466.667 A1 > A2 > A4 > A3 
C18: Price competition for +260 passengers  275 A1 > A2 > A4 > A3 
C19: Product quality for 115-150 passengers  963.830 A1 = A2 = A3 = A4 
C20: Product quality for 175-210 passengers  963.830 A1 = A2 = A3 = A4 
C21: Product quality for +260 passengers  963.830 A1 = A2 = A3 = A4 
C22: Customer knowledge for 115-150 passengers  627.273 A1 > A2 > A4 > A3 
C23: Customer knowledge for 175-210 passengers  900 A1 > A2 > A4 > A3 
C24: Customer knowledge for +260 passengers  661.905 A1 > A2 > A4 > A3 
The most critical performance measures using AHP were (A4C19, A4C20 and A4C21), signified by the 
smallest values (bold numbers) in table 8.9. These values represented the minimum percentage 
change required in the value of their performance measures to change the ranking of alternatives 
three and four, “Europe” and the “Middle East” (A3 > A4). A 25% decrease in the values of these 
performance measures changed the preference from the “Middle East” region to “Europe”. 
Table 8.9: Minimum percentage change in performance measures for BOEING Strategic Market Decisions using AHP 
Performance Measure Percentage change New ranking 
A3C1 57 A2 > A1 > A3 > A4 
A3C3 -82 A1 > A2 > A4 > A3 
A1C4 71 A1 > A2 > A4 > A3 
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A2C4 -30 A1 > A2 > A4 > A3 
A3C4 65 A2 > A1 > A3 > A4 
A4C4 -41 A2 > A1 > A3 > A4 
A2C5 -59 A1 > A2 > A4 > A3 
A2C6 -55 A1 > A2 > A4 > A3 
A1C19 39 A1 > A2 > A4 > A3 
A2C19 -32 A1 > A2 > A4 > A3 
A3C19 30 A2 > A1 > A3 > A4 
A4C19 -25  A2 > A1 > A3 > A4 
A1C20 39 A1 > A2 > A4 > A3 
A2C20 -32 A1 > A2 > A4 > A3 
A3C20 30 A2 > A1 > A3 > A4 
A4C20 -25  A2 > A1 > A3 > A4 
A1C21 39 A1 > A2 > A4 > A3 
A2C21 -32 A1 > A2 > A4 > A3 
A3C21 30 A2 > A1 > A3 > A4 
A4C21 -25 A2 > A1 > A3 > A4 
The most critical performance measures using PROMETHEE II were (A1C19, A2C19 A1C20, A2C20, A1C21 
and A2C21), signified by the smallest values (bold numbers) in table 8.10.  
Table 8.10: Minimum percentage change in performance measures for BOEING Strategic Market Decisions using 
PROMETHEE II 
Performance Measure Percentage change New ranking 
A1C4 47 A1 > A2 > A4 > A3 
A2C4 -44 A1 > A2 > A4 > A3 
A4C4 99 A1 > A2 > A4 > A3 
A2C5 -63 A1 > A2 > A4 > A3 
A2C6 -72 A1 > A2 > A4 > A3 
A1C19 1 A1 > A2 > A4 > A3 
A2C19 -1 A1 > A2 > A4 > A3 
A1C20 1 A1 > A2 > A4 > A3 
A2C20 -1 A1 > A2 > A4 > A3 
A1C21 1 A1 > A2 > A4 > A3 
A2C21 -1 A1 > A2 > A4 > A3 
These values represented the minimum percentage change required in the values of performance 
measures (A1C19), (A2C19), (A1C20), (A2C20), (A1C21) or (A2C21) to change the ranking of the alternatives 
one and two, the “United States” and “Asia” (A1 > A2). A 1% increase in the value of performance 
measures (A1C19, A1C20 & A1C21) changed the preference from “Asia” to the “United States”. A 1% 
decrease in the value of performance measures (A2C19, A2C19 & A2C19) changed the preference from 
“Asia” to the “United States”. 
This case study provided examples of three scenarios presented in Chapter 6. Propositions 1.A, 1.B 
and 1.C presented in Chapter 7 were considered to address them: 
SCENARIO ONE: AHP and PROMETHEE II delivered the same outcome. AHP required a 19.255% 
decrease to the value of most critical criterion weight “Market growth rate for 115-150 passengers” 
to alter the ranking of alternatives, while PROMETHEE II required a 50.311% decrease in the value 
of the most critical criterion weight “Market growth rate for 115-150 passengers” to alter the 
ranking of alternatives. PROMETHEE II was 2.613 times less sensitive to changes in the value of the 
most critical criterion weight than AHP. Proposition 1.A - Uncertainty in criteria weights presented 
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in Section 7.1 described how decision makers often preferred a method that was resilient to 
changes in criteria weights. PROMETHEE II would be recommended for this case study when 
decision makers were uncertain of criteria weights or anticipated a risk factor of high severity that 
could affect criteria weights.  
SCENARIO TWO: AHP required a 25% increase in the values of the most critical performance 
measures to alter the ranking of the alternatives. PROMETHEE II required a 1% change to the values 
of the most critical performance measures to alter the ranking of the alternatives. AHP was 25 times 
less sensitive than PROMETHEE II to changes in the values of the most critical performance 
measures. Proposition 1.B - Uncertainty in performance measures presented in Section 7.1 
mentioned how decision makers often preferred a method that was less sensitive to changes in the 
values of the performance measures. AHP would be recommended for this case study when 
decision makers were uncertain of performance measures or anticipated a risk factor of high 
severity that could affect performance measures.  
SCENARIO THREE: PROMETHEE II was less sensitive than AHP to changes in the value of the most 
critical criterion weight and required a 50.311 % change to the value of the most critical criterion 
weight to change the ranking of the alternatives. AHP was less sensitive than PROMETHEE II to 
changes in the values of the most critical performance measures and required a 25% change to the 
values of the most critical performance measures to change the ranking of the alternatives. The 
number of the most critical criteria and the most critical performance measures a method had for 
a problem provided guidance about the number of risk factors the method was vulnerable towards. 
The higher the number of the most critical criteria and the most critical performance measures, the 
higher the number of risk factors a method was sensitive towards that might change the final 
outcome. Moreover, the lower the minimum percentage change required in the most critical 
criteria and the most critical performance measure, the higher the sensitivity of the outcome of a 
method to changes in the inputs. Proposition 1.C – Uncertainty in both criteria weights and 
performance measures presented in Section 7.1 described how decision makers often preferred a 
method that was less sensitive to changes in both criteria weights and performance measures. In 
this case, the best compromise between minimum percentage change required in the most critical 
performance measures and the most critical criteria should be made. Recommending AHP for this 
case study would provide a more robust outcome with less vulnerability to risk and uncertainty. 
AHP would be recommended for this case study so that BOEING could make an appropriate and 
justifiable evaluation of global market regions attractiveness and competitiveness and consider Asia 
market region as the most important global market region. 
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8.3 Case Study 3 Corporate Relocation Decisions 
The Section considers a corporate relocation problem. The research concerned an approach to 
decide on an appropriate MCDM method out of a subset of possible methods to rank five cities in 
the United States of America based on their suitability (Haddad et al, 2019e). Selecting the location 
of corporate real estate was key to optimizing an organization’s success. It required a systematic 
decision making process and this Section presented a way of selecting the method to use.  The new 
MCDM Methods Selection Approach presented in Chapter 4 provided decision makers with a 
recommended group of potentially suitable methods.  Sensitivity analysis was employed to explore 
the recommended group and to rate the robustness of their outputs when uncertainty and risk may 
be present.  A suitable method was selected that provided a robust solution. MCDM methods that 
could deal with a discrete set of alternatives were considered. Two MCDM methods were compared 
for the corporate relocation problem and a method was selected after determining the smallest 
percentage changes in the weights of the criteria and the performance measures that would alter 
the ranking of two cities.   A MCDM method was recommended based on the best compromise in 
the minimum percentage change required of the inputs to alter the ranking of the cities. 
Section 2.4 mentioned four theories of corporate relocation proposed by Glatte (2015). The theory 
considered in this Section was a selection theory. Section 2.4 mentioned four types of relocation 
problems proposed by Rothe and Heywood (2015). The problem described in this Section 
considered the relocation decision process. 
Relocation to the following cities was considered: New York City (N.Y.C.); Washington D.C.; Atlanta, 
Georgia; Los Angeles (L.A.), California; and Portland, Oregon. Two MCDM methods were applied to 
this problem, AHP and PROMETHEE II. Sensitivity analysis was conducted on the outcomes of these 
methods and the most stable outcome was recommended. 
The corporate relocation decision addressed in this Section considered ways to determine the best 
city in the United States of America to relocate a corporation. A set of six criteria were identified 
and five cities met the minimum requirements identified by the analysts.  
The set of criteria were: 
 C1: Financial Considerations. 
 C2: Employee Availability. 
 C3: Support Services. 
 C4: Cultural Opportunities. 
 C5: Leisure Activities. 
Ph.D. Chapter Eight Haddad 
 
210 
 
 C6: Climate; Seasonal and Year Round. 
 
The set of alternatives (cities) were: 
 A1: New York City. 
 A2: Washington D.C. 
 A3: Atlanta, Georgia. 
 A4: Los Angeles, California. 
 A5: Portland, Oregon. 
Criteria weights and performance measures for all the alternatives (cities) with respect to all the 
criteria are shown as a decision matrix in table 8.11. 
Table 8.11: Decision matrix for Corporate Relocation Decision 
                                                                               Alternative 
 
Criteria  
A1 
N.Y.C. 
A2 
Washington D.C. 
A3 
Atlanta 
A4 
L.A. 
A5 
Portland 
C1: Financial Considerations = 0.428 0.313 0.119 0.176 0.346 0.046 
C2: Employee Availability = 0.207 0.064 0.098 0.168 0.493 0.177 
C3: Support Services = 0.207 0.416 0.062 0.116 0.284 0.122 
C4: Cultural Opportunities = 0.041 0.300 0.215 0.105 0.307 0.073 
C5: Leisure Activities = 0.063 0.060 0.107 0.160 0.315 0.359 
C6: Climate = 0.053 0.082 0.082 0.173 0.442 0.220 
The new MCDM Methods Selection Approach presented in Chapter 4 was applied to this relocation 
decision as shown in figure 8.1. A screen shot of the structured MCDM methods selection 
framework is shown in figure 8.2.  
AHP and PROMETHEE II were selected for this case study. AHP provided the following ranking of 
cities: A4 > A1 > A3 > A5 > A2, with a global score of cities: A1 = 0.264, A2 = 0.107, A3 = 0.158, A4 = 0.358 
and A5 = 0.112. PROMETHEE II provided the same ranking of cities: A4 > A1 > A3 > A5 > A2, with a net 
flow of cities: Φ(A1) = 0.132, Φ(A2) =-0.596, Φ(A3) = -0.124, Φ(A4) = 0.865and Φ(A5) = -0.276. 
Although AHP and PROMETHEE II methods delivered the same ranking of cities, sensitivity analysis 
was conducted on the outcomes of both methods to recommend a method that best suited this 
corporate relocation decision and provided the most robust and stable outcome. Minimum 
percentage change required to alter the ranking of the cities for the most critical criterion weight 
and the most critical performance measures were calculated. Results are shown in tables 8.12, 8.13, 
8.14 and 8.15. In tables 8.14 and 8.15 N/F stands for a non-feasible values where ±100% change in 
the value of that performance measure did not affect the original ranking of the cities. 
The most critical criterion in this case study using AHP was the first criterion (C1) that represented 
“Financial Considerations” signified by the smallest value (bold number) in table 8.12. This value 
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represented the minimum percentage change required in the weight of the “Financial 
Considerations” criterion to change the ranking of alternatives two and five (A2 > A5). A 10.514% 
increase in its weight preferred “Washington D.C.” to “Portland”.  
Table 8.12: Minimum percentage change in criteria weights for Corporate Relocation Decision using AHP 
Criteria Percentage change New Ranking 
C1: Financial Considerations = 0.428 10.514 A4 > A1 > A3 > A2 > A5 
C2: Employee Availability = 0.207 -29.952 A4 > A1 > A3 > A2 > A5 
C3: Support Services = 0.207 -45.411 A4 > A1 > A3 > A2> A5 
C4: Cultural Opportunities = 0.041 112.195 A4 > A1 > A3 > A2 > A5 
C5: Leisure Activities = 0.063 -33.333 A4 > A1 > A3 > A2 > A5 
C6: Climate = 0.053 -86.792 A4 > A1 > A3 > A2 > A5 
The most critical criterion in this case study using PROMETHEE II was the first criterion (C1) that 
represented “Financial Considerations” signified by the smallest value (bold number) in table 8.13. 
This value represented the minimum percentage change required in the weight of the “Financial 
Considerations” criterion to change the ranking of alternatives three and five, “Atlanta” and 
“Portland”, (A5 > A3). Where a 25.234% decrease in its weight preferred “Portland” to “Atlanta”.  
Table 8.13: Minimum percentage change in criteria weights for Corporate Relocation Decision using PROMETHEE II 
Criteria Percentage change New Ranking 
C1: Financial Considerations = 0.428 -25.234 A4 > A1 > A5 > A3 > A2 
C2: Employee Availability = 0.207 78.744 A4 > A3 > A1 > A5 > A2 
C3: Support Services = 0.207 -80.676 A4 > A3 > A1 > A5> A2 
C4: Cultural Opportunities = 0.041 582.927 A4 > A1 > A3 > A2 > A5 
C5: Leisure Activities = 0.063 201.587 A4 > A1 > A5 > A3 > A2 
C6: Climate = 0.053 428.302 A4 > A1 > A5 > A3 > A2 
The most critical performance measure in this case study using AHP was (A2C1) which represented 
the score of “Washington D.C.” with respect to “Financial Consideration” criterion signified by the 
smallest value (bold number) in table 8.14. This value represented the minimum percentage change 
required in the value of performance measure (A2C1) to change the ranking of alternatives two and 
five, “Washington D.C.” and “Portland” (A2 > A5). A 10% increase in its value preferred “Washington 
D.C.” to “Portland”. 
Table 8.14: Minimum percentage change in performance measures for Corporate Relocation Decision using AHP 
Performance Measure Percentage change New ranking 
A1C1 57 A4 > A1 > A3 > A2 > A5 
A2C1 10 A4 > A1 > A3 > A2 > A5 
A3C1 -51 A4 > A1 > A5 > A3 > A2 
A4C1 -43 A1 > A4 > A3 > A5 > A2 
A5C1 -25 A4 > A1 > A3 > A2 > A5 
A1C2 N/F -- 
A2C2 35 A4 > A1 > A3 > A2 > A5 
A3C2 N/F -- 
A4C2 30 A4 > A1 > A3 > A2 > A5 
A5C2 -20 A4 > A1 > A3 > A2 > A5 
A1C3 45 A4 > A1 > A3 > A2 > A5 
A2C3 47 A4 > A1 > A3 > A2 > A5 
A3C3 N/F -- 
A4C3 88 A4 > A1 > A3 > A2 > A5 
A5C3 -23 A4 > A1 > A3 > A2 > A5 
A1C4 N/F -- 
A2C4 63 A4 > A1 > A3 > A2 > A5 
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A3C4 N/F -- 
A4C4 N/F -- 
A5C4 N/F -- 
A1C5 N/F -- 
A2C5 70 A4 > A1 > A3 > A2 > A5 
A3C5 N/F -- 
A4C5 42 A4 > A1 > A3 > A2 > A5 
A5C5 -22  
A1C6 N/F -- 
A2C6 N/F -- 
A3C6 N/F -- 
A4C6 83 A4 > A1 > A3 > A2 = A5 
A5C6 -51 A4 > A1 > A3 > A2 > A5 
The most critical performance measure in this case study using PROMETHEE II was (A3C1) which 
represented the score of “Atlanta” with respect to “Financial Consideration” criterion signified by 
the smallest value (bold number) in table 8.15. This value represented the minimum percentage 
change required in the value of performance measure (A3C1) to change the ranking of alternatives 
three and five, “Atlanta” and “Portland” (A5 > A3). A 29% decrease in its value preferred “Portland” 
to “Atlanta”.  
Table 8.15: Minimum percentage change in performance measures for Corporate Relocation Decision using PROMETHEE 
II 
Performance Measure Percentage change New ranking 
A1C1 -35 A4 > A3 > A1 > A5 > A2 
A2C1 40 A4 > A1 > A5 > A3 > A2 
A3C1 -29  A4 > A1 > A5 > A3 > A2 
A4C1 -56 A1 > A4 > A3 > A5 > A2 
A5C1 N/F -- 
A1C2 N/F -- 
A2C2 N/F -- 
A3C2 -58 A4 > A1 > A5 > A3 > A2 
A4C2 N/F -- 
A5C2 -60 A4 > A1 > A3 > A2 > A5 
A1C3 -61 A4 > A3 > A5 > A1 > A2 
A2C3 N/F -- 
A3C3 N/F -- 
A4C3 N/F -- 
A5C3 N/F -- 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
A5C4 N/F -- 
A1C5 N/F -- 
A2C5 N/F -- 
A3C5 N/F -- 
A4C5 N/F -- 
A5C5 N/F -- 
A1C6 N/F -- 
A2C6 N/F -- 
A3C6 N/F -- 
A4C6 N/F -- 
A5C6 N/F -- 
This relocation problem provided examples of the three scenarios listed in Chapter 6. Propositions 
1.A, 1.B and 1.C presented in Chapter 7 were considered to address them: 
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SCENARIO ONE: AHP required a 10.514% increase to the value of the most critical criterion weight 
to alter the ranking of the cities, while PROMETHEE II required a 25.234% decrease to the value of 
the most critical criterion weight (Financial Consideration) to alter the ranking of the cities. Both 
methods delivered the same outcomes. PROMETHEE II was 2.4 times less sensitive to changes in 
the value of the most critical criterion weight than AHP. Proposition 1.A – Uncertainty in criteria 
weights presented in Section 7.1 described how decision makers often preferred a method that was 
resilient to changes in criteria weights. PROMETHEE II would be recommended for this relocation 
problem when decision makers were uncertain of criteria weights or anticipated a risk factor of high 
severity that could affect criteria weights. 
SCENARIO TWO: AHP required a 10% increase to the value of the most critical performance 
measure score (the score of “Washington D.C.” with respect to “Financial Consideration” criterion) 
to alter the ranking of the cities, while PROMETHEE II required a 29% decrease to the value of the 
most critical performance measure score (the score of “Atlanta” with respect to “Financial 
Consideration” criterion) to alter the ranking of the cities. PROMETHEE II was 2.9 times less sensitive 
to changes in the value of the most critical performance measure than AHP. Proposition 1.B – 
Uncertainty in performance measures presented in Section 7.1 described how decision makers 
often preferred a method that was less sensitive to changes in the values of the performance 
measures. PROMETHEE II would also be recommended for this relocation problem when decision 
makers were uncertain of performance measures or anticipated a risk factor of high severity that 
could affect performance measures. 
SCENARIO THREE: The number of the most critical criteria and the most critical performance 
measures a method had for a certain relocation problem provided guidance about the number of 
risk factors the method was vulnerable to. The higher the number of the most critical criteria and 
the most critical performance measures, the higher the number of risk factors a method was 
sensitive that might change the final outcome of the method. Moreover, the lower the minimum 
percentage change required in the most critical criteria and the most critical performance measure, 
the higher the sensitivity of the final outcome of a method to changes in the inputs (i.e. risk and 
uncertainty). Proposition 1.C – Uncertainty in both criteria weights and performance measures 
presented in Section 7.1 described how decision makers often preferred a method that was less 
sensitive to changes in both criteria weights and performance measures. PROMETHEE II was less 
sensitive than AHP to changes in the values of both criteria weights and performance measures. 
Recommending PROMETHEE II for this relocation problem would provide a more robust outcome 
with less vulnerability to risk and uncertainty. 
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In all three scenarios, PROMETHEE II would be recommended for this case study so that the 
corporattion could have a justifiable decision resilient to risk and uncertainty and could relocate to 
Los Angeles, California. 
8.4 Case Study 4 Best Compromised Direction for Powered Wheelchair 
This Section describes a new use of PROMETHEE II to determine the direction that a powered 
wheelchair would take (Haddad & Sanders, 2019a). This was the first time that this sort of decision 
making had been used in this type of application. A user suggested a desired direction and speed 
and the decision making system suggested a safe direction for a wheelchair. The two were mixed 
and the wheelchair then tended to avoid obstacles. The inputs came from a simulated powered 
wheelchair joystick and two simulated ultrasonic transducers fixed onto a simulated wheelchair.The 
final direction was a mix of the desired direction and a direction that moved the wheelchair away 
from obstacles. The arrangement would assist a disabled driver to steer their wheelchair. It used a 
systematic decision making process and this Section presents the process and a new way of 
selecting the best compromise direction. Sensitivity analysis was employed to explore potentially 
suitable directions as uncertainty and risk might be present. A suitable direction was selected that 
provided a robust solution. The user was able to over-ride the suggestions by the PROMETHEE II 
system by holding the joystick in a position. 
A MCDM system is described that would assist in controlling powered wheelchairs.  Some simulated 
ultrasonic sensors delivered information concerning the surroundings of the wheelchair and that 
allowed the system to assist a disabled driver with avoiding obstacles and obstructions. A human 
wheelchair user supplied a desired direction and a sensor system suggested a new direction.  The 
final direction was an intelligent mixing of the two.  
A method that processed the steering input and blended it with sensor inputs in a new way is 
described. The system could assist a powered wheelchair driver to safely steer their wheelchair. A 
desired direction was combined with sensor information (Parhi & Singh, 2009; Sanders et al, 2016a; 
Sanders et al, 2016b) so that drivers received assistance. 
Techniques are presented here that provided the best compromise direction for collision 
avoidance. A joystick controlled the speed and direction and MCDM systems (Haddad, 2017a, b; 
Haddad et al, 2019a) modified that control if required. The wishes of the user were traded against 
the distance from the wheelchair to nearby objects. A MCDM output determined a steering angle 
that could be combined with inputs from a joystick. The wheelchair motors could then be driven by 
modified steering angles.  
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In the work described in this Section, ultrasonic sensors were considered because of their 
robustness, low cost and simplicity (Sanders, 2009). The sensors were similar to those explained in 
Sanders and Bausch (2015). The distance to an object would be calculated from the time for a pulse 
to be sent towards an object and then reflected back to one or both of the receivers (Sanders et al, 
2016c). 
The system placed an imaginary potential field around any obstacle that was detected (Sanders & 
Stott, 2009; Sanders & Gegov, 2018). If no obstacles were being sensed, then the sensor range was 
increased by making the ultrasonic pulses longer until something was detected. In that way, a 
warning was given about any complications that might be forward of the wheelchair. Data within 
each of the ultrasonic range scans consisted of the range and a simplified scan bearing (left, right 
and middle). 
Each side then had a matrix over-laid on it with a volume in the centre that overlapped. There were 
three elements within each matrix: ADJACENT, NEARBY and DISTANT. Any obstacle detected in 
front of the chair was labelled as ADJACENT, NEARBY or DISTANT. 
Sensor inputs were used as decision criteria, which was the distance from the wheelchair to an 
obstacle. The inputs to the MCDM were:  
 Distance from obstacle to the centre of the wheelchair (Dc). 
 Distance from obstacle to the left of the wheelchair (Dl). 
 Distance from obstacle to the right of the wheelchair (Dr).  
If the sensors did not detect any obstacles in their range then the distance was set to DISTANT. 
Three scenarios are presented as examples of a powered wheelchair moving through an 
environment containing some simulated obstacles: 
• Scenario 1: No obstacle detected (Position A in figure 8.3). 
• Scenario 2: Obstacle detected to the right or left (Position B in figure 8.3). 
• Scenario 3: Obstacle detected to the left and obstacle detected in front (Position C in figure 
8.3). 
 
Figure 8.3: Powered wheelchair moving through an environment containing some cardboard boxes as obstacles 
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Three alternatives were considered based on the sensors’ readings: Move left, move right and move 
forward. Scores for each alternative were set and are shown as a decision matrix in table 8.16.  
Table 8. 16: Decision matrix for Powered Wheelchair 
                                         Criteria 
Alternative 
Dl Dc Dr 
Move left (A1) 0.5 0.25 0.167 
Move forward (A2) 0.333 0.5 0.333 
Move right (A3) 0.167 0.25 0.5 
Dl, Dc and Dr could be ADJACENT, NEARBY or DISTANT. The values allocated to them were: 
ADJACENT = 2, NEARBY = 4 and DISTANT = 10. 
Scenario 1 (Position A in figure 8.3): As the wheelchair began to move, no obstacle was in the 
sensors range and all distances were set to DISTANT. PROMETHEE II was applied where three 
criteria and three alternatives were considered, all criteria had the same weight and were set to 
DISTANT. PROMETHEE II provided the following ranking of alternatives: A2 > A1 = A3.The net 
outranking flow of alternatives were: A1=- 0.167, A2 = 0.333 and A3 = - 0.167. The Geometrical 
Analysis for Interactive Assistance (GAIA) plan was a visual interactive software that provided a 
graphical representation of the PROMETHEE II method. It was used to provide a direction for the 
wheelchair, shown as a thick red line in figure 8.4 and as a solid red line in figure 8.3. That is to 
follow the direction indicated by the wheelchair user. 
 
Figure 8.4: Suggested direction for the wheelchair using PROMETHEE II, no obstacles detected 
Sensitivity analysis was conducted on criteria weights to analyse the stability of the outcome when 
uncertainty could affect the readings of the sensors. Minimum percentage change required to alter 
the outcome was calculated. Results are shown in table 8.17. In table 8.17 N/F stands for a non-
feasible value where ±100% change in the weight of that criterion did not affect the outcome of the 
method. 
Table 8.17: Minimum percentage change in criteria weights to change the outcome, scenario 1, no obstacle detected 
Criterion name Minimum percentage change 
Dl ± 3 % 
Dc N/F 
Dr ± 3 % 
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Figure 8.5 shows the effect of a 3 % change in Dl or Dr on the direction for the wheelchair. A 3 % 
increase in Dl or a 3 % decrease in Dr suggested that the wheelchair move forward with a slight 
angle to the left as shown in figure 8.5. 
 
Figure 8.5: Suggested direction for the wheelchair with 3 % increase in Dl or 3 % decrease in Dr 
A 3 % decrease in Dl or a 3 % increase in Dr suggested that the wheelchair move forward with a 
slight angle to the right. 
Scenario 2 (Position B in figure 8.3): As the wheelchair moved forward then an obstacle was 
detected to the right of the wheelchair as shown in figure 8.3:  Dr was set to ADJACENT, Dc was set 
NEARBY and Dl was set to DISTANT. PROMETHEE II was applied, three criteria and three alternatives 
were considered. PROMETHEE II provided the following ranking of alternatives: A1 > A2 > A3. The 
net outranking flow of alternatives was: A1= 0.375, A2 = 0.25 and A3 = - 0.625. The GAIA plan 
provided the suggested direction for the wheelchair and is shown as a thick red line in figure 8.6 
and as a solid red line in figure 8.3. 
 
Figure 8.6: Suggested direction for the wheelchair using PROMETHEE II, obstacle detected to the right 
Sensitivity analysis was applied to the criteria weights to analyse the stability of the result.  The 
minimum percentage change that was needed to change the outcome was calculated. Table 8.18 
shows the results. 
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Table 8.18: Minimum percentage change needed in a criteria weight to alter the outcome, scenario 2, one obstacle 
detected to the right 
Criterion name Minimum percentage change 
Dl -8.065 % 
Dc 24 % 
Dr 91.667 % 
Figure 8.7 shows the effect of minimum percentage change in Dl, Dc and Dr on the suggested 
direction of the wheelchair. An 8.065 % decrease in Dl, a 24 % increase in Dc or a 91.667 % increase 
in Dr made the wheelchair move forward and to the left with an angle of 134⁰. 
 
Figure 8.7: Suggested direction for the wheelchair of 134⁰after an 8.065 % decrease in Dl, 24 % increase in Dc or 91.667 
% increase in Dr 
Scenario 3 (Position C in figure 8.8): As the wheelchair moved forward then the system detected 
something on the left and something else was detected ahead of the wheelchair as shown in figure 
8.8. Dr was set to DISTANT, Dc was set to NEARBY and Dl was set to ADJACENT. PROMETHEE II was 
applied and three criteria and three alternatives were considered. 
 
Figure 8.8: One obstacle detected to the left and another obstacle detected to the front 
PROMETHEE II produced the following ranking: A3 > A2 > A1. The net outranking flow of alternatives 
was: A1= - 0.625, A2 = 0.25 and A3 = 0.325. The GAIA plan provided the suggested direction for the 
wheelchair shown as a thick red line in figure 8.9.  
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Figure 8.9: Suggested direction for the wheelchair using PROMETHEE II, with two obstacles detected to the left and centre 
Sensitivity analysis was conducted on criteria weights to analyse the stability of the result. The 
smallest percentage change that would alter the outcome was computed and the result is shown 
in table 8.19. 
Table 8.19: Minimum percentage change in criteria weights needed to alter the outcome, scenario 3, two obstacles 
were detected to the left and the centre 
Criterion name Minimum percentage change 
Dl 164.286 % 
Dc 121.429 % 
Dr -22.535 % 
Figure 8.10 shows the effect of minimum percentage change in Dl, Dc and Dr on the direction for 
the wheelchair. A 164.286 % increase in Dl, a 121.429 % increase in Dc or a 22.535 % decrease in Dr 
made the wheelchair move forward to the right with an angle of 46⁰. 
 
Figure 8.10: Suggested direction for the wheelchair was 46⁰after a 164.286 % increase in Dl, 121.429 % increase in Dc or 
22.535 % decrease in Dr 
A simulated joystick was used to provide the interface between the user and powered wheelchair 
to control direction and speed.   
The wheelchair joystick could successfully control the motion of the powered wheelchairs and the 
sensor system deal with avoiding obstacles.  The sensors would ensure that the wheelchair was 
safe as it moved. 
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The actual currents driving the two wheelchair motors would be produced by both the sensor 
system and the driver. If there were fewer obstacles or obstacle(s) were further away, then drivers 
would not need assistance.  Providing the driver with a higher authority in those cases would 
guarantee an improvement in performance. If the environment contained many obstacles or there 
were obstacles near to the powered wheelchair, then the system would inhibit or reduce the input 
from the joystick to prevent collisions. 
The combined-control output was a summation of the weighted command from the driver and the 
output from the MCDM system.   
Figure 8.11 shows the resultant output when mixing PROMETHEE II with no obstacle detected and 
the joystick output when it was held to the right. The bold red line is the output from the MCDM 
system, the dotted orange line is the output from the user joystick and the dashed black line is the 
resultant actual speed and direction. 
 
Figure 8.11: Direction of the wheelchair after mixing: PROMETHEE II output with no obstacle detected, 3 % increase in 
Dl or 3 % decrease in Dr and joystick was held to the right 
Figure 8.12 shows the suggested direction of the Wheelchair when no obstacle was detected and 
the joystick output was asking the wheelchair to move slowly to the right. 
 
Figure 8.12: Direction of the wheelchair after mixing: PROMETHEE II output with no obstacle detected with 3 % 
decrease in Dl or 3 % increase in Dr and joystick output pushed a slowly to the right 
Ph.D. Chapter Eight Haddad 
 
221 
 
Figure 8.13 shows the suggested direction for the Wheelchair when an obstacle was detected to 
the right and the joystick output was asking the wheelchair to move forward.  
 
Figure 8.13: Direction of the wheelchair after mixing: PROMETHEE II output with an obstacle detected to the right, with 
an 8.065 % decrease in Dl, 24 % increase in Dc or 91.667 % increase in Dr and joystick was pushed forward 
Figure 8.14 shows the suggested direction for the Wheelchair when an obstacle was detected to 
the left and the joystick output was asking the wheelchair to move slowly to the right. 
 
Figure 8.14: Direction of the wheelchair after mixing: PROMETHEE II output with an obstacle detected to the left with a 
91.667 % increase in Dl, 24 % increase in Dc or 8.065 % decrease in Dr and joystick was pushed a slowly to the right 
This Section described the use of a PROMETHEE II outranking method for collision avoidance in 
wheelchairs. The MCDM system could be safe and straightforward.  Powered wheelchair users 
could be assisted with steering their wheelchairs as the system quickly detected obstacles and 
helped the users to steer safely around them.  
A limitation was that the MCDM rules were hard-coded and cannot learn.  The research is now 
moving on to investigate the use of Weighted Aggregated Sum Product assessment (WASPAS) 
method (Haddad et al, 2019f), PROMETHEE II method (Haddad et al, 2019g) and ways that the 
system can learn more by combining different AI methods (Gegov et al, 2014; Sanders et al, 2016; 
Sanders, 2017; Sanders et al, 2018).  The idea will be that different AI methods can be used to their 
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best advantage. 
A problem with MCDM was that not all situations could be considered during programming so that 
neuro, neuro-fuzzy or reinforcement learning might provide better solutions. Goal-based behaviors 
could be more efficient so in the future, they will be investigated along with the other AI techniques. 
The MCDM would attempt to avoid obstacles but if a wheelchair user persistently indicated that 
they wanted to steer towards an obstacle (for example to turn on a switch) then the wheelchair 
user could over-ride the MCDM. If a joystick was held still then the joystick output was integrated 
so that the disabled user would eventually over-ride the system. 
The chair would tend to drive as directed by the joystick if no objects were being detected. 
Results from testing the MCDM system showed that it behaved appropriately. The work will be 
trialled as part of an EPSRC funded project “Using artificial intelligence to share control of a 
powered-wheelchair between a wheelchair user and an intelligent sensor system (Sanders & 
Gegov, 2018). 
8.5 Conclusions 
This Chapter presented four examples of the new MCDM Methods Selection approach and 
applications of MCDM methods. 
Section 8.1, 8.2 and 8.3 considered real world problems, applied the new MCDM Methods Selection 
Approach, conducted sensitivity analysis and recommended the MCDM method that delivered the 
most robust outcome for each case study. Section 8.4 used PROMETHEE II to determine the 
suggested direction of a powered wheelchair, conducted sensitivity analysis and analysed the effect 
of uncertainty in sensor readings on the suggested direction. 
The next Chapter will present conclusions from results, the contributions of this research, 
limitations in this research and future work.   
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Chapter 9 Overall Conclusions 
This Chapter presents conclusions from results, the contributions and limitations of this research 
and suggestions for future work.  
9.1 Summary of the Research 
The major contribution to knowledge by the author in this Dissertation was to improve the decision 
making process. This was achieved through the creation of a new Multiple Criteria Decision Making 
(MCDM) Methods Selection Approach, the creation of Methods Recommendation Model (MRM) 
and the use of sensitivity analysis on the outputs. The new selection approach would help decision 
makers in recommending a suitable MCDM method for a problem. That recommendation would be 
based on an analysis of problem characteristics, MCDM methods characteristics and the robustness 
and stability of the outcome.  
Problem characteristics included the:  
 Nature of alternatives set (continuous or discrete). 
 Type of input set (qualitative, quantitative or mixed). 
 Type of information considered (deterministic, non-deterministic or mixed). 
 Type of decision problem addressed (description, choice, ranking or sorting). 
 Type of preference mode considered (pairwise comparisons or performance measures). 
MCDM methods' characteristics included the: 
 Type of ordering of alternatives (total order or partial order). 
 Criteria measure scale (nominal, ordinal, interval or ratio). 
 Type of preference structure considered (preference, indifference or incomparability). 
 Availability of software tool to support method application. 
 Ease of use. 
A flow chart for the new MCDM Methods Selection Approach is in Appendix G and a flow chart, a 
tree diagram and .exe file for the new MCDM Methods Selection Approach is at: 
https://sites.google.com/myport.ac.uk/mcdm-methods-selection/home.  
As an example, if the user selected discrete, quantitative and deterministic then sensitivity analysis 
was applied to the subset of candidate methods suggested by the new MCDM Methods Selection 
Approach. That was achieved using newly created algorithms and some known mathematical 
approaches. The minimum percentage change in all criteria weights and all performance measures 
required to change the outcome of a method was calculated. Critical criteria and performance 
measures were identified and the stability of the outcomes of the methods were compared based 
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on the number of critical criteria and critical performance measures and the minimum percentage 
change required in all criteria and all performance measures to change the outcome of a method. 
A novel set of Rules, Hypotheses and Propositions were created to help decision makers in 
recommending a MCDM method, predict the outcome of different MCDM methods and predict the 
behaviour of a number of MCDM methods in the presence of risk and uncertainty. 
9.2 Resolution of Research Aims and Objectives 
The aim was to recommend a robust decision making method for a problem. The specific objectives 
to reach the aim are summarized here. 
Chapter 2 provided a research background in the form of a literature review that addressed project 
management, decision making in project management, human resource management, marketing, 
corporate relocation and engineering. Some problems in project management and decision making 
were presented and initial thoughts to address them were considered. A literature review of MCDM 
methods and Decision Support Systems (DSSs) was conducted and presented. Chapter 3 
concentrated on MCDM methods selection, and the characteristics of MCDM methods and 
considered thirteen approaches to select a most suitable MCDM method. Comparative analysis was 
conducted to analyze their similarities and differences to identify weaknesses. The weaknesses 
were addressed by the new MCDM Methods Selection Approach described in this Dissertation. 
Chapter 4 described the new Best Worst Method (BWM) software, discussed group decision making 
and the average preference technique and its applications, and presented the new MCDM Methods 
Selection Approach. The new approach focused on MCDM problems characteristics and the 
characteristics of the MCDM methods and presented conclusions for the selection of the most 
suitable MCDM methods. 
Chapter 5 presented a new sensitivity analysis algorithm, applied the new MCDM Methods 
Selection Approach presented in Chapter 4 to nine tests and recommended a subset of candidate 
methods suitable for each test. Sensitivity analysis was then applied to some of the candidate 
methods. Results were discussed and a suitable MCDM method for each test was recommended 
based on the outcomes of sensitivity analysis and the risk and uncertainty anticipated by the 
decision makers. 
Chapter 6 presented a new MCDM Methods Recommendation Model (MRM) based on risk and 
uncertainty in criteria weights, a set of generalised scenarios and an initial set of Propositions 
created to address these scenarios and help decision makers in selecting a suitable method for their 
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problem. Some of the Propositions were inaccurate and were reconsidered in Chapter 7. The set of 
improved Propositions could then be used to recommend a MCDM method that provided the most 
robust outcome and answered the risk and uncertainty concerns of the decision makers. 
A new set of Rules was created to help decision makers in: understanding the effect of uncertainty 
on the outcome of a method; identifying the most critical input factors of a problem; and analysing 
the effect of these factors on the outcome of a method. 
Two new Hypotheses were created and tested. A correlation was suggested between the number 
of alternatives considered in a MCDM problem, the number of criteria considered in a MCDM 
problem and the minimum percentage change in the lowest criterion weight required to change 
the outcome of a MCDM method. More than two thousand randomly generated sets of criteria 
weights and performance measures were considered. Analytical Hierarchy Process (AHP) and 
Preference Ranking Organization Method for Enrichment of Evaluation II (PROMETHEE II) were 
applied to these randomly generated sets. 
A method to produce a visual representation of stability for three discrete MCDM methods was 
created. The slope of the lines produced represented the stability of the outcome for each method.  
The sensitivity of the outcome of MCDM methods to criteria weights changes was assessed and 
linked with the uncertainty of the outcome. It was demonstrated that criteria sensitivity and 
resulting uncertainty in the outcome were strongly related. 
The visual representation allowed analysis of the tolerable change in criteria weights, showed the 
effect of that change on the outcome of a method and allowed prediction of the amount of change 
required in a criterion weight to change the outcome of a method. This Chapter showed how the 
performance of a method could be measurable and could encourage the use of MCDM methods as 
they become more measurable and trustworthy.  The aim was not to compare AHP, PROMETHEE II 
or Weighted Sum Method (WSM) but to provide an understanding of the stability of their 
outcomes. 
Chapter 8 presented three real world tests of the new MCDM Methods Selection Approach and 
applications of MCDM methods. Sensitivity analysis was conducted and the system recommended 
the MCDM method that delivered the most robust outcome for each case study. Section 8.4 used 
PROMETHEE II to determine the suggested direction of a powered wheelchair. Sensitivity analysis 
was conducted and the effect of uncertainty in sensor readings and the suggested direction was 
analysed. 
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9.3 Key Research Contributions 
Novel work included: 
- Identification of shortcomings in MCDM methods selection approaches (Chapter 3). 
- Creation of new software for the application of the BWM, Average Preference in group 
pairwise comparisons, Average Preference in group criteria weights, Average Preference in 
group Best to Other vector, and Average Preference in group Other to Worst vector (Chapter 
4).  
- Creation of a novel MCDM Methods Selection Approach and new algorithms for sensitivity 
analysis (Chapter 4). 
- Application of sensitivity analysis to criteria weights and performance measures in the new 
MCDM Methods Selection Approach (Chapter 5). 
- Creation of new MCDM Methods Recommendation Model (MRM) (Chapter 6). 
- Creation of generalized Scenarios and Propositions and Generalized Rules (Chapter 6 and 
Chapter 7). 
- Creation and testing of Correlation Hypotheses to analyze the effect of the number of criteria 
and alternatives considered on the stability of MCDM methods (Chapter 7). 
- Creation of a new visual representation of stability for three MCDM methods (Chapter 7). 
- Application of new MCDM Methods Selection Approach to real world problems (Chapter 8). 
- Application of new MCDM method to powered wheelchair problems (Chapter 8). 
9.4 Improvements to this Research 
Other factors could be considered when selecting a MCDM method. For example the type of 
preference function representing criteria, the level of dependency among criteria and the level of 
compensation allowed between good and poor performances of alternatives with respect to 
criteria. The complexity of these factors made it difficult for a decision maker to provide accurate 
answers at an early stage of the decision making process. 
Risk analysis should be conducted for a problem before recommending a MCDM method, results 
from sensitivity analysis and risk analysis should be incorporated to recommend a method that was 
least sensitive to factors highlighted by the risk analysis. 
Introducing group MCDM techniques with a conflict management mechanism would enable several 
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stakeholders to engage in the decision making process. That might lead to minimizing personal bias 
and eliminate internal and external factors.  
Monte-Carlo simulation might model the uncertainty of more than one input factor at a time. 
Uncertainty could be modelled using different approaches, for example: percentages, probability 
functions or fuzzy numbers. 
Uncertainty was modelled as percentage probabilities of criteria weights. The lowest criterion 
weight was selected in each case to test and analyse the correlations. Other criteria could be used 
to test Hypotheses 1 and 2. 
Expert Choice and Visual-PROMETHEE software were used to apply AHP and PROMETHEE II to 
randomly generated data. Sensitivity analysis was applied and the software used a graphical 
representation to conduct sensitivity analysis. The minimum percentage change in the lowest 
criterion weight to change the ranking of the alternatives was calculated based on the values read 
from the graphical representations provided by the software. Expert Choice provided an accuracy 
of 0.1% and Visual-PROMETHEE provided an accuracy of 1% when reading the new criterion 
weights. These levels of precision limited the accuracy of calculation of the minimum percentage 
change required in the lowest criterion weight.  
Another limitation was due to rounding errors. Expert choice rounded all input data used for 
pairwise comparisons to three decimal places. Visual-PROMETHEE accepted only integers and did 
not accept fractions or decimal numbers as inputs. All data needed to be multiplied by factors of 
10 to be converted to integers. 
Cases of rank reversal might be considered when addition or removal of an alternative or a criterion 
from the identified set of alternatives and criteria might change the outcome of a method and affect 
the stability of the methods. 
Applying PROMETHEE II to powered wheelchair steering had a limitation, that the MCDM rules 
were hard-coded and could not learn. Artificial Intelligence (A.I.) could be used to enhance the 
application of PROMETHEE methods. It might be possible for the MCDM system to consider all 
angles (that is 360⁰ around the wheelchair) when selecting a direction for the wheelchair, instead 
of just providing three alternatives to choose from. If a different preference function had been used, 
then it might provide better solutions that could have been smoother or allowed a more efficient 
movement of the wheelchair. The Geometrical Analysis for Interactive Assistance (GAIA) plan might 
be used for both the direction and the speed of the wheelchair. The outcome of PROMETHEE II 
could be used to show the direction and speed of the wheelchair.  
Ph.D. Chapter Nine  Haddad 
 
228 
 
The research could be tested on a larger number of problems and results could be generalized and 
a specific MCDM method or a specific type of MCDM methods might be recommended for a specific 
type of a problem. 
9.5 Suggestions for Future Work 
Monte-Carlo simulation might model the uncertainty of more than one input factor at a time. 
Uncertainty could also be modelled using different approaches and for example, percentages, 
probability functions or fuzzy numbers. 
Applying PROMETHEE II with different preference functions could provide a more stable outcome. 
The outcome of PROMETHEE II could also be improved using Preference, Indifference and Veto 
thresholds. 
Other factors could be considered when selecting a MCDM method, for example the level of 
compensation allowed between good and poor performances of alternatives with respect to 
criteria, type of value function representing criteria or interaction between criteria. 
Interaction between criteria might have an effect on the behaviour of the methods and could be 
considered as a factor in MCDM method selection. 
Fifteen MCDM methods were mentioned in the literature review Section and five methods were 
applied. Other methods could be used and applied such as Elimination Et Choix Traduisant la Realite 
(ELECTRE) family methods and the Weighted Aggregated Sum Product Assessment Method 
(WASPAS) method. Different methods might show different types and strengths of correlations. 
Future work might consider more problems with a larger number of alternatives and criteria. Other 
MCDM methods could be applied and the stability of the outcome of these methods could be 
analysed in certain and uncertain environments. 
Sections 7.6 and 7.7 considered 3, 4, 5, 6 and 10 alternatives and criteria sets but did not consider 
7, 8 and 9 alternatives and criteria sets. Other sets could be considered. 
Results were generalized to all discrete MCDM methods. Different methods might show different 
types and strengths of correlations. For example Hypotheses 1 and 2 in Section 7.6 could be applied 
to Multi Attribute Value Theory (MAVT) methods such as: WSM, Weighted Product Method (WPM) 
or WASPAS. 
The most important criterion or the highest weight criterion might be considered instead of the 
lowest weight criterion.  
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The application of MCDM methods could be extended to consider fuzzy inputs. 
9.6 Concluding Remarks 
This research created a new MCDM Methods Selection Approach to improve the decision making 
process through recommending a set of suitable methods for a problem, conducting sensitivity 
analysis on the subset of candidate methods and recommending the method that delivered the 
most robust outcome. 
A new MCDM Methods Recommendation Model (MRM) based on risk and uncertainty in criteria 
weights was created and the concepts of: Reliability Threshold, Credibility Threshold and Credibility 
Value were introduced. The new MCDM MRM aimed to help decision makers understand the effect 
of risk and uncertainty in criteria weights on the outcome of a MCDM method. 
A new set of Rules, Propositions and Hypotheses was created and presented in this research that 
aimed to aid decision makers in recommending a suitable MCDM method, predicting the outcome 
of a number of MCDM methods and describing the behaviour of different MCDM methods in the 
presence of uncertainty.
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Appendix A 
MCDM Methods 
Appendix A presents a literature review of MCDM methods: 
A1 – Additive Ratio ASsessment (ARAS). 
A2 – Analytical Hierarchy Process (AHP). 
A3 – Best Worst Method (BWM). 
A4 – ELECTRE Family Methods. 
A5 – PROMETHEE Family Methods. 
A6 – Weighted Sum Method (WSM). 
A7 – Weighted Product Method (WPM).  
A8 – Simple Additive Weighting (SAW). 
A9 – COmplex PRoportional ASsessment Method (COPRAS). 
A10 – Weighted Aggregated Sum Product ASsessment Method (WASPAS). 
A11 – Multiplicative Exponent Weighting (MEW). 
A1. Additive Ratio ASsessment (ARAS) 
In 2010, Edmundas Zavadskas and Zenonas Turkis developed the Additive Ratio ASsessment (ARAS) 
method. ARAS considered quantitative deterministic performance measures and an ordinal 
preference structure to provide a ranking of a discrete set of alternatives. 
ARAS steps are: 
 Identify the problem. 
 Identify a set of criteria. 
 Identify maximizing and minimizing criteria. 
 Identify a set of alternatives. 
 Define criteria weighs.  
 Define Performance measures of alternatives with respect to criteria set. 
 Evaluate overall score of alternative. 
 Calculate the utility degree of alternatives. 
For a problem with a set of n criteria and m alternatives, Zavadskas and Turkis, (2010) calculated 
the optimality function (Si) and the utility degree (Ki) for all alternatives using equations A.1 to A.5. 
ARAS considered x0j for 0 < j ≤ n which represented the optimal value of criterion j. If optimal value 
of a criterion is unknown then: 
𝑥 0j = max 𝑥 ij if max 𝑥 ij is preferable. 
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𝑥 0j = min 𝑥* ij if min 𝑥* ij is preferable. 
Normalized performance measures were calculated using equation A.1 and A.2:  
𝑥′𝑖𝑗 = 
𝑥𝑖𝑗
∑ 𝑥𝑖𝑗
𝑚
𝑖 =0
, for maximized criteria.    (A.1) 
𝑥𝑖𝑗 = 
1
𝑥∗𝑖𝑗
, 𝑥′𝑖𝑗 = 
𝑥𝑖𝑗
∑ 𝑥𝑖𝑗
𝑚
𝑖=0
,  for minimized criteria .  (A.2) 
Wj: Weight importance of criterion j and 1 < j ≤ n. 
0 < Wj ≤ 1 for 0 < j ≤ 1. 
And 
∑ 𝑊𝑛𝑗=1 j = 1. 
Normalized-weighted values of all criteria were calculated using equation A.3: 
𝑥𝑖𝑗
^
 = 𝑥′𝑖𝑗 . Wj.      (A.3) 
Then the optimality function was calculated by aggregating normalized weighted values of all 
criteria using equation A.4: 
Si =∑ 𝑥𝑖𝑗
^𝑛
𝑗=1 , for 0 ≤ i ≤ m.     (A.4) 
“The greater the value of the optimality function the more effective the alternative.” (Zavadskas & 
Turkis, 2010). 
The utility degree was calculated using equation A.5: 
Ki = 
𝑆𝑖
𝑆𝑜
,  for 0 ≤ i ≤ m.     (A.5) 
The calculated values of utility degree (Ki) fell in an interval [0, 1], all alternatives could be ordered 
in an “increasing sequence” (Zavadskas & Turkis, 2010) the closer the utility degree to one the more 
desirable an alternative. ARAS could assist decision makers in ranking alternatives according to 
criteria preference. 
A2. Analytical Hierarchy Process (AHP) 
AHP was a well know MCDM method developed by Thomas L. Saaty in 1971- 1975 (Saaty, 1987). 
AHP represented a mathematical expression for humans’ perception of complex problems in a 
hierarchical model. It was often considered as an effective method that allowed decision makers to 
know the relationship between goals, criteria and alternatives (Saaty, 2008). AHP principles were: 
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 Construct a hierarchy.  
 Set priorities.  
 Check for consistency. 
According to Saaty and Vargas (2012) the aim from developing AHP was to enable analytical 
decisions where a number of alternatives were evaluated with respect to several criteria. AHP was 
based on pairwise comparisons, used expert judgment to design priority scales and created a 
mathematical model of possible solutions (Saaty & Vargas, 2012). 
AHP helped decision makers to solve a problem with multiple conflicting subjective criteria (Ishizaka 
& Labib, 2009) by breaking down a complex problem into simpler sub-problems then, aggregating 
the solutions of all sub-problems into one solution (Saaty, 1994). AHP used expert judgments to 
derive priorities and apply pairwise comparisons to measure how much one alternative dominated 
another with respect to a certain criterion (Saaty, 2008). Using a hierarchical structure of the 
criteria, AHP could allow users to focus on specific criteria and sub-criteria when providing 
judgments. Figure A.1 shows a simple Analytical Hierarchy Process hierarchy model composed of 
three levels. The goal of the decision process is on the first level, the set of criteria by which 
alternatives were assessed are on the second level and alternatives are on the third level (Saaty & 
Vargas, 2012). Moreover, AHP could incorporate group decision making (Vaidya & Kumar, 2006). 
Since its development, AHP had been applied to almost all fields of decision making.  
By decomposing a problem into a hierarchical structure, better understanding of the problem and 
the tradeoffs between considered alternatives could be achieved (Mokhtari, 2005). 
 
 
Ishizaka and Labib (2009) identified seven steps for a decision making process using AHP: 
 Problem modelling: identify goals, criteria and alternatives. 
Goal 
Criteria Criteria Criteria Criteria 
Alternative Alternative Alternative 
Figure A.1: Simple three level decision hierarchy (Saaty, 2008) 
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 Pairwise comparisons conducted on each part of the hierarchy. 
 Judgments scale, AHP can evaluate quantitative and qualitative criteria and alternatives using 
the same preference scale of nine levels. 
 Priorities derivation, traditional AHP used an eigenvalue method. 
 Consistency check. 
 Aggregation of local priorities with respect to all criteria to calculate the global priorities of 
each alternative using Equation (A.6).  
𝑃𝑖 = ∑ 𝑊𝑗 .  𝑙𝑖𝑗𝑗 .      (A.6) 
Where:  
Pi: global priority of the alternative i. 
wj: weight of the criterion j. 
lij: local priority. 
 Sensitivity analysis. 
In MCDM methods evaluating criteria weights often formed the basis of these methods and a 
crucial step in producing the decision makers’ preferences. Relative importance of a criterion was 
expressed by the value of its weight (Malczewski, 1999). As the value of its weight increased, the 
relative criterion importance increases. 
The AHP method constructed a series of pairwise comparisons, comparing each criterion to 
another. Weights were extracted from experts’ opinions. Saaty (2008) suggested a linear scale from 
1 to 9 where a value of 1 suggested that the criteria under consideration were of equal importance 
and a value of 9 suggested that the criterion under consideration was of extreme importance to 
other comparison criterion. The reciprocal of the assigned value would be assigned to the less 
important criterion. Overall score of a criterion would be calculated by normalizing and aggregating 
all the weights assigned to that criterion. 
According to Saaty (2008) AHP used the eigenvalue method, where a consistent matrix with known 
priorities pi was constructed and a comparison of alternatives i and j is given by pi/pj, the comparison 
matrix was multiplied by the priority vector 𝑝 then the result would be: 
𝐴 . 𝑝 = 𝑛 . 𝑝 
Where: 
𝑝: Vector of priorities. 
n: dimension of the matrix. 
A: comparison matrix. 
Alternatives were assessed with respect to each criterion and a specific weighted value was 
assigned to each alternative with respect to each criterion, indicating how well the alternative 
fulfilled the criterion. The overall score of each alternative could be calculated using a weighted 
summation of relative importance values (Mokhtari, 2005). 
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Saaty (2003) stated that priorities calculated from a consistent matrix were exact. If inconsistencies 
were introduced, priorities could vary slightly according to the perturbation theory (Saaty, 2003). 
AHP had the ability to deal with inconsistent judgments (Saaty, 2008). Since priorities were often 
accurate when obtained from matrices with 10% or less inconsistency, a consistency check could 
be applied. Saaty (1977) proposed a consistency index (CI) and calculated it using equation A.7: 
𝐶𝐼 =  
𝜆𝑚𝑎𝑥−𝑛
𝑛−1
, where λmax = maximal eigenvalue.   (A.7) 
The Consistency Ratio (CR) was given by: CR = CI/RI, where RI was the Random Index (RI) which 
represented the average CI for 500 randomly filled matrices) (Saaty, 1977). Table A.1 shows RI for 
different value of n: 
Table A.1: Random Indices (Saaty, 1977) 
n 3 4 5 6 7 8 9 10 
RI 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 
According to Malczewski (1999), consistency ratio (CR) should often be less than or equal to 10% in 
order for AHP to produce more reliable outcomes. A consistency ratio of 10% showed that the 
comparisons were consistent and AHP could be applied. However, if CR was greater than 10%, then 
experts should slightly adjust the pairwise weights to reach 10% consistency ratio (Al-shabeeb, 
2015). 
The final step of the AHP decision process was sensitivity analysis where inputs were slightly 
modified to detect impact on results. If the ranking did not change, then the results were robust. 
(Ishizaka & Labib, 2009) 
Aggregating all performances, good and bad, for each alternative with respect to all criteria could 
infer, that important information might be lost during the process of generating a final outcome 
(DCLG, 2009). In addition Mokhtari (2005) mentioned that irregularities had often been observed 
in AHP methods especially when an irrelevant alternative was added to the decision making 
process. According to Al-Shabeeb (2015), AHP often generated good results, provided an approach 
to define and evaluate alternatives and presented a powerful hierarchy model to visualize the 
problem. But considering a large number of alternatives and criteria made the application of AHP 
time and effort consuming due to the large number of pairwise comparisons that needed to be 
conducted. 
The original AHP method suffered from rank reversal problem (Mota, 2013). Rank reversal was 
often considered as a common problem in many MCDM methods and the development of AHP 
drew attention to this problem (Mota, 2013). Rank reversal occurred when adding or removing an 
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alternative from the set of predefined alternatives and could result in changing the previous ranking 
of the alternatives. Rank reversal often happened when the alternatives were inter-dependant 
(Mota, 2013). 
The importance of rank reversal problem originated from the principles of utility theory and 
multiple attribute utility theory.  
Luce and Raiffa (1958) said: “Adding new acts (alternatives) to a decision problem under 
uncertainty, each of which is weakly dominated (preferred) by or is equivalent to some old act, has 
no effect on the optimality or non-optimality of an old act, if an act is non-optimal for a decision 
problem under uncertainty, it cannot be made optimal by adding new acts to the problem.” 
AHP received criticism regarding the rank reversal problem and extensions to AHP were developed 
to overcome this problem. The extensions incorporated two synthesis modes for AHP application 
that allowed rank reversal (Distributive Mode) and another that preserved the ranking of the 
alternatives (Ideal Mode). 
A3. Best Worst Method (BWM) 
The BWM was a new multi criteria decision making method developed in 2015 by Jafar Rezaei at 
TU Delft University. 
The main idea behind this method was to make pairwise comparisons between criteria to create a 
matrix with elements showing the preference of each criterion compared to the other criteria.  
According to Rezaei (2015), the best (i.e. most desirable, most important) and the worst (i.e. least 
desirable, least important) criteria were identiﬁed ﬁrst by the decision maker. Pairwise comparisons 
were then conducted between each of these two criteria (best and worst) and the other criteria. A 
maximin problem was then formulated and solved to determine the weights of different criteria. 
The weights of the alternatives with respect to different criteria were obtained using the same 
process. The ﬁnal scores of the alternatives were derived by aggregating the weights from different 
sets of criteria and alternatives, based on which best alternative was selected. A consistency ratio 
was proposed for the BWM to check the reliability of the comparisons. 
To execute BWM pairwise comparison on n criteria, the resulting matrix is shown in figure A.2: 
[
𝑎11 ⋯ 𝑎1𝑛
⋮ ⋱ ⋮
𝑎1𝑛 ⋯ 𝑎𝑛𝑛
] 
 
Where aij represented the relative preference of criterion i to criterion j. 
 
Figure A.2: Pairwise comparisons matrix 
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 aij = 1 showed that i and j were of the same importance, aij = 4 showed that i was more important 
than j. Assuming a scale of 1/9 to 9 then, aij = 9 showed that i was of extreme importance to j. The 
importance of j to i was shown by aji. 
For n elements, all possible comparisons were n2, from this, n comparisons were aii = 1, the rest 
were n(n−1), half of them aij  ≥ 1, while the other half were the reciprocals of the ﬁrst half and from 
the ﬁrst n(n−1)/2 comparisons 2n− 3 were reference comparisons. 
According to Rezaei (2015) pairwise comparison were considered to be consistent if: 
𝑎𝑖𝑘 . 𝑎𝑘𝑗 = 𝑎𝑖𝑗 for all i; j     (A.8) 
Steps of BWM: 
1. The decision maker determines a set of criteria. 
2. Determines the best and worst criteria. 
3. Determine preference of the best criterion to all other criteria on a scale of 1 to 9 resulting  
in a best to other vectors: ABest = ( aBest,1, aBest,2 ,....., aBest,n). 
4. Determine preference of all other criteria to worst criterion on a scale of 1 to 9 resulting in 
an others to worst vectors: AWorst = ( a1,Worst , a2,Worst ,….., an,Worst). 
5. Calculate the optimal criteria weights and the consistency ratio: (W*1, W*2,........W*n) 
using: 
𝑊𝐵𝑒𝑠𝑡
𝑊𝑗
− 𝑎𝐵𝑒𝑠𝑡,𝑗 ≤ ζ, for all j.     (A.9) 
𝑊𝑗
𝑊𝑊𝑜𝑟𝑠𝑡
− 𝑎𝑗,𝑊𝑜𝑟𝑠𝑡 ≤ 𝜁, for all j.      (A.10) 
Where ζ was the value that should be added to aBest, Worst and subtracted from aBest,j  and aj,worst to 
achieve the highest inequality. 
∑ 𝑊𝑗 = 1𝑗 , 𝑊𝑗 ≥ 0, for all j.     (A.11) 
After calculating the optimal criteria weights the decision maker calculated the overall score of the 
alternatives using: 
𝑉𝑖 = ∑ 𝑊𝑗  .
𝑛
𝑗=1 𝑃𝑖𝑗, for all i.      (A.12) 
Where: 
Wj : The optimal weight of criterion i. 
Vi: Overall value of alternative i. 
Pij: Score of alternative i  with respect of criterion j. 
By ranking alternatives from best to worst, BWM could assist decision makers in achieving their 
organizations’ goals and increase percentage of decisions considered successful by choosing the 
best alternative from a set of available alternatives according to their criteria preferences. 
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A4. ELECTRE Methods 
This Section briefly introduces four ELECTRE methods: 
A. ELECTRE I. 
B. ELECTRE Is. 
C. ELECTRE III. 
D. ELECTRE Tri. 
ELECTRE stands for Elimination Et Choix Traduisant la REalite, (Elemination and Choice Expressing 
Reality). 
ELECTRE methods go back to 1965 when Bernard Roy first developed ELECTRE I (electre one) 
method to deal with real world multi criteria problems and to choose the best action from a set of 
actions for the European consultancy company SEMA. In July, 1965 ELECTRE I method was 
presented for the first time at “les Journees d etudes sur les methods de calcul dans les sciences de 
l’homme” conference in Rome, Italy. In 1966 it was published for the first time as a research article 
(Figueira et al, 2005). Over the last four decades many extensions of the ELECTRE method were 
developed, they were extensively studied, researched and applied to a vast range of fields.  
ELECTRE methods were outranking methods which considered quantitative and qualitative 
deterministic pairwise comparisons and an ordinal preference structure to provide a partial ranking 
(ELECTRE I, IS), complete ranking (ELECTRE III), or sorting (ELECTRE TRI) of a discrete set of 
alternatives (Figueira et al, 2005). 
According to Figueira et al (2005) ELECTRE methods model preferences using binary outranking 
relations, S, referring to “at least as good as”. For a problem where a, b are two possible alternatives 
then: 
 a was strictly preferred to b: aSb and not bSa . 
 b was strictly preferred to a: bSa and not aSb. 
 A was indifferent to b: aSb and bSa. 
 a was incomparable to b: Not aSb and Not bSa. 
ELECTRE methods included two main procedures: Construction of one or several outranking 
relations and exploitation of the outranking relation to conclude results. 
ELECTRE methods referred to criteria weights (wj) as intrinsic weights that have a voting power that 
contributed to the majority in favour of an outranking. 
Discrimination thresholds in ELECTRE methods included indifference and preference thresholds, 
which produced a pseudo-criterion model on each criterion. 
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Preference threshold validated the preference of an alternative to another, while indifference 
thresholds confirmed the indifference between two alternatives. 
A. ELECTRE I 
ELECTRE I was often considered a simple MCDM method, it was only applied when a set of criteria 
considered were mapped using numerical scales with identical ranges.  
According to Figueira et al (2005) this method considered concordance and discordance conditions 
to provide a partial outranking of alternatives through affirming the outranking relation (S), where 
aSb referred to “a was strictly preferred to b”. They identified the concordance and discordance 
conditions using equations A.13 and A.14.  
Concordance condition: 
aSjb iff gj(a) > gj(b) - qj.     (A.13) 
Discordance condition: 
aPjb iff gj(a) > gj(a') + pj.      (A.14) 
A new “unofficial” version of ELECTRE I was developed, ELECTRE Iv (electre one vee). This version 
considered a veto threshold. Veto threshold refers to the power of a criterion to reject the claim “a 
outranks b” if the difference between g(a) and g(b) was larger than this threshold. This threshold 
often prevented compensation between good and poor performances of alternatives with respect 
of criteria. A further version known as ELECTRE IS (ELECTRE One Esse) appeared subsequently. 
B. ELECTRE Is 
ELECTRE Is was considered an extension of the ELECTRE I method, where the same concordance 
and discordance conditions were used but taking into account similarity and heterogeneity of 
criteria measure scales. Moreover, this method used pseudo-criteria instead of true-criteria 
(Figueira et al, 2005). They identified the concordance condition for ELECTRE Is using equations 
A.15 and A.16: 
1.  concerning the coalition of criteria in which aSb: 
JS = {j ∈ J : gj(a) + qj(gj(a)) ≥ gj(b)}.    (A.15) 
2.  concerning the coalition of criteria in which bQa: 
JQ = { j ∈ J : gj(a)+qj(gj(a)) < gj(a) ≤ gj(b)+pj(gj(b))}.  (A.16) 
Also they calculated the concordance condition using equation A.17: 
c(aSb) = ∑j∈JS wj + ∑j∈JQ ƍjwj .     (A.17) 
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Where  
ƍj = [gj(a) + pj(gj(a)) − gj(b)] / [pj(gj(a)) − qj(gj(a)]. 
The coefficient ƍj decreases linearly from 1 to 0, when gj describes the range [gj(a) + qj(gj(a)), gj(a) 
+ pj(gj(a))]. 
C. ELECTRE III 
Since its development ELECTRE III (ELECTRE THREE) was successfully applied to a wide range of real-
life problems (Figueira et al, 2005). ELECTRE III interpreted the outranking relation as a fuzzy 
relation. ELECTRE III considered a Credibility Index to address fuzzy outranking relations. According 
to Figueira et al (2005).The Credibility Index was used to assert the relation “a outranks b” (aSb) 
and defined concordance and discordance indices, the concordance index for ELECTRE III was the 
same as the concordance index used for ELECTRE Is, shown in equation A.15. The discordance index 
is represented using equation A.18. 
𝑑𝑗(𝑎𝑆𝑏) =
{
 
 
 
 1 𝑖𝑓 𝑔𝑗(𝑏) >  𝑔𝑗(𝑎)  + 𝑣𝑗 (𝑔𝑗(𝑎)) .
0 𝑖𝑓 𝑔𝑗(𝑏) ≤  𝑔𝑗(𝑎)  + 𝑝𝑗 (𝑔𝑗(𝑎)) .
 
 𝑔𝑗(𝑏)− 𝑔𝑗(𝑎)− 𝑝𝑗(𝑔𝑗(𝑎))
 𝑣𝑗(𝑔𝑗(𝑎))− 𝑝𝑗(𝑔𝑗(𝑎))
 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
   (A.18) 
The Credibility Index was calculated using equation A.19: 
Ρ(aSb) = c(aSb) = ∏
1−𝑑𝑗(𝑎𝑆𝑏)
1−𝑐(𝑎𝑆𝑏)𝑑𝑗(𝑎𝑆𝑏)>𝑐(𝑎𝑆𝑏)
.    (A.19) 
D. ELECTRE Tri.  
ELECTRE Tri (ELETRE TREE) method was proposed by W. Yu in 1992, it has been extensively studied 
and researched since then. Many extensions for ELECTRE TRI method have been developed and 
were considered among the best known sorting methods, especially ELECTRE TRI-B, ELECTRE TRI-C 
and ELECTRE TRI-nC (Corrente et al, 2016). 
ELECTRE TRI methods assigned alternatives to pre-defined categories through the comparison of 
an alternative on all criteria with the profiles outlining the limits of the categories, (Mousseau et al, 
2000). 
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The construction of outranking relations S, through the use of preference, indifference and veto 
thresholds, described the level with which alternatives were compared to the thresholds of the 
categories. The outranking relations S, was used to assigns alternatives to categories (Mousseau et 
al, 2000). 
Roy (1996) defined sorting problems as the process of considering an alternative independently 
form other alternatives to determine its “intrinsic” value by comparing it to norms and profiles, 
where the result of this comparison would be “assign” or “not assign” to a category “similar” or 
“not similar” to a reference profile. These categories were predefined “a priori” by some norms 
called profiles, not through an analysis process and this was what made sorting problems different 
from clustering, where clustering considered categories partitioned from the analysis of the results, 
without predefined “a priori” profiles. Moreover, Zopondis and Doumpos (2002), defined sorting 
problems as the assignment of alternatives into predefined categories, where the categories were 
defined in an ordinal manner, where in the contrary, the problem was considered a classification 
problem if the categories were predefined in a nominal manner. 
Similar to ELECTRE III, ELECTRE TRI methods used Credibility Index to assert the relation “a outranks 
b” (aSb), Guitouni and Martel, (1998) claimed that ELETRE TRI methods used conjunctive and 
disjunctive procedures to sort alternatives to different categories.  
The exploitation phase in ELECTRE TRI methods required a defuzzification of the outranking 
relations using a cutting level (λ) which determined the preference situation between an alternative 
and a category, where λ Є [0.5, 1] (Mousseau et al, 2000). λ was used in a second comparison to 
strengthen the affirmation that the category’s profile was “at least as good as” the alternative 
under consideration (Zopondis & Doumpos, 2002). 
A5. PROMETHEE Methods 
PROMETHEE stands for Preference Ranking Organization Method for Enrichment of Evaluation. 
PROMETHEE I and PROMETHEE II were developed by Jean-Pierre Brans in 1986, they have been 
extensively studied since then. Their applications attracted the attention of many researchers and 
practitioners. 
PROMETHEE methods were outranking methods, considered deterministic pairwise comparisons 
and an ordinal preference structure to provide a complete ranking (PROMETHEE II) or partial 
ranking (PROMETHEE I) of a discrete set of alternatives. 
Other PROMETHEE methods extensions were developed after PROETHEE I and II: PROMETHEE III, 
IV, V (including segmentation concerns) and VI (representation of the human brain). These 
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extensions are beyond the scope of this research. 
PROMETHEE methods applied the following steps: 
 Identify the problem. 
 Identify a set of criteria. 
 Identify information between criteria (criteria weights). 
 Identify Information within criteria (pairwise comparisons and preference functions). 
 Identify a set of alternatives. 
 Evaluate overall score of alternative. 
“Alternatives which are not dominated by any others are called efficient solutions” (Brans & 
Mareschal, 2005). 
Brans (1986) identified six types of preference functions shown in figure A.3: 
 
Figure A.3: Six types of Preference functions (Brans, 1986) 
Each preference function required a number of parameters to be defined by the decision maker. 
 q: Threshold of indifference. 
 p: Threshold of strict preference. 
 s: intermediate value between q and p. 
Brans (1986) calculated the aggregated Preference Indices using equation A.20: 
Let a,b ЄA and: 
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𝜋 (𝑎, 𝑏) =  ∑ 𝑃𝑗(𝑎, 𝑏).𝑊𝑗.
𝑛
𝑗=1    
𝜋 (𝑎, 𝑏) =  ∑ 𝑃𝑗(𝑎, 𝑏).𝑊𝑗
𝑛
𝑗=1 .     (A.20) 
Where, π (a,b) expressed the degree by which alternative a was preferred to alternative b and π 
(b,a) expressed the degree by which alternative b was preferred to alternative a. 
And  
π (a,a) = 0. 
0 ≤ π (a,b) ≤ 1. 
0 ≤ π (b,a) ≤ 1. 
0 ≤ π (a,b) +  π (b,a) ≤ 1. 
π (a,b) ≈ 0 weak global preference of a over b. 
π (a,b) ≈ 1 strong global preference of a over b. 
Moreover Brans calculated the Outranking flows using equations A.21 and A.22 
Positive outranking flow: 
𝛷 +(a) = 
1
𝑛−1
∑ 𝜋 (𝑎, 𝑥)𝑥Є𝐴 .     (A.21) 
Negative outranking flow: 
𝛷 -(a) = 
1
𝑛−1
∑ 𝜋 (𝑥, 𝑎)𝑥Є𝐴 .     (A.22) 
This Section briefly describes two PROMETHEE methods: PROMETHEE I; and PROMETHEE II 
methods. 
A. PROMETHEE I 
According to Brans (1986) PROMETHEE I produced a partial ranking of alternatives using the 
positive and negative flows. Both flows did not usually induce the same rankings. PROMETHEE I 
represented their intersection. 
Brans (1986) identified when alternative “a would be preferred to alternative b” (aPIb) using 
equation A.23: 
  𝛷 +(a) > 𝛷 +(b) and 𝛷 -(a) < 𝛷 -(b) 
 aPIb  iff 𝛷 +(a) = 𝛷 +(b) and 𝛷 -(a) < 𝛷 -(b)   A.23) 
  𝛷 +(a) > 𝛷 +(b) and 𝛷 -(a) = 𝛷 -(b) 
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Also Brans identified when alternative “a was indifferent to alternative b” (aIIb) or incomparable to 
alternative b (aRIb) using equations A.24 and A.25: 
aIIb iff 𝛷 +(a) = 𝛷 +(b) and 𝛷 -(a) = 𝛷 -(b)  (A.24) 
Alternative a was incomparable to alternative b (aRIb): 
aRIb  iff 𝛷 +(a) > 𝛷 +(b) and 𝛷 -(a) > 𝛷 -(b)  (A.25) 
𝛷 +(a) < 𝛷 +(b) and 𝛷 -(a) < 𝛷 -(b) 
B. PROMETHEE II 
According to Brans and Mareschal (2005) PROMETHEE II produced a complete ranking using a net 
outranking flow 𝛷 (a) = 𝛷 +(a) + 𝛷 -(a). The higher the net flow the more preferred the alternative. 
Alternative 𝑎 was preferred to alternative 𝑏 (aPIIb)) if 𝛷 (a) > 𝛷 (b). 
Alternative a was indifferent to alternative b (aIIIb) if 𝛷 (a) = 𝛷 (b). 
Where, 
-1 ≤ 𝛷 (a) ≤ 1. 
∑  𝛷(𝑎, 𝑥)𝑥Є𝐴  = 0. 
PROMETHEE II compared all alternatives, no alternatives could be incomparable. 
If  𝛷 (𝑎) >  0, then a outranked more alternatives on all criteria, when 𝛷 (a) < 0 then a was more 
outranked. 
The main idea of the PROMETHEE methods was to conduct pairwise comparisons among 
alternatives regarding each criterion then comprehensively compare them with respect to all 
criteria (Yu et al, 2013). 
Brans and Mareschal (2005) recommended using both PROMETHEE I & II, since complete ranking 
was easy to use, but the analysis of the incomparabilities often helped to conclude an appropriate 
decision. 
A6. Weighted Sum Method (WSM) 
WSM was considered one of the simplest, well-known and most commonly used MCDM methods. 
This method was based on the additive utility theory. WSM considered quantitative deterministic 
performance measures to provide an overall score of every alternative in a discrete set of 
alternatives. 
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WSM steps were: 
 Identify the problem. 
 Identify a set of criteria. 
 Identify a set of alternatives. 
 Define the criteria weights.  
 Define performance measures of alternatives with respect to the criteria set. 
 Evaluate the overall score of each alternative. 
For a problem with a set of n criteria and m alternatives, the overall score of alternative i(Pi) could 
be calculated using equation A.26 proposed by Traitaphyllou and Mann (1989) and Kolios et al 
(2016). 
𝑃𝑖 = ∑ 𝑎𝑖𝑗  .𝑊𝑗.𝑗       (A.26) 
Where: 
aij: Performance measure of alternative i with respect to criterion j and 1 < i ≤ m. 
wj: Weight importance of criterion j and 1 < j ≤ n. 
And 0 < wj ≤ 1 and ∑j wj = 1 for all j.  
The best compromise solution to the problem was often the alternative that maximized the value 
of equation (A.26). 
The relative importance of a criterion was expressed by the value of its weight (Malczewski, 1999). 
By ranking alternatives from highest to lowest overall score, WSM could assist decision makers in 
identifying the alternative that provided the best compromise solution from the available set of 
alternatives according to criteria preference. 
A7. Weighted Product Method (WPM) 
WPM was very similar to WSM. The main difference was that the overall score of an alternative was 
aggregated using multiplication instead of summation. Each alternative was compared with others 
by multiplying a number of ratios, one for each criterion. (Traitaphyllou and Mann, 1989). 
WPM considered quantitative deterministic performance measures and an ordinal preference 
structure to provide a total order of ranking for a discrete set of alternatives. 
WPM apply similar steps as WSM. For a problem with a set of n criteria and m alternatives, to 
compare alternative K (AK) with alternative L (AL), WPM used equation A.27 proposed by 
Traitaphyllou and Mann (1989): 
𝑅 (
𝐴𝐾
𝐴𝐿
) =  ∏
𝑎𝐾𝑗
𝑎𝐿𝑗
𝑛
𝑗=1  .𝑊𝑗.     (A.27) 
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Where:  
AKj, AKj: Performance measure of alternatives K and L with respect to criterion j and 1 < K, L ≤ m 
Wj: Weight importance of criterion j and 1 < j ≤ n 
And 0 < Wj  ≤ 1 and ∑ 𝑊𝑛𝑗=1 j = 1.  
If R(AK /AL) was greater than or equal to one, this indicated that alternative K was more desirable 
than alternative L (Bridgman, 1922; Miller & Starr, 1969; Traitaphyllou & Mann, 1989) . By ranking 
alternatives from highest to lowest using the ratio R(AK /AL), WPM could assist decision makers in 
identifying the alternative that provided the best compromise from available alternative set 
according to criteria preference. 
A8. Simple Additive Weighting (SAW) 
SAW method was considered one of the oldest and widely used MCDM method. 
SAW considered quantitative deterministic performance measures and an ordinal preference 
structure to provide a total order ranking for a discrete set of alternatives. 
SAW steps are: 
 Identify the problem. 
 Identify a set of criteria. 
 Identify maximizing and minimizing criteria. 
 Identify set of alternatives. 
 Define criteria weights. 
 Define Performance measures of alternatives with respect to criteria set. 
 Compare alternatives to each other. 
For a problem with a set of n criteria and m alternatives, SAW used the sum of normalized values 
of all the criteria using the equation A.28 (Podvezko, 2011). 
Si = ∑ ŕ𝑛𝑗=1 ij.Wj       (A.28) 
Where: 
Wj: Weight importance of criterion j and 1 < j ≤ n. 
And 0 < wj ≤ 1 and ∑ 𝑊𝑛𝑗=1 j = 1.  
ŕij: Normalized performance measure of alternative i with respect to criterion j and 1 < i ≤ m. 
For maximizing criteria. 
Podvezko (2011) used equation A.29 to calculate ŕij: 
ŕij = rij / Max rij, where Max rij was the largest j-th criterion value.  (A.29) 
For minimizing criteria Podvezko used equation A.30 to calculate ŕij: 
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ŕij = Min rij / rij, where Min rij was the smallest j-th criterion value.  (A.30) 
The larger the value of the sum of normalized values (Si) the more desirable an alternative. By 
ranking alternatives from highest to lowest Si, SAW could assist decision makers in identifying the 
alternative that provided the best compromise from available alternative set. 
A9. COmplex PRoportional ASsessment Method (COPRAS) 
In 1996 Zavadskas and Kaklauskas developed the COmplex PRoportional ASsessment MCDM 
method while working in Vilinius Gediminas Technical University (Podvezko, 2011). 
COPRAS considered quantitative deterministic performance measures and an ordinal preference 
structure to provide a total order ranking for a discrete set of alternatives. 
COPRAS applied similar steps as SAW. For a problem with a set of n criteria and m alternatives, 
COPRAS used the sum of maximizing weighted criteria values and the sum of minimizing criteria 
values to calculate the overall value of alternatives Zi using equations A.31 to A.34 (Podvezko, 2011): 
Zi = Z+i + Z-I.      (A.31) 
Where: 
Z+i = S+i = ∑ ŕ𝑚𝑖=1 +ij.w+j (Component effect of maximizing criteria).  (A.32) 
Z -i = ∑ 𝑠𝑛𝑖=1 -i / (S-i . ∑ 1/𝑆
𝑚
𝑖=1 -i) .    (A.33) 
S-i = ∑ ŕ𝑚𝑖=1 -ij.w-j (Component effect of minimizing criteria).  (A.34) 
W+j: Weight importance of maximizing criterion j and 1 < j ≤ n. 
W-j: Weight importance of minimizing criterion j and 1 < j ≤ n. 
And 0 < wj ≤ 1 and ∑ 𝑤𝑛𝑗=1 j = 1.  
ŕ+ij: Normalized performance measure of alternative i with respect to maximized criterion j,  
Where: 
 1 < i ≤ m. 
ŕ+ij = r+ij / Max r+ij, where Max r+ij is the largest j-th maximized criterion value. 
ŕ-ij: Normalized performance measure of alternative i with respect to minimized criterion j, 
where 1 < i ≤ m. 
ŕ-ij = Min r-ij / r-ij, where Min r-ij is the smallest j-th minimized criterion value. 
The largest the value of Zi the more desirable an alternative. By ranking alternatives from highest 
to lowest Zi, COPRAS could assist decision makers in identifying the alternative that provided the 
best compromise from available alternatives set using the maximizing and minimizing component 
effects of all criteria. 
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A10. Weighted Aggregated Sum Product ASsessment Method (WASPAS) 
The Weighted Aggregated Sum Product ASsessment (WASPAS) method could be considered as a 
blend of WSM and WPM. Chakraborty, Zavadskas and Antucheviciene (2015) claimed that due to 
WASPAS mathematical straightforwardness and fitness to provide more accurate outcomes than 
WSM and WPM it had been widely used and recognised as a reliable MCDM method.  
WASPAS considered quantitative deterministic performance measures and an ordinal preference 
structure to provide a total order ranking for a discrete set of alternatives. 
Chakraborty et al (2015) identified WASPAS steps: 
 Identify the problem. 
 Identify a set of criteria. 
 Identify the maximizing and minimizing criteria. 
 Identify a set of alternatives. 
 Define the criteria weights. 
 Define performance measures of alternatives with respect to criteria set. 
 Evaluate the overall score of alternatives. 
According to Chakraborty et al (2015) for a problem with a set of n criteria and m alternatives, 
WASPAS calculated the overall score of alternative i (Qi), using equations A.35 to A.37: 
Qi = λ Qi1 + (1 – λ) Qi2 = λ ∑ 𝑥′𝑛𝑗=1 ij . wj + (1 – λ)  ∏ (𝑥′
𝑛
𝑗=1 ij)wj.  (A.35) 
Where: 
x’ij: Normalized performance measure of alternative i with respect to criterion j and 1 < i ≤ m 
For maximizing criteria: 
 x’ij = xij / Max xij, where Max xij was the largest value of performance measures of alternatives 
with respect to the  j-th criterion.     (A.36) 
For minimizing criteria: 
 x’ij = Min xij / xij, where Min xij was the smallest value of performance measures of alternatives 
with respect to the j-th criterion.     (A.37) 
wj: Weight importance of criterion j and 1 < j ≤ n, 0 < wj ≤ 1 and ∑ 𝑤𝑛𝑗=1 j = 1.  
λ could take any value between (0,1), 0 ≤ λ ≤ 1, if λ = 0 WASPAS method was transferred to WPM, 
if λ = 1 WASPAS method was transferred to WSM. 
Alternatives were ranked based on the value of Qi, the best alternative had the highest Q value. 
WASPAS could assist decision makers in identifying the alternative that provided the best 
compromise from the available alternative set according to criteria preference. 
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A11. Multiplicative Exponent Weighting (MEW) 
MEW was very similar to WPM. MEW used normalized performance measures to calculate the 
overall score of alternatives. Then each alternative was compared with others by multiplying a 
number of ratios, one for each criterion. (Traitaphyllou & Mann, 1989). 
MEW had not been applied often due to its unattractive mathematical model. Although it could be 
considered theoretically a rival method to SAW. (Zanakis et al, 1998) 
MEW considered quantitative deterministic performance measures and an ordinal preference 
structure to provide a total order ranking for a discrete set of alternatives. 
MEW applied similar steps as SAW. For a problem with a set of n criteria and m alternatives, MEW 
used normalized performance measures and criteria weights to calculate the overall score of 
alternatives (Si) using equations A.38 to A.40 (Podvezko, 2011): 
Si = ∏ (𝑟′𝑛𝑗=1 ij)
𝑊𝑗.      (A.38) 
Where:   
ŕij: Normalized performance measure of alternative i with respect to criterion j and 1 < i ≤ m. 
For maximizing criteria: 
 ŕij = rij / Max rij, where Max rij was the largest j-th criterion value.  (A.39) 
For minimizing criteria: 
 ŕij = Min rij / rij, where Min rij was the smallest j-th criterion value.  
 (A.40) 
Wj: Weight importance of criterion j and 1 < j ≤ n. 
And 0 < Wj  ≤ 1, ∑ 𝑊𝑛𝑗=1 j = 1.  
The greater the value of Si the more desirable an alternative (Birdgaman, 1922); Miller and Starr 
(1969); Traitaphyllou & Mann, 1989). By ranking alternatives from highest to lowest using the 
overall score Si, MEW could assist decision makers in identifying the alternative that provided the 
best compromise from available alternatives set according to criteria preference.  
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Appendix B 
Types of Decision Support Systems (DSSs) 
Appendix B presents a literature review of the types of Decision Support Systems (DSSs) addressed 
in this Dissertation and methods for DSS classification: 
B1 – Types of DSS. 
B2 – DSS Classification. 
B1. Types of DSS 
Seven types of DSSs were considered in this Dissertation: 
 Personal Decision Support Systems (PDSSs) 
PDSS were often used to deal with large, organization-focused systems. PDSSs used to enhance 
individual decision maker ability to make decisions. Personal computer technological advancement 
played a major role in the development of PDSS. Alter (1977) further classified PDSS to two sub-
categories: data-oriented and model-oriented DSSs. Recently these two subcategories were 
combined to form more powerful DSSs that were model-driven, with the advantage of having 
access to massive datasets.  
 Group Decision Support Systems (GDSSs) 
GDSS focused on group instead of individual decision makers. GDSS and DSS had similar 
components but GDSS allowed multi user access, networking capabilities were added to the system 
to enhance group decision making process. GDSS were introduced in the late 1970s and early 1980s 
 Negotiation Support Systems (NSSs) 
NSSs were often used to refer to a type of DSS that was used to facilitate negotiation in decision 
processes. NSSs might be considered a special type of GDSS due to some similarities in tasks. 
However, in theory NSS could be traced back to fields such as game theory and social choice theory 
originating in the early 1940s, Although NSSs were introduced in the mid-1980s and early 1990s. 
 Intelligent Decision Support Systems (IDSSs) 
IDSS often acted like a human consultant through gathering and analyzing data, identifying and 
analyzing problems and proposing and evaluating possible courses of action. The aim of the AI 
techniques embedded in an IDSS was to enable these tasks to be performed by a computer, while 
imitating human capabilities as close as possible. Arnott and Pervan (2005) argued that IDSSs were 
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modified DSSs that often used Artificial Intelligence (A.I.) techniques to replace the human factor 
rather than enhance a decision making process. 
IDSS activities could be classified to two generations: 
 Rule-based expert systems.  
 Neural networks, genetic algorithms and fuzzy logic systems 
The first generation of IDSS was introduced in the 1970s (Aronson et al, 2005). 
 Executive Information Systems (EISs)  
EIS were often considered as data oriented DSS, the main purpose of EIS was to provide reporting 
capabilities about the organization status to organizations’ manger (Fitzgerald, 1992). EISs 
originated in the mid to late 1980s.  
 Data Warehouses 
The emergence of EISs and the type of the corporations in the 1990s demanded the availability of 
enormous quantities of high quality data for decision makers. Data warehouses were used to 
provide such data for decision making through sets of databases organized in an efficient and useful 
manner. 
 Knowledge Management-Based Decision Support Systems (KM- Based DSS) 
KM-Based DSSs were often referred to types of DSS focused on supporting Knowledge Management 
(KM) activities throughout organizations, such as knowledge storage, retrieval, transfer and 
application, achieved through supporting both individual and organizational memory storage and 
access to knowledge across groups. KM-Based DSSs were introduced at the 1990s (Pretorius, 2016). 
B2. DSS Classification  
DSSs were often classified according to clear defined criteria. According to Hayen (2006), the 
frameworks that emerged as a result of this process aided in exploring relationships within and 
between DSSs. Further, these frameworks provided focus for the field and increased effectiveness 
of efforts in Information Systems (IS) (Gorry & Morton, 1989). Pretorius (2016) mentioned three 
frameworks for DSS classification: 
 Classification of Alter (1977) 
Alter (1977) described an approach that categorized DSSs in accordance with the level of influence 
that the system had on the final decision, as well as the general operations that the system 
performed (Power, 2002). Alter (1977) presented DSS types and provided descriptions and 
examples. Alter (1977) collected data from 56 different DSSs (Pretorius, 2016). He classified the 
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DSSs according to the level of decision support they provided, from basic retrieval and presentation 
of information, consequences of various actions, to actual decision making activities.  
 Classification of Keen (1980) 
The framework proposed by Keen (1980), proposed an influential DSS design approach (Pretorius, 
2016). According to Pretorius (2016) the framework included the three major factors that are 
involved in DSS development: The user (U), the builder or designer (B) and the system (S). The 
framework also included influences among these factors: 
 System-user link: known as the “cognitive loop”, demonstrated how the system 
influenced managerial learning (S  U) while the user influenced the system's capabilities 
(U  S). 
 User-builder link: known as the “implementation loop” referred to the relationship 
between the user and the builder during the design and development process. Where the 
user inform the builder what was required from the system (U  B), thereby facilitating 
a design approach and encouraging user-driven design. The builder responded according 
to the users’ perspectives (B  U). 
 System-builder link: known as the “evolution loop” represented the actual evolutionary 
system design and development process. The user used the system via (U  S), pressure 
was placed indirectly by the system on the designer (S  B). The builder added the 
required functionality to the system (B  S). 
 Classification of Sprague (1980) 
Sprague (1980) used a characteristics-based approach to define DSSs, in an aim to provide an 
efficient and inclusive understanding. According to Pretorius (2016) Sprague viewed DSSs as a 
framework consisting of multiple levels of technology and user roles within an organization. The 
levels of technology were: 
 Specific DSS: referred to the actual DSS system which performed the task of supporting 
the decision process of a decision maker or group of decision makers. 
 DSS generator: A group of hardware and software components that enabled the 
development of a specific DSS. 
 DSS tools: The hardware and software components that enabled the development a 
specific DSS or a DSS generator. 
These three levels of technology interacted with five user roles in an organization. 
 Managers or users: The individuals responsible for making decisions and their related 
consequences. 
 Intermediary: The individual who assisted the user in the decision. 
 DSS builder: The developer of the specific DSS by assembling appropriate components 
from the DSS generator. 
 Technical supporter: The individual who developed further functionality for the DSS. 
 Toolsmith: The individual who developed the technologies and languages and new 
hardware and software that might be used for further DSS applications.  
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Appendix C 
MCDM Methods Selection Approach 
Thirteen MCDM methods selection approaches were considered in this Dissertation, Appendix C 
describes two approaches:  
C1 – Grenshon Approach. 
C2 – Roy and Slowinski Approach.  
C1. Grenshon Approach 
Greshon (1981) proposed a Multiple Criteria Decision Making (MCDM) method selection approach 
containing 27 criteria as a basis of comparison. These criteria were divided into four groups. The 
approach defined a set of criteria that were relevant to the problem, assigned weights to the criteria 
and evaluated the capabilities for each method.  
Grenshon (1981) claimed that a number of candidate methods available for an application were 
limited to those with which the analyst was familiar with. Experience in the use of a method could 
be essential for evaluating it with respect to the set of criteria identified.  
The following were the set of criteria for which candidate methods were evaluated: 
1. Ability to handle qualitative criteria. 
2. Ability to choose among discrete sets of alternatives. 
3. Ability to choose among continuous sets of alternatives. 
4. Ability to solve dynamic problems. 
5. Ability to solve stochastic problems. 
6. Comparison to goal point. 
7. Comparison to aspiration level. 
8. Direct comparison. 
9. Strongly efficient solution. 
10. Complete ranking. 
11. Cardinal ranking. 
12. Ability to handle integer variables. 
13. Computer time required. 
14. Implementation time required. 
15. Interaction time required. 
16. Decision maker's level of knowledge required. 
17. Consistency of results. 
18. Robustness of results. 
19. Applicability to case of group decision maker. 
20. Number of objectives. 
21. Number of systems. 
22. Number of constraints. 
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23. Number of variables. 
24. Decision maker's level of knowledge. 
25. Time available for interaction. 
26. Desire for interaction. 
27. Confidence in original preference structure. 
The above criteria were grouped into four categories according to their role: 
 Mandatory 0-1 criteria. 
 Non-mandatory 0-1 criteria. 
 Technique dependent criteria. 
 Application dependent criteria. 
Mandatory 0-1 criteria were those criteria for which a method would be evaluated by the answer 
to a yes-no type of question. For a candidate method to be considered for selection, the answers 
to all mandatory 0-1 criteria should be yes (1). 
The following criteria were in the Mandatory 0-1 criteria group: 
1. Ability to handle qualitative criteria. 
2. Ability to choose among discrete sets of alternatives. 
3. Ability to choose among continuous sets of alternatives. 
4. Ability to solve dynamic problems. 
5. Ability to solve stochastic problems. 
Non-mandatory 0-1 criteria were those criteria for which a method will be evaluated by the answer 
to a yes-no type of question. However, for these criteria, a method, which receives a “no”, could 
remain in the analysis, if the decision makers thought that this criterion was a minor one and the 
method might be powerful enough with respect to other criteria to produce strong efficient 
solution.  
The following criteria were in the Non-mandatory 0-1 criteria group: 
6. Were the alternatives compared to a goal point? 
7. Were the alternatives compared to an aspiration level? 
8. Were the alternatives compared directly to each other? 
9. Were the solutions guaranteed to be strongly efficient? 
10. Were complete rankings obtained? 
11. Were these rankings of alternatives cardinal or ordinal? 
12. Were integer variables present in the problem formulation? 
Technique dependent criteria were those criteria for which a method was evaluated without any 
knowledge of the problem. The methods were rated on a 1-10 subjective scale. 
The following criteria were considered in the technique dependent criteria group: 
13. Computer time required relative to the other techniques. 
14. Time required for interaction with the decision maker. 
15. Time required for implementation. 
16. Level of knowledge necessary on the part of the decision maker. 
17. Consistency of results with those of other techniques. 
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18. Robustness with respect to changes in problem parameters. 
19. Applicability of the technique to the case of a group decision maker. 
Application dependent criteria were those criteria for which a method must be evaluated 
independently for every new problem that was encountered. This criteria group was problem 
specific and methods were rated on a 1-10 subjective scale. 
Application dependent criteria group: 
20. Number of objectives or criteria. 
21. Number of systems to be evaluated. 
22. Number of variables in the model formulation. 
23. Number of constraints in the model formulation. 
24. Level of understanding of the techniques by the decision maker. 
25. Time available for interaction by the decision maker. 
26. Decision maker desire for interaction. 
27. Confidence in original preference structure. 
C2. Roy and Slowinski Approach 
Roy and Slowinski (2013) designed a set of questions (primary and secondary) to help decision 
makers to choose a MCDM method well adapted to the decision context. These questions were: 
 Taking into account the context of the decision process, what type(s) of results the method 
was expected to bring, to improve the relevant answers to questions asked by the decision 
maker? 
 Was a numerical value (utility, score) assigned to each potential score? 
 Was the set of actions ranked without associating a numerical value to each of them as a 
complete or partial weak order? 
 Was a subset of actions, as small as possible, selected in view of a final choice of one or, at 
first, few actions? 
 Was each action assigned to one or several categories, given that the set of categories had 
been defined a priori? 
 Was a subset of potential actions enjoying some remarkable properties provided, to serve as 
a base in the following stage of the decision aiding process? 
Roy and Slowinski (2013) proposed five other questions to choose the appropriate method based 
on the answer of the previous questions: 
 Did the original performance scales have all the required properties for a rightful application 
of the considered method? 
 How difficult was to get preference information? 
Roy and Slowinski (2013) stressed the need to assess the effect of preference information on the 
result provided by the method by using sensitivity analysis or analysis of robustness. 
Preference could include: 
o Ordering of criteria. 
o Acceptable trade-offs. 
o Pairwise comparisons of some actions. 
o Assignment of some actions to categories. 
o Comparisons of some actions with respect to intensity of preference. 
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o Assessment of lotteries. 
o Specification of the relative importance criteria. 
o Presence of veto. 
 Should the part of imprecision, uncertainty or indetermination in the definition of 
performances be taken into account and if so, in what way? 
Inconsistence in the indirect preference information provided by a decision maker in the form 
of decision examples (sorting, or pairwise comparisons) could appear if performance data is 
ambiguous. 
 Was the compensation of bad performances for some criteria by good ones acceptable? 
 Was it necessary to take into account some form of interaction among criteria? 
Answers to the main questions led a decision maker to answer some secondary questions: 
 Did the method provide the required level of understanding for the involved stakeholders? 
 Did the method have an axiomatic characterization? If so, was it acceptable in the considered 
decision context? 
 Could the weak points of the method affect the final choice? 
After answering all these questions, Roy and Slowinski stated some difficulties that could still face 
an analyst in choosing the appropriate method: 
 Was there software to support the application of the selected method? 
 What was the level of control the analyst had over the selected method? 
If answers to the previous questions did not provide an analyst with an appropriate method then: 
 Did the analyst afford the cost (capability, time and financing) of designing and implementing 
a new method?  
Otherwise Roy and Slowinski (2013) advised the analyst to review their answers. 
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Appendix D 
Behaviour of three MCDM Methods in the Presence of 
Uncertainty in Criteria Weights 
Appendix D describes the behaviour of three MCDM methods in the presence of uncertainty in 
criteria weights: 
D1 – Behaviour of Analytical Hierarchy Process (AHP). 
D2 – Behaviour of Preference Ranking Organization METHod for Enrichment of Evaluations II 
(PROMETHEE II). 
D3 – Behaviour of Weighted Sum Method (WSM). 
D1: Behaviour of AHP 
1,053 randomly generated cases were considered to analyse the behaviour of AHP in the 
presence of uncertainty in criteria weights. Graphs were plotted showing: 
 The absolute value of the minimum percentage change required in the lowest criterion 
weight to change the outcome of AHP vs the lowest to highest criteria weight ratio 
(Haddad, 2019b).  
 The real value of the minimum percentage change required in the lowest criterion weight 
to change the outcome of AHP vs the lowest to highest criteria weight ratio (Haddad, 
2019c).  
 The real value of the minimum change required in the lowest criterion weight to change the 
outcome of AHP vs the lowest to highest criteria weight ratio (Haddad, 2019d).  
 The real value of the minimum change required in the lowest criterion weight to change the 
outcome of AHP vs the lowest criterion weight (Haddad, 2019a).  
Two examples will be presented in this Section. 
Example 1: Randomly generated set of four criteria and four alternatives were considered and 
shown as a decision matrix in table D.1 
Table D. 1: Randomly generated decision matrix, 4 criteria and 4 alternatives, AHP (Haddad, 2019a) 
                            Criteria 
Alt. 
C1 = 0.378 
 
C2 = 0.296 
 
C3 = 0.201 C4 = 0.125 
A1 0.194 0.286 0.149 0.955 
A2 0.590 0.015 0.064 0.015 
A3 0.072 0.413 0.574 0.015 
A4 0.144 0.286 0.213 0.015 
AHP was applied to the decision matrix shown in table D.1. Figure D.1 shows the absolute value of 
the minimum percentage change required in the lowest criterion weight to change the ranking of 
the alternatives plotted against lowest to highest criteria weight ratio. 
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Figure D.1: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. 
Set (1) of 4 criteria and 4 alternatives, AHP (Haddad, 2019b) 
AHP was applied to the decision matrix shown in table D.1. Figure D.2 shows the real value of the 
minimum percentage change required in the lowest criterion weight to change the ranking of the 
alternatives plotted against lowest to highest criteria weight ratio. 
 
Figure D.2: Real value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. Set 
(1) of 4 criteria and 4 alternatives, AHP (Haddad, 2019c) 
Trend lines were added to the plotted data. Comparing the coefficient of determination (R2) 
values of the trend lines added to figures D.1 and D.2, the trend line added to figure D.2 had 
higher R2 value and could better represent the plotted data. 
AHP was applied to the decision matrix shown in table D.1. Figure D.3 shows the real value of the 
minimum change required in the lowest criterion weight to change the ranking of the alternatives 
plotted against lowest to highest criteria weight ratio. 
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Figure D.3: Real value of minimum change in lowest criterion weight vs. lowest to highest criteria ratio. Set (1) of 4 
criteria and 4 alternatives, AHP (Haddad, 2019d) 
AHP was applied to the decision matrix shown in table D.1. Figure D.4 shows the real value of the 
minimum change required in the lowest criterion weight to change the ranking of the alternatives 
plotted against lowest criterion weight. 
 
Figure D.4: Real value of minimum change in lowest criterion weight vs. lowest criterion weight. Set (1) of 4 criteria and 
4 alternatives, AHP (Haddad, 2019a) 
Example 2: Randomly generated set of six criteria and six alternatives were considered and shown 
as a decision matrix in table D.2. 
Table D.2: Randomly generated decision matrix, 6 criteria and 6 alternatives, AHP (Haddad, 2019a) 
                 Criteria 
Alt. 
C1 = 0.032 
 
C2 = 0.187 
 
C3 = 0.219 C4 = 0.125 C5 = 0.281 C6 = 0.156 
A1 0.030 0.0.28 0.020 0.030 0.025 0.385 
A2 0.636 0.634 0.041 0.119 0.017 0.099 
A3 0.030 0.056 0.184 0.713 0.356 0.022 
A4 0.030 0.169 0.592 0.059 0.169 0.011 
A5 0.242 0.085 0.061 0.040 0.229 0.044 
A6 0.040 0.028 0.102 0.040 0.203 0.440 
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AHP was applied to the decision matrix shown in table D.2. Figure D.5 shows the absolute value of 
the minimum percentage change required in the lowest criterion weight to change the ranking of 
the alternatives plotted against lowest to highest criteria weight ratio. 
 
Figure D.5: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. 
Set (2) of 6 criteria and 6 alternatives, AHP (Haddad, 2019b) 
AHP was applied to the decision matrix shown in table D.2. Figure D.6 shows the real value of the 
minimum percentage change required in the lowest criterion weight to change the ranking of the 
alternatives plotted against lowest to highest criteria weight ratio. 
 
Figure D.6: Real value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. Set 
(2) of 6 criteria and 6 alternatives, AHP (Haddad, 2019c) 
Trend lines were added to the plotted data and had high R2 value. The trend lines could represent 
the plotted data. 
AHP was applied to the decision matrix shown in table D.2. Figure D.7 shows the real value of the 
minimum change required in the lowest criterion weight to change the ranking of the alternatives 
plotted against lowest to highest criteria weight ratio. 
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Figure D.7: Real value of minimum change in lowest criterion weight vs. lowest to highest criteria ratio. Set (2) of 6 
criteria and 6 alternatives, AHP (Haddad, 2019d) 
AHP was applied to the decision matrix shown in table D.2. Figure D.8 shows the real value of the 
minimum change required in the lowest criterion weight to change the ranking of the alternatives 
plotted against lowest criterion weight. 
 
Figure D. 8: Real value of minimum change in lowest criterion weight vs. lowest criterion weight. Set (2) of 6 criteria and 
6 alternatives, AHP (Haddad, 2019a) 
D2: Behaviour of PROMETHEE II 
1,118 randomly generated cases were considered to analyse the behaviour of PROMETHEE II in 
the presence of uncertainty in criteria weights. Graphs were plotted showing: 
 The absolute value of the minimum percentage change required in the lowest criterion 
weight to change the outcome of PORMETHEE II vs the lowest to highest criteria weight 
ratio (Haddad, 2019e).  
 The real value of the minimum percentage change required in the lowest criterion weight 
to change the outcome of PORMETHEE II vs the lowest to highest criteria weight ratio 
(Haddad, 2019f).  
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 The real value of the minimum change required in the lowest criterion weight to change the 
outcome of PORMETHEE II vs the lowest to highest criteria weight ratio (Haddad, 2019g).  
 The real value of the minimum change required in the lowest criterion weight to change the 
outcome of PORMETHEE II vs the lowest criterion weight (Haddad, 2019a).  
Two examples will be presented in this Section. 
Example 1: Randomly generated set of five criteria and five alternatives were considered and 
shown as a decision matrix in table D.3. 
Table D.3: Randomly generated decision matrix, 5 criteria and 5 alternatives, PROMETHEE II (Haddad, 2019a) 
                      Criteria 
Alt. 
C1 = 0.215 
 
C2 = 0.424 
 
C3 = 0.152 C4 = 0.009 C5 = 0.2 
A1 0.27 0.380 0.07 0.63 0.24 
A2 0.82 0.02 0.03 0.01 0.1 
A3 0.1 0.55 0.27 0.01 0.04 
A4 0.2 0.38 0.1 0.01 0.16 
A5 0.03 0.11 0.35 0.1 0.17 
PROMETHEE II was applied to the decision matrix shown in table D.3. Since the minimum 
percentage change required in the lowest criterion weight to change the outcome of PORMETHEE 
II was positive, the absolute value and the real value of the minimum change was the same. 
Figure D.9 shows the absolute/real value of the minimum percentage change required in the 
lowest criterion weight to change the ranking of the alternatives plotted against lowest to highest 
criteria weight ratio. 
  
Figure D.9: Absolute/real value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria 
ratio. Set (1) of 5 criteria and 5 alternatives, PROMETHEE II (Haddad, 2019e) 
PROMETHEE II was applied to the decision matrix shown in table D.3. Figure D.10 shows the real 
value of the minimum change required in the lowest criterion weight to change the ranking of the 
alternatives and plotted against lowest to highest criteria weight ratio. 
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Figure D.10: Real value of minimum change in lowest criterion weight vs. lowest to highest criteria ratio. Set (1) of 5 
criteria and 5 alternatives, PROMETHEE II (Haddad, 2019f) 
Trend lines were added to the plotted data. Comparing the coefficient of determination (R2) 
values of the trend lines added to figures D.9 and D.10, the trend line added to figure D.10 had 
higher R2 value and could better represent the plotted data. 
PROMETHEE II was applied to the decision matrix shown in table D.3. Figure D.11 shows the real 
value of the minimum change required in the lowest criterion weight to change the ranking of the 
alternatives and plotted against lowest criterion weight. 
 
Figure D.11: Real value of minimum change in lowest criterion weight vs. lowest criterion weight. Set (1) of 5 criteria 
and 5 alternatives, PROMETHEE II (Haddad, 2019g) 
Example 2: Randomly generated set of four criteria and six alternatives were considered and 
shown as a decision matrix in table D.4 
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Table D.4: Randomly generated decision matrix, 4 criteria and 6 alternatives, PROMETHEE II (Haddad, 2019a) 
                      Criteria 
Alt. 
C1 = 0.378 
 
C2 = 0.296 
 
C3 = 0.201 C4 = 0.125 
A1 0.27 0.38 0.07 0.63 
A2 0.82 0.02 0.03 0.01 
A3 0.1 0.55 0.27 0.01 
A4 0.2 0.38 0.1 0.01 
A5 0.03 0.11 0.35 0.1 
A6 0.03 0.26 0.39 0.12 
PROMETHEE II was applied to the decision matrix shown in table D.4. Figure D.12 shows the 
absolute value of the minimum percentage change required in the lowest criterion weight to 
change the ranking of the alternatives plotted against lowest to highest criteria weight ratio. 
  
Figure D.12: Absolute value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria 
ratio. Set (1) of 4 criteria and 6 alternatives, PROMETHEE II (Haddad, 2019e) 
PROMETHEE II was applied to the decision matrix shown in table D.4. Figure D.13 shows the real 
value of the minimum percentage change required in the lowest criterion weight to change the 
ranking of the alternatives plotted against lowest to highest criteria weight ratio. 
 
Figure D.13: Real value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. Set 
(2) of 4 criteria and 6 alternatives, PROMETHEEII (Haddad, 2019f) 
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Trend lines were added to the plotted data. Comparing the coefficient of determination (R2) 
values of the trend lines added to figures D.12 and D.13, the trend line added to figure D.13 had 
higher R2 value and could better represent the plotted data. 
PROMETHEE II was applied to the decision matrix shown in table D.4. Figure D.14 shows the real 
value of the minimum change required in the lowest criterion weight to change the ranking of the 
alternatives and plotted against lowest to highest criteria weight ratio. 
 
Figure D.14: Real value of minimum change in lowest criterion weight vs. lowest to highest criteria ratio. Set (1) of 4 
criteria and 6 alternatives, PROMETHEE II (Haddad, 2019g) 
PROMETHEE II was applied to the decision matrix shown in table D.4. Figure D.15 shows the real 
value of the minimum change required in the lowest criterion weight to change the ranking of the 
alternatives and plotted against lowest criterion weight. 
 
Figure D.15: Real value of minimum change in lowest criterion weight vs. lowest criterion weight. Set (1) of 4 criteria 
and 6 alternatives, PROMETHEE II (Haddad, 2019a) 
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D3: Behaviour of WSM 
673 randomly generated cases were considered to analyse the behaviour of WSM in the presence 
of uncertainty in criteria weights. Graphs were plotted showing: 
 The real value of the minimum percentage change required in the lowest criterion weight 
to change the outcome of WSM vs the lowest to highest criteria weight ratio (Haddad, 
2019h).  
 The real value of the minimum change required in the lowest criterion weight to change the 
outcome of WSM vs the lowest to highest criteria weight ratio (Haddad, 2019i).  
 The real value of the minimum change required in the lowest criterion weight to change the 
outcome of WSM vs the lowest criterion weight (Haddad, 2019a).  
Two examples will be presented in this Section. 
Example 1: Randomly generated set of three criteria and three alternatives were considered and 
shown as a decision matrix in table D.5: 
Table D.5: Randomly generated decision matrix, 3 criteria and 3 alternatives, WSM (Haddad, 2019a) 
                                         Criteria 
Alt. 
C1 = 0.6 
 
C2 = 0.3 
 
C3 = 0.1 
A1 0.467 0.304 0.229 
A2 0.55 0.043 0.407 
A3 0.517 0.422 0.061 
WSM was applied to the decision matrix shown in table D.5. Figure D.16 shows the real value of 
the minimum percentage change required in the lowest criterion weight to change the ranking of 
the alternatives plotted against lowest to highest criteria weight ratio. 
 
Figure D.16: Real value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. Set 
(1) of 3 criteria and 3 alternatives, WSM (Haddad, 2019h) 
WSM was applied to the decision matrix shown in table D.5. Figure D.17 shows the real value of 
the minimum change required in the lowest criterion weight to change the ranking of the 
alternatives plotted against lowest to highest criteria weight ratio. 
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Figure D.17: Real value of minimum change in lowest criterion weight vs. lowest to highest criteria ratio. Set (1) of 3 
criteria and 3 alternatives, WSM (Haddad, 2019i) 
WSM was applied to the decision matrix shown in table D.5. Figure D.18 shows the real value of 
the minimum change required in the lowest criterion weight to change the ranking of the 
alternatives plotted against lowest criterion weight. 
 
Figure D. 18: Real value of minimum change in lowest criterion weight vs. lowest criterion weight. Set (1) of 3 criteria 
and 3 alternatives, WSM (Haddad, 2019a) 
Example 2: Randomly generated set of three criteria and three alternatives were considered and 
shown as a decision matrix in table D.6: 
Table D.6: Randomly generated decision matrix, 3 criteria and 3 alternatives, WSM (Haddad, 2019a) 
                                         Criteria 
Alt. 
C1 = 0.1 
 
C2 = 0.2 
 
C3 = 0.7 
A1 0.435 0.187 0.024 
A2 0.416 0.187 0.155 
A3 0.149 0.627 0.822 
WSM was applied to the decision matrix shown in table D.6. Figure D.19 shows the real value of 
the minimum percentage change required in the lowest criterion weight to change the ranking of 
the alternatives plotted against lowest to highest criteria weight ratio. 
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Figure D.19: Real value of minimum percentage change in lowest criterion weight vs. lowest to highest criteria ratio. Set 
(2) of 3 criteria and 3 alternatives, WSM (Haddad, 2019h) 
WSM was applied to the decision matrix shown in table D.6. Figure D.20 shows the real value of 
the minimum change required in the lowest criterion weight to change the ranking of the 
alternatives plotted against lowest to highest criteria weight ratio. 
 
Figure D.20: Real value of minimum change in lowest criterion weight vs. lowest to highest criteria ratio. Set (2) of 3 
criteria and 3 alternatives, WSM (Haddad, 2019i) 
WSM was applied to the decision matrix shown in table D.6. Figure D.21 shows the real value of 
the minimum change required in the lowest criterion weight to change the ranking of the 
alternatives plotted against lowest criterion weight. 
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Figure D.21: Real value of minimum change in lowest criterion weight vs. lowest criterion weight. Set (2) of 3 criteria 
and 3 alternatives, WSM (Haddad, 2019a) 
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Appendix F 
F1. Part of VB.net Code for New MCDM Methods Selection Approach 
 
 Variable declaration: 
Public Class Form1 
 
 
 
    Private Sub Button1_Click(sender As Object, e As EventArgs) Handles 
Button1.Click 
 
        'declaring variables and assigning trackbars to them 
        Dim a, b, c, d, x, f, g, h, i, j As Integer 
        Dim r As String 
 
 
        'Problem features 
        a = TrackBar1.Value 
        'a is the nature of alternative set: discrete (0), continuous (1) 
 
        b = TrackBar2.Value 
        'b is the type of input set qualitative: (0), quantitative (1), mixed (2) 
 
        c = TrackBar3.Value 
        ' c is nature of information considered: deterministic (0), non-
deterministic (1), mixed (2) 
 
        d = TrackBar4.Value 
        ' d is type of decision problem addressed: choice (0), ranking (1), 
discription (2), sorting (3) 
 
        x = TrackBar5.Value 
        ' x is type of preference mode considered: pairwise comparisons (0), 
performance measures (1)  
 
        'Method features 
        f = TrackBar6.Value 
        'f is type of ordering of alternatives: total order (0), partial order (1),  
        g = TrackBar7.Value 
        ' g is criteria measure scale: nominal (0), ordinal (1), absolute (2), ratio 
(3) 
 
        h = TrackBar8.Value 
        'h is type of preference structure: preference (0), indifference (1), 
incomparability (2) 
 
        i = TrackBar9.Value 
        ' i is ease of use: a scale from 1-10, easy to use (1), extremely 
complicated (10) 
 
        j = TrackBar10.Value 
        ' j is software availability: yes (0), no (1) 
 
        ' a trial of the if statement to recommend the methods used in paper 2 
        ' show recommended methods in messagebox 
        ' If a = 0 And b = 1 And c = 0 And d = 1 And x = 1 And f = 0 And g = 1 And h 
= 0 Then 
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        'MessageBox.Show("WSM" & vbCrLf & "WPM" & vbCrLf & "WASPAS" & vbCrLf & "MEW" 
& vbCrLf & "SAW" & vbCrLf & "COPRAS") 
        'End If 
        ' show recommended methods in textbox 
        'r = ("WSM" & vbCrLf & "WPM" & vbCrLf & "WASPAS" & vbCrLf & "MEW" & vbCrLf & 
"SAW" & vbCrLf & "COPRAS") 
        'TextBox1.Text = r 
 
 Software could not find a particular method for a specific problem: 
        '[[[[[[[ a = 0 
        ' [[[[[[ b = 0 
        ' [[[[[[[[[[[[ c = 0  
        '[[[[[[[[ d = 0 
        ' if dicrete, qualitative, deterministic, choice, performance measures, 
total order, nominal, preference  
        If a = 0 And b = 0 And c = 0 And d = 0 And x = 0 And f = 0 And g = 0 And h = 
0 Then 
            'show recommended messages in messagebox 
            MessageBox.Show(" Recommended MCDM method is not found in database") 
            ' show recommended messages in textbox 
            r = ("Recommended MCDM method is not found in database") 
            TextBox1.Text = r 
        End If 
 
        ' if dicrete, qualitative, deterministic, choice, performance measures, 
total order, nominal, indifference  
        If a = 0 And b = 0 And c = 0 And d = 0 And x = 0 And f = 0 And g = 0 And h = 
1 Then 
            'show recommended messages in messagebox 
            MessageBox.Show(" Recommended MCDM method is not found in database") 
            ' show recommended messages in textbox 
            r = ("Recommended MCDM method is not found in database") 
            TextBox1.Text = r 
        End If 
 
            TextBox1.Text = r 
        End If 
 Recommended MCDM methods are: WSM, WPM, WASPAS, MEW, SAW, COPRAS, 
and ARAS 
 
' if dicrete, quantitative, deterministic, ranking, performance measures, total 
order, absolute, preference  
        If a = 0 And b = 1 And c = 0 And d = 1 And x = 0 And f = 0 And g = 1 And h = 
0 Then 
            'show recommended messages in messagebox 
            MessageBox.Show("WSM" & vbCrLf & "WPM" & vbCrLf & "WASPAS" & vbCrLf & 
"MEW" & vbCrLf & "SAW" & vbCrLf & "COPRAS" & vbCrLf & "ARAS") 
            'End If 
            ' show recommended methods in textbox 
            r = ("WSM" & vbCrLf & "WPM" & vbCrLf & "WASPAS" & vbCrLf & "MEW" & 
vbCrLf & "SAW" & vbCrLf & "COPRAS" & vbCrLf & "ARAS") 
            TextBox1.Text = r 
        End If 
 
 Recommended MCDM methods are: AHP, PROMETHEE III, ELECTRE III, BWM 
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  ' if dicrete, quantitative, deterministic, ranking, pairwise comparisons, total 
order, absolute, preference  
        If a = 0 And b = 1 And c = 0 And d = 1 And x = 1 And f = 0 And g = 1 And h = 
0 Then 
            'show recommended messages in messagebox 
            MessageBox.Show(" Recommended MCDM methods are:" & vbCrLf & "AHP" & 
vbCrLf & "BWM" & vbCrLf & "PROMETHEE II" & vbCrLf & "ELECTRE III") 
            ' show recommended messages in textbox 
            r = ("AHP" & vbCrLf & "BWM" & vbCrLf & "PROMETHEE II" & vbCrLf & 
"ELECTRE III") 
            TextBox1.Text = r 
        End If 
F2. VB.net .exe file 
The New MCDM Methods Selection Approach .exe file is found at: 
https://sites.google.co/myport.ac.uk/mcdm-methods-selection/home 
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Appendix G 
Tree Diagram of New MCDM Methods Selection Approach 
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A flow chart and a tree diagram for the new MCDM Methods Selection Approach is found at: 
https://sites.google.com/myport.ac.uk/mcdm-methods-selection/home 
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