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Abstract
Reliable and accurate object detection technology is a crucial component underlying
machine vision, robotics, surveillance systems, etc. Inspired by human visual attention
principles, saliency detection approach, i.e., determining the most salient regions which
yield the focus of attention, becomes a newly emerging and promising tool not only for
segmentation and detection of objects but also for studying human visual attention func-
tion. However, while human brain is a very complex system and its visual principles are
not fully understood, it is very challenging to develop a robust machine vision system for
the detection of salient objects, especially those under occlusion in complex scenes.
Existing methods in the literature for object detection typically rely on pre-selected
low-level and mid-level features, and they are often task or dataset speciﬁc and not easy
to adapt to new images, which are not suitable for a general detection of varied objects
with nearby clutters in complex environments . The existing methods for feature clustering
require human user interaction to determine model parameters (such as number of clusters,
neighbour connectivity and speciﬁcal distributions), and global optimal solution is hard to
achieve in existing high-dimensional feature spaces.
This thesis focuses on the problem of salient object detection under partial occlusion
in complex scenes through extracting novel low-level and mid-level representative features,
and exploring new bottom-up and top-down detection models to cope with object boundary
discontinuities and ambiguity caused by partial occlusion and allow for a more robust and
adaptive detection of varied objects from diﬀerent scenes.
The ﬁrst contribution of this thesis is a novel algorithm to make use of both global
contrast prior and sparsity prior to transform each colour image into more compact and
eﬃcient representation, i.e., a hierarchical sequence of images, so that, partially occluded
iv
salient parts can be popped out in diﬀerent sub-images and subsequently select three
most distinctive sub-images automatically as low-level features based on the diﬀerential
distribution patterns of entropies in the sub-images, unlike the conventional approaches
using median image or RGB or Lab sub-band images directly.
The second contribution of this thesis is a novel bottom-up object detection algorithm
through exploiting “rarity” deﬁned by rare shapes and appearances of the superpixles with
the largest deformation as mid-level features for salient seed initialization and developing a
feedback manifold learning framework to integrate the ﬁnal saliency maps of high quality.
The low-level and mid-level features are critical to the characteristics of uniqueness and
compactness in saliency maps, diﬀering from other features such as texture, color, intensity,
contrast or histogram which are not distinguishable in complex backgrounds.
The third contribution of this thesis is an integral bottom-up and top-down object
detection approach, in which top-down priors are divided into extrinsic priors and interior
optimized graphs that are learnt by two (global and local) conditional random ﬁeld (CRF)
models. A global conditional random ﬁeld (CRF) model with sparse graphs is used to learn
the extrinsic priors from the consistency of color channels in the hierarchical sequence of
images derived from bottom-up priors and obtain global optimum of model parameters,
respectively. The trained CRF model can generate a coarse labelling of salient seeds, i.e.,
segmentation between foregrounds and backgrounds of a new image. A local CRF model
with fully-connected graphs is used to organize the set of representative sub-images and
the corresponding coarse label to obtain a reﬁned result for object detection.
The fourth contribution of this thesis is a Bayesian nonparametric (BNP) model to
generate semantic segments in images as mid-level cues for salient seeds initialization.
Instead of rare shapes and coarse foreground-background segmentation, the BNP model
v
makes use of Chinese restaurant process to adaptively cluster superpixels into semantic
regions as salient seeds and capture long-range dependencies of the salient regions according
to the complexity of image contexts.
The ﬁfth contribution of this thesis is to extend the sparse and low-rank recovery by a
tensor analysis algorithm to make use of high-dimensional features in a bottom-up saliency
detection approach. More speciﬁcally, we represent the hierarchical sequence of images by a
tensor, and recover new sub-images by reducing unnecessary redundancy in backgrounds.
In other words, we explore more representative features in the high-dimensional tensor
space for saliency detection in complex environments.
The theoretical contributions of this thesis as listed above are demonstrated with ex-
periments using various datasets. In addition, we show that superior performance in the
detection of salient objects under partial occlusion can be achieved with minimal user
interaction, consequently making them more suitable and adaptive for diﬀerent complex
scenes.
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Chapter 1
Introduction
1.1 Motivations
While human beings can perceive most of the information about their environments and
recognize various objects through their visual system and brain, computer vision systems
are designated to automate these tasks by using cameras, image processing and machine
learning software to meet the requirements of high speed, high repeatability and/or around-
the-clock operations in modern manufacturers, agricultural industries and in other areas.
Just as the mechanism for the brain that focuses restricted computational resources on an
object at a time, robust object segmentation technologies are highly sought after to match
human’s object detection capability to the beneﬁts of a wide range of visual inspection ap-
plications worldwide, such as surveillance, internet search, content-based image retrieval,
product quality inspection, defects or foreign objects detection, insect identiﬁcation, crops
monitoring, medical image analysis or registration, robot vision, automobile driver assis-
tance, sports analysis, traﬃc management and web applications. However, detecting and
separating objects within images represents a signiﬁcant challenge, especially in realistic
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images, due to partial occlusion of object and variability of object and background con-
tained in images, such as rotation, scaling, pose, blurring and illumination.
Among these barriers, partial occlusion is the most severe limitation to the development
of a robust object segmentation scheme from real-world scenes where objects are cluttered
by other objects and/or background. A typical example is given in Figure 1.1, where
there are a large number of diﬀerent objects in the real-world scene and most of the
objects show very subtle or noisy boundaries while most of them are partially occluded, as
denoted by red circles and green circles as well as yellow circles, respectively. Therefore, a
robust approach capable of handling partial occlusion and ambiguities of objects is highly
desirable for detection of objects from complex background.
Figure 1.1: Objects in real-world scenes
2
A typical computer vision system framework for objective detection is depicted in Fig-
ure 1.2. There are ﬁve steps to realize this framework, which include datasets, preprocess-
ing, features, learning models and evaluation. These processes are organized within this
framework.
Preprocessing
Feature extraction/
selection
Learning models
Evaluation
Salient detection
Transformation
between colour
spaces
Local features(e.g.
SIFT,BRISK,…...)
Global Features(e.g.
GIST,Gabor Wavelet, …...)
LDA
Neural networks
Bayes decision
SVM
Logistic regression
Decision trees
k-nearest-neighbour
Cross-Validation
Image acquisition/
Datasets
…...
active segmentation
saliency map
segmenting salient objects
…...
Select images
…...
Figure 1.2: A general computer vision system framework for object detection
According to the deﬁnition of the Pascal Visual Object Classes (VOC) challenge [51],
the purpose of object detection is to predict the locations of instances in a particular
object class, which are labeled by bounding contours. In this paradigm, the selected
features are required to be unaﬀected by partial occlusion and nearby clutters, noises
and changes in illumination, rotation, scale and common object variations in images and
3
also suﬃciently discriminative to identify speciﬁc objects among many others. In the
last decades, substantial eﬀorts have been made worldwide to ﬁnd such image features.
Most of the existing feature extraction technologies are based on pixel to object detection
strategies and ability to capture either global or local features. Although it is found that
they can achieve a high accuracy in images with low complexity of background and high
discriminative foreground, they are often inadequate to cope with cluttered real-world
images containing partially-occluded objects.
More recently, signiﬁcant advance in the knowledge of neural science has inspired com-
puter vision researchers to mimic human vision capabilities in the development of computer
vision technologies. Specially, derived from human visual attention model, saliency detec-
tion is found to be an eﬃcient method to distinguish foreground information from complex
background in real-world scenes [33]. Many diﬀerent visual attention models have been
developed to deﬁne saliency in images [22]. The saliency detection approaches can be
divided into three categories, i.e., bottom-up, top-down and integral bottom-up and top-
down models. Typical bottom-up approaches start from intrinsic cues, i.e., low-level or
mid-level image features, such as colours, intensities, textures, shape, edges and contour,
then segment the image into a number of regions based on their homogeneities in terms
of these image features and group or extend the regions by construction rules and then
evaluate by certain cost functions. Top-down approaches often involve a training stage to
learn category-speciﬁc object extrinsic cues and form the regions of interest by matching
models to the image features. The integral top-down and bottom-up methods incorporate
top-down priors into bottom-up models in order to further improve the detection precision
of objects with ambiguities and occlusion.
In these models, representative low-level and mid-level features are critical to pop out
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salient parts while clustering algorithms are important to the accurate saliency mapping
for object detection. A robust algorithm for the detection of salient objects under partial
occlusion needs to be not only able to obtain eﬀective and compact salient seeds and
integrate accurate saliency maps, but also general, capable of coping with variations of
objects and discontinuities of object boundaries, and adaptive to complexity of scenes
without or with minimum human interactions.
Traditional bottom-up models often use hand-designed low-level features, such as tex-
ture, color and direction and do not contain the feedback information from top-down factors
which would otherwise improve the performance of saliency maps. These models cannot ﬁt
variants of objects and backgrounds in complex scenes. In existing top-down models, it is
diﬃcult to deﬁne general top-down factors which are usually trained by category-oriented
datasets [176]. These top-down models are not adaptive to new objects or new scenes.
On the other hand, biological evidences have revealed the sparse coding strategy in
the receptive ﬁeld of human visual cortex [128]. Emmanuel et al. provided mathemati-
cal insights into sparsity properties in signals [32]. Since then, Sparse representation of
images has been recognized as a powerful tool in the ﬁeld of computer vision due to its
capability of capturing less redundant information. A number of possible applications
of sparse representation have been identiﬁed [114, 56, 171]. Among them, Wright et al.
adopted sparse representation in robust face recognition to cope with variations in images,
including occlusion [169]. Therefore, it is logical to believe that saliency detection and
sparse representation are two relative hierarchies for reducing redundant information and
maintaining suﬃciently discriminative features of objects [28]. Because of the relationship
between sparsity and saliency, the sparse and low-rank recovery would provide an approach
to distinguish salient foregrounds from cluttered backgrounds.
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However, there are still several queries for the above approaches to be adapted to
develop robust and eﬃcient algorithms for separating foreground from background in real-
world scenes. For instance, the principles of saliency and sparsity are not clearly deﬁned in
terms of computer vision. In addition, these approaches only incorporate low level visual
attention information and do not make use of high level context information for localization
of regions of interest containing target objects. High level information containing suﬃcient
context information, also known as top-down factors, may be the key to the successful
segmentation of object under occlusion from complex background in cluttered images.
On the other hand, while it is still a diﬃcult path from pixels to object recognition by
computer vision systems, data-based mathematical models hold great potentials to fun-
damentally reshape the approach to handle the above complexities, because it is believed
that these models are governed by a series of fundamental laws, as Barabasi pointed out
in [14]. The Low-rank and sparsity law inspires divide-factor-combine frameworks includ-
ing matrix and tensor decompositions [7]. In addition, Bayesian nonparametric models
provide a general approach to make use of more adaptive feature distributions to cope
with variations of objects in complex scenes [156]. However, their optimal model param-
eters for diﬀerent images can not be obtained simultaneously and the parameters are not
adaptive to new images with complex backgrounds. Furthermore, although it is believed
that high-dimensional features may constitute some beneﬁcial properties, no appropriate
model has been found to eﬀectively implement them for salient object detection. Nev-
ertheless, development of a robust system for object detection under partial occlusion in
natural images still remains a challenging issue in the ﬁeld of computer vision.
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1.2 Research questions
As aforementioned, signiﬁcant amount of partial occlusion and variability of both objects
and background occurring in real-world scenes impose great challenges on automated object
detection systems. To develop a robust object detection approach capable of handling these
problems, three major issues as follows need to be addressed:
• How to reduce redundant information of backgrounds and separate regions of interest
which have ambiguous boundaries with backgrounds for salient seed initialization?
• How to cope with the discontinuities of salient parts due to partial occlusion?
• How to implement a generalized object detection approach which is adaptive to
variations of objects and diﬀerent scenes?
More exactly, these issues can be divided into ﬁve sub-problems:
• What kind of novel bottom-up priors can be explored for more accurate and compact
salient seed initialization?
• Whether a bottom-up model based on a feedback framework is more eﬀective in
capturing higher level cues of the objects of interest for reﬁning integration of saliency
maps of the objects?
• What kind of top-down factors can be learnt and incorporated in a graph with sparsity
to generate eﬀective coarse labels (i.e., salient seeds) and refer accurate saliency maps
for the objects under detection in a more adaptive manner?
• Whether a BNP model can be modiﬁed to capture long-range spatial dependencies
in images represented by novel low-level features with optimal model parameters?
7
• Whether a tensor analysis method can be extended to take advantages of high-
dimensional features through the sparse and low-rank recovery for salient object
detection?
1.3 Aims
In this project, we aim to address the problems described in Section 1.2 in the development
of robust approaches to the detection of objects under partial occlusion in real-world scenes
through investigating new sets of low-level and mid-level features and incorporating these
features into novel bottom-up and top-down saliency detection models in low and high
dimensional feature spaces.
Speciﬁcally, we will explore a more compact and eﬃcient low-level feature represen-
tations, instead of using RGB or Lab sub-band images. New concept of mid-level cues
will be incorporated into a feedback graph-based bottom-up object detection algorithm for
optimization and integration of saliency maps.
Inspired by human visual attention mechanisms , we will also develop an integral ap-
proach to incorporate top-down visual factors into a bottom-up object detection approach
based on two conditional random ﬁeld (CRF) models with sparse graph and fully-connected
graph respectively to cope with discontinuities of the salient parts of objects due to partial
occlusion in complex scenes.
Furthermore, we will develop a Bayesian nonparametric (BNP) model with its optimal
parameters to semantically segment images into more extensive and meaningful regions and
cope with partial occlusion of objects and capture long-range dependences of the segments
for salient seeds.
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Finally, based on the belief that there are some good properties in high-dimensional fea-
ture spaces, we will develop a tensor analysis model to take advantages of high-dimensional
features for constructing salience maps where the redundant information is signiﬁcantly re-
duced and conspicuous spots (i.e., salient points) of target objects are highlighted in the
tensor space.
From the salient points identiﬁed by the saliency detection module, graph-based meth-
ods will be used to generate compact and accurate regions of interest. The performance of
these technologies will be analysed and compared with existing state-of-the-art approaches.
It is anticipated that the outcomes obtained from this project would provide a new
insight into building reliable system for object detection under partial occlusion in real
world scenes, which would beneﬁt a wide range of applications. Furthermore, the knowl-
edge learnt from saliency map detection methods may also contribute to visual attention
research.
1.4 Contributions
This thesis has investigated new sets of low-level and mid-level features, both designed and
learnt, and incorporated these features via bottom-up and top-down saliency detection
models in low and high dimensional feature spaces. These algorithms can be used for the
detection of objects under occlusion in real-world scenes with improved performance. The
contributions of this thesis are as follows:
1. In Chapter 3, we produce a more compact and eﬃcient space for a color image by
transferring it into a hierarchical sequence of images with salient parts highlighted
in diﬀerent sub-images according to colour distance transformation and self-adaptive
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selection of entropy. Then, diﬀering from existing approaches using RGB or Lab
sub-band images directly, we develop a self-adaptive selection algorithm based on
the pattern of the diﬀerential distributions of entropies in the hierarchical sequence
of images to extract most representative sub-images as low-level features where the
repeated patterns in cluttered back-grounds are regulated and salient parts remained.
Furthermore, diﬀering from other features, such as texture, color, intensity, contrast
or histogram, which are not distinguishable in complex background, we incorporate a
novel concept of mid-level cues — rare shape from multi-scale contours of superpixels
with the largest deformation in the selected sub-images into a bottom-up salient
object detection model for salient seed initialization.
The bottom-up model is realized by implementing a modiﬁed manifold learning al-
gorithm to integrate salient seeds and local information in the hierarchical sequence
of images for ﬁnal saliency maps.
The experimental results demonstrate that the proposed bottom-up model outper-
forms the existing state-of-the-art approaches in the saliency detection on both simple
and complex scenes.
2. In Chapter 4, an integral bottom-up and top-down model is explored to incorporate
top-down factors into a bottom-up model to cope with variations of objects, discon-
tinuities of salient object boundaries due to partial occlusion, make it adaptive to
diﬀerent scenes. In this algorithm, the top-down factors break down the otherwise
diﬃcult vision problem into manageable sub-problems, i.e., extrinsic priors and in-
terior priors, which are learnt by two consecutive conditional random ﬁeld (CRF)
models in a general way. The extrinsic priors are based on the assumption of channel
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consistency in the hierarchical sequence of images and learnt by a modiﬁed global
conditional random ﬁeld (CRF) model with sparse graph. The global CRF model is
trained on the appropriate dataset, and a coarse foreground-background segmenta-
tion of a new image can be obtained by the learnt global CRF model. The interior
priors are extracted by a local CRF model with fully-connected graph based on the
three selected sub-images and coarse segmentation for reﬁning object detection. The
ﬁnal saliency maps show that the discontinuous parts of objects caused by occlusion
are connected and spatial long-range dependencies of salient objects are captured. In
addition, this integral approach is generalized and able to adapt to diﬀerent detection
tasks and diﬀerent scenes without the need for categories of target objects. It is also
capable of dealing with variations of objects and fast since constant parameters of
the local CRF model are suﬃcient enough.
3. Although results of foreground-background segmentation as mid-level cues are useful
for saliency detection in graph-based frameworks, the foreground-background as-
sumption is biased if there were more classes of objects in complex scenes, therefore,
Chapter 5 extends the contributions of Chapters 3 and 4 by developing a Bayesian
nonparametric (BNP) algorithm to semantically cluster superpixels from the selected
sub-images into meaningful regions as mid-level cues for salient seed initialization.
This BNP model can model power law distributions of the 4-D rare shape and ap-
pearance features of superpixels by the Chinese restaurant process, and the number
of semantic regions is adaptive to the complexity of image contexts while long-range
similar salient parts are clustered as the same segments. As salient seeds, the re-
sulted semantic segments are taken into a manifold learning model to generate ﬁnal
compact saliency maps.
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The experimental results show that the semantic segmentation by the proposed BNP
model is more suﬃcient than foreground-background segmentation in terms of ex-
tracting salient seeds. In addition, the rare shape and appearance features of su-
perpixels follow power law distributions generated by the CRP process because the
selected sub-images are more compact than colour images.
4. Chapter 6 explores a tensor analysis approach to take advantages of high dimensional
features for salient object detection, based on the belief that there are some good
properties in high-dimensional spaces useful for object detection. In this approach,
a tensor is used to represent the hierarchical sequence of images, and assumption
of similarity and variability between neighbouring channels is modelled by a tensor
analysis approach to decompose the tensor into factors and associated factor loading.
Then a sparse and low-rank tensor recovery method is used to rebuild the background
tensor and recover the new sub-image tensor. Simple binary maps from the recovered
sub-images can generate mid-level cues, and a manifold learning method is used to
derive accurate saliency maps. This method employ the tensor decomposition to
analyze high-dimensional features for object detection in complex scenes while other
sparse and low-rank matrix recovery approaches are used for detecting objects in
clean backgrounds.
1.5 Thesis Outline
The chapters of this thesis reﬂect the contributions stated in Section 1.4. The thesis
contains seven chapters. The rest of the thesis is structured as follows:
Chapter 2 reviews the background and related ﬁelds this thesis is built upon. Con-
12
ventional object detection approaches and latest development in computer vision systems
are discussed in the areas of object detection, saliency detection, feature representation
and feature clustering. The discussion then highlights the importance of bottom-up mech-
anism, top-down mechanism and their integration that are used for saliency detection. The
discussion continues on low-level and mid-level feature descriptors and their feature selec-
tion which are used as alternative representations of the original data for diﬀerent problems
in object detection algorithms. This chapter will also discuss sparse coding methods for
sparse and low-rank recovery algorithms.
Chapter 3 presents a bottom-up approach to object detection in crowded and cluttered
scenes through exploring saliency detection methods to regularize the repeated background
patterns and maintain the spatial salient parts in cluttered environments for salient ob-
ject detection from three perspectives, including transforming original images into more
compact and distinctive representations as low-level features, making use of a set of novel
mid-level cues and improving manifold learning models for saliency integration. A seven-
stage algorithm is used to deal with the diﬀerent levels of the vision problems from low-level
features, mid-level cues to high level vision responsible for labelling salient objects.
Chapter 4 presents a generalized integral top-down and bottom-up saliency detection
approach, which divides the top-down factors into extrinsic priors and interior optimized
graphs which are learnt for saliency detection in a general way, respectively. This chapter
extends the algorithms presented in Chapter 3 even further. A two-stage algorithm is used
to extract extrinsic priors and optimize interior graphs based on the coarse foreground-
background segmentation as mid-level cues.
Chapter 5 presents a novel approach to derive more unique and compact saliency maps
through adaptive semantic segmentation of images from superpixels, extracting the mid-
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level cues from all semantic segments, capturing long-distance dependencies of the segments
and linking the segments with their saliencies through a manifold learning approach. This
object detection algorithm is expected to be adaptive to diﬀerent datasets.
Chapter 6 presents a tensor analysis method for exploring how to organize salient parts
in the tensor space. A ﬁve-stage approach is developed. The ﬁrst stage is to represent high-
dimensional sub-images by a tensor to preserve natural structures in images. The second
stage is to make use of tensor decomposition to reduce unnecessary redundancy in all
of high-dimensional sub-images simultaneously with attempt to obtain globally optimal
features and improve the robustness of object detection. The third stage is to reconstruct
backgrounds in sub-images by tensor low-rank approximation while the fourth stage is to
recover a sparse tensor as new sub-images. The ﬁfth stage is to incorporate a manifold
learning model for the integration of saliency maps based on the new recovered sub-images.
Chapter 7 concludes the thesis, summarises the contributions and proposes future
research.
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Chapter 2
Literature Review
In the literature review, some conventional and newly emerging object detection approaches
will be reviewed. Human visual attention model, more speciﬁcally, bio-inspired object
detection models, are also introduced so that the mechanisms of human object perception
and detection can be better utilized to develop an automatic computer vision system.
Then, the latest development and state-of-the-art technologies in the processing chain in
an object detection system will be reviewed. Special focus will be put on saliency detection
and Bayesian nonparametric models (BNP) for detection of objects under partial occlusion
and with ambiguities.
Depending on whether feature vectors are obtained from intrinsic cues or extrinsic
cues, existing approaches to object detection can be categorized into bottom-up, top-down
and their combination. Bottom-up approaches start from intrinsic cues, i.e., low-level or
mid-level image features, such as colours, intensities, textures, shape, edges and contour,
then segment the image into a number of regions based on their homogeneities in terms
of these image features and group or extend the regions by construction rules and then
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evaluate by certain cost functions. The main diﬃculties of these bottom-up approaches are
that an object may be over or under segmented, where some of segments of objects may
merge into its background or many false boundaries are retained in the foreground, due
to occlusion or ambiguity of objects and backgrounds. In addition, bottom-up approaches
usually need much more eﬀorts in searching and grouping to keep consistency in low level
image segmentation.
Top-down approaches often involve a training stage to learn class-speciﬁc object ex-
trinsic cues and form the regions of interest by matching models to the image features.
Although top-down approaches can quickly drive attention to promising hypotheses, the
main diﬃculty in this approach stems from the large variability and ambiguity in the
shape and appearance of objects within a given class. They are prone to produce many
false positives when features are locally extracted and matched. Features within the same
region may not be consistent with respect to low-level image segmentation. Consequently,
the segmentation may not accurately delineate the object’s boundary. These diﬃculties as
well as evidences from human vision attention mechanisms, suggest that object recognition
facilitates segmentation.
The third category of approaches combining top-down and bottom-up methods have
become prevalent because they take advantage of both intrinsic and extrinsic cues of the
object (e.g., contextual cues). The complementary information from low level to high-level
information of object has been extensively explored to improve the detection precision of
objects under partial occlusion and with ambiguities.
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2.1 Object detection
Many segmentation approaches are inspired by human visual attention models to eﬃciently
distinguish regions of interest (ROI) from background through saliency detection. Com-
pared to visual attention in neurobiology, the term saliency maps was introduced by Itti et
al. [75], and it is called saliency detection to look for saliency maps in images. In contrast
to saliency detection, background subtraction provides a diﬀerent approach to obtain ROI.
2.1.1 Image segmentation
A great number of segmentation algorithms explore local or global features in images, such
as brightness and colour, followed by strategies of clustering and merging these features for
segments. Vast methods pursue the consistency of low-level features by variational meth-
ods [119] or level sets [117]. In contrast, some researchers argued that simple low-level
features cannot converge to correct segmentation, and another category of algorithms are
proposed to group local cues by hierarchical strategies [151, 144]. Furthermore, Arbelaez
et al. [11] argued that segmentation should be related with contour explicitly, and pro-
posed a uniﬁed approach including more sophisticated contour detector [10] and transform
methods to integrate contours based on diﬀerent priors [116, 10, 11]. Contour and junction
cues as important segmentation priors are detected based on spectral clustering [116], and
the results are further constructed into hierarchical regions [10, 11]. In these methods,
multi-scale cues are deﬁned to group contours in diﬀerent coarse scales which are subject
to the scale parameters. In short, these methods pay more attention on high-quality con-
tours and coarse hierarchical structures in images. Another trend is to make use of the
hierarchical prior through multi-scale feature representations [140] within diﬀerent learning
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models [141, 172, 108]. Although learning results can ﬁgure out the problem of diversities
in complex scenes to some extent, it is diﬃcult to extend models for more uncertainty
in images. Inspired by graph-based methods, more optimization approaches are used to
obtain compact shapes [101, 158]. Although the method [101] works well when objects are
compact enough, the contour closure is usually interfered by complex backgrounds. In the
graph-cut method [158], the assigned initial seeds are vital for the detection results. Kim
et al. proposed cosegmentation algorithms to rank and cluster superpixels into semantic
regions in graphs [88, 87]. These methods treat the semantic segmentation as graph op-
timization by a submodular function [88] or tree structure inference [87]. Although these
cosegmentation algorithms can segment natural images without specifying seeds, they need
to assign the cluster numbers and build sparse graphs. A ﬁxed cluster number is not ﬂex-
ible to deal with both simple and complex scenes, and a sparse graph is diﬃcult to model
long-distance dependencies in images.
According to the above description, there are two interesting evolutions for segmenta-
tion algorithms. Firstly, edge features are treated as representations with hierarchical struc-
tures for further applications, such as object detection and semantic segmentation [87, 158].
Secondly, constraints between optimal parameters and images are relaxed by grouping pri-
ors in diﬀerent layers [11, 172].
However, these methods cannot handle challenges of partial occlusion and variability
of objects in real-world scenes for object detection. Firstly, it is diﬃcult to develop ef-
fective contour detectors like that in the paper [10] for high-quality contours in complex
environments. Secondly, contours, as low-level features, are not enough to segment relative
parts of an object based on diﬀerent priors, because contours are subject to object bound-
ary discontinuities and ambiguity caused by partial occlusion. Thirdly, existing clustering
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approaches, which usually ﬁx the number of clusters, are not adaptive to the complexity
of image contexts in natural environments. Meanwhile, it is also necessary to pave new
ways to explore whether ﬂexible number of clusters beneﬁt object detection in complex
environments. Fourthly, although initial seeds are of importance for object detection, it is
still lack of a general way to calculate such seeds from images. Fifthly, neither bottom-up
priors nor top-down priors relative to object detection were clearly discussed although some
papers [116, 10, 11] make use of them to group contours.
2.1.2 Background subtraction
Due to the arbitrary boundaries between foreground and background, background sub-
traction is another paradigm to separate unexpected objects from the expected scene.
Generally speaking , main issues in this paradigm include Time of the day (TD), Light
switch (LS), Bootstrapping (B), Camouﬂag (C), Foreground aperture (FA), Moved back-
ground objects (MO), etc [24]. In order to settle the above issues, so many approaches are
proposed to make use of spatial information, such as per-pixel approaches, region-based
algorithms, or make use of temporal variability between frames [44]. Two kinds of models
are popular. The ﬁrst category is clustering approach, such as Kmeans and codebook [25],
and the second one is based on statistical background information. In codebook algo-
rithms, it is of vital importance to construct a codebook for each pixel in the background
through training. In order to deal with the problem of illumination variations, Kim et al.
proposed to build a codebook through a training sequence of N RGB-vectors [90], in which
only local spatial context involves in the codebook. Wu and Peng introduced a methods
to construct spatio-temporal codebook by Markov random ﬁeld (MRF) [170]. However,
these methods are still restricted to local information. Much more algorithms model the
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background within a statistical framework, such as Gaussian mixture model, Kernel den-
sity estimation and Principal component analysis (PCA) . In a Gaussian mixture model,
the distribution of selected feature Xt is described by the following formula [25].
P (Xt) =
K∑
k=1
ωi,tη(Xt, μi,t,Σi,t) (2.1)
where K is the number of distributions, ωi,t is a weight associated to the ith Gaussian at
time t with mean μi,t and standard deviation Σi,t, and η is a Gaussian probability density
function. The feature in each pixel is characterized by a mixture of K Gaussians with
K weights ωi,t in time t, and parameters are initialized by an Expectation Maximization
(EM) algorithm or a faster Kmeans algorithm. The performance of this kind of adaptive
methods is related to parameters, and called parametric models consequently. Kernel den-
sity estimation gives a nonparametric density of the background in N frames via averaging
the eﬀect of a group of kernel functions at each pixel as follow [91].
pij(x) =
1
|S|
∑
s∈S
K(s− x) (2.2)
where pij(x) is a nonparametric density estimate of a pixel in point (i, j), K is a kernel
function for approximating the distribution of each pixel in images, and S is a set of pixel
values contributing to the estimate of background. Although the kernel density estima-
tion is nonparametric, the kernel function K(s − x), which determines the performance
directly, is not suitable to blur boundaries between foreground and background. Principal
component analysis methods try to model the background in an eigenspace [17].
I ′t = Φ
T
MBt + μ (2.3)
where ΦM is a rectangular matrix constructed by M eigenvectors with the largest eigen-
values, Bt is the result of projecting an input image It onto the M -dimensional subspace
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ΦM , μ is the mean of N -frames long training image sequence, and I
′
t is the reconstructed
result of the image It. Unfortunately, the M -dimensional subspace Bt is often not sparse
to describe the dynamic background although incremental PCA solutions are used to deal
with the drawback.
Background subtraction proposed another paradigm to segment foregrounds from back-
grounds. However, there are at least four problems in the above methods. Firstly, codebook
algorithms are diﬃcult to model general top-down priors for dealing with amount of partial
occlusion and variability of foregrounds and backgrounds in real-world scenes. Secondly,
the statistical background information from simple images may not work well in dynamic
backgrounds. Thirdly, the coarse segmentation between foregrounds and backgrounds in
complex environments is not fully explored as mid-level cues for object detection. Fourthly,
the kernel density estimation in [91], as a nonparametric method, is not well developed.
2.1.3 Some visual attention principles in neural science related
to computer vision
The interdisciplinarity of visual attention attracts interest of researchers from psychology,
neurobiology and computer science. However, the concepts of diﬀerent in ﬁelds are confused
because of diﬀerences in the vocabularies used in the corresponding ﬁelds . In order to
develop an eﬀective and eﬃcient automatic object detection approach, it is paramount to
clearly deﬁne the original concepts of several common heuristic principles from Human
Visual System (HVS).
Visual attention model is deﬁned as the mechanism in the brain which determines how
to focus resources on a visual object of most interest at a time [55]. Bottom-up attention
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mechanism is explained as low-level image features, such as colour, motion, orientation,
length and spatial frequency, which could guide the visual attention. The role of intensity
is still unclear [55]. Top-down attention mechanism is expressed as the visual attention
that is inﬂuenced by cognitive factors, such as prior knowledge, expectations and current
tasks [55]. Baluch and Itti discussed possible top-down priors as characteristic neural
signatures in diﬀerent brain regions [13].
According to the experiments from various ﬁelds, the properties of visual attention are
generally concluded as follows [55]:
• Covert on overt attention of eye movements.
• Neurons give enhanced responses when a stimulus in their receptive ﬁeld matches a
feature of the target.
• A highly salient region attracts the focus of attention regardless of the task.
• Conjunctive search.
• Eccentricity eﬀect.
• Search asymmetries.
• Feature integration theory: diﬀerent features are registered early, automatically and
in parallel across the visual ﬁeld, while objects are identiﬁed separately later.
In the last three decades, many computational attention models are built on the above
psychological and neurobiological concepts. In the following subsection, computational
models will be paid more attention.
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2.1.4 Saliency detection
Principles in the primate visual cortex are frequently reviewed to further advance computer
vision research with the help of cognitive foundations [55, 33, 96, 54], and these principles
as priors inspire several saliency detection models [76, 60]. Recently, substantial works
on salient object detection beneﬁt from a few eﬃcient priors, such as center prior, global
contrast, background prior, and so on.
The center prior following the center-surround mechanism in the retina emphasizes
that salient regions spatially locate around the image center. As one of high-level priors,
the center prior is realized through a Gaussian distribution of the distances of all pixels to
the image center, and whole saliency maps are enhanced by the uniﬁed center prior [150].
In contrast, distances of all pixels in a superpixel to the image center are calculated by the
Gaussian falloﬀ weight to deﬁne the spatial neighbourhood of superpixels [79]. Diﬀering
from the aforementioned two methods, Peng et al. take the center prior as a factor to
generate a 6-layer index tree structure for an image in the preprocessing step [133]. Fur-
thermore, as a top-down approach, the center prior is embedded into a PDE formulation
for learning model parameters [110].
The global contrast prior takes regions of interest (ROI) as spatial uniqueness globally
contrasted with the backgrounds in images. Generally, there are two steps to generate
saliency maps from the global contrast prior, which are homogeneous element distribution
and eﬃcient global feature descriptors. In an interesting work [134], saliency ﬁlters describe
superpixels by Lab colour and position features, and the global contrast prior is realized by
several Gaussian distributions to enhance colour and position uniqueness. Global texture
features are statistically selected from a set of local textural feature representations, then
the uniqueness of aforementioned global textural characteristics is analysed in a graphical
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model [147]. Cheng et al. globally abstract an image based on colour histogram bins
using Gaussian Mixture Models (GMM) to capture homogeneous representation [36]. It
is evident that global feature descriptors have shifted from low-level features to mid-level
features to make use of the global contrast prior.
The background prior assumes that background regions are usually apt to connect with
image boundaries and form large homogeneous regions compared with regions of interest
(ROI). An undirected weighted graph G = (V , E) is built based on image patches and a
virtual background node. V and E represent nodes and edges in the graph G respectively.
The saliency weight of each image patch is deﬁned as the geodesic distance from the
patch node to the background node on the graph G [168]. Yang et al. construct a graph
with superpixels as nodes, and the nodes on the four sides of images are taken as the
background prior to optimize edge weights on the graph [175]. In the work of Zhang et al.,
a colour image is decomposed into multiple Boolean maps, on which background regions
connected to image boundaries are masked out by the Flood Fill algorithm [178]. As the
description about background regions in the aforementioned approach is not robust, Zhu et
al. propose an accurate method to deﬁne the background prior as boundary connectivity
through quantifying the ratio of a boundary’s perimeter to the overall perimeter of the
image patch [182].
In the sparsity prior [150, 147], salient regions are regarded as sparse noises in a feature
space. Shen et al. represent local regions of an image by 57-dimensional features which are
transformed into a more compact space by the top-down method, and the feature matrix
is then decomposed into a low-rank matrix and the sparse matrix by Robust PCA [150].
Another approach incorporates local textural features into a few globally representative and
sparse features to characterize the statistical textural sparsity in a graphical model [147].
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Alex et al. deﬁne the objectness prior over classes as a generic measure of salient
objects [6]. Similar to the work of context-aware saliency which follows four basic principles
from human visual attention [60], Alex et al. also propose three general properties to
measure the probability of a region containing a complete object, which are a spatially
closed boundary, a special appearance from backgrounds and salient uniqueness. From a
few low-level cues including multi-scale saliency, colour contrast, edge density, superpixels
straddling, location and size, the objectness is deﬁned as the posterior probability of fusing
low-level cues in a Bayesian framework. Jiang et al. incorporate the objectness prior in
their work to guarantee the detected salient regions are complete [80].
As the salient regions are usually in-focus, some researchers measure the in-focus/out-
of-focus eﬀect as the focusness prior for saliency detection. Many existing methods are
often straightforward to make use of diﬀerences between sharpness and blurness in a spatial
domain or bandpass ﬁlters in a frequency domain. In the spatial domain, there are more
sharp edges within in-focus regions. Rosin combines edge detection, threshold decomposi-
tion and the distance transform together to detect salient regions as the edge density can
reﬂect the focusness in images [142]. Another set of approaches are to model the defocus
blur with the point spread function (PSF) which is usually approximated by a Gaussian
kernel [183, 80]. Diﬀering from Rosin’s work, these methods make use of the ratio of gradi-
ents between an original image and the re-blurred image because it is believed that in-focus
regions are less aﬀected by re-blurring than out-of-focus regions. Compared with blurred
regions, there are more high frequency components in sharp regions. Therefore, after an
image is transformed by the discrete cosine transform (DCT), then a series of bandpass ﬁl-
ters applied to the image can detect in-focus regions with higher harmonic variances [103].
Recently, this method is also adopted to detect in-focus regions in light ﬁeld images [105].
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Focusness estimation in light ﬁelds is an implicit method of making use of depth cues in
the stereoscopic contents, while an explicit way is to make use of the depth prior captured
by the Kinect camera. Some researchers have explored to model eye ﬁxation in real 3D
environments [98, 45].
In order to evaluate the performance of saliency detection models, the popular quan-
titative method is to compare saliency maps with ground truth including both human
ﬁxation data and object regions labeled by humans as shown in Figure 2.1.
Figure 2.1: Top: projecting ﬁxation data of 15 viewers to images by convolving a Gaus-
sian over the ﬁxation locations of all viewers [83]. Bottom: MSRA1000 salient object
dataset [111].
With the two kinds of ground truths in Figure 2.1, several metrics are adopted from
diﬀerent perspectives to compare saliency maps with ground truth. If saliency maps are
regarded as probability distributions, Kullback-Leibler (KL) divergence is used to measure
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dissimilarity between distributions of saliency maps and human ﬁxation data.
KL =
1
2
K∑
k=1
(Hk log(
Hk
Rk
) +Rk log(
Rk
Hk
)) (2.4)
The KL divergence is the relative entropy of histograms between a ﬁxation location
Hk and a random point Rk in a saliency map, and k means the kth point . Higher KL
divergence indicates better prediction of models [74]. If a saliency map is treated as the
result of a binary classiﬁer, Area Under the Curve score (AUC) and Receiver Operating
Characteristic (ROC) are used to assess the performance . ROC is a popular method to
measure a binary classiﬁer algorithm, and larger area under the ROC curve indicates that
the saliency map is more consistent with the ground truth [22].
We have reviewed several state-of-the-art priors for saliency detection inspired by hu-
man visual attention principles, and there are two problems in above approaches . Firstly,
existing methods originated from these priors are not developed to deal with objects with
partial occlusion. Secondly, few of these methods can model the top-down mechanism ef-
fectively. In order to resolve these problems, representative features are of vital importance
to develop new methods.
2.2 Feature representation
As aforementioned, integrating top-down models with bottom-up models would enable a
more comprehensive and sophisticated saliency detection since they are complementary
to each other. Learning prior knowledge based on discriminative features of objects from
datasets, is a promising approach to obtain top-down factors in saliency detection, while
sparse representation provides a new perspective to separate salient objects from low-rank
backgrounds. In this subsection, various feature and feature extraction approaches will be
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introduced in order to learn the prior knowledge, i.e., top-down factors, from a dataset.
2.2.1 Feature extraction
The existing image features extracted from image pixels used by top-down and bottom-up
models for object recognition fall into two categories, i.e., global features and local features,
in which typical features would be introduced respectively. These features could be chosen
for sparse representation.
2.2.1.1 Global features
In an image, global features are referred to the most direct features of an appearance such
as intensity or colour at each pixel. In order to extract global features, three typical global
feature descriptors are reported for object appearance in the literature, including Gabor
Wavelet descriptor, Colour descriptors and GIST descriptor.
The Gabor Wavelet descriptor originates from Gabor wavelets, which are a complex
exponential modulated Gaussian and exhibit desirable characteristics of spatial locality
and orientation selectivity [109]. Since Gabor wavelets have a low-frequency complex
exponential component with few signiﬁcant oscillations perpendicular to the large axis of
the wavelet and their kernels are similar to the two-dimensional(2D) receptive ﬁeld proﬁles
of the mammalian cortical simple cells, Gabor Wavelet descriptor is well suited for the
detection of directional features [154]. Colour descriptors are referred to colour invariance
descriptors, such as colour-SIFT, RGB histograms [164]. Although most information in
an image can be represented in grey scale and majorities of this category of algorithms
transform colour images into grey scale, it is very necessary to explore the distinctiveness
of colour information in images. GIST descriptor is a global representation that divides
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the image into cells, such as 4 × 4 grids with each cell recording orientation histograms
computed from Gabor or steerable ﬁlter outputs. GIST has been found to be especially
valuable as a holistic representation for scene categories [48].
Most of these global features lead to recognition approaches relying on comparison of
entire images or entire image windows. By comparing global features in entire images or
selected image windows, global recognition approaches can learn global object structures in
images. However, they cannot cope well with partial occlusion, strong viewpoint changes,
or deformability of objects. In addition, the dimension of these global features is usually
high, so dimension reduction is essential to obtain more compact representations of the
key appearance attributes [162].
2.2.1.2 Local features
Unlike global features, local features allow the algorithms to ﬁnd repeatable local struc-
tures in images and to encode them in a representation which is robust to variation in
images, such as rotation, scaling, blur, occlusion and brightness change. Local features
would be more advantageous when used in the task of speciﬁc object detection. Gener-
ally, there are two issues involved in the extraction of local features, including detectors
and descriptors. Seven kinds of commonly used detectors are found in the literatures, in-
cluding Harris-Laplace Detector, Hessian-Laplace Detector, Laplacian-of-Gaussian (LoG)
Detector, Diﬀerence-of-Gaussian (DoG) Detector, Fast Hessian Detector, Maximally Stable
Extremal Regions and Dense sampling.
In contrast to the above methods, which progressively add invariance levels around key-
points, Maximally Stable Extremal Regions (MSER) starts from a watershed segmentation
. Then it extracts homogeneous intensity regions over a large but stable range. Finally,
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Maximally Stable Extremal Regions with complicated contours are obtained. Furthermore,
Dense sampling method samples pixels in multiple scales and multiple octaves, and the
default sampling rate is on point for every 10 pixels. Dense features ensure that the object
has more regular coverage. However, it is also memory and computation intensive, with
much of the computation being spent on processing relatively featureless regions.
The above detectors have been used in diﬀerent applications. If the amount of computa-
tions is not sensitive, the dense sampling is an option. However, if precisely localized points
are of importance to applications, Harris-Laplace Detector and Hessian-Laplace Detector
can be chosen. Furthermore, LoG and DoG detectors are used to look for scale-invariant
regions with blob-shaped structures, and the MSER detector is usually used to cope with
aﬃne covariant regions.
Once a set of interest regions has been extracted from an image, their content needs to
be encoded in a descriptor that is suitable for discriminative matching. Many SIFT-style
descriptors have been developed. PCA-SIFT maps gradient ﬁeld instead of quantization
to a vector [85]. FIND [66] is another variant of SIFT, which is enable with ﬂip invari-
ance. RIFT is another variant of SIFT to obtain a complementary representation of local
appearance of normalized patches [99]. SURF shares the same partition scheme as SIFT.
However, in each block, instead of generating histogram on gradients, SURF aggregates on
Haar wavelets of diﬀerent channels while box ﬁlters are exploited for speed eﬃciency [16].
Summarizing the above local features, although SIFT-style descriptors are proved to
be eﬀective in many applications, some intermediate features, such as Frequent Local
Histograms [53], are proposed to cope with more complex images, to which global feature
descriptors should be heuristic.
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2.2.2 Feature selection
Feature selection becomes the focus when there are a large number of variables in fea-
tures, and it can improve the performance of learning algorithms by changing the high
variable correlation [67]. Generally, there are three methods for feature selection including
wrappers, ﬁlters and embedded methods. Andew et al. found logistic regression with L1
regularization is useful to select sparse features with logarithmical computing complex-
ity [125]. This method is adopted by Farhadi et al. to select features for attributes [52].
Mutual information is also used to measure redundancy among features to select the best
subset of the original feature set for classiﬁers [50]. However, it is necessary to note that
original features often outperform any of selected ones, so feature selection is just used in
learning algorithms in which computational cost is sensitive [84].
2.2.3 Sparse representation
Sparse representation beneﬁts from the sparse property of signals, which are derived from
compressed sensing [49]. Researcher also found the sparse coding strategies in human
visual cortex [129]. Sparsity should be favored as a model of sensory signaling for at least
two reasons.
• Sparse coding is a strategy of the mammalian visual cortex in response to natural
images, which can produce a sparse distribution of output [129].
• Natural images are statistically redundant.
The notion of sparsity can be recognized from both sparse coding in the visual cortex
and the signal processing perspective. Olshausen et al. proposed that sparse coding is a
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strategy employed by visual cortex to ﬁnd sparse structure in images [129], and also pro-
vided some quantitative evidences about sparsity in the visual cortex. However, Simoncelli
et al. doubted any quantitative model that relates neural processing with environmen-
tal statistics [153]. Then Olshausen et al. focused on exploring the relationship between
sparsity and receptive ﬁelds [130]. They believed that an overcomplete representation of
the state space could reveal higher level sparsity among neuron. Hence the higher level
structures in images could be found in this overcomplete representation.
From the perspective of signal processing, the problem of sparsity is to look for an
approximate solution for an underdetermined linear equation , which is deﬁned as a general
optimization problem (PJ) in Eqn. 2.5.
(PJ) : argmin
x
J(x) subject to b = Ax (2.5)
It is regarded as an extension of the classical wavelet framework, in which bases are adapted
to natural signal. It is a problem to choose J(x) to make this optimization problem to be
convex. Here J(x) is deﬁned as Eqn. 2.6.
‖x‖pp =
∑
i
|xi|p (2.6)
As shown in Figure 2.2, it is a convex optimization problem with the norm p ≥ 1. Many
researchers have tried to resolve the optimization problem. In the early days, Matching
Pursuit (MP) is introduced to decompose signals into waveforms from a redundant dictio-
nary [118]. It is regarded as a Greedy algorithm with iteration steps. However, in Matching
Pursuit, it is not sure when the iteration would stop if it chooses wrongly in the ﬁrst few
iterations. Basis Pursuit (BP) is another method which ﬁnds overcomplete dictionaries
by convex optimization [34]. Instead of just representing signals as superpositions of si-
nusoids, the overcomplete dictionary could contain stationary wavelets, wavelets packets,
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Figure 2.2: The intersection between lp-ball [49].
cosine packets, chirplets, and so on. The principle of Basis Pursuit transforms the above
problem to a l1-norm minimization problem as Eqn. 2.7.
(P1) : argmin
x
‖x‖1 subject to b = Ax (2.7)
In spite of the above diﬀerent opinions about eﬃcient coding, Donoho kept on looking
for some solution of underdetermined linear equations, not only the l1-norm minimization,
but also the l0-norm minimization [47]. This method is related to Topology. In addition,
The K-SVD method is proposed to design overcomplete dictionaries based on a set of
training signals [4]. Emmanuel et al. proved that a kind of Total-Variation regularization
problem can be solved to recover signal from incomplete and inaccurate measurements [32].
The problem is described in Eqn. 2.8.
argmin
x
‖x‖TV subject to ‖Ax− y‖2 ≤  (2.8)
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where TV means a Total-Variation regularization problem, and it is represented as a 2-
norm optimization problem with a perturbation .
This method provides novel insights into sparse coding. Furthermore, Emmanuel gave
a more precise deﬁnition of the Uniform Uncertainty Principle (UUP), and proved that it is
obeyed by many ensembles including the Gaussian Ensemble, the Binary Ensemble, and the
Fourier Ensemble, which are always used to construct dictionaries for sparse representation.
Lee et al. formulated sparse coding as a combination of two convex optimization problems
and presented eﬃcient algorithms for each [100]. Here sparse coding is treated as an
unsupervised algorithm, by which input data can be represented succinctly using a small
numbers of basis, so it is a more abstract representation for images than the pixel intensity
values. In order to make overcomplete dictionaries more coherent to tasks, more top-
down factors are imposed to the process of training overcomplete dictionaries. Marial et
al. proposed to make use of supervised sparse estimation in graphs [115], tree-structured
sparse regularization [78], and prior knowledge of tasks [113].
By now, sparse representation associated with constructing overcomplete dictionaries
is a promising technology to capture the sparsity in images, which has been successfully
applied to colour image restoration, face recognition, image denoising, segmentation, and
so on. However, it is still diﬃcult to identify whether new images are coherent to the
overcomplete dictionary theoretically.
Saliency map is intuitively related to the low-rank matrix and sparse noise from the
perspective of matrix decomposition or matrix completion. Emmanuel et al. transformed
the problem of recovering the low-rank and the sparse components to a convex program
which can be solved by Principle Component Pursuit under some suitable assumptions [31].
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Given a large data matrix M , it may be decomposed as Eqn. 2.9.
M = L0 +N0 (2.9)
where L0 is a low-rank component and N0 is a small perturbation component. Then
Principal Component Analysis (PCA) is used to seek some estimate of L0 by solving
Eqn. 2.10.
(P2) : argmin‖M − L‖2 subject to rank(L) ≤ k (2.10)
Singular value decomposition (SVD) can be used to solve the problem eﬃciently, especially
when the noise N0 is small and independent and identically distributed (i.i.d.) Gaussian.
Then a relaxation method transforms Eqn. 2.10 to be a tractable problem if ‖M‖∗ :=∑
i σi(M) denote the nuclear norm of the matrix M . For example, let ‖M‖1 :=
∑
ij(Mij)
denote the l1-norm of M , Eqn. 2.10 can be rewritten as Eqn. 2.11.
argmin‖L‖1 + λ‖S‖1 subject to L+ S = M (2.11)
The low-rank component L0 and the sparse component S0 can be recovered by solving
Eqn. 2.11 through the Principal Component Pursuit (PCP) estimation. In the scope of
low-rank matrix recovery and completion via convex optimization, many algorithms are
proposed. An eﬃcient singular value threshold strategy is introduced by Cai et al. to
get low-rank solution for recovering a large matrix with convex constraints [29]. David
recovered low-rank matrix from randomly selected basis [63]. Koltchinskii and Vladimir
estimated low-rank matrix from the perspective of entropy [93].
Recently, more and more high-dimensional data are available in many computer vision
applications. This kind of divide-factor-combine framework (e.g., matrix decomposition)
is extended as overcomplete latent variable models in which the number of hidden compo-
nents exceeds the dimensionality of the observed data. Tensor decomposition algorithms
35
are used to exploit a certain tensor structure in their low-order observable moments [7].
Consequently, except for matrix decomposition algorithms, tensor decomposition is also a
promising approach to saliency detection.
2.3 Feature clustering
Clustering is of vital importance for saliency detection. For example, as a popular low-level
feature, superpixels are generated by mean-shift clustering [150] or Kmeans clustering [2].
As the discussion in Subsection 2.1.1 and 2.1.2, cluster algorithms with ﬂexible number of
clusters have not yet been well developed for object detection in complex environments.
Diﬀering from conventional cluster algorithms, Bayesian nonparametric models can be
used to connect global spatial information and local features to deal with partial occlusion.
Bayesian nonparametric (BNP) models are generally described as follow.
p(G|x) ∝ p(x|G)p(G) (2.12)
where G is a general stochastic process in an inﬁnite parameter space. Compared with
classical Bayesian models with a speciﬁc parameter space, BNP models are adaptive to
ﬂexible data structures. Stochastic process is the key problem in BNP models. Gaussian
process (GP) and Dirichlet process (DP) are two main approaches to address the problems
of choosing the number of mixture components or latent factors for BNP models. The GP
is a distribution which is speciﬁed by its mean and covariance function [3]. An unknown
density function of input data is estimated using a Gaussian process prior and a posterior
distribution over the density function through Markov Chain Monte Carlo. A DP is a
distribution over probability measures, which is described as follow [58].
(G(A1, · · · , AK)) ∼ Dir(αG0(A1), · · · , αG0(AK)) (2.13)
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Where G0 is a distribution over a space A1, · · · , AK , and α is a concentration parameter.
If Eqn. 2.13 is satisﬁed, G ∼ DP (α,G0) is a Dirichlet process. Dirichlet process mixture
model (DPM) is one of typical nonparametric models using DP as the prior distribution.
D ∼ DP (α,G0), θi|D ∼ D, xi|θi ∼ G(θi), for i = 1, · · · , n (2.14)
Two typical representations for DPM are Chinese restaurant process (CRP) and stick-
breaking process. Markov Chain Monte Carlo (MCMC) method [124] and variational
inference [20] are used as probability posterior inference for DPM. The assumption of ex-
changeability of data in DPM is not always satisﬁed in the real-world data, so David et
al. [19] proposed distance dependent Chinese restaurant process (DDCRP) model, which
incorporate the decay function to account for dependencies between instances. The notion
of dependent Dirichlet process (DDP) was introduced in [112], in which points with neigh-
boring DPs are more dependent. DDP has been used for spatial modeling, nonparametric
regression, as well as for modeling temporal changes. These methods are promising to
model spatial- temporal variations for saliency detection. When diﬀerent groups of data
share atoms each other, hierarchical clustering can solve this issue by clustering data at
diﬀerent levels. In hierarchical Dirichlet process (HDP) [161], the base measurement of
the child Dirichlet process is also sampled from Dirichlet process. Teh and Jordan in-
troduced applications of HDP [160], such as image segmentation [152]. An analogue of
the Chinese restaurant process in HDP is called Chinese restaurant franchise [161], which
allows restaurant share a set of dishes. Recently, signiﬁcant eﬀorts have been made on
the extensions of hierarchical Dirichlet process, such as the dynamic hierarchical Dirichlet
process (dHDP) [139].
In latent factor models, the popular principal component analysis (PCA) and inde-
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pendent component analysis (ICA) have ﬁxed number of factors, while the number of
factors changes with observed data in the Bayesian nonparametric latent factor models.
Ghahramani et al. [18] proposed Bayesian nonparametric latent feature model, in which
an unknown number of latent features is allowed. Indian buﬀet process (IBP) plays an
important role in Bayesian nonparametric latent factor models as CRP in DPM.
2.4 Summary
Object detection under partial occlusion is to pop out meaningful parts in images in spite
of crowded environments. Partial occlusion, as the presence of missing data, is a chal-
lenging problem. In order to resolve the partial occlusion problem in object detection,
we review several related technologies to this issue. Firstly, conventional image segmen-
tation approach is to assign pixels into diﬀerent homogeneous regions. Low-level features
(e.g., edges) are used to group local cues in hierarchical structures. In order to deal with
uncertainty in complex images, more approaches, such as superpixels, sparse graphs and
tree structure inference, are introduced for semantic segmentation, and clustering plays an
important role in all these methods . Secondly, background subtraction provides another
perspective for object detection by separating unexpected foregrounds from the expected
scene.
Visual attention model gives some properties about how to focus resources on regions of
interest, and computational visual attention models also called saliency detection in com-
puter vision. We conclude several popular priors for saliency detection, and more eﬃcient
saliency detection algorithms are promising to be further explored for detecting partially
occluded objects in complex scenes based on these priors. Meanwhile, some technologies
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from image segmentation and background subtraction would beneﬁt new saliency detection
algorithms.
Representative features are crucial for building saliency detection models, we review
several feature extraction and selection methods, and pay more attention on sparse repre-
sentation. Within the domain of matrix decomposition or tensor decomposition, feature
representation technologies should be beneﬁcial to saliency detection. As it is important
to cluster separating regions for object detection under partial occlusion, we review BNP
models for clustering because they have two advantages, i.e., ﬂexible number of clusters
and modelling long-range dependencies.
It is still challenging to detect partially occluded objects in cluttered backgrounds for
state-of-the-art bottom-up saliency detection models, and few top-down approaches are
developed for saliency detection. According to the above literature review, representative
features and adaptive clustering are cores to realize better saliency detection models.
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Chapter 3
Bottom-up Saliency Detection Using
Hierarchical Manifold Learning
3.1 Introduction
Object detection is an important but diﬃcult issue in computer vision, especially in
crowded environments. Inspired by the mechanism of human visual attention which has
been attracting a great deal of interest from researchers in the ﬁeld of psychology, neurobi-
ology [71], and computer science [149], saliency detection serves as a ﬁlter to eﬃciently dis-
tinguish regions of interest (ROI) in images while ignoring irrelative backgrounds. Saliency
detection models are expected to be robust to various challenges in real-world scenes, in-
cluding partial occlusion and nearby clutters, noises and changes in illumination, rotation,
scale and common object variations. Saliency detection methods beneﬁt many ﬁelds, such
as object detection [147], automatic image segmentation [173], and visual concept collec-
tion [106].
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With neurobiological or psychological purpose, computational saliency detection models
emerge to simulate the bottom-up human visual attention mechanism to predict which
parts are possible ﬁxated locations in a scene [143]. The term saliency maps introduced
by Itti et al. [75] to depict the visual attention is also used to record salient points in
an image by the saliency detection models. Recently, more and more saliency detection
models segment salient objects from the background [111, 134, 23]. Lots of works have
been done to obtain optimal saliency maps evaluated by benchmark datasets, such as AIM
(eye tracking) [27] and MSRA1000 dataset (object mask) [1]. As shown in Figure 3.1, if a
salient object is located in a clear background, several state-of-the-art saliency detection
methods can produce ideal saliency maps. However, when a salient object is in a crowded
environments, the background may mislead the saliency map to hit false locations.
Generally speaking, the ground truth (obtained from both eye tracking and object
mask) is a measure of human visual attention. It is reasonable to develop saliency detec-
tion models following the psychological evidences of human vision system. For example,
Goferman et al. proposed CAS12 [60] to detect salient regions with four steps which are
in accordance with four principles of human visual attention including selecting distinctive
colour or patterns, suppressing frequently occurring features, grouping salient pixels and
post-processing saliency maps according to prior knowledge. With increasing interests in
saliency detection, a similar category of methods were reported within the paradigm of
the spatial domain [111, 134]. In these methods, algorithms based on mid-level cues (e.g.,
superpixels) and integration are explored to increase the accuracy of saliency maps. For
example, in SF12 [134], the following element uniqueness is deﬁned for computing saliency
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(a) (b) (c) (d) (e) (f) (g) (h)
Figure 3.1: Saliency detection in various environments. The ﬁrst and second rows: a large
salient object, the third and fourth rows: a small salient object in the crowded background,
the ﬁfth and sixth rows: a salient object is near the edge. (a):Original images, (b):Ground
truth, (c):GBVS06 [69], (d):Shen12 [150], (e):CAS12 [60], (f):SF12 [134], (g):HFT13 [104],
(h):BMS13 [178].
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values of superpixels.
Ui =
N∑
j=1
‖ci − cj‖2 · w(pi, pj) (3.1)
where the spatial positions pi and pj are used to yield the weight w(pi, pj) for the colour
similarity between ci and cj.
In the spatial domain, salient regions are the unique parts diﬀering from the background.
More precisely, salient objects are rare as compared to the background in an image, both
locally and globally [21]. From the perspective of the frequency domain, uniqueness means
statistical singularities in the spectrum. Hou et al. proposed a spectral residual (SR)
approach to detect salient parts in the frequency domain [72]. SR calculates the diﬀerence
between an averaged amplitude spectrum and its logarithmic value. The sum of the am-
plitude diﬀerence and phase spectrum is transformed into the spatial domain by Inverse
Fourier Transform. The redundant visual information in an image is suppressed by SR,
while the salient regions are popped out. By analysing spikes of signals in the frequency
domain, Guo et al. argued that the popped out proto-objects can be reconstructed from
the phase spectrum without the amplitude spectrum through Phase Spectrum of Fourier
Transform (PFT) [65]. In fact, both SR and PFT apply a gradient operator combined with
the Gaussian post-processing in an image to suppress the lower frequencies and enhance
the higher frequencies, as the amplitude spectrum of natural images obeys a distribution
called 1/f law which was also used by the work HFT13 [104]. However, these methods in
the frequency domain are not suitable for detecting variant salient objects from cluttered
backgrounds for three reasons: 1) SR and PFT suppress or enhance features, such as tex-
ture and boundary, which are not suﬃcient enough to highlight salient objects. 2) There
are more irregularly repeated patterns in backgrounds, which are diﬃcult to be suppressed
in the frequency domain. 3) Some important priors for human visual attention in the
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spatial domain, such as colour, are omitted.
The 1/f law is a general explanation of the relationship between signal distributions
and frequencies, it can be used in other ways except for the above amplitude spectrum.
In this chapter, we aim to develop a robust approach to regularize the repeated patterns
which obey the 1/f law in cluttered backgrounds and maintain the spatial priors for salient
objects in images through exploring saliency detection methods from four perspectives, in-
cluding hierarchical representation of images, making use of colour cues, rare shapes from
multi-scale contours and saliency integration by manifold learning. The main contribution
of this chapter is threefold . Firstly, we extract a more representative, self-selective and
low computation cost features by transforming an image into a hierarchical sequence of
images according to colour distance transformation and self-adaptive selection of entropy.
Secondly, we develop a novel concept of rare shapes from multi-scale contours to cap-
ture salient seeds, which yield a better performance than the spatial priori of background
seeds. Thirdly, an improved manifold learning method is used to ensure the locality and
compactness of saliency maps from a hierarchical sequence of images.
The remainder of the chapter is organized as follows. Section 3.2 brieﬂy presents the
related works on low-level feature representation, mid-level cues, conventional manifold
learning and saliency integration in bottom-up object detection approaches for computer
vision applications. Section 3.3 provides the details on the proposed bottom-up detection
methodology and algorithms. Section 3.4 presents experimental setups for evaluating the
detection algorithm and results are analysed. Finally, Section 3.5 concludes the work.
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3.2 Hierarchical feature integration for saliency de-
tection
In saliency detection methods, representative low-level features are beneﬁcial for obtaining
salient parts in images while the estimation of mid-level cues can provide larger scale
homogeneous information of objects in the images to obtain better saliency maps. Both
low-level and mid-level cues can be organized in a graph-based framework to integrate
saliency maps with locality and compactness.
3.2.1 Representative low-level features
Hand-designed features have long been studied for object detection and recognition and
evidenced eﬃciently by benchmark evaluations such as PASCAL. The existing features
extracted from image pixels used in bottom-up models for object detection and recognition
fall into two categories, i.e., local features and global features. Local features are used to
ﬁnd repeatable local structures in images and encode them in a representation which is
robust to variations in images, such as rotation, scaling, blurring, occlusion and brightness
change. For example, in [179], representative local features are generated by Diﬀerence-of-
Gaussian (DoG) ﬁlter.
Global features are referred to the most direct features of an appearance such as in-
tensity and colour at each pixel. In order to extract global features, three typical global
feature descriptors are proposed for object appearance, including Gabor Wavelet descrip-
tor, colour descriptor and GIST descriptor. In most saliency detection models, global
features are commonly adopted, such as CIE Lab, RGB, XY and contrast [69, 107]. Liu
et al. introduced center-surround histogram as a regional salient feature [111]. Although
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simple global features are popular in saliency detection models [134, 60], more sophisti-
cated features are adopted to cope with saliency detection under occlusion in cluttered
backgrounds. For example, Shen et al. stacked several global features including RGB,
HSV, Steerable pyramids and Gabor ﬁlters together as high-dimensional features to rep-
resent each image in the model SF12 [134]. In BMS13 [178], image colour channels by
randomly thresholding are simple and eﬀective features for saliency detection. These low-
level features usually respond to colour, brightness changes, edge and texture which are
considered as the most common saliency parts, but they are still not suﬃcient enough for
robust saliency detection in complex scenes.
3.2.2 Mid-level cues
Many research works have revealed that the structure of the visual cortex is complex and
human vision is a nonlinear dynamic system [149]. A simpliﬁed human visual system (HVS)
is depicted in Figure 3.2. While retinal ganglion cells sense low-level visual information, the
centre surround mechanism in the retina encodes necessary information to ﬁt the limited
capacity of the optic nerve, which is often described by a diﬀerence of Gaussians (DoG)
in computer vision. Lateral geniculate nucleus (LGN) send inputs from the retina to the
visual cortex. V1 is called primary visual cortex, which transfers feedforward visual infor-
mation to higher-level (i.e., mid-level) visual areas, and also receives feedback connections
from other visual areas [54]. As the most studied area in the visual cortex, V1 is far from
being elucidated by mathematics or engineering [127]. Consequently, the concept of visual
attention is intuitive and not supported by any direct evidence related to the visual cortex.
On the other hand, mid-level cues simulate the functions of V1, which takes the low-level
visual information as inputs to infer image structure and output more abstract information,
46
Figure 3.2: Block diagram of connections within a simpliﬁed human visual system
(HVS) [54]
i.e., mid-level cues. Recently, several saliency detection models represent mid-level cues
in hierarchical structures. Cheng et al. constructed a 4-layer hierarchical representation
which combines RGB, histogram, Gaussian Mixture Models (GMM) representation, and
estimated mid-level cues to abstract an image gradually [36]. From the initialization of
superpixels which are grouped by the pixels with similar internal properties, Yan et al.
extracted three layers of abstract images as mid-level cues [174]. Diﬀering from previous
saliency detection methods [75, 37] which merge low-level features for saliency maps di-
rectly, the mid-level cues in a hierarchical structure incorporate larger scale homogeneous
cues to avoid trivially local uniqueness. Compared with [75, 37], the methods [36, 174]
adopt mid-level cues to obtain more compact salient objects from multi-layer structures.
3.2.3 Graph-based methods
Either low-level features or mid-level cues may be stored in high dimensional matrices
while saliency maps are 2-dimensional images. In order to reduce the dimension of high-
dimensional features to yield saliency maps in GBVS06 [69], Harel et al. constructed a
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graph-based Markovian approach to compute the connection among adjacent nodes in the
graph. Given two nodes (i, j) and (p, q) of a graph, the assigned weight from (i, j) to (p, q)
is deﬁned by the product of their dissimilarity in Eqn. 3.2 and connection in Eqn. 3.3.
d((i, j)||(p, q)) = | log(H(i, j)
H(p, q)
)| (3.2)
where H(·) is the histogram of the region around the point, and d((i, j)||(p, q)) represents
the diversity between two nodes (i, j) and (p, q).
F (i− p, j − q) = exp(−(i− p)
2 + (j − q)2
2σ2
) (3.3)
where F (i− p, j − q) is the connection between two nodes (i, j) and (p, q).
Liu et al. grouped high dimensional features to form saliency maps in a conditional
random ﬁeld (CRF) framework [111]. Yang et al. also constructed a graph to organize
superpixels, and incorporated the manifold ranking as saliency measures [175]. However,
these methods cannot obtain accurate salient objects when they are small scale cues in
crowded and cluttered backgrounds, because these graph-based methods are not eﬃcient
enough to build global connections and suppress complex backgrounds.
3.2.4 Saliency integration
Saliency integration is to obtain ﬁnal saliency maps of high quality, and methods for
saliency integration are correlative to the deﬁnition of saliency. In [69, 175], saliency
detection is to activate spatial weights by diﬀerent features assigned in graph structures,
so weighted maps are combined into ﬁnal saliency maps. Itti et al. deﬁned surprises
as salient parts within the Bayesian probabilistic framework [74], consequently, saliency
integration is to minimize the information divergence of the selected features. From the
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perspective of information maximization, Bruce et al. proposed to measure salient parts
by Shannon’s self-information [27]. In contrast, Li et al. selected the best saliency map
through minimizing entropy [104]. These saliency integration methods are some simulations
of the vague high-level mechanism in human visual attention from diﬀerent perspectives,
and none of them are eﬃcient enough by now.
3.3 The proposed method
This chapter aims to derive a bottom-up saliency detection model for colour images with
complex backgrounds. We focus on making use of more eﬃcient mid-level cues in a graph-
based framework by the bottom-up saliency detection model. Specially, the hierarchical
sequence of images S is constructed to provide more distinctive low-level features which
indicate homogeneous regions in cluttered environments. Since in the spatial domain,
salient regions refer those unique parts diﬀering from the background and they are rare as
compared to the background in an image, both locally and globally, we employ rare shapes
as novel concept of mid-level cues which serve as salient seeds and an improved manifold
learning method to integrate the ﬁnal saliency maps based on S. The bottom-up saliency
detection algorithm consists of seven stages.
1. Generate a hierarchical sequence of images to provide more homogeneous and com-
pact regions for objection detection in cluttered backgrounds, through pre-processing
images via converting each color images in RGB colour space to Lab colour space
since images in Lab color space is more reﬂective to human visual system, colour dis-
tance transformation resulting sub-images and sorting all sub-images in an ascending
order based on their entropies;
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2. Evaluate the diﬀerential distribution of entropies among all sub-images, automati-
cally select sub-images based on the diﬀerential distribution of entropies and recon-
struct a 3-channel image;
3. Group similar pixels in the reconstructed image into superpixels and compute the
deformation distribution of the superpixels;
4. Extract rare shapes as mid-level cues from the contours of those superpixels with
large deformation;
5. Construct a graph for the manifold learning model based on superpixels;
6. Modify the propagation matrix of the manifold learning model in sub-images;
7. Use the mid-level cues as salient seeds and the modiﬁed propagation matrix for more
accurate saliency detection.
Stages 1 ∼ 2 are implemented by Algorithm 1, Stages 3 ∼ 4 are realized in Algorithm 2,
and Stages 5 ∼ 7 are as shown in Algorithm 3.
3.3.1 Hierarchical sequence of images as low-level features
In many saliency detection algorithms, colour images in RGB space are often transformed
into Lab space for better compactness, which is regarded as beneﬁting saliency maps [134],
since Lab colour space is designed to approximate human vision and aspires to perceptual
uniformity and closely matches the color perception system of human. In another word,
uniform changes of components in the Lab colour space correspond to uniform changes
in perceived colour, so the relative perceptual diﬀerences between any two colours in Lab
can be approximated by treating each colour as a point in a three-dimensional space. Two
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colours are indistinguishable by the human’s visual system if the distance between two
near colours in the coordinate space is less than some threshold.
However, some researchers, e.g., Borji, argued that Lab space is not always better
than RGB space for saliency detection [21]. If colour spaces are treated as representative
spaces, transformation between two diﬀerent colour spaces would alter the energy distri-
bution of colour images. Unlike simple scenes in which salient objects are easily distinctive
from backgrounds, it is diﬃcult to formulate the energy distribution of salient objects
in crowded(cluttered) environments, which is a common phenomenon in complex scenes.
Consequently, not any existing colour spaces can correspond to the uniqueness of salient
objects in all diﬀerent images. Here, we assume that the energy of an image can be uni-
formly distributed into more sub-images rather than only 3-dimensional colour space, and
a sub-image with small entropy is more compact than others with larger entropies. It is
reasonable to believe that most salient objects are popped out in some sub-images better
than in others because of the 1/f law discussed in Section 3.1.Therefore, we will process an
input image into a hierarchical sequence of images with more homogeneous and compact
regions through the image pre-processing as shown in Algorithm 1.
We perform colour distance transformation to divide an image X = [x1, x2, x3] ∈ Rr×c×3
from the Lab space into n sub-images S = [s1, s2, · · · , sn] ∈ Rr×c×n as follows.
sk =
3∑
i=1
(xi − τk)2, τk ∈ [min(X) : Δ : max(X)] (3.4)
where Δ is the step of the center value τk in the colour space.
In order to arrange all sub-images in a hierarchical structure, S are sorted according to
entropies H(sk) of all sub-images in an ascending order to construct a hierarchical sequence
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of image. The entropy of each sub-image is computed by:
H(sk) = −
∑
i
pi(sk)logpi(sk) (3.5)
where pi(sk) is the probability of ith pixel value of sk. Then, all sub-images are sorted in
an ascending order according to their entropies. As illustrated in Figure 3.3, a hierarchical
sequence of images S can pop out diﬀerent parts from the original colour image gradually.
Algorithm 1 Hierarchical sequence of images
Input: A colour image X and the step Δ;
Output: The hierarchical sequence of images S;
1: Transform X from RGB space to Lab space;
2: for τk = min(X): Δ: max(X) do
3: Colour distance transformation sk =
∑3
i=1(xi − τk)2;
4: end for
5: Compute entropies of all sub-images H(sk);
6: for k = 1 to n do
7: Sort sk according to H(sk) in an ascending order.
8: end for
9: return S
3.3.2 Mid-level cues from rare shapes
In the previous section, the hierarchical sequence of images S are generated as low-level
features in order to provide more homogeneous regions in cluttered environments. In this
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(a) (b) (c) (d) (e) (f) (g)
Figure 3.3: Generation of hierarchical sequence of images as low-level features. (a):Original
images, (b):Ground-truth, (c)∼(g):The hierarchical sequence of images.
section, we will reconstruct a 3-channel image with high compactness and uniformity from
the hierarchical sequence of images, which can be regarded as feature selection. Then, we
extract novel mid-level cues for saliency detection and construct a modiﬁed learning model
to integrate saliency map for object detection from cluttered environments.
As aforementioned in Section 3.2.2, in human vision system, primary visual cortex
transfers feedforward low-level visual information sensed by retinal ganglion cells to higher-
level (i.e., mid-level) visual areas and also receives feedback connections from other visual
areas. To simulate the functions of primary visual cortex, this proposed algorithm will take
the low-level visual information generated in the last section as inputs and output more
abstract information, i.e., mid-level cues. Since salient objects are considered as the unique
parts diﬀering from the background in the spatial domain, which are rare as compared to
the background in an image, we introduce a new concept of mid-level cues (i.e.,rare shapes)
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as salient seeds to address salient object detection problem.
In order to extract the abstract and perceptually uniform regions from S, we adopt the
concept of superpixels used by many other saliency detection models [134, 150]. We apply
four typical algorithms including watershed, normalized cuts [120], Turbopixels [102] and
SLIC [2, 165] to oversegment S for superpixels. The experiment shows that Turbopixels
grasps the best local contours with regular shapes while SLIC achieves higher computation
eﬃciency than Turbopixels. SLIC is used for superpixels in this work. As shown in Fig-
ure 3.4 (a)∼(e), regular shapes of superpixels are promising to describe repeated patterns
while rare shapes are regarded as spikes in the spatial domain.
(a) (b) (c)
(d) (e) (f)
Figure 3.4: Extraction of mid-level cues from rare shapes. (a)∼(e):Rare shapes from multi-
scale contours, (f):The mid-level cues from the integration of rare shapes.
In the hierarchical sequence of images, if energy of salient objects is assigned into some
of the sub-images, rare shapes as mid-level cues would be grasped in these special sub-
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images. In order to select these special sub-images from the sequence of all sub-images, we
evaluate the diﬀerential distribution of entropies of the hierarchical sequence of images S
as follows.
Hd(sk) = max(H(S))−H(sk) (3.6)
where H(S) = {H(sk)|k = 1, 2, . . . , n} represents entropies of all sub-images.
Generally speaking, we found that three typical diﬀerential distribution of entropies
of S fall into three typical patterns as shown in Figure 3.5. In Figure 3.5(a) and (b),
distinct jumps labelled by yellow rectangles are treated as partitions between foreground
and background, and energy of salient objects is assigned in the heavy side of the jump.
In this work, we select 3 sub-images to reconstruct a 3-channel image M = [m1,m2,m3] ∈
R
r×c×3 from which mid-level cues will be extracted, where m1,m2 and m3 are the selected
sub-images in S. If the pattern appears as that in Figure 3.5(a), the ﬁrst 3 sub-images
[s1, s2, s3] are chosen since energy of salient objects indicated by the heavy side of the
jump is assigned in the ﬁrst few sub-images while the last 3 sub-images [sn−2, sn−1, sn] are
adopted in Figure 3.5(b) as [m1,m2,m3] since the energy of salient objects is assigned in
the last few sub-images. However, Figure 3.5(c) indicates that energy of salient objects in
some colour image cannot be assigned distinctively in the hierarchical sequence of images
because there is no remarkable jump. In such case, Lab band sub-images are used for
extracting mid-level cues.
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Figure 3.5: Three typical diﬀerential distributions of entropies of S. (a)∼(b):Diﬀerential
distributions of entropies of S with distinct jumps labelled by yellow rectangles, (c):There
is no remarkable jump.
SLIC superpixels cluster regular grids by distance measure D5 in the 5-dimensional
space [m1,m2,m3, r, c]
T , where [m1,m2,m3]
T are from the reconstructed colour image M
and [r, c]T represent the pixel’s position. The distance between a cluster center i and a
pixel j is as follows.
dcolour =
√
(m1i −m1j)2 + (m2i −m2j)2 + (m3i −m3j)2
dspace =
√
(ri − rj)2 + (ci − cj)2
D5 =
√
d2colour + (
dspace
G
)2ε2
(3.7)
where G is the step of regular grids and ε is a constant to control the local compactness
of superpixels. As there is no any priori about colour and position of rare shapes in M,
we suppose larger rare shapes have less strict local compactness. Then a set of parameters
{G, ε} are used to obtain multi-scale contours of superpixels as shown in Figure 3.4 (a)∼(e).
In order to distinguish rare shapes from regular shapes, it is necessary to measure the
deformation of superpixels. As a superpixel is contained in its convex hull, the proportion
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of the pixels in the superpixel and its convex hull can measure the deformation.
DE = 1− Areasuperpixel
Areaconvexhull
(3.8)
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Figure 3.6: Evaluating the deformation of superpixels. (a):Rare shape, (b):Regular shape,
(c):Distribution of all superpixels in an example image based on DE in Eqn. 3.8.
The deﬁnition of rare shapes is based on the deformation of superpixels and the degree
of deformation. We have deﬁned the deformation of superpixels in Eqn. 3.8. Another
issue of rare shapes is to choose a threshold for the deformation. In Figure 3.6(c), the
deformation of superpixels matches power-law distributions, therefore, it is possible to
distinguish rare shapes from regular shapes. In this work, we choose several superpixels
with large deformation as mid-level cues. The above processes are described in Algorithm 2,
and a result is demonstrated in Figure 3.4(f).
57
Algorithm 2 Mid-level cues
Input: The hierarchical sequence of images S
Output: The rare shapes RS and superpixels Isup
1: Compute the diﬀerential distribution of entropies of S
Hd(S) = {Hd(sk)|k = 1, 2, . . . , n}
2: Reconstruct a colour image M according to Hd(S)
3: for (Gk, εk) in {G, ε} do
4: Compute superpixels Isup for M by Eqn. 3.7
5: Compute the deformation distribution DE of Isup by Eqn. 3.8
6: Choose rare shape Irare from Isup according to DE and a threshold
7: RS = RS + Irare
8: end for
9: return RS and Isup
58
3.3.3 Saliency integration in a graph-based framework
It is well known that salient objects have the characteristics of uniqueness and compact-
ness [134], however, superpixels generated by local information alone can guarantee neither
of them. We proposed a graph-based framework to make use of both local and global in-
formation in the hierarchical sequence of images. Unlike [175, 61], which generate salient
seeds by random walk or centre surround priors that are not robust for saliency detection
in crowded environments, we take rare shapes from the hierarchical sequence of images
as salient seeds to improve the accuracy of hitting salient objects. Firstly, we construct a
graph G = (V , E) for superpixels Isup following the steps in [181]. V = {vi|i = 1, 2, . . . ,m}
is a set of nodes to represent all superpixels, where vi is the mean value of a superpixel and
m is the number of superpixels. The edges E are deﬁned by an aﬃne matrix W as follows.
wij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
e
‖vi−vj‖2
2σ2 i = j
0 i = j
(3.9)
where σ is a constant to control the width of neighbourhood. Then we deﬁne the degree
matrix D for the graph G.
D = diag(dii), dii =
m∑
j=1
wij, i = 1, 2, . . . ,m (3.10)
With the priori of consistency in the graph G, a semi-supervised learning problem could
be constructed as follows.
F (t+ 1) = αPF (t) + (1− α)Y (3.11)
where P = D−1W is the random walk normalized Laplacian matrix, Y = [y1, y2, . . . , ym]T
indicates salient seeds, F = [f1, f2, . . . , fm]
T denotes the assigned values for the nodes V
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at time t, and α ∈ (0, 1) is a constant to keep balance between salient seeds and local
consistency in images. Eqn. 3.11 can be rewritten as the following optimization process.
F = argmin
f
1
2
(
m∑
i,j=1
wij‖fi − fj‖2 + 1− α
α
m∑
i=1
dii‖fi − yi‖2) (3.12)
The minimum solution is as follows.
F ∗ = (I − αP )−1Y = (D − αW )−1DY (3.13)
In Eqn. 3.13, it is evident that the optimization matrix (I−αP )−1 is independent of salient
seeds Y. Therefore, we construct a graph G based on Isup for the hierarchical sequence of
images S to calculate (I −αP )−1. In Figure 3.7, we plot (I −αP )−1 of S for two diﬀerent
images respectively. Figure 3.7(a) and (c) are ideal results, because the compactness of
the optimization matrices is worsened gradually with increased entropies of sub-images.
However, Figure 3.7(b) and (d) demonstrate that compactness of sub-images does not
always depend linearly on entropies of the hierarchical sequence of images S. Consequently,
it is necessary to improve (I − αP )−1.
We take two steps to modify the optimization matrix for S. Firstly, the result would
not be altered if DY is regarded as salient seeds in Eqn. 3.13. DY is rewritten as follows.
DY = [d11y1, d22y2, . . . , dmmym]
T (3.14)
The degree matrix D is used to assign weights for salient seeds Y. As the discussion in
Section 3.3.2, energy of salient objects is distributed in some of the sub-images as shown
in Figure 3.5, and the rare shapes are accurate as salient seeds as shown in Figure 3.4.
It is not necessary to modify salient seeds Y by the degree matrix D in each sub-image.
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(d)
Figure 3.7: Optimization matrices (I−αP )−1 from two example images. (a)∼(b):Original
images, (c)∼(d):The optimization matrices of 33 sub-images for (a)∼(b).
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Therefore, we improve Eqn. 3.13 as follows.
U = (D − αW )−1
F ∗ = UY
(3.15)
Secondly, H(U) = {H(Uk)|k = 1, 2, . . . ,m} are the entropies of the improved optimization
matrices of sub-images, which are used to measure the compactness of the new optimization
matrices U = {Uk|k = 1, 2, . . . ,m} in Eqn. 3.15. Then U are smoothed by the following
method.
Uk =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
D−1Uk others
D ◦ Uk−1 if H(Uk) > H(Uk+1)
k = 1, 2, . . . ,m (3.16)
where ◦ represents Hadamard product, and the degree matrix D is used to normalize the
original U. These processes are in Algorithm 3.
3.4 Experimental setups
We evaluate the eﬀectiveness of the proposed algorithms on two datasets which provide
both images and binary ground truth, and exhaustively compare our method with state-
of-the-art saliency detection algorithms in terms of precision, recall, F-measure and mean
absolute error (MAE) as deﬁned in [134]. Furthermore, we deﬁne a single composite metric
to combine F-measure and MAE.
3.4.1 Performance measures
Precision-recall (P/R) curves and F-measure are adopted for evaluation. In saliency maps,
precision rate is the fraction of salient pixels correctly assigned while recall rate is the
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Algorithm 3 Saliency integration in a graph-based framework
Input: The hierarchical sequence of images S,
the rare shapes RS and superpixels Isup
Output: The saliency maps Smap
1: Transform RS into salient seeds Y
2: for sk in S do
3: Construct a graph G with the aﬃne matrix W and
the degree matrix D for sk based on Isup
4: Compute the optimization matrix U by Eqn. 3.15
5: Smooth U by Eqn. 3.16
6: Compute minimum solution F ∗ = UY
7: Smap = Smap + F
∗
8: end for
9: return Smap
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percentage of available salient pixels compared with the ground truth. In order to generate
P/R curves, saliency maps are divided into 256 bins by threshold values in the range of
[0, . . . , 255] to compare with ground truth. Another self-adaptive threshold is deﬁned as
follows.
T2 =
2
R× C
R∑
r=1
C∑
c=1
Smap(r, c) (3.17)
where R and C are the height and width of saliency maps Smap respectively. Based on T2,
we compute precision and recall rates which are used in the following F-measure.
Fβ-measure = (1 + β
2)
Precision ·Recall
β2 · Precision+Recall (3.18)
where the control parameter β2 is set as 0.3 typically. Therefore, the F-measure is deﬁned
as the harmonic mean of precision and recall rates.
Though high precision, recall and F-measure mean algorithms assign salient pixels as
saliency successfully, they fail to measure the true negative saliency assignments. Mean
absolute error (MAE) in Eqn. 3.19 is used to evaluate the algorithms’ ability of correctly
detecting non-salient regions.
MAE =
1
R× C
R∑
r=1
C∑
c=1
|(Smap(r, c)−GT (r, c)| (3.19)
where GT is the binary ground truth. In order to compare our method with state-of-
the-art saliency detection algorithms by a single composite metric, we deﬁne the following
weighted mean of the F-measure and MAE as an eﬀectiveness measure.
Eα = 1− 1
α · F -measure+ 1−α
MAE
(3.20)
where the weight α is set as 0.3 in our comparison.
We take Figure 3.10 as an example to explain these measures further. In Figure 3.10(a),
the green P/R curve covers the largest area and achieve the best precision-recall perfor-
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mance. In Figure 3.10(b), the four Fβ-measure, Precision, Recall and Eα bars should be
high while MAE bar should be low.
3.4.2 Datasets
The dataset MSRA1000, which is popular to evaluate saliency detection algorithms, pro-
vides 1000 colour images and corresponding object masks as ground truth [1]. We com-
pare the proposed method with six state-of-the-art saliency detection algorithms: the
GBVS06 [69], RC11 [37], CAS12 [60], SF12 [134], HFT13 [104] and BMS13 [178]. Fig-
ure 3.9 shows several saliency maps of the above methods on dataset MSRA1000. Fig-
ure 3.10 shows that our method achieves high precision, recall and F-measure while out-
performs the other approaches to detection non-salient regions because of the lowest MAE.
Our method also achieves the best eﬀectiveness measured by Eα.
3.4.3 Results and discussions
In order to extract mid-level cues as salient seeds, regular shapes of superpixels should cover
most of background regions while rare shapes can reﬂect the salient parts. In Figure 3.8,
we generate superpixels through SLIC from original colour images, 33-D sub-images and
selected 3-D sub-images respectively. Compared with ground truths, rare shapes on original
colour images often cover background regions because there are so many trivial parts in
cluttered backgrounds as shown in Figure 3.8(b). 33-D sub-images can be useful to detect
partially occluded objects because diﬀerent parts are popped out in diﬀerent sub-image
gradually, however, as shown in Figure 3.8(b), it is not appropriate to extract rare shapes
from 33-D sub-images directly because most of superpixels do not have regular shapes. As
a method of feature selection, the selected 3-D sub-images can generate regular shapes of
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superpixels for backgrounds and grasp rare shapes in salient parts as shown in Figure 3.8(c).
Therefore, convex hulls can be used to describe rare shapes as mid-level cues.
After mid-level cues are obtained, saliency maps can be generated by the modiﬁed man-
ifold learning method. As shown in Figure 3.9, it is intuitive that the scale of foreground
is large compared with the background in most images of the dataset MSRA1000, i.e., the
foreground is salient enough. Therefore, many methods obtain good results on the simple
dataset MSRA1000 as shown in Figure 3.10. To evaluate the algorithms’ performance in
the saliency detection in cluttered environments, another dataset ImgSal [104], which is
illustrated in Figure 3.11, is adopted. In the dataset ImgSal, the foreground of images has
diﬀerent scales, and the background is more crowded and cluttered, which is common in
complex scenes. The evaluation results in both Figure 3.10 and Figure 3.12 show that our
method can obtain more accurate salient objects than other approaches when scales of the
foreground change. Moreover, the proposed method can be used for object detection in
complex scenes.
3.5 Summary
This chapter has presented a set of novel low-level and mid-level features and a bottom-up
model via the integration of features by a modiﬁed manifold learning framework for the
detection of salient objects in cluttered environments .
The algorithm diﬀers from state-of-the-art saliency detection algorithms by using a
novel concept of rare shapes as mid-level cues from a multi-scale contours at low compu-
tation cost and not requiring user selection of features and scales. This is made possible
by exploiting the hierarchical representation of images and automatic extracting mid-level
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(a) (b) (c) (d)
Figure 3.8: Generation of superpixels from diﬀerent low-level feature spaces. (a):Ground-
truth, (b):Superpixels on original colour images, (c):Superpixels on 33-D sub-images,
(d):Superpixels on selected 3-D sub-images.
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(a) (b) (c) (d) (e) (f) (g) (h) (i)
Figure 3.9: Examples of saliency maps on the dataset MSRA1000. (a):Original images,
(b):Ground-truth, (c):GBVS06, (d):RC11, (e):CAS12, (f):SF12, (g):HFT13, (h):BMS13,
(i):Proposed.
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Figure 3.10: Comparison of algorithms’ performance on the dataset MSRA1000. (a):P/R
curves of diﬀerent methods on the dataset MSRA1000. (b):F-measure, precision, recall,
MAE and Eα with self-adaptive threshold.
cues from multi-scale low-level representative features (contours) with the maximum en-
tropy and integration of saliency maps by a modiﬁed manifold learning model.
Instead of median image, the hierarchical sequence of sub-images in a compact and
eﬃcient space is produced by using colour distance transformation and self-adaptive se-
lection of sub-images based on diﬀerential distribution of entropies of the sub-images. A
modiﬁed manifold learning method is developed to ensure the locality and compactness of
saliency maps. From the transformed image space, it is observed that the mid-level cues
obtained from the selected three sub-images are more regular in shapes than the original
colour image.
Object detection experiments have been performed using both images from MSRA1000
and ImgSal. The detection results from the proposed algorithm are comparable to those
from the existing algorithms in terms of both minimum MAE and maximum accuracy (i.e.,
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(a) (b) (c) (d) (e) (f) (g) (h) (i)
Figure 3.11: Examples of saliency maps on the dataset ImgSal. (a):Original images,
(b):Ground-truth, (c):GBVS06, (d):RC11, (e):CAS12, (f):SF12, (g):HFT13, (h):BMS13,
(i):Proposed.
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Figure 3.12: Comparison of algorithms’ performance on the dataset ImgSal. (a):P/R curves
of diﬀerent methods on the dataset ImgSal. (b):F-measure, precision, recall, MAE and Eα
with self-adaptive threshold.
precision, recall, F-measure).
Diﬀerent from the methods analysing saliency detection in the frequency domain, the
hierarchical sequence of images reﬂect 1/f law through sorting the sequence according to
entropies, because the sub-image with lower entropy contains less redundant information
than others. As the energy distribution of salient objects is unknown, we uniformly assign
energy into each sub-image. It is worth exploring other distributions to make sub-images
more compact, which is promising to beneﬁt saliency maps. Although priors about saliency
in visual system have been discovered by neurosciences, it is still undeterminable to apply
these priors in saliency detection. In this work, we don’t take any priori about saliency
from neurosciences directly. The priori “rarity”is used in estimating the mid-level cues for
ﬁnal saliency integration. Another key idea of our work is to make use of scales from the
perspective of contours because the deformation of contours follows power-law distributions
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in the hierarchical sequence of images. Diﬀerent from the simple threshold operation on
the power-law curve, in the future work, we will explore more sophisticated models for
power-law distributions, e.g., Bayesian nonparametric models, to improve the accuracy of
salient seeds.
72
Chapter 4
Integral Top-down and Bottom-up
Salient Object Detection via Learnt
Channel Consistency and Optimized
Graphs
4.1 Introduction
In Chapter 3, we have presented a novel bottom-up approach by using rarity as salient
seeds. However, rare shapes as mid-level cues are not ﬂexible enough, although these
priors beneﬁt fast algorithms. On the other hand, top-down approaches, which are often
task-oriented or category-oriented and need to acquire prior knowledge by learning from
annotated databases [135], have some advantages in predicting semantic eye attraction
objects. As a comprehensive review points out [22], the progress of top-down methods is
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hindered by several factors. Firstly, the relationship between salient objects and mechanism
of visual attraction has not yet been fully understood in the existing top-down approaches,
because cognitive foundations provided by scientists in their visual attention models [55],
such as conjunctive search, eccentricity eﬀect, covert and overt attention of eye movements
and enhanced responses when a stimulus matches a feature of objects, are still in their
infancy. Secondly, it is diﬃcult to record human attention driven by tasks in a complex
scene. Although human ﬁxation data and labelled object regions are accepted as ground
truths to evaluate saliency detection methods, it is unknown what kinds of top-down
factors are actually driving human attention into ROI in a complex scene. Thirdly, it
is of diﬃculty to combine top-down factors with bottom-up factors to precisely model
human visual attention because it is ambiguous to what extent these factors aﬀect ﬁnal
results. For example, the search for a highly salient region attracting the focus of attention
regardless of the task is not easy to be modelled in top-down approaches. However, by
relaxing task constraints, extrinsic priors learnt from low-level features, which are proven
to be eﬀective by bottom-up models, are worth exploring through integral top-down and
bottom-up approaches. As existing salient priors are not suﬃcient enough to deal with
complex scenes, learnt extrinsic priors are expected to improve the performance of saliency
detection.
In this chapter, unlike the previous works which stack several low-level features to acti-
vate salient regions in a framework which is too shallow to mimic human visual attention,
we divide the top-down factors into extrinsic priors and interior optimized graphs which are
learnt for saliency detection in general ways respectively. Specially, a three-stage approach
is developed. The ﬁrst stage is to propose a method to investigate the consistency of colour
channels in images as extrinsic priors in order to beneﬁt segmenting the foreground from
74
the background of a new image. As colour channels are highly relative to the ROI, the
results of coarse segmentation between foregrounds and backgrounds, are regarded as mid-
level salient cues for further reﬁning object detection. These mid-level salient cues help to
avoid the limitations of making use of low-level features directly. The second stage is to
modify a conditional random ﬁeld (CRF) model with a sparse graph to learn extrinsic pri-
ors in consistent colour channels and estimate global optimum of model parameters. The
third stage is to employ a fully-connected CRF model to incorporate spatial long-range
dependencies of objects and mid-level salient cues for more accurate results.
The detection algorithm is evaluated on datasets with many kinds of variations, such
as diﬀerent scales, simple or complex backgrounds, and partial occlusion. Overall perfor-
mance is measured by using qualitative and quantitative measures. The proposed integral
top-down and bottom-up approach is compared with six state-of-the-art top-down algo-
rithms in [69, 37, 60, 134, 178, 89] and the bottom-up approach developed in Chapter 3,
respectively, to demonstrate the improvement in the capability of coping with discontinuity.
The remainder of the chapter is organized as follows. Section 4.2 brieﬂy presents the
related works from two aspects: 1) What kinds of priors state-of-the-art methods adopt
for saliency detection? 2) How top-down approaches learn priors? Section 4.3 provides
details on the proposed top-down approach and algorithms used for saliency detection.
Section 4.4 presents our experimental setups and results as well as discussion for evaluating
the detection algorithm. Section 4.5 summarizes the work.
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4.2 Salient priors by top-down approaches
Object detection in complex scenes is a challenging task due to not only the variations in
both foregrounds and backgrounds, such as illumination, orientation and scaling, but also
partial occlusion by other objects and backgrounds. In order to deal with these problems,
the proposed saliency detection approach attempts to pop out salient cues in a top-down
way. Diﬀering from image segmentation algorithms which assign a pixel to the foreground
or background as accurate as possible [35], researchers in the ﬁeld of saliency detection
admit that it is too diﬃcult to segment objects from backgrounds in complex scenes by a
uniﬁed method, and assume that salient cues resulting in saliency maps may be activated
by bottom-up or top-down factors derived from human visual attention principles. In
order to improve the accuracy of saliency maps, a large amount of works aim to reduce the
probabilities of missing salient regions and falsely hitting backgrounds as salient cues by
incorporating various priors, such as contrast, location [69], focusness [80] and depth [98,
105].
4.2.1 Conditional random ﬁelds
Given a group of training samples X = {x1, x2, . . . , xn} with the corresponding labels
Y = {y1, y2, . . . , yn}, we deﬁne an undirected graph G = (V , E), then (Y ,X ) is a conditional
random ﬁeld which is expressed in the form of the following Gibbs distribution.
P (Y|X ) = 1
Z(X )e
−E(Y|X ) (4.1)
where Z(X ) is the partition function, and E(Y|X ) is the following Gibbs energy function.
E(Y|X , θ) =
∑
i∈V
φi(xi, yi, θ1) +
∑
(i,j)∈E,i∈V,j∈N
ψij(xi, xj, yi, yj, θ2) (4.2)
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where φi represent unary potentials, ψi,j are pairwise potentials, and θ = (θ1; θ2) are
model parameters. If the neighbourhood N is chosen to be a 4 or 8, the graph is called
sparse graph. In other cases, the graph is a dense graph or fully-connected graph if the
neighbourhood N is large.
Szummer et al. combine graph-cuts with maximum margin to learn model parameters
for submodular CRFs [157]. Gould et al. propose a CRF to decompose a natural image
into meaningful regions, and the energy function uniﬁes region appearance, image height,
and inter-region potentials[62]. In the inference, a two-stage hill climbing method is used
to minimize the global energy for reﬁned superpixels by the mean-shift algorithm. In the
work [5], an image is also divided into multi-scale patches, and the pairwise potentials
are deﬁned in a hierarchical tree structure. Following the hierarchical idea, an associative
hierarchical random ﬁeld is proposed by adding higher-order potentials into the energy
function, and maximizing a posteriori probability (MAP) inference is realized by graph-
cuts based move-making algorithms [97]. In the works [30, 70], a fully-connected graph
replaces the common sparse graph in CRFs with the Gaussian or non-parametric prior in
pairwise potentials. Such CRFs are approximated eﬃciently by the mean ﬁeld inference
method. Vineet et al. organize training data into hierarchical layers resulting in a dense
CRF model in which pairwise potentials represent the relationships of diﬀerent CRF layers
in a human poses estimation model [166]. Similar methods are also proposed as multi-
label CRFs for semantic segmentation [38, 180]. By incorporating Dirichlet processes into
CRFs, inﬁnite latent unary potentials and pairwise potentials are used to model human
poses with some success [81]. As common inference methods of CRFs may fall into a local
maximum [131], some delicate strategies, such as decision tree ﬁeld and tree-reweighted
belief propagation (TRW), are introduced to achieve better performance in approximating
77
marginal inference [126, 46].
4.2.2 Top-down approaches for saliency detection
As there are many top-down factors aﬀecting human visual attention, such as objec-
tive [122], working memory [146, 132], surprise [74] and interest [68, 82], current top-down
saliency detection approaches are to look for extrinsic priors about salient objects, which
are stored as parameters or dictionaries in a learning model. Judd et at. stack low-level,
mid-level and high-level features together to train a support vector machine (SVM) from
eye tracking data [83]. The assumption is that the weighted features contribute to human
ﬁxation directly. The similar feature stack is inherited in [150], and a feature transformation
matrix T is used to make sure that a salient object is sparse over the whole image by sup-
pressing backgrounds. In this method, global uniqueness of salient objects is learnt from an
object mask dataset and saved in T to enhance the consistency of the patches with similar
features to T . Borji and Itti take both local and global patch rarities as saliency [21], which
is diﬀerent from the two methods in [83, 150] in two aspects. Firstly, only colour features
in non-overlapping 8×8 image patches are used in [21]. Secondly, salient image patches are
reconstructed as sparse codes over a dictionary which is learnt from random colour patches
in complex scenes. The extrinsic prior is that saliency generated by sparsity in local colour
features can be harvested from a lot of natural image patches and stored in a dictionary,
e.g., a 64-dimensional vector. Another class of top-down saliency detection methods are to
learn CRFs. As low-level features, such as multi-scale contrast, center-surround histogram
and color spatial distribution, have been proven highly relative to saliency by bottom-up
methods, Liu et al. organize these features in a CRF framework described as Eqn. 4.1.
In this method, saliency is regarded as a linear combination of salient features, and the
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extrinsic prior represents the coherent weights of these features for a saliency map. In a
similar way, Yang et al. combined sparse coding with CRF in a top-down salient object
detection system [176], and the top-down information about objects, such as bike, car and
person, is stored in both dictionaries and weights. In this method, it is necessary to train
a dictionary and a set of weights for any speciﬁc class of objects which is usually very
time-consuming. Further more, this method would hit non-salient regions when there is
no speciﬁc objects in the given image. In addition, Jiang et al. mapped multi-dimensional
features of an image into a multi-level structure, and assigned a saliency score for each
node by random forest regressor which is learnt from training data [80]. The above three
top-down methods focus on learning to integrate diﬀerent types of salient features in graph
structures. Liu et al. further proposed a partial diﬀerential equation (PDE) framework to
learn extrinsic priors [110], and the learning approach is also based on the graph construc-
tion. It is a clear trend that more and more top-down approaches embed extrinsic priors
in graph-based frameworks for saliency detection.
4.3 The proposed method
This chapter extends the algorithms presented in Chapter 3 even further. In this chapter,
we propose a generalized integral top-down and bottom-up saliency detection approach,
which divides the top-down factors into extrinsic priors and interior optimized graph learn-
ing and incorporates two consecutive CRF models to learn the extrinsic priors and generate
coarse salient seeds as well as infer accurate objects, respectively. The salient object de-
tection algorithm consists of ﬁve steps as follows:
1. Develop a new top-down approach, including extrinsic priors and interior optimized
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graph learning;
2. Modify a conditional random ﬁeld (CRF) model with sparse graph according to the
local spatial prior (i.e., nearest neighbourhood) to learn about the consistency of
colour channels in images as extrinsic priors in a general way;
3. Global optimal parameters of the CRF model are then estimated by rewriting a
tree-reweighted belief propagation (TRW) algorithm;
4. Generate coarse labels as mid-level salient cues in images based on the learnt extrinsic
priors, i.e., segment each image into diﬀerent homogeneous regions roughly;
5. Develop a local CRF model with fully-connected graph to connect the discontinuous
parts of objects caused by occlusion and capture spatial long-range dependency of
salient objects for reﬁning object detection.
Figure 4.1 shows the pipeline of the proposed method. After a colour image is trans-
formed into sub-images, then the coarse salient label is generated by learnt top-down priors
using the sparse graph and taken into a fully-connected optimized graph to infer accurate
objects.
4.3.1 Extrinsic priors via learnt consistency of colour channels
Feature integration theory, as an inﬂuential psychological model, suggests that there are
two stages in human visual attention including pre-attentive stage and focused attention
stage [163]. In the ﬁrst stage, diﬀerent features are registered in parallel across the visual
ﬁeld, then objects are identiﬁed respectively. In this chapter, we assume that the con-
sistency of colour features for saliency detection can be learnt, and propose a top-down
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Figure 4.1: The pipeline of the proposed graph-based top-down method for object detection
on an image example.
method which automatically registers colour channels as diﬀerent homogeneous regions by
a CRF algorithm.
In order to learn the consistency of colour features, we use the hierarchical sequence of
images U obtained in Chapter 3. It is presumed that extrinsic channel consistent priors in
U can be learnt by a CRF model from a training dataset.
In order to estimate the CRF model parameter θ in Eqn. 4.1, we optimize the following
likelihood by a tree-reweighted belief propagation (TRW) algorithm.
L(θ) =
N∑
i=1
logP (Y i|U i, θ) =
N∑
i=1
E(Y i|U i, θ)− A(θ) (4.3)
where A(θ) is the log-partition function [167], and N is the number of training samples.
Let θ = {θ1; θ2} linearly represent the parameters of unary and pairwise potentials, we
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rewrite Eqn. 4.2 as follows.
E(Y|U , θ) =
∑
i
E(Y i|U i, θ) =
∑
i∈V
θ1φi(ui, yi) +
∑
(i,j)∈E,i∈V,j∈N
θ2ψij(ui, uj, yi, yj) (4.4)
As a colour image is transformed into the simple and compact space U , it is more likely
to achieve a global optimum in the CRF if the potentials are represented by distinctive
features. In this method, the unary potential vector is a stack of features including gray
intensity, position, local binary pattern (LBP) and histogram of oriented gradients (HOG)
from sub-images U . For the pairwise potential vector, we compute the diﬀerence between
two nodes, and the diﬀerence is further discretized by a set of ﬁxed thresholds. It is
assumed that the simple and eﬃcient pairwise potential can beneﬁt the inference of the
global optimum in the CRF.
In order to make the approximation to the exact inference tractable, we choose the
neighbourhood N as 4 to obtain a sparse graph G. Let T be the set of all spanning trees
T = (V , E(T )) of the graph G, and ρ denotes a probability distribution over T .
ρ(T ) ≥ 0, where T ∈ T , and∑
T
ρ(T ) = 1.
(4.5)
As Eqn. 4.1 belongs to exponential family models which have convex conjugates, T yields
the following upper bound from a convex combination of tree-structured entropies [167].
H(μ) ≤
∑
T
ρ(T )H(μ(T )) (4.6)
where H(·) is the entropy, and mean parameters μ ∈ M correspond to the unary potential
distribution μi(·) at each node i ∈ V , and the pairwise potential distribution μij(, ·, ) for
each edge (i, j) ∈ E . Combining Eqn. 4.6 with the entropy decomposition on spanning
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trees T , we obtain the following entropy approximation upper bound.
H(μ) ≤ Hˆ(μ) =
∑
i∈V
Hi(μi)−
∑
(i,j)∈E(T )
ρijIij(μij) (4.7)
For each node i ∈ V , we deﬁne the following entropy.
Hi(μi) = −
∑
φi
μ(φi) log(μ(φi)) (4.8)
Similarly, for each edge (i, j) ∈ E(T ), we deﬁne the mutual information between φi and φj
as measured under the spanning tree T .
Iij(μij) =
∑
ψij
μ(ψij) log
μ(ψij)
(
∑
φi
μ(φi))(
∑
φj
μ(φj))
(4.9)
By making use of the above convex conjugates, Eqn. 4.3 is rewritten as Eqn. 4.10 for
approximate parameters, and the global optimum of the approximation is guaranteed by
Eqn. 4.7, because Hˆ(μ) is the upper bound of H(μ) under the assumption of spanning
trees.
θ∗ = argmax
μ∈T
θ · μ+ Hˆ(μ) (4.10)
We take the similar message-passing algorithm in [46] to estimate the global optimal pa-
rameters θ∗.
4.3.2 Interior optimized graph
Once an image is divided into rough homogeneous regions based on the aforementioned
extrinsic prior of channel consistency, we can reﬁne accurate objects in a local CRF frame-
work. Although the inference in a sparse CRF graph is simpler than that in a fully-
connected structure, the later can model long-range dependencies in images resulting in
more accurate object detection.
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In the fully-connected structure G, the Gibbs energy function is similar to Eqn. 4.2. The
unary potentials φi(ui, yi, θ1) is computed from the rough homogeneous regions obtained
by the learnt extrinsic prior, and the result measures the probabilities that a node in the
graph G belongs to the foreground and to the background. For the pairwise potentials
ψij(ui, uj, yi, yj, θ2), we deﬁne the following form
ψij(ui, uj, yi, yj, θ2) =
N∑
m=1
θ
(m)
2 k
(m)(u
(c)
i , u
(c)
j ) (4.11)
where k(m) is a Gaussian kernel to measure the similarity of two nodes i and j in an
arbitrary sub-image space U (c). In our algorithm, we deﬁne two Gaussian kernels in a
similar way to the work [94]. The ﬁrst one is the following appearance kernel,
k(1)(ui, uj) = θ
(1)
2 exp(−
|pi − pj|2
2σ2α
− |Ii − Ij|
2
2σ2β
) (4.12)
where pi and pj are position vectors of nodes, while Ii and Ij are intensity vectors of nodes in
the feature space U . The parameters σα and σβ control the degrees of appearance similarity.
Another Gaussian kernel is the smoothness kernel which can remove the long-range noise
regions.
k(2)(ui, uj) = θ
(2)
2 exp(−
|pi − pj|2
2σ2γ
) (4.13)
where σγ controls the position dependency of two nodes. We adopt the mean ﬁeld algorithm
for approximate inference in the fully-connected graph.
The mean ﬁeld approximation computes an estimated distribution μ˜(U) of the exact
distribution μ(U) by replacing the mean parameter space M with some tractable subset
F ∈ M. A straightforward way to create F is to iteratively minimize KL-divergence
D(μ||μ˜), where μ˜(U) is a product of all independent marginals as follows.
μ˜(U) =
∏
i
μ˜i(ui) (4.14)
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More speciﬁcally, the partition function approximation based on F can be optimized as
follows.
Aˆ(θ) = max
μ∈F
θ · μ+ Hˆ(μ) (4.15)
Through minimizing KL-divergence D(μ||μ˜), Eqn. 4.15 can achieve a local maximum by
the following iterative updates.
μ(uj) =
1
Z
exp
(
θ(uj) +
∑
c:j∈c
∑
uc\j
θ(uc)
∏
i∈c\j
μ(ui)
)
(4.16)
where Z is the normalizing factor. We can pick a coordinate j, then set μ(uj) to maximize
the objective function, leaving μ(ui) ﬁxed for all i = j.
Learning parameters θ = (θ1; θ2) in the fully-connected structure is usually time-
consuming. In our model, we simply set these parameters as constants, e.g., 1, to verify
this approach under two assumptions. Firstly, rough foreground regions as salient seeds are
believed to cover objects with high true positive hit rate, therefore, it is not necessary to
approximate accurate parameters to adjust the weights of unary potentials in the interior
graph for each image. Secondly, if the features from sorted sub-images U are compact,
both unary and pairwise potentials in the fully-connected graph G can eﬃciently beneﬁt
the inference of the posterior distribution, even though there are no trained parameters
required.
4.4 Experimental results and analysis
In order to evaluate the proposed algorithms, we choose ﬁve datasets, which provide both
images and binary ground truths, for training and testing respectively. We also exhaus-
tively compare our method with state-of-the-art saliency detection algorithms in terms of
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precision, recall, F-measure, mean absolute error (MAE) and a weighted mean Eα deﬁned
in Chapter 3.
4.4.1 Datasets
A popular dataset MSRA1000 is chosen to compare the proposed object detection al-
gorithm with the existing state-of-the-art saliency detection algorithms. The dataset
MSRA1000 provides 1000 colour images and corresponding accurate object masks as
ground truths [1]. As an extension of MSRA1000, the dataset MSRA5K contains 5000
images [80], most of which have large scale foregrounds and plain backgrounds while the
ground truths are annotated by accurate object masks. Another similar dataset used is
MSRA20K [111] which contains 20000 images with a bounding box as the annotation of
ground truth for each image. In the former three datasets, the foreground is relatively
salient as compared with the background. In order to evaluate the robustness of the
proposed algorithms in more cluttered environments, we also choose two more complex
datasets including ECSSD [174] and ImgSal [104] in which the scales of the foregrounds in
the images vary and the backgrounds are crowded and cluttered scenes. ECSSD contains
1000 images while there are 235 image in ImgSal. Both of these two datasets are carefully
annotated with accurate object masks as ground truths.
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4.4.2 Results and analysis
4.4.2.1 Saliency maps based on extrinsic priors
As shown in Figure 4.2, we take three datasets to train the CRF model by TRW and test
the model on the dataset ImgSal measured by the following false positive rate (FPR).
FPR =
FP
TP + FN
(4.17)
FPR originates from four basic quantities: true-positive (TP), true-negative (TN), false-
positive (FP) and false-negative (FN).
The three datasets as exampled in Figure 4.2 are generally divided into two categories
according to their ground truths: bounding boxes in the dataset MSRA20K and accurate
object masks in the datasets MSRA5K and ECSSD.
Training results of the global CRF model with up to 1000 samples from the three
datasets are evaluated on the dataset ImgSal as shown in Figure 4.3, and the three curves
represent how false positive rates (FPRs) change along with increasing training samples
from the three datasets respectively. From Figure 4.3, it is noticeable that the error rate
FPR of the global CRF model learnt from the dataset MSRA20K with ground truths
annotated by bounding boxes is extremely high and the training process does not converge
stably when the number of training samples increases. In contrast, the error rates FPRs of
the global CRF model learnt from two datasets MSRA5K and ECSSD with ground truths
annotated by accurate object masks is much lower as compared with that of MSRA20K.
The performance of the global CRF model in Figure 4.3 demonstrates that accurate
object masks in both MSRA5K and ECSSD are more conducive to reduce the FPR than
bounding boxes as ground truths in MSRA20K for training this model. It is worthy to
notice that the training process on MSRA5K where the scales of foregrounds are large as
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(a) (b) (c) (d) (e) (f)
Figure 4.2: Image examples with diﬀerently annotated ground truths from datasets
for learning extrinsic priors. (a):Original images from MSRA20K, (b):Corresponding
ground truths annotated by bounding boxes for (a), (c):Original images from MSRA5K,
(d):Corresponding ground truths annotated by accurate object masks for (c), (e):Original
images from ECSSD, (f):Corresponding ground truths annotated by accurate object masks
for (e).
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Figure 4.3: Evaluating detection performance of the global CRF model trained on three
datasets (MSRA20K, MSRA5K and ECSSD) with up to 1000 training samples and their
corresponding ground truths annotated diﬀerently. The false positive rate (FPR) is adopted
to measure detection results based on three kinds of learnt model parameters on the dataset
ImgSal.
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compared with the plain backgrounds converges when the number of training samples is
over 800. However, the training process on ECSSD is not steady with increasing training
samples because object scales in the dataset ECSSD vary much more drastically than that
in the dataset MSRA5K. Nevertheless, these results indicate that accurate object masks
as ground truths are more eﬀective in the global CRF model training than bounding boxes
as ground truths.
4.4.2.2 Optimization of model parameters approximation
Based on the extrinsic priors learnt from the dataset MSRA5K which can lead to a steady
result as the above analysis, we obtain the coarse map for each testing image in the dataset
MSRA1000 as shown in Figure 4.4(c). We further reﬁne the results in an interior optimized
graph. In other words, we take the coarse map as the mid-level label for an image to orga-
nize the corresponding sub-images in a fully-connected graph, and learn parameters of the
local CRF model for each image in order to obtain more accurate object detection results.
The accurate maps generated by learnt parameters is illustrated in Figure 4.4(d). However,
the learning process is very computing extensive. As the sub-images have constructed a
compact feature space for each image as approved in Section 4.3.2, and the coarse map
is generated by eﬀective extrinsic priors, we simply set model parameters θ = (θ1; θ2) as
constant 1 for an image for a trial in the second stage. From Figure 4.4, it is evident that
the exact objects in Figure 4.4(e) can be inferred not only faster, but also very accurately
as compared with Figure 4.4(d).
In order to test our method on a dataset similar to the training dataset MSRA5K,
MSRA1000 is used to compare the proposed approach with state-of-the-art saliency de-
tection algorithms. Figure 4.5 demonstrates several examples of detection results, and
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(a) (b) (c) (d) (e)
Figure 4.4: Comparing the impacts of learnt parameters and constant parameters in the
local CRF model with fully-connected graph on the dataset MSRA1000. (a):Original
images, (b):Ground-truth, (c):Proposed coarse maps, (d):Proposed accurate maps by learnt
parameters, (e):Proposed accurate maps by constant parameters.
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Figure 4.5: Examples of detection results on the dataset MSRA1000, and shrink-
ing coarse maps (h) into more accurate results (i). (a):Original images, (b):Ground-
truth, (c):GBVS06, (d):RC11, (e):CAS12, (f):SF12, (g):BMS13, (h):HDCT16, (i):Proposed
coarse maps, (j) Proposed accurate maps.
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the detection performance of the proposed accurate maps on the dataset MSRA1000 are
compared with a few state-of-the-art approaches in Figure 4.6. Figure 4.5(a-b) display a
few original image examples and their corresponding ground truths annotated by accu-
rate object masks. Figure 4.5(c-h) display the results obtained by a few state-of-the-art
approaches including GBVS06 [69], RC11 [37], CAS12 [60], SF12 [134], BMS13 [178] and
HDCT16 [89] while Figure 4.5(i-j) demonstrate the coarse maps and accurate object de-
tection, respectively. From Figure 4.5(6-7)(i-j), it is evident that the local CRF algorithm
can shrink coarse maps into more accurate results.
To evaluate the overall performance of the proposed object detection method compared
with a few state-of-the-art approaches, ﬁve measurements are displayed in Figure 4.6. From
Figure 4.6(a), it can be observed that though SF12 achieves the highest precision rate, the
proposed approach has collectively achieved as high F-measure, precision and recall rates
as BMS13. Moreover, as shown in Figure 4.6(b), the proposed method has much smaller
error rate indicated by MAE values, than existing state-of-the-art methods, approved to
be superior to others in accuracy. The results measured by Eα in Figure 4.6(a) indicate
that the inference of the posterior distribution in the fully-connected graph is eﬀective and
eﬃcient in the improvement of object detection performance.
To further evaluate the algorithms’ performance as compared with state-of-the-art
methods used in obtaining Figure 4.5 and Figure 4.6 in object detection in cluttered en-
vironments, another more complex dataset ImgSal is adopted. As per the experimental
results shown in Figure 6.14, the proposed method can precisely detect object with diﬀer-
ent scales even though the foreground is partially occluded by the background in complex
scenes. As shown in Figure 6.14(3-4)(i-j), the local CRF algorithm can extend the fore-
ground to long-range similar parts which are missed in coarse maps.
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Figure 4.6: Comparison of algorithms’ object detection performance on the dataset
MSRA1000 measured by: (a):F-measure, precision and recall rates as compared with the
ground truths, and a composite metric Eα, (b):Mean absolute error (MAE) between binary
maps and ground truths.
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Figure 4.7: Examples of detection results on the dataset ImgSal, and extending the fore-
ground to long-range similar parts as shown in (3-4)(i-j). (a):Original images, (b):Ground-
truth, (c):GBVS06, (d):RC11, (e):CAS12, (f):SF12, (g):BMS13, (h):HDCT16, (i):Proposed
coarse maps, (j) Proposed accurate maps.
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Figure 4.8: Comparison of algorithms’ object detection performance on the dataset ImgSal
measured by: (a):F-measure, precision and recall rates compared with the ground truths,
and a composite metric Eα, (b):Mean absolute error (MAE) between binary maps and
ground truths.
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Figure 4.9: Object detection performance of the bottom-up model in Chapter 3 and this
integral approach on two datasets: (a):F-measure, precision, recall, MAE and Eα with
self-adaptive threshold on the dataset MSRA1000, (b):F-measure, precision, recall, MAE
and Eα with self-adaptive threshold on the dataset ImgSal.
From the overall performance measured by the ﬁve factors shown in Figure 4.8, the
proposed method has collectively achieved the best performance in the complex dataset,
similar to the results on the dataset MSRA1000.
In Figure 4.9, we evaluate both the bottom-up model in Chapter 3 and this integral ap-
proach on two datasets. Figure 4.9(a) demonstrates the results on the dataset MSRA1000
while Figure 4.9(b) are from are a more complex dataset ImgSal. As we take sub-images as
low-level features in the two methods, this integral model obtains similar F-measure, preci-
sion and recall rates with that by the bottom-up model. However, this top-down approach
can achieve less error rate indicated by MAE values, in other words, detection results here
are more accurate than that by the bottom-up model in Chapter 3. The results measured
by Eα demonstrate that this model is more eﬀective.
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4.5 Summary
In this chapter, we have introduced an integral top-down and bottom-up method for object
detection by arranging diﬀerent priors about salient objects in two diﬀerent CRF models.
Diﬀering from previous CRF models for object detection, we transform a colour image
into a compact sub-image space, and learn extrinsic priors under the assumption of colour
channel consistency. In order to avoid local optimum in the process of training the ﬁrst
CRF model, we take a TRW algorithm to approximate the exact inference in a sparse
graph by using the local similarity. The delicate dataset MSRA5K in which images have
large object scales and plain backgrounds is chosen to guarantee the steady convergence
of the training process, and the learnt extrinsic priors can be used to detect objects with
various scales in cluttered environments. Therefore, coarse maps of salient objects result
from compact feature spaces and local similarity in a graph. We further model long-
range dependencies of similar parts in a fully-connected structure to infer more accurate
objects within an image, and the optimization in the second CRF model is simpliﬁed by
former eﬀective results to obtain reﬁned binary maps of salient objects. It is found that
the colour channel consistency is useful extrinsic priors for top-down saliency detection
because of compact features spaces, and spatial long-range dependencies modelled in the
fully-connected graph can generate reﬁned detection results.
In conclusion, the ﬁrst contribution in this chapter is to propose a method to learn the
consistency of colour channels in images as extrinsic prior in order to beneﬁt segmenting the
foreground from the background of a new image. As colour channels are highly relative
to the ROI, the results of coarse segmentation between foregrounds and backgrounds,
are regarded as mid-level salient cues for further reﬁning object detection. These mid-
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level salient cues help to avoid the limitations of making use of low-level features directly.
Secondly, in order to learn extrinsic priors in consistent colour channels, we modify a
conditional random ﬁeld (CRF) model with a sparse graph according to the local spatial
prior, i.e., nearest neighbourhood, for approximating global optimum of model parameters.
Thirdly, the spatial long-range prior is incorporated in a fully-connected CRF model for
the high accuracy of object detection. Fourthly, we improve the optimal solution of a graph
optimization problem by incorporating mid-level salient cues.
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Chapter 5
A Bayesian Nonparametric Model for
Saliency Detection
5.1 Introduction
In Chapters 3 and 4, we proposed a bottom-up approach and an integral bottom-up and
top-down approach to the salient object detection based on the foreground-background
segmentation. Recently, image segments as mid-level cues have been found important to
many tasks in computer vision, such as object detection and scene understanding. Follow-
ing contour detection methods, more and more algorithms concentrate on segmenting an
image into semantic categories which would yield more extensive and descriptive classes for
object detection. However, compared with human segmentation, it is still diﬃcult for ex-
isting algorithms to improve the accuracy of segmentation of objects, especially in complex
scenes.
While image segmentation is hindered by the variations of objects and clutters in im-
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ages, saliency detection methods try to explore various salient priors to tackle these chal-
lenges from the perspective of human vision attention mechanisms. Most of them belong to
foreground-oriented salient priors, such as center prior, which follows the center-surround
mechanism in the retina emphasizes that salient regions spatially locate around the image
center. On the other hand, the background prior is also proven to be useful in some ob-
ject detection applications [168, 182]. Background prior assumes that background regions
are usually apt to connect with image boundaries and form large homogeneous regions
compared with regions of interest (ROI). If both foreground-oriented and background-
oriented salient priors are useful, it is worth investigating whether semantic segmentation
of images into more meaningful regions beneﬁts saliency detection. Furthermore, some
researchers have veriﬁed that human segmentation from LabelMe [145] can be modelled
by power law distributions generated by Bayesian nonparametric (BNP) models [156] in
which the number of semantic regions is adaptive to the complexity of image contexts, un-
like conventional methods which need to ﬁx the number of clusters. In addition, BNP can
capture long-distance dependencies of segments in images, which has contributed to better
performances of clustering than the traditional nearest neighbour mechanism. However,
the existing BNP models estimate the power law distributions of segments in each single
colour image, optimal solutions across all images can not be obtained simultaneously and
the priors learnt from one image are not adaptive to new images.
In this chapter, we present a novel object detection approach to derive saliency maps
through developing a BNP model to semantically cluster superpixels in a compact rep-
resentation of images into more extensive segments, treat these segments as salient seeds
and link similar parts by a manifold learning model. A three-stage method is developed.
The ﬁrst stage is to transform a colour image into a more compact space as in Chapter 3,
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since it is not easy to model the power law distributions of segments in the original colour
space. The second stage is to explore the power law distribution in new sub-images by a
novel BNP model. Two major advantages of the BNP model are that it is able to capture
long-range dependencies of the segments and the number of segments is adaptive to the
complexity of image contexts. The third stage is to employ a manifold learning algorithm
to link the semantic segments with their saliencies for ﬁnal saliency detection.
The detection algorithm is evaluated on datasets with many kinds of variations, such as
diﬀerent scales, simple or complex backgrounds, and partial occlusion. Overall performance
is measured by using qualitative and quantitative measures. The proposed approach is
compared with six state-of-the-art saliency detection algorithms in [69, 37, 60, 134, 104, 178]
and the integral top-down and bottom-up approach developed in Chapter 4, respectively,
to demonstrate the improvement in the capability of coping with discontinuity.
The remainder of this chapter is organized as follows. Section 5.2 brieﬂy presents the
related works on BNP methods for semantic segmentation. Section 5.3 provides details
on the proposed BNP model and algorithm for semantic segmentation and detection of
salient objects in cluttered environments . Experimental setups and results are analysed
in Section 5.4. Finally, Section 5.5 summarizes this work.
5.2 Bayesian nonparametric models for semantic seg-
mentation
Bayesian nonparametric (BNP) models provide a diﬀerent choice to tolerate the uncer-
tainties in complex scenes. Sudderth and Jordan found that distributions of object fre-
quencies and segment sizes in complex scenes could be modelled well by Pitman-Yor (PY)
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process [136, 156]. These heavier-tailed distributions about the object superpixels are de-
scribed by a hierarchical Pitman-Yor (HPY) mixture model, and Gaussian processes are
adopted to cluster those superpixels into spatially contiguous regions as ﬁnal semantic seg-
ments [156]. This BNP method can capture intervening contour cues which are neglected
by conventional methods, such as Markov random ﬁelds (MRFs).
However, it is still very challenging to model independently high-dimensional feature
channels for superpixels by the hierarchical Dirichlet process (HDP). Ghosh et al. suggested
that non-exchangeable distributions generated by Chinese restaurant processes could be
used to link spatial dependencies for unsupervised image segmentation [59]. This distance
dependent Chinese restaurant process (ddCRP) incorporate the non-exchangeability into
random partitions according to a basic observation: closer data points are more likely to be
grouped together. In order to keep the balance between the region consistency and random
partitions, a window decay function is deﬁned to determine the spatial linkages among the
superpixels. Another advantage of this method over traditional clustering algorithms is
that the number of clusters is adaptive with the complexity of image contexts. However,
the ﬁnal meaningful partition is sensitive to hyperparameters of the model, e.g., the window
size. Moreover, Shyr et al. derived a supervised hierarchical Pitman-Yor (HPY) model
which assigns each layer of the HPY by both segmentation and class priors [152]. In
order to learn spatial dependencies among superpixels from diverse complex scenes, a
global contour detector [11] was employed to construct a weight matrix among superpixels,
which can guarantee the spatial relationship is sparse and compact through the global
contour cues. These BNP methods including HDP and ddCRP can model uncertainties
in complex scenes by incorporating diﬀerent constraints, such as spatial dependencies and
shared appearance patterns among images, which are highly relative to posterior inference
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processes, therefore, the semantic segmentation of images can be optimized by sophisticated
constraints and posterior inference methods.
5.3 The proposed method
In the context of complex scene, object segments from semantic segmentation contains more
extensive and distinctive classes of information than those from foreground-background
segmentation, allowing further analysis of the object segments and their dependencies
for more accurate detection. To deﬁne basic priors for image segmentation, empirical
studies have shown that visual statistics such as object frequencies and segment sizes
follow power law distributions from which more adaptive models can be constructed. As
conventional parametric models cannot adapt to uncertainties in the structure and scale
changes of segmentation of complex scenes, BNP models with no explicit parameters, take
inﬁnite latent variables of tasks as the top layer of a hierarchical structure to relax the
constraints between model parameters and input images. In other words, BNP models
are capable of obtaining adaptive structures without explicit parameters for the semantic
segmentation of images. Following the suggestion by the feature integration theory [163],
we register an image into a coarse foreground-background segmentation to simulate the
pre-attentive stage in human vision attention in Chapter 4. In this work, we will develop
a new pre-attentive approach to replace the foreground-background segmentation by the
semantic segmentation according to a BNP method, treat the segments as salient seeds, and
then realize the focused attention mechanism for saliency detection through combining the
salient seeds with a manifold learning. The proposed saliency detection algorithm consists
of four steps:
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1. Transform colour images into a compact space as sub-images similar to Chapter 3;
2. Develop a BNP model to semantically segment the sub-images into more extensive
classes and treat the segments as mid-level cues, i.e., salient seeds for saliency detec-
tion;
3. Use manifold learning model similar to Chapter 3 to generate optimized propagation
matrix by the semantic segments;
4. Derive saliency detection via the sum of the optimized propagation matrix multiply-
ing salient seeds to suppress complex backgrounds.
The whole framework of the proposed method is depicted in Figure 5.1.
5.3.1 A BNP segmentation in the hierarchical sequence of images
The proposed semantic segmentation method is to cluster shape and appearance features
of the superpixels obtained from sub-images into meaningful homogeneous regions. As
we discussed in Chapter 3, features from colour spaces, which were used by many other
segmentation methods, are very diverse in complex scenes. In addition, the performance
of the semantic segmentation of colour images directly by a BNP model is sensitive to
hyperparameters, which usually cannot ﬁt variants in natural images. To overcome this
barrier, we make use of Chinese restaurant process (CRP) to model the shape and ap-
pearance feature distributions in sub-images. A pre-processing step transforms an colour
imageX = [x1, x2, x3] ∈ Rr×c×3 into a hierarchical sequence of images S = [s1, s2, · · · , sn] ∈
R
r×c×n and chooses three sorted sub-images M = [m1,m2,m3] ∈ Rr×c×3 for a more com-
pact representation. Although the statistical study shows that segment sizes in natural
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Figure 5.1: The framework of the proposed Bayesian nonparametric (BNP) method for
saliency detection. (a∼b):A propagation matrix example from the manifold learning
method combines with the semantic segments by the BNP method to generate a saliency
map. (c):Energy distributions in all superpixels for an image example are assigned accord-
ing to diﬀerent semantic segments, and the ﬁnal sum of all energy distributions represented
by the red curve is the energy distribution of the saliency map.
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images can be modelled by Pitman-Yor processes, we propose a more representative fea-
ture, i.e., rare shape, which can follow a power law distribution in an arbitrary image and
be proven eﬀective for saliency detection in Chapter 3. As a result, we divide a given im-
age into N superpixels where the ith superpixel is an observation xi which are rare shape
and appearance features from M . Consequently, the given colour image is represented by
X = {xi ∈ RD : i = 1, 2, . . . , N}, where D is the dimension of an observation. These
algorithms can refer to Chapter 3. Based on the given data X , we develop the following
BNP model for clustering.
Bayesian nonparametric priors are countably-inﬁnite, because they are built on some
processes, such as Dirichlet process, Beta process, Gamma process and negative binomial
process. These processes provide countably many traits and corresponding frequencies
with which the traits occur. These two parts are expressed as random measures [26].
Θ =
K∑
k=1
θkδψk (5.1)
where (θk, δψk) represents the frequency (or weight) of the kth traits together with its trait
descriptor δψk , and the cardinality K is countably ﬁnite or inﬁnite.
A Dirichlet process is a distribution over probability measures (or random measures)
G : Θ → R+, for which we have the following requirements.
G(θ) ≥ 0∫
Θ
G(θ)dθ = 1
(5.2)
For any ﬁnite partition (T1, T2, . . . , Tk) of Θ, if all probability measures (G(T1), G(T2), . . . , G(Tk))
has a joint Dirichlet distribution,
Dir(αH(T1), αH(T2), . . . , αH(Tk)) (5.3)
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We express the Dirichlet process as follows.
G ∼ DP (α,H) (5.4)
where α is the concentration parameters, and H is the base measure. In Figure 5.2(b), if
G ∼ DP (α,H), and the probability of a sample is P (θ ∈ Ti) = H(Ti), then the posterior
is
P (G(T1), G(T2), . . . , G(Tk)|θ, α,H) =
Dir(αH(T1) + I(θ ∈ T1), αH(T2) + I(θ ∈ T2), . . . , αH(Tk) + I(θ ∈ Tk))
(5.5)
This holds for any set of partitions. If we observe multiple samples θ¯i ∼ G, the new
posterior is given by
G|θ¯1, θ¯2, . . . , θ¯N , α,H ∼ DP (α +N, 1
α +N
(αH +
N∑
i=1
δθi)) (5.6)
or
P (G|θ¯1, θ¯2, . . . , θ¯N , α,H) =
Dir(αH(T1) +
N∑
i=1
I(θi ∈ T1), αH(T2) +
N∑
i=1
I(θi ∈ T2), . . . , αH(Tk) +
N∑
i=1
I(θi ∈ Tk))
(5.7)
where N is the number of samples, and I is equal to one if θi belongs to the right partition.
It is obvious that the DP eﬀectively deﬁnes a conjugate prior for arbitrary measurable
spaces. The concentration parameter α serves as the eﬀective sample size of the base
measure H.
In Figure 5.2(a), we use the stick-breaking construction to deﬁne a DP.
Let π = {πk}∞k=1 be an inﬁnite sequence of mixture weights derived from the following
process:
βk ∼ Beta(1, α) (5.8)
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Figure 5.2: Two views of a Dirichlet process (DP) mixture model [155, 123]. (a): inﬁnite
number of clusters parameters, θk, and π ∼ GEM(α). (b):The probability G is drawn
from a Dirichlet process (DP), G ∼ DP (α,H).
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πk = βk
k−1∏
l=1
(1− βl) = βk(1−
k−1∑
l=1
πl) (5.9)
This process is often denoted by the Griﬃths-Engen-McCloskey (GEM) distribution as
π ∼ GEM(α). We further deﬁne
G(θ) =
∞∑
k=1
πkδθk(θ) (5.10)
where θk ∼ H. From Eqn. 5.10, this stick-breaking construction gives a Dirichlet process
G ∼ DP (α,H). If we keep sampling it, we will get more and more repetitions of previously
generated values. For example, if we sample θ¯i ∼ G, data samples from θ¯i will cluster
around the center value θk. This indicates that the DP might be useful for clustering.
However, it is problematic to work with inﬁnite dimensional sticks. Thus, we can
draw samples from the above stick-breaking construction for clustering. If θ¯i ∼ G are
N observations from G ∼ DP (α,H), taking on K distinct values θk, then the predictive
distribution of the next observation is given by
P (θ¯N+1 = θ|θ¯1:N , α,H) = 1
α +N
(
αH(θ) +
K∑
k=1
Nkδθ¯k(θ)
)
(5.11)
where Nk is the number of previous observations equal to θk. This is called the Polya urn
sampling scheme. For real applications, we can use discrete variables zi to specify θk as
θ¯i = θzi , then Eqn. 5.11 is rewritten.
P (zN+1 = z|z1:N , α) = 1
α +N
(
αI(z = k∗) +
K∑
k=1
NkI(z = k)
)
(5.12)
where k∗ represents a new cluster index that has not yet been used. This is called the Chi-
nese restaurant process (CRP). The inﬁnite tables are noted as clusters and the customers
as observations. A new customer zN+1 selects any table to sit on with the probability
speciﬁed by the number of table members Nk or the concentration parameter α when he
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chooses a new table k∗. As occupied tables are more abstractive to new customers, this
rich get richer phenomenon makes CRP as power law distributions.
As an extension of the CRP, the two-parameter Pitman-Yor process (PYP) provides
more ﬂexible priors over cluster sizes, because two parameters beneﬁt more heavy-tailed
power law distributions over cluster sizes compared with the one-parameter CRP. Assuming
implicit distributions on potentially inﬁnite partitions are denoted by ϕ = (ϕ1, ϕ2, ϕ3, . . .),∑∞
k=1 ϕk = 1, the PYP ϕ ∼ GEM(γa, γb) is deﬁned by the stick-breaking construction as
follow,
ϕk = wk
k−1∏
l=1
(1− wl) = wk(1−
k−1∑
l=1
ϕl), wk ∼ Beta(1− γa, γb + kγa) (5.13)
where two hyperparameters satisfy 0 ≤ γa < 1, γb > −γa.
In this chapter, we tend to cluster N superpixels in a single image represented by
X = {xi ∈ RD : i = 1, 2, . . . , N} from a less diverse space M compared with the colour
space. It is appropriate to choose CRP for the proposed BNP model rather than PYP
like [156, 152] because the distributions of X do not follow very heavy-tailed power law
distributions. We treat each superpixel as a customer in the Chinese restaurant, in which
there are K tables. The probabilities of all customers’ seating arrangements are from a
partition by the CRP(α).
(Ax1 , Ax2 , . . . , AxN ) ∼ CRP (α) (5.14)
where Axi = k means the customer xi chooses the table k.
Furthermore, for the D-dimensional features from each superpixel, we build a latent
factor model which assumes that each observation is inﬂuenced by all factors. Every table
k in the Chinese restaurant has a latent factor
fkd ∼ N (μf , σ2f ) (5.15)
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where N is a Gaussian distribution, μ is the mean and σ2f is the variance. If all tables
are treated as latent factors, observations in the Chinese restaurant are generated by a
combination of weighted latent factors and noises as follows.
xid = gdfAxid + id (5.16)
where gd is a factor loading weight for the dth feature in xi, and id is an independent
noise term. We further generate gd and id by two independent Gaussian distributions
gd ∼ N (μg, σ2g) and id ∼ N (μ	, σ2	 ) respectively. In order to increase the ﬂexibility of our
BNP model, we place two independent inverse Gamma distributions on σ2g and σ
2
	 [57].
σ2g ∼ InvGa(a1, b1)
σ2	 ∼ InvGa(a2, b2)
(5.17)
To compute the posterior inference for this BNP model, and we use a Markov Chain
Monte Carlo (MCMC) sampling method. In this BNP clustering, the posterior inference
refers to the conditional distribution of customer assignments A1:N over the features x1:N
and hyperparameters.
As it is not possible to normalize the joint distribution, we sample the concentration
parameter α in the CRP by slice sampling. The posterior parameters of σ2g and σ
2
	 are from
the conjugate inverse Gamma priors. Based on the updated hyperparameters and features
x1:N , we sample the factor loading weight gd and latent factor fAxid from two Gaussian
distributions respectively. In order to draw customer assignments A1:N , we integrate out the
factor loading weight gd to reduce the dimension of variables. According toRao-Blackwell
theorem, samples by this collapsed Gibbs sampling will have lower variance. This is a whole
iteration of the MCMC sampling. Once ﬁnishing an iteration, we will compute a new noise
term ˜id. The ﬁnal customer assignment A1:N comes from the iteration with the lowest
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noise term ˜id, and A1:N is the result of this BNP clustering which can assign N superpixels
of a given image into meaningful homogeneous regions as the semantic segmentation shown
in Figure 5.3(h).
5.3.2 Saliency detection by integrating energy distributions from
semantic segments
Semantic segments by the BNP model are continuous and discontinuous clusters which are
treated as mid-level cues for saliency maps. However, there are still two major barriers
in the generation of saliency maps. Firstly, it is diﬃcult to clarify which clusters contain
the objects that attract human visual attention. Secondly, although N superpixels are
from the compact sub-images M to reduce diversities in arbitrary images, some isolated
clusters may still exist because there is no any spatial constraint introduced, such as nearest
neighbour dependencies, into the BNP model. The manifold learning algorithm described
in Chapter 3 is a straightforward method to deal with the second problem. We constructed
a graph G = (V , E) for superpixels in Figure 5.3(c), then compute the following propagation
matrix based on the corresponding aﬃne matrix W and degree matrix D as referred to
Chapter 3.
U = (D − αW )−1 (5.18)
where α ∈ (0, 1) is a constant that can be used to keep balance between mid-level cues
and local consistency in the graph. In Figure 5.1(a), the propagation matrix multiplying
semantic segments can suppress the isolated clusters. For the above ﬁrst problem, we
combine all segments with the propagation matrix to generate the ﬁnal saliency map as
shown in Figure 5.1(b), in which the most salient parts would be popped out. As N
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superpixels are assigned into semantic segments A1:N , we can statistically compute how
many superpixels each semantic segment contains. We assume that large segments are
prone to be backgrounds, therefore, the statistical result is further normalized as αA to
replace the constant in Eqn 5.18. These processes are described in Algorithm 4.
Algorithm 4 Saliency integration from semantic segments by a manifold learning method
Input: The semantic segments of images A1:N , appearance features X from N superpixels;
Output: The saliency maps Smap;
1: Compute the normalized histogram αA of A1:N ;
2: for (Ak, αk) in (A1:N , αA) do
3: Compute the propagation matrix Uk by Eqn. 5.18;
4: Each semantic segment multiplies the propagation matrix sk = UkAk;
5: Semantic segment alters the energy distribution Smap = Smap + sk;
6: end for
7: return Smap.
5.4 Experimental results and analysis
In order to evaluate the proposed algorithms, we choose two datasets which provide both
images and binary ground truth to exhaustively compare the proposed method with state-
of-the-art saliency detection algorithms in terms of precision, recall, F-measure, mean
absolute error (MAE) as deﬁned in [134] and a weighted mean Eα deﬁned in Chapter 3.
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5.4.1 Datasets
The dataset MSRA1000, which is popular to evaluate saliency detection algorithms, pro-
vides 1000 colour images and corresponding object masks as ground truth [1] in Fig-
ure 5.5(a-b). To evaluate the algorithms’ performance in the saliency detection in clut-
tered environments, another dataset ImgSal [104], which is illustrated in Figure 5.7(a-b),
is adopted. On the dataset ImgSal, the foregrounds of images have diﬀerent scales, and
the backgrounds are more crowded and cluttered, which is common in complex scenes.
5.4.2 Results and analysis
5.4.2.1 Saliency maps based on BNP semantic segments
We obtain N superpixels from sub-images M , and contours of superpixels are illustrated
in Figure 5.3(c). The semantic segmentation is to further group these superpixels into
special regions. In order to investigate the self adaptive cluster number capability of
the BNP model as compared with other clustering methods, we choose the Cosegmen-
tation algorithm CoSeg11 [88], in which the number of segments is set as a ﬁxed value
10 for fair comparison, since the number of segments generated by the proposed BNP
method is usually less than 10 as shown in Figure 5.3(h). The semantic segments of im-
ages by CoSeg11 are shown in Figure 5.3(d). The proposed method is an extension of
the foreground-background segmentation in Chapter 4, which can be regarded as a simple
semantic segmentation as shown in Figure 5.3(f).
Results by the proposed BNP method are illustrated in Figure 5.3(h), and the number
of segments is adaptive to contexts of images. Furthermore, the BNP method can model
similar long-distance dependencies. For example, in Figure 5.3(3)(h), the BNP model can
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Figure 5.3: Semantic segments as mid-level cues by CoSeg11 [88], learnt CRF and the
BNP model. (a):Original images, (b):Ground-truth, (c):Superpixels, (d):Mid-level cues by
CoSeg11, (e): Saliency maps based on mid-level cues in (d) by CoSeg11, (f):Mid-level cues
by learnt CRF, (g):Saliency maps based on mid-level cues in (f) by learnt CRF, (h):Mid-
level cues by the proposed method, (i):Saliency maps based on mid-level cues in (h) by the
proposed method.
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group the two green apples together while the CoSeg11 divide them into diﬀerent clusters
in Figure 5.3(3)(d). We take the three kinds of semantic segments as mid-level cues into the
manifold learning algorithm for generating saliency maps as shown in Figure 5.3(e)(g)(i).
If backgrounds are simple, all these mid-level cues work well for saliency maps, e.g., Fig-
ure 5.3(1)(9)(13). However, in crowded environments, mid-level cues by the BNP model
can generate more compact saliency maps than that by CoSeg11 and learnt CRF because
the adaptive assignment can reduce diversities in images as shown in Figure 5.3(d)(f)(h).
We measure the three kinds of saliency maps on the dataset ImgSal and the corresponding
results are in Figure 5.4. From the P/R curves in Figure 5.4(a), both learnt CRF and the
BNP model can generate more eﬃcient mid-level cues than CoSeg11. In Figure 5.4(b), the
BNP model achieves comparably high precision, recall, F-measure and Eα scores while the
mean absolute error (MAE) is the lowest one for very compact saliency maps.
We further compare the proposed method with six state-of-the-art saliency detection
algorithms: the GBVS06 [69], RC11 [37], CAS12 [60], SF12 [134], HFT13 [104] and
BMS13 [178]. Saliency maps on the dataset MSRA1000 are in Figure 5.6. The perfor-
mance measurements in Figure 5.6 shows that our method achieves high precision, recall,
F-measure and Eα while outperforms the other approaches to detection non-salient regions
because of the lowest MAE.
On the standard dataset MSRA1000, several algorithms, such as BMS13, SF12 and the
proposed method can work well. However, on a more complex dataset ImgSal, our method
can obtain the compactest saliency maps as shown in Figure 5.7. Therefore, the proposed
method can be used for object detection in complex scenes. As shown in both Figures 5.6
and Figure 5.8, it is observed that a state-of-the-art method obtains good results on one
dataset while its performance is degraded on another dataset. The results of the proposed
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Figure 5.4: Comparison of saliency detection performances resulted from diﬀerent salient
seeds within a manifold learning framework on the dataset ImgSal. (a):P/R curves resulted
from the salient seeds through two benchmark approaches including CoSeg11 and Learnt
CRF and the proposed method. (b):F-measure, precision, recall, MAE and Eα with self-
adaptive threshold.
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Figure 5.5: Examples of saliency maps on the dataset MSRA1000 obtained by the state-
of-the-art approaches and the proposed method. (a):Original images, (b):Ground-truth,
(c):GBVS06, (d):RC11, (e):CAS12, (f):SF12, (g):HFT13, (h):BMS13, (i):Proposed.
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Figure 5.6: Comparison of algorithms’ performance on the dataset MSRA1000. (a):P/R
curves of diﬀerent methods on the dataset MSRA1000. (b):F-measure, precision, recall,
MAE and Eα with self-adaptive threshold.
algorithm are comparable with the best one BMS13 on the dataset MSRA1000. However,
the performance of BMS13 is degraded as shown in Figure 5.8 because the boundary
connectivity prior used by BMS13 is biased while the proposed semantic segmentation
priors do not assume that boundaries are pro to backgrounds. Therefore, our saliency
detection method can be adaptive to not only large scale objects in simple backgrounds,
but also partially occluded objects in cluttered scenes.
In Figure 5.9, we evaluate both the integral top-down and bottom-up model in Chap-
ter 4 and this BNP approach on two datasets. Figure 5.9(a) demonstrates the results
on the simple dataset MSRA1000, and the foreground-background segmentation achieves
better performance than the BNP semantic segmentation because the proposed method
produces trivial segments in simple scenes. However, on a more complex dataset ImgSal,
the BNP method outperforms the method in Chapter 4 in terms of F-measure, precision
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Figure 5.7: Examples of saliency maps on the dataset ImgSal obtained by the state-
of-the-art approaches and the proposed method. (a):Original images, (b):Ground-truth,
(c):GBVS06, (d):RC11, (e):CAS12, (f):SF12, (g):HFT13, (h):BMS13, (i):Proposed.
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Figure 5.8: Comparison of algorithms’ performance on the dataset ImgSal. (a):P/R curves
of diﬀerent methods on the dataset ImgSal. (b):F-measure, precision, recall, MAE and Eα
with self-adaptive threshold.
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Figure 5.9: Object detection performance of the integral top-down and bottom-up model in
Chapter 4 and this BNP approach on two datasets: (a):F-measure, precision, recall, MAE
and Eα with self-adaptive threshold on the dataset MSRA1000, (b):F-measure, precision,
recall, MAE and Eα with self-adaptive threshold on the dataset ImgSal.
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and recall, as shown in Figure 5.9(b). Therefore, better semantic segments can beneﬁt
saliency detection in complex scenes.
Although our saliency maps achieve good performance according to the results of eval-
uation, there is still room to further improve our method in terms of the composite metric
Eα as shown in Figure 5.9. For example, in the manifold learning method, the graph has
sparse structure, we can also construct a graph with dense structure in the framework of a
CRF like Chapter 4. We take the semantic segments as unary potentials into the algorithm
in Chapter 4 to generate reﬁned segments, and the preliminary results are illustrated in
Figure 5.10. Comparing Figure 5.10(c) with Figure 5.10(e), the reﬁned semantic segments
are clear and meaningful regions.
5.4.2.2 High-dimensional feature clustering
According to the feature integration theory [163], we further assume that high-dimensional
appearance features can beneﬁt the semantic segmentation. Another 34-D rare shape and
appearance feature from hierarchical sequence of images S = [s1, s2, · · · , sn] ∈ Rr×c×n is
adopted to verify whether more appearance features can improve the performance of su-
perpixels clustering. As Histograms of Oriented Gradients (HoG) are popular features in
state-of-the-art clustering algorithms, we also use 31-D HoG features in our BNP method
to compare with above two kinds features. Figure 5.11(c-e) demonstrate BNP cluster-
ing results based on the three kinds of features, and higher dimensional features in Fig-
ure 5.11(d-e) are not better than the proposed 4-D features in Figure 5.11(c) for the BNP
clustering. However, it is possible that the BNP algorithm is not suitable for making use
of higher dimensional features. We also adopt the popular Kmeans clustering method to
deal with the aforementioned three kinds of features. In order to avoid too many trivial
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(a) (b) (c) (d) (e)
Figure 5.10: Reﬁning mid-level cues by a CRF with dense graph. (a):Original images,
(b):Ground-truth, (c):Mid-level cues by CoSeg11, (d):Mid-level cues, (e):Reﬁned semantic
segments.
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clusters, we ﬁx the number of clusters k as 5 in our experiment. Compared Figure 5.12
with Figure 5.11, the Kmeans algorithm is not adaptive to diﬀerent number of clusters in
complex scenes with complex backgrounds. At the same time, Figure 5.12(c-e) show that
the Kmeans algorithm cannot generate more eﬀective results from higher dimensional fea-
tures than that from low dimensional features, e.g., 4-D features. Therefore, it is necessary
to develop a new method which can make use of features in high-dimensional space for
robust object detection.
5.5 Summary
Inspired by results in Chapter 4, we have further explored the beneﬁts of semantic seg-
ments to saliency detection by extending the foreground-background assumption. Unlike
traditional segmentation methods cannot handle variations in complex scenes, we propose
a BNP algorithm to cluster superpixels from the hierarchical sequence of images into mean-
ingful regions. As other state-of-the-art BNP segmentation methods focus on modelling
heavier-tailed distributions of segments in all images rather than a single image, semantic
segments are thus sensitive to hyperparameters, and these methods are not adaptive to
scale changes of objects in crowded environments. In our compact sub-images, it is found
that the rare shape and appearance features of superpixels follow power law distributions
which are generated by the CRP process. Therefore, the proposed BNP method can pro-
duce more eﬀective semantic segments served as mid-level cues for saliency maps than
those existing methods. By adjusting the energy distribution in a propagation matrix,
all semantic segments contribute to the ﬁnal saliency map, and this method can avoid
to sort the above clusters. Because salient parts may exist in diﬀerent segments caused
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(a) (b) (c) (d) (e)
Figure 5.11: BNP clustering in diﬀerent feature spaces. (a):Original images, (b):Ground-
truth, (c):4-D rare shape and appearance features, (d):34-D rare shape appearance features,
(e):31-D HoG features.
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(a) (b) (c) (d) (e)
Figure 5.12: Kmeans clustering in diﬀerent feature spaces with k = 5. (a):Original im-
ages, (b):Ground-truth, (c):4-D rare shape and appearance features, (d):34-D rare shape
appearance features, (e):31-D HoG features.
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by diversities in crowded environments, e.g., partial occlusion, cluster-sorting methods are
more biased than the proposed approach in which meaningful semantic segments play an
important role.
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Chapter 6
Robust Object Detection in
High-dimensional Space
6.1 Introduction
In Chapter 5, a BNP model was presented to semantically cluster 4-D rare shape and
appearance features of superpixels, and there are two issues related to the saliency detection
based on high-dimensional features. Firstly, we stack features into a vector to represent
each superpixel in the selected sub-images from a hierarchical sequence of images, which
are served as salient seeds for object detection. However, it is doubtable that the vector
is an appropriate method to represent high-dimensional features although it is convenient
for matrix computation. Secondly, in the sub-images S from a colour image, although 4-D
rare shape and appearance feature, as a result of feature selection, can follow a power law
distribution which is modelled by the BNP approach, other appearance features may not
conform to the same power law distribution, optimal clustering results based on all features
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in the sub-images S cannot be obtained simultaneously, and thus high-dimensional features
cannot improve the clustering result by BNP model or Kmeans algorithm.
High-dimensional features are widely used for object recognition and detection, because
it is based on the belief that there are some good properties in high-dimensional spaces,
such as sparsity and special subspaces. These high-dimensional features usually fall into
two categories, sophisticatedly designed features, such as sparse codes of dense SIFT [177],
and learnt features, such as deep learning [95].
In high-dimensional space, consider the following optimization problem.
θ∗ = argmax
θ∈Ω
E[f(θ, x)] (6.1)
where x ∈ X is a random variable, E is an expectation and f : Ω× X → R is a given loss
function. Since only samples are available, we employ the following empirical estimate in
the optimization.
fˆ(θ) :=
1
n
∑
i∈[n]
f(θ, xi) (6.2)
where n is the number of samples. For high-dimensional θ, we need to impose a regular-
ization R(·), and obtain the batch optimal solution as follows [148].
θˆ := argmax fˆ(θ) + λnR(θ) (6.3)
where λn is a regularization parameter. We further focus on sparse optimization and matrix
decomposition. For the ﬁrst case, if the regularizer is the 1-norm, we have
θˆ := argmax fˆ(θ) + λn‖θ‖1 (6.4)
In the second case, the parameter space is treated as a matrix M∗ that is a combination of
a sparse matrix S∗ and a low rank matrix L∗. Therefore, it is a low rank recovery problem.
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Here the unknown parameters are [S∗;L∗], and the regularization R(·) is a combination of
the 1-norm and the nuclear norm λn‖ · ‖∗ on the sparse and low rank parts respectively.
The corresponding batch estimate is given by
M̂ := argmax f(M) + λn‖S‖1 + μn‖L‖∗
s.t. M = S + L, ‖L‖∞ ≤ α
p
(6.5)
where λn and μn are regularization parameters. In this work, some assumptions or guesses
are imposed on high-dimensional parameter space, however, the initial guesses may be very
far from the truth and lead to wrong results. Another work [12] discusses the combinatorial
techniques to reduce the bias of assumptions through dictionary learning. In traditional
sparse coding, the overcomplete latent variables or dictionaries are learned on the regime
of matrices. Recently, tensor decomposition methods are used to learn such overcomplete
latent variables [9], and this method extends the premise of sparsity into high-dimensional
space naturally. By now, we notice that eﬃcient tensor decomposition methods are key to
make use of features in high-dimensional space. Besides classical methods, such as CP and
TT [92], some new methods are also proposed for tensor decomposition [77, 8, 64, 40].
In the tensor analysis (TA) [159], the factor loading is a tensor J ∈ RD×d1×···×dJ : di ≤
D, i = 1 . . . J , and there are J groups of factors. It is obvious that this is a Bayesian para-
metric model, and the expectation maximization (EM) algorithm is adopted to learn the
parameters. During the E-step, MCMC samples are drawn from the posterior distribution
using alternating Gibbs sampling. In the M-step, the samples are used to approximate the
suﬃcient statistics involving the factors u and y, followed by closed-form updates of the
model parameters, θ = {W ,T(1),Ψ}, whereW are factor loadings, T(1) is the matricization
of the tensor J , and Ψ represents the variance.
In the work [41], the tensor decomposition, e.g., Tucker decomposition, is used to
131
analyse multi-dimensional neural data. A stochastic tensor gradient descent method is
proposed for tensor decomposition, which is further speed-up by eﬃciently parallelizing
the stochastic updates in GPU [73]. More recently, dictionary learning methods are used
for tensor decomposition [15], however, the tools are not as clariﬁed as that for sparse
coding which is popular in computer vision, and there are lack of eﬀective tensor-based
methods to analyse images in high-dimensional spaces.
In this chapter, we aim to explore a tensor decomposition approach for object detection
in high-dimensional feature space. A ﬁve-stage approach is developed. The ﬁrst stage is to
represent high-dimensional sub-images by a tensor to preserve natural structures in images.
Compared with the stacked vector, the spatial information in the tensor is expected to
beneﬁt object detection. Diﬀering from the previous 4-D rare shape and appearance which
is extracted from selected sub-images based on salient priors, the second stage is to make
use of tensor decomposition to reduce unnecessary redundancy in all of high-dimensional
sub-images simultaneously with attempt to obtain globally optimal features and improve
the robustness of object detection. Since the sparse and low-rank recovery is useful for
salient detection as aforementioned in literature review, the third stage is to reconstruct
backgrounds in sub-images by tensor low-rank approximation while the fourth stage is to
recover a sparse tensor as new sub-images. The ﬁfth stage is to incorporate a manifold
learning model for the integration of saliency maps based on the new recovered sub-images.
The detection algorithm is evaluated on datasets with many kinds of variations, such
as diﬀerent scales, simple or complex backgrounds, and partial occlusion. Overall per-
formance is measured by using qualitative and quantitative measures. The proposed ap-
proach is compared with six state-of-the-art saliency detection algorithms: GBVS06 [69],
RC11 [37], CAS12 [60], SF12 [134], HFT13 [104] and BMS13 [178] and the bottom-up
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approach developed in Chapter 3, respectively, to demonstrate the improvement by tensor
decomposition in discrimination power of high-dimensional features and in the capability
of reducing unnecessary redundancy.
The remainder of the chapter is organized as follows. Section 6.2 brieﬂy presents the
notation, preliminaries, functions and operators of tensors. Section 6.3 provides details on
the proposed tensor decomposition approach and algorithms used for saliency detection in
high-dimensional feature space. Section 6.4 presents our experimental setups and results
as well as discussion for evaluating the proposed algorithms. Section 6.5 summarizes the
work.
6.2 Tensor decomposition
6.2.1 Notation and preliminaries
The notation of tensors is from the tensor ﬁelds in physics and engineering, which is a
little diﬀerent from that in computer vision. In this chapter, we adopt the notation in
the review [92]. We represent scalars by lowercase letters, e.g., a. A vector is a ﬁrst-order
tensor, denoted by a boldface lowercase letter,e.g., a. A matrix is a second-order tensor
which is represented by a boldface capital letter, e.g., A. Three or higher-order tensors are
denoted by boldface Euler script letters, e.g., A. A d-order tensor, as a multidimensional
array, is composed by elements of the tensor product of d vector spaces, and each vector
space has its independent coordinate system. More speciﬁcally, A d-way arrayA ∈ RI , I =
I1× I2× . . .× Id is a tensor with elements ai1,i2,...,id indexed by i ∈ [1, 2, . . . , I]. Figure 6.1
illustrates a 3-way array, in other words, it is a 3-order tensor.
The mode in Figure 6.1 is also called dimension, and the number of modes is the order
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Figure 6.1: A 3-way array or 3-order tensor A ∈ R7×5×8 with elements aitq.
of a tensor. If signals comprise many relative vector spaces, such spatial information, time
domain, frequency domain, trials, etc, they can be dealt with by factor analysis.
As a one-dimensional fragment of a tensor, the tensor ﬁber is to ﬁx all indices except
one. For example, 3-order tensors have column, row, and tube ﬁbers, denoted by a:tq, ai:q,
and ait: in Figure 6.2.
By ﬁxing all indices except for two indices, a tensor slice is a two-dimensional fragment
of a tensor as shown in Figure 6.3. Here, Ai::, A:t:, and A::q represent the horizontal,
lateral and frontal slices of a 3-order tensor [43].
A() represents the mode-n unfolding of tensor A. As shown In Figure 6.4, the unfold-
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Row (Mode-2) ﬁbersColumn (Mode-1) ﬁbers Tube (Mode-3) ﬁbers
a5:1a:62 a56:
Figure 6.2: Fibers for a 3-order tensor A.
Horizontal slices Lateral slices Frontal slices
A5:: A:6: A::2
Figure 6.3: Slices for a 3-order tensor A.
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ing process maps a tensor element (i1, i2, . . . , id) onto a matrix element (in, j), where
j = 1 +
∑
p =n
(ip − 1)Jp
Jp =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, if p = 1 or if p = 2 and n = 1,
∏p−1
m =n Im, otherwise.
(6.6)
Table 6.1 summarizes the above tensor notations.
Figure 6.4: Mode-3 unfolding of a 3-order tensor into matrix elements.
6.2.2 Functions and operators in tensors
In a ﬁnite dimensional tensor-product Hilbert space of the d-order with I = I1×I2×. . .×Id
real or complex-valued arrays as follows [86].
Wi ≡ Wi,d =
d⊗
=1
A (6.7)
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Table 6.1: Summary of basic tensor notations [42].
A,A,a, a tensor, matrix, vector, scalar
A = [a1,a2, . . . ,aT ] matrix A with column vector at
a(:, i2, . . . , id) ﬁber of tensor A obtained by ﬁxing all except one index
A(:, :, i3, . . . , id) matrix slice of tensor A obtained by ﬁxing all except two indices
A(:, :, :, i4, . . . , id) tensor slice of A obtained by ﬁxing some indices
A() ∈
R
I×I1I2···I−1I+1···Id
mode-n unfolding of tensor A ∈ RI , I = I⊗d whose entry at row
i and column (i1 − 1)I2 · · · I−1I+1 · · · Id + · · ·+ Id−1Id + id is
equal to ai1i2...id
D =
diagd(λ1, λ2, . . . , λT )
diagonal tensor of order d with dtt···t = λt
AT ,A−1,A† matrix transpose, inverse, and Moore-Penrose pseudo-inverse
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where A = RI or A = CI , and i = (I1, I2, . . . , Id). Assuming two real-valued tensors A
and B in Wi = RI , the Euclidean scalar product, 〈·, ·〉 : Wi ×Wi → R is deﬁned by
〈A,B〉 :=
∑
i∈I
A(i)B(i), A,B ∈ Wi (6.8)
As the storage size for I-d tensor scales exponentially in d, traditional numerical methods
cannot deal with tensors even for for moderate d. Through low-rank separable tensor
decomposition, the tensor numerical methods are applied to all discretized functions, e.g.,
partial diﬀerential equation (PDE). Here, we represent the simplest separable element
format given by rank-1 tensors as follows.
A =
d⊗
=1
A(), A() ∈ RI (6.9)
The concept of formats can be viewed as multidimensional generalizations of the notion
of a rank-R matrix. Canonical format, Tucker format and tensor train (TT) format are
commonly adopted for tensor decomposition. Assuming a tensor A can be decomposed as
R-term canonical tensors, it has the following representation.
A =
R∑
α=1
d⊗
=1
A()α , A
()
α ∈ RI (6.10)
or in index notation
A(i1, i2, . . . , id) =
R∑
α=1
A(1)α (i1)A
(2)
α (i2) · · ·A(d)α (id), [A()α (·)] ∈ RI (6.11)
For d ≥ 3, the smallest number R in Eqn. 6.11 is the canonical rank of the tensor
A. However, the determination of rank is general NP-hard. In other words, there is no
straightforward algorithm to realize this Canonical decomposition. In the special case
d = 2, Eqn. 6.11 is degenerated as a rank-R matrix.
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If A ∈ Wi belongs to the rank r = [r1, r2, . . . , rd] Tucker format, there exists the
following representation.
A(i1, i2, . . . , id) =
r1∑
α1=1
r2∑
α2=1
· · ·
rd∑
αd=1
Bα1,α2,...,αdA
(1)
α1
(i1)A
(2)
α2
(i2) · · ·A(d)αd (id), [A()α (·)] ∈ RI
(6.12)
where B = [Bα1,α2,...,αd ] ∈ Rr1×r2×...×rd is the Tucker core tensor, and the set of {A()α } with
A
()
α ∈ RI( = 1, 2, . . . , r) can be orthogonalized. A would be a rectangular matrix if d
is equal to 2, and the orthogonal Tucker decomposition in Eqn. 6.12 is degenerated as the
singular value decomposition (SVD).
For a given rank parameter r = (r0, r1, . . . , rd), and the respective index sets J =
{1, 2, . . . , r}( = 0, 1, . . . , d), with the constraint J0 = Jd = {1} (i.e., r0 = rd), the rank-r
tensor train (TT) format contains all elements A = [A(i1, i2, . . . , id)] ∈ Wi which can be
represented as the follwoing contracted product.
A =
∑
α∈J
A(1)α1 ⊗ A(2)α1,α2 ⊗ · · · ⊗ A(d)αd−1 (6.13)
where J := ×d=1J, A()α,α+1 ∈ RI , ( = 1, 2, . . . , d), and A = [A()α,α+1 ] is the vector-valued
r × r+1 matrix (3-tensor). In the index notation,
A(i1, i2, . . . , id) =
r1∑
α1=1
r2∑
α2=1
· · ·
rd∑
αd=1
A(1)α1 (i1)A
(2)
α1,α2
(i2) · · ·A(d)αd−1(id) (6.14)
Based on the aforementioned three typical tensor formats including Canonical format,
Tucker format and tensor train (TT) format, we can deﬁne some operators for tensors,
such as outer product, Kronecker product, Hadamard product and Khatri-Rao product. All
these product deﬁnitions are concluded in Table 6.2.
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Table 6.2: Summary of tensor products [42].
C = A× B mode- product of tensor A ∈ RI , I = I⊗d and matrix B ∈ RJ×I
yields C ∈ RI1×···×I=1×J×I+1×···×Id with entries
ci1···i−1ji+1···id =
∑I
i=1
ai1···i−1ii+1···idbji
and matrix representation C() = BA()
C =
[A;B(1),B(2), . . . ,B(d)]
full multilinear product C = A×1 B(1) ×2 B(2) . . .×d B(d)
C = A ◦B tensor or outer product of A ∈ RI , I = I⊗d and B ∈ RJ ,J = J⊗p
yields C ∈ R⊗(d+p) with entries ci1i2···idj1j2···jp = ai1i2···idbj1j2···jp
X = a(1) ◦a(2) ◦ · · · ◦a(d) tensor or outer product of vector a() ∈ RI ( = 1, 2, . . . , d) yields a
rank-1 tensor X ∈ RI , I = I⊗d with entries xi1i2...id = a(1)i1 a(2)i2 . . . a(d)id
C = A⊗B Kronecker product of A ∈ RI1×I2 and B ∈ RJ1×J2 yields
C ∈ RI1J1×I2J2 with entries c(i1−1)J1+j1,(i2−1)J2+j2 = ai1i2bj1j2
C = AB Khatri-Rao product of A = [a1,a2, . . . ,aT ] ∈ RI×T and
B = [b1, b2, . . . , bT ] ∈ RJ×T yields C ∈ RIJ×T with column ct = at ⊗ bt
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6.3 The proposed method
In this chapter, we propose a novel tensor analysis method to reduce background redun-
dancy in all of the sub-images S ∈ Rr×c×n, where S is a tensor. r and c are height and
width of the sub-images respectively. n is the number of channels. Specially, the algorithm
consists of six steps as follows:
1. Represent all of the sub-images by a tensor to remain spatial information;
2. Tensor decomposition through the shifted CANDECOMP/PARAFAC (CP) model;
3. Rebuild the background tensor from the estimated factor matrices;
4. Recover the new sub-image tensor by eliminating the redundant background;
5. Transform the recovered sub-image into a binary map as mid-level cues;
6. Derive saliency detection through a manifold learning model based on mid-level cues
and the recovered sub-image.
6.3.1 Tensor analysis
In classical factor analysis methods, assuming a source signal matrixX ∈ RI×J is consisted
of factors and associated factor loadings, it can be decomposed into factor matrices A =
[a1,a2, . . . ,aT ] ∈ RI×T and B = [b1, b2, . . . , bT ] ∈ RJ×T as follows.
X = ADBT =
T∑
t=1
λtat ◦ bt +E (6.15)
where D = diag(λ1, λ2, . . . , λT ) is a normalizing matrix. Factors are denoted by B and
the associated factor loadings are represented by A. The model error E is regarded as an
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unknown noise. From the physical perspective, if there is no any constraint in Eqn. 6.15,
the number of combinations of A and B would be inﬁnite. In order to make special
factors for some real task, we usually introduce certain properties in Eqn. 6.15, such as
statistical independence, sparsity, nonnegativity, exponential structure, smoothness, and
so on. Consequently, standard matrix factorizations provide several invaluable tools, e.g.,
singular value decomposition (SVD), independent component analysis (ICA), sparse com-
ponent analysis (SCA), and nonnegative matrix factorization (NMF) [43]. These methods
are widely used for feature selection, dimensionality reduction, noise reduction, and data
mining. However, if the source data contain multidimensional arrays, it is necessary to use
tensor decomposition approaches for retaining natural structures. There are many tensor
decompositions. For example, CANDECOMP/PARAFAC (CP) is treated as higher-order
extensions of the matrix SVD while the Tucker decomposition is regarded as a higher-order
form of PCA [92].
In order to deal with the partial occlusion problem in complex scenes, we divide salient
parts from a colour image into sub-images with multiple channels for object detection. By
extending the idea of factor analysis in Eqn 6.15 into the high-dimensional tensor space,
we analyse the sub-images tensor S by the following CP model.
S =
T∑
t=1
λtat ◦ bt ◦ ct + E = D ×1 A×2 B ×3 C + E (6.16)
S ≈ D ×1 A×2 B ×3 C (6.17)
where at, bt and ct are from factor matricesA = [a1,a2, . . . ,aT ] ∈ Rr×T ,B = [b1, b2, . . . , bT ] ∈
R
c×T and C = [c1, c2, . . . , cT ] ∈ Rn×T respectively. D is a diagonal tensor, E denotes the
residual or error tensor, and T is the number of factors. This CP decomposition is illus-
trated in Figure 6.5.
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S≈ b1
a1
c1
+ b2
a2
c2
+ · · ·+ bT
aT
cT
Figure 6.5: Illustration of decomposing a 3-order tensor S by CANDECOMP/PARAFAC
(CP) for sub-images.
As shown in Figure 6.6, we set the number of channels n as 17. Figure 6.6(b) demon-
strates entropy distributions of sub-images, i.e., H(sk), which is deﬁned in Eqn. 6.18, and
all entropies increase gradually because sub-images are sorted as a hierarchical structure
which is illustrated in Figure 6.6(c-f).
H(sk) = −
∑
i
pi(sk)logpi(sk) (6.18)
where pi(sk) is the probability of ith pixel value of sk.
In some channels with low entropies, e.g., Figure 6.6(c-d), foregrounds are popped
out. However, in the channels with high entropies, e.g., Figure 6.6(e-f), it is diﬃcult to
distinguish salient parts from backgrounds. In Chapter 3, we analyse this problem in a
graph-based framework. Based on the assumption that distributions of salient parts in
neighbouring channels are similar with each other, we propose the improved optimization
matrices of sub-images to suppress backgrounds in all channels. Inspired by the eﬀective-
ness of this method, we presume that the background B can be rebuilt in the tensor space.
It is possible to recover a residual tensor as the new sub-images S˜ by subtracting the
background B from original sub-images S. Henceforth Eqn. 6.16 is rewritten as follows.
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S =
T∑
t=1
λtat ◦ bt ◦ ct + E = D ×1 A×2 B ×3 C + E = B + S˜ (6.19)
(a) (b) (c) (d) (e) (f)
Figure 6.6: Entropy distributions and samples of sub-images. (a):Original images,
(b):Entropy distributions, (c)∼(f):Samples of sub-images.
This decomposition can be implemented by CANDECOMP/PARAFAC Alternating
Poisson Regression (CP-APR) [39]. Figures 6.7 and 6.8 illustrate the rebuilt background
B and recovered residual tensor S˜ respectively. Compared with the original sub-images in
Figure 6.6(c-f), there are a lot of foreground parts in the rebuilt background B as shown in
Figure 6.7(b-e). Meanwhile, the recovered residual tensor S˜ in Figure 6.8(b-e) contains too
much trivial noise. Although CP-APR is proven as an eﬀective method for sparse signal
decomposition, it does not work well to separate salient parts from cluttered backgrounds.
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(a) (b) (c) (d) (e)
Figure 6.7: Rebuilt background B from sub-images S by the CP-APR approach.
(a):Original images, (b)∼(e):Samples of rebuilt background B.
(a) (b) (c) (d) (e)
Figure 6.8: Recovered residual tensor S˜ by the CP-APR approach. (a):Ground-truth,
(b)∼(e):Samples of residual tensor S˜.
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The tensor representation can work directly on tri-linear structure to maintain spatial
information, which has an advantage over the aforementioned stacked vectors. However,
the standard tensor decomposition algorithms, e.g., CP-APR, cannot model the similar
constraint of neighbouring channels of sub-images. In order to accommodate the channel
similarity and variability, we adopt the shifted CP model [121]. This model was proposed
to deal with delays across trails of neuroimaging data. In our sub-images, n channels are
regarded as trails, and the delays are Gaussian ﬁlters in frequency domain. We use F (·)
to represent discrete Fourier transform (DFT). The shifted CP model is written as follows.
F (S) ≈
T∑
t=1
at ◦F (bt) ◦ ct ◦ e−i2πξλt (6.20)
where factor matrices are A = [a1,a2, . . . ,aT ] ∈ Rr×T , B = [b1, b2, . . . , bT ] ∈ Rc×T and
C = [c1, c2, . . . , cT ] ∈ Rn×T respectively, ξ represents the frequency domain, and λt is a
Gaussian ﬁlter window. Let Bˆ be componentwise shifted matrix of factor matrix B. Then
Eqn. 6.20 is rewritten in the matrix form by Khatri-Rao product.
S(1) ≈ A(C  Bˆ)T (6.21)
F (S)(2) ≈ F (B)(F (C)A)T (6.22)
S(3) ≈ C(Bˆ A)T (6.23)
The factor matrices A, B and C in Eqn. 6.20 can be updated by the alternating least
squares (ALS) method, and more details are in Algorithm 5.
Finally, it is important to initialize and update the ﬁlter parameter λt. In the work [121],
λt is initialized as a constant. In the original sub-images, the entropy distribution is
represented by H(sk) as shown in Figure 6.6(b). It is appropriate to initialize λt by H(sk)
because the size of a Gaussian ﬁlter window λt should be proportional to the entropy of
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a sub-image. In other words, the sub-image with a low entropy corresponds to a small
Gaussian ﬁlter window λt. In order to recover an appropriate residual tensor, we assume
that the best λt can maximize the following equation,
R = S(3) −C(Bˆ A)T (6.24)
where A, B and C are factor matrices. Then the λt is updated by the following optimiza-
tion process.
λˆt = argmin
λt
S(3) −C(Bˆ A)T (6.25)
These tensor decomposition processes are in Algorithm 5.
6.3.2 Saliency detection by recovered sub-images
Once the estimated factor matrices A˜, B˜ and C˜ are obtained in Algorithm 5, the back-
ground B can be rebuilt in the tensor space. In Figure 6.7, we ﬁnd that the standard
tensor decomposition method, i.e., CP-APR, cannot ﬁlter salient parts eﬀectively in the
rebuilt background B.
In order to obtain an appropriate background tensor B from which salient parts are
eliminated, it is reasonable to carefully check the factor loadings C˜. We demonstrate
some samples of factor loadings in Figure 6.9. There are two interesting characteristics in
factor loadings C˜. Firstly, the number of factor loadings is diﬀerent from each other. For
example, in Figure 6.9(1), there are two factor loadings while the number of factor loadings
Figure 6.9(2) is ﬁve. Secondly, when we initialize λt by H(sk), all values are normalized
like Figure 6.9(1)(b), in other words, there are positive and negative values. However, in
Figure 6.9, some factor loadings C˜ are all positive values, e.g., Figure 6.9(2)(b), at the
same time, some factor loadings C˜ are all negative values, e.g., Figure 6.9(5)(c). If values
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Algorithm 5 Tensor decomposition of sub-images by ALS approach
Input: Sub-images S and the entropy distribution H(sk);
Output: Estimated factor matrices A˜, B˜ and C˜;
1: Initialize A(0), B(0) and C(0) as random matrices,
and initialize λt by H(sk);
2: while not convergent do
3: Compute componentwise shifted matrix Bˆ(i) by B(i) and λ
(i)
t ;
4: Update S(i)(1) by Eqn. 6.21;
5: Estimate A(i+1) ← S(i)(1)(C(i)  Bˆ(i))T †;
6: Update F (S)(i)(2) by Eqn. 6.22;
7: Estimate F (B)(i+1) ← F (S)(i)(2)(F (C(i))A(i))T †;
8: Update S(i)(3) by Eqn. 6.23;
9: Estimate C(i+1) ← S(i)(3)(Bˆ(i) A(i))T †;
10: Update λ
(i+1)
t by Eqn. 6.25;
11: Compute componentwise shifted matrix Cˆ(i+1) by C(i+1) and λ
(i+1)
t ;
12: Update estimated factor matrices A˜ = A(i+1), B˜ = B(i+1)
and C˜ = Cˆ(i+1);
13: end while
14: return A˜, B˜ and C˜.
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of factor loadings shift from initial values a lot, it is believed that these parts in the tensor
space are diﬀerent from the left parts. According to bottom-up priors of saliency, they can
be regarded as salient parts. If we want to rebuild background B, it is necessary to remove
salient parts from the tensor. These processes are in Algorithm 6.
(a) (b) (c) (d) (e) (f)
(1)
(2)
(3)
(4)
(5)
Figure 6.9: Illustration of factor loadings C˜ by the tensor analysis method. (a):Original
images, (b)∼(f):The number of factor loadings is diﬀerent from each other according to
the complexity of image contexts.
After the rebuilt background B is obtained, Eqn. 6.26 is rewritten as follows.
S˜ = S −B (6.26)
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Algorithm 6 Background rebuilding from the estimated factor matrices A˜, B˜ and C˜
Input: The estimated factor matrices A˜, B˜ and C˜;
Output: The rebuilt background B;
1: Compute the number of factor loadings n˜ in C˜;
2: for ck in C˜1:n˜ do
3: if Values in ck are all positive or negative then
4: ck = 0;
5: end if
6: end for
7: Update the factor loadings as Cˇ
8: Compute B by Eqn. 6.17 based on A˜, B˜ and Cˇ
9: return B.
The new recovered sub-images S˜ is the residual tensor between the original sub-images
S and the background B. Then we make use of the similar manifold learning algorithm
in Chapter 3 to generate saliency maps from the recovered sub-images S˜. However, in
Chapter 3, we assume that rare shapes are contained in some special sub-images which
are selected from S according the diﬀerential entropy distribution deﬁned by Eqn. 3.6. In
this chapter, we implement the sparsity prior for saliency detection by our tensor decom-
position algorithm. It is supposed that backgrounds are reduced while salient parts are
popped out in the recovered sub-images S˜. Here we adopt a straightforward method to
transform each sub-image in S˜ into a binary map and add all n binary maps together
as salient mid-level cues instead of rare shapes in Chapter 3. Furthermore, the similarity
within neighbour channels is used to smooth the propagation matrix U by Eqn 3.16 in
Chapter 3. As we realize the smoothness by a Gaussian ﬁlter step in the proposed tensor
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decomposition method, we can construct a graph G = (V , E) from S˜ directly, and the
following propagation matrix U is calculated based on the corresponding aﬃne matrix W
and degree matrix D referring to Chapter 3. The above processes are in Algorithm 7.
U = (D − αW )−1 (6.27)
Algorithm 7 Saliency integration from the recovered sub-images S˜ by a manifold learning
method
Input: The sub-images S and rebuilt background B;
Output: The saliency maps Smap;
1: Compute recovered sub-images S˜ by Eqn. 6.26;
2: for sk in S˜1:n do
3: Transform sk into a binary map mk;
4: Compute mid-level cues Mcue = Mcue +mk;
5: end for
6: Compute the propagation matrix U by Eqn. 6.27;
7: Smap = UMcue
8: return Smap.
6.4 Experimental results and analysis
We evaluate the proposed algorithms on datasets ImgSal and MSRA1000 which are used
in previous chapter, and the performance measures are also precision, recall, F-measure,
mean absolute error (MAE) and a weighted mean Eα deﬁned in Chapter 3.
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6.4.1 Results of recovered sub-images
Standard tensor decomposition algorithms aim to analyse high-dimensional signals in lower-
dimensional spaces, therefore, these methods put emphasis on the rank estimation and
retrieving factor components with suﬃcient accuracy. However, the sparsity constraint in
the aforementioned CP-APR is not appropriate to separate salient parts from backgrounds.
We introduce a new constraint condition, i.e., channel similarity and variability, which
has been proven eﬀective to detect salient parts in previous chapters. Based on the new
tensor decomposition approach, we can rebuild the background B as shown in Figure 6.10.
Compared with the result in Figure 6.7, the new rebuilt background can exclude more
salient parts. It is proven that Algorithm 6 is an eﬀective method.
(a) (b) (c) (d) (e)
Figure 6.10: Rebuilt background B from sub-images S by the proposed tensor decompo-
sition approach. (a):Original images, (b)∼(e):Samples of rebuilt background B which will
be eliminated as low-rank tensors.
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(a) (b) (c) (d) (e) (f)
Figure 6.11: Entropy distributions and samples of recovered sub-images. (a):Original
images, (b):Entropy distributions of sub-images, (c)∼(f):Samples of recovered sub-images
which are treated as sparse tensors.
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Figure 6.11 demonstrates the recovered sub-images S˜. By comparing samples of sub-
images in Figure 6.11 (c-f) with Figure 6.6 (c-f), more salient parts are highlighted in
the recovered sub-images by suppressing backgrounds. In Figure 6.11 (b), red curves
are the entropy distributions of original sub-images and blue curves are the new entropy
distributions of corresponding recovered sub-images. Lower entropy distributions denoted
by blue curves mean that there is less redundancy in the recovered sub-images.
6.4.2 Saliency detection in recovered sub-images
We implement the manifold learning method described in Algorithm 7 based on recovered
sub-images S˜. All samples in Figure 6.12 are from the dataset MSRA1000. Figure 6.12(i)
illustrates the mid-level cues from recovered sub-images. In our previous assumption, these
mid-level cues are treated as salient parts. As mid-level cues in the proposed algorithm is
generated by simple binary maps, it is inevitable to miss some real salient parts and hit
some background parts. The manifold learning is used to produce ﬁnal saliency maps in
Figure 6.12(j).
In Figure 6.13, we evaluate the performance of the proposed approach and several state-
of-the-art methods on the dataset MSRA1000. Our method almost achieve the best result
in terms of all performance measure.
However, detection of salient objects in the images of the dataset MSRA1000 is rela-
tively easier for most of saliency detection algorithms, because the scales of salient objects
are large while the backgrounds are simple and clean. We further evaluate these meth-
ods on another dataset ImgSal which contains images with small scale of salient objects
occluded by nearby clutters and complex backgrounds. As shown in Figure 6.15(a), the
proposed method almost achieves the best performance in terms of P/R curves. How-
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(a) (b) (c) (d) (e) (f) (g) (h) (i)
Figure 6.12: Examples of detection results on the dataset MSRA1000. (a):Original images,
(b):Ground-truth, (c):GBVS06, (d):RC11, (e):CAS12, (f):SF12, (g):BMS13, (h):Mid-level
cues from recovered sub-images, (i):Saliency maps from recovered sub-images.
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Figure 6.13: Comparison of algorithms’ performance on the dataset MSRA1000. (a):P/R
curves of diﬀerent methods on the dataset MSRA1000. (b):F-measure, precision, recall,
MAE and Eα with self-adaptive threshold.
ever, although the proposed method can achieve the least MAE on the dataset MSRA1000
in Figure 6.13(b), this measure is worsened on the more complex dataset ImgSal in Fig-
ure 6.15(b). It seems a little diﬃcult for the proposed method to rebuild backgrounds for
images from the dataset ImgSal because they are more cluttered. Furthermore, because
scales of salient objects are more variable, it is challenging to obtain an optimized window
size by Eqn. 6.25 for the Gaussian ﬁlter in the tensor decomposition algorithm. As shown
in Figure 6.14(i), some small salient parts are ignored in the mid-level cues. Therefore, the
inappropriate window size may lead to less accurate mid-level cues on the dataset ImgSal.
In such case, saliency maps generated by the manifold learning algorithm would contain
more background parts.
In Figure 6.16, we evaluate both the bottom-up model in Chapter 3 and this tensor
approach on two datasets. Figure 6.16(a) demonstrates the results on the simple dataset
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(a) (b) (c) (d) (e) (f) (g) (h) (i)
Figure 6.14: Examples of detection results on the dataset ImgSal. (a):Original images,
(b):Ground-truth, (c):GBVS06, (d):RC11, (e):CAS12, (f):SF12, (g):BMS13, (h):Mid-level
cues from recovered sub-images, (i):Saliency maps from recovered sub-images
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Figure 6.15: Comparison of algorithms’ performance on the dataset ImgSal. (a):P/R curves
of diﬀerent methods on the dataset ImgSal. (b):F-measure, precision, recall, MAE and Eα
with self-adaptive threshold.
MSRA1000, and the tensor decomposition method can achieve better performance than
the bottom-up model in a low-dimensional feature space. As aforementioned, limited by
the window size of the Gaussian ﬁlter, the tensor decomposition method cannot outperform
the approach in Chapter 3 as shown in Figure 6.16(b).
6.5 Summary
In previous chapters, we made use of various salient priors to generate mid-level cues
for saliency detection on selected sub-images , which can be regarded as low-dimensional
approaches. As high-dimensional features are widely used for object detection, this chapter
explores how to make use of the good properties of high-dimensional features through
tensor analysis. We propose to represent the sub-images by tensors which are expected
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Figure 6.16: Object detection performance of the bottom-up model in Chapter 4 and the
tensor approach on two datasets: (a):F-measure, precision, recall, MAE and Eα with self-
adaptive threshold on the dataset MSRA1000, (b):F-measure, precision, recall, MAE and
Eα with self-adaptive threshold on the dataset ImgSal.
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to retain natural structures among channels. More speciﬁcally, we construct a Gaussian
ﬁlter to model the channel similarity and variability in the tensor decomposition. Based
on the result of tensor decomposition, we ﬁnd two special characteristics in factor loadings
C˜, which are used to rebuild background B in Algorithm 6. In the rebuilt background
B, salient parts are excluded, therefore, the tensor residual S˜ is treated as the recovered
sub-images. The ﬁnal saliency maps are produced from the recovered sub-images S˜ by
the manifold learning algorithm like the previous chapter. According to the experimental
results, the proposed tensor decomposition method can eﬀectively pop out salient parts by
suppressing backgrounds. The saliency maps based on the popped out salient parts can
achieve good performance compared with state-of-the-art saliency detection algorithms.
However, small salient objects in complex backgrounds may be missed by the proposed
method. It seems not appropriate enough to model the channel similarity and variability
by the Gaussian ﬁlter. In the future work, more adaptive models are worthy developing to
replace the Gaussian ﬁlter.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
With a wide range of visual inspection applications, such as content-based image retrieval,
product quality inspection , and medical image analysis, robust object detection is an
important issue but hindered by many barriers, such as rotation, scaling, pose, blurring,
uneven illumination and partial occlusion. Among these barriers, partial occlusion is the
most severe limitation to the development of a robust object detection approach for real-
world scenes where objects are often cluttered by other objects and/or backgrounds. Ro-
bust object detection systems are required to be adaptive to diﬀerent objects, a range of
variations in objects and diﬀerent backgrounds in images.
To address these challenges, this thesis has investigated new sets of low-level and mid-
level features of both designed and learnt from images in low or high-dimensional spaces,
and bottom-up and top-down models to determine the most salient regions which yield
the focus of attention. These algorithms can be used for detecting diﬀerent objects under
partial occlusion in images with complex environments, with minimal user interaction and
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without the requirement of knowledge of target objects. This chapter summarizes the
contributions of the thesis and proposes future research directions.
7.1.1 Novel bottom-up model for saliency detection
In salient object detection approaches, representative low-level and mid-level features are
critical to the characteristics of uniqueness and compactness in saliency maps.
Chapter 3 presents a novel bottom-up approach to the detection of objects under partial
occlusion in complex scenes through exploring saliency detection methods to deal with
diﬀerent levels of the vision problems from low-level features, mid-level cues to high level
vision responsible for labelling salient objects.
More speciﬁcally, a seven-stage algorithm has been developed to regularize the repeated
patterns in cluttered backgrounds and remain rare parts for saliency detection including
transforming original images into more compact and distinctive representations as low-level
features, making use of a set of novel mid-level cues as salient seeds and improving manifold
learning models to organize global and local information for inferring saliency maps.
Partially occluded objects are treated as several salient parts. Color images are trans-
formed based on colour distance transformation into a hierarchical sequence of images
reﬂecting 1/f law. From the hierarchical sequence of images, our results suggest that their
entropies yielded three typical diﬀerential distribution patterns. Subsequently, based on
these patterns, three most representative sub-images are automatically selected because
salient parts should be assigned in a few of sub-images according to 1/f law. This step
can be also regarded as dimension reduction. Diﬀering from existing methods using RGB
or Lab sub-band images or median image as low-level features directly, these self-selected
sub-images are considered as most compact and unique sub-images to be served as low-level
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features where the repeated patterned in cluttered backgrounds are regularized and rare
parts remained.
In order to obtain ﬁnal saliency maps of high quality, a modiﬁed manifold learning
algorithm in a graph-based framework was developed to integrate mid-level cues and local
information in the hierarchical sequence of images. This manifold learning model formu-
lates the saliency map integration as an optimization problem in a graph which organizes
mid-level cues as salient seeds and improves the propagation matrices by low-level features
from the hierarchical sequence of images.
Experiments were performed on saliency detection in two datasets containing a variety
of scenes with diﬀerent types and diﬀerent scales of objects in cluttered environments. The
performance of the proposed bottom-up approach was compared with six state-of-the-art
saliency detection approaches. The evaluation results had shown that the proposed bottom-
up model based on the hierarchical sequence of images outperformed the existing state-of-
the-art bottom-up approaches in the saliency detection on both simple and complex scenes,
since the feedback framework incorporates global rare context and local compactness to
generate more accurate saliency maps, especially when scales of objects vary signiﬁcantly.
The results were published in Journal of Neurocomputing [138].
7.1.2 Integral bottom-up and top-down saliency detection ap-
proach
As the rarity prior in the bottom-up model as shown in Chapter 3 are usually not able to
be adaptive to diﬀerent scenes or insuﬃcient to deal with variations of objects, Chapter 4
explores a generalized integral bottom-up and top-down approach based on two condi-
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tional random ﬁeld (CRF) models through incorporating top-down priors learnt from a
hierarchical sequence of images into a bottom-up model for further improving accuracy
and robustness of saliency detection algorithm.
Unlike other approaches which stack several low-level features to activate salient regions
in a framework which is too shallow to mimic human visual attention [176], the top-
down priors described in Chapter 4 break down the otherwise diﬃcult vision problem into
manageable sub-problems, i.e., extrinsic priors and interior priors which can be learnt by
two consecutive conditional random ﬁeld (CRF) models — a global CRF model and a local
CRF model for saliency detection in a general way, respectively.
In order to learn general color channel consistency as extrinsic priors in the hierarchical
sequence of images, the global CRF model was modiﬁed with sparse graph according to the
local spatial prior, i.e., nearest neighborhood. For estimating the CRF model parameter,
we optimized the likelihood function for approximating global optimal model parameters by
rewriting a tree-reweighted belief propagation (TRW) algorithm. In the TRW algorithm,
the unary potential vector is a stack of features including gray intensity, position, local
binary pattern (LBP) and histogram of oriented gradients (HOG) from the selected sub-
images. For the pairwise potential vector, the diﬀerence between two nodes was computed.
The diﬀerence was further discretized by a set of ﬁxed thresholds and the similar message-
passing algorithm was used to estimate the global optimal parameters.
The learnt extrinsic priors were then used to divide a new image into rough homoge-
neous region, i.e., segment the foreground from the background in the image. As colour
channels are highly relative to the regions of interest (ROI), the results of coarse segmen-
tation between foregrounds and backgrounds are regarded as mid-level salient cues. i.e.,
salient seeds for further reﬁning object detection. These mid-level salient cues help to avoid
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the limitations of making use of low-level features directly.
In order to connect the discontinuous parts of objects caused by occlusion and capture
spatial long-range dependencies of salient segments for reﬁning object detection, local CRF
model with interior fully-connected graph was developed based on the three selected sub-
images and the coarse segmentation, in which model parameters was set as constants. As
the mid-level salient cues can cover objects with high true positive hit rate and the three
selected sub-images are compact, both unary and pairwise potentials in the second CRF
model can eﬃciently beneﬁt the inference of the posterior distribution, even though there
are no trained parameters required.
The proposed integral approach was evaluated by using the learnt top-down priors to
detect new objects in diﬀerent scenes in two datasets containing a variety of scenes with
diﬀerent types and diﬀerent scales of objects in cluttered environments. The performance
of the proposed integral approach was compared with six state-of-the-art saliency detec-
tion approaches and the bottom-up approach presented in Chapter 3. The reﬁned object
detection results show that the proposed integral bottom-up and top-down approach can
more eﬃciently and eﬀectively organize salient parts for saliency detection in a hierarchical
sequence of images which were derived from bottom-up priors than the existing saliency
detection approaches and the bottom-up approach developed in Chapter 3. In addition,
the proposed method is able to adapt to diﬀerent detection tasks and diﬀerent scenes,
without the need for known categories of target objects. It is also capable of dealing with
variations of objects and fast since it was found that constant parameters of the local CRF
model are suﬃcient. It is a general approach to the detection of unspeciﬁed salient objects
in diﬀerent cluttered environments.
The results were submitted to Journal of Neurocomputing and accepted for publication
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with minor modiﬁcations.
7.1.3 Semantic segmentation by a BNP model for salient seed
initialization
Although the results of foreground-background segmentation as mid-level cues are useful for
saliency detection in graph-based frameworks as shown in Chapter 3 and 4, the foreground-
background assumption is biased if there were many clusters of segments in complex scenes.
More and more algorithms have segmented an image into semantic categories which yield
more extensive and descriptive classes for object detection. Some researchers have veriﬁed
that human visual segmentation mechanism can be modelled by power law distributions
generated by Bayesian nonparametric (BNP) models [156]. However, since the existing
BNP models estimate the power law distributions of segments in natural colour image, the
performance of the semantic segmentation of colour images directly by the BNP models is
sensitive to hyperparameters, which usually cannot ﬁt variants of objects and backgrounds
in complex scenes.
To overcome the barriers above, Chapter 5 presents a sophisticated salient object de-
tection approach through incorporating Chinese restaurant process (CRP) to generate dis-
tributions of rare shape and appearance feature distributions in the compact sub-images
from a hierarchical sequence of images formed in Chapter 3, developing a novel Bayesian
nonparametric (BNP) model to semantically cluster the superpixels in the sub-images into
more extensive and meaningful regions as mid-level salient cues and capture long-distance
dependencies of the segments, and a manifold learning model to link the segments with
their saliencies for ﬁnal saliency detection.
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The proposed algorithm was evaluated on two datasets containing diﬀerent complex-
ity of image contents as compared six state-of-the-art saliency detection approaches and
the integral top-down and bottom-up approach developed in Chapter 4, respectively, to
demonstrate the improvement in the capability of coping with discontinuity.
The evaluation results show that the rare shape and appearance features of superpixels
follow power law distributions generated by the CRP process because the selected sub-
images are more compact than colour images. Instead of the prior assumption of cluster
number, the number of semantic regions generated by the BNP model was adaptive to the
complexity of image contexts, without the need for user-selection of cluster number of ob-
jects. Semantic segmentation is more suﬃcient than foreground-background segmentation
in terms of extracting salient seeds, while long-range similar salient parts were clustered
as the same segments and discontinuous salient parts caused by partial occlusion were
connected by the proposed BNP model.
The results were published in the paper [137].
7.1.4 Tensor decomposition for saliency detection in high-dimensional
feature space
In previous chapters, we have utilized matrix-based features for salient object detection.
However, it is believed that there are some good properties in high-dimensional tensor
spaces, such as sparsity and special subspaces, which would be useful for object detection.
In Chapter 6, we explored a tensor analysis approach to use high-dimensional features
for object detection. In this approach, the hierarchical sequence of images are represented
by a tensor rather than stacked features into a vector. In the high-dimensional tensor space,
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the similarity and variability between neighbouring channels are incorporated into a tensor
decomposition model. This method can be regarded as an extension of the sparse and
low-rank recovery method in the tensor space. Based on results of tensor decomposition,
we found two interesting characteristics in factor loadings, which were used to rebuild the
background of the hierarchical sequence of image in the tensor space. As a residual tensor
between the original sub-images and the rebuilt background, the recovered sub-images were
sparse by suppressing backgrounds. Simple binary maps from the recovered sub-images
can generate mid-level salient cues, and a manifold learning method was used to derive
saliency maps.
The proposed algorithm was evaluated on datasets by using high-dimensional features
as compared with six state-of-the-art saliency detection approaches and the bottom-up
approach presented in Chapter 3. The experimental results show that the proposed tensor
analysis method can eﬀectively utilize high-dimensional features and pop out salient parts
by suppressing backgrounds in complex scenes.
7.2 Future Work
This section discusses potential future research directions in object detection algorithms.
In Chapter 3∼6, several algorithms were proposed to explore how to organize salient parts
in a hierarchical sequence of images from diﬀerent perspectives through mimicking the
hierarchical structure of human visual attention. However, these models can be further
improved by exploring the following approaches.
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7.2.1 CRF model with deep structure
In Chapter 4, a two-stage CRF model was proven to be useful to learn extrinsic priors for
saliency detection through the top-down approach if this model is trained on appropriate
datasets. However, as a graph-based method, the structure of our two-stage CRF model
is very shallow as compared with human visual attention model. In order to improve the
performance of learnt extrinsic priors, it would be interesting to combine the CRF model
with deep structure.
7.2.2 Incorporating BNP model into tensor-based approach in
high-dimensional feature spaces
In Chapter 3, we generated a hierarchical sequence of images from the original colour image
based on two salient priors including global contrast prior and sparsity prior. However,
there are many other salient priors, and it is vital to derive representative features for
images according to these priors. It is doubtable to represent high-dimensional features
by matrices because classical algorithms usually cannot grasp special patterns in high-
dimensional spaces to obtain better results. It is worthy to represent high-dimensional
features by tensors and develop more eﬀective algorithms in tensor space. Chapter 6
showed that BNP models outperform classical matrix-based clustering algorithms to some
extent by generating adaptive distributions, it is more beneﬁcial to incorporate BNP models
into tensor-based methods for better ﬂexibility in high-dimensional spaces.
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Appendix A
Abbreviations in Alphabetical Order
ALS: Alternating Least Squares
AUC: Area Under the Curve
BNP: Bayesian nonparametric
BP: Basis Pursuit
CP: CANDECOMP/PARAFAC
CRF: Conditional Random Field
CRP: Chinease Restaurant Process
DCT: Discrete Consine Transform
DDCRP: Distance Dependent Chinese
Restaurant Process
DDP: Dependent Dirichlet Process
DFT: Discrete Fourier Transform
DoG: Diﬀerence-of-Gaussian
DP: Dirichlet Process
DPM: Dirichlet Process Mixture
EM: Expectation Maximization
GMM: Gaussian Mixture Models
GP: Gaussian Process
HDP: Hierarchical Dirichlet Process
HOG: Histogram of Oriented Gradients
HPY: Hierarchical Pitman-Yor
HVS: Human Visual System
IBP: Indian Buﬀet Process
ICA: Independent Component Analysis
KL: Kullback-Leibler
LBP: Local Binary Pattern
LGN: Lateral Geniculate Nucleus
LoG: Laplacian-of-Gaussian
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MAE: Mean Absolute Error
MAP: Maximizing A Posteriori Probability
MCMC: Markov Chain Monte Carlo
MP: Matching Pursuit
MRF: Markov Random Field
MSER: Maximally Stable Extremal Regions
NMF: Nonnegative Matrix Factorization
PCA: Principal Component Analysis
PCP: Principal Component Pursuit
PDE: Partial Diﬀerential Equation
PFT: Phase Spectrum of Fourier Transform
PSF: Point Spread Function
PY: Pitman-Yor
ROC: Receiver Operating Characteristic
ROI: Regions of Interest
SIFT: Scale-invariant Feature Transform
SURF: Speeded Up Robust Features
SVD: Singular Value Decomposition
TA: Tensor Analysis
TRW: Tree-reweighted Belief Propagation
TT: Tensor Train
UUP: Uniform Uncertainty Principle
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