For the last two decades, two related approaches have been studied independently in conjunction with limitations of image sensors. The one is to reconstruct a high-resolution (HR) image from multiple low-resolution (LR) observations suffering from various degradations such as blur, geometric deformation, aliasing, noise, spatial sampling and so on. The other one is to reconstruct a high dynamic range (HDR) image from differently exposed multiple low dynamic range (LDR) images. LDR is due to the limitation of the capacitance of analogue-to-digital converter and the nonlinearity of the imaging system's response function. In practical situations, since observations suffer from limitations of both spatial resolution and dynamic range, it is reasonable to address them in a unified context. Most super-resolution (SR) image reconstruction methods that enhance the spatial resolution assume that the dynamic ranges of observations are the same or the imaging system's response function is already known. In this paper, the conventional approaches are overviewed and the SR image reconstruction, which simultaneously enhances spatial resolution and dynamic range, is proposed. The image degradation process including limited spatial resolution and limited dynamic range is modelled. With the observation model, the maximum a posteriori estimates of the response function of the imaging system as well as the single HR image and HDR image are obtained. Experimental results indicate that the proposed algorithm outperforms the conventional approaches that perform the HR and HDR reconstructions sequentially with respect to both objective and subjective criteria.
INTRODUCTION
Recently, digital imaging systems with CCD and CMOS imaging sensors have widely been used for various purposes such as medical tomography, industrial monitoring system, surveillance system, computer vision system, scientific research applications, broadcasting system, consumer appliances, etc. Although imaging sensors are widely used and suitable for most digital imaging applications, they have physical limitations such as limited spatial resolution and dynamic range. Figure 1 shows the various physical limitations of imaging sensors [1] .
The spatial resolution that represents the number of pixels per unit area in an image is the principal factor to determine the quality of an image. However, because an imaging sensor is the composition of a number of photodiodes, spatial resolution of the sensor is limited. Besides, in the process of recording a digital image, there is a natural loss of spatial resolution caused by the optical distortions (out-of-focus, diffraction limit, etc.), motion blur due to limited shutter speed and noise, which occurs within the sensor or during transmission. Thus, the recorded image usually has the limited spatial resolution. Therefore, highresolution (HR) images should be considered not only to have higher spatial density of pixels but also to be visually sharper and clearer than low-resolution (LR) images. Since an HR image that has more details may be critical in various applications than LR images, the reconstruction of an HR image from multiple LR images is needed.
Low dynamic range (LDR) is also one of the main problems when an image is acquired from imaging sensors. The light intensity of natural scenes has a very wide range, whereas the dynamic range of an imaging sensor is limited.
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This results in the presence of no response with low exposure and saturation with high exposure. When a scene with a very wide range of light intensity that exceeds the dynamic range of the sensor is captured, it is inevitable that there is a loss of information in either the low-intensity areas, the high-intensity areas or both of them. The limitation of the analogue-to-digital converter (ADC)'s capacitance is one reason for LDR. If the ADC of the imaging system has small capacitance, the quantization interval of the system response function becomes wider and it generates a loss of light intensity information. Therefore, the high dynamic range (HDR) imaging system is needed.
Owing to the demand and need for HR and HDR images, many researches have been studied to overcome LR and LDR [2 -32] . The researches to overcome the spatial resolution and dynamic range limitations are categorized into two groups. The first one is based on device physics and circuit technology, and the other one includes signal processingbased approaches. In device-based approaches, the most direct solution to increase spatial resolution is to increase the number of pixels per unit area by sensor manufacturing techniques. According to the decrease of the amount of light per pixel, shot noise that severely degrades the image quality is generated. There are several signal processing techniques to obtain an HR image from observed multiple LR images, and it is called super-resolution (SR) image reconstruction in the literature [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] .
To enhance the dynamic range, the new architectures of image sensors have been proposed, and the algorithmic techniques to increase the dynamic range of an image using differently exposed multiple frames of the same scene have been researched [19 -30] . The signal processing approaches to overcome the limitation of dynamic range are also called SR image reconstruction in wide sense. The SR image reconstruction is proven to be useful in many practical cases.
In this paper, the conventional approaches to enhance the spatial resolution and dynamic range are reviewed, and an SR reconstruction algorithm that simultaneously enhances the spatial resolution and dynamic range is proposed. The image degradation process including limited spatial resolution and limited dynamic range is modelled and the maximum a posteriori (MAP) estimates of both the response function of the imaging system and a single image with HR and HDR are obtained. In the reconstruction process, the response function of the imaging system is updated in every iteration step.
The rest of this paper is organized as follows. The previous works to overcome the limitations mentioned above (i.e. the limited spatial resolution and limited dynamic range) are reviewed in Section 2 and a novel SR approach is proposed in Section 3. In Section 4, experimental results are presented and conclusions are drawn in Section 5.
PREVIOUS WORK ON SPATIAL RESOLUTION
AND DYNAMIC RANGE ENHANCEMENT
Spatial resolution enhancement
In most electronic imaging applications, images with HR are desired and often required [3] . HR means that pixel density within an image is high, and, therefore, an HR image can offer more details that may be critical in various applications. For example, HR medical images are very helpful for a doctor to make a correct diagnosis. It may be easy to distinguish an object from similar ones using HR satellite images, and the performance of pattern recognition in computer vision can be improved an HR image is provided. Although imaging sensors are suitable for most imaging applications, the current resolution level and consumer price will not satisfy the future demand. For example, people want an inexpensive HR digital camera/camcorder, and scientists often need a very high-level resolution close to that of an analogue 35 mm, film which has no visible artefacts when an image is magnified. Thus, finding a way to increase the current resolution level is needed. The most direct solution is to increase the number of pixels per unit area by sensor manufacturing techniques. As the pixel size decreases, however, the amount of light available also decreases. It generates shot noise that degrades the image quality severely. Therefore, there is a limitation on the pixel size reduction. Another approach for enhancing the spatial resolution is to increase the chip size, which leads to an increase in capacitance. Since large capacitance makes it difficult to speed up a charge transfer rate, this approach is not considered effective. The high cost for high precision optics and image sensors is also an important concern in many commercial applications regarding HR imaging. Therefore, a new approach towards increasing spatial resolution is required to overcome these limitations of the sensors and optics manufacturing technology. One promising approach is to use signal processing techniques to obtain an HR image (or sequence) from the observed multiple LR images. Recently, such a resolution enhancement approach called as SR image reconstruction has been one of the most active research areas. The basic premise for increasing the spatial resolution in SR techniques is the availability of multiple LR images captured from the same scene. In SR, LR images typically represent different looks at the same scene. That is, LR images are subsampled and aliased as well as shifted with subpixel precision from an HR image. If the LR images are shifted by integer units, each image contains the same information, and thus there is no new information that can be used to reconstruct an HR image. However, if the LR images have different subpixel shifts from each other and if aliasing is present, each image cannot be obtained from the others. In this case, the information contained in each LR image can be exploited to obtain an HR image. To obtain different looks at the same scene, some relative scene motions must exist from frame to frame via multiple frames or video sequences. Multiple frames can be obtained from one camera with several captures or from multiple cameras located in different positions. These scene motions can occur due to the controlled motions in imaging systems, e.g. images obtained from orbiting satellites, and the uncontrolled motions, e.g. movement of local objects or vibrating imaging systems. If the scene motions are known or can be estimated within subpixel accuracy, the SR image reconstruction is possible as illustrated in Fig. 2 .
There are various approaches for SR reconstruction. Nonuniform interpolation approach [4 -6] is the most intuitive method and the frequency domain approach [7 -10] makes explicit use of the aliasing that exists in each LR image. Deterministic and stochastic regularization [11 -13] , projection onto convex sets approach [14 -16] and ML-POCS approach [17] are other methods of SR reconstruction. An example illustrating the improvements of resolution through SR reconstruction appears in Fig. 3 . Figure 3a -c shows a frame of LR images (nearest interpolated), a conventional bicubic interpolated and an SR reconstructed image by MAP estimation based on deterministic regularization approach [13] , respectively. The SR image reconstruction shows significantly improved image details.
Dynamic range enhancement
The human visual system exhibits an enormous optical dynamic range of 200 dB from the scotopic threshold to the glare limit, as it can adapt to an extremely high level of light intensity [18] . This capability is also required in numerous imaging applications. Imaging sensors, however, have a narrow limited dynamic range comparing with the human visual system. When capturing a scene with a very wide intensity range of light that exceeds the dynamic range of an imaging sensor, it is inevitable to lose detail in either the dark areas, the bright areas or both. By controlling either exposure time, aperture size or both, we can choose the luminance level of the captured image. For example, with increased exposure time or aperture size, we can obtain a better representation of dark areas at the cost of losing information in bright areas. However, adjusting the exposure time or aperture size does not help to represent both low-and high-light areas of the scene with HDR. Details will be definitely lost, and varying the exposure time just allows some control over where the loss occurs. Therefore, the novel architectures of image sensors and the algorithmic techniques to increase the dynamic range of images have been proposed [19 -30] . Fabrication of multiple sensor elements within a pixel is a solution of the new architectures. Each pixel includes two or more photo detectors of different size [19, 20] . When an image is captured, each measurement is made in each photo detector on the same pixel and the HDR pixel values are computed on chip. Another approach is a fully new architecture, which is thoroughly different from CCD or CMOS image sensors [21] . Each pixel on the device includes an additional computation element that measures the time to attain full potential well capacity. Since the full potential well capacity is the same, the time to attain full potential well capacity is proportional to the radiance value of the pixel.
The signal processing-based approaches have a common feature of using multiple frames with different exposures. Figure 4 shows an example of multiple frames with different exposures. The simplest method to obtain the frames is sequentially capturing a scene with different exposures [22, 23] . The exposure for each frame can be controlled by varying the lens aperture, exposure time or both. Multiple image detector is proposed as another method for capturing multiple frames by Doi et al. [24] and Aggarwal and Ahuja [25] . They proposed a method to capture multiple images using only one imaging optics. This method generates multiple copies of the optical image using a mirror or a beam-splitter and captures them using multiple image detectors. The advantage of this method is that it can be applied for a scene with motion and produce the HDR images in real time. The reconstruction method proposed by Aggarwal and Ahuja [25] produces the HDR image by transforming the recorded intensities into the actual luminance values. This is possible only when the response function of the sensor is known. Nayar and Mitsunaga [26] proposed spatially varying pixel exposures as an alternative method. The key feature of this method is the simultaneous sampling of the spatial domain and the exposure domain using a pattern masking as shown in Fig. 5 . The brightness level associated with each pixel represents its sensitivity. The pixel e 3 is the most sensitive pixel, and the pixel e 0 is the most insensitive pixel. They proposed the HDR images reconstruction by aggregation and interpolation. However, most of the previous approaches using multiple frames have several limitations such as the assumption that the image capture devices have a linear response [23, 27] and there is no saturation even for highest exposure. Debevec and Malik [22] proposed an algorithm considering the nonlinearity of the response function and saturation of the pixel value for the highest exposure. Figure 6 shows the experimental results of dynamic range enhancement. Figure 6a -c shows an under-exposed image, a properly exposed image and an over-exposed image, respectively. Figure 6d is a reconstructed HDR image with Fig. 6a -c. We can see that both dark and bright regions are well represented.
Simultaneous enhancement of spatial resolution and dynamic range
Since the image sensors were invented, the enhancements of spatial resolution and dynamic range have been researched independently. However, in many practical situations, since observations suffer from limitations of both spatial resolution and dynamic range, it is necessary to reconstruct the HR and HDR images at once. Recently, the approaches, which simultaneously enhance the spatial resolution and the dynamic range, have been proposed [31, 32] . On the basis of the spatially varying pixel exposures, the algorithm that enhances the resolution of multisampled images was proposed by Narasimhan and Nayar [31] . Multisampled images mean that a scene is sampled in multiple dimension such as space, time, spectrum and brightness. Gunturk and Gevrekci [32] proposed the MAP approach, which enhances the spatial resolution and the dynamic range with prior knowledge of imaging system's response function. In the following section, an SR reconstruction algorithm that simultaneously enhances the spatial resolution and dynamic range without any prior knowledge about the system response function is proposed.
SIMULTANEOUS RECONSTRUCTION ALGORITHM TO ENHANCE SPATIAL RESOLUTION AND DYNAMIC RANGE

Problem formulation
The proposed reconstruction algorithm simultaneously reconstructs the response function of imaging system and the HR and HDR images without any prior knowledge about the system response function. For this purpose, the image degradation process including limited spatial resolution and limited dynamic range is modelled. Among various observation models to represent the limited dynamic range, we use the reciprocity, which means that the exposure is defined as the product of the luminance r at the surface of an imaging sensor and exposure time Dt [28, 29] . In addition, Hurter -Driffield curve is used as the response function of an imaging system [22] , which curve is a graph of the optical density of the imaging sensor against the logarithm of the exposure rDt. The typical shape of Hurter -Driffield curve is shown in Fig. 7 . Consider the desired HR and HDR images of size
Namely, x is an ideal undegraded image that is sampled at or above the Nyquist rate from continuous scene which is assumed to be bandlimited. Now, let the parameters L 1 and L 2 represent the downsampling factors in the observation model for the horizontal and vertical directions, respectively. Thus, each observed LR image and LDR image is of size N 1 Â N 2 . Let the kth LR and LDR images of p frames be denoted in lexicographic notation as
Now, it is assumed that x remains constant during the acquisition of the multiple LR and LDR images, except for any motion and degradation allowed by the model. Then, the observed kth LR and LDR image captured with the exposure time Dt k results from warping, blurring, subsampling operators and system response function performed on the HR and HDR images x. Assuming that each LR image and LDR image is corrupted by additive noise and quantization error, we can then represent the observation model as
represents, via subsampling, blurring and motion, the contribution of HR and HDR pixels in x to the LR and LDR pixels in y k , n k a is a lexicographically ordered noise vector and n k q represents a lexicographically ordered quantization error vector. A block diagram for the observation model is illustrated in Fig. 8 . 
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The nonlinear function f includes the characteristics of image capture devices and quantization process during the image acquisition. Generally, the function f for an 8-bit system has the form as 
where I m21 is the lower bound and I m is the upper bound of the mth quantization interval. To reconstruct the HR and HDR images based on the proposed image formation model, the inverse function of f is required. Even if it is a reasonable assumption that the response function of an imaging system is monotonically increasing, the inverse function f 21 does not exist because f is a many-to-one mapping due to the quantization process. Therefore, the reverse mapping function g is defined as the function, which maps the pixel intensity to the mid-level of the corresponding quantization interval, and used instead of f
21
. It is a reasonable assumption that g is monotonically increasing and differentiable.
With the definition of the reverse mapping function g and Taylor series expansion, Equation (1) can be rewritten as
where g 0 is the first-order derivative. The approximate equality of the second line holds by ignoring the higher-order terms above the second order. Because, the quantization error n k q is relatively small compared with y k , it is reasonable that Equation (3) is approximated as
where n k t ¼ n k a þ g 0 (y k ) . n k q is the total noise term including the additive noise and quantization error. Accurately characterizing the total noise n k t would be extremely difficult, as it would require detailed knowledge of the specific image capture device being used. However, with the general assumption that the additive noise n k a and the quantization error n k q are the independent zero-mean Gaussian random vectors whose elements have common variances s a 2 and s q 2 , respectively, the total noise of the ith pixel in the kth frame also has the zero-mean Gaussian distribution with the variance
Therefore, the total noise n k t is modelled as zero-mean independent Gaussian random variables with covariance matrix C n , which is a diagonal matrix, and its diagonal elements are equal to s k,i 2 .
Reconstruction of the HR and HDR images and the reverse mapping function
Because the reverse mapping function g is unknown as well as the HR and HDR images x, x and g should be simultaneously reconstructed. To solve this problem, Gauss-Seidel relaxation is used to determine the solution for both x and g. GaussSeidel relaxation minimizes an objective function with respect to a single variable, and then uses these values when minimizing with respect to subsequent variables. Using the total noise model and a Gaussian prior for x with mean vector m x and covariance matrix C x , the problem is formulated as finding MAP estimates of the reverse mapping function g and the HR and HDR images x that minimize the objective function given as
With the assumption that there is no spatial correlation among pixels in x, C x is a constant diagonal matrix of which diagonal elements are equal to the local variances of the x. First, the gradient descent method is used to solve for x minimizing Equation (5). The estimated x at the nth gradient descent iteration is
where a is the step size, and rE(x) is derived from Equation (5) as
The step size a of the gradient descent can be fixed or updated adaptively during the iterations. By Gauss -Seidel relaxation, the reverse mapping function g is reconstructed with the solution x of the gradient descent minimization. Generally, reconstruction of g only requires recovering the finite number of values, since the values of the pixel brightness are finite. For example, the 256 values g(z) for z ¼ 0, . . . , 255 are needed to be recovered for 8-bit system. However, because Hurter -Driffield curve is a simple S-curve and g is the reverse mapping of HurterDriffield curve including the quantization, g can be reconstructed using the polynomial fitting method. Let us assume that g is the third-order polynomial function with coefficients a 0 , a 1 , 
where i is the M Â 1 vector, which elements are all 1,
There are two additional constraints to make g maintain the shape of typical inverse Hurter -Driffield curve. The one is that g(z) should be a monotonically increasing function within the interval 0 z 255. The other one is that g(128) should be zero. With Equation (8), Equation (5) can be rewritten as
To minimize Equation (9) with respect to a 0 , the partial derivative of Equation (9) with respect to a 0 is taken and set equal to zero as
Similarly, the minimizations with respect to a 1 , a 2 and a 3 are also calculated as
and
From Equations (10) - (13), the polynomial coefficients are solved as
where A is a 4 Â 4 matrix of which the ijth element e ij is expressed as
where y k (0) ¼ i and y k (1) ¼ y k . The matrix A is calculated only once before the iteration process. With the calculated polynomial coefficients, g is reconstructed, and another gradient descent iteration is started with the reconstructed g by Gauss-Seidel relaxation.
Algorithm for implementation
In the reconstruction, the other parameters but the HR and HDR images x and the reverse mapping function g should be either known or estimated in advance. The matrix W k requires information about the subsampling factor, the point spread function of blurring and the motion information with subpixel precision. The exposure time Dt k is another required parameter. In this paper, the subsampling factor, the point spread function, the motion information and the exposure times of each frames are assumed to be known values. The algorithm starts with initial estimates of x and g. The algorithm for implementation is shown below. 
SIMULATION RESULTS
In order to demonstrate the performance of the algorithm, several experimental results are presented here. The simulations are performed on two approaches. The first experiment is the reconstructing an HR image and HDR image from multiple LR and LDR images which are shifted, blurred and downsampled from the LDR images with different exposure times. In order to measure the quantitative improvement in the reconstructed images, the other experiment is the was used for terminating the iteration in both approaches. To acquire 16 LR and LDR images, each frame of four 492 Â 708 'memorial' images as shown in Fig. 9 are shifted with four different subpixel motion information, blurred with 3 Â 3 Gaussian kernel whose variance is 1.0 and downsampled with a factor of 2 in each dimension. The reverse mapping function g is simultaneously estimated with the reconstruction of a single image with HR and HDR. Figure 10 presents the estimated g by the the conventional method and the proposed method from 'memorial' images. Conventional method proposed by Robertson et al. [30] reconstructs the 256 values g(z) for z ¼ 0, . . ., 255 for an 8-bit system in advance. Compared with the result of conventional method, the estimated g by the proposed algorithm well maintains the typical form of the inverse Hurter -Driffield curve. Since g takes the role of mapping pixel values to HDR radiance values, the fluctuation of g can cause the inversion of the local contrast of the reconstructed HR and HDR images. Since the reconstructed g of the proposed algorithm is smoother than the result of the conventional method, the proposed method reconstructs a more accurate HR image and HDR image.
The reconstructed HR image and HDR 'memorial' image is shown in Fig. 11 . Since the reconstructed values are not integers but floating point numbers that exceed the dynamic range of the traditional image format, it cannot directly be displayed. In this experiment, the dynamic range of the reconstructed HR and HDR images was compressed with a simple log-scale mapping. The proposed algorithm is compared with two conventional algorithms. The first conventional method sequentially enhances the dynamic range and spatial resolution, and the other conventional method simultaneously enhances. First, the four LR and HDR images were reconstructed from four LR and LDR images with the same subpixel motion information. Then, HR image is reconstructed with a conventional SR image reconstruction, which uses MAP estimates based on deterministic regularization approach [13] (CM1). The other conventional method simultaneously enhances the spatial resolution and the dynamic range with reconstructed imaging system's response function in advance [32] (CM2). The partially magnified results are shown in Fig. 12 . Figure 12a shows a frame of LR images (nearest neighbour interpolated). Figure 12b and c shows the results of CM1 and CM2, respectively. Figure 12d is the reconstructed HR and HDR images of which the spatial resolution and the dynamic range are simultaneously enhanced by the proposed methods. The proposed reconstruction method shows improved image details compared to the results of CM1 and CM2. The other experiment is the reconstruction from multiple LR and LDR images, which are generated with an original 8-bit grey level image. The 36 LR and LDR images were produced from an 8-bit grey level image. Figure 13a and b is the original images of 'desk' and 'sunrise', respectively. The original image is shifted with nine different subpixel motion information, blurred with 3 Â 3 Gaussian kernel, downsampled with a factor of 4 in each dimension, and re-quantized to 6-bit grey level with four different exposure times. Figure 14 shows the examples of the produced differently exposed LR 'desk' images.
The reconstructed HR and HDR 'desk' and 'sunrise' image are presented in Fig. 15 and the partially magnified results of 'desk' image are shown in Fig. 16 . Figure 16a shows one nearest interpolated frame of LR images. Figures 16b and c shows the result of CM1 and CM2, respectively. Figure 16d is the simultaneously reconstructed HR and HDR images by the proposed methods without prior knowledge about the 
where N is the total number of the pixels in the image, x the original image and x the reconstructed image. In Table 1 , the PSNR values calculated between the reconstructed images and the original image are shown in order to compare the performance of the proposed algorithm to the conventional methods. The PSNR of the proposed algorithm improves 4 and 1.5 dB over the conventional methods, respectively.
CONCLUSION
HR and HDR images can be used in many fields. Since an HR image and HDR image has more detail and light intensity information than an LR and LDR image, it is very useful in the fields such as biometrics, medical imaging and astronomical imaging. Spatial resolution and dynamic range enhancement based on SR approach has the advantage that it can be applied to the existing imaging devices in relatively low price as compared with the methods to manufacture the new architecture of imaging sensors. We have proposed an SR-based method for the reconstruction of an HR image and HDR image from multiple LR and LDR frames with different exposures. The image degradation process including limited spatial resolution and limited dynamic range is modelled and the MAP estimates of both the system response function and a single HR image and HDR image are simultaneously obtained. The system response function is simultaneously estimated in every iteration step with the reconstruction of a single HR image and HDR image. With the simulation results, it is shown that the proposed algorithm outperforms the the conventional approaches 
