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Abstract
LetG be a countably infinite random graph and letM(G) be the collection of all maximal complete
subgraphs of G with the subspace topology inherited from the power set 2G. We show that with
probability 1, M(G) is homeomorphic to the irrationals.
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Given a graph G, we define M(G) to be the set of all maximal complete subgraphs, or
cliques, of G, with the topology generated by all sets of the form
B(x)= {K ∈M(G): x ∈K},
and
A(x)= {K ∈M(G): x /∈K},
where x is a vertex of G. This topological space was defined by Bell and Ginsberg [1], who
showed that that the sets B(x) alone will generate the topology. In [2], Friedler and Martin
characterized those completely regular spaces that are graph spaces, showed that every
completely metrizable space with dim = 0 is a graph space, and proved that the product
of graph spaces is a graph space. Malykhin [3] has shown that a metrizable graph space is
completely metrizable and that a graph space need not be normal, answering two questions
of Friedler and Martin. Galvin [4] has used a construction very similar to that of M(G) to
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find two spaces which (under CH) satisfy the countable chain condition but whose product
does not.
A much-studied type of graph is a random graph, which is defined as follows. Given
a finite set of vertices {x1, x2, . . . , xn} and a number p strictly between 0 and 1, the
random graph Gn,p is defined to be the random variable which is obtained by assigning
an edge between xi and xj with probability p. The edge assignments are assumed to be
mutually independent. Thus, for example, the random graph Gn,p is a clique of size n with
probability p(
n
2).
One can also define a countably infinite graph as a random variable which is obtained by
doing the same thing starting with a countably infinite vertex set. We denote the space of all
such graphs by Sp . The statement that every pair of graphs in Sp are isomorphic is clearly
not true, but it is almost true. In fact, given any two graphs in Sp , they are isomorphic with
probability one. This is the precise meaning of the statement that there is essentially only
one countably infinite random graph.
The following theorem is folklore. We include the proof for completeness.
Theorem 1. If 0 < p < 1, then any two graphs G1 and G2 in Sp are isomorphic with
probability one. In fact, if H1 and H2 are isomorphic finite subgraphs of G1 and G2,
respectively, then with probability one, there is an isomorphism from G1 to G2 that sends
H1 to H2.
Proof. Let G1 and G2 be any two graphs in Sp . Label the vertices in the two graphs
{x1, x2, . . .} and {y1, y2, . . .}, respectively. To show that these two graphs are isomorphic
with probability 1, it is enough to show the following: For each positive integer n,
with probability 1 there exists a map fn from G1 to G2 such that the domain of fn
contains at least the vertices {x1, x2, . . . , xn}, the range of fn contains at least the vertices
{y1, y2, . . . , yn}, the map takes edges to edges and non-edges to non-edges, and fn agrees
with fk , for each k < n, on the intersection of their domains. If we let f be the union of
the fn’s, then it is easy to see that f is an isomorphism from G1 onto G2. If we let An be
the event that fk exists for k  n, then the event that such an f exists equals
∞⋂
n=1
An,
which has probability 1.
To show that fn exists with probability 1, assume that we have already defined fk for
k < n. To specify fn, we need to choose an image for xn and a pre-image for yn, if these
have not already been determined by fn−1. Let U be the set of neighbors of xn in the set
{x1, x2, . . . , xn−1} in G1, and let V be the set of non-neighbors of xn in this set. Let the
images of U and V under fn−1 be denoted by U ′ and V ′. Let y be any vertex in G2 that is
not in the image of fn−1. The probability that y is adjacent to all of the vertices in U ′ and
none of the vertices in V ′ equals
p|U ′|(1− p)|V ′|,
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which is greater than 0. Thus, the probability that no such y exists is equal to 0. Any y with
the above properties can be chosen to be the image of xn. In the same way, a pre-image for
yn can be found with probability 1.
It is clear that the above extension procedure will work if we begin with an isomorphism
from H1 to H2 and extend it. This completes the proof.
The first statement in this theorem says that if we consider the set of isomorphism classes
of graphs in Sp , and define the measure of any isomorphism class in the obvious way
(namely as the measure of the set of real numbers that correspond to all members of the
given isomorphism class), then there is one isomorphism class C∗ of measure 1, and all
other isomorphism classes have measure 0.
The second statement in this theorem says that if G1 and G2 are both in C∗, with
isomorphic finite subgraphs H1 and H2, then there is an isomorphism from G1 to G2
that sends H1 to H2. In particular, if we set G1 = G2, then for every pair of isomorphic
finite subgraphs of G1, there is an automorphism of G1 that sends one subgraph to the
other.
Lemma 1. Let G be any graph in the isomorphism class C∗. Then all cliques of G are of
infinite size. In addition, given any disjoint finite sets of vertices H and J in G, there exist
infinitely many vertices that are adjacent to every vertex in H and to no vertex in J .
Proof. We work in the sample space Sp , and then specialize to the class C∗. The second
statement in the lemma rules out the existence of any finite clique, so the first statement
follows from the second one. The second statement is proved as follows. Let |H | = h and
|J | = j . Let G ∈ Sp . If a vertex v in G is adjacent to every vertex in H and to no vertex in
J , we will say that it has property W . Given any vertex v of G that is not in either H or J ,
the probability that it has property W is
ph(1− p)j = c > 0.
Now, let m and n be positive integers, and let Tm be the first m vertices in G−H − J .
The probability that at most n vertices of Tm have property W equals
n∑
i=0
(
m
i
)
ci(1− c)m−i ,
which goes to 0 as m→∞, since it is the sum of a left tail of a binomial distribution.
Thus, with probability one, there are at least n vertices in G with property W . Since this
is true for each n, then with probability one, there are infinitely many vertices in G with
property W .
The property that there are infinitely many vertices in G with property W holds for all
or no graphs in a given isomorphism class. Since C∗ has measure 1, this property holds for
all graphs in C∗.
The following result is well-known.
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Lemma 2. The irrationals are homeomorphic to the spaceNℵ0 of all sequences of positive
integers, with the product topology.
We now state the main result of this paper.
Theorem 2. Let G ∈ C∗. Then M(G) is homeomorphic to the irrationals.
Proof. Throughout this proof, we will assume that G is a specific countably infinite
random graph in C∗. Let the vertices of G be v1, v2, . . . . We now describe a map φ from
M(G) to Nℵ0 . This map will be shown to be 1−1 and onto, and it will then be shown to
preserve openness in both directions.
Given a clique K in M(G1), let the vertices in K be
{va1, va2, . . .},
with a1 < a2 < · · · . We define the first term in φ(K) to be a1. Define T1 to be the set of
all vertices vj in G, with j > a1, such that vj is adjacent to va1 and not adjacent to any
of the vertices vb , with b < a1. The vertices in T1 inherit a natural linear ordering from
the original ordering {vi} of G. Now consider the position of va2 among all of the vertices
in T1 that are not equal to va1 ; suppose it is in the mth position. Then the second term in
φ(K) is defined to be m.
Now assume that the first k − 1 terms of φ(K) have been defined. We let
V = {va1, va2, . . . , vak−1}.
As above, we consider the set Tk−1 of all vertices vj in G, with j > ak−1, such that vj is
adjacent to each of the first k− 1 vertices of K and to no other vertices vb , with b < ak−1.
We determine the position of vak in the natural ordering on Tk−1. The kth term of φ(K) is
defined to be this position number. If we continue through all of the vertices of K , we will
obtain a sequence in Nℵ0 as the image of K .
Now suppose that K1 and K2 are two cliques in M(G), with φ(K1)= φ(K2)= s. If the
first term in s is a, then it must be the case that K1 and K2 both contain va and do not
contain vb for b < a. Similarly, since the kth terms in φ(K1) and φ(K2) are equal, it must
be true that the vertices in K1 and K2 that determine these terms are equal. Since this is
true for all k, we must have K1 =K2. Thus, φ is 1−1.
Next, let s = {b1, b2, . . .} be any sequence in Nℵa . It is easy to see that it is the image
under φ of a complete subgraph
K = {va1, va2, . . .},
since at the kth stage of constructing a pre-image, we choose the bkth vertex among all of
the vertices in G that are both adjacent to all of the first k − 1 pre-images and not adjacent
to any other vb with b < ak−1. (In G, this bkth vertex always exists, by Lemma 1.) To
finish checking that φ is onto, we need only show that K is maximal. Suppose that there
is some vertex vt that is adjacent to each vertex in K , but is not in K . Choose k such that
ak > t. The vertex vak+1 was chosen from among all vertices of G that are adjacent to vai ,
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for i  k, and are not adjacent to vb , for any other b < ak . This contradicts the fact that vt
is adjacent to vak+1 , so no such vt exists. Thus K is maximal and φ is onto.
Next, we show that φ takes open sets to open sets. Since φ is one-to-one, it is sufficient
to consider the images of sub-basic open sets in M(G). Such a sub-basic open set is
simply the set of all cliques containing a given vertex vt , i.e., the set B(vt ). Any clique
K containing vt contains some or none of the vertices vi , for i < t . Suppose, for example,
that the vertices vi in K with i < t are vi1 , vi2 , . . . , vin . Then the image of K under φ
has certain integers, say a1, a2, . . . , an, determined by the above vertices in the first n
places. There is also an integer an+1 in the (n + 1)st place corresponding to vt . Now
let p > n + 1. Suppose now that we wish to place a given integer m in the pth place.
Given any initial block a1, a2, . . . , ap−1, this block corresponds to a (finite) complete
subgraph C = {vc1, vc2 , . . . , vcp−1} in G, and every finite complete subgraph in G can
be extended to an infinite clique. Thus, to place m in the pth place, we simply consider
all of the vertices vi that are adjacent to every vertex in C, and are not adjacent to any
other vertex vb with b < cp−1, and choose the mth one in this list. Eventually, this choice,
together with infinitely many subsequent choices, will lead to a clique whose image begins
a1, a2, . . . , ap−1,m.
The above argument shows that B(vt ) is equal to the union of finitely many collections
of sequences in Nℵ0 that have a fixed initial block and are unrestricted thereafter. Each of
these collections is an open set in the product topology, so B(vt ) is the union of open sets,
hence is open.
The final property that must be checked is that φ−1 takes open sets to open sets. As
before, it is enough to check that the inverse image of any sub-basic open set is open.
A sub-basic open set in Nℵ0 is of the form
N×N× · · · ×N×Ok ×N× · · · ,
where Ok is an open set in N. In fact, a set of the above form is the union of sets of the
form
C =N×N× · · · ×N× {ck} ×N× · · · ,
so it suffices to show that φ−1(C) is open in M(G).
The set C can be written as the union of sets of the form
D = {c1} × {c2} × · · · × {ck} ×N× · · · .
Thus, we need only show that φ−1(D) is open in M(G}. The pre-image of D consists of
all cliques that contain a certain set of k vertices vi , for i  k, namely the ones that give
rise to the numbers ci , for i  k. Thus, D is the finite intersection of sub-basic open sets
B(vi), and hence is an open set. This completes the proof.
The next definition and theorem give another topological space which is homeomorphic
to M(G), for G ∈ C∗.
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Definition. We define the dyadic Sorgenfrey topology on R to be the topology with a base
equal to
{
(d, e]: d, e are dyadic rationals}.
Theorem 3. Let G ∈ C∗. Then M(G) is homeomorphic to the interval (0,1] with the
dyadic Sorgenfrey topology.
Sketch of proof. We assume that G is a specific countably infinite random graph in C∗.
Let the vertices of G be v1, v2, . . . . We now describe a map α from M(G) to (0,1]. This
map will be shown to be 1−1 and onto, and it will then be shown to preserve openness in
both directions.
Given a clique K in M(G), let the vertices in K be
{va1, va2, . . .},
with a1 < a2 < · · · . We represent (0,1] as the set of all binary sequences containing
infinitely many ones (thought of as binary expansions of real numbers), with the dyadic
Sorgenfrey topology. The first a1 − 1 coordinates of α(K) are defined to be zero, and the
a1 coordinate is defined to be one. Now we consider the subgraph of G consisting of all
vertices that are not adjacent to v1, v2, . . . , va1−1, and are adjacent to va1 . These vertices
inherit a natural ordering from G. Suppose that among these vertices, va2 occupies the b2
position. Then we continue defining α(K) by adjoining b2 − 1 zeros, and then adjoining a
one.
In general, suppose that we have placed k − 1 ones in α(K). These ones correspond to
the first k − 1 vertices in K . We now consider all of the vertices of G that are adjacent to
va1, va2, . . . , vak−1 , and to no other vertices vj with j < ak−1. Among all of these vertices,
suppose that vak occupies the bk th position. Then we adjoin bk − 1 zeros and a one to
α(K). Continuing in this way eventually gives us a binary sequence, containing infinitely
many ones, as α(K).
It can be checked, in a manner similar to the proof of Theorem 2, that α is one-to-one,
onto, and continuous in both directions.
We note that the map φ ◦ α−1, where φ and α are the maps constructed in the proofs of
the preceding two theorems, is a homeomorphism from (0,1], with the dyadic Sorgenfrey
topology, to the set Nℵ0 . This composition is extremely simple to describe. Given any point
in (0,1], we write it using a binary expansion with infinitely many ones. Then we split this
expansion into blocks of consecutive digits, with each block starting with a string of zeroes
(perhaps none) and ending with a one. The ith entry in the image of this point is the length
of the ith block.
We have also proved the following result.
Corollary 1. The irrationals are homeomorphic to the interval (0,1] with the dyadic
Sorgenfrey topology.
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Earlier in this paper, we proved that Sp contains one isomorphism class C∗ of measure
one. Can we find a construction of a graph G that is in C∗?
The following theorem gives a way of constructing such a graph. Given a graph G and
a subgraph T of G, we say that T is 1-extendable if the following property holds: For
any partition of the vertex set of T into two classes, say H and J (one of which might be
empty), there exists a vertex v in G− T such that v is adjacent to all vertices in H and is
adjacent to none of the vertices of J . Lemma 1 shows that for any graph G in C∗, all finite
subgraphs T of G are 1-extendable.
Theorem 4. Suppose that D is a countably infinite graph with the property that every
finite subgraph T is 1-extendable. Then D is in the isomorphism class C∗.
Proof. Let G be any graph in C∗. Lemma 1 implies that every finite subgraph of G is
1-extendable. We will show how to construct an isomorphism φ from D onto G. Let the
vertices of D and G be denoted by x1, x2, . . . , and y1, y2, . . . , respectively. We begin by
mapping vertex x1 of D to any vertex (call it φ(x1)) of G. We now pick the vertex yi with
the smallest subscript such that yi = φ(x1) in G. Either yi and φ(x1) are adjacent in G or
they are not. In either case, we can find a vertex z (which may not equal x2) such that z
and x1 are adjacent in D if and only if yi and φ(x1) are adjacent in G. (This follows from
the assumption that every finite subgraph of D is 1-extendable.) We set φ(z)= yi .
We continue extending φ in the same manner. Each stage consists of picking the image
under φ of the next vertex xi (which can always be done because every finite subgraph ofG
is 1-extendable), and then picking a pre-image under φ of the yi with the smallest subscript
that is not already an image under φ (which can always be done because every finite
subgraph of D is 1-extendable). The union of these extensions is a 1−1, onto isomorphism
from D to G.
The next theorem gives us a way to construct a countable graph with the property that
all of its finite subgraphs are 1-extendable.
Theorem 5. Let S = {ai : i = 1,2, . . .} be an infinite binary sequence, and let H be a
graph with vertex set equal to the set of integers, and with two vertices i and j adjacent if
and only if a|i−j | = 1. Every finite subgraph of H is 1-extendable if and only if for every
positive integer k, and for all 2k blocks of k consecutive binary digits, either the block or
its reversal occurs as a block of consecutive terms of S.
Proof. We assume that the sequence S has the property stated above. Let J be any finite
subgraph of H , and let {x1, x2, . . . , xn} be the vertex set of J . By relabeling the vertices
of J , and by allowing j to be any integer between 0 and n, any partition of the vertex set
of J can be written as
{x1, x2, . . . , xj } ∪ {xj+1, xj+2, . . . , xn}.
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We want to find a vertex x in G− T such that x is adjacent to xi if and only if i  j . This
is equivalent to showing the existence of an integer x such that
a|x−xi | = 1
if and only if i  j . We will first assume that the x that we will choose is greater than all
of the xi ’s, so that we can drop the absolute value signs in the above condition. Putting
the numbers x − xi in increasing order gives a set of positive integers which correspond
to positions in the sequence S where we want 0’s and 1’s (depending upon whether or
not i  j ). These positions can be viewed as part of a block of consecutive positions in S,
where some of the entries have been stipulated, and others are unrestricted. By declaring all
of the unrestricted positions in this block to be 0, we have created a block of binary digits
of some finite length. If this block appears somewhere in S, then once we have found an
occurrence of this block, it is easy to find x (and x will indeed be larger than all of the
xi’s).
If this block does not appear somewhere in S, then its reversal must appear. In this case,
we proceed as before, but this time with the numbers xi−x . We eventually find an x which
is less than all of the xi ’s, and which satisfies the condition. This completes the proof in
one direction.
Now suppose that S does not have the given property; in particular, let B =
{s1, s2, . . . , sk} be a binary block of length k such that neither it nor its reversal occur
in S. Let J be the finite subgraph with vertex set equal to {1,2, . . . , k}. Let V1 be the set
of all vertices i in J with si = 1, and let V2 be the remaining set of vertices in J . Suppose
that we try to extend J by finding a vertex x in H − J which is adjacent to all vertices in
V1 and no vertices in V2. If we succeed in finding such an x , with x > k, then B occurs in
S, and if x  0, then the reversal of B occurs in S. Both of these statements contradict our
assumption about B , so the proof is complete.
It is easy to construct a binary sequence with the property in this theorem; one way is to
simply write, in binary, all of the positive integers in order, putting commas between each
pair of consecutive digits, and then concatenating the results.
The next theorem gives a countable graph H (not in C∗) such that M(H) is homeo-
morphic to the irrationals. In what follows, we say that a finite sequence x1, x2, . . . ,
xm is an initial segment of the sequence y1, y2, . . . , yn if m n, and for all i m, xi = yi .
Theorem 6. Let H be the graph whose vertex set consists of all finite sequences of positive
integers, and whose edges consist of all pairs of vertices where one of the vertices is an
initial segment of the other. Then M(H) is homeomorphic to the irrationals, and H is not
in C∗.
Proof. The maximal cliques of H are all obtained in the following way: Let S be an
infinite sequence of positive integers, and let W be the set of all vertices that equal an
initial segment of S; then W is a maximal clique. It is now easy to check that the map that
sends a maximal clique W to the corresponding sequence in Nℵ0 is a homeomorphism.
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The fact that H is not in C∗ follows from the observation that the vertices in H
corresponding to the two sequences {1} and {2} have no common neighbors.
In [2], the authors showed that the space of irrationals is a graph space. That is, they
showed that there is a graph G with M(G) homeomorphic to the irrationals. The graph
indicated is the graph product of countably many copies of I, the graph on countably many
independent vertices. This graph is clearly uncountable. Given a cardinal κ > c, replace
the first vertex in the first copy of I with a complete graph on κ vertices. Then the resulting
product Gκ is of cardinality κ and M(Gκ) is homeomorphic to the irrationals. Thus, there
are graphs of arbitrarily large cardinality (greater than or equal to c) whose graph space is
homeomorphic to the irrationals. Our Theorem 2 shows that there is also a countable graph
whose graph space is homeomorphic to the irrationals.
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