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Abstract
The distribution of gas in the Universe can be observed in absorption in the spectra
of quasars. However, interpreting the spectra requires comparison to physical models
which map the distribution, temperatures and ionisation states of the gas.
First, I focused on understanding the presence of outflowing cold gas around galaxies. I
performed numerical simulations to study how outflows, launched from a central galaxy
undergoing starbursts, affect the circumgalactic medium. I model an outflow as a rapidly
moving bubble of gas above the disk and analyse its evolution. I sampled a distribution
of parameters with a grid of two-dimensional hydrodynamical simulations –with and
without– radiative cooling, assuming primordial gas composition. The amount of the
cool gas fraction depends strongly on the “burstiness” of energy injection; stronger bursts
typically lead to a larger fraction of cool gas forming in the outflow. This suggests cool
gas is formed in the outflow itself rather than entrained from the interstellar medium,
emphasising the importance of cooling.
Secondly, I turn to the lower density gas known as the Lyman-α forest. This is formed
from a trace of HI in a predominantly photoionised intergalactic medium. Existing ra-
diative transfer models show that large-scale ionisation rate fluctuations can have an
observable impact on the forest. I extend these models to include beaming of the quasar
population. This has two effects: the physical number density of ionising sources is en-
hanced relative to observations and; the radiative transfer equation is altered. I studied
the statistical properties of the resulting ionisation rate and neutral hydrogen density
fields at redshift z ∼2.3. I find that both effects from beaming partially cancel each other.
On very large scales (k < 0.01 h/Mpc) the source density renormalisation dominates;
it can reduce, by an order of magnitude, the contribution of ionising shot-noise to the
intergalactic HI power spectrum.
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Chapter 1
Introduction
1.1 The Universe
Cosmology seeks to understand the origin, evolution and structure of the Universe, and
provides a framework that sets the initial conditions for galaxy formation and evolution.
The Universe, to a very good approximation, is homogeneous on large scales (where
“large” means distances & 100 Mpc), while being very far from homogeneous on small
scales. The assumption that the Universe is homogeneous and isotropic on large scales
is known as the “cosmological principle”. This assumption is supported by observations
of the cosmic microwave background (CMB) and the spatial distribution of galaxies on large
scales. Isotropy and homogeneity provide us with basic statistical properties enforcing
the assumption that physical properties (like density and pressure) must be the same at
any point. This assumption is crucial for studies of the global properties of the Universe,
because it means that the physics we know are valid on any small volume over the Uni-
verse.
I begin by providing some useful definitions. The scale factor a(t) describes changes in
the distance between any two points fixed in an expanding universe. In particular, two
particles that move apart from each other in a homogeneous universe have a physical
distance r(t) = a(t)x, where x is a fixed comoving distance. The Hubble constant H0 ≡
a˙0/a0, in which a0 ≡ a(t0) is the scale factor evaluated at the present time t0, and a˙0
represents its evolution in time. The Hubble parameter h ∼= H0/(70 km s−1 Mpc−1).
The redshift parameter measures the change in the wavelength (λ) by a photon emitted
at early times t. It will be observed today with a different wavelength (λobs) following
z ≡ λobs
λ
− 1 = a0
a(t)
− 1. (1.1)
This relationship between redshift z and the scalefactor a(t) arises because the wave-
length of a photon is stretched by the expansion of the universe as it travels through, and
constitutes a crucial observational tool.
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1.1.1 Composition: mass and energy content
In modern cosmology the universe is thought to be composed mainly of baryons, dark
matter and dark energy (Shull et al., 2012). Although the nature of dark matter and dark
energy are still unknown there is observational evidence (summarised below) that makes
us believe they are responsible for more than 95 % of the energy density in the Universe
(Spergel et al., 2007; Copi et al., 1995b).
Einstein’s general relativity predicts that the shape of the Universe depends on its con-
tent. In particular, if the matter and radiation density ρ equals the critical density ρcrit,
which is the present-day density, the Universe will be spatially flat (Sec. 1.1.2 on FRW
metric). Observations can tell us whether the Universe is spatially flat and also probe the
density of its contents directly. The best constraints typically come from the CMB power
spectrum and show that the cosmological parameters for a flat Universe are (Planck Col-
laboration et al., 2016b):
Ω0 = 1.0± 0.02;
Ωbh
2 = 0.02222± 0.00023;
Ωch
2 = 0.1197± 0.0022;
Ωm = 0.315± 0.013;
h = 0.6731± 0.0096;
(1.2)
Here, Ω0 is the total density parameter, Ωx = ρx/ρcrit corresponds to the fraction of the
Universe’s density provided by (x = c) dark matter, (x = b) baryons and (x = m) total
matter respectively. We therefore see that current observations favour a flat Universe, i.e.
with the critical density. I now briefly summarise the properties of the different compo-
nents listed above.
1. Baryons
The visible Universe is made up by protons, neutrons and electrons; commonly re-
ferred to as baryonic matter1. Since stars are made of baryons, one method to obtain
an estimate of the mass density of baryonic matter would be via the mean luminosity
density of stars in galaxies. In total, however stars only account for ∼10% of all baryons
(Blumenthal et al., 1986). In combination with estimates of cold and hot gas, the total
1Electrons are not baryons but leptons. However, when talking about baryonic matter it is standard practice
to include electrons.
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baryonic mass at lower redshift still only accounts for . 50% of the baryonic mass in-
ferred from the CMB (McCarthy et al., 2007; Giodini et al., 2009). This would suggest that
half of the expected baryonic mass at low redshift is unaccounted observationally, com-
monly referred to as the missing baryon problem. Unfortunately, detecting the intergalactic
medium (IGM) at low redshift is highly challenging. Estimates of the IGM baryon con-
tent using first HI absorbers (also known as the Ly-α forest) are able to account for a
fraction of baryons of ∼ 30%. An additional 8% of the baryons reside in the warm-hot
intergalactic medium (WHIM) inferred by non-primordial elements (Bregman, 2007), via
absorbers such as OVI (Danforth & Shull, 2008). A vast reservoir of hot gas (T > 106 K )
in the IGM is inaccessible through far-ultraviolet absorption lines (Cen & Ostriker, 1999;
Shull, 2003). These baryons are only observable in the X-ray range and detecting them
remain a challenge for future sensitive X-ray spectrographs. However, new techniques
such as the surface brightness of the Sunyaev-Zel’dovich (SZ) effect are promising ways
to address this problem. At high redshifts (z . 6), most of the baryons are located in the
IGM (Kim et al., 1997), being highly ionised by an ultraviolet background produced by
galaxies and quasars. Observations of the Lyα forest at high redshifts are consistent with
those of the CMB e.g. average hydrogen densities observed in the absorption spectra of
quasars at z∼3 (e.g., Hu & Dodelson, 2002).
2. Dark matter
Mass density in the Universe must be observed indirectly because some components do
not emit radiation, with the gravitational force providing the only interaction that can be
detected (Turner, 1991; Faber & Gallagher, 1979; Bahcall et al., 1999; Navarro et al., 1996).
The estimation of the total matter density from the CMB is now the strongest evidence
for the existence of a form of non-baryonic matter (Hu et al., 1999; Turner, 2002; Spergel
et al., 2007). This invisible matter dominates the total mass density Ωm,0 e.g. galaxy ro-
tation curves (Rubin et al., 1982), weak lensing (Clowe et al., 2006), the “bullet cluster”
(Clowe et al., 2004). Its origin and nature is one of the greatest mysteries of contempo-
rary astronomy. Cosmology, in conjunction with particle physics, aims to determine the
nature of the dark matter component. Although the various candidates proposed by par-
ticle physics are still undetected, we know from observations that the distribution of dark
matter is more extended than the luminous matter (e.g. Rubin et al., 1982; Dekel & Silk,
1986), which together with the CMB argues for a nearly collisionless, massive particle.
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3. Dark energy
Observations of the temperature fluctuations in the CMB have revealed that the Universe
is nearly flat which means that the mean energy density of the Universe is close to the
critical value for flatness, ρcrit (e.g. Spergel et al., 2007; Planck Collaboration et al., 2016b).
In contrast, the matter density ρm has been found to be ∼ 0.3ρcrit via measurements of
the kinematic properties of galaxies, which show good agreement with Ωm,0 from CMB
experiments (e.g. Planck Collaboration et al., 2016b). Both results suggest that the dom-
inant component of the energy/mass content of the Universe must permeate homoge-
neously and not follow the large-scale baryonic structure, affecting chiefly the geometry
and expansion history. The discovery of the acceleration of the Universe, as observed in
the redshift–distance relation of high-redshift Type Ia supernovae (Rees, 1997; Perlmut-
ter et al., 1997), provides further evidence for such a component. Since any baryonic or
non-baryonic matter would decelerate any expansion, this component must be formed
of energy with an exotic equation of state, hence the term dark energy.
1.1.2 History
In this section I give a summary of the history of the Universe in the standard model of
cosmology.
Cosmological inflation
The standard cosmological model does not provide us with an explanation for the origin
of the Universe. The theory provides a consistent scenario that explains the state of the
observable Universe assuming certain initial conditions. Cosmological inflation is incor-
porated to explain major problems with the initial conditions. It operates at very high
energy scale but sufficiently below the Planck energy, so allowing gravity to be treated
classically. Inflation is an accelerated expansion that arises when the Universe is domi-
nated by an energy component with negative pressure (e.g., vacuum energy). Therefore,
the solution of the Friedmann equation in this phase corresponds to an exponentially ex-
panding Universe. This exponential expansion makes the Universe extremely uniform,
i.e. homogeneous and isotropic, so resolving what is otherwise a mystery in the standard
model of cosmology. However it also predicts that quantum fluctuations can be expanded
to the scale of the Universe, providing a small level of residual inhomogeneities that later
grow into today’s structure such as galaxies. Evidence from the CMB supports this pic-
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ture but does not as yet tell us much information about the real physics behind inflation
(Planck Collaboration et al., 2016a).
Nucleosynthesis
As the Universe cools from the initial very high temperatures, it becomes possible first for
baryons to form from quarks, and later for the baryons to fuse together into the nuclei of
simple atoms (Lara, 2005). The vast majority of heavy elements are synthesised in stars,
however there is a primordial abundance of light elements (Hoyle & Tayler, 1964). The
determination of the primordial abundances of light elements (such as hydrogen, helium,
lithium) helps us to constrain the number of species of fundamental particles in the early
Universe as well as the number density of baryons through the baryon–to–photon ratio
η (e.g. Copi et al., 1995a; Burles et al., 2001)
η ≡ nb/nγ ≈ 2.72× 10−8Ωb,0h2 (1.3)
where nb is the number density of baryons, nγ the number density of photons and Ωb,0 is
the present-day baryon density. The determination of primordial abundances (e.g., 4He,
3He, D, 7Li) requires modelling of the properties of the observed gas clouds in the spectra
of quasars. Corrections must be applied in order to get primordial abundances because
material we observe today has been processed through stars. Although Big Bang nucle-
osynthesis is currently a successful parameter-free theory, it comes with some caveats.
Measurements of the CMB power spectrum give an estimate for the photon-to-baryon
ratio η = 6.23 ± 0.17 × 10−10 (e.g. Kaplinghat & Turner, 2001), taking the values shown
in Eq. 1.2.
However, predictions of the light abundances under the cosmological model are not
in perfect agreement with observations (Copi et al., 1995a). For instance, estimates of the
abundance of 7Li appear to disagree with observations (Singh et al., 2017). This might be
because of difficulties with the observations or the indication of new physics in the early
Universe.
Formation of the cosmic microwave background (CMB)
The early Universe was very dense, hot and ionised, with a blackbody (thermal equi-
librium) distribution of photons . As the Universe expanded and cooled, protons and
electrons could join to form neutral hydrogen (at a redshift of z = 1100), the scattering
rate of photons drops very rapidly. Photons could travel freely in a straight line to the
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present day (to a first approximation). Therefore, the CMB is key for our understanding
of the structure formation of the Universe. Observations of the CMB show that its spec-
trum is today perfectly consistent with the spectrum of a blackbody, with a temperature
of T ≈ 2.725 K. The CMB temperature distribution is highly isotropic over the entire sky
(on very large scales), which supports the assumption that the Universe is homogeneous
and isotropic on large scales. However, there are observed temperature fluctuations on
smaller scales (Spergel et al., 2007). These small temperature fluctuations are believed to
be caused by density perturbations, which are thought to be responsible for the forma-
tion of structures in the Universe. These fluctuations are known as the anisotropies of the
CMB, and, they are useful to infer properties of the initial conditions for the formation of
structure e.g., galaxies (Cole et al., 2005).
1.1.3 The flat Universe: Friedmann–Robertson–Walker metric
For a Universe that is homogeneous and isotropic only three possible space-time geome-
tries can exist (Weinberg, 2008; Tegmark et al., 2004). The three-dimensional surfaces for
such a Universe are described by the Robertson-Walker metric
ds2 = c2dt2 − dl2
= c2dt2 − a2(t)
[ dr2
1−Kr2 + r
2(dθ2 + sin2 θdφ2)
]
,
(1.4)
where c is the speed of light, a(t) is the scale factor and K is a constant which takes the
values +1, 0 and -1. The coordinates (r, θ, φ) are the comoving coordinates for a funda-
mental observer. A proper distance l between two fundamental observers is defined by,
l = a(t)
∫ r1
0
dr√
1−Kr2 = a(t)χ(r1), (1.5)
where χ(r) is a geodesic distance defined by
χ(r) =

sin−1 r (K = +1)
r (K = 0)
sinh−1 r (K = −1)
Our apparently flat Universe is described byK = 0 , which corresponds to a Euclidean
flat space with potentially infinite volume (de Bernardis et al., 2002; Netterfield et al.,
2002)
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In relativistic cosmology, the Einstein field equation (Weinberg, 2008) describes the link
between the geometry of the space-time and the matter/energy content of the Universe.
The solution of the Einstein equations for a homogeneous and isotropic Universe (set by
the Robertson-Walker metric) is the so called Friedmann equation,
H2 =
8piG
3
ρ− Kc
2
R20
1
a2(t)
, (1.6)
where ρ(t) is the total energy density and R0 is the present value of the curvature radius.
A cosmology that obeys the Friedmann equation is referred as a Friedmann-Robertson-
Walker cosmology. Therefore Eq. (1.4) is also commonly known as the Friedmann-Robertson-
Walker metric. It underlies nearly all modern cosmological calculations.
1.1.4 Structure growth
In the standard cosmological model, structures (such as galaxies and clusters of galaxies)
arise from small initial density perturbations (potentially during an early phase of infla-
tion) due to the action of gravity. Density perturbations δ(x) grow only if they are larger
than a characteristic length scale (known as the Jeans’ length) beyond which gravity is
able to overcome the pressure gradients.
The values of δ(x) are well-defined in the real Universe at each location in terms of a co-
moving position x. But if inflation is correct, perturbations can also be treated as random
variables that define a random field. This means that the Universe can be thought of a sta-
tistically homogeneous, in the sense that the statistical properties of ρ(x) in any volume
V of given size and shape are independent of the location of its centroid. Consequently,
many physical theories predict only the statistical properties of δ (such as its two-point
function or power spectrum) rather than δ itself, and observations must be appropriately
compared to these statistical properties to test a theory. At early times perturbations were
very small |δ|  1, so the evolution of the density perturbations fall in the linear regime.
The distribution of matter encompasses the distribution of dark matter, stars and gas.
This relationship is strongly cosmology dependent, as well as dependent on the physics
of galaxy formation (Springel et al., 2006). However, galaxy formation involves highly
non-linear density fluctuations, which requires replacing the linear equation by approxi-
mations in the analytic arguments and numerical simulations to investigate the formation
of structure.
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1.1.5 The intergalactic medium
One can classify the gas component of the Universe into three categories: the interstel-
lar medium (ISM), which is gas associated directly with the galaxy; the halo gas (also
known as the circumgalactic medium; CGM), which is gas within the galaxy’s gravita-
tional influence but outside the galaxy; and the gas not associated with dark matter halos
(the intergalactic medium; IGM). As mentioned above, the majority of baryons are not in
galaxies but in the intergalactic medium. Galaxies interact with the intergalactic medium
exchanging mass, energy and heavy elements. On large scales, the statistical distribution
of matter can be traced not only by galaxies but also by this gas lying in the space be-
tween galaxies. Absorption lines from the spectra of background quasars can be used to
probe the distribution of gas and the physical properties of the IGM, as I now describe.
1.2 The spectra from background quasars
Absorption lines observed in quasar spectra (see Fig. 1.1) provide us with detailed infor-
mation on the kinematics and composition of the intergalactic medium and high redshift
galaxies (e.g. Dobrzycki et al., 2002; Scott et al., 2000). Quasars (QSOs) are very bright
objects that are believed to be powered by accretion of material in a central supermassive
black hole.
QSO absorbers are useful probes of gas at high redshift due to a quasar’s smooth intrin-
sic spectrum and intrinsic high luminosity (Lynds, 1971), meaning they can be observed
at large distances. Photons emitted by quasars encounter clumps of gas along the line-of-
sight in the intergalactic space (Sargent et al., 1980), tracing the density and the physical
conditions over the intervening volume.
In particular, quasar spectra allow us to study in detail the absorption of multiple ele-
ments in a wide range of ionisation states, potentially giving simultaneous information
on densities, metallicities and temperatures. At ultraviolet wavelengths, the most abun-
dant features come from the neutral hydrogen ground state transition, known as the Ly-
man series (Lyman, 1906). High resolution spectroscopy is necessary to correctly trans-
form the observed equivalent widths of the absorption lines into column densities, N(HI),
(Hu et al., 1995). The resolution of this technique sets a lower limit in the HI column den-
sity at ∼ 1012 cm−2. When column densities reach a value of 1017 cm−2 the intervening
IGM becomes optically thick to Lyman continuum photons, providing an upper limit in
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Figure 1.1: An example of a typical high-resolution spectra at redshift z = 3.62 (top
panel) taken from Springel et al. (2006) and Rauch (1998).
The middle panel shows a sketch of the distribution of gas in a simulated universe.
The bottom panel is a simulated spectrum from hydrodynamical simulations, show-
ing that they can be reproduced with high fidelity by simulations assuming the stan-
dard cosmological model.
the HI densities, above which the physics becomes much more complex. Figure 1.2 shows
a combination of observations that allow us to determine the HI column density distri-
bution function F (NHI, z) i.e., the number of absorption lines per unit column density
(Altay et al., 2011).
Thus, quasar absorption line system are divided into four categories:
• Lyman α forest: Intergalactic neutral hydrogen intersected by photons from back-
ground QSOs cause absorption of the QSO’s Lyman-α emission line (Sargent et al.,
1980).
• Lyman-limit systems (LLS) are optically thick systems at the Lyman limit, or in
other words, systems with column densities N(HI) > 1017 cm−2 (Bahcall et al.,
1993). See Sec. 1.2.1.
• Damped Lyα systems (DLAs) are quasar absorption lines with HI column density,
of N(HI) > 2 × 1020 cm−2 (Wolfe et al., 1993).
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Figure 1.2: Number of absorption lines per unit column density showing the HI col-
umn density distribution of QSO absorption line systems. The solid curve shows
low NHI obtained using mock spectra, and, high NHI obtained as a projection of a
simulation box onto a plane. High-resolution observations of the Lyα forest corre-
spond to ’Kim02’ Kim et al. (2002). LLSs data are from ’Per05’ Pe´roux et al. (2005)
and ’Ome07’ O’Meara et al. (2007). Analysis of SDSS DLA data is from ’NPLS09’
Noterdaeme et al. (2009), and power-law constraints are in ’POW10’ Prochaska et al.
(2010); open circles are spaced arbitrarily along power-law segments. This plot was
taken from Altay et al. (2011).
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• Metal absorption line systems: QSO spectra also frequently show absorption lines
due to metals. The best-known examples are MgII systems and CIV systems, which
are caused by the strong resonance line doublets MgII and CIV respectively. Note
that both doublets have rest-frame wavelengths longer than λLyα = 1216 A˚. Conse-
quently, they can appear on the red side of the Lyα emission line of the QSO, which
makes them easily identifiable because of the absence of confusion from the Lyα
forest (e.g. Jannuzi et al., 1998; Bergeron et al., 1994).
In this work I focus on the first and last categories: the systems relevant for the Lyman
alpha forest when studying the intergalactic medium on large scales; and, metal absorp-
tion line systems to study the dynamics of gas in the circumgalactic medium. LLS and
DLAs are not directly considered in this thesis.
1.2.1 Lyman α forest systems
The physics of the Lyα forest.
Intergalactic neutral hydrogen intersected by photons from background QSOs cause
absorption of the blueward of the QSO’s Lyman-α emission line. The Lyα spectral line has
a rest wavelength of wavelength λα = 1216 A˚. Photons emitted from a distant QSO (also
known as the ultraviolet continuum) are redshifted to 1216 A˚ and can be absorbed by a
cloud of neutral hydrogen. Due to redshift being a function of distance travelled, clouds
of neutral hydrogen along the line-of-sight absorb photons at different wavelengths in
the observed spectrum.
The Lyman-α forest refers to the resulting hundreds of distinct absorption lines ob-
served with high resolution in the spectra of galaxies and QSOs (Weymann et al., 1981).
All the lines blueward of the Lyα emission line in Fig. (1.1) make up the Lyα forest.
Even if the individual lines cannot be resolved, the presence of intergalactic neutral
hydrogen, at z > 5.5, can be detected as a trough in the spectra of quasars (known as
the Gunn–Peterson trough; Gunn & Peterson, 1965; Giallongo et al., 1994). Photons bluer
than the quasar’s Lyα emission are significantly absorbed, causing a substantial decre-
ment of flux in the observed quasar spectrum at wavelengths shorter than (1 + zQ)λα,
where zQ is the quasar redshift (see Eq. 1.1). Because most of the absorption lines trace
small density fluctuations in the IGM, these fluctuations are used to probe the underly-
ing matter distribution on large scales. The forest is therefore sensitive to the cosmological
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model (Viel et al., 2003; Norman et al., 2009) as well as the astrophysics of the individual
lines.
Consequently, the optical depth τ(z) of the forest plays an important role when study-
ing the IGM. It can be determined from the flux decrements in the quasar spectra. This
quantity is closely related to the number density of neutral hydrogen atoms,
nHI(z) ∼ 2.42× 10−11τ(z)hH(z)/H0 cm−3, (1.7)
whereH(z) is Hubble’s constant at redshift z (Gunn & Peterson, 1965; Madau et al., 1999;
Mo et al., 2010). At redshift z . 6, the value of τ is typically much smaller that unity,
implying that the density of neutral hydrogen is very low. By comparing with the mean
gas density in the Universe which is about 10−7 cm−3, this tells us that the intergalactic
medium must be highly ionised at redshifts z . 6.
Observational setting and key results
Models of structure formation under ΛCDM produce a filamentary IGM that is highly
ionised by a UV background produced by galaxies (Viel et al., 2002). Both analytical mod-
els and hydrodynamical simulations (Rauch, 1998) have shown that the absorption blue-
ward of the Lyman α emission line in quasars is due to the intervening gas in the IGM.
Spectra obtained by these simulations are able to match the general observed properties
of the Lyα forest.
Observations using high-resolution spectroscopy allow us to study the physics of the
IGM. Here I mention some examples of important results from surveys and other obser-
vations.
Some of the earliest constraints on the Lyman-α forest come from samples of quasars
observed individually with high resolution spectrographs (Boksenberg et al., 1978; Car-
swell & Ferland, 1980) In the redshift range 1.5 < z < 4 optical telescopes are suitable
for measuring the properties of the Lyman alpha forest. For example a lower limit in the
HI column densities was measured by HIRES-Keck (Hu et al., 1995; Kim et al., 1997) and
VLT/UVES (Kim et al., 2001)2. Also from Keck spectroscopy in conjunction with numeri-
cal simulations, limits on the baryon density were set using the neutral hydrogen column
densities (Rauch et al., 1997).
2HIRES is a spectrograph on the Keck telescope and UVES is the high-resolution optical spectrograph of
the VLT.
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At low redshifts, one must go to space to measure the Lyman α forest. The Hubble
Space Telescope (HST) made it possible to study, for example, results on the clustering
and evolution of the Lyman α lines (Dobrzycki et al., 2002).
Measurements of the Lyman α opacity of the IGM combined with hydrodynamical
simulations provide estimates of the photoionisation rate per hydrogen atom at high-
redshift probing the ionisation history of IGM (Bolton & Haehnelt, 2007). The number
of ionising photons emitted at z = 5 − 6 seem to be in reasonable agreement with the
photoionisation rates inferred from the Lyman α forest for galaxies with a large photon
escape fraction. However at lower redshifts it is unclear whether this agreement is main-
tained (Kollmeier et al., 2014; Nasir et al., 2017; Gurvich et al., 2017)
A significant uncertainty in these constraints is that they depend on the density and
temperature of the forest. Observations from the VLT (UVES) corroborated expectations
from numerical simulations on the temperature state of the low-density IGM due to adi-
abatic cooling and photo-heating by the UV background (Theuns et al., 2001) but signif-
icant uncertainties remain. More recent studies of the temperature in the IGM attempt
to characterise its thermal history (Rorai et al., 2017; Nasir et al., 2016; Boera et al., 2016;
Becker et al., 2011).
To make sense of observations, we require theoretical models. Semi-analytical models
of the Lyman α forest have proved to be able to reproduce observed properties such as
column density distribution function (Viel et al., 2002).
More accuracy is available from hydrodynamical simulations that can model the de-
pendence of the Lyman α flux-power spectrum on dark matter, cosmological parameters,
and, thermal history of the IGM. These simulations have been calibrated with low reso-
lution SDSS/BOSS data (Palanque-Delabrouille et al., 2015) and intermediate resolution
data from VLT/X-Shooter (Irsˇicˇ et al., 2017), to help constrain the small scale power spec-
trum and so dark matter models and/or neutrinos (Viel et al., 2013).
At lower resolution, it is also possible to use the statistical power of large numbers
of quasars to constrain the power spectrum of the underlying dark matter distribution,
constrains on inflation and neutrino masses (Slosar et al., 2011).
They can also be used to fit the large-scale Lyman α forest data, leading to cosmolog-
ical parameters in approximate agreement with the CMB power spectrum (Font-Ribera
et al., 2014) although there is a slight parameter tension at the 2σ level which remains
poorly understood. The statistical power of observations to obtain these constraints has
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only become possible through large automated surveys (Font-Ribera et al., 2014).
Future of the Lyman α observations
Over the range 2 < z < 5 large statistical samples of observed data matching the ex-
pectations from cosmological simulations (McQuinn, 2016; Hirata, 2017). The Lyman-α
forest was quickly identified as a potential tool for precision cosmology and, in the last
decade, all-sky surveys have provided the data to constrain cosmological parameters. In
particular, the baryonic-acoustic oscillations (BAO) as observed with the Lyα forest (by
the Baryon Oscillation Spectroscopic Survey; BOSS) has allowed us to measure the cos-
mic expansion at z ∼ 2.3 (Font-Ribera et al., 2014) , where little information from other
methods is available (e.g. SN type Ia or galaxy clustering). It is expected that these mea-
surements will be vastly improved in a wider range of redshifts with future facilities such
as the Dark Energy Spectroscopic Instrument (DESI; DESI Collaboration 2016).
1.2.2 The circumgalactic medium (CGM): Metal absorption lines
In this section I discuss the metal contamination of the circumgalactic medium by galactic
outflows. Absorption lines due to metals, also seen in the spectra of background quasars,
provide us with information on the dynamics and composition of material in galactic
halos.
Quasar absorption techniques show that galaxies in the local Universe are surrounded
by a highly ionised plasma that extends for hundreds of kpc and that is also enriched
with metals (Tumlinson et al., 2013; Werk et al., 2014). The very common species CIV,
MgII and OIV observed in QSO spectra make it possible to study the distribution and
physical conditions of gas around galaxies (Bordoloi et al., 2014; Tumlinson et al., 2013;
Werk et al., 2013; Nielsen et al., 2013). Strong lines are associated with highly ionised
and low density gas in both the IGM and the CGM. However, CIV absorption systems
can be also produced by collisionally-ionised gas with high temperatures (T ∼ 105 K),
or produced by shocks associated with galaxy halos. This illustrates a broader point that
the information in absorption lines must be decoded by comparison to a physical model,
since the presence or absence of a particular ion may reflect either metallicity, density,
temperature, ionising radiation intensity, or some combination of all these.
Observations show that the mass of the gas around star-forming galaxies is estimated
to be comparable to their stellar mass (Werk et al., 2014), and also the amount of metal
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mass in the halos is comparable to the metallicity mass in the interstellar medium (Peeples
et al., 2014). This large reservoir of gas is thought to be driven or built up by galactic out-
flows.
The physical mechanisms that transport material into the halos are complex and non-
linear. For this reason, it is common to use cosmological hydrodynamical simulations to
model the observational data (Meiksin et al., 2014). The mechanisms that drive outflows
and the basic parameterisation of the conditions that trigger them remain unknown.
Models aim to predict how far the wind will travel, how much mass it carries, their ve-
locities, even whether the wind will escape into the IGM or whether gravity will pull
it back to the galactic disc. In some cases, multiple cosmological simulations have been
used where outflows with different scaling relations have been explored and matched
to observations (e.g. Oppenheimer & Dave´, 2006). This gives an alternative view on the
physics controlling the galaxy population, since outflows are thought to play a crucial
role in regulating the star formation.
However, the nature of outflows is multi-phase (it spans several orders of magnitude
in temperature) making them difficult to model without very high resolution or special
techniques.
Observations
Galactic winds have been observed in galaxies from redshift z ≤ 0.1 (Bordoloi et al., 2014)
to 3 < z < 4 (e.g. von Glasow et al., 2013) and beyond (e.g. D’Odorico et al., 2013; Becker
et al., 2011). They can travel at several hundred of km s−1 in star-forming galaxies at all
redshifts (Steidel et al., 2010).
Galaxies exhibit strong correlations between their physical properties; such as stellar
mass, gas content and CGM metal content (Tumlinson et al., 2013; Peeples et al., 2014).
These relations evolve with redshift, towards lower metallicity and higher gas content at
higher redshift, e.g., Dave´ et al. (2011a). The correlation between mass and metallicity in
low-mass galaxies could be due to outflows (e.g. Dekel & Silk, 1986; Erb et al., 2006). To
understand better the nature of the processes in the gas one has to rely on modelling the
outcome because gas is either too hot or too diffuse that it is difficult to observe directly.
To study the effect of metallicity and magnetic fields some authors (Dave´ et al., 2011a;
Wiersma et al., 2009; Finlator & Dave´, 2008) have performed hydrodynamical simulations
with solar metallicity finding that they produced a more efficient cooling (Scannapieco &
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Bru¨ggen, 2015; Wiersma et al., 2009).
One way to improve our understanding from observations is to correlate the CGM gas
properties with the host galaxy (Tumlinson et al., 2013). For example, outflows should be
able to develop in small galaxies because their smaller potential results in lower escape
velocities.
Although it is very clear from observations that material is being expelled from the
galaxies, it is not very clear how far this material travels (Steidel et al., 2010).
Because CIV is an accessible tracer of hot ionised gas, recent surveys use this line to
systematically map the distribution of CIV gas out to their viral radii (Bordoloi et al.,
2014). It has been controversial whether metals observed in the CGM belong to the galaxy
potential or not. To tackle this problem a comparison of the azimuthal asymmetry of
absorption line systems (e.g., CIV and MgII) would us allow to constrain the geometry of
the multi phase CGM (Fig. 1.3, Bordoloi et al., 2014).
Finally, numerical simulations are an important tool to make predictions in galaxy for-
mation and to confront them with observations. The important physics is still not well
understood (Somerville & Dave´, 2015; Springel et al., 2005). Currently, hydrodynamic
cosmological simulations including radiative cooling and star formation, at best, coarsely
reproduce the observed properties of galaxies (Schaye et al., 2015)
The importance of outflows to galaxy formation
Outflows are likely to play a central role in galaxy evolution because they occur in star-
forming galaxies of all masses at all redshifts. They are thought to be caused by energetic
feedback from massive stars, supernovae and accreting black holes travelling faster than
the escape velocity of the host galaxy removing star-forming gas from it (Keller et al.,
2014; Krause et al., 2014). It is thought that for galaxies with dynamical masses M .
1012 M they are generated by clusters of stars that are very efficient at generating gas
motions (Creasey et al., 2013; Keller et al., 2014).
They are invoked to explain correlations in low-mass galaxies, e.g., the strong corre-
lations between mass and metals (Keller et al., 2014; Recchi & Hensler, 2013), to explain
the faint end in the luminosity function (Fig. 1.4, Cole et al., 2000a) and as a probable
mechanism for the enrichment of the IGM (Scannapieco et al., 2005).
Moreover outflows and galactic fountains may dynamically reshape a galaxy and its
dark matter (Pontzen & Governato, 2014), meaning the properties of the CGM may ulti-
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Figure 1.3: Two dimensional projection of the CIV absorption line from COS-Dwarfs
survey (Bordoloi et al., 2014). The points lying along the y axis represent lines of
sight passing along the projected minor axis of the galaxy and the points lying
along the x axis represent lines of sight passing along the projected major axis of
the galaxy. Detections are indicated with coloured filled squares and non-detections
with blank squares. Colours reflect the absorption strength. Stronger absorbers tend
to be aligned towards the minor axis of the galaxies. However, the trend is not statis-
tically significant. It therefore remains unclear whether CIV absorbers are spherically
distributed around galaxies, but, the measurements of CIV can be compared against
the MgII absorption line systems to constrain the geometry of the multi-phase CGM.
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mately serve as an essential cross-check of galaxy formation in the dark matter paradigm.
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Figure 1.4: Semi-analytical models to show the effect of galactic winds parameteri-
sation on the luminosity function. Vhot is a normalisation factor in the efficiency of
stellar feedback term and has velocity units . Increasing Vhot lowers the faint end of
the luminosity function illustrating the close relationship between galactic outflows
and galaxy properties. The lines correspond to different models, the black line is a
model which includes gas which has been cooled. For more information refer to Cole
et al. (2000b).
1.3 Motivation and Outline
This thesis aims to study unresolved theoretical questions about the distribution of gas
ions in the intergalactic medium and the circumgalactic medium. In this section, I present
the motivation that led to this work based on the current theoretical and observational
scenario and emphasize the questions that remain unanswered.
The main goal is to understand the physical processes that produce the distribution of
the different gas phases, in both the CGM and IGM. In Sec. 1.2.2, I explained that based
on observations, outflows are best described as a system of gas distributed in a filamen-
tary biconical region that expands at least several kpc from the galactic disc (and possibly
much further). These filaments are classified in different regions according to their tem-
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perature. Detailed spectroscopic studies show a portion of gas at T∼ 104 K (also called
the warm-ionised phase) that is being photoionised by the (starburst) galaxy. Kinematic
studies reveal that this phase is distributed along the surface of the biconical structure
and the cones are presumably filled with outflow fluid. Colder phases at T < 103, which
allows the presence of molecular gas, extend far beyond the stellar disc and follows a
wider biconical shape than the hot phases (as observed for instance in M82; Leroy et al.,
2015).
We have learnt from multiple datasets and cosmological simulations that the multi-phase
nature of outflows is complex. We want to understand the mechanisms that produce
them and to explain how they can coexist. Observations show that there is a tight spatial
correspondence between the hot and cold phases (see Chap. 2). While the hottest phase is
the easiest to understand (but the hardest to detect), colder phases are difficult to explain.
The hottest phase exceeds the escape temperature (Te) of the galaxy explaining why there
is highly ionised gas observed out of the host galaxy. However, the colder phases are ob-
served to be ubiquitous in the galaxy (e.g. Veilleux et al., 2005), making them currently
one of the main questions about outflows. They could be formed as a transformation from
other phases (in situ), or, possibly they are clouds driven out from the galactic disc. If the
latter is the case, it is not clear how they can travel so far without being disrupted. Cold
clouds reach high velocities, estimated between 100− 1000 km s−1 (Heckman & Thomp-
son, 2017). The questions is how these clouds can travel at such velocities and remain
cold. Shock heating while traveling would cause them to increase their temperature. In
this thesis, I address this question by performing a numerical analysis of the physical
properties of small galaxies, using hydrodynamical simulations (see Chap. 4).
Additionally, spectra of galaxies indicate that material is flowing onto the galaxy (Mar-
tin et al., 2012; Chen et al., 2017). These flows potentially inject gas that will help form
new stars. However, galaxies contain inflows and outflows of baryons in unknown pro-
portion. This is an important issue to address since (theoretically) the gas accretion rate
regulates the galaxy’s star formation rate (e.g. van de Voort et al., 2011a), and thus, the
balance between gas outflow and inflow has consequences on the determination of metal-
licity and stellar mass (e.g. Dave´ et al., 2011a). The main problem with inflows is that they
are harder, than outflows, to determine observationally. The kinematics of the absorption
lines imprinted on the galaxy spectra tell us whether gas is inflowing or outflowing, and
this comes with a systematic error. Given the different projected velocities between them,
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the inflow features are difficult to separate from rest-frame galaxy absorption and/or
emission lines, thus introducing a systematic bias towards their detection (Rubin et al.,
2012).
Overall, while inflows carry angular momentum that can play a role on the rotation of the
galactic disc (Stewart et al., 2011) as well as helping to form new stars, outflows can re-
move material from the galaxy affecting its star formation rate while polluting the CGM
and IGM. Since the ratio between in and out flows is highly dependent on with feedback
(e.g. van de Voort et al., 2011a,b) they have important repercussions on the galaxy as a
whole. New datasets of large-scale outflows, in combination with simulations, will allow
us to investigate outflows at higher redshifts and to infer their role on the evolution of
galaxies.
In Sec. 1.2, I have described how the Lyman-α forest probes the diffuse gas in the IGM
at high redshifts; which not only allows us to study the distribution of baryons in the
cosmic web, but, also contains information of the IGM thermal state, the BAO, the reioni-
sation epoch, and more. The balance between the photo-ionisation heating and adiabatic
cooling sets the thermal state of the low density IGM (e.g. Bolton et al., 2014), and, is a key
aspect when modelling the Ly-α forest. The UV background and cooling rates are tightly
related and are central aspects of several astrophysical problems. Particularly when mod-
elling the density fluctuations, an implementation of the UV background is necessary as
the source of ionising photons. Since these sources do not radiate isotropically, an ade-
quate analysis considering anisotropic emission is needed in the models.
Nowadays an archive of high resolution spectra exists, mostly divided in two sets; small
data sets that account for few tens of spectra (e.g. Walther et al., 2018) and the big surveys
such as BOSS (Slosar et al., 2011) and SDSS (e.g., Comparat et al., 2016). These datasets
have allowed the community to analyse the power spectrum of the Lyα forest.
However, accurate measurement of the Lyα power spectra requires the development of
good pipelines to correct for finite resolution of the detectors and noise. They are de-
pendent on the determination of the continuum, which requires accurate values of the
mean flux (Lee et al., 2012). Accurate quasar continuum fitting is not trivial and accu-
rate determinations of the Lyman-α power spectrum on large scales have not yet been
obtained even though the raw data exists to do so. It is therefore timely to understand
the theoretical predictions for what will be measured. On large scales, density of the neu-
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tral hydrogen was, until recently, thought to closely trace the total mater density, and,
the spectra of quasars allow us to sample the distribution of gas from on line-of-sight to
another. Analytical models such as the ones presented in this thesis will help with the
interpretation of the forthcoming data (see Chap. 6).
Building better theoretical models of the distribution of gas will ultimately allow us to
understand the information obtained from the spectra of background quasars, although
direct comparisons to data are outside the scope of the current work.
This thesis is divided in two parts: galactic outflows and the Lyman-α forest.
In Chapter 2, I summarise the basic observational properties of halos of star-forming
galaxies and galactic outflows. Chapter 3 presents a brief description of the hydrody-
namical code (RAMSES) which was used to study the mechanisms that drive outflows. In
Chapter 4 I present the parameter study and simulations of outflows launched from cen-
tral galaxies undergoing repeated starbursts that propagate through the circumgalactic
medium.
The following chapters concern the Lyman alpha forest as tracer of the large scale struc-
ture. I give a brief summary of the required theory behind random Gaussian fields in
Chapter 5. This provides a preamble to Chapter 6, where I model the post-reionisation
neutral hydrogen density in the IGM to understand the consequences of beamed sources
in a non-uniform ultraviolet background. Finally, Chapter 7 presents the main conclu-
sions and future directions.
This thesis includes material from the two papers:
• Bursty star formation feedback and cooling outflows
Suarez, T., Pontzen, A., Peiris, H.V., Slyz, A. and Devriendt, J., Mon. Not. R. Astron.
Soc. 462, 1 (2016)
• Large-scale fluctuations in the cosmic ionising background: the impact of beamed source
emission
Suarez, T. and Pontzen, A., Mon. Not. R. Astron. Soc. 472, 3 (2017)

Chapter 2
Galactic winds
“Truth is ever to be found in simplicity, and not in the multiplicity and confusion
of things ”
- Isaac Newton
Galaxies are open systems that expel and accrete gas. A percentage of the gas in galax-
ies is turned into stars (Chisholm et al., 2016; Leroy et al., 2008). A fraction of these new
stars are high-mass stars that eventually will explode as supernovae (Veilleux et al., 2005).
Supernovae explosions carry enough energy to push part of the gas from star forming
regions out of the galaxy, which make SNe explosions one of the main candidates for
mechanisms that are able to drive galactic outflows.
Material outflowing from galaxies show a wide distribution of velocities and temper-
atures (Erb, 2015). Part of the gas travels with high velocity and escapes the galaxy po-
tential. The portion with lower velocities fall down to the galactic disk in form of galactic
fountains (Chisholm et al., 2016), enriching the next generation of stars. The transporta-
tion of gas from massive stars to the galactic halo enriches the circum-galactic medium
(CGM) with metals from the star- forming regions (Tumlinson et al., 2011; Werk et al.,
2014).
The accretion of gas from the CGM helps to explain why galaxies do not consume
all their gas. Outflows from feedback have important consequences for the regulation of
star formation. Gas depletion timescales are short (less than the Hubble time). Therefore,
gas fractions and star formation rates are determined by the amount of gas that is being
accreted and stellar feedback (Genzel et al., 2010). Without the balance between these
two processes, star formation would consume all gas. Accretion or mergers are required
to explain the replenishment of gas.
Outflows’ properties help us to understand the mechanisms behind feedback. In this
chapter I will revise the main characteristics of galactic winds. I will also discuss con-
strains from both observational and theoretical work.
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2.1 General observable properties of outflows
To understand the general properties of outflows, it is common in the literature to start
by pointing out the prototypical starburst-driven outflow: M82.
M82 is a starburst disk galaxy in the local Universe with a biconical outflow emerging
from its central starburst (see Fig. 2.1). It is in interaction with the companion M81 galaxy,
which is thought to have activated the central starburst in M82 (Yun et al., 1993). Located
at only ∼ 3.6Mpc (Sakai & Madore, 1999), M82 is the best example to explain outflows
and its multi-phase nature.
M82 summarises the characteristics of outflows present in other star forming galax-
ies. Star formation heats the gas to high temperatures and propels a portion of this gas to
velocities larger that the escape velocity of the galaxy. Such outflows have important con-
sequences in the evolution of the galaxy. Most of the gas in it is entrained by a hot wind
fluid. The wind propagates outward from the disk making unclear how cold clouds sur-
vive in the hot flow (Strickland & Stevens, 2000). The amount of gas entrained in the wind
is comparable to the amount of gas that is being formed into stars (Rupke et al., 2005).
Assuming a standard Chabrier initial mass function, the SFR is inferred to be SFR ≈ 10
M year−1 (Heckman & Thompson, 2017). The starburst radius of ≈ 500 pc gives a SFR
per unit area is about 15-20 M year−1 kpc−2 (Chisholm & Matsushita, 2016). The escape
velocity of M82 is around ≈ 500 km s−1 (Strickland & Heckman, 2009), so at least some
of the observed outflows has sufficient energy to escape its potential.
Starbursts at z ≈ 0 are relatively rare, but, star-forming galaxies at higher redshifts
show similar characteristics to M82 and the existence of outflows in most of them is now
well established (Erb, 2015). Observations are more challenging at higher redshifts. For
instance, gas emitting in X-rays is only detectable in the nearby Universe(Strickland et al.,
2004). However, at high redshift colder phases are easier to observe as absorption features
in quasar spectra (George et al., 2014) . And, although it is important to understand the
connection between the motion of cold gas and the X-ray emitting gas, it is unknown
how they form and where the cloud of cold gas originates.
The general picture that stands from observations is that energy and momentum in-
jected from massive stars and supernova (or active galactic nuclei - AGN) into the inter-
stellar medium (ISM) of galaxies is the mechanism behind galactic outflows (Heckman &
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Figure 2.1: M82 through the filters Hα (green) and Johnson-R (red) band. The proto-
typical example for a starburst galaxy and evidence of outflows.
Image Credit: J.V. Herna´ndez Santisteban
Thompson, 2017; Sell et al., 2014). Metals from supernova are expelled from galaxies into
the CGM, potentially entraining significant amounts of cool gas (104 K) in the process
(Heckman & Thompson, 2017).
When decomposing the multi-wavelength observations of the gas we can classify the
different phases of the outflow in four categories (Lehnert et al., 1999; Walter et al., 2002;
Strickland & Heckman, 2009; Erb, 2015),
• Hot gas traced by X-rays, T ≈ 107 K−108 K, is best to probe feedback on the galactic
scale (Strickland et al., 2004; Zhang et al., 2014).
• Hot ionised gas, T ≈ 105 K, seen via soft X-rays and optical emission lines such as
Hα (Strickland, 2002). This gas travels at velocities of 600 - 800 km s−1 and suggests
the presence of shocks.
• Neutral gas probed by low ionisation absorption lines (warm ionised phase), T ≈
104, is detected as an optical emission line and ultraviolet (e.g. Martin, 2005). The
spatial distribution and kinematics of this gas is controlled by radiative feedback
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or feedback from supernovae (Strickland et al., 2004). Gas in this phase is detected
several kpc from the central starburst along the minor axis.
• Molecular gas observed at radio wavelengths, T ≈ 10 − 103 K (Walter et al., 2002).
Observations of CO emission show outflows with ≈ 3× 108M.
Another promising technique for detecting hot diffuse gas (although not the same out-
flows) is the thermal Sunyaev-Zel’dovich (tSZ; Sunyaev & Zeldovich, 1980), which is
used to find gas around clusters. The tSZ effect happens when photons from the CMB
travel through clusters of galaxies being scattered (Compton scattering) by electrons in
the hot intergalactic gas of such clusters. The warm-hot gas phase in the intra-cluster
medium can also be observed with X-ray emission or absorption in the spectra of QSOs
(Penton et al., 2004). However, attempts show inconclusive results when accounting for
baryons (Shull et al., 2012), mostly because this phase is difficult to observe. The tSZ
technique makes ionised gas accesible with observations (Sunyaev & Zeldovich, 1980;
de Graaff et al., 2017), establishing the presence of ionised gas in large-scale filaments
∼ 15 h−1 Mpc (de Graaff et al., 2017; Colberg et al., 2005).It works as a probe of baryonic
gas at low and intermediate redshifts i.e., z . 2 (Tanimura et al., 2017).
2.1.1 Scaling relations
General properties of outflows from observational constraints (e.g., velocity as a function
of radius and the mass outflow rate) and the determination of scaling relations of outflow
properties with galaxy mass and star formation are essential to understand the physics
behind outflows and the underlying mechanisms that drive outflow.
Observations show that properties of outflows are closely linked to the properties of
galaxies. For instance, massive star forming galaxies with high star formation rate tend
to drive faster outflows e.g., Heckman et al. (2011). Measurements from the spectra of
ultraluminous infrared galaxies (ULIRGs) show that the relation between the velocity of
the outflow and SFR indicate that more luminous starbursts accelerate gas from the ISM
to higher speeds v ∝ SFRα where 0.1 < α < 0.35 (Martin, 2005; Erb, 2015) .
Velocities
Studies of the kinematics show that there is a tight correlation between the outflow
velocity and the outflow temperature (Veilleux et al., 2005). It is essential to know the
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gas distribution of the outflow component to be able to infer the observed velocities. For
instance, molecular gas is ejected at∼ 230 km s−1 out of M82 (Walter et al., 2002) whereas
warm ionised gas travels at ∼ 600 km s−1 (Shopbell & Bland-Hawthorn, 1998).
Outflow velocities are inferred via absorption lines by comparing the redshift of the
absorber to that of the host galaxy (Fox & Richter, 2016). It is now well established that
warm/hot gas in the CGM is present around galaxies at low (Prochaska et al., 2006) and
high redshift (Simcoe, 2006). The relative motion between this warm/hot phase causes
velocity offsets between the weakly and highly ionised gas (Fox & Richter, 2016).
Typical outflow velocities lie in the range 10 km s−1 < voutflow <500 km s−1. The out-
flowing component maximum velocities, usually defined by the most-blue-shifted bit in
the line, are typically 300 km s−1 . vmax . 1500 s−1 (Chisholm et al., 2015; Veilleux et al.,
2005).
Rates of mass, momentum, and kinetic energy
Often absorption lines are found in quasar spectra without a known host. At high red-
shifts, the host galaxy of quasars is small and dim, and usually unresolved (Steidel et al.,
2010). Thus, difficult to separate the absorption features from the quasar spectra. This
problem is vastly overcome at lower redshift, where galaxies tend to be relatively bright.
Gas in the CGM is similar in nature to the intracluster medium detected with X-rays.
The CGM is less dense with lower temperatures (Werk et al., 2013) so it cannot be traced
by X-ray. Therefore, observations of the CGM are taken via UV absorption lines. System-
atic efforts to map outflows around galaxies are taken in order to characterise the CGM
at low redshift z . 0.2, specifically searching for absorption near known hosts e.g. COS-
HALOS survey (Werk et al., 2014) and at lower mass COS-Dwarfs survey (Bordoloi et al.,
2014).
In the distant universe, metal lines redward of Ly-α can be analysed when the forest is
saturated. Profile analysis (such as Voigt decomposition) of the Ly-α forest have allowed
to quantitatively measure the distribution, column density, kinematics, and absorber line
widths of neutral hydrogen (H I) at z ∼ 2 (Rudie et al., 2012). Furthermore, spectroscopic
analyses of Ly-α emitters at z ∼ 6 show evidence for CIV absorption associated with
outflows (Dı´az et al., 2015), implying that outflows can enrich large volumes at large
redshifts.
At redshifts 1 < z < 4, the sample of galaxies that have been observed to detect out-
flows lie in the masses values of ∼ 1012M (Adelberger et al., 2005) . While in the local
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Universe properties such as mass, SFR and metallicity are tightly related (Mannucci et al.,
2010), at high redshifts this mass-metallicity seems not to evolve (Mannucci et al., 2010)
when comparing with the local case. Estimations of metallicities and SFR at high redshift
are still uncertain, but relations such as mass-metallicity and mass-SFR seem to evolve
with redshift (Mannucci et al., 2009).
In the future, it may be possible to carry out blind searches for the galaxies hosting a
metal absorption line using wide integral field spectroscopy (e.g. from the MUSE spec-
trograph, Bacon et al., 2010)
2.2 Modelling outflows
Models have explored mostly two approaches to the description of wind-driving mech-
anisms: feedback from thermal energy and from kinetic energy (Oppenheimer & Dave´,
2008). Driving outflows by injection of thermal energy from supernovae was successful
in driving fast outflows into the galactic halo or beyond (Kobayashi, 2004). Due to lim-
ited resolution, previous studies using simulations had to consider other techiques to
avoid overcooling (Chisholm et al., 2017). It seemed that only thermal energy was not to
enough due to the high energy required by SNe. For example, in the real galaxies only
a small fraction of the energy from supernovae is transferred to galactic winds. Other
models addressed momentum-driven galactic winds that provide some scaling relations
compatible with observations, with the advantage that momentum cannot be radiated
away, in comparison to thermal energy (Murray et al., 2005).
It is clear that different feedback processes dominate in different environments and
how they are implemented in the simulations results in complex and non-linear interac-
tions. In all environments, outflowing gas shows in observations a broad distribution in
temperature and velocity.
In particular, both ionised gas and neutral atomic gas reaches high velocities in many
systems. Velocities range from 100 -1000 km/s (Heckman & Thompson, 2017).
A key physical problem in the theory of galactic winds is how to accelerate clouds of
cool gas (i.e., atomic and warm ionised) to the observed velocities (many hundreds of
km/s) without being disrupted by shocks, as it is seen in emission and absorption.
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Figure 2.2: MgII λλ2796,2803 and Fe II λλ2586, 2600 profiles for the wind models
described in Prochaska et al. (2011). The doublet shows the P-Cygni profiles char-
acteristic of an outflow with significant absorption blueward of line center (dashed
vertical lines) with velocities extending to v =-1000 km s−1.
2.2.1 Simulating outflows
Implementing feedback prescriptions in a cosmological context is limited by the com-
putational resources available at the moment. The range of scales that encompasses all
the processes involved go from cosmological scales to molecular clouds and the details
of the physical processes involved are also poorly understood. As a consequence, small-
scale processes are typically not resolved by the simulation.
Nonetheless, with the improved computational resources and more detailed physics,
simulations are now able to reproduce a wide variety of observed relations, while pro-
viding us with valuable insights of the physics governing outflows. We know now that
outflows have a strong impact on galaxies (on their stellar, gas and metal content). In
fact, insights from simulations have motivated arguments about galactic outflows being
essential to moderate the stellar content, SFR, gas and metallicity in galaxies and their
evolution at all epochs.
When studying galactic outflows in a cosmological scenario, authors have explored
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mass, metal and energy feedback from galactic winds.
Simulations can be useful to explore global energy and enrichment properties of the
IGM with and without feedback from SN (type 1a) and massive stars (e.g. AGB). Also, it
is possible to explore particular feedback prescriptions over the history of the Universe
(Richardson et al., 2016; Kimm et al., 2015) and over a large dynamic range in galaxy mass
(from cosmological scales to the scale of individual stars or at least molecular clouds).
Detailed physics in simulations.
When adding the physics of these processes to simulations, typically an approximate
feedback is modelled by adding thermal or kinetic energy to the surrounding gas par-
ticles(Springel & Hernquist, 2003). Kinetic feedback usually assumes that all the energy
from supernova is transformed into kinetic winds (Mihos & Hernquist, 1994) with con-
stant velocity in order to match the observed enriched IGM as well as the star formation
history of the Universe (Cen & Ostriker, 2006). One of the problems with the kinetic en-
ergy wind is that even transforming all the energy from SNe, it seems not to be sufficient
to drive galactic winds, being more problematic at lower redshifts (Oppenheimer & Dave´,
2006).
Other mechanisms can also cause or enhance outflows like radiation pressure from
young stars acting on dust (Hopkins et al., 2011), self-gravitating disks and turbulence
(Sur et al., 2016), among others. Feedback from radiation pressure provides us with useful
scaling outflow properties that have been explored using a variety of wind models. The
most relevant scaling is that wind speed scales with circular velocity (Chisholm et al.,
2015) while the total mass ejected per star formation unit (mass-loading factor η) scales
with the inverse velocity (Heckman & Thompson, 2017). In the resulting momentum-
driven large-scale galactic winds model (Murray et al., 2005) dust is collisionally coupled
to gas, and UV radiation from massive stars accelerates dust to drive galactic winds. One
theoretical advantage of doing this is that the available energy budget is higher than the
supernovae driven wind model.
In the EAGLE cosmological hydrodynamical simulations (Schaye et al., 2015), both
feedback from massive stars and AGN are implemented by injecting thermal energy
(Crain et al., 2015). This allows the simulation to form outflows via pressure gradients
avoiding the need of specifying their velocity, v, and mass loading η, with respect to the
star formation rate, which in summary says that there’s no need to add extra parameters.
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A similar approach is taken by many “zoom” simulations which model a small number
of galaxies at higher resolution (Christensen et al., 2016). However the resulting outflows
are then strongly resolution-dependent (Pontzen & Governato, 2014) showing that this
approach, while attractive, does not solve the fundamental difficulties with modelling
outflows.
The novel hydrodynamic algorithm AREPO (Springel, 2010) models stellar feedback
with the kinetic wind scheme. This model requires a velocity scaling and a mass load-
ing value from energy conservation, with the assumption that this energy is generated
by Type II supernova. Additionally, for the metal-loading scheme they regulate the en-
richment such that 40% of the local interstellar medium metals are ejected by supernova-
driven galactic winds. The Illustris simulation employ the AREPO code which evolves the
equations of continuum hydrodynamics coupled with self-gravity (Nelson et al., 2015).
In Torrey et al. (2015) the mock spectra and images at z = 0 from the Illustris simulation
are able to reflect stellar metallicity and SFR history of the galaxies. The Illustris simula-
tion (Vogelsberger et al., 2014) provides a framework that allow galaxies to regulate their
stellar mass. Then, it is possible to use that framework on large-scale hydrodynamical
simulations. The feedback prescription corresponds to a model for star formation and
AGN driven winds. This feedback model is able to regulate galaxy populations (Torrey
et al., 2014) that match a wide range of observable properties.
Overall, cosmological simulations that study the cosmic metal distribution do not fo-
cus on the exact wind-driving mechanism because it is never fully resolved. The most
relevant outcome is therefore how the wind properties scale with properties of the host
galaxy, regardless of the assumed underlying mechanism (Torrey et al., 2014).
Matching observations with simulations
One of the main aims when simulating galaxies with outflows is to be able to match the
properties of stellar, gas and metal content since they are observable quantities (Oppen-
heimer & Dave´, 2008). For instance, some useful results from simulating outflows, with
the momentum-driven outflow model (Dave´ et al., 2011a), show that the production of
metal tracers (e.g. C, O, Si, Fe) comes from SNe (Type II) at all redshifts. At redshift zero,
massive stars (type AGB) moderately contribute to enriching the IGM supplying fresh
enriched gas (Cen & Ostriker, 2006). This fraction of gas helps recycling gas into stars
which in turn increases star-formation at later epochs. At low-redshift (z < 1), enrich-
ment of the intracluster gas seem to be originated by SNe (Type I). Scalings predicted by
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this model actually fit a variety of observed quasar absorption lines in the IGM (Mur-
ray et al., 2005) while reproducing the observed cosmic star formation history at redshift
1.5 < z < 6 (Oppenheimer & Dave´, 2006). It is broadly consistent with direct observations
and seems to match observations of large- scale enrichment. Outflows with similar scal-
ings are able to match the mass-metallicity relation at z = 2, to reproduce qualitatively
the stellar mass function below M∗ at z = 0, the kinematics of damped Lyα absorber-
Mannucci et al. (2010)., and others. The wind velocity (vwind) generated by this model
scales with the velocity dispersion of a galaxy (σ), vwind ∝ σ, and with the mass loading
factor (η) (i.e. the mass loss rate in winds relative to the star formation rate), η ∝ σ−1. Ob-
servations (Martin, 2005; Rupke et al., 2005) show that the circular velocity (and therefore
the velocity dispersion as vcirc ∼ σ) of the galaxy scales with the velocity of the wind over
a wide range of galaxies.
A general result from simulations is that wind recycling dominates over expelling gas
permanently (Christensen et al., 2016). This result could work to explain galactic foun-
tains where galaxies at low redshift constantly expel ISM gas into the halo but no further.
Material from fountains typically returns to the disk on timescales of≤ 1 Gyr (Fraternali,
2017). Overall, this ejection and accretion of gas between the galaxy and the IGM suggest
that they might evolve together continually exchanging mass, energy and metals.
It is possible to estimate the distance that outflows travel out of the host galaxy (R ≈
100 kpc). This distance is dependant on the galaxy mass and redshift, but approximately
matches constrains from e.g. Bordoloi et al. (2014).
Outstanding problems in understanding outflows
Estimations of the total outflow mass is difficult to obtain due to its multi-phase nature.
In particular, estimates of the mass of the cool gas fraction (usually traced by Na lines in
the spectra of star-forming galaxies) present large uncertainties. Surveys show that the
momentum of the cold gas is less than the momentum of the hot gas (Rupke et al., 2005),
which also leads to kinetic energies much smaller than the energy released from SNe.
This means that only a small fraction of the energy released from SNe and massive stars
is transferred to galactic winds (Fujita et al., 2009).
Outflows are necessary in simulations to avoid excess of stellar masses (M∗) and very
high star formation rates. Dave´ et al. (2011b) examine the stellar content of galaxies in the
presence of outflows with cosmological simulations. These simulations fail at matching
key properties (e.g. stellar, gas and metal content) of galaxies at high and low masses.
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This indicates that although models are able to reproduce some of the observations, there
is additional physics required even for the most successful model. However, they are
consistent with the key observations of the scaling relations between stars, gas and metals
for star-forming galaxies (Dave´ et al., 2011a), which dominate cosmic star formation. The
main problem when modelling galactic outflows in a cosmological context is that even
when computational power has improved in the past years, the resolution limit needed
to model outflows feedback energy from supernovae and massive stars is still out of
the actual computational possibilities. In simulations like the Eagle simulations, galactic
winds appear ubiquitous in all galaxies, and, it is still hard to correlate the outflowing
activity with the galaxy properties when comparing to observations.
It has been very challenging to model the highly efficient cooling within the interstel-
lar medium (ISM). Usually, to model supernova in simulations thermal energy is added
to the medium. Direct modelling of supernova within a galaxy scale simulation is im-
possible with the current computational resources (Cen & Chisari, 2011; Creasey et al.,
2015).
Material at 104 K entrained in a hot outflow is the most difficult to model theoreti-
cally. It is not very clear whether they are cold clouds accelerated by hot winds or if they
are formed directly from the cooling of hot gas in the halo. Simulations show that the
picture of a cloud travelling along the direction of flow is very unstable. Interaction of
the gas with the surrounds cause them to shred before they are significantly accelerated
(Scannapieco & Bru¨ggen, 2015).

Chapter 3
Computational methods
“It’s not good enough to imitate the models proposed for us that are answers to
circumstances other than our own. It isn’t even enough to discover who we are. We
have to invent ourselves.”
- Rosario Castellanos, Mexican poet and author
Numerical simulations are often the only tool to study theoretical predictions in cos-
mology. Direct simulation of the physical processes involved in the formation of structure
implies intricate integrations that are time-consuming because astrophysical phenomena
involve a wide range of scales and highly non-linear physics.
Physical properties such as density and temperatures in the intergalactic gas, in galaxy
clusters, superclusters and voids are hard to determine directly from observations. There-
fore simulations are crucial tools to compare predictions from theories of formation struc-
ture with observations of the local and high-redshift Universe. The mechanisms that cool
gas and allow it to form stars, among other processes, must be included when modelling
the Universe for this purpose.
3.1 The underlying physics
In general, numerical studies solve the equations of gravity, gas dynamics and radiative
processes in a system. The gas component (typically approximated as an ideal fluid) is
modelled as a continuum medium by solving the fluid equations using finite difference
methods. In this section I present the equations of physics that any code will solve to
model astrophysics phenomena.
Basic equations
The motion of fluids is described by the hydrodynamic equations; which arise from the
conservation of mass, momentum and energy:
∂ρ
∂t
+∇ · (ρu) = 0, (3.1)
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− ρu · ∇Φ = H − C , (3.3)
where u, ρ, e, P are velocity, density, specific internal energy and pressure respectively
and H − C are the heating and cooling rates per unit volume (Clarke & Carswell, 2014;
Mo et al., 2010).
The gravitational potential, Φ, is a solution to the Poisson equation
∇2Φ = 4piGρtot, (3.4)
where G is the gravitational constant and ρtot is the total mass density.
Radiative cooling
Radiative cooling occurs due to two-body processes. i.e., the system loses energy through
radiation due to two-body interactions such as free-free emissivity, collisional ionisation,
recombination, collisional excitation. In general, the cooling rate is the sum over all ion
species whether it arises from primordial gas or other ion species. However, due to their
abundance, hydrogen and helium often dominate except at high metallicities. These ra-
diative processes depend strongly on temperature, with temperatures in the range 102 K
< T < 108 K (Mo et al., 2010; Katz et al., 1996):
• At high temperatures, gas is highly ionised making electrons decelerate when en-
countering atomic nuclei. In this regime, gas is optically thin and the radiative cool-
ing is dominated by free-free emissivity (also known as “bremsstrahlung”).
• When temperatures are somewhat lower, in the temperature range 104 K < Tvir <
106 K, radiative cooling is dominated by collisional excitation. Atoms can be excited
by a collision with another particle.
• A subdominant contribution at all temperatures comes from recombination; an
electron combines with an ion, emitting a photon.
• At lower temperatures still, the main channel is collisional excitation; collisions
from electrons excite atoms and then decay radiatively to the ground state.
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Since the gas is typically optically thin, most simulations assume that the emitted pho-
tons in this cooling process can escape easily. Given the temperature T of a gas, the cool-
ing rates can be represented as
Λ(T ) ≡ Q˙cool
n2H
, (3.5)
where Q˙cool is the cooling rate per unit volume and nH is the hydrogen density atoms in
both neutral and ionised states.
Ionisation balance and heating
To calculate cooling rates quantitatively requires knowing the ionisation state of the gas.
Atoms can be ionised by collisions at sufficiently high temperatures, or by the presence
of a UV background of photons from galaxies and quasars (Haardt & Madau, 1996). Es-
tablishing ionisation equilibrium is normally very fast compared to cooling and gravita-
tional timescales. Thus the cooling functions are calculated assuming ionisation equilib-
rium i.e. the densities of all ions are equal to their equilibrium values. When photoioni-
sation takes place, the electrons released have kinetic energy from the incoming photon
and hence provide the heating term (H ) in Eq. (3.3).
3.1.1 Cooling and heating rates
In this thesis we use primordial radiative cooling modelled with cooling curves from Katz
et al. (1996). When gas shocks and heats, it converts kinetic energy into thermal energy.
Then, gas cools by expansion.
As mentioned above, radiative cooling of primordial composition is computed using
two-body processes. Figure 3.1 shows the cooling and heating curves in the presence of
a photoionising background consistent with a density of quasars at redshift z ∼ 2 (Katz
et al., 1996). Both panels show the net cooling rate (heavy solid line) and contribution
from other processes such as recombination (long dashed line), free-free (thin solid line),
collisional excitation (short dashed line) and collisional ionisation (dotted line). The two
panels have different gas densities; on the left panel nH = 2.89× 10−6 cm−3 and the right
panel nH = 2.89 × 10−3 cm−3. In this system, H and He are completely photoionised at
all temperatures.
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Figure 3.1: Cooling rates for a primordial composition gas (Katz et al., 1996). The
cooling curves are shown as a function of temperature with a UV radiation back-
ground. Gas density nH = 2.89×10−6 cm−3 (left) and nH = 2.89×10−3 cm−3 (right).
The dot-dashed line shows the heating rate by photoionisation. The plot shows how
heating dominates at low temperatures and cooling at high temperatures. The black
solid line shows the absolute value of the net cooling rates. Other processes are de-
noted as follows: recombination (long-dashed line), free-free (thin solid line), col-
lisional excitation (short-dashed line) and collisional ionisation (dotted line). More
details about these cooling curves are found in Katz et al. (1996).
For the purpose of this thesis, cooling effects will be included as they change the gas
state in the galaxy haloes when modelling its dynamics as shocks traverse.
3.2 Structure
In this section, I summarise the basic principles of the main schemes that are used in
typical simulation codes such as RAMSES (Teyssier, 2002), GADGET (Springel, 2005) and
ENZO (Bryan et al., 2014). Computational methods must be implemented both to solve
the dynamics of continuum media and to determine the gravitational forces in a system
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of N particles. Codes used to solve astrophysical systems will evolve three-dimensional
self-gravitating fluids both with and without additional collisionless matter (Hernquist
& Katz, 1989), contributed by stars and dark matter.
3.2.1 Hydrodynamical methods
Cosmological codes currently available generally use hydrodynamical methods that are
divided into Eulerian and Lagrangian categories. The difference between the two meth-
ods lies in the conceptual approach. Eulerian and Lagrangian formulations (Clarke &
Carswell, 2014) are two entirely different ways of simulating fluid dynamical problems
on a computer with advantages and disadvantages to each, as I will now describe.
Eulerian schemes
Methods on the Eulerian description set up a grid of stationary boxes to represent the
spatial position, then compute the changes of all measurable quantities (i.e. ρ, P , T , etc)
in each box as a function of time using finite-difference approximations to derivatives.
Mesh-based codes may include algorithms with a fixed mesh or adaptive mesh. The ad-
vantage of Eulerian simulations is that they naturally capture many fluid phenomena
such as instabilities and, especially, shocks. However, the fact that the grid is fixed in
space implies that the resulting simulation is not “Galilean-invariant” i.e. the effects of
resolution will be different depending on the speed that the fluid flows relative to the
grid.
Cosmological simulations require us to model high dynamic ranges for which static
meshes are poorly suited. For instance, individual galaxies would be poorly resolved
even with very large meshes, and including internal structure such as star and galaxy for-
mation represents a big challenge (Kang et al., 2005). Adaptive Mesh Refinement (AMR,
Berger & Oliger, 1984) is an Eulerian hydrodynamics scheme that dynamically adjusts the
grid to overcome this limitation. It locally refines patches of the domain in space and time
in order to resolve with high-resolution regions of particular interest such as a galaxy or
other high density feature.
Lagrangian schemes
Lagrangian codes offer a different set of resolution limitations compared to grid-based
codes. They represent fluid elements with a system of particles to follow their trajectories
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in the flow.
Smoothed-particle hydrodynamics (SPH; Gingold & Monaghan, 1977) is a Lagrangian
representation that models the dynamics of continuum media as a collection of N fluid
elements. Fluid elements are typically represented by fixed-mass particles, meaning that
the particle number density is proportional to the mass density of the fluid ρ. Almost all
currently available Lagrangian codes employ SPH (Weinberg et al., 1997; Springel, 2005)
but they are not the only option. One main disadvantage for using SPH is that shocks
are represented with an artificial viscosity which impose restrictions on the local spatial
resolution.
Since this thesis is largely concerned with shocks and instabilities, AMR is a more nat-
ural choice and will be used in Chapter 4. SPH is described here only for completeness.
Intermediate schemes attempt to combine the best of Lagrangian and Eulerian techniques
e.g. AREPO (Springel, 2010), which is a cosmological hydrodynamical simulation code
on a fully dynamic unstructured mesh. However, these are relatively new and do not
offer advantages over AMR for the work in this thesis.
3.2.2 Gravity solving methods
Gravitational interactions are computed with N -body methods divided into four meth-
ods (Anninos et al., 1994):
• Particle-Particle (PP; e.g. Aarseth & Fall, 1980)
PP methods are algorithms that compute the interaction of each particle with every
other particle. This method is very accurate for a limited number of particles. It
computes the gravitational attraction, in which the acceleration is determined by
the direct sum Fi =
∑
j Gmimj(~rj− ri)/|rj− ri|3. This leads to unphysical two-body
scattering when supposedly collisionless tracers (e.g. dark matter or star particles)
approach each other closely. Removing this unphysical effect requires “softening”
the force law; but since this thesis does not involve collisionless dynamics, we do
not consider this issue further.
• Particle-mesh (PM; e.g. Bouchet & Kandrup, 1985)
PM methods determine the forces of a system of particles by converting the system
into a mesh of density values. This method works well even for a large number
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of particles. The potential is solved for the density grid and forces applied to indi-
vidual particles will depend on what cell the particle is in. Typically there must be
smaller number of grid cells than number of particles to obtain significant speed
improvements over PP. However, PM algorithms consequently have limited reso-
lution since forces on any particle are interpolated from the density grid.
• Particle-Particle-Particle-Mesh (P3M; e.g. Efstathiou et al., 1985)
P3M combines the PM method for interactions of particles separated by long dis-
tances and PP for interactions of particles close to each other. In the best case sce-
nario, this is both fast and accurate. However, in practice the algorithm can be time
expensive because in the case of extreme clustering PP interactions will dominate
the calculations. RAMSES nonetheless uses P3M because its mesh is naturally adap-
tive (see below).
• Tree codes (the Barnes-Hut method; Barnes & Hut, 1986)
Tree algorithms reduce the number of computations resulting in faster algorithms.
They do not require a discrete mesh but instead work on hierarchical subdivision of
space. Each volume is subdivided in equal volume subunits (in three dimensions it
would be eight subunits, i.e., oct-tree) then each volume will be divided recursively
until each subcell contains either one or none particles. To calculate the force on each
particle, close particles will be accounted for and far away cells (quadrants/octants)
will be approximated by the centre of mass. The force on a given particle is deter-
mined by going down the tree starting from the largest volume. This allows the
forces from distant regions to be approximated while forces from nearby regions
are progressively more accurate until, for the nearest particles, they are again cal-
culated by PP evaluation. In this way a tree solver is rather like a P3M solver but
without a fixed resolution, which avoids the difficulties arising when clustering is
strong.
3.2.3 TreeSPH: Hydrodynamics + Gravity
The TreeSPH method (Hernquist & Katz, 1989) comes as a natural algorithm that pairs
up a tree gravity with SPH hydrodynamics, it is used e.g. by GADGET (Springel, 2005).
It works as a general-purpose code for evolving three-dimensional self-gravitating flu-
ids, both with and without collisionless matter. Tree algorithms are a gridless method,
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to approximate the potential of distant groups of particles, that can be paired with a La-
grangian framework such as SPH. The pairing is natural because the way data is struc-
tured in the gravity tree can be applied directly to aspects of the SPH hydrodynamics,
specifically to efficiently finding neighbour particles to calculate densities and pressures.
3.2.4 P3M + AMR: RAMSES overview
Conversely it is natural when using AMR simulations to use a mesh based (i.e., a P3M-
type) gravity solver, since grids already exist. When the grids are adaptively refined, the
worst problems of P3M are avoided because the grid spacing is naturally adapted to the
level of clustering. In this respect, RAMSES operates slightly like a tree-based algorithm,
but fundamentally the gravity solution is still calculated on grids.
In this thesis, I used the package RAMSES, to study the gas dynamics of outflows trav-
eling the halo in small-size galaxies. In the remainder of this chapter, I describe relevant
details of the code. RAMSES is a tree-based Eulerian AMR hydrodynamics code (Teyssier,
2002). It is highly flexible in allowing customised initial and boundary conditions to set
the computational domain. The Poisson equation is solved using a multigrid method to
solve for the potential Φ, although in our case we also add a fixed external potential as
discussed in Chap. 4. The Euler equations 3.1 – 3.3 are integrated using a Riemann solver
(Toro et al., 1994).
Initial and boundary conditions
Initial conditions in RAMSES are defined by providing a user routine that evaluates the
starting properties, such as ρ, P and T , as a function of position. Boundary conditions
in RAMSES are defined in a temporary buffer region surrounding the computational do-
main (ghost regions). The default setting corresponds to a periodic box (variables must
be chosen to specify in order the effect of the type of boundary: periodic, reflexive, out-
flow, inflow). However this can be easily changed by passing suitable parameters to the
code. Both customisations are essential for the work in Chap. 4.
Chapter 4
Bursty star formation
feedback and cooling
outflows
“The underlying physical laws necessary for the mathematical theory of a large part
of physics and the whole of chemistry are thus completely known, and the difficulty is
only that the exact application of these laws leads to equations much too complicated
to be soluble.”
- Paul Dirac
The content in this chapter have been published in Monthly Notices of the Royal As-
tronomical Society (MNRAS) as Suarez et al. (2016).
4.1 Introduction
Star-forming galaxies are surrounded by gas (known as the circumgalactic medium, CGM)
with a comparable total mass to their stellar mass (Werk et al., 2014). This gas is en-
riched by metals that were almost certainly ejected from the galaxy; outflows, carrying a
mass comparable to the mass of star-forming regions, are ubiquitously observed in star
forming galaxies in the local universe (Erb, 2015), at intermediate redshifts z ∼ 0.5 (Ru-
bin et al., 2010; Nielsen et al., 2013; Bordoloi et al., 2014) and at high redshifts of z ∼ 6
(Ajiki et al., 2002; Martin, 2005). The interrelationship between inflow and outflow is crit-
ical to the behaviour of galaxies as a whole, as it reshapes quantities such as the stellar
mass function (Dekel & Silk, 1986; Oppenheimer et al., 2010) and mass-metallicity rela-
tion (Finlator & Dave´, 2008). Baryon cycling through the CGM likely also plays a role in
controlling the distribution of dark matter (Pontzen et al., 2015).
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The mechanism behind outflows is uncertain and may relate to some combination of
supernova feedback (Governato et al., 2010), winds of high-mass stars (Martin, 1999;
Dalla Vecchia & Schaye, 2008) and active galactic nuclei (AGN) (Nesvadba et al., 2008).
Dwarf galaxies are of particular interest since their small black hole masses makes AGN
feedback ineffective, so that the outflows are almost certainly linked directly to star for-
mation feedback. Additionally the higher gas-to-stellar-mass fraction combined with the
shallow gravitational potential allow outflows to easily release material to the CGM
(Peeples et al., 2014). Observations in this low-mass regime have shown evidence of C
IV absorption in the CGM out to 100 kpc. Therefore, these galaxies are useful case studies
of the connection between the CGM and the host galaxy.
Galactic outflows seem to possess a multi-phase nature, spanning several orders of
magnitude in temperature (Werk et al., 2014). There is a particular puzzle over how cold
gas material could survive in galactic outflows if they are entrained in a hot flow (e.g.,
Veilleux et al., 2005; Scannapieco & Bru¨ggen, 2015; Zhang et al., 2017). Perhaps this im-
plies that cold gas can be directly accelerated using radiation pressure (Murray et al.,
2005; Hopkins et al., 2012). The lifetime of cold clouds is, however, dependent on phys-
ical assumptions and simulation methods meaning that robust conclusions are difficult
to draw. Another scenario is that the cooler phases of the outflow are actually formed
in situ by radiative cooling (e.g., Efstathiou, 2000; Martin et al., 2015); recently, detailed
analytic discussions in support of this possibility have been given by Thompson et al.
(2016) and Bustard et al. (2016).
In this paper, we study the formation of cool gas in outflows in a different way. In-
stead of developing analytic solutions to the outflow problem we inject hot gas into a
idealised galaxy halo with a fixed potential. The numerical setup is similar to that of
Mac Low & Ferrara (1999) but introduces a simple prescription to deliver the outflow in
discrete bursts. While our setup is highly simplified, we use it to argue that the balance
between hot and cooler gas will be affected by the duty cycle of star formation. Such
a link introduces a new dimension to the relationship between outflows and the evolu-
tion of a galaxy, raising the possibility that the relative abundance of different observed
ions reflects information about the detailed star formation history. Since it is specifically
bursty star formation that can have a profound impact on dark matter and stellar dynam-
ics (Pontzen & Governato, 2014), cross-checking typical star formation patterns in the
observed universe would be a valuable additional benefit to studies of the CGM. The
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simulations are two-dimensional, allowing us to run a much larger parameter study than
would be possible in a three-dimensional study.
This paper is organised as follows. In Sec. 4.2 we explain the initial and boundary
conditions to simulate outflows in galaxies using RAMSES (Teyssier, 2002). We discuss
the results in Sec. 4.3. Finally, we summarise in Sec. 6.5.
4.2 Hydrodynamical Simulations
Our aim is to run a series of simulations that track how gas ejected from the disk of
a galaxy interacts with halo gas out to the virial radius using RAMSES, a tree-based
adaptive mesh refinement (AMR) hydrodynamical code. We set up an idealised equi-
librium halo, then inject hot outflows at the bottom of the computational box according
to different models. To allow us to probe a large number of different scenarios we use
2-dimensional simulations.
In Fig. 4.1 we show a schematic representation of the CGM box in RAMSES. The galaxy
is notionally positioned dgal = 1 kpc below the bottom of the box and it is not part of our
simulations. Instead, we assume hot gas from supernovae and other stellar feedback pro-
cesses is expelled by the galaxy according to parameters that are described in Sec. 4.2.2.
The lateral and top sides of the box are chosen to satisfy outflow conditions, meaning that
RAMSES sets gradients across them to zero. This way we allow gas to flow outside the
box into the intergalactic medium (IGM).
For simplicity of setting up an equilibrium halo (which we discuss further in Sec. 4.2.1),
we assume a plane-parallel configuration so that the gravity is everywhere in a down-
wards direction. We assume a fixed gravitational field g corresponding to that of a
Navarro−Frenk−White (NFW) dark matter halo, but directed along the ~ˆy direction. This
gives us a force law
g = −4piGρ0r
3
s
y2
[
log
(
y + rs
rs
)
− y
y + rs
]
, (4.1)
where ρ0 and rs are the scale density and radius of the NFW profile respectively. It
will help to define the virial radius r200 which is the radius containing a mean den-
sity 200 times that of the cosmological critical value. Our focus is on dwarf galaxies for
the reasons outlined in the introduction; accordingly we use a halo with virial veloc-
ity v200 = 50 km s−1, giving a virial radius r200 ' 140(1 + z)−3/2 kpc and virial mass
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M200 ' 8 × 1010 (1 + z)−3/2 M. We adopt the scale radius rs = 5 kpc from the fit given
by Maccio` et al. (2007).
The mesh in RAMSES is defined on a recursively refined spatial tree. We set the max-
imum level of refinement to 10, which means that the regular Cartesian grid is contin-
uously refined in the course of the simulation by a factor of up to 210 = 1024; our box
size of 80 kpc therefore allows for a maximum resolution of 80 pc. We ran a convergence
test with higher resolution on one case, reaching 40 pc by increasing the maximum refine-
ment to 11, finding that the results that we describe below did not change. The refinement
strategy opens a new cell if the discontinuity in density or pressure is above 5 per cent;
for time stepping we adopted a Courant number of 0.6.
4.2.1 Initial conditions: equilibrium inflow
We modified the RAMSES code in order to set up equilibrium, inflowing (or hydrostatic)
gas in our fixed potential to represent the halo and to inject hot gas in the bottom. Here
we discuss the initial equilibrium, then discuss the injection method in Sec. 4.2.2.
We ran simulations both with and without cooling. While a hydrostatic solution is an
attractive initial stable state in terms of its simplicity, there are no such solutions when
cooling is enabled. Therefore we always consider inflowing gas. The first fluid motion
equation enforces mass conservation so that for any region the rate of change of its mass
is the net flow of mass into it:
∂ρ
∂t
+ ρ
∂u
∂y
+ u
∂ρ
∂y
= 0, (4.2)
where ρ(y) is the density, u(y) is the velocity in the y direction, and t denotes time. The
momentum-conservation equation ensures the rate of change of momentum is balanced
by momentum flow and net force:
ρ
∂u
∂t
+ ρu
∂u
∂y
= −∂p
∂y
− ρg, (4.3)
where p is the pressure. Finally we have the energy conservation equation:
∂E
∂t
+
∂
∂y
[(E + p)u] = −ρQ˙cool + ρ∂Φ
∂t
, (4.4)
where E = ρ( + u2/2 + Φ) refers to the energy per unit volume,  is the internal energy
per unit mass, Φ is the potential implied by Eq. (4.1), and the cooling function is defined
by Q˙cool(ρ, T ) per unit mass. We substitute for the internal energy
 =
3kT
2µmp
, (4.5)
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SHOCKWAVES
HALO (V200 , Thalo ,    cen , vbase)
+Y
–X +XGALAXY
SUPERBUBBLE
(Vy,  b, rb)
Figure 4.1: A schematic representation of the two-dimensional set-up of our simula-
tion. In our model, gas is assumed to flow into the box along the lower edge i.e., at
y = 0, and flow out of the box along each of the remaining three edges. We model
half the halo with a radius of approximately 100 kpc. The superbubble is referred
to a starburst-type galaxy that is not part of the simulation. The physical properties
of the gas expelled by the galaxy determine the boundary conditions in our simu-
lations such as rb ∼ 4 kpc, vy ∼ 400 km s−1, and a density ρb ∼ 0.05ρcen, as well as
the ghost regions that delimit the box. The physical properties of the halo such as
v200, Thalo, ρcen and vbase determine the initial conditions.
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Figure 4.2: Equilibrium inflow conditions that we adopted as a function of height.
These are obtained by solving Eqs. (4.7), (4.8) and (4.9). The solid line represents
the adopted solution for adiabatic runs (i.e., Q˙cool = 0). The solution when cooling is
activated is represented by the dashed lines.
where k is the Boltzmann constant, mp is the proton mass, and µ is the mean molec-
ular weight of the gas constituents. We assume a primordial gas for our background
solution, and furthermore that µ is constant (i.e., the ionisation is fixed), and check that
this assumption holds by ensuring the resulting initial conditions are stable over many
sound-crossing times.
To obtain the equilibrium halo solution, we then set all partial derivatives with respect
to t to be zero. Overall, once simplified using Eq. (4.2), the energy equation, Eq. (4.4),
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becomes
u
∂u
∂y
+
5k
2µmp
∂T
∂y
= g − Q˙cool
u
. (4.6)
Finally we solve the three equations above for ∂u/∂y, ∂ρ/∂y and ∂T/∂y:
∂u
∂y
=
−2Q˙cool + 3gu
−5R˜T + 3u2 , (4.7)
∂ρ
∂y
= −ρ
u
∂u
∂y
and (4.8)
∂T
∂y
= 2
(Q˙cool/u)R˜T + gR˜T − Q˙coolu
k(−5R˜T + 3u2) , (4.9)
where R˜ = k/µmp. Note that the denominator can cross zero, corresponding to a shock
in the inflow solution, but by studying only low mass galaxies we do not suffer from this
potential problem (Rees & Ostriker, 1977). We used Eqs. (4.7) – (4.9) in conjunction with
a numerical Runge-Kutta integrator to obtain initial conditions.
We required two solutions: one for the adiabatic case when we set Q˙cool = 0 and the
other for cooling simulations. In the latter case we obtain Q˙cool from the RAMSES cooling
function assuming primordial gas composition and a UV background fixed to the Haardt
& Madau (2012) normalisation at z = 2. At lower redshifts, metal enrichment and a
reduced UV background would lead to faster cooling. Therefore our results will give a
lower bracket for the amounts of cool gas that can be generated in outflows.
We have freedom in imposing conditions ρ(0), u(0) and T (0) (i.e., the density, velocity
and temperature 1 kpc above the notional galaxy). Our primary criteria for choosing these
was to obtain a circumgalactic medium with (i) a density of around 104 M kpc−3 at
y = 0 reducing to around 103 M kpc−3 at the virial radius; (ii) an overall temperature
of around 3× 105 K; (iii) a small inflow velocity ∼< 5 km s−1 at the base of the box. These
choices were motivated by the inflowing component of the circumgalactic medium of the
cosmological zoom simulation DG1 from Pontzen & Governato (2012).
Achieving these goals requires a different solution for the adiabatic and cooling cases.
Figure 4.2 shows the two solutions as respectively a dashed and solid line, illustrating
(from top to bottom) the temperature (T), density (ρ) and velocity (u). Both solutions
have similar, but not identical, initial conditions in these three physical properties. We
tuned the initial conditions by hand to find solutions as similar as possible between the
two cases.
For instance, the initial gas temperature in the adiabatic case is ∼ 3 times hotter at the
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Quantity Values (cooling) Values (adiabatic)
Tbase 6× 104 K 3× 105 K
ρbase 10
−3 amu cm−3 3× 10−4 amu cm−3
= 2.5×104 M kpc−3 = 7.4×103 M kpc−3
vbase 2 km s−1 3 km s−1
rb 4 kpc
ρb/ρbase 0.02/fcyc (maintaining M˙av)
vy 400 km s
−1
tcyc Vary between 100 and 3000 Myr
fcyc Vary between 0.033 and 1
Table 4.1: Parameters describing initial and boundary conditions for the models, mo-
tivated by matching onto existing ab initio galaxy simulations as explained in the
text. The steady-state background inflow solutions are determined by the first three
parameters and vary between cooling and non-cooling simulations to better match
the mean properties of the halos. Instantaneous properties of the “bubble” emerg-
ing into the bottom of our box are given by the next three parameters. The final two
parameters, fcyc and tcyc, describe the cycle of outflow activity. To keep the time-
averaged outflow rate M˙av the same between simulations, ρb is allowed to depend
on fcyc.
bottom of the box but 2 times cooler at higher radii than in the cooling case. However
this is an acceptable compromise, given the non-linear nature of these equations, we do
not expect to find solutions that closely match each other in all three parameters. The
biggest difference between solutions is observed in the temperature, which drops rapidly
as inflowing gas nears the bottom of the box when cooling is enabled. Overall we found
two solutions with similar parameters for the undisturbed CGM, and were able to verify
that these were indeed stable by running them for several Gyr in RAMSES.
4.2.2 Outflow characterisation
In the previous section we described the physical properties of inflowing gas, setting our
initial conditions. We now consider the boundary conditions which include the proper-
ties of the “superbubble” emerging from the galaxy, assuming a single phase outflow
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Figure 4.3: Example renderings of our simulations after several Gyr. The top row
shows a short duty cycle example with tcyc = 500 Myr and fcyc = 0.033. The bottom
row shows a long duty cycle example with tcyc = 500 Myr and fcyc = 0.75. From left
to right the panels show the density in the non-cooling (adiabatic) simulations, the
density with cooling enabled, and the temperature with cooling enabled.
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uniformly distributed across a radius of rb. The properties of the new hot material are
characterised by the radius, the density of the new gas (ρb) and its upwards velocity (vy).
The temperature of the superbubble is set for pressure equilibrium so that pb = pbase,
otherwise pressure would cause it to rapidly expand. Since p ∝ ρT , the temperature and
density of the bubble and inflow are interrelated by Tbub/Tbase = ρbase/ρb. We assume
that the outflow is dominated by a hot phase with Tbub  Tbase, ignoring any colder
material that may have been transported from the disk. While it may be possible to ac-
celerate cold clouds, preventing their disruption over a few scale-lengths is challenging
(Scannapieco & Bru¨ggen, 2015) and consequently on large scales, in situ cooling is likely
to be a strongly dominant source of cool outflows (Thompson et al., 2016).
The main aim of the current paper is to investigate how in situ cooling changes as the
nature of the star formation cycle in the galaxy is altered. To allow us to parameterise this
and investigate systematic changes, we define a cycle length tcyc and duty cycle fcyc. The
cycle length is the overall time periodicity of the galactic star formation. The duration of
the whole simulation is always set for at least five times the cycle length, which means
that multiple bubbles are injected. The duty cycle is the fraction of time that the bubble
actually spends pumping gas into the halo, so that fcyc = 0 implies no bubble is created
whereas fcyc = 1 means that the galaxy expels gas at all times. Our cycle is deterministic;
in this work we have not investigated the modifications that randomness within the duty
cycle could introduce.
The two parameters tcyc and fcyc are of particular interest because they characterise
a “burstiness” for the star formation; bursts of star formation are also important to de-
termine whether dark matter cusp/core transformations are generated by the outflows
(Pontzen & Governato, 2014). In galaxy formation simulations, the burstiness of star for-
mation is strongly affected by the feedback prescription (e.g., Le Bret et al., 2015; On˜orbe
et al., 2015). We allow tcyc and fcyc to vary independently in respectively 8 and 5 steps,
making a grid of 40 models. The values vary between 100 and 3000 Myr for tcyc and
between 0.033 and 1.0 for fcyc.
When outflows are being generated, the amount of gas produced per unit time (M˙on)
is determined by the velocity, the density and the radius of the bubble as
M˙on = 2(pir
2
b )vyρb , (4.10)
where the factor of two arises from assuming outflows to occur in both directions from
the disk. In our scheme, the overall outflow rate is also dependent on the time that the
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galaxy is expelling gas, i.e., the averaged outflow rate is set by M˙av = M˙onfcyc. The total
amount of gas expelled by such galaxies is very uncertain, and, because it is too diffuse,
halo gas is extremely difficult to observe directly (Werk et al., 2014). We enforce in all our
simulations that M˙av ' 0.01 M yr−1, motivated by mass-loading factors of order unity,
coupled to low average star formation rates expected for systems of this size (Governato
et al., 2010; Christensen et al., 2016). Consequently M˙on must vary as fcyc changes in our
simulations. Specifically there is the following relationship between our parameters:
M˙av
0.01 M yr−1
=
vy
400 km s−1
ρb
490 M kpc−3
(
rb
4 kpc
)2
fcyc. (4.11)
The default parameters here have again been motivated by a study of DG1. We fix the
left-hand-side of this relationship but vary fcyc, so are forced to change other parameters
of the outflow. While there is no unique prescription for this, we chose to fix vy (so that
the outflows are always strongly supersonic) and rb (because this is limited by the size
of the disk), allowing ρb to change ∝ f−1cyc in compensation. In our most extreme case of
fcyc = 0.033, ρb ' 1.7× 104 M kpc−3 ' 7×10−4 amu cm3 ' 0.7ρbase. Note that there is no
dependency on tcyc, so that our models at fixed fcyc have identical outflow parameters.
Because the velocities are quite substantial, most of the energy of our bubbles is tied
up in kinetic form (even though in the disk, where pressures are substantially higher, the
energy may have been thermal). The total energy available from supernova (SN) explo-
sions is dependent on the stellar initial mass function, but is approximately 1049 ergs per
solar mass of stars formed. The velocity of a wind driven by this energy source is
vy '
√
/0.1η × 300 km s−1, (4.12)
where  is the fraction of 1049 ergs M−1 that actually couples and η is the mass-loading
factor of the wind, i.e., η = M˙av/M˙? where M˙? is the star formation rate. Our chosen pa-
rameters are consistent in the sense that recent simulations find order-unity mass loading
η, while adopting values of  that are at least 0.1 and often considerably more (Governato
et al., 2010; Hopkins et al., 2014). As we will see in the next section, the typical outflow
velocities that would be observed along a random sightline through the halo is normally
considerably less than the imposed outflow velocity at the bottom of our box, since the
energy is rapidly dispersed in the halo.
We summarise the values of both the initial and bubble conditions in Table 4.1.
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4.3 Results
As we explained in Sec. 4.2 and Table 4.1 above, our exploration is based on a 8× 5 grid
of parameters tcyc and fcyc. Note that when fcyc = 1, the tcyc parameter has no effect,
so we can eliminate seven of the simulations from the grid. We allow each simulation to
run for > 12 Gyr so that the behaviour is not sensitive to the precise details of the initial
conditions, even in the cases with a long tcyc.
We made an initial visual inspection to classify the morphology of the outflow, finding
that the duty cycle causes the adiabatic runs to fall into distinct regimes. Some example
outputs are illustrated in Fig. 4.3. The top row shows the simulation with fcyc = 0.033,
tcyc = 0.5 Gyr whereas the lower row is generated from simulations with fcyc = 0.75,
tcyc = 0.5 Gyr. The simulations are pictured at t = 5.9 Gyr, after a repeatable cycle has
been established (see below).
In each row, the two left panels show the logarithm of gas density ρ over the range
10M kpc−3 ≤ ρ ≤ 106 M kpc−3
for the non-cooling and the cooling simulation. The final panel shows the temperature in
the cooling case, scaled between 104 K ≤ T ≤ 107 K. Arrows indicate the velocity vectors
of gas cells in the halo.
At any given time the morphology of all our simulations roughly falls into one of three
categories:
• Shock-dominated, where the morphology of the density and temperature maps is
dominated by roughly spherical, discontinuous fluid flows (see e.g., top-left panel
of Fig. 4.3). These predominantly occur when tcyc is long and/or fcyc is small; the
halo is able to settle down between each “burst” of wind injection which therefore
triggers a significant shock wave.
• Chimney-dominated, with a morphology which is more dominated by a classic chimney-
or funnel-shaped, relatively smooth flow of gas (see e.g., bottom-left panel of Fig. 4.3).
These can only be seen in our simulations with large fcyc or tcyc, which allows the
prolonged outflows to “punch through” the inflowing material. The halo material
outside the main outflow often ends up being very turbulent in these cases.
• Intermediate outflows have morphologies that share characteristics of the two types.
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Figure 4.4: Distribution of shock-dominated and chimney-dominated outflow type
with the variations of duty cycle and cycle length parameters. We make this classi-
fication by visual inspection of the outflows as described in the text. Red diamonds,
blue stars and green crosses indicate the shock-dominated, chimney-dominated and
intermediate cases. We have used the simulations with cooling enabled, but found
that the differences in the case without cooling were minor. To maintain the aver-
age mass-loading, the density of the bubble scales in inverse proportion to the duty
cycle, ranging from 1.7 × 104 M kpc−3 for fcyc = 0.033 to 6.1 × 102 M kpc−3 for
fcyc = 1.0.
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A single simulation can switch between the three phases above during its evolution.
However typically shocks can only dominate for a limited time after the outflow switches
on, after which it sweeps out of the halo into the IGM beyond our box. When fcyc is small
(such as in the top row of Fig. 4.3), the entire outflow consists of a series of outgoing
shocks and a chimney never establishes itself. Conversely when fcyc is large, the outflow
normally looks like a classic chimney pattern. Cases with intermediate fcyc values and
large tcyc can switch between the two morphologies depending on the time of observa-
tion.
As a rough illustration of this point, Fig. 4.4 shows our classification for the domi-
nant morphology of each simulation. Shock-dominated outflows are represented with
red diamonds and chimney-dominated cases with blue stars. Green crosses indicate the
intermediate type where no clear classification can be decided on because it is strongly
time-dependent.
Comparing the upper-left panel and upper-mid panels of Fig. 4.3, we can see that
once cooling is enabled, the shocks have a different structure. The shell of dense ma-
terial caused by the initial shock is able to cool efficiently and so the highest densities
are formed behind the shock-front. In the illustrated snapshot, the shock from the most
recent episode has reached around 70 kpc above the galaxy; above this are the remains
of the previous shock sweeping through the halo. Behind the shock front, the dense gas
reaches a regime where its radiative cooling time is short. The typical outflow speeds in
the illustrated halo are ∼ 70 km s−1; because the bursts of high-velocity outflows are so
short, the initial energy is rapidly spread across a greater mass of gas, making for high
mass loadings but lower velocities in the halo.
Conversely high-velocity cold gas is typically not generated in large quantities in sim-
ulations with a large fcyc, where the chimney is the dominant morphology. The lower
panels of Fig. 4.3 show how the gas establishes a direct route out of the halo and so main-
tains its high initial outflow speed once the initial resistance of the cooling inflow has
been cleared away. This high speed, high temperature, relatively low-density flow rarely
reaches a regime where it cools efficiently.
To make a more quantitative comparison between the cases and their ability to generate
cool outflows, we quantified the fraction of the outflowing mass that is cool in each case.
We defined outflowing gas as having an upwards vertical velocity> 20 km s−1 and “cool”
gas to be at temperatures T < 5 × 104 K. For each snapshot we then measured the cool
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Figure 4.5: Cool gas fraction comparison between the galaxies illustrated in Fig. 4.3.
For each timestep, the cool gas fraction is calculated as a mass fraction of outflowing
gas (vy > 20 km s−1) that has temperatures satisfying T < 5 × 104 K. The thinner,
green line shows the case fcyc = 0.033 whereas the thicker blue line shows the case
fcyc = 0.75. The time-averaged value for the two cases is shown by corresponding
dashed horizontal lines and is 32 per cent and 5 per cent for the two respective cases.
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outflow fraction by mass. The results for the two simulations that we have discussed so
far are shown in Fig. 4.5; the thicker and thinner lines respectively are generated from the
chimney-dominated fcyc = 0.75 and shock-dominated fcyc = 0.033 cases.
Over the first few cycles, the amount of cold gas forming in both cases grows. Even-
tually a repeating cycle is established. Each cycle starts when the galaxy (below the box)
starts injecting gas; at this point the amount of cool gas becomes small as the injected
material is hot and compresses any cold material. Once the outflow shuts off, the fraction
of cool gas tends to grow as the shock expands outwards and radiative effects become
significant behind the shock front. Short fcyc values switch off the heating source earlier
in the cycle and thus allow larger cool mass fractions to build up before the next cycle
begins. This is reflected in the average, taken over the penultimate two cycles, of the cool
mass fraction which is 32 per cent and 5 per cent in the fcyc = 0.033 and fcyc = 0.75 cases.
These averages are shown by the horizontal dashed lines.
In Fig. 4.6 we show this average cool-mass-fraction of outflows calculated for each sim-
ulation. The position on the plot shows the duty cycle and cycle length, and the size of the
plotted dot is in proportion to the cool-mass-fraction. The average is taken over gas out-
flowing at speeds greater than 50 km s−2 after 9 Gyr, when the cycle has become stable.
Our summary statistic of the total cool mass fraction gives a sense of how observable the
cool phase is likely to be, but we emphasise that the cool gas often occupies a relatively
small volume and is only present in large quantities during certain parts of the cycle.
Outflows with our smallest duty cycle (i.e., on the left edge of the figure) are able to
generate cool mass almost irrespective of the cycle length, although for tcyc ≤ 100 Myr
we find that the individual shocks occur so regularly that they prevent the gas from
cooling. For long cycle lengths tcyc ≥ 2000 Myr we also find a slight decline in our cool
mass fraction which is caused by the cool outflows being slower in this regime (so that a
smaller proportion pass the velocity cut).
We can also generate large cool-gas fractions in a few cases that we classified as chim-
neys (middle-top part of Fig. 4.6) at fcyc = 0.5, with tcyc = 3000 or 2500. In these cases,
galaxies spend half their time injecting hot gas into the halo. This means that the halo is
left undisturbed for a period of time > 1 Gyr which is long enough for even relatively
diffuse gas at ∼ 104 M kpc−3 to cool. As seen in Fig. 4.3, there is gas at this density in
the regions around our chimneys. However for the cases where the cycle fraction reaches
fcyc = 0.75 (towards the top right of the figure), the period for which the halo is undis-
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Figure 4.6: Duty cycle fcyc distribution with the cycle length, tcyc as shown in Fig. 4.4
, but now the size of the circles show the amount of cool gas in the outflow and
the percentages show the numeric value for a selection of models. Our results high-
light two regimes in which cool gas is easiest to form; either a small duty fraction is
required, giving relatively high outflow densities and so allowing gas to cool in be-
tween bursts, or the total cycle time must be long, yielding long time periods during
which denser regions of the turbulent halo can cool.
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turbed by incoming material becomes less than the cooling time of approximately 1 Gyr,
and the cool gas fraction declines.
By contrast in the low-fcyc regime, the regular shock fronts between new gas and the
existing halo always reach high densities ( 104 M kpc−3), bringing the cooling time
down to a few hundred Myr (depending on the exact temperature and density) and so
allowing efficient cold gas formation.
Figure 6 highlights the existence of a transition between fcyc = 0.15 and 0.25 which
falls in between these cases and is unable to efficiently produce cool gas. In these cases,
gas behind the shock is hotter and denser than its environment. In fact we find that,
during the “off”, relatively undisturbed phase, a portion of the halo does cool; however,
it is slow-moving and starts to infall; it is therefore not counted since we made a cut to
include only gas particles travelling faster than 50 km s−1. The gas that is outflowing in
these cases remains hot (105 K) and with low density (∼ 80 M kpc−3).
4.4 Conclusions
We have discussed whether supernova-driven winds can account for cool gas in observed
galactic outflows. Previous works have explored the scenario where feedback from su-
pernovae drive outflows (Dekel & Silk, 1986). The general picture is that of SNe explo-
sions combining into larger bubbles that sweep-up ISM gas that develops into an out-
flow (Veilleux et al., 2005), with wind speeds increasing with distance. This scenario has
proved an effective feedback implementation for simulations to produce realistic disc
galaxies (Scannapieco et al., 2012). Then, the energy released into the interstellar medium
could potentially drive galactic winds. To understand in detail the galactic disc in a full
cosmological scenario is currently not yet possible because the scales involved span sev-
eral orders of magnitude in temperature, density and time-scales (see Chap. 2). This mo-
tivates the development of hydrodynamic numerical experiments to identify and under-
stand the physics involved in outflows. These studies account for turbulence in the disk
(e.g., Scannapieco & Bru¨ggen, 2010) or model the ISM varying properties such as gas sur-
face density, gas fraction and star-formation rate (Creasey et al., 2013), as inputs to drive
a global outflow. While these studies focus on the hydrodynamics in the ISM, they do not
follow this material as it interacts with the galactic halo.
In this paper we have considered the possibility that the cool gas material observed in
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outflows in the circumgalactic medium is a consequence of in situ cooling (Thompson
et al., 2016), using the RAMSES code. We do not simulate the disk in our galaxies; instead
we manually inject gas moving into the base of a box representing the halo (see also Mac
Low & Ferrara, 1999). We started by finding and testing equilibrium inflows to be sure
that the effects we observe are a result of outflows rather than the choice of initial condi-
tions; see Eqs. (4.7) – (4.9). We used a fixed potential corresponding to a 50 km s−1 virial
velocity dwarf galaxy. The cooling function Q˙cool we adopt is suitable for primordial gas
as implemented by RAMSES, which underestimates the true cooling rates and so leads us
to conservative conclusions.
We modified RAMSES to inject a time-varying flow into the bottom of the computa-
tional domain, according to a set of parameters summarised in Table 4.1. Our particular
focus was on the role that varying star formation rates in the galaxy could have on the
evolution of outflows as they traverse the halo. From the complete set of parameters char-
acterising outflows we therefore varied two: the overall star formation cycle length, tcyc,
and the fraction of that time spent pumping gas into the CGM, fcyc. We varied these while
keeping the total energy injection and mass loading constant. We found a close connec-
tion between the parameters and the overall nature of the outflows’ traversal of the CGM
(Fig. 4.4). This in turn has a strong effect on the multiphase nature of the outflows.
The amount of cooler T < 5× 104 K gas present in the outflow varies strongly over the
course of a cycle (Fig. 4.5). Cool material is typically able to form as a shock propagates
outwards provided that no hot material is being injected behind the shock. This leads
to the time-averaged cool mass fraction depending on both tcyc and fcyc (Fig. 4.6). There
are two regimes in which we obtain large cool mass fractions: the first has a small fcyc,
corresponding to a rapidly fluctuating star formation rate. Provided tcyc is greater than
a few hundred Myr, the successive shocks do not join up into a coherent flow and the
strong time variability triggers waves of effective cooling that travel through the CGM.
The second approach is to leave a long period∼> 1 Gyr between successive star formation
epochs; in this case cool gas is able to form in the turbulent halo left behind when ejection
from the disk shuts off. Our results suggest that steady flow or single-burst solutions with
cooling (Thompson et al., 2016) form a lower bound on the amount of in situ cooling to
be expected in realistic galaxies with time-varying feedback.
Our interest in cool gas is motivated by observational results that show the presence
of a cool phase even at large distances from galactic centres (e.g., Nielsen et al., 2013),
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which is hard to explain in entrainment scenarios (Zhang et al., 2017). However it would
be premature to compare our highly idealised study directly to observations. To enable
our large parameter study, we had to restrict ourselves to two-dimensional solutions;
the detailed behaviour in three dimensions could differ significantly. Other neglected
aspects of the problem include the enhanced cooling rates from metal enrichment and the
effects of thermal conduction and magnetic fields. Furthermore a realistic cosmological
environment is far more complex than the uniform inflow solution that forms our initial
conditions. In terms of the cooling rates, neglecting metals leads to a conservative bound;
i.e., more realistic simulations may be able to form cold clouds more easily than our work
suggests.
We hope to use our results to interpret the CGM around ab initio cosmological galaxy
formation simulations. Some feedback algorithms enforce relatively steady-state star for-
mation (e.g., Dalla Vecchia & Schaye, 2008; Oppenheimer & Dave´, 2008; Vogelsberger
et al., 2014; Schaye et al., 2015) whereas others lead to strong bursts (e.g., Hopkins et al.,
2014; Keller et al., 2015) and the importance of this distinction for galactic dynamics has
already been established (Pontzen & Governato, 2014). In future work we will study what
role in situ cooling plays in these different scenarios, and make the link to observational
constraints on the rich phenomenology of the CGM.
Chapter 5
Gaussian fields, power
spectrum and correlation
function of the Lyman α
forest
“Nothing takes place in the world whose meaning is not that of some maximum or
minimum. ”
- Leonhard Euler
In this chapter I provide an overview of the statistical tools required to study large
scale structure and the distribution of matter using the Lyman-α forest.
5.1 Gaussian Random Fields
The distribution of galaxies is clearly not random ( see Fig. 5.1). As mentioned in the In-
troduction, the large scale structure forms a cosmic web where galaxies gather into sheets
and filaments. The smoothed picture on large scales (∼ 100 Mpc) starts to look more
homogeneous, and this is why in cosmology the Universe on the largest scales is consid-
ered to be homogeneous and isotropic. Further evidence for large-scale homogeneity and
isotropy is provided by the uniformity of the cosmic microwave background (CMB).
Gaussian random fields are important in cosmology to be able to describe analytically
the statistical properties of inhomogeneities in the universe. I start by providing with
some useful definitions.
Consider a random field f(x) with zero mean, 〈f(x)〉 = 0. The probability of realising
some field configuration i.e., the probability distribution for a Gaussian random field, is
the functional Pr[f(x)],
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Figure 5.1: 2dF Galaxy Redshift Survey (Colless et al., 2001). The projected distribu-
tion of galaxies as a function of redshift. The slice highlights the large-scale structure
of the Universe that can be probed with galaxy redshift surveys.
Pr(f1, · · · , fn) =
√
DetC−1ij
(2pi)n/2
exp
−1
2
∑
ij
fiC
−1
ij fj
 (5.1)
where fi ≡ f(xi) with i = 1, ..., N and N → ∞, and the correlation matrix C−1ij = 〈fifj〉.
The permitted forms for Cij are strongly constrained by the requirement for statistical
isotropy and homogeneity 1. A density fluctuation (also known as the overdensity) can
be defined in general as
δ(x) ≡ ρ(x)〈ρ(x)〉 − 1 (5.2)
where 〈ρ(x)〉 is the average of the matter density across the entire Universe. In the limit of
small amplitude fluctuations, the distribution of density fluctuations δ becomes approxi-
mately Gaussian reflecting its likely quantum mechanical origin.
It is often helpful to consider the properties of δ in Fourier space rather than real
space.Therefore, the Fourier transform of the overdensity field δ is defined as,
δ˜(k) = A
∫
d3x exp[−ik · x]δ(x), (5.3)
1note that not all random fields have these properties
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with an inverse
δ(x) = B
∫
d3kδ˜(k) exp[ik · x], (5.4)
where A and B are the adopted constant (2pi)−3/2.
The Fourier transform of a Gaussian field is still Gaussian. This is an important prop-
erty because when the overdensity field is written as a spatial Fourier decomposition its
Fourier coefficients Fk are statistically independent and have the same Gaussian distri-
bution (Bardeen et al., 1986a). I review the Fourier series formalism in the next section.
Additionally, when the density field has large scale variations but is also composed of
individual, countable small objects such as galaxies or quasars, it can be approximated
as the smooth field (on large scales) plus a shot noise term that accounts for the small
scale Poisson statistics. In the limit of large numbers of objects, the Poisson statistics limit
to Gaussian so the overall field can still be approximated as Gaussian, with a power
spectrum composed of a cosmological and shot-noise term (see below).
5.2 Power Spectrum
The amplitude of fluctuations on the different length scales are described by the power
spectrum. The power spectrum is a statistical description of a signal, giving the ampli-
tude of fluctuations as a function of frequency.
Temporarily considering the 1D case, for any integrable function f(t), its Fourier trans-
form, FT (denoted by the circumflex f˜(k)), is defined by
f˜(k) = lim
T→∞
1√
2pi
∫ T
2
−T
2
f(t) exp[−ikt]dt. (5.5)
Formal results are normally obtained for the limit that the interval is actually infinite,
but for practical calculations (including simulations) it is often necessary to have a finite
window where, for example, t runs from−T/2 to T/2. Using a finite window in this way
leads to a “smearing” of the signal in Fourier space, or more technically, a convolution
with the window function. Nonetheless the basic properties of the Fourier transform and
the power spectrum remain unchanged.
The power spectrum is, up to a convention-dependent normalisation, given by the
absolute value of the squared Fourier amplitudes in equation (5.5): P (k) ∝ |f˜ |2.
Consider the following example, a periodic function f(t),
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Figure 5.2: Upper panel: Mathematical function f(t) from Eq. (5.6) in time. Bottom
panel: Power spectrum: the square of the Fourier coefficients (|f˜ |2) from the Fourier
transform of f(t).
f(t) = sin(2pit/T1) + 10 sin(2pit/T2), (5.6)
where T is the period and is related to the frequency as frec = 1/T . The form of the func-
tion f(t) is plotted in Fig. (5.2). For this particular example I chose the following values for
the two periods T1 = 1.2 and T2 = 13.64. When plugging Eq. (5.6) into the Fourier trans-
form definition we end up with a long combination of exponential functions in terms of
t and x, but these can be evaluated numerically and then we are more interested in the
form that |f˜ |2 takes.
In my example, this specific power spectrum is shown in the bottom panel of Fig.
5.2. The power spectrum plot shows that the two characteristic frequencies of the input
function are recovered in the power spectrum, despite this spectrum being calculated
from a finite window. The highest peak in the power spectrum refers to the dominant
frequency, frec = 1/T2 = 1/13.64. The peak is at the frequency which contributes the
most to the signal. We can see from the power spectrum that there is another frequency
embedded in the signal: small wiggles with high frequency, or, as we see from the power
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spectrum, smaller period T1.
Thus, in general, the power spectrum describes the contribution of different frequencies
to a signal and can be estimated from a finite window. This is especially important in
cosmology where we only ever measure a portion of the Universe.
In cosmology, these concepts also apply for the characteristic fluctuations in the den-
sity field. A lot of the information in the density fluctuations is captured in their power
spectrum. To remind the reader, the density at any point x is denoted by ρ(x) and the
mean density as 〈ρ〉 in a given volume V . The overdensity δ(x) is then defined by Eq.
(5.2).
The power spectrum is therefore expressed by,
〈δ(k)δˆ(k′)〉 = (2pi)3δ(k − k′)P (k), (5.7)
where δD(k − k′) is Dirac delta given by,
δD(k − k′) =
∫
d3x exp[±i(k − k′) · x]. (5.8)
Because δ(x) is a random field with zero mean 〈δ(x)〉 = 0, the power spectrum P (k) in
Eq.(5.7) is the only quantity required to define a homogeneous, isotropic, Gaussian ran-
dom field. This is important because both (statistical) homogeneity and isotropy mean
that the statistical properties are the same as the original field under translation and ro-
tation.
In summary, the power spectrum yields a complete statistical description of the fluctu-
ations from a Gaussian distribution. In particular it describes the amplitude of the fluc-
tuations as a function of scale.
The power spectrum has been predicted directly from inflation combined with the “trans-
fer function” which describes the impact of early-universe physics (including baryon
acoustic oscillations, see Chapter 1). It has been compared to a variety of observations; for
instance, measurements of the fluctuations in the temperature of the CMB; the clustering
of galaxies and the distribution of these clusters; gravitational lensing, the Lyman-α for-
est, etc. Each of these measurements carries a different bias that must be understood in
order to study the implications for the underlying power spectrum.
In the next section I give a brief explanation of the bias in general, as well as, the type
of bias that is relevant for this thesis.
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5.3 Bias
The notion of bias describes the relation between tracers such as galaxies and the under-
lying dark matter. It is the statistical connection (on large scales) between tracers and the
dark matter field.
The case of galaxies as tracers is worth mentioning since they represent the first exam-
ple of probing the underlying matter power spectrum with a biased tracer, observed in
sky surveys e.g. SDSS (Stoughton et al., 2002), 2dF Galaxy Redshift Survey (Colless et al.,
2003). The relation between the density of galaxies (or clusters of galaxies), ng, and the
density matter, ρm, at a fixed time follows (Desjacques et al., 2016; McDonald, 2006; Fry
& Gaztanaga, 1993),
δg(x) ≡ng(x)
n¯g
− 1
=b1δ(x)
=b1
[ρm(x)
ρ¯m
− 1
]
,
(5.9)
in which b1 is the bias, n¯g is the mean comoving number density of galaxies and ρm is the
comoving background matter density.
Equation (5.9) represents an ansatz that the physics of the galaxy formation process re-
sults in a population of galaxies whose number density field traces the mass density field
in an imperfect way which can nonetheless be represented by a single parameter. This
is motivated by studies of the clustering of peaks in a Gaussian random field (Bardeen
et al., 1986a; Lumsden et al., 1989).
In practice, large-scale hydrodynamical simulations find that the relation of density
fields between galaxies and mass, as well as gas temperature, is not only biased but can
also be scale-dependent and non-linear (Blanton et al., 1999; Iliev et al., 2003; Gao et al.,
2005; Jose et al., 2016). Only on the largest scales do biases typically become independent
of scale, and can therefore be described by a single number (as in Eq. 5.9).
Scale dependent bias
At the beginning of Sec. 5.1, I showed how the overdensity δ(x) is periodic and it can
be expanded as a Fourier of series providing us with the transformed δ˜(k), where k is the
Fourier wavevector. Equations (5.4) and (5.3) tell us that if we have a density as a function
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of position this corresponds to a density as a function of wavelength (or the equivalent
wavevector), which in turn is related to the bias and the galaxy density variations because
the transform is linear
δ˜g(k) = b1δ˜(k). (5.10)
Because the power spectrum of galaxies Pg(k) is proportional to |δ˜g(k)|2, in the case of
constant bias the measured power spectrum relates to the underlying matter power spec-
trum via Pg(k) = b21P (k). But if we find a tracer where the final power spectrum is not
directly proportional to the underlying P (k), we can think of the bias as being scale-
dependent, i.e. Pg(k) = b1(k)2P (k).
In the case of radiation the physics implies that such scale-dependent bias is inevitable.
Photons spread out from their origin, and, if we want to know where are the photons we
also need to consider how photons spread. So, their final distribution must reflect this.
For example, Pontzen (2014) considers the photoionisation rate fluctuations δΓ(x). These
are effectively composed of the convolution of sources with a function which describes
how photons spread from their origins until they are absorbed. Consequently in Fourier
space the convolution theorem implies that δΓ(k) is equal to the product of δsources(k)
with the Fourier transform of the photon spreading function. In turn, that means the fi-
nal power spectrum PΓ is also a scale-dependent function times the underlying source
power spectrum. This can be interpreted as a scale-dependent bias. While PΓ cannot be
measured directly, it can have an effect on other measured quantities as we shall see.
5.4 Lyman-alpha power spectrum
For the purpose of this thesis, I will now focus on the power spectrum of the Lyman-
α forest transmitted flux. From observational studies and the comparison of these with
simulations (e.g. Vogt et al., 1994; Cen et al., 1994), there is substantial evidence that tell
us that the neutral gas in the filaments connects strongly with the underlying dark matter.
On large scales, the gas density is strongly connected to the dark matter density and is
one of the prime tracers of the large-scale structure in the Universe 2 (Bautista et al., 2017;
White et al., 2010; Slosar et al., 2009; Zaldarriaga et al., 2001). But the small-scale giving
2On small scales other effects have to be taken into account. For example Jeans smoothing: on smaller
scales ∼< 100 kpc gas pressure counteracts gravitational collapse. This relation is dependent on the finite
temperature of the gas. Baryonic fluctuations are suppressed relative to the pressureless dark matter,
yielding to a filtered power spectrum on small scales. See more details in Rorai et al. (2013).
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rise to this connection is complex (Arinyo-i-Prats et al., 2015; Doux et al., 2016). Absorp-
tion in neutral gas is highly dependent on the gas density (Machacek et al., 2000); and,
neutral hydrogen in the intervening medium responsible for the Lyman-α absorption has
low density (Hu et al., 1995).
The gas temperature and density are tightly correlated by two processes: cooling due
to expansion and recombination, and heating from photoionisation (e.g., Theuns et al.,
1998). There are two processes playing an important role in the physics of the neutral
fraction gas: the temperature of the gas producing a recombination rate and the ionisation
caused by photons coming from an ultraviolet background (Madau et al., 1999).
The absorption of redshifted Lyman-α photons is measured by the observed transmis-
sion spectra in the continuum of quasars, which provides a map along the line-of-sight
of the absorbing material between us and the quasar. This observable transmitted flux
fraction F is defined by the ratio between the photon number observed and the source of
emitted photons (e.g., Machacek et al., 2000; Hui et al., 1997),
F = f/fc = e
−τ , (5.11)
where τ is the optical depth to the Lyman α absorption, f is the observed flux and fc is
the continuum flux where there is no intervening absorption. In terms of any observed
angle n and redshift z, the fluctuation in the transmission is defined as
δF (n, z) =
F (n, z)
〈F (n, z)〉 − 1, (5.12)
where 〈F (n, z)〉 is the mean value of the transmission.
More explicitly, in terms of the spectral wavelength λ the fluctuations in the Lyman α
forest flux are given by
δF (λ) = exp[−τ(λ)]/〈exp[−τ ]〉 − 1, (5.13)
where τ = τ(λ) is the optical depth to the Lyman-α absorption (McDonald et al., 2006).
The wavelength observed from the absorption spectrum allows the determination of the
redshift of the intervening gas, responsible for scattering.
In ionising equilibrium, the optical depth τ can be approximately related to the gas
density as τ ∝ (1 + δ)α (e.g. Seljak, 2012), where δ is the gas overdensity from Eqs. (5.4)
and (5.3), and the value of α can be estimated from simulations. It is also possible to
estimate the value of α analytically using the Fluctuating Gunn-Peterson Approximation
(FGPA) as shown in Becker et al. (2015).
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The transmission fraction F is a function of redshift as in Eq. (5.12). As a consequence,
the power spectrum PF (k) depends on the angle between k and the direction of ob-
servation in redshift space 3. The relation in Eq. (5.13) is a non-linear transformation of
the density, making the relation between the Lyman-α power spectrum and the density
power spectrum non-trivial. On small scales, the relation of the physical properties of the
gas (such as temperature, velocity gradient and the underlying density field with the flux
transmission fraction) is non-linear and the values of δF follow the non-linear evolution
of the gas density in the IGM. On large enough distances, the average of δF relates to the
mass density (Arinyo-i-Prats et al., 2015) according to a linear expression written as some
constant (the bias) times the density plus the velocity gradients,
δF = bFδδ + bFηη, (5.14)
where δ is the mass density fluctuation, bFδ and bFη are bias factors which I define below.
The factor η is the dimensionless gradient of the peculiar velocity vp with the coming
coordinate xp, both along the line-of-sight, defined as
η = − 1
aH
∂vp
∂xp
, (5.15)
where a the scale factor and H is the Hubble constant. In summary, on the large scale
regime the transmission power spectrum is proportional to the power spectrum of the
mass fluctuations as established by Eq. (5.14). However, because of the dependence on
η as well as δ, the observed power spectrum of Lyman-α is actually anisotropic (differ-
ent along the redshift direction), even when the underlying density field δ is statistically
isotropic. These so-called “redshift space distortions” are discussed further in Sec. 5.6.
5.5 Correlation function
Another important measurement for the description of statistical fields is the correlation
function. If the density field is continuous, the values that the overdensity δ continuous
function take at two nearby points x’ and x’+x must be correlated. The value of δ(x’)
is known, and the uncertainty in δ(x’+x) decreases as x approaches to 0. The functions
3Note, that Arinyo-i-Prats et al. (2015) defines the power spectrum as PF where µ is the cosine of the angle
between k (the Fourier wave vector from the line-of-sight) and the observed source.
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δ(x’+x) and δ(x’) are mutually dependent, and the degree of this dependency is quantified
by the correlation function.
The definition of the two point correlation function is
ξ(x) = 〈δ(x’)δ(x’+x)〉 =
∫
〈δkδk’〉eik·x’eik’·(x’+x) d3kd3k′, (5.16)
where k and k’ are in Fourier space.
The probability density function for aN -dimensional vector fj is a multi-variate Gaus-
sian fully specified by the correlation function
〈fifj〉 = ξ(|xi − xj |) ≡ ξij , (5.17)
where fi ≡ f(xi), and the indices i and j range from 1,...,N and they refer to sample
values of the field at different locations.
Because of isotropy, ξ(x) depends only on the distance between the two points x1 and
x2, but not on orientation. If statistical isotropy is broken, one may want to keep the
orientation information e.g. redshift distortions (explained below in Sec. 5.6), which affect
clustering only along the line-of sight.
By substituting the Fourier expansion of the field into Eq. 5.16, the power spectrum can
also be expressed in terms of ξ(x) as
ξ(x) = 〈δ(x1)δ(x2)〉 =
∫
d3k
(2pi)3
eik·xP (k). (5.18)
and, therefore carry the same amount of information because they are Fourier transform
pairs,
P (k) =
∫
ξ(x)e−ikxd3x. (5.19)
In this thesis I work exclusively with the power spectrum, but the results could be re-
expressed in terms of a correlation function using this result. To do so and compare to
observations would, however, also require taking into account the redshift space distor-
tions as described below.
5.6 Redshift space distortions (RSD)
The redshift space distortion, RSD (Peebles, 1980; Cole et al., 1994; Scoccimarro, 2004), is
an observational effect in cosmology in which the distribution of galaxies seem to be dis-
torted e.g. normally an elongated distribution along the redshift dimension (Hamilton,
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1998; Ballinger et al., 1996; Kaiser, 1987) or flattening (Hamilton, 1998). The distortion
effect is caused by the peculiar velocities of the galaxies, when positions of galaxies are
plotted as a function of their redshift rather than as a function of their actual distance. In
redshift space, the observed position is a sum of the radial distance in velocity units; and,
the radial velocity, and the velocity gradients are the perturbations better known as RSD.
RSD are important to predict (Percival et al., 2004; Hamilton, 1998). If we consider that
on large scales the velocity of any tracer follows the dark matter it would mean that it is
not necessary to have a velocity bias. But, if the field is transformed by a mapping of the
RSD, then the transformed field acquires a velocity bias (Seljak, 2012).
An example of this is the Lyman-α forest (Zaldarriaga et al., 2003). The observable
transmission flux F of the Ly-α is dependent on the optical depth because the observable
of the transmitted flux F is dependent on τ , and the RSD act on it. Therefore, a derivation
of both the density bias bFδ and the velocity bias bFη are necessary, although sometimes
this is quoted as a single bias b with the parameter β (the RSD parameter), which is the
ratio between the two biases.
The power spectrum then follows the linear theory model of RSD (Cole et al., 1994;
Slosar et al., 2011)
PF (k, µ) = b
2PL(k)(1 + βµ
2)2 (5.20)
where b is the bias factor of the forest, PL(k) is the real-space linear power spectrum, µ is
the cosine of the angle between k and the line-of-sight and β is the RSD parameter.
In the work developed and presented in this thesis I do not consider the RSD explicitly,
because it only goes as far as calculating HI. But, it would ultimately have to be included
in any observational study. The results of this thesis could be straightforwardly treated
with the formalism of Pontzen et al. (2014) to generate power spectra or correlation func-
tions with redshift-space distortions following Eq. 5.20.

Chapter 6
Large-scale fluctuations
in the cosmic ionising
background:
the impact of beamed
source emission
“Nothing is more practical than a good theory. ”
- Ludwig Boltzmann
The content in this chapter have been published in Monthly Notices of the Royal As-
tronomical Society (MNRAS) as Suarez & Pontzen (2017).
6.1 Introduction
Intergalactic neutral hydrogen can be detected in the spectra of background quasars; ab-
sorption at the rest-frame Lyman-α transition gives rise to a “forest” with hundreds of
distinct absorption lines corresponding to neutral hydrogen at different redshifts (Wey-
mann et al., 1981). On small scales, between 1 and 40 h−1 Mpc comoving, the forest can
be used as a statistical tracer of the distribution of matter (Viel et al., 2005).
In fact hydrogen in the intergalactic medium (IGM) at z < 5 is highly ionised by ultra-
violet (UV) background radiation produced by stars and quasars (Croft, 2004; Viel et al.,
2005), leaving only a trace of HI. This UV background is therefore an essential element in
simulations of the forest (Cen et al., 1994). When modelling Lyman-α absorption, the neu-
tral hydrogen density is assumed to be in ionisation equilibrium with a uniform ionising
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background (e.g. Katz et al., 1996; McDonald, 2003; Haehnelt et al., 2001; Croft, 2004).
Theoretical and observational arguments both show that this assumption can fail in var-
ious limits and a fluctuating UV background ought at least in principle to be included in
analyses of the forest (Maselli & Ferrara, 2005).
Recently some attention has been devoted to understanding HI fluctuations on scales
approaching the mean-free-path of an ionising photon (Pontzen, 2014; Gontcho A Gontcho
et al., 2014; Pontzen et al., 2014; Bautista et al., 2017). In this large-scale limit, the corre-
lation of HI with cosmological density progressively weakens and eventually reverses
sign because the clustering of the radiation field becomes stronger than the clustering
of intergalactic hydrogen. Additionally, if quasars contribute significantly to the photon
production budget, an uncorrelated shot-noise component is added to the power due to
their intrinsic rarity.
A number of factors have been neglected from radiative transfer calculations to date,
however. These include beaming of sources, variable heating from high-frequency pho-
tons, and time dependence. In this paper we tackle the first of these simplifications and
explore the effect of quasar beaming on the shot-noise contribution to the large-scale dif-
fuse HI power spectrum. We estimate the correction to the radiation fluctuations when
emission is not isotropic but beamed for a random distribution of quasars.
The plan for the remainder of this paper is as follows. In Sec. 2 we derive the emis-
sivity power spectrum accounting for a population of sources with fixed beam widths
but random orientations. In Sec. 3 we discuss the radiation transfer equation appropriate
for this distribution (with further detail in Appendix A). We present the resulting power
spectrum of the radiation and HI fluctuations in Sec. 4 and summarise in Sec. 5.
6.2 Fluctuations in the emissivity
6.2.1 Correcting the number density of sources n¯
The simplest effect of source beaming is that the underlying number density n¯ is no
longer directly measured by observations. The observed number density n¯obs must be
corrected for the probability of being detected. This probability is given by the area of the
emission (the beam) divided by the total area of a sphere, assuming a random orienta-
tion. We assume a hard-edged beam with opening angle 2θ1; see Fig. 6.1. The chance of
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any given quasar to be seen is then
p(seen) =
(A1 +A2)
4pir2
= 1− cos θ1. (6.1)
in which A1 and A2 are the areas of two axisymmetric beams. The isotropic case is recov-
ered when the angle θ1 is equal to pi/2. In the limit that θ1 approaches zero, the emission
becomes a pencil-beam and the likelihood of observation becomes extremely small.
The number of density sources we detect, n¯obs, is the true mean density n¯ times the
probability for observing each one:
n¯obs = n¯(1− cos θ1). (6.2)
In Pontzen (2014; henceforth P14), it was assumed these two densities are equal; for the
results in this work, we fix n¯obs at the value estimated by P14, meaning that the under-
lying density n¯ varies. We emphasise that n¯obs is itself highly uncertain, but that for the
purposes of understanding the effects of beaming it is simplest to keep it fixed.
6.2.2 Definitions required for the emissivity derivation
In the remainder of Section 2 we will calculate the effects of beaming on the emissivity
power spectrum from discrete sources. A fraction of photons comes from recombination
of the IGM, but following the approach of P14 we account for those through an appro-
priate additional term in the radiative transfer equation (see Section 6.3). Here, we can
therefore focus on the discrete sources alone.
We start from a rate of emission of photons in a narrow band at frequency ν, in a small
volume around comoving position x and in an interval around the direction vector n;
this is denoted jν(~x, ~n). As in P14, we simplify to a frequency-averaged quantity j(~x, ~n)
where
j(~x, ~n) =
∫
jν(~x, ~n)σHI(ν)dν , (6.3)
and where σHI is the photo-ionisation cross section. The goal is to model fractional vari-
ations of j around its mean value 〈j〉, motivating the definition
δj(~x, ~n) =
j(~x, ~n)
〈j〉 − 1. (6.4)
We assume that variations on sufficiently large scales can be related to the cosmologi-
cal matter overdensity δρ multiplied by a constant bias bj , plus a Gaussian white-noise
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Figure 6.1: Geometry of our source model, which represents a quasar with variable
beam width. The probability of detecting a quasar is proportional to the beam area
A1 and A2. These in turn are determined by the opening angle, here parameterised
by θ1 with 0 < θ1 ≤ pi/2. The isotropic case is recovered when θ1 = pi/2.
field to represent shot-noise from the the rarity of sources. The validity of the assump-
tion has not been tested in our work. It is a standard assumption strongly motivated by
computing the clustering of the peaks where galaxies are expected to form (e.g., Bardeen
et al., 1986b). While it is beyond the scope of our work to test its validity other authors
have verified that it works well on large scales (Coles, 1993; Suginohara & Suto, 1991).
Note that the shot-noise arises from the Gaussian limit of the Poisson statistics for a finite
number of sources whereas the bias term comes from the underlying clustering.
The variations of the emissivity, δj , on large-scales is therefore written:
δj(~x, ~n) = bjδρ(~x) + δj,SN(~x, ~n), (6.5)
where δρ is the fractional matter overdensity at position x. According to Eq. (6.5), we
need only consider the component δj,SN in the present work; by construction all angle-
dependence arises in the shot-noise term and the radiation fluctuations that correlate
with the cosmological density field will not be altered by beaming. As a final simplifica-
6. Large-scale fluctuations in the cosmic ionising background:
the impact of beamed source emission 95
tion, P14 section II.C argues that the shot-noise contribution from galaxies is negligible
(owing to their very high number density) and we can assume all contributions to δj,SN
arise from quasars.
In the remainder of this paper we will often need to work with Fourier-transformed
and spherical harmonic representations of functions. For any function F (~x, ~n), these are
defined respectively as
F˜ (~k, ~n) ≡ 1
(2pi)3/2
∫
d3~x e−i~k·~x F (~x, ~n) and (6.6)
F `m(~x) ≡
∫
d2~nY ∗`m(~n)F (~x, ~n) , (6.7)
where Y ∗`m(~n) is the complex conjugate spherical harmonic basis function as defined
in Varshalovich et al. (1988). The spherical harmonic Fourier modes F˜ `m(~k) follow by
Fourier transforming Eq. (6.7) or, equivalently, taking spherical harmonics of Eq. (6.6).
6.2.3 Emission of one quasar with a preferred alignment
We want to understand the statistical properties of the j(x,n) field accounting for anisotropic
emission from the sources. To start, consider a single quasar of luminosity L inside a fixed
volume V . Adopting at first an aligned coordinate system such that θ gives the angle to
the symmetry axis, and using the geometry of Sec. 6.2.1, we have
jaligned(θ, φ) = J

1 0 < θ < θ1
0 θ1 < θ < pi − θ1
1 pi − θ1 < θ < pi
, (6.8)
where jaligned(θ, φ) indicates the emissivity for the single quasar in our preferred coordi-
nate system, the constant J is defined by J = L/(4piV (1 − cos θ1)), and θ1 is the angle
described in Section 6.2.1 and can have any value in the interval [0, pi/2].
To proceed further, we decompose the function jaligned(θ, φ) into spherical harmonics
j`maligned according to Eq. (6.7). For our aligned choice of coordinates, we only need to
consider m = 0 terms because of the cylindrical symmetry around the zˆ axis. In this
case the spherical harmonic Y`0(θ, φ) can be written in terms of a Legendre polynomial,
Y`0(θ, φ) =
√
(2l + 1)/(4pi)P`(cos θ). Using this result and the recursion relations for P`,
we can express the emissivity variations as
J` ≡ j`0aligned = J

√
4pi(1− cos θ1) ` = 0;√
pi
2`+1
[
1− (−1)`+1
][
P`−1 − P`+1
]
` > 0,
(6.9)
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where for brevity we have written the Legendre polynomials evaluated at cos θ1, i.e.
Pl−1 ≡ Pl−1(cos θ1) and Pl+1 ≡ Pl+1(cos θ1).
6.2.4 Emission of N quasars with no preferred alignment
So far we have derived the emissivity for a single quasar in a volume V in terms of the
spherical harmonics coefficients. However, we now need to look at the realistic case of
N quasars, each with a beam pointing in an independent random direction. To achieve
this we first need to drop the assumption of a preferred coordinate system, even for the
single-quasar case N = 1.
The spherical harmonic coefficients j`mN=1 for a single quasar pointing in an arbitrary
direction are related to the aligned spherical harmonics via the Wigner D matrix, which
expresses a rotation by Euler angles φ, θ, ψ:
j`mN=1 =
∑
m′
D`mm′(φ, θ, ψ) j
`m′
aligned
= D`m0(φ, θ, ψ) J`.
(6.10)
We are thus only interested in the value of the D matrix when m′ = 0, for which case we
have the identity (Varshalovich et al., 1988):
D`m0(φ, θ, ψ) =
√
4pi
2`+ 1
Y ∗`m(θ, φ). (6.11)
The average emissivity over all possible beam alignment Euler angles is now given by
〈j`mN=1〉φ,θ,ψ ≡
1
8pi2
∫∫∫
dθdφdψ sin θD`m0(θ, φ, ψ) J`
=

J0 ` = 0 ;
0 ` 6= 0 .
(6.12)
Next we need to calculate the two-point statistic 〈j`mN=1j∗`
′m′
N=1 〉. Still using a single quasar
averaged over all possible directions we obtain
〈j`mN=1j∗`
′m′
N=1 〉φ,θ,ψ =
1
2`+ 1

J2` ` = `
′, m = m′ ;
0 otherwise,
(6.13)
where we used the orthogonality properties of the spherical harmonics.
If N sources contribute, the angle-averaged emissivity (6.12) is simply scaled up by a
factor N . However the generalisation of the two-point function requires a more careful
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analysis. The total emissivity j`mN in this case can be decomposed as the sum of emissivity
due to the individual sources,
j`mN =
N∑
i=1
j`m(i) , (6.14)
where j`m(i) represents the emission due to the ith source. When taking an average over
all possible orientations, each now has its own Euler angles φi, θi, ψi. Considering the
two-point function,
〈j`mN j∗`
′m′
N 〉{φi,θi,ψi} =
N∑
a=1
N∑
b=1
〈j`m(a)j`
′m′
(b) 〉{φi,θi,ψi} , (6.15)
there are now two types of term. First, there are the single-source terms where a = b. In
these cases, the average over Euler angles is no different from the N = 1 case. Since there
areN such terms with a = b, they contributeN times the result in Eq. (6.13). Second, there
are cross-quasar terms where a 6= b. These terms involve separately integrating over the
Euler angles for both a and b. The decoupled integrals are individually of the form (6.12);
each cross-term (of which there are N2 −N in total) therefore contributes J20 when ` = 0
and zero otherwise. Putting together the results above we find that
〈j`mN j∗`
′m′
N 〉{φi,θi,ψi} =
1
2`+ 1

N2J20 ` = `
′ = m = m′ = 0 ;
NJ2` ` = `
′ 6= 0, m = m′ ;
0 otherwise.
(6.16)
This is the final result for the case of a fixed number of N quasars inside a volume V .
6.2.5 Putting it together: emissivity shot-noise power spectrum
So far we have considered a case where the emissivity inside a fixed volume V with a
known number of quasars N is calculated. We now need to introduce fluctuations in N .
We expect to have 〈N〉 = n¯V quasars, where the average is over all possible values of N
and n¯ is the number density. In the Gaussian limit of Poisson statistics (which should be
appropriate on large scales), we also know that the variance in N is given by the relation
〈N2〉 − 〈N〉2 = n¯V . Consequently, the statistics for the emissivity jV in a fixed volume
but with varying N are specified by
〈j`mV j∗`
′m′
V 〉 =
1
2`+ 1

[
n¯V + (n¯V )2
]
J20 ` = `
′ = m = m′ = 0 ;
n¯V J2` ` = `
′ 6= 0, m = m′ ;
0 otherwise,
(6.17)
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where the average is now over all values of N , as well as over the Euler angles φi, θi, ψi
for each quasar.
To make the connection with the statistics of the δj,SN field introduced in Eq. (6.5), we
now define the fractional variations in j in a volume V as δj,V where
δj,V (~n) ≡ jV (~n)− 〈jV 〉〈jV 〉 , (6.18)
which implies the spherical harmonic expansion is given by
δ`mj,V =
j`mV − 〈j`mV 〉
〈j00V 〉
√
4pi. (6.19)
Using this result alongside Eq. (6.17) we find that 〈δ`mj,V 〉 = 0 and
〈δ`mj,V δ∗`
′m′
j,V 〉 =
1
n¯V
4pi
2`+ 1

(J`/J0)
2 ` = `′, m = m′;
0 otherwise.
(6.20)
Finally, the expression for the statistics averaged over a volume V need to be related to
the power spectrum of δj,SN. We define the source shot-noise power spectrum Pj,SN,`(k)
via
〈δ˜`mj,SN(~k)δ˜∗`
′m′
j,SN (
~k′)〉 = Pj,SN,`(k)δD(k − k′)δ``′δmm′ , (6.21)
where δD is the Dirac delta function. To make contact between this required form and the
derivation so far, one calculates the fluctuation averaged over a volume V :
δ`mj,V ≡
1
V
∫
V
d3x δ`,mj,SN(~x)
=
1
(2pi)3/2V
∫
V
d3x
∫
d3k ei
~k·~xδ˜`,mj,SN(~k)δ
`,m
j,SN(~x). (6.22)
Making the ansatz that Pj,SN,`(k) is in fact independent of k (as expected for shot-noise),
we find that
〈δ`mj,V δ∗`
′m′
j,V 〉 =
1
V
Pj,SN,`δ``′δmm′ . (6.23)
By comparing with Eq. (6.20) one obtains the final result:
Pj,SN,`(k) =
4pi
n¯
(J`/J0)
2
2`+ 1
. (6.24)
In the case of isotropic emission, J` = 0 for ` > 0 and the result (6.24) agrees with that
from P14. Note that the shot-noise always scales with the inverse of the mean density n¯
(whether or not the emission is isotropic).
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6.3 Radiative transfer method
In this Section we expand the P14 linearised radiative transfer equation into a spherical
harmonic Boltzmann hierarchy so that we can use the directional source statistics derived
in Sec. 6.2. Starting from the physical number density of photons f(~x, ~n, ν) at co-moving
position ~x traveling in direction ~n with frequency ν, P14 integrates over the frequency
dependence ν by defining
fLL(~x, ~n) =
∫
dν f(~x, ~n, ν)σHI(ν), (6.25)
analogous to Eq. (6.3). We approximate the radiation and ionisation to be in equilibrium;
this is a good approximation at redshift z ∼ 2.3 (e.g. Busca et al., 2013). The fractional
variations around the mean value of fLL are denoted δfLL ; by linearising the Boltzmann
equation, P14 obtained
[
i(a κtot,0)
−1(n · k) + 1]δ˜fLL(k, n) = (1− βHIβr)δ˜j(k, n)
+ βHIβr[δ˜nHI + δ˜Γ(
~k)]− δ˜κtot .
(6.26)
Here, a is the cosmological scalefactor and κtot an effective opacity to ionising photons
(comprised of both physical absorption and corrections from effects such as redshifting).
The mean effective opacity is given by κtot,0 ≡ 〈κtot〉 while its fractional fluctuations are
specified by δκtot . The inverse of a κtot,0 gives the effective comoving mean free path of
an ionising photon, which can be estimated to be 350 Mpc at z = 2.3 (see P14 Eq. 16). The
dimensionless quantities βHI and βr quantify respectively the fraction of effective opacity
resulting from physical absorption in the IGM, and the fraction of HI recombinations that
result in an emission of a new ionising photon. The appearance of βr is in fact accounting
for ionising photons re-emitted (isotropically) from the IGM itself as mentioned at the
start of Section 6.2.2. For full details see P14.
In the same way that Eq. (6.5) decomposes the emissivity into shot-noise and cosmo-
logical terms, we can decompose the radiation density fluctuations:
δ˜fLL(
~k, ~n) = δ˜fLL,SN(
~k, ~n) + bfLL(
~ˆk · ~n)δ˜ρ(~k) , (6.27)
where bfLL is a scale- and direction-dependent bias. At linear order, δ˜fLL,SN depends only
on δ˜j,SN, not on the cosmological density δ˜ρ. In the present analysis we revise only the
shot-noise component.
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P14 assumes that δj,SN is independent of ~n. In our case, we can no longer make this
assumption. Instead we write the direction vector ~n = (sin θ cosφ, sin θ sinφ, cos θ) and,
to simplify the analysis, rotate the coordinate system1 such that the wavevector ~k lies
along the zˆ axis, i.e. ~k = (0, 0, k). The product ~n · ~k appearing in the radiative transfer
equation then expands to
~n · ~k = k cos θ =
√
4pi
3
k Y10(θ, φ). (6.28)
Using this result in Eq. (6.26) we obtain (see Appendix A.1 for a detailed derivation):
δ˜`mfLL,SN − βHIδ00fLL,SNδ0`δ0m +
ik
a κtot,0
×{
δ˜`−1,mfLL,SN
√
(`+m)(`−m)
(2`− 1)(2`+ 1) + δ˜
`+1,m
fLL,SN
√
(`+m+ 1)(`−m+ 1)
(2`+ 1)(2`+ 3)
}
= (1− βHIβr)δ˜`mj,SN(~k),
(6.29)
where the explicit ~k-dependence of δ˜`mfLL has been omitted from the expression for brevity.
The expression can be rewritten schematically as
∑
`′
Mm``′(~k)δ
`′m
fLL,SN
(~k) = (1− βHIβr)δ`mj,SN(~k), (6.30)
where Mm``′(~k) contains the appropriate equilibrium radiation transfer coefficients from
the left-hand-side of (6.29). We can invert the linear relationship:
δ˜`mfLL,SN(
~k) = (1− βHIβr)
∑
`′
M−1m``′(~k)δ˜
`′m
j,SN(
~k), (6.31)
where the inverse matrix M−1m satisfies∑
`′
M−1m``′Mm`′`′′ = δ``′′ . (6.32)
In our analysis, we are only interested in the overall radiation intensity fluctuations — i.e.
the statistical properties of δ˜00fLL , or equivalently δ˜Γ. Therefore we need to consider only
the m = 0 component of Eq. (6.31) since different ms do not couple to each other.
The next step is to solve the inversion (6.31) numerically. For these purposes the hier-
archy must be truncated at finite `max, so that we solve a `max× `max matrix inversion for
1This freedom is available because we will ultimately consider only scalar quantities such as the ionisation
rate and HI density. Statistical isotropy will then ensure the choice of ~ˆk direction in the analysis is irrel-
evant. Note that our special coordinate system in this section is independent of the temporary special
coordinate system temporarily adopted in the early parts of Sec. 6.2.
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Figure 6.2: Demonstration of convergence of the numerical solution for shotnoise-
induced ionisation rate fluctuations δ˜Γ,SN(~k) as a fraction of the underlying source
fluctuations δ˜j,SN(~k). We choose an isotropic emission case where a closed-form an-
alytic solution (shown by the shading) is known from Pontzen (2014). As `max in-
creases for test values from 4 to 500, our numerical hierarchy converges to this solu-
tion.
each k. In practice choosing `max requires a convergence test to ensure that any results
are insensitive to the finite truncation.
In the case of an isotropically radiating source, the solution for δ˜Γ was written in closed
form by Eq. (30) of P14, which can be rearranged (see Appendix A.1) to provide a test case
that is illustrated in Fig. 6.2. Specialising our Eq. (6.31) to the isotropic case corresponds
to setting δ˜`mj to zero for ` 6= 0 and m 6= 0. The result for δΓ = δ00fLL/
√
4pi is shown in Fig.
6.2 as a function of k/(a κtot,0).
Consider first the closed-form solution from P14, shown by the shaded band. The func-
tion shows how ionisation rate fluctuations trace emissivity fluctuations on large scales
(small k) – the function converges to a fixed, order unity value. On small scales (large
k) the fluctuations in the ionisation rate are suppressed: even a point source of radiation
can ionise extended regions of space, so the small-scale ionisation rate fluctuations are
damped. The transition scale between these behaviours is set by the effective mean free
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path (a κtot,0)−1.
As `max increases, our new hierarchy solution correctly converges to the closed-form
solution (dotted, dash-dotted, dashed and solid lines respectively for `max = 4, 10, 50
and 500). The long wavelength limit (small k) is completely insensitive to `max, while
the highest k modes are most sensitive. Note that while in this test case the emission is
isotropic, the actual radiation field is not; there is a net flux of photons away from the
plane wave peaks which defines a preferred direction. This accounts for the sensitivity to
`max; as k becomes large the spacing between peaks becomes small compared to the mean
free path of a photon. The true photon distribution is sharply peaked in the ~ˆk direction
and such sharp directionality requires a high `max for an adequate representation.
In the remainder of this paper we set `max = 500; we verified that increasing `max to
1000 did not change our results.
6.4 Results for ionisation rate and HI power spectra
We now have everything required to consider the power spectrum of radiation fluctu-
ations for different source beaming parameters. Again considering only the shot-noise
component, we can write
PΓ,SN(k) =
(1− βHIβr)2
4pi
∑
`
(M−100`(k))
2Pj,SN,`(k), (6.33)
where Pj,SN,`(k) is given by Eq. (6.24) and is in fact independent of k.
Figure 6.3 plots n¯ PΓ,SN (k) against the wavenumber for different values of the beam
width θ1 = pi/2, pi/10 and pi/100. These correspond to opening angles of 180◦, 36◦ and
3.6◦ respectively; the last of these is exceptionally narrow compared to observational es-
timates of ∼> 30◦ (Trainor & Steidel, 2013) and should be regarded as an extreme upper
limit on the magnitude of the correction.
Because Pj,SN,`(k) scales inversely proportionally to the source density n¯, the product
n¯ PΓ,SN(k) is independent of n¯ and a function only of the beam shape. Inspecting this
product allows us to isolate and understand the effect of the beaming.
The first case, θ1 = pi/2, is plotted with a solid line and recovers the isotropic-emission
solution (as previously illustrated by Fig. 6.2). As θ1 decreases (dashed and dash-dotted
lines respectively), the radiation emission is increasingly tightly collimated. The effect of
the beaming on n¯ PΓ,SN(k) is, however, confined to large k. At low k, where the mean-free-
path (aκtot)−1 is small compared to the wave under consideration, beaming has no effect
6. Large-scale fluctuations in the cosmic ionising background:
the impact of beamed source emission 103
10-2 10-1 100 101 102
k/(a tot, 0)
10-4
10-3
10-2
10-1
100
101
n
P
,S
N
(k
)
1 = /2
1 = /10
1 = /100
Figure 6.3: Shot noise power spectrum for radiation fluctuations PΓ,SN(k), multiplied
by the overall density of sources n¯ (which removes the only dependence on n¯). For
the solid, dashed, and dash-dotted lines the opening angle for the radiation sources is
pi/2, pi/10 and pi/100 respectively. The low k radiation fluctuations are independent
of the beam angle while at high k the amplitude of fluctuations are increased for
narrow beams.
because the local ionising rate scales proportionally to the total photon output of sources.
For smaller wavelengths (higher k), narrow beams lead to higher-amplitude fluctuations
in the ionising photon field.
Until now we have considered only the shot-noise contribution, but to draw overall
conclusions we need to put our revised radiation shot-noise estimates back into the full
calculation from P14. Because the shot-noise is uncorrelated with the cosmological fluc-
tuations in the first-order analysis, the power spectra add linearly:
PHI(k) = b
2
HI(k)Pρ(k) + PHI,SN(k), (6.34)
where Pρ(k) is the dark matter density power spectrum and bHI is the linear relationship
between HI density and the total density as a function of scale, which is unchanged from
P14. Finally, because δnHI,SN = −δΓ,SN, the shot-noise power spectra for HI and Γ are
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equal and we have
PHI(k) = b
2
HIPρ(
~k) + PΓ,SN(~k), (6.35)
which allows us to use the result obtained in Eq. (6.33) for our beamed shot-noise esti-
mates.
Figure 6.4 shows the total power spectrum for the three values of θ1 previously adopted
and a fixed density of observed sources n¯obs = 1 × 10−4 h3 Mpc−3, a value adopted
directly from P14. Note that, for our present investigation, we assume that all sources
have the same opening angle (in particular ignoring the distinction between quasars and
galaxies in this respect). Even if galaxies contribute comparable or larger number of pho-
tons to the overall background, the shot-noise is still strongly dominated by quasars (P14)
and so this approximation is likely valid.
As in P14, radiation can be approximated as near-uniform for the power spectrum
on scales below the mean-free-path (for k  0.01h/Mpc); consequently the corrections
from the fluctuating ionisation always increase towards large scales. On very large scales
(k < 0.01h/Mpc), radiation fluctuations actually dominate over H density fluctuations
in the HI power spectrum. At the transition scale, there is a characteristic dip where
the radiation and H density fluctuations approximately cancel. These basic features are
preserved when beaming is included.
As the source beams narrow, the results in Fig. 6.4 show that the primary effect is
to reduce the amplitude of shot-noise fluctuations in the very large scale regime (k 
0.01h/Mpc) through the renormalisation discussed in Sec. 6.2.1. Unlike the direct ef-
fect of the beam, this observational correction to the inferred number densities applies
equally over all scales, making it extremely significant in the low-k regime where shot-
noise dominates. However note that the constraining effect of current and future sur-
veys is quite poor on such extreme scales (Pontzen et al., 2014; Bautista et al., 2017). At
scales k ∼ 0.04h/Mpc, where reasonable observational precision can be expected in fu-
ture pipelines, the effects of beaming are considerably more modest constituting a ∼< 5 %
correction. In this regime, the decreased power from the source density renormalization
is partially cancelled by the increased power from the beaming itself (Figure 6.3).
Because the effects are so strongly scale-dependent, and survey sensitivities are also a
steep function of scale, the observability of beaming will be strongly dependent on details
of observing strategy and pipelines.
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Figure 6.4: Power spectrum of the HI fluctuations defined by Eq. (6.35), evaluated at
redshift z ' 2.3 for a fixed observed source density of n¯obs = 10−4 h3 Mpc−3, and
for the same range of beam widths θ1 adopted in Fig. 6.3. All other parameters are
set to the defaults from Pontzen (2014). The dominant effect of changing θ1 arises
from the rescaling of n¯ to match n¯obs; this can be seen on the largest scales (small
k) where shot-noise effects dominate. The dotted line shows, for reference, the HI
power spectrum in the unphysical limit where there are no UV fluctuations.
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6.5 Summary and discussion
UV background fluctuations can significantly impact the Ly-α forest, being one impor-
tant contributor of large-scale power. In this paper, three physical effects have been taken
into account: the finite number of the ionising sources, their inhomogeneous distribution,
and the radiative transfer through neutral gas in the IGM.
The effects of large-scale inhomogeneities used to be considered negligible based on re-
sults from simulations that compared the effects of non-uniform and uniform ionising
radiation background in the synthetic Lyman-α forest at high redshifts (Croft et al., 1999;
Gnedin & Hamilton, 2002).
Later on, both particle-mesh (PM) and large-scale N-body simulations of the Lyman α
forest showed that the background fluctuations increase the large-scale power (Meiksin
& White, 2004; White et al., 2010) and suppress the power at intermediate scales, as much
as 15 per cent at k = 0.05 − 1 h Mpc1 e.g., Croft (2004). Additionally, these simulations
showed that the large-scale power seems to grow rapidly at higher redshifts, suggesting
a quasar-dominated UV background, rather than having more abundant sources such as
galaxies (McDonald et al., 2005).
In this work we have constructed an analytical model to treat fluctuations in the cos-
mological UV background taking into account, for the first time, anisotropy due to phe-
nomena such as quasar beaming. To do that, we built upon the monochromatic, equilib-
rium, large-scale description presented in Pontzen (2014) but included angle-dependent
emission terms.
We first introduced a correction for the observational bias that individual quasars are
less likely to be detected if they are tightly beamed. This renormalises the underlying
density of quasars in the Universe. We then derived the emissivity shot-noise power
spectrum corresponding to a distribution of quasars each pointing in a randomised di-
rection. This required adopting an underlying beaming model; for simplicity we used
a hard-edged beam of fixed opening angle 2θ1 for the entire population (Fig. 6.1). Fi-
nally, we rederived the radiative transfer for the shot-noise taking into account the new
angle-dependence. These results are most naturally expressed in terms of a hierarchy of
spherical harmonic coefficients; because we are only interested in the overall radiation
intensity fluctuations we ultimately took the ` = 0, m = 0 component.
We solved the new hierarchy numerically and showed that, for sufficiently large `max,
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the method converges to the known isotropic-emission case when θ1 = pi/2 (see Fig. 6.2)
demonstrating the accuracy of the method. Then, we explored the effects of the quasar
beam width on the shot-noise (Fig. 6.3).
The shot-noise power spectrum of radiation fluctuations PΓ,SN in Fig. 6.3 shows that
the fluctuations are not sensitive to the beam angle at low k. Fluctuation amplitudes do
increase at high k for narrower beams; however the effect is modest even for extreme
values of the beam width θ1.
When combining the new shot-noise solution with the cosmological density fluctua-
tions (Fig. 6.4), we found that the primary effect of beaming is in fact the first and sim-
plest one: the observational renormalisation of the underlying density of bright sources.
This affects all k-modes equally (scaling up and down the overall contribution of shot-
noise) and therefore is highly significant on large scales (small k) where the shot-noise
potentially dominates over the cosmological signal.
Radiative transfer through a filamentary IGM has been found, using numerical simu-
lations, to significantly contribute to the fluctuations in the UV background (Maselli &
Ferrara, 2005), which are tightly correlated to the density field.
This paper has focussed on clarifying one area where the effects of radiative transfer
on the Lyman-alpha forest were not known. If future pipelines lead to constraints on
the magnitude of this effect (e.g. Pontzen et al., 2014; Bautista et al., 2017), there are a
number of other possible influences that still require to be understood. For example, time
variability of sources and the effects of patchy heating (Greig et al., 2015) still need to be
incorporated in a coherent framework and will be tackled in future work.
Including thermal fluctuations in our modelling could help the study of the thermal
impact of HeII reionisation at z ∼ 2.5 and constrain models for the sources of the ionising
background (McQuinn et al., 2011) with forthcoming surveys (e.g. BOSS). Spectroscopic
data at higher redshifts could potentially detect the thermal imprint of hydrogen reioni-
sation.

Chapter 7
Conclusions & future
work
7.1 Summary
Galactic winds are observed in star-forming galaxies at all redshifts (e.g. Bordoloi et al.,
2014; von Glasow et al., 2013). The relations between physical properties such as gas and
metal content evolve with redshift. The multi-phase nature of the gas in the CGM makes
modelling necessary to understand the mechanisms behind these components. It is well
established from observations that galaxies expel star-forming gas, but, is not very clear
how far they can travel. The presence of cool gas far from the galactic centre leaves the
question of how this material travelled so far without being disrupted.
Using two-dimensional hydrodynamical simulations, we explored the possibility that
cool gas is formed by in situ radiative cooling (Suarez et al., 2016). We studied the evolu-
tion of hot gas from the galactic disk traversing the halo without simulating the disk. To
ensure the effects are a result of outflows, we tested equilibrium inflows as shown in Eqs.
(4.7) – (4.9). We adopted a suitable cooling function (Q˙cool) for primordial gas, giving a
lower bound on realistic cooling rates.
We found that the characteristics of outflows are strongly parameter dependent. In
particular, we varied the overall star formation cycle length, tcyc, and the fraction of that
time spent pumping gas into the CGM, fcyc, while keeping the total energy injection and
mass loading constant. We found a connection between these two parameters and the
nature of the outflow. Our simulations are able to produce cool gas (T < 5 × 104 K).
This cooler fraction is able to form as a result of cooling shocks propagating outwards.
Shocks are disrupted when new material is injected behind the shock. Overall, we are
able to identify two regimes: small fcyc corresponding to rapid SFR fluctuation in combi-
nation with large tcyc (greater than few hundred Myr) triggers waves of effective cooling
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that travel through the halo; and, long time periods ∼> 1 Gyr (corresponding to large
fcyc) form a turbulent halo. Our results suggest that steady flow solutions with cooling
set a lower bound on the amount of in situ cooling to be expected in realistic galaxies
with time-varying feedback. The results from these parameter sampling in two dimen-
sions would be useful to interpret the CGM around galaxies in cosmological simulations.
This two-dimensional analysis is rather simplistic to be able to compare directly with
observations. A three-dimensional analysis would be the next step to study the sample
parameterisation presented in this work. Detailed behaviour in three dimensions could
differ significantly. More realistic simulations are far more complex. These would include
metal enrichment, effects of thermal conductions and magnetic fields. I expand on these
aspects in the next Sec. 7.2.
The transition of the neutral hydrogen ground state forms the most abundant features
in the spectra of background QSOs in the rest-frame ultraviolet, making it the best way
to detect clouds of gas along the line-of-sight. The second project of this thesis focused
on one of the effects that radiative transfer (RT) has on the Lyman α forest. In Chapter 6
(Suarez & Pontzen, 2017) a model to treat fluctuations in the UV background is presented
as an extension of the large-scale description of Pontzen (2014). The new model includes
angle-dependent emission terms that takes the probability of a quasar to be observation-
ally detected into account. This is reflected as a renormalisation of the underlying density
of quasars together with an updated radiative transfer model. We derived the shot-noise
power spectrum for a random distribution of quasars. We adopted a hard-edged beaming
model for the entire population. The equation results in a hierarchy in terms of spherical
harmonics with solutions ` = 0, ..., `max, m = 0. We verified that the method converges
for sufficiently large `max, directly. We studied the effects of quasar beam width and found
that radiation fluctuations are not sensitive to the beam angle at low frequencies k, as
shown in Fig. 6.3. The model, however, is sensitive at high k where the fluctuation ampli-
tude increase for narrower beams. Moreover, the observational renormalisation strongly
affects all scales.
We then calculated the total power spectrum of the HI fluctuations, considering the
shot-noise solution mentioned above in the cosmological density fluctuations. The effect
of beaming affects all k-modes being highly significant on large scales (small k), where
the shot-noise dominates over the cosmological signal.
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Figure 7.1: An example of a simulated outflow with double resolution than the simu-
lations presented in Chap. 4. The snapshot shows the temperature (left) and density
(right) of a shock-type outflow. Black arrows denote velocity vectors.
7.2 Proposals for future work
In this section I present possible extension of my work. I start by presenting potential
improvements to the hydrodynamical simulations present in Chap. 4 in order to produce
more realistic models for outflows. Then, I briefly discuss some possible extensions to the
work in Chap. 6.
7.2.1 Higher resolution and three dimensional simulations
When performing 3D simulations, the results are expected to differ from the two dimen-
sional analysis because turbulence is crucial for the gas mixing, which cannot be properly
addressed in two dimensions (Quilis et al., 2001). My two-dimensional simulations can
be extended to a study of solutions in three dimensions. Although 3D simulations are
relatively slow to run, by choosing a subset of the wide parameter space in 2D, I would
systematically compare 2D and 3D results. I hope extending this work to a three dimen-
sional space to be useful to interpret cosmological galaxy formation simulations.
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7.2.2 Magnetic fields and metal enrichment
In this section, I expand on possible effects such as magnetic fields and metal enrichment
that might affect galaxy outflows.
Thermal conduction and magnetic fields
The formation and lifetime of clouds of gas in galactic environments are strongly af-
fected by electron thermal conduction and magnetic fields. RAMSES can be compiled with
a magnetohydrodynamic (MHD) solver. Initially, uniform magnetic fields could be im-
plemented in my idealised simulations: a magnetic field parallel to the shock velocity or
to model a field perpendicular to the velocity. This study is of particular interest because
the presence of magnetic fields can prevent the destruction of the cloud. I can extend the
idealised simulations using RAMSES allowing MHD treatment of the shocks. Estimations
of the magnetic field in the plasma of the intra-cluster medium (ICM) are in the range
of 0.1-10 µG for temperatures between 107 − 108 K and densities in 10−3 − 10−1 cm−3
(Parrish et al., 2009). I would intend to compare the crushing and fragmentation times in
the clouds of these simulations with the field-free case performed with the pure hydro
solver. Some authors discuss the nature of magnetic fields and the importance of MHD
simulations (Scannapieco & Bru¨ggen, 2015). Including magnetic fields in my simulations
will help to better understand the evolution of cold gas clouds.
Metal enrichment
Ejected gas is likely to be strongly metal-enriched. In future I would like to carry out
simulations to study the effects of metals on the cooling processes by repeating my sim-
ulations with solar composition and study how things differ.
While metallicity in outflows tends to be subsolar as Z∼< Z (Erb et al., 2006) my new
simulations would set up upper limits on the importance of metals. The implementation
of these important aspects to the idealised simulations will allow me to overcome some
of the limitations that the study of outflows in cosmological runs have. Due to resolu-
tion limitations, cosmological simulations usually have poor performance regarding the
metal mixing. This leads to overestimate densities, which could result in an overcooling
problem (Schaye et al., 2015). Cosmological simulations usually have low resolution af-
fecting the total metal masses. It has been proved that increasing the resolution has an
important impact in the estimation of metal mass (Wiersma et al., 2009). Idealised hydro-
dynamical simulations provide higher resolution and the flexibility of tackle each of the
problems above separately, and so by making my simulations more realistic I would be
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Figure 7.2: An example of a simulated outflow extending to three dimensions in
Chap. 4. The snapshot shows a 2D cut of a shock-type outflow using the same initial
conditions than Fig. (7.1), showing morphological differences between the 2D and
3D solutions.
able to help interpret current and future observations.
7.2.3 Cosmological simulations
I would nonetheless also like to study whether the cooling effects seen in my idealised
runs can be reproduced in a full cosmological context.
Since outflows are thought to come from star-forming galaxies, it is important to study
the effect of the feedback recipe in cosmological simulations. I will address the relation be-
tween the galactic outflows and the local stellar feedback. Although some improvements
have been made, the efficiency of stellar feedback is still simplified and generalised in
cosmological simulations e.g., Illustris (Vogelsberger et al., 2014; Sijacki et al., 2015) or
EAGLE (Schaye et al., 2015). High resolution numerical simulations produce a more effi-
cient feedback, by reducing numerical radiative losses. I would like to rerun some small
portion of cosmological code, either publicly available or to develop my own code, with
a different feedback to compare the general effects that steady-state star formation activ-
ity has in generating galactic winds as opposite to strong bursts. This will give me the
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flexibility to vary the prescription of feedback and study their effects in the generated
outflows.
7.2.4 Connecting to observations
There is significant interest in study the formation of cool gas, mechanisms to transport
metals into the IGM and the role of starburst galaxies in the enrichment of the intergalac-
tic medium (Erb, 2015). This motivation comes from observational results that show the
presence of metals at large distances from the galaxy (Bordoloi et al., 2014). The final goal
of the parameter study in idealised simulations and full cosmological simulations is to be
able to compare with observational data. I will need to post-process my 3D simulations
with equilibrium ionisation models to obtain the distribution of ions, which I can then
compare to observations.
7.2.5 Extensions to the Lyman α forest
In this section I present possible extensions to the work presented in Chapter 6, where we
modelled the radiative transfer to see the impact of ionisation fluctuations on the statis-
tics of the Lyman alpha forest when considering beamed sources.
Lyman-α multi-broadband
I introduced corrections to estimate the effects of anisotropy in the photon emission
from quasar beaming. These calculations have been performed under a monochromatic
approximation. I am interested in studying the effects of radiative transfer on the Ly-α
forest extending the formulation of anisotropy (described above), in a broadband context.
The main goal would be to study how thermal fluctuations change the large-scale signal
by incorporating multi-wavelength radiative transfer to my existent framework.
Lyman-α cross-correlation with cosmological simulations
In Chap. 6 I modelled the radiative transfer to see the impact of ionisation fluctuations
on the statistics of the Lyman-α forest when considering beamed sources. Those analyti-
cal models can be useful when exploring systematic effect with mock spectra. Examples
for such type of effects are the continuum from the quasar itself or the distribution of
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quasars. I would like to explore the impact of the UV background fluctuations on the
three point correlation function (3PCF) in the Lyman α forest.
A fluctuation in the Lymanα forest is defined by Eq. (5.11), and, can be expanded in
the linear regime as
δα = bmδm + bΓδΓ, (7.1)
where bΓ is the bias of the photoionisation rate and δΓ is a fluctuation in the radiation.
Both bm and bΓ can be modelled as shown in Pontzen (2014) or Gontcho A Gontcho et al.
(2014), or any other approach. Studying the impact of fluctuations in the UV ionising
background imply the study of how bm and bΓ affect the 3PCF of Lyman-α, including
all the three point correlation functions involving quasars and Lyman-α. If the UV back-
ground fluctuation is ignored, bΓ = 0, then only the matter fluctuation survives. If current
(cosmological) simulations already implement the UV background, it should be relatively
straight forward to modify the models for bΓ and δΓ.
7.3 Forthcoming surveys
As mentioned in Chap. (1), Lyα and metal absorption lines and Lyα probe the matter
content in the high-redshift Universe. Observations from the spectra of quasars have ad-
vanced our knowledge of the relationship between ionised species and kinematics of
material in the CGM. Most of the analysis and modelling presented in this work was
motivated by observational results provided by surveys such as BOSS from SDSS. In
addition, the HST/COS surveys have been a key ingredient for our current understand-
ing of the dynamics of the CGM. Observations from COS have been essential for the
diagnosis of the CGM, which is composed by a multiphase gas and it is associated to
galaxies with diverse masses, providing insight in the CGM multiphase structure. The
relationship between the CGM with its host galaxies can be improved with data taken
with further instrumentation such as COS.
Future optical and infrared surveys will increase the number of known high-redshift
quasars. For instance, James Webb Space Telescope (JWST) will be able to search for
faint galaxies near quasars (Stiavelli, 2007). Also, X-ray observations from the mission
Advanced Telescope for High Energy Astrophysics (ATHENA) will focus on the cosmic
evolution of hot gas in the IGM and CGM.
Fainter sources and more distant sources will also be accessible with future ground-
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based surveys (e.g. eBOSS, Comparat et al., 2016). The forthcoming WEAVE-QSO sur-
vey (Pieri et al., 2016) will start operation in 2018, mapping the Ly-α forest at redshifts
z > 2. The data from WEAVE aims to explore the acceleration in the expansion of the
Universe, provide constraints on the neutrino masses and warm dark matter. Moreover,
with regard to galaxy formation, WEAVE will supply data to study the properties (such
as density, temperature, UV radiation, metallicity and abundance pattern) of large-scale
inflowing/outflowing gas associated with galaxies, under a cosmological context.
High precision measurements using the Lyα forest technique will probe the large-scale
structure of the universe with high accuracy. Given the upgraded facilities and data in
the near future, constraints from the Lyα forest will require careful simulation (McDon-
ald et al., 2005) and assessment from forecast is necessary (DESI Collaboration et al.,
2016). One of the utilities of such modelling is to understand the uncertainties and error
estimations obtainable by surveys.
Appendix A
Derivation of the
Boltzmann equation
A.1 Derivation of the radiative transfer hierarchy for
anisotropic emission
In this Appendix we present a derivation of our equilibrium hierarchy, Eq. (6.29), starting
from the Boltzmann equation (6.26) which itself was previously derived in P14. As stated
in the main text, we choose a coordinate system in which the wavevector ~k lies along the
zˆ axis, allowing us to rewrite ~n · ~k in terms of Y 01 ; see Eq. (6.28).
To extract the spherical harmonic hierarchy, we expand all angular dependences; for
any function F one has
F (~x, ~n) =
∑
`′,m′
F `
′m′(~x)Y`′m′(~n), (A.1)
which is the inverse of the defining relation (6.7). We then multiply both sides of Eq. (6.29)
by Y ∗`′m′(~n) and integrate over all angles ~n. The left-hand-side becomes
LHS =
ik
aκtot,0
√
4pi
3
∫∫
d2~n
∑
`′,m′
δ˜`
′m′
fLL
(k)Y`′m′(~n)Y1,0(~n)Y
∗
`m(~n)
+δ`mfLL(k),
(A.2)
where to obtain the last term we have applied the orthogonality relation between spher-
ical harmonics. The first term can be simplified by applying a special case of the Wigner
3j-symbol (Varshalovich et al., 1988):
∫∫
d2~nYML (~n)Y
0
1 (~n)Y
∗M
L+1(~n) =
√
3(L+M + 1)(L−M + 1)
4pi(2L+ 1)(2L+ 3)
. (A.3)
This identity can be used to calculate the integral for two values of `′ in the sum given
by (A.2), namely `′ = `± 1. The `′ = `+ 1 case is obtained by a relabelling of the indices
whereas the `′ = ` − 1 case is obtained by taking the complex conjugate of Eq. (A.3). By
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the triangle condition, integrals for any other value of `′ vanish. Consequently we may
write the LHS of our expression as
LHS =
ik
a κtot,0
{√
(`+m)(`−m)
(2`− 1)(2`+ 1) δ˜
`−1,m
fLL
(~k)
+
√
(`+m+ 1)(`−m+ 1)
(2`+ 1)(2`+ 3)
δ˜`+1,mfLL (
~k)
}
+ δ˜`mfLL(k).
(A.4)
We now turn to the right-hand-side of Eq. (6.29), again multiplying by Y ∗`m(~n) and inte-
grating over all angles ~n. Only δ˜j has any angular dependence on the RHS; the orthogo-
nality of the spherical harmonics picks out the coefficients δ˜`mj for this term. For all other
terms, only the ` = 0, m = 0 case survives the integration. The result is that
RHS =(1− βHIβr)δ˜`mj (k)
+
δ`0δm0√
4pi
[
βHIβr
(
δ˜nHI(
~k) + δ˜Γ(~k)
)
− δ˜κtot(~k)
]
.
(A.5)
As expressed by Eq. (6.27), we wish to separate the radiation fluctuations that are corre-
lated with the cosmological density field δρ from those that are caused by shot-noise. To
do so, we need to transform some of the terms on the RHS which mix the two types of
fluctuation as follows.
The terms δ˜nHI and δ˜Γ do not have an angular dependence and their relationships are
therefore unchanged compared to P14:
δ˜nHI = δ˜nHI,u − δ˜Γ; δ˜κtot = βHIδ˜nHI + βclumpδ˜κclump . (A.6)
The first of these relations arises from the fact that nHI is inversely proportional to the
ionisation rate per HI atom, recovering the completely uniform ionising background in
the absence of any radiative fluctuations, δ˜nHI,u. The effective opacity fluctuations δκtot
definition is a linear combination of the intergalactic medium absorption fluctuations
and the self-shielded clump opacity fluctuations.
We can use these relations to rewrite Eq. (A.5) in terms of δ˜Γ, δ˜nHI,u and δ˜κclump . The
ionisation rate fluctuations δ˜Γ are defined by the fluctuations in the photon density δ˜fLL
via the relation
δΓ =
1
4pi
∫
d2n δ˜fLL(
~k, ~n) =
1√
4pi
δ˜00fLL(
~k). (A.7)
Consequently δ˜Γ can be split into a correlated and shot-noise component, with δ˜Γ,SN ≡
δ00fLL,SN/
√
4pi.
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Using the above transformations, we find the RHS can be written
RHS = (1− βHIβr)δ˜`mj (~k) + βHIδ`0δm0δ˜00fLL(~k)
+
(
βHI (βr − 1) δ˜nHI,u(~k)− βclumpδ˜κclump
)
δ`0δm0. (A.8)
We now apply the decomposition into cosmological and shot-noise components for δ˜j
and δ˜fLL keeping only the shot-noise contributions. (By linearity, the two types of con-
tribution can be treated independently and the cosmological terms are unchanged from
P14.) In particular, the terms δnHI,u and δκclump are independent of radiation fluctuations;
consequently they have no shot-noise component and drop out entirely. Combining Eqs.
(A.4) and (A.8) one reaches the final equation:
δ˜`mfLL,SN(
~k)− βHIδ00fLL,SN(~k)δ0`δ0m
+
ik
a κtot,0
×
{√
(`+m)(`−m)
(2`− 1)(2`+ 1) δ˜
`−1,m
fLL,SN
(~k)
+
√
(`+m+ 1)(`−m+ 1)
(2`+ 1)(2`+ 3)
δ˜`+1,mfLL,SN(
~k)
}
= (1− βHIβr)δ˜`mj,SN(~k),
(A.9)
which agrees with the expression (6.29) provided in the main text.
In Sec. 6.3 we compared the solution to this hierarchy with the known isotropic limit.
For these purposes we need to extract the shot-noise-only isotropic solution in a way that
was not written in P14, although it is implicit in P14 Eq. (38). Starting from P14’s Eq. (30),
we apply our Eq. (A.6) and again retain only those terms which are not correlated with
δ˜ρ. This yields
δ˜Γ,SN,iso(~k) =
(1− βHIβr)S(k)
1− βHIS(k) δ˜j,SN,iso(
~k),
where S(k) =
aκtot,0
k
arctan
k
aκtot,0
, (A.10)
for the isotropic comparison case which is plotted as a shaded band in Fig. 6.2.
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