Digital camera pipelines employ color constancy methods to estimate an unknown scene illuminant, enabling the generation of canonical images under an achromatic light source. By taking advantage of large amounts of labelled images, learning-based color constancy methods provide state-of-the-art estimation accuracy. However, for a new sensor, data collection is typically arduous, as it requires both imaging physical calibration objects across different settings (such as indoor and outdoor scenes), as well as manual image annotation to produce ground truth labels. In this work, we address sensor generalisation by framing color constancy as a meta-learning problem. Using an unsupervised strategy driven by color temperature grouping, we define many related, yet distinct, illuminant estimation tasks, aggregating data from four public datasets with different camera sensors and diverse scene content. Experimental results demonstrate it is possible to produce a few-shot color constancy method competitive with the fullysupervised, camera-specific state-of-the-art.
Introduction
An essential component of digital photography is color constancy, which accounts for the effect of scene illumination to enable natural image appearance. Accurate recording of intrinsic scene color is of great importance for many practical high-level computer vision applications including image classification, semantic segmentation and machine vision quality control [43, 56, 24] . Such applications commonly require that input images are device independent and color-unbiased. However captured image colors are always affected by the prevailing light source color in a scene. Extraction of the intrinsic color information from scene surfaces by compensating for scene illuminant color is commonly referred to as "color constancy" (CC) or "automatic white balance" (AWB).
The process of computational CC can be defined as the transformation of a source image, captured under an unknown illuminant, to a target image representing the same scene under a canonical illuminant (white light source). CC algorithms typically consist of two stages; first, estimation of the scene illuminant color and second, transformation of the source image, accounting for the illuminant, such that the resulting image illumination appears achromatic.
The color of a surface is determined by both surface reflectance properties and by the spectral power distribution of the light(s) illuminating it. Variations in scene illumination therefore change the color of the surface appearance in an image. This combination of properties makes the problem underdetermined. Explicitly, the three physical factors, consisting of intrinsic surface reflectance, illuminant light color and camera spectral sensitivity (CSS) are collectively unknown and should be estimated. However in practice we only observe a product of these factors, as measured in the digital image. More formally, we model a tri-chromatic 1
arXiv:1811.11788v1 [cs.CV] 28 Nov 2018
photosensor response in the standard way such that: ρ k (X) = Ω E(λ)S(λ, X)R k (λ)dλ k ∈ {R, G, B}.
(1) where ρ k (X) is the intensity of color channel k at pixel location X, the wavelength of light λ such that E(λ) represents the spectrum of the illuminant, S(λ, X) the surface reflectance at pixel location X and R k (λ) the CSS for channel k, considered over the spectrum of visible wavelengths Ω. The goal of computational CC then becomes estimation of the global illumination color ρ E k where:
Finding ρ E k for each k in Eq. (2) is ill-posed due to the infinitely many combinations of illuminant color and surface reflectance that result in the same image value.
Work on single image illuminant color estimation can broadly be divided into statistics-based and learning-based methods [31] . Classical methods utilise low-level statistics to realise various instances of the gray-world assumption: the average reflectance in a scene under a neutral light source is achromatic. Gray-World [15] and its extensions [20, 54] are based on these assumptions that tie scene reflectance statistics (eg. mean, max reflectance) to the achromaticity of scene color. Related assumptions define perfect reflectance [37, 25] and result in White-Patch methods. Statistical methods are fast and typically contain few free parameters, however performance is highly dependent on strong scene content assumptions and these methods falter in cases where assumptions fail to hold.
Learning-based methods comprise combinational and direct approaches. The former apply optimal combinations of statistical methods to the input image, based on the observed scene [38] . Such approaches work better than unitary methods in general, however result quality depends on the considered unitary methods, whose output they combine. The latter group of learning-based approaches learn output directly from training data. Previous work has made use of traditional machine learning methods [26, 45, 28] , relying on hand-crafted image features. Recent learningbased work provides both high accuracy and speed performance now approaching that of statistical methods [17, 10] .
Notable recent deep-learning based color constancy approaches are supervised in nature and typically require large amounts of calibrated and hand-labelled sensor specific data to learn robust models for each target device [4] . Collection and calibration of imagery for supervised training approaches to the color constancy problem is expensive and restrictive, commonly requiring placement of a physical calibration object in the scene where images are to be captured and, subsequently, to accurately segment the object in image space to extract ground-truth illuminant information. This combination of assiduous image acquisition, large amount of manual work, and accurate yet data-hungry deep-learning approaches are the main barriers preventing fast, efficient and cheap supervised training of models capable of providing highly accurate and robust illuminant estimation to new device sensors.
In this paper we propose a new approach to mitigate the costly acquisition of large amounts of labelled, sensorspecific CC data. Inspired by recent progress in metalearning, our proposed approach benefits from the accuracy of modern deep learning methodology without the typical associated data acquisition costs. We apply a few-shot learning strategy to the CC problem to learn camera-specific color biases from only a few target-device labelled images. We rely on the meta-learning approach of [21] which frames the few-shot learning problem at two levels: a quick acquisition of knowledge from within specific tasks, guided by the second process, which involves slower extraction of information learned across a distribution of tasks.
Contributions. We address the computational CC problem with a meta-learning strategy, using only few training images and allowing fast adaptation to new unseen data and camera sensors. We leverage the information contained in multiple datasets by defining camera and illuminant color specific tasks through an unsupervised strategy driven by image color temperature. Taking the MAML algorithm [21] as our base meta-learner, we train deep convolutional neural networks to regress illuminant corrections and quickly adapt to our large variety of tasks. Our experiments on four public datasets, consisting of images captured from 13 distinct cameras, show that using only simple network architectures with only 5 to 20 training images we obtain results competitive with the fully-supervised state-of-the-art. We provide a comparative analysis of the influence of key parameters and meta-learning methodology on performance, and show that our Meta-AWB approach is able to accurately estimate the illuminant even when camera sensitivity functions and camera balance are unknown a priori.
Related Work
Auto White Balance. Recent convolutional AWB work has considered both local patch-based [11, 50, 12, 33] and full image [9, 40, 10] input. The work of [11, 12] constitutes the first attempt to adopt a patch-based CNN for illuminant estimation. Shi et al. [50] propose an architecture involving interacting sub-networks, capable of generating multiple illuminant hypotheses to account for estimation ambiguities. Further recent work [33] uses learned confidence weights to select image regions with high semantic value for patch illuminant estimation.
In contrast to patch-based work, Lou et al. [40] use entire images as input, proposing a method using global image context. The semantic value of local image regions becomes arguably difficult to attribute when using full images and, importantly, such fully-supervised approaches highlight the limits of small CC datasets with insufficient labelled data. Image augmentation (eg. synthetic relighting [12] ) and transfer-learning [11] using models pre-trained for alternative tasks (eg. ImageNet [36] ), have been employed to mitigate the small data issue. The former strategy commonly struggles to successfully generalise to real-world image manifolds at inference time. The latter offers the appealing properties of faster convergence and prevention of overfitting to a small dataset, however the misalignment between object classification and computational CC likely results in learning features invariant to appearance attributes of critical importance for CC. Barron [9] alternatively frame computational CC as a 2D spatial localisation problem. They represent image data using log-chroma histograms for which a single convolutional layer learns to evaluate illuminant color solutions in the chroma plane. The work is extended in [10] by performing the localisation task in the frequency domain, improving both speed and accuracy.
Inter-camera and unsupervised approaches. Few color constancy works have attempted to mitigate the costs of sensor-specific data collection, calibration and image labelling. Early unsupervised work [53] introduces a linear statistical model that is learned by observing how image colors vary jointly under common lighting changes. The model is learned for a single sensor using a large number of video frames, captured over an extended period. More recently, the work of [27] learns a transform matrix between distinct pairs of device CSS that is used to transform images and illuminant ground-truth, exhibiting the color biases of the first sensor to that of the second. Using this transform, models can be trained for the second sensor without acquiring an additional sensor-specific image dataset. An unsupervised technique is proposed in [6] using classical statistical approaches to learn parameters that approximate the unknown ground-truth illumination of the training images, avoiding calibration and image labelling.
Meta-Learning. The concept of meta-learning [47] can be thought of as an ability to comprehend and adapt one's own learning process and strategy on a level above that of acquiring task specific knowledge. Systems with this capability of learning-to-learn [52] can evaluate, adjust and improve their learning strategy according to both experience gained previously and to the requirements of the task at hand. In the context of machine-learning, [14] defines meta-learning as the process of (1) acquiring task specific knowledge during base-learning (a single application of a learning system) and (2) accumulating experience acquired during multiple previous applications of the base-learning system. Contemporary meta-learning covers a relatively broad spectrum of work and considers approaches enabling optimizer learning [2] , hyperparameter optimisation [18] , architecture search [57] and few-shot learning, among others. A recent survey is found in [41] . Few-shot learning problems, in particular, consist of learning a new task or concept using only a handful of data points (typically 1-10 samples per task) and have recently received considerable attention [55, 44, 51, 21] . This class of meta-learning promises a number of advantages with regard to efficient model building for new tasks; reducing the need for data acquisition and labelling by order(s) of magnitude, and deceasing effort spent on fine-tuning and adaptation of existing models to novel problems. A popular strategy, applicable to few-shot learning, consists of finding model initialisations that allow fast adaptation to new, previously unseen tasks. Finn et al. propose this idea and introduce Model Agnostic Meta-Learning (MAML) [21] for few-shot classification and regression tasks. The strategy has since been adopted for tasks ranging from classification [35] to imitation learning [22] and several recently proposed extensions report increases to efficiency [42] and performance [39, 3] .
Method
An overview of our proposed Meta-AWB method is shown in Fig. 2 . In Section 3.1 we describe our simple deep model for scene illuminant regression, in Section 3.2 we introduce our task definition approach and meta-learning algorithms considered for few-shot inter-camera learning, and in Section 3.3 we describe our data and preprocessing.
Scene illuminant regression
Let us consider an RGB image I that has been captured with camera C under a light source of unknown color. Our objective is to estimate a global illuminant correction vector ρ = [r, g, b] such that the corrected imageÎ appears identical to a canonical image (ie. an image captured under a white light source). While a scene may contain multiple illuminants, here we follow the standard simplifying assumption and seek a single global illuminant correction per image. Similar to contemporary learning based approaches we adopt a deep learning strategy. We cast illuminant estimation as a regression taskρ θ = f θ (I), where f θ is a nonlinear function described by a neural network model. The model's parameters θ are learned and optimised by minimising the well-known angular error loss:
Angular error provides a standard metric sensitive to the inferred orientation of theρ θ vector yet agnostic to its magnitude, providing independence to the brightness of the illuminant, while comparing its color. Figure 2 : Overview of the proposed strategy defining task distribution T i ∼ p(T ). Considering a set of cameras and camera specific images, we separate images into subtasks based on illuminant color. This is done by computing color temperature for each image, and building a CCT histogram for each camera. Images in the same task are defined as images captured using the same camera and belonging to the same CCT histogram bin.
Due to the discussed limits on typical dataset size per camera, we adopt a simple architecture comprising of four convolutional layers (all sized 3 × 3 × 64), an average pooling layer and two fully connected layers (sizes 64 × 64, 64 × 3) all with ReLU activations, except for the last layer.
Given a dataset of images D = {C, {I i }}, comprising of images acquired using a single camera C, under varying illumination conditions, one can learn to regress global illuminants. Nonetheless, while there are many publicly available datasets, most comprise a relatively small number of images and are camera-specific. This limits the performance of deep learning techniques and typically necessitates aggressive data augmentation and/or pre-training on only quasi-related tasks. In addition, device-specific Camera Spectral Sensitivities (CSS) affect the color domain of captured images and the recording of scene illumination. Images captured by different cameras can therefore exhibit ground-truth illuminant distributions that occupy differing regions of the chromaticity space [27] , as can be observed in Fig. 1(b) . Intuitively, this means that two images of the same scene and illuminant will have different illuminant corrections if taken by different cameras. As a result, model performance can be limited when training/testing on images acquired from multiple cameras.
Few-shot inter-camera learning
We aim to leverage multiple datasets to train a model that is robust to CSS. To this end, we borrow ideas from metalearning and few-shot learning classification approaches. We employ the MAML [21] algorithm for inter-camera illuminant regression. MAML aims to learn an optimal model initialisation from a large set of tasks so that it can adapt quickly at test time to a new unseen task.
Color temperature based task definition. We now consider a set of datasets ∆ = {D s }, with D s = {C s , {I i } s } for s ∈ S distinct image sensors. Our objective is to partition all images into a set of tasks such that a) tasks are distinct and diverse, yet numerous enough to learn a good model initialisation, and b) a task contains samples with a level of homogeneity that yields good performance when fine-tuning the model using only a few training images.
Defining tasks for few-shot classification is relatively straightforward, with a set of classes naturally defining a task set. In contrast, this paper considers a regressive problem of estimating an illuminant correction vector. In this context, a naïve approach might be to define a camera as a task. However task count then increases only linearly as new cameras are added and this would require a substantial number of individual sensors to provide enough training tasks. In addition, we expect to observe large variability in illuminant correction within one camera dataset, due to both scene and light source diversity. Achieving good performance and efficient generalisation using tasks that contain too wide intra-task diversity may be difficult, especially when camera-specific models will be fine-tuned in a fewshot setting. We therefore associate each camera with a set of tasks in which the illuminant corrections are clustered.
Gamut based color constancy methods [23, 19, 7] assume that the color of the illuminant is constrained by the colors observed in the image. We make a similar hypothesis when defining our subtasks and aim to regroup images with similar dominant colors in the same task. Color temperature (CT) is a common measurement in photography, often used in high-end camera softwares to describe the color of the illuminant for setting white balance [34] . By definition CT measures, in degrees Kelvin, the temperature that is required to heat a Planckian (or black body) radiator to produce light of a particular color. A Planckian radiator is defined as a theoretical object that is a perfect radiator of visible light [48] . The Planckian locus, illustrated in Fig. 3(a) , is the path that the color of a black body radiator would take in chromaticity space as the temperature increases, effectively illustrating all possible color temperatures.
In practice, the chromaticity of most light sources is off the Planckian locus, so the Correlated Color Temperature (CCT) is computed. CCT is the point on the Planckian locus closest to the non-Planckian light source [48, 46] . Intuitively, CCT describes the color of the light source and can be approximated from photos taken under this light. As shown in Fig. 3(b) , different temperatures can be associated with different types of light [34] .
For each image, we compute CCT as described in [32] :
with n = (x − x e )(y − y e ), and A i , t i , x e , y e constants as defined in [32] . Variables x, y are coordinates in the chromaticity space which can easily be estimated from the image's RGB values [46] . Finally, we compute a histogram H s containing M bins of CCT values for camera s and define each task as containing the set of images in each histogram bin. As a result, we define a task T (D s , m) ∈ T as: Figure 3(b) highlights that a large variety of light sources are defined by relatively low temperatures. Accounting for this non-uniform distribution, we define bin edges of H s as a partition of temperature values on a logarithmic scale. In particular, when setting M = 2, we expect to separate images under a warm light source from images under a cold light source (eg. indoor images vs. outdoor images). An overview of the task definition strategy is shown in Fig. 2 , Task Definition box.
MAML algorithm. We propose to use the Model Agnostic Meta Learning approach [21] to train our regression model to adapt quickly to multiple tasks and cameras. MAML is an iterative algorithm that trains a model f θ on multiple tasks, aiming to find optimal initialisation parameters θ that allow good performance to be reached in only a few gradient updates, using only a small number of training samples for new unseen tasks.
Considering our set of tasks T as defined above, each MAML iteration samples a batch of tasks T i . For each task, K meta-training images are randomly sampled and used to train model f θ with original parameters θ for n standard gradient descent updates. The model's parameters θ are updated to be task-specific parameters θ i :
where α is the learning rate parameter and L Ti (f θ ) is the regression loss function as described in Eq. 3. Finally, a new set of meta-test images are sampled from the same task T i . For each task in our batch, we compute the meta-test loss function L Ti (f θi ) using the task specific updated parameters. We can finally update the global parameters as:
where β is the meta-learning rate parameter. We refer to the task specific parameter update (Eq. 5) as the inner update, and to the global update (Eq. 6) as the outer or meta-update. At test time, parameters are optimised for a new unseen task using Eq. 5 after n gradient updates and K training samples. We finally compute the illuminant correction for each test image I as ρ θi = f θi (I).
We investigate the performance of three variants of MAML, characterised by different definitions of the learning rate α. The first one, as described in the original MAML algorithm [21] , defines α as a constant set manually (MAML). Secondly, we consider the metaSGD and LSLR approaches [39, 3] , which define α as a learnable parameter, allowing the direction and magnitude of the gradient descent to be learned. In metaSGD [39] , we learn an α value per parameter in the network, meaning that α and θ have the same size, consequently doubling the number of trainable parameters. MetaSGD has been observed to yield improved results, but the large number of parameters has the potential to make training difficult with limited training data. Finally, we consider LSLR [3] which also learns an α vector but substantially reduces the number of trainable parameters (cf. metaSGD), as LSLR learns a single parameter per layer in the network for each inner gradient update.
Datasets and preprocessing
Four public color constancy datasets: Gehler-Shi [49, 28] , NUS-9 [16] , Cube [6] and Funt HDR [25] are combined to investigate the capabilities of the proposed methodology. We use a total of 3881 images captured by 13 different cameras. For each dataset, we make use of the provided 'almost-raw' PNG images for all experimental work that follows in Section 4. Ground-truth illumination is measured by Macbeth Color Checker (MCC) in all datasets except for the 'Cube' database that alternatively uses a SpyderCube [1] calibration object. We make the common assumption that each image contains a dominant global scene illuminant, and use the provided ground-truth measurement for Gehler-Shi, NUS-9 and Cube. Gehler-Shi: The dataset [49, 28] contains 568 images of indoor and outdoor scenes. Images were captured using Canon 1D and Canon 5D cameras. NUS-9: The NUS 9-Camera dataset [16] consists of 9 subsets of ∼210 images per camera providing a total of (1736 + 117 1 ) = 1853 images. All subsets comprise images representing the same scene, highlighting the influence of the camera sensor. Cube: The 'Cube' dataset [6] , containing 1365 images, is a recently provided CC resource containing exclusively outdoor imagery, captured using a Canon EOS 550D camera. Funt HDR: The HDR image dataset captured by Funt and Shi [25] contains 1752 images that were captured using a Nikon D700. We make use of the provided 16-bit PNG versions of the raw imagery. The dataset contains subsets of (up to) 18 images, captured over short time frames (∼5fps), for each of 105 scenes. Most subsets contain ≥ 1 image where the MCC is absent. We choose a single representative image for each scene in the dataset, fixing exposure, shutter speed and aperture and discard 10 scenes where all scene images contain the MCC. The Funt HDR dataset contributes 95 distinct image samples to our accumulated total from which we define the meta task distribution p(T ). Multiple MCCs are present in each scene, and following our global illuminant assumption, we approximate a dominant illuminant using the median measured illumination. Data preprocessing: Camera specific black-level corrections are applied in keeping with offsets specified in the dataset descriptions and we normalize network input to [0, 1], considering appropriate image bit depths. Gehler-Shi, NUS-9 and Funt HDR datasets are masked using provided MCC coordinates and Cube using the fixed SpyderCube image location with value RGB = [0, 0, 0]. Illuminant groundtruth information is masked in all images, containing a calibration object, during both learning and inference stages.
Results
Implementation. We evaluate our model using leaveone-out cross validation for the 13 cameras, ie. for each 1 The NUS dataset has recently been updated to include 117 additional images from a ninth camera. During training we use all nine cameras. camera we train a model using random 128 × 128 image crops from the remaining 12 cameras. Due to the makeup of our proof-of-concept amalgamated dataset, the majority of cameras capture similar scene content (NUS-9 imagery) and, since we aim to optimise the ability to learn a generalisable solution between datasets without overfitting to particular scenes, we choose the Gehler-Shi (Canon 5D) images as a validation set. This allows for optimisation of model hyperparameters using imagery containing unique scene content. We train our CNN model for 20k iterations, used a meta-batch size of 10, number of training images K = 10, meta-learning rate β = 0.001. The update learning rate α is set to 0.001 for MAML, and randomly initialised between 0.0005 and 0.01 for metaSGD and LSLR. We use batch normalisation on all convolutional layers. At inference time, for each test image, we randomly select K test training samples (from the test image task) and fine-tune the model for 10 iterations. To evaluate the statistical robustness of our method to variation in the selection of K test images, we independently repeat 10 draws for each test image. We report the median angular error over all images, averaged over all draws.
Task definition. To explore the validity of our meta-task definition, we plot CCT histograms and respective groundtruth [r, g, b] gain corrections per image, relative to CCT bin assignment, in RGB space. Figure 4 provides an example of these for the NUS Canon 600D image set and we show CCT histograms for M = 2 bins. Correlating bin edges to the temperature chart found in Figure 3(b) , we see that images can be separated based on light type, and more specifically, indoor vs outdoor light sources. This observation is confirmed by the CCT histogram obtained from the Cube dataset (Fig. 4(a) ), where all images contain outdoor scenes and are essentially contained in one bin. Figure 4 also illustrates that our CCT-histograms generate homogeneous tasks since ground-truth illuminant corrections, belonging to the same bin, are well clustered in RGB space. Images now belong to a task, conditioned on both camera sensor and CCT bin. This results in M · |{C s | s ∈ S}| valid learning tasks assuming that each CCT bin is non-empty, for each sensor. In the remaining experiments, we set M = 2. While ideally we would strive for a larger number of learning tasks and to increase the granularity with which we can separate lighting conditions, we were limited by small image datasets and M > 2 yielded bins with insufficient image counts per task.
Parameter and method analysis. Using our validation camera we evaluate the influence of key parameters and meta-learning strategy. We train models using imagery from all 12 remaining cameras for our three considered variants of MAML: MAML, metaSGD and LSLR. For each meta-learning strategy, we evaluate the influence of inner gradient updates n and train models for n = 1 and n = 5. While K = 10 is fixed during training, we evaluate the in- Error bars in (a-e) report inter-draws variance.
fluence of available training images at test time, computing performance for K test ∈ {5, 10, 20}. We also report results for n test ∈ {1, 5, 10}. Since LSLR learns a different learning rate per inner update, we set α i = α n , ∀i ≥ n when n test is set to a value larger than that used during training. We report results in Table 1 , with the best results for each K reported in bold. We observe a substantial improvement in performance when increasing the number of inner updates at training time. Of the meta-algorithm variants, MetaSGD appears to have the worst performance. This can be attributed to the fact that the method requires a significantly larger number of parameters, manifesting as training difficulty with our limited amount of training data and task count. LSLR appears to offers a compromise between simplicity and flexibility, yielding the best results when n = 5. However, interestingly, LSLR performs poorly compared to MAML when training with only 1 gradient update. Predictably, we observe an increase in performance as we increase the number of training images K test , reaching our overall best performance with a median angular error of 1.84 degrees and K test = 20 training samples. Finally, we can see that LSLR and MetaSGD benefit from an additional number of gradient updates, while MAML appears to reach optimal performance with n test = n. Considering our experimental observations, we use n = 5 and n test = 10 with our LSLR variant for the remainder of our experimental work. We set K test = 10 unless otherwise specified.
Results comparisons. We train a simple baseline model using the introduced network architecture and standard back-prop with leave-one-out cross validation. At test time we report both with (Baseline -fine tune) and without (Baseline -no fine tune) K-shot fine tuning. Validation data splits and fine tuning are performed as described in Section 4-Implementation. Baselines are trained for 60k iterations using the same parameters as our Meta-AWB model. Figure 5 shows the evolution of the median angular error, with respect to the number of gradient updates, for all datasets under both baselines and our Meta-AWB approach. Figure 5(a) reports results from our parameter analysis, highlighting the performance and quick adaptation of the different meta-learning methods with respect to the baselines on the Canon 5D camera (Gehler-Shi) . We observe that our approach adapts significantly faster than baselines, with a significant gap in performance for most datasets. The Cube dataset shows the largest improvement, suggesting a large sensor difference to the remaining training data. Baseline fine-tuning adapts the fastest on NUS-9, Table 2 : Performance on the NUS-8 dataset [16] . We follow the same format as [10] , reporting average performance (geometric mean) over the 8 original NUS cameras.
which can be attributed to the fact that we train on multiple instances of the same scene. Nonetheless, Fig. 5 (f) shows per camera performance and highlights that while our approach yields similar performance across NUS-9 cameras, the fine-tuning baseline fails to adapt successfully to several cameras (eg. Olympus, Nikon D40 and Fujifilm) and yields significantly worse performance. Our method provides better performance on each NUS-9 test camera individually, in addition to average performance. Finally, performance on FUNT HDR suggests that our single illuminant approximation may not be optimal.
Finally, we compare our results with recent state of the art approaches using the common benchmark datasets: Gehler-Shi, NUS-8 and Cube. Due to the fact that we only select a subset of FUNT HDR images, and approximate a single illuminant ground truth, FUNT HDR results are not directly comparable. We report results on NUS-8 (without the recently added Nikon D40 camera) to provide a fair and accurate comparison. Quantitative results are shown in Tables 2 (NUS-8) , 3 (Gehler-Shi) and 4 (Cube) where we report standard angular-error statistics (Tri. is trimean and G.M. geometric mean). We can see that we obtain results that are competitive with the state of the art and fully supervised methods, despite using significantly less camera specific training data. We achieve good generalisation on all datasets, in particular with the Cube dataset whose sensor and image content appear to be substantially different from the rest of our datasets based on our baseline results. In addition, we obtain results that are on par with fully supervised approaches on the NUS dataset and significantly outperform unsupervised approaches relying on large amounts of data. This superior performance (compared to other considered datasets) can be linked to the fact that the NUS scene content is repeatedly seen during training. 
Conclusion
We present Meta-AWB, a meta-learning approach to computational color constancy. Our few-shot learning technique enables fast generalisation across four benchmark datasets and 13 different camera sensors resulting in accuracy performance competitive with the camera-specific, fully-supervised state-of-the-art, trained on an order of magnitude more test-camera data. We introduce a novel meta-task definition strategy, driven by image color temperature, that results in distinct regression tasks with intuitive physical meaning. We presented and studied the influence of several variants of our technique exploring the value of K, number of gradient updates and meta-learning outer update strategy. We show improved learning ability over standard fine-tuning, resulting in efficient use of only few training samples. Meta-AWB has the ability to generalise quickly and learns to solve the computational color constancy problem in a camera agnostic fashion. This provides the potential for high accuracy performance as new sensors become available yet mitigates arduous and time-consuming calibration of training imagery, required for fully-supervised approaches. The current work relies on a relatively limited number of tasks for meta-training that likely yields a bias benefiting cameras observing similar scene content (NUS data). One would expect to reach better generalisation performance with more imaging content variability per camera. Future work will also investigate how accuracy can be further improved by more complex base-learner components.
C.2. Macbeth Color Checker
In each scene, 4 Macbeth Color Checkers (MCC) are present in positions such that the illumination incident is expected to represent overall scene illumination. To realise our (unique) dominant scene illuminant assumption, we compute the median GT illuminant per scene to approximate a dominant illumination. In Figure 8 we investigate the validity of this approach. For each scene, we compute angular error between the median GT illuminant and each of the 4 distinct GT scene illuminants, provided by each MCC. Figure 8 (a) shows per-scene boxplots of the computed angular errors. While we observe that most median errors are smaller than 2 degrees, several images have very large angular differences between MCCs. This suggests that our single illuminant approximation may not be suitable for these images, explaining our relatively poorer performance on the Funt HDR dataset.
In Figure 8 (b), we show a histogram computing the minimum distance between (any) scene MCC illuminant and the median GT illuminant (used in our paper as ground-truth). We observe that the large majority have a distance smaller than 1 degree, suggesting that our approximation is very similar to an approach of choosing a single MCC as GT, under the single illuminant approximation. 
Appendix D. Interpretation of NUS camera results
The NUS-8 camera dataset [16] is comprised of subsets of ∼210 images representing largely similar scenes and illuminants captured by different cameras. Due to the scene and illumination invariance, differences in GT illuminant distributions can therefore be associated with differences in Camera Spectral Sensitivity (CSS). In Fig. 9 we plot the median GT illuminant correction in RGB space per camera for 8 NUS subsets and reproduce our NUS per camera accuracy results from the main manuscript, where we compared our approach with that of the baseline.
By inspecting Fig. 9(a) , it may be seen that the 'Fujifilm' and 'Olympus' cameras have distinct and relatively distant median GT in RGB space compared with the other cameras in the NUS dataset. This correlates well with the results we obtain using the baseline fine-tuning method, where the naïve fine-tuning of these two cameras results in weak median angular-error performance. This is demonstrated in Fig. 9(b) , where larger errors for these cameras are observed for the baseline approach visualized in a blue color. On the contrary, our Meta-AWB approach is able to quickly adapt to large differences in camera sensor and yields consistent performance across all cameras investigated, demonstrated by consistently lower error, visualized in green. It should be noted that the Nikon D40 camera GT is not plotted in Fig. 9(a) . Acquired later, this image set has substantially fewer images and no direct scene-to-scene correspondence, making a median GT comparison to the rest of the cameras less meaningful. The lack of scene correspondence may partially explain the weak baseline naïve finetuning results also observed for this camera.
