Strategy
The major objective of Benchmark Test 2 (BMT2) is to quantitatively examine the reliability of estimates of repository host rock performance, using large-scale performance assessment (PA) models that are developed by upscaling small-scale parameters and processes. These small-scale properties and processes can be investigated based on either discrete-fracture-network (DFN) models or heterogeneous-porousmedium (HPM) models. While most research teams use DFN, we employ fractal-based HPM for upscaling purposes. Comparison of results based on fundamentally different approaches is useful for evaluating and bounding the uncertainties in estimating repository host rock performance.
HPM has both advantages and limitations when compared with DFN. DFM is conceptually more appealing because it explicitly describes fractures and the flow and transport processes that occur within them. However, HPM is more consistent with approaches used to derive field measurements of hydraulic properties (such as permeability). These properties are generally determined based on assumptions related to the continuum approach. HPM is also more straightforward in describing spatialcorrelation structures of measured hydraulic properties. For example, potential flow features in the Borrowdale Vocanic Group (BVG) were found to show marked spatial clustering (Nirex, 1997) , which is expected to result in a long range correlation in measured permeability distributions. This important behavior may not be captured with conventional DFNs, in which random distribution (or similar distributions) of individual fractures is assumed. The usefulness of HPM will be partially demonstrated in this report by a satisfactory description of the short interval testing data using Levy-stable fractals.
(Recently, Jackson et al. (2000) also showed that equivalent HPMs could approximately describe flow processes within subgrid fracture networks.)
We use Monte Carlo simulations to determine flow and transport parameters at different scales. Since we have used a fractal-based approach supported by field measurements, effective properties will be scale-dependent. Effects of mechanical processes on flow and transport properties will be also considered in the upscaling procedure. Then, large-scale thermal-hydrologic-mechanical (THM) and transport processes will be modeled.
Data Analysis

Short interval testing data
One difference between DFM and HPM is their need for different kinds of data as basic input. Because we use a HPM approach, we directly employ small-scale permeability data collected from the field rather than geometry data for different sets of fractures.
-16 -15 -14 -13 -12 -11 -10 -9 -8 m length interval and typically tested 1 to 2 m lengths of the borehole. They are comprised of 100 pulse injection tests and six production tests. In the definition of BMT2 (Version 4.0), the short interval testing data were considered to be collected from the upper formation (Near surface BVG). This may not be the case for the following two reasons. First, the largest permeability value inferred from the testing is about 3E-16 m 2 that is much smaller than the calibrated large-scale permeability 8.51E-14 m 2 for the upper formation. Second, in the Nirex report (page 4.13, 1997) , the near-surface BVG formation was defined as the formation within 50 m of present day ground surface while the total vertical testing interval is 156 m. Therefore, in this study we assume that the short interval testing data were collected from the lower formation (Fleming Hall Formation).
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Fractional Levy motion
In this study, we first tested the usefulness of using Levy-stable fractals to characterize the short interval testing data. A number of researchers have used fractional Levy motion to characterize subsurface heterogeneities in porous media (Painter, 1996; Liu and Molz, 1997; Molz and Liu, 1997) . While detailed discussions of fractional Levy motion can be found in those references, we provide here a brief introduction to Levy-stable distribution and parameters of fractional Levy motion (fLm).
Levy-stable distribution is a generalization of the well-known Gaussian distribution,
given by
where α is the Levy index and C is the width parameter. The Levy stable distribution will be reduced to the Gaussian distribution for α =2. The width parameter C corresponds to the standard deviation of Gaussian distribution. Compared with Gaussian distribution, Levy distribution is characterized by long tails (Figure 2 ) and infinite theoretical second (and higher) moments. We further define increments of log(K), where K refers to conductivity (m/s), as
where z is the spatial coordinate and h (m) is the lag. If log(K) distribution is consistent with fractional Levy motion, the probability distributions of log(K) increments for different lags follow Levy-stable distributions (Equation (1)) with the same Levy index and different width parameters given by
where C 0 and H are constants, with H representing the Hurst coefficient. It can be shown that Levy-stable fractals are self-similar at all scales (or lags). For 1/α < H <1 positive increments tend to be followed by positive increments (persistence), while for 0<H<1/α positive increments tend to be followed by negative increments (antipersistence). The latter is the case in this study.
H can also be considered as a measure of degree of long-range correlation. The larger the H value, the stronger the long-range correlation. If flow features were well connected, one would expect to observe relatively strong long-range correlation from the corresponding permeability measurements. Therefore, H values observed from permeability measurements could be used to approximately identify how well flow features are connected. Note that α = 2 corresponds to the Gaussian distribution
The parameters characterizing fractional Levy motion include α, C, C 0 , and H. To determine these parameters from the short interval test data, we used the quantile-based estimators for α and C for a given lag h (Fama and Roll, 1972; Painter, 1996) . The scaling parameter H is calculated by fitting Equation (3) to the estimated C as a function of lag h.
Analysis Results
As an example, Figure 3 shows a comparison between a Gaussian distribution with variance determined from the data, a Levy-stable distribution with C and α values estimated from this study, and the observed probability density data for h = 1.56 m.
Obviously, the Levy-stable distribution fits the data much better than the Gaussian distribution. Figure 5 shows the match of Equation (3) with C values estimated from the short interval testing data, indicating that a scaling relationship does exist at least on the scales up to 100 m. In summary, the analysis results (Figures 3-5 ) support the usefulness of fractional Levy motion in characterizing the spatial variability of measured conductivity. Table 1 gives the fLm parameter values estimated from the data and used for modeling studies described in other sections. 
Implications and Limitations of the Data Analysis
One important implication of our analysis is that long-range correlation exists in hydraulic property distributions. This is consistent with the field observation that PFFs are hydraulically significant and show marked spatial clustering. Capturing this behavior in an upscaling procedure is expected to be important. Also, because scaling behavior exists at least on scales up to 100 m, we can expect that the scale beyond which fractures can be represented by a homogeneous porous medium will be at least on the order of 100 m (if this scale exists).
Note that our analysis results are also supported by a number of studies reported in the literature. Based on observed data, Hirata (1987) and Yamamoto et al. (1993) found that fractures are not randomly distributed in space, but spatially clustered. The spatial clustering patterns could be described by fractals (Hirata, 1987; Yamamoto et al., 1993) .
Obviously, spatial clustering patterns of fractures should be closely related to spatial distributions of fracture permeability.
Nirex (1997) presented two conceptual models for flow within the BVG unit, corresponding to well-connected and unconnected flow feature clusters, respectively. As previously indicated, Hurst coefficient, H, can be used to approximately identify how well flow features are connected. The relatively small H value (0.16), estimated from the short interval tests, seems to support the second conceptual model. This will be further discussed in Section 3.2.
In our analysis, we use only small-scale conductivity data and do not consider fracture geometry data. As a result, we are not able to consider the anisotropy resulting from fracture orientations. This may be resolved by incorporating anisotropy information from other teams using DFNs. Also, the small-scale conductivity data were collected from the lower formation of the reference problem. Similar data are not available from other formations. Given all this, we have to assume that fractal parameters developed from the short-interval test are applicable to all formations, while different mean hydraulic properties are used for different formations.
Modeling Approaches
This section presents an approach used to model large-scale flow and transport processes by combining a stochastic simulation of subsurface heterogeneity, upscaling rock properties, and a Monte Carlo simulation of flow and transport ( Figure 6 ). 
Stochastic simulation of subsurface heterogeneity
Heterogeneous distributions of flow and transport properties are determined using stochastic simulations based on the fLm. The measurement scale associated with the short interval testing is assumed to be the average testing interval (1.56 m). Therefore, the heterogeneity is computationally generated with a gridblock size of 1.56 m × 1.56 m over the whole model domain, such that the resolution of generated heterogeneity is consistent with the measurement scale.
The fLm parameter values given in Table 1 are used for simulating log(k) distributions.
Different formations are assumed to have the same fLm parameters except mean log (k) values, where k is permeability. The mean log(k) for the lower formation is considered to be the same as that calculated from the short interval testing data. The difference between mean log(k) value for the lower formation and the mean value for another formation is assumed to be the same as the corresponding log(k) difference between the two formations calculated from calibrated log(k) values given in Table 5 .2 of Nirex (1997) (see definition of BMT2). Table 2 gives the mean log(k) values used for stochastic simulations. Because Levy-stable distributions have many novel and often unfamiliar properties, studies about generating fLm distributions are rare in the literature. As part of this study,
we generalize a relatively simple and computationally efficient successive random additions (SRA) algorithm, originally developed for generating Gaussian fractals, to simulate fLm distributions. We also propose an additional important step in response to continued observations that the traditional SRA algorithm often generates fractal distributions with poor scaling and correlation properties. The generalized and modified SRA algorithm is validated through numerical tests; this work is reported elsewhere (Liu et al., 2001) . This new algorithm is used for generating log(k) distributions. Figure 7 shows a numerical gridblock for large-scale modeling that contains subgrid heterogeneity simulated using the procedure discussed in Section 2.1. Different approaches are available for estimating gridblock-scale hydraulic conductivity (e.g., Renard and de Marsily, 1997) . In this study, we use a simple numerical approach. For example, to determine effective horizontal hydraulic conductivity for a given numerical gridblock (Figure 7 ), we impose zero vertical flow conditions at the top and bottom boundaries and different hydraulic heads at the two side boundaries. Steady-state flow through the gridblock in the horizontal direction is then simulated. According to Darcy's law, the effective horizontal hydraulic conductivity is calculated as an average horizontal flux through a vertical line across the gridblock, divided by the hydraulic head gradient.
Upscaling hydraulic conductivity
A similar procedure can also be used to determine effective vertical hydraulic conductivity. For a given numerical mesh (e.g., Figure 17 ), values for gridblock-scale effective parameters (e.g., hydraulic conductivity and dispersivity) are automatically generated for each gridblock by a numerical code developed for this study. Table 2 shows Means and standard deviations for log of gridblock scale (50 m x 12.5 m) effective permeability for one realization of subsurface heterogeneity in large-scale model domain. Lower -18.9 1.14 As previously indicated, the relatively small H value determined from the short interval tests seems to support a conceptual model that clustered flow features are not well connected globally. This is further confirmed by a good agreement between the mean and standard deviation of gridblock permeability from the lower formation (Table 2) with those for the upscaled permeability of the undifferentiated BVG unit, obtained by Nirex (Table 3 .2, 1997) based on the conceptual model that flow features are not well connected.
Determination of transport parameters
Subgrid heterogeneity within a numerical gridblock for large-scale modeling may have an important effect on overall solute transport behavior. Therefore, this effect cannot be simply ignored. In this study, we use gridblock-scale dispersivity to approximately consider this effect. 
where C/C 0 is the relative concentration ranging from zero to one and corresponds to the cumulative probability in Figure 8 (v is the velocity, x is the horizontal length of the gridblock, t is the time and α L is the longitudinal dispersivity). Note that for simplicity, we used dispersivity determined from the horizontal solute transport in a gridblock as the longitudinal dispersivity. The gridblock-scale transverse dispersivity is assumed to be zero. An important step for upscaling the stress-permeability relationship is to relate local permeability (at 1.56 m scale) to parameters b r , b max and fracture frequency f. We assume that at the 1.56 m scale, local permeabilities can be considered to result from horizontal and vertical fractures. Different assumptions regarding relations among local permeability and the relevant parameters (f, b r , and b max ) will give rise to different upscaling models. In this report, we present two useful models.
Upscaling Model I
Local permeability variation is expected to result from both f and aperture variations. In this model, we assume that all the fractures are identical and the permeability variation is purely due to changes in fracture frequency f. The relation among fracture aperture, frequency and local permeability k L is (CRWMS M&O, 1999):
Combining Equations (5) and (6) gives
where σ is the (effective) normal stress (MPa), subscript "in" refers to the initial (in-situ) conditions, and ∆σ is the stress change (σ -σ in ). Since all the fractures are assumed to be identical, R b will be a constant through the model domain. It is important to note that local permeability ratio (Equation (7)) does not depend on local permeability and frequency. Therefore, the same relation is also valid for effective permeability (K eff ) ratio at a gridblock scale:
In other words, the permeability ratio is not scale-dependent in this model and numerical upscaling procedure is not needed. For a given initial stress and a stress change, the permeability ratio is purely determined by the parameter R b . A large R b corresponds to a large portion of residual aperture (b r ) in the total aperture b, and therefore gives rise to relatively weak response to mechanic process ( Figure 11 ). The average R b value from the four lab measurements is given in Table 4 .
Upscaling Model II
While Model I gives a simple, closed-form stress-permeability relation at gridblock scale, it is not consistent with field observations from the unsaturated zone of Yucca Mountain, showing that the permeability ratio depends on local permeability. A smaller initial local permeability generally corresponds to a larger permeability ratio. Motivated by this observation, we develop the second model by assuming that there are single vertical and horizontal fractures within a 1.56m x 1.56m block. The permeability variation is assumed to be due to b r variation while b max is fixed (b max = 23E-6 m for the upper formation and 10E-6 m for the lower formation). The b max values for the two formations correspond to the largest and smallest b max values observed from the lab measurements (Table 4 ).
Numerical upscaling procedure described in Section 3.4.1 is used for a 50 m x 50 m gridblock containing a heterogeneous permeability distribution characterized by Levy fractal. Within a 1.56 m x 1.56 m block, the initial aperture is calculated from Equation (6) with the corresponding local permeability. Then b r at that small block is calculated from Equation (5) for a given initial stress. Note that Equation (7) is still valid for local scale permeability ratio, but Equation (8) does not hold for the 50 m x 50 m gridblock. This is because R b is not constant anymore. Figure 12 shows local permeability ratio calculated with the method described above. It increases with describing initial local permeability, which is consistent with observations from Yucca Mountain. Because b max is fixed, a smaller initial permeability will give a smaller b r or a smaller R b . Based on Equation (7), this corresponds to a smaller permeability ratio. For a given mean log(k) for the 1.56 m x 1.56 m blocks within the 50 m x 50 m gridblock, we can simulate effective permeability ratio for the gridblock for different initial stresses and stress changes. Based on Equations (5) and (6), the local scale R b is given by
Numerical experiments indicate that simulated stress-effective permeability relations can be approximately represented by Equation (8) with an effective parameter R b * :
Numerical experiments also indicate that the effective parameter R b * can be approximated by a modified from of Equation (9):
As an example, Figure 13 shows a comparison between results calculated from Equation (10) with numerical simulation results (data points). A good agreement is obtained. For the lower formation, we consider fractures with initial aperture smaller than 1.7E-6 m to be a part of the matrix that is assumed not to respond to stress change. The aperture value of 1.7E-6 is determined as the mean of measured residual aperture minus twice of its standard deviation (Table 4 ). This treatment is motivated by the observation that in the Short Interval Tests, "for intervals not crossed by an identified PFF, the effective permeability determined from the tests is consistent with the permeability of the matrix in BVG (determined from measurements on cores)" (Page 4.14, Nirex, 1997).
Additional Remarks
Two models are developed for calculating gridblock-scale stress-permeability relationships. Although Model I is developed by assuming identical properties for individual fractures and spatially variable fracture densities, it can be mathematically shown that the model is also valid for individual fractures with different aperture parameters (e.g., b r and b max ) as long as R b is the same for individual fractures. For the given parameter values for the problem under consideration, Model I generally predicts larger permeability changes due to mechanical processes ( Figure 14 ). Another interesting finding from this upscaling exercise is that local permeability ratio purely depends on R b for a given initial stress and a stress change. R b is an important parameter to characterize effects of the mechanic process on hydraulic properties.
Effective R b for large-scale stress-permeability relationships, R b *, seems to exist. How to relate R b (or R b *) to local (or large-scale) permeability is of interest for modeling M-H processes, and deserves further studies. Figure 15 shows a numerical grid used for large-scale modeling studies. A very fine discretization (in both vertical and horizontal directions) is used near the repository, such that subsurface heterogeneity can be better represented and detailed flow and transport behavior can be simulated in that area. Multiple realizations of subsurface heterogeneity are employed to determine the mean flow and transport processes and the associated uncertainties. The numerical code T2R3D (Wu et al., 1996) is used to simulated coupled TH and tracer transport processes. Figure 18 shows temperature distribution at 100 years after the repository starts to release heat. The temperature contours near ground surface and sea become relatively curved for horizontal distances between 2,400 and 4,000 m. This is a signature of relatively large downward water flux at and near ground surface for horizontal distances between 2,400 and 3,000 m, partially resulting from relatively large permeabilities in that area ( Figure   16 ). This also reflects relatively large upward water flux to the sea for the horizontal distances between 3,000 and 4,000 m. Figure 19 shows a temperature distribution along a horizontal line across the repository as a function of time. The highest temperature at the repository of about 50 o C is reached in about 100 years.
Large-scale modeling: Monte Carlo simulations
Tracer transport simulations, coupled with TH processes, are performed for cases with and without considering heat released from the repository. Figure 20 shows a tracer concentration distribution at 100 million years for the case considering heat released from the repository. Figure 21 compares breakthrough curves at a perimeter surface at 50 m from the boundary (wall/floor/roof) of the repository. They correspond to cases that do and do not consider heat release from the repository, respectively. As shown in Figure 21 , the differences between the two curves are small, indicating that the heat release has an insignificant effect on near-field radionuclide transport. Since heat release mainly affects the temperature distribution near the repository (Figures 18 and 19) , it is expected that the heat release has an even more insignificant effect on far-field radionuclide transport.
Therefore, the effects of the heat release on radionuclide transport may be negligible for the problem considered. 
Effects of Thermal-Mechanical (TM) Process
An estimate of thermomechanically induced permeability changes is conducted for the case of mean permeability values consistent with those given in Table 2 . In this case, we are using the 50-meter scale stress-permeability relationships developed in Section 3.4.1 using upscaling Method I and II. Figure 22 presents the permeability as function of an isotropic effective stress (left vertical axis) or as a function of corresponding approximate depth (right vertical axis). The figure shows that the 50-meter permeability relationship is more sensitive to stress changes for upscaling Method I. At the level of the repository (about 500 meters depth) the stress is so high that fracture are almost complete compressed mechanically and the permeability (for both Method I and II) is approaching its residual value. Therefore, a further stress increase due to thermal stresses cannot significantly reduce the permeability further. If, on the other hand, the rock is unloaded (for example due to excavation), the permeability could theoretically increase by up to 2 orders of magnitude (for Method I). Also note that the mean initial permeability in Formation 1 (lower formation) is less than the cut-off values for matrix permeability and is therefore considered to be independent of stress.
For simplicity, the simulation is conducted starting at an initial depth-dependent permeability distribution according to Figure 22 . The 100 by 10 meters repository area is represented by a heat source while no rock material is removed from the model (to avoid collapse of the overlying rock). The thermal stresses and associated permeability changes were calculated at 100 years and 1000 years for a thermal expansion coefficient of 1⋅10 -5 °C -1 . Although, the temperature reaches its maximum of 50°C at about 100 years ( Figure   21 ), most changes in the permeability field occurs at 1000 years when the heat transfer occurs in a larger area around the repository. At 1000 years, the thermal stress near the repository increases by about 10 to 20 MPa with most changes taking place in the horizontal direction. In the vertical direction, smaller thermal stresses are induced due to the horizontal elongation of the repository area, and its proximity to the free land surface.
As a consequence of higher thermal stress in the horizontal direction, most changes in permeability occur in the vertical permeability. A small reduction in permeability occurs above the repository between 100 to 500 meters depth. Such reduction is possible because the location on the stress permeability function above the residual permeability value. At the ground surface, the stresses horizontal stresses are reduced and as a consequence the vertical permeability increases by a factor of 2.6. The permeability changes in Figure 23 are calculated using upscaling model I. For model II, the permeability changes are much smaller.
This simulation indicates that the thermomechanically induced permeability changes are relatively small. However, the estimated permeability changes are very depended on the applied stress-permeability function. In this case, the stress permeability functions were developed using laboratory scale data, which was directly applied to the 1.56 meters block scale. Many in situ experiments have indicated that the hydromechanical properties are different in situ then corresponding laboratory properties. For example, b max can be considerable larger for a larger fracture surface area and b r may also be different.
Therefore, a sensitivity study should be conducted considering possible difference between laboratory and in situ hydromechanical properties. 
50-meter
Effects of Fracture Porosity
In the large-scale preliminary simulations discussed above, a measured porosity of 5.7%
for core samples collected from the upper formation is used. This porosity corresponds to the matrix porosity and can be considered as the upper limit of fracture porosity. To evaluate effects of fracture porosity on solute transport, we compare simulation results with the porosity of 5.7% and fracture porosity values estimated based on an approach similar to that used by CRWMS M&O (2000) . The permeability distribution used in this section is the same as that given in Figure 16 .
For the purpose of estimating fracture porosity, we assume that fracture networks to consist of infinite fractures in vertical and horizontal directions. The total fracture frequency can be estimated by where b is hydraulic aperture calculated with Equation (6). CRWMS M&O (2000) showed that fracture permeabilities calculated using hydraulic aperture are much smaller than those determined from gas tracer data, while the latter were considered to be more reliable. Therefore, fracture porosities calculated using (10) probably represent lower limits of fracture porosities. Table 5 gives calculated fracture porosities using Equation (10) for the upper and lower formations. Porosity values from Table 5 yields a much shorter breakthrough time, indicating that fracture porosity has a significant effect on the performance of potential repository when the matrix diffusion is ignored.
In the simulations shown in Figure 24 , thermal loading is considered. To further evaluate the thermal loading on near-field radionuclide transport for porosity values given in Table   5 , Figure 25 compares breakthrough curves with and without thermal loading at a perimeter surface at 50 m from the boundary of repository. The thermal loading has a noticeable, but insignificant effect on radionuclide transport. (Thermal loading results in slightly shorter tracer travel times.) This is consistent with our discussion in Section 4.1. 
Summary
Analysis of the short interval testing data indicates that the spatial variability of measured conductivity is well characterized by fractional Levy motion. The long-range correlation of measured conductivity suggests that the scale (above which fractures can be represented by a homogeneous medium) be at least on the order of 100 m (if this scale exists).
A modeling approach (combining stochastic simulation of subsurface heterogeneity, upscaling rock properties, and Monte Carlo simulation of flow and transport) is presented. Numerical codes to generate fLm distributions and to automatically determine gridblock-scale effective properties have been developed for this study. Two models for upscaling stress-permeability relations are also developed.
Our preliminary simulation results, obtained by considering coupled thermal, hydraulic and tracer transport processes, indicate that the heat release does not have an insignificant effect on radionuclide transport, but fracture porosity does. The T-M processes due to the thermal loading may not result in significant changes in permeability distributions.
