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Abstract. In this paper a new two-dimensional vector 
quantizer for memoryless Gaussian source, realized in 
polar coordinates, is proposed. The G.711 codec is 
embedded in our vector quantizer, and therefore our vector 
quantizer is compatible with the G.711 codec. It is simple 
for realization and it has much better performances, 
compared to the G.711 codec, such as much higher SQNR 
(signal-to-quantization noise ratio) for the same bit-rate, 
or bit-rate decrease for the same SQNR. The G.711 codec 
is widely used in many systems, especially in PSTN (public 
switched telephone network). Due to compatibility with the 
G.711 standard, our vector quantizer can be realized with 
simple software modification of the existing the G.711 
codec, and therefore it can be very easily implemented in 
PSTN and other systems. So, small investments are needed 
for wide implementation of our model, but significant 
improvement of performances can be obtained. 
Keywords 
The G.711 standard, two-dimensional quantizer, polar 
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1. Introduction 
Quantization is the main step in the analog-to-digital 
conversion process and it is very important in all modern 
telecommunication systems. With good choice of quantizer 
signal quality improvement and bit-rate decrease can be 
achieved. One of the most popular quantizers is scalar 
logarithmic μ-law quantizer, with μ = 255, defined with the 
G.711 standard [1], [2], [3]. It is widely used in many sys-
tems, especially in PSTN (public switched telephone net-
work). Because of that, compatibility with the G.711 stan-
dard is very important, and it is required for many new 
models and standards. For example, new G.711.1 standard 
is compatible with the G.711 standard, [4] – [8]. Model 
proposed in [9] is also compatible with the G.711 standard.  
Vector quantization gives better performances com-
pared to scalar quantizers, since they have a higher degree 
of freedom for choosing the reconstruction values and the 
decision regions. But, the price for these increased per-
formances is an increase in computational complexity. 
Two-dimensional vector quantizers are the simplest vector 
quantizers. One class of two-dimensional quantizers are 
polar quantizers [10], [11], [12], which are used very often, 
especially for circularly symmetric sources.  
In this paper a new two-dimensional polar vector 
quantizer is proposed. It is developed for memoryless 
Gaussian source and realized in polar coordinates (r,Φ), 
where r denotes amplitude (radius) and Φ denotes phase. 
For quantization of amplitude r we use logarithmic μ -law 
companding quantizer with μ = 255, which is defined with 
the G.711 standard. This means that the scalar G.711 
quantizer is embedded in our vector quantizer and there-
fore our vector quantizer is compatible with the G.711 
standard. So, our log-polar quantizer can be obtained by 
simple software modification of the existing scalar G.711 
quantizers, and small investments are needed to achieve 
wide implementation of the log-polar quantizers in PSTN 
and other systems. For quantization of phase Φ uniform 
quantizer is used and number of phase levels is the same on 
each amplitude level (it is known as product (or strict) 
polar quantization). Because of that, our vector quantizer is 
very simple for realization. Since it is realized in polar 
coordinates and since logarithmic compression law is used 
for amplitude quantization, our vector quantizer will be 
called “the log-polar quantizer”.  
It is shown in this paper that our log-polar quantizer 
gives much better performances compared to the scalar  
μ-law companding quantizer defined with the G.711 
standard: 
 it has constant SQNR in much wider range of the 
input variances; 
 for the same bit-rate it gives for 2.51 dB higher maxi-
mal SQNR and for 3.72 dB higher the average SQNR 
(averaging is done in the wide range of input vari-
ances (-25 dB, 20 dB) in relation to the referent input 
variance); 
 it can achieve the same average SQNR with bit-rate 
decrease of 0.5 bits/sample; 
 it can satisfy the G.712 standard [13] with bit-rate 
decrease of 1 bits/sample. 
So, we can summarize that our log-polar quantizer is 
simple for realization, compatible with the quantizer 
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defined with the G.711 standard but it has much better 
performances. So, with small investments, a significant 
improvement of performances can be achieved. 
The simulation of the log-polar quantizer is done 
using MATLAB. Also, an experiment is done using a real 
speech signal. The obtained simulation and experimental 
results are almost identical with theoretical results.  
In the paper [14], the problem of the spherical loga-
rithmic quantization (which for two-dimensional case be-
comes log-polar quantization) was considered. But, this 
solution is not compatible with the G.711 standard and it is 
more complex than our solution. In this paper we give an 
analysis of SQNR in the wide range of input variances, 
which is not given in [14].  
In the paper [15], the design of the embedded polar 
quantizers was presented. It was shown in [15] that product 
(i.e. strict) polar quantizers are more suitable for construc-
tion of embedded polar quantizers, compared to the unre-
stricted polar quantizers (where the number of phase levels 
is not the same on different amplitude levels), since polar 
quantizers give smaller excess distortion. Since our polar 
quantizer is product, it can be used for construction of 
embedded polar quantizer.  
This paper is organized in the following way. The 
new two-dimensional log-polar quantizer is described in 
Section 2. In Section 3 performances (distortion, SQNR, 
the bit-rate) of the log-polar quantizer are analyzed. In 
Section 4 we give numerical results obtained by theory and 
by simulation, for the log-polar quantizer. Also, the com-
parison with the scalar quantizer defined with the G.711 
standard is done in Section 4. Section 5 concludes the 
paper. 
2. Description of the Log-polar 
Quantizer 
The design of the two-dimensional vector quantizer 
will be done in polar coordinates (r,Φ), where r denotes 
amplitude (radius) and Φ denotes phase of the point in the 
two-dimensional plane. Polar coordinates are connected 
with Cartesian coordinates (x1, x2) with expressions 
x1 = r cos Φ and x2 = r sin Φ. 
We assume that input signal has Gaussian distribution 
with zero mean value and with variance denoted with σ2. 
Assuming that two consecutive input samples x1 and x2 are 
mutually independent, the joined pdf can be expressed as 
f(x1, x2) = f(x1) f(x2) =1/(2πσ2) exp[-(x12 + x22)/(2σ2)]. The 
joined pdf in the polar coordinates are given with 
f(r, Φ) = r/(2πσ2) exp[-r2/(2σ2)]. Pdf for r coordinate is 
f(r) = r/(σ2) exp[-r2/(2σ2)]. (r coordinate has Rayleigh dis-
tribution). Pdf for Φ coordinate is f(Φ) = 1/(2π), (phase Φ 
has uniform distribution, i.e., two-dimensional signal 
source is circularly-symmetric).  
The two-dimensional quantizer will be done in the 
following way. r coordinate will be quantized using the 
logarithmic companding quantizer with μ compression law, 
μ = 255, with L levels, whose compression function 
g(r): (0, rmax) → (0, rmax) is  
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where rmax denotes the maximal amplitude of this 
quantizer. This quantizer is defined with the G.711 
standard, and therefore our two-dimensional quantizer is 
compatible with the G.711 codec. Thresholds for this 
quantizer are denoted with 0 = r0 < r1 <…< rL = rmax and 
representational levels with m1 < m2 <…< mL , and it is 
valid that mi  (ri – 1, ri). Solving the equations 
g(ri) = irmax/L, i = 0,…, L and g(mi) = (i – ½) rmax/L, 
i = 1, …, L we obtain the expressions for thresholds 
ri = rmax/μ [(μ + 1)i/L – 1], i = 0, …, L and for representation 
levels mi = rmax/μ [(μ + 1)(i - ½)/L – 1], i = 1, …, L. 
On each amplitude level we use the uniform quantizer 
with M levels for the quantization of the phase Φ. Using 
uniform quantization of the phase, it means that our two-
dimensional quantizer is simple for realization. Phase 
thresholds on each amplitude level are given with 
Φj = j2π/M, j = 0, …, M and phase representation levels are 
given with Ψj = (j - ½) 2π/M, j = 1, …, M.  
So, the two-dimensional log-polar quantizer has 
N = LM cells. Some arbitrary cell (i, j), i = 0,…,L; 
j = 1,…, M is placed between amplitude thresholds ri - 1 and 
ri and between phase thresholds Φj - 1 and Φj. Within this 
cell there is one representation point (mi, Ψj). Since polar 
coordinates are used for the design of the two-dimensional 
quantizer and since logarithmic μ compression law is used 
for the r coordinate, our two-dimensional quantizer will be 
called the log-polar quantizer. 
3. Performances of the Log-polar 
Quantizer 
During the quantization process, an irreversible error 
is made. This error can be measured by distortion. The total 
distortion D is the sum of the granular distortion Dg (when 
0 ≤ r ≤ rmax) and the overload distortion Dov (when 
r > rmax). D, Dg and Dov depend on rmax and σ, so it can be 
written that  
 ),(),(),( maxmaxmax  rDrDrD ovg  .  (2) 
It should be mentioned that D, Dg and Dov are distortions 
per dimension. It is common for vector quantization to use 
distortion per dimension, since in that way it is easy to 
compare distortions of vector quantizers with different 
dimensions.  
It was proved in [10] that Dg = Dg1 + Dg2 where  
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The article ½ on the beginning of the previous expressions 
means distortions per dimension. Since the logarithmic μ-
law companding quantizer for the r coordinate has a large 
number of levels, the following approximations can be 
used: 
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where ∆ri =ri – ri - 1. Using approximations (5) and (6), it is 
obtained: 
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Now, we should find ∆ri . For the companding quantizer 
with a large number of levels it is valid that g’(mi) = ∆/∆ri, 
where ∆ = rmax /L. It follows that ∆ri = rmax /(Lg’(mi)). For 
g(r) given with (1), it is valid that g’(r) = 
μ /[ln(μ + 1) (1 + μr/rmax)]. Therefore, we have that 
∆ri = [ln(μ + 1) /L] mi [1 + rmax/(μmi)]. Changing this in (8), 
we obtain  
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For the large number of the amplitude levels L, summation 
can be changed with integration and it is valid that ∆ri ≈ dr. 
Therefore, it is obtained that 
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After integration, the following expression for Dg1 is 
obtained: 
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Starting with the expression (4), and using approximation 
(5), we obtain: 
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Using approximation (7) and knowing that ∆ri = ri – ri-1, 
we have that  
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Changing summation with integration, it is obtained that 
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After the integration, the following expression for Dg2 is 
obtained: 
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When r > rmax, the amplitude r is mapped to mL. In that 
way the overload distortion Dov is made. Using the 
procedure applied for the granular distortion in [10], it is 
obtained that  
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For large L, approximation mL ≈ rmax is valid. Applying 
this, after the integration, the following expression is 
obtained: 
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The total distortion D is equal to the sum of the expressions 
(9), (12) and (13). SQNR is defined as  
 )/(log10 210 DSQNR   [dB]. (14) 
The design of quantizers is done for one referent 
input variance, denoted with σ02. The maximal amplitude 
range of the quantizer rmax, is proportional to σ0, i.e. 
rmax = ασ0. The values for the parameter α and referent 
variance σ02 will be defined in Section 4.  
The bit-rate of the log-polar quantizer, denoted with 
Rlog-pol, is defined as: 
 LMNR pol 22
log log
2
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2
1  [bits/sample].  (15) 
Simplified expressions for the signals with 
moderate amplitude. For these signals it is valid that 
μr >> rmax and r < rmax. The overload distortion can be 
neglected, which means that the total distortion is equal to 
the granular distortion, i.e. D = Dg = Dg1 + Dg2. We will see 
that the expression for the distortion can be significantly 
simplified. Due to approximation μr >> rmax, it is valid that 
g’(r) = [rmax/ln(μ + 1)]/r. Since ∆ri = rmax /[L g’(mi)], we 
have that ∆ri = [ln(μ + 1)/L] mi. Based on (8) it follows that 
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For moderate signals it is valid  
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Using this, it is obtained that Dg1 = σ2 ln2(μ + 1) /(12 L2). 
Based on (11), and using (16), it is obtained that 
Dg2 = σ2 π2 /(3 M2). Finally, the total distortion is equal to 
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SQNR is given with the following expression: 
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From (17) we can see that SQNR is constant in the range of 
the moderate signals since it does not depend on the input 
variance σ2. 
4. Numerical Results and Comparison 
between the Log-polar and the 
Scalar G.711 Quantizer 
Simulation. The simulation of the log-polar quantizer 
is done in MATLAB. As an input signal, we use the ran-
dom variable with Gaussian distribution, with zero mean 
value and variance σ2 = 1, which has 160000 samples and 
which is generated using MATLAB function: 
x = random('Normal',0,1,1,160000). 
In Tab. 1 numerical results are given for three log-
polar quantizers. We give SQNR obtained by theory, for 
σ2 = 1. Also, we give SQNR obtained by simulation. We 
can see that theoretical and simulation results are almost 
identical (the maximal difference is only 0.023 dB), which 
proves the theory developed in Sections 2 and 3.  
 
L M SQNR[dB]   theory 
SQNR[dB] 
simulation 
SQNR[dB] 
experiment 
256 256 40.1595 40.1749 40.2802 
256 128 36.0732 36.0864 36.1157 
128 128 34.1389 34.1626 34.2403 
Tab. 1.  SQNR [dB] for three log-polar quantizers, obtained by 
theory and by simulation. 
Experiment. Now, we will apply the log-polar quan-
tizer on the real speech signal (sampling rate is 8 kHz, the 
signal consists of 320000 speech samples). To do this, we 
form small frames of length F = 40 speech samples. Sam-
ples within one frame are denoted with x1,…, xF. Then, 
two-dimensional vectors are formed in the following way: 
two samples xi and xF/2+i, i = 1,…, F / 2 are joined into one 
two-dimensional vector. So, we join two samples separated 
for F / 2 samples, instead of joining two consecutive sam-
ples. This is done to eliminate correlation between con-
secutive samples. Since our two-dimensional model should 
be compatible with the G.711 standard (which was devel-
oped for one-dimensional quantization) uncorrelated sam-
ples should be used. So, if we want compatibility with the 
G.711 standard, correlation should be eliminated. Because 
of that, our model is developed for uncorrelated samples. 
Forming the frames, a small delay of τ = 5 ms is produced 
(for sampling rate of 8 kHz), but this delay is almost negli-
gible since an allowed delay for the speech signal is 
150 ms, according to the ITU G.114 recommendation.   
Values of SQNR obtained by experiment are 
presented in Tab. 1. We can see that these values are very 
close to the values obtained by theory and by simulation. In 
that way, correctness of our model is proved.  
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Fig. 1.  SQNR in the wide range of the input variance. 
Numerical results obtained by theory, for the wide 
range of input variances. We can define the relative input 
variance 10 log10(σ2/σ02) as the logarithmic ratio of the 
input variance σ2 and the referent variance σ02. Without 
losing of generality we can choose that the referent vari-
ance is σ2 = 1. In Fig. 1, the dependence of SQNR on the 
relative input variance is presented. The scalar quantizer 
defined with the G.711 standard will be called the scalar 
G.711 quantizer. We have five lines in Fig. 1. Line 5 
defines the G.712 standard [13]. Line 4 represents SQNR 
for “the scalar G.711 quantizer”. Lines 1, 2 and 3 represent 
SQNR for the two-dimensional log-polar quantizer, for 
different values of the parameters L and M. Parameter   
for the log-polar quantizer is chosen in the way that all four 
lines (1, 2, 3 and 4) start to decrease, due to the overload 
distortion, in the same relative input variance 
10 log10(σ2/σ02) = 17 dB. In that way comparison of these 
lines will be simplified. Using this condition, we obtain 
that α = 35. We can see from Fig. 1 that lines 1, 2, 3 and 4 
are above the line 5, which means that all these quantizers 
satisfy the G.712 standard.  
Now, we will define two performance parameters: 
SQNRmax and SQNRaverage. SQNRmax is the maximum of 
SQNR, and it can be read from Fig. 1. Also, SQNRmax for 
the log-polar quantizer can be obtain using (17), since 
SQNRmax is achieved for the moderate signals. SQNRaverage 
is the average SQNR in some interval I of the relative input 
variance. We use interval I = (-25 dB, 20 dB). Averaging is 
done in 450 points, mutually separated by 0.1 dB. For the 
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scalar G.711 quantizer we have that SQNRmax = 37.93 dB 
and SQNRaverage = 57.35 dB.  
Now, we will analyze three cases of the log-polar 
quantizer, for different values of parameters L and M.  
 Log-polar quantizer with L = 256 and M = 256. Line 
1 corresponds to this quantizer. For this quantizer it is 
valid that Rlog-pol=8 bits/sample, SQNRmax=40.4407 dB 
and SQNRaverage =39.2932 dB. This quantizer has the 
same bit-rate as the scalar G.711 quantizer, but it has 
for 2.51 dB higher maximal SQNR. Also, from Fig. 1 
we can see that SQNR-line of this log-polar quantizer 
is much wider (i.e. SQNR is constant in much wider 
range of the input variances) compared to the scalar 
G.711 quantizer. Therefore, this log-polar quantizer 
gives the average SQNR higher for 3.7242 dB. So, we 
can conclude that using this log-polar quantizer, much 
higher maximal and average SQNR can be achieved 
compared to the scalar G.711 quantizer, for the same 
bit-rate.   
 Log-polar quantizer with L = 256 and M = 128. Line 
2 corresponds to this quantizer. For this quantizer it is 
valid that Rlog-pol=7.5 bits/sample, SQNRmax=36.1808 dB 
and SQNRaverage = 35.6569 dB. This quantizer has 
smaller maximal SQNR compared to the scalar G.711 
quantizer, but due to the much wider SQNR-line (see 
Fig. 1), its average SQNR is higher for 0.09 dB. So, 
with this log-polar quantizer we can achieve the same 
average SQNR but with bit-rate decrease of 0.5 bits 
per sample, compared to the scalar G.711 quantizer.  
 Log-polar quantizer with L = 128 and M = 128. Line 
3 corresponds to this quantizer. For this quantizer it is 
valid that Rlog-pol=7 bits/sample, SQNRmax= 34.4226 dB 
and SQNRaverage = 33.3209 dB. From Fig. 1 we can see 
that this quantizer satisfies the G.712 standard and it 
has wider SQNR-line compared to the scalar G.711 
quantizer. So, we can conclude that using this log-
polar quantizer the G.712 standard can be satisfied 
with bit-rate decrease of 1 bits/sample compared to 
the scalar G.711 quantizer (which requires 8 bits per 
sample to satisfy the G.712 standard).  
So, we can conclude that the log-polar quantizer has 
much better performances, compared to the scalar G.711 
quantizer. Firstly, it has much wider SQNR-line (i.e. it 
provides constant SQNR in much wider range of input 
variances). Using the log-polar quantizer we can achieve 
for 2.51 dB higher maximal SQNR and for 3.7242 dB 
higher the average SQNR, for the same bit-rate. Bit-rate 
decrease of 0.5 bits/sample can be achieved for the same 
average SQNR. Standard G.712 can be satisfied with bit-
rate decrease of 1 bit/sample.  
Our log-polar quantizer also has some other good 
characteristics. As it was explained in Section 3, it is very 
simple for realization (since uniform quantization of the 
phase is done and the number of phase levels is the same 
on each amplitude level).  
Another very important characteristic of the log-polar 
quantizer is compatibility with the G.711 standard. Scalar 
quantizers based on the G.711 standard are widely used, 
especially in PSTN. With a small modification of these 
G.711 scalar quantizers which already exist, the log-polar 
quantizers can be obtained. So, with small investments, 
log-polar quantizers can be widely implemented. With 
small costs, significantly better performances can be 
achieved.  
5. Conclusion 
In this paper a new vector two-dimensional log-polar 
quantizer for memoryless Gaussian source was proposed. 
The quantizer was designed in polar coordinates. For 
amplitude quantization μ-law companding quantizer, de-
fined with the G.711 standard, was used. Because of that, 
the log-polar quantizer is compatible with the G.711 stan-
dard. Phase quantization was done with uniform quantizer 
and the number of phase levels is the same for each am-
plitude level. Therefore, our log-polar quantizer is simple 
for realization and can be obtained by simple software 
modification of the existing scalar G.711 quantizers, which 
are widely used in many systems, especially in PSTN. In 
that way, the log-polar quantizer can be very easily and 
with small investments implemented in these systems.  
Formulae for performances (distortion, SQNR, bit-
rate) were derived in the paper. Also, simplified formulae 
were derived for moderate signals, and it was shown that 
log-polar quantizer has constant SQNR for moderate 
signals. The simulation for the log-polar quantizer was 
done in MATLAB. Also, the experiment was done using 
the real speech signal. Very good matching of theoretic, 
simulation and experimental results was obtained. It was 
shown that the log-polar quantizer gives much better 
performances compared to the scalar G.711 quantizer: it 
has much wider SQNR curve (i.e. the range of input 
variances where SQNR is constant is much wider), for the 
same bit-rate it can achieve for 2.51 dB higher maximal 
SQNR and for 3.72 dB higher average SQNR (averaging 
was done in the range (-25 dB, 20dB) of input variances in 
relation to the referent variance), it can achieve the same 
average SQNR with bit-rate decrease of 0.5 bits/sample, it 
can achieve the G.712 standard with bit-rate decrease of 
1 bit/sample. So, small investments are needed for wide 
implementation of the log-polar quantizer in PSTN and 
other systems, but performances will be significantly 
improved. 
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