In this paper, we study the joint Laplace transform of the occupation times in disjoint intervals until ruin in a delayed Sparre Andersen risk model with general inter-claim times and exponential claims. We extend the transformation method in the literature and apply the theoretical fluctuation techniques to derive an explicit expression of the joint Laplace transform under consideration. Further, with the presence of a constant dividend barrier, we derive explicit expressions for the Laplace transforms of the time of ruin and the non-dividend paying duration, namely the total length of non-dividend paying periods prior to ruin. This quantity is of practical interest but has not been studied in the literature to date. Within this paper, all of the Laplace transforms are expressed in terms of scale functions associated with the given spectrally negative Lévy process. Numerical examples are also provided at the end of this paper regarding the Laplace transform of the non-dividend paying duration to illustrate how the distribution of this occupation time behaves in response to varying parameters and the impact of delay on the occupation times comparing with an ordinary Sparre Andersen risk model.
Introduction
In this paper we consider a continuous-time delayed Sparre Andersen risk model with a surplus process defined as
where u ≥ 0 is the initial surplus, c is the premium rate and {X i } ∞ i=0 is a sequence of independent and identically distributed (i.i.d.) positive random variables (r.v.) denoting the individual claim amounts, with a common distribution function (d.f.) F and probability density function (p.d.f.) f . Also, {N t : t ≥ 0}, which denotes the number of claims up to time t, is a delayed renewal process generated by a sequence of inter-claim times {K i } ∞ i=1 , i.e.
N t = inf{i ≥ 1 :
Note here the first claim occurrence time K 1 is assumed to follow p.d.f. h 0 . And
are assumed to have a common p.f. H (with survival functionH), p.d.f. h and Laplace transform (L.T.)ĥ. We further assume that the two random variable sequences
and {X i } ∞ i=1 are independent from each other and the positive safety loading condition is satisfied, i.e. E[K i ] = (1 + α)E[X i ], α > 0, i ∈ N + /{1}. One of the central research focuses in risk theory is the studies regarding the time of ruin, i.e. the first time that the surplus level of one insurance company, modeled by the above surplus process {U (t) : t ≥ 0}, falls below zero. Here we define the time of ruin as T u = inf{t ≥ 0 : U (t) < 0|U (0) = u}, u ≥ 0, and the ultimate probability of ruin is defined as ψ(u) = P(T u < ∞). A sample path of {U (t) : t ≥ 0} is given in Figure 1 . Another research topic that attracts a lot of attention is the well-known expected discounted penalty function (also known as the Gerber-Shiu function) of the given risk process which is defined as φ δ (u) = E e −δTu ω U (T u −), |U (T u )| 1 {Tu<∞} , u ≥ 0, (1.2) where δ is a force of interest or a Laplace transform argument, and 1 {·} is an indicator function. Within (1.2), the quantity ω U (T u −), |U (T u )| can be interpreted as a penalty function at ruin with surplus prior to ruin U (T u −) and deficit at ruin |U (T u )|. In particular, when ω(x, y) = 1, (1.2) reduces to the Laplace transform of T u with respect to (w.r.t.) δ, m δ (u) = E e −δTu 1 {Tu<∞} , u ≥ 0.
Let A denote a range of surplus levels. Then
is the occupation time of U (t) in A before ruin. It records the total amount of time that the surplus level of the insurance company falls within range A before ruin occurs. Consider an arbitrary interval of surplus, (a, b), with 0 ≤ a ≤ b. Making use of D A , the time of ruin T u can then be decomposed into three occupation times (as shown in Figure 1 ), i.e. In recent actuarial literature, there has been significant amount of research on the occupation time of an insurer's surplus for some interval (a, b), a < b. In risk theory, occupation times are utilized as an enhanced risk management tool to manage insurable risks. As the author pointed out in [14] , the recovery time after ruin can assist insurers to determine if it is worth continuing the business. As a generalization of the recovery time, the occupation time of the surplus process being in interval (a, b) prior to ruin can be used as an alternative management tool to examine the performance of an insurance portfolio. On one hand, the occupation time in (0, a) (for example, the minimum capital requirement set by regulatory authorities) measures the time an insurer's surplus remaining at critically low levels, which may help to measure the solvency risk; on the other hand, the occupation time in (b, ∞) (for an adequately chosen b > 0) measures the time the company performs well which may help to determine appropriate dividend strategies.
The distribution of negative surplus and the recovery time have been studied in [12] and [11] in the context of the classical risk model. In the spectrally negative Lévy model, [21] and [30] adopted two different approximation schemes to study the Laplace transforms on occupation times. In [21] the authors approximated the occupation time by a union of disjoint random time periods whose Laplace transform can be obtained using solutions to some exit problems while in [30] the spectrally negative Lévy process (SNLP), of which sample paths have unbounded variation, is approximated by a SNLP with sample paths of bounded variation whose Laplace transform for the occupation time can be found directly. [22] generalized the studies on occupation times into Markovian arrival process (MAP) risk models by relaxing the assumption of stationary and independent process increments and obtained a closed-form expression for the Laplace transform of the occupation times. [27] obtained the joint Laplace transforms of the SNLP occupation times over disjoint intervals (0, a) and (a, b) conditional on the two-sided exit stopping times, i.e. either from level 0 or level b. The authors adopted a different approach to those used in [21] and [30] in the sense that it associates the Laplace transform of occupation time with a problem concerning the fluctuation of the SNLP observed at two independent sequences of Poisson arrival times. Another major contribution of [30] and [27] is to express the Laplace transforms in terms of scale functions for SNLP. Some other research regarding occupation time include [4] , [9] , [23] , etc. However, as far as we know, the occupation times have not yet been studied in renewal risk models (Sparre Andersen risk models) in which the inter-claim times are i.i.d. and follow a general distribution.
Another main topic in actuarial literature is the risk model involving a barrier dividend strategy. A binomial model with a constant dividend barrier was proposed by [10] and further research on the constant dividend barrier strategies includes [29] , [35] , [24] , [16] , [20] , [33] and the references therein. [1] studied the distribution of dividend payments till ruin under a Sparre Andersen risk model with generalized Erlang(n) inter-claim times and a constant dividend barrier and derived an integro-differential equation for the moment generating function of the sum of discounted dividend payments before ruin. [26] extended [1] into a Sparre Andersen model with phase-type inter-claim times and showed that the distribution of the total dividend payments before ruin is a mixture of a degenerate distribution at zero and a phase-type distribution. Other types of barrier strategies include threshold strategy in [28] , [2] and [7] etc; linear barrier strategy in [13] and [3] etc; nonlinear barrier strategy in [5] and [6] etc. Given the above work, we have only seen studies on the distribution of the dividend paying duration (equivalently the distribution of total dividends) with the presence of a constant dividend barrier, the corresponding non-dividend paying duration has never been studied.
In [8] , the authors derived a closed-form expression for the distribution of the time to ruin for a delayed Sparre Andersen risk model with exponentially distributed claims by transforming the original boundary crossing problem to an equivalent one on linear lower boundary crossing by a spectrally positive Lévy process. By extending [8] to Erlang distributed claims, [34] obtained a formula for the joint density of the time to ruin and the number of claims until ruin. In this paper, we adopt and extend the transformation method to transform a Sparre Andersen risk process with exponential claims into a Cramér Lundberg process (a special case of SNLP) with arbitrarily distributed claims. After establishing the relationships among the occupation times in the original and transformed models, we obtain the Laplace transforms of the occupation times in the original risk model based on the ones in the transformed Cramér Lundberg model. A similar transform is done to a delayed Sparre Andersen risk process with a constant dividend barrier so that the Laplace transforms of the time of ruin and the non-dividend paying duration are derived.
The rest of the paper is organized as follows. In Section 2 we briefly review the spectrally negative Lévy process, the scale function and some relevant fluctuation identities.
Then we perform an equivalent transformation and establish the relationships among the occupation times in the original and transformed models in Section 3. By working with the transformed Cramér Lundberg model, we derive the joint Laplace transform of the occupation times in three disjoint intervals prior to ruin in Section 4. In Section 5, a Sparre Andersen risk model with exponential claims in the presence of a constant dividend barrier is considered and Laplace transforms of the time of ruin and the non-dividend paying duration are derived respectively. Lastly in Section 6, we present some numerical calculations on the Laplace transform of the non-dividend paying duration to illustrate how the distribution of this occupation time behaves in response to varying parameters and the impact of delay on the occupation times comparing with an ordinary Sparre Andersen risk model.
Fluctuation identities of spectrally negative Lévy processes and associated scale functions
In this section we briefly review the spectrally negative Lévy processes and the associated scale functions. Let {V (t) : t ≥ 0} on the filtered probability space (Ω, {F t } t≥0 , P) denote a spectrally negative Lévy process, which is a process with stationary and independent increments and no positive jumps. In this paper, we exclude the case of being the negative of a subordinator, i.e. {V (t) : t ≥ 0} cannot have decreasing paths. We denote the law of {V (t) : t ≥ 0} with V (0) = ν as P ν and the corresponding expectation as E ν . For ν = 0, we write P and E for simplicity. Based on our assumption, the Laplace exponent Ψ of the Lévy process exists and is defined through E e sV (t) = e tΨ(s) , s, t ≥ 0, and satisfies
and Π is a σ-finite measure of (0, ∞) such that
where x ∧ y denotes the minimum of x and y. And Π is known as the Lévy measure of V (t), while (γ, σ, Π) is referred to as the Lévy triplet of {V (t) : t ≥ 0}. Throughout this paper we define the Lévy measure in such a way that it is a measure on the positive half real line instead of the negative half real line. The process {V (t) : t ≥ 0} has paths of bounded variation if and only if σ = 0 and 1 0 zΠ(dz) < ∞. One example is the Cramér-Lundberg process, i.e.
where {M t : t ≥ 0} is a Poisson process with parameter λ. V (t) has the Laplace exponent
and the safety loading condition on V (t) can be expressed in terms of Ψ as More information can be found in [19] .
Then we recall the definition of the δ-scale function W (δ) (x), x ∈ [0, ∞). For δ ≥ 0, the δ-scale function of the process {V (t) : t ≥ 0} is defined as a continuous function on [0, ∞) with a Laplace transform given by
This function is unique, positive, strictly increasing for x ≥ 0 and is continuous for δ ≥ 0. We extend W (δ) to the whole real line by setting W (δ) (x) = 0 for x < 0 and write W := W (0) when δ = 0. The initial values of W (δ) are known to be
otherwise, which corresponds to the Lévy processes with bounded variation and unbounded variation respectively. Note that γ + 1 0 zΠ(dz) = c, the drift of {V (t) : t ≥ 0}. Another function used frequently is
where Z (δ) (x) := 1 for x < 0. Similarly we write Z := Z (0) . Two asymptotic behaviors are known as
and lim
To utilize the scale functions, we introduce the following first passage time r.v.s
with the convention inf ∅ = ∞. It is well known in the existing literature that if a > 0 and ν ≤ a, the solution to the two-sided exit problem is given as
and
Several auxiliary functions introduced in [30] are used in this paper. One equality holds:
then for p, q ≥ 0 and x ∈ R, we have
For p ≥ 0 and q ∈ R such that p + q ≥ 0, we define an increasing function
Given a positive and measurable function β (q) (x) on R and q ≥ 0, [30] proved that
Furthermore, if {V (t) : t ≥ 0} has paths of bounded variation, for p, q ≥ 0,
Readers may refer to [18] for more details about the spectrally negative Lévy process and [17] for examples and numerical techniques related to the computation of scale functions.
An equivalent transformation
Within the rest of this paper, we shall assume that the claim size X i , i ∈ N, follows an exponential distribution with parameter λ, i.e. f (x) = λe −λx , x ≥ 0. In this section, we extend the transformation method in [8] and transform our original delayed Sparre Andersen risk process into a Cramér Lundberg process by constructing a new system of coordinates. By doing so, we aim to study the occupation times in the original model via the occupation times in the transformed model. Assume K 1 takes value ξ (a constant). Following the transformation method developed in [8] , we translate the origin to (u, ξ) and rotate Figure 1 anti-clockwise through 90 degrees by swapping the roles of the time and the space. In mathematical language, we define
and in this (s, y) system of coordinates, the trajectory of our process {U (t) : t ≥ 0} becomes a step-wise compound Poisson process with positive jumps, i.e.
where
Poisson process with parameter λ that counts the number of positive jumps by 'time' s. Following the transformation, the three lines in the original (t, x) system of coordinates, i.e. l : x = 0, l 1 : x = a and l 2 : x = b, have their trajectories in the (s, y) system of coordinates respectively as follows:
Therefore the original ruin problem becomes the problem of first crossing time of l by the trajectory {U (s) : s ≥ 0}. The new stopping time is defined as
and since the point (τ, τ − ξ) satisfies the equation of l, i.e.
we have
Now, we 'flip around' the (s, y) system of coordinates and construct a new one:
where u denotes the new 'initial surplus' defined as
In this new system of coordinates, the trajectory of {U (t) : t ≥ 0} becomes 6) and the lines l, l 3 and l 4 are transformed into
The first hitting time τ is re-defined in this new (s, z) system of coordinates as
and a sample path of {U (s) : s ≥ 0} is given below:
As shown in Figure 2 , {U (s) : s ≥ 0} is a Cramér Lundberg process starting with an initial surplus u , increases with a constant premium rate 1 and has negative jumps modeled by the Poisson process N * s (number of jumps) and the distribution H (jump sizes). The whole process stops when it up-crosses l * , which is equivalent to ruin in the original risk model by construction. Note that the triangles AP B and CP D are isosceles right triangles since the premium rate is 1.
In the following, we shall present a couple of results generated by the above transformation. Definem δ * (u ) as the Laplace transform of τ :
then we have the following theorem:
The Laplace transform of time of ruin in the delayed Sparre Andersen risk model (1.1) can be expressed as
Proof. The proof is straight forward by applying (3.3). 
From the equivalent transformation we observe that the occupation times D (0,a) , D (a,b) and D (b,∞) in the original model (1.1) are scaled by the factor c due to the swap of the coordinates. The initial surplus u is also transformed into 'time' u and hence by conditioning on the relative sizes of u, a and b, we establish the relationships between the occupation times in the original model (1.1) and the transformed one (3.6).
s ≥ 0} spends 'time' u in all the three intervals, therefore we need to adjust all the three occupation times
As a result of Corollary 1 and Theorem 1, we have the following result.
Theorem 2
The joint Laplace transform of occupation times, m δ 1 ,δ 2 ,δ 3 (u, a, b), in the delayed Sparre Andersen risk model (1.1) can be expressed as
where B(u, a, b) is defined as
Remarks:
• By setting δ 1 , δ 2 or δ 3 to 0 (or equivalently, δ * 1 , δ * 2 or δ * 3 to 0), we can obtain the corresponding (joint) Laplace transforms of
• Alternatively, one can perform the transformation via the fluid flow approach used in [31] or [32] , through which the relationship (3.4) can be obtained as well. However, we claim that adopting the equivalent transformation method makes it easier to find the relationships among the occupation time random variables in the sense that through the transformation, the boundaries of the intervals are translated automatically so we obtain the new boundaries of the corresponding intervals immediately after the transformation.
In the following section, we shall derive the explicit expression form δ *
4 Joint Laplace transform of occupation times in the transformed Cramér-Lundberg risk model
In this section, we shall derive an explicit expression form δ * 1 ,δ * 2 ,δ *
3
(u , a, b) in terms of scale functions by utilizing the properties of the Lévy process described in Section 2. 
Proof. We begin the proof by considering the Cramér-Lundberg process {V (t) : t ≥ 0} described in Section 2. Here {V (t) : t ≥ 0} takes the form of {U (s) : s ≥ 0}, so the corresponding results on {V (t) : t ≥ 0} can be applied to {U (s) : s ≥ 0} directly. The first passage times of {U (s) : s ≥ 0} are defined in the same way as in (2.2). It is worth noting that the first hitting time τ is the same as τ + a+b according to (2.2) but we will keep using τ thereafter for simplicity.
For 0 ≤ a < b and q 1 , q 2 , q 3 ≥ 0, we define
(1) For 0 ≤ u < a, by the strong Markov property of {U (s) : s ≥ 0} and the fact that {U (s) : s ≥ 0} is skip-free upward, we can get
Note that (4.1) also holds for u < 0.
(2) Similarly, for a ≤ u < b, using (4.1)
According to (2.3), (2.4) and (2.7), we know that
When q 2 > q 1 , substituting it into (4.2) we have, for a ≤ u < b,
To further simplify result (4.3), we let u = a. Since {U (s) : s ≥ 0} has paths of bounded variation, we know W (q) (0) = 0. From (4.3) we obtain
and then (4.3) reduces to
Similarly, when q 1 > q 2 we obtain
Notice that both (4.4) and (4.5) are valid for u < a so that they hold for u < b.
In order to determine the expectation in the right-hand side of (4.6), we shall utilize (2.7) by taking β (q) (x) = W (q 1 ,q 2 −q 1 ) a (x) where the order of W a is q 1 + q 2 − q 1 = q 2 . Therefore, we have
Let u = b. From (4.6) and (4.7) we can get an expression of w(b):
Combining results (4.6)-(4.8) gives us, for all u ≤ a + b and q 2 > q 1 ,
. (4.9)
Similarly, when q 1 > q 2 , we obtain
. (4.10)
According to the definition ofm δ * 1 ,δ * 2 ,δ * 3 (u , a, b), it can be studied using the spatial homogeneity property of {U (s) : s ≥ 0} and the above results (4.8) -(4.10). For sufficiently large m, when q 2 > q 1 , we have
By the dominated convergence theorem and the asymptotic results of {U (s) : s ≥ 0} given in (2.1) and (2.5), we obtain the following limit
Using (4.12), (4.11) can be further simplified as
Similarly, when q 1 > q 2 , we can obtain 
(4.14) and (4.15) give the same result (4.13). Finally, let q i = δ * i , i = 1, 2, 3, then Theorem 3 is proved.
2
Remarks:
• Theorem 3 generalizes Corollary 2 in [30] ;
• The expression in Theorem 3 is given in terms of scale functions W (p) and H (p,q) which can be computed by Laplace inversion. Several numerical methods for dealing with Laplace inversion of the scale functions can be found in [17] .
Sparre Andersen risk model in the presence of a constant dividend barrier
In this section, we shall introduce a constant dividend barrier into our original Sparre Andersen risk model (1.1). Let a = 0, and b > u which is the dividend barrier. As long as the surplus level goes beyond b, dividends are paid out continuously at rate c until the next claim occurs. A sample path of the new model is given below: Figure 3 : A sample path of {U b (t) : t ≥ 0}
In this renewal risk model with the presence of a constant dividend barrier, we shall derive the Laplace transforms of the time of ruin and the non-dividend duration. Let {U b (t) : t ≥ 0} denote the surplus level at time t of this new Sparre Andersen surplus process with an initial surplus U b (0) = u ≥ 0, then we have
The time of ruin in this model is defined as
and the ultimate probability of ruin is ψ b (u) = P(T b u < ∞) ≡ 1. For δ ≥ 0, the Laplace transform of T b u is denoted by
The total time until ruin T b u can be decomposed into two parts:
where D 1 denotes the dividend paying duration prior to ruin and D 0 denotes the corresponding non-dividend paying duration. In order to study D 0 and D 1 , we shall perform the same three-step transformation as given in Section 3. A sample path of the final transformed process, denoted by {U b (s) : s ≥ 0}, is given below 
with {ζ n } and {σ n }, n ∈ N + , defined as follows: 
where (D * 0 , D * 1 ) and (D 0 , D 1 ) satisfy the following relationship
The Laplace transforms of the occupation times are defined in the following
and they satisfy the following results
It is sufficient to findm b,0 (u ) andm b,1 (u ) in the transformed process {U b (s) : s ≥ 0}. In the following subsections, we shall derive explicit expressions ofm b δ * (u ) andm b,0 (u ).
Laplace transform of first passage time τ b
In this subsection, we shall prove the following explicit result ofm b δ * (u ):
The Laplace transform of the first passage time τ b of the process {U b (s) : s ≥ 0} can be expressed as
where ρ * is the non-negative solution of the Lundberg fundamental equation corresponding to δ * , T is the Dickson-Hipp operator with definition
and the scale function W (δ * ) (u ) can be expressed as
with W (δ * ) (0) = 1. Furthermore, h(x; ρ * ) is the Esscher transform of h(x) with definition
Proof. We shall employ the integro-differential equation (IDE) approach to prove Theorem 4. Thanks to the renewal property of the Poisson process, we obtain an IDE ofm b δ * (u ) using the infinitesimal technique over a small time interval:
with a boundary conditionm b δ * (b) = 1. It follows from the general theory of differential equations that every solution of this non-homogeneous IDE is of the form (see [29] 
where C is a constant and the scale function W (δ * ) satisfies the homogeneous IDE:
with an initial condition W (δ * ) (0) = 1. The function g(u ) is a particular solution to the following IDE, for 0 ≤ u < ∞,
Using the boundary condition ofm b δ * (b), we obtain
and then the solution form b δ * (u ) becomes
By the definition ofm b δ * (u ), we knowm b δ * (0) = 0. Dividing bym b δ * (0) on both sides of (5.10) and lettingḡ(u ) =
, (5.10) can be rewritten as, for 0 ≤ u < ∞,
Taking Laplace transform on both sides of (5.12) giveŝ
where T is the Dickson-Hipp operator and properties of this translation operator can be found in [15] and [25] . Recall that for δ * ≥ 0 and s ≥ 0, the corresponding Lundberg fundamental equation under the transformed surplus process {U b (s) : s ≥ 0} is
which has one unique non-negative root ρ * . When s = ρ * the numerator should also equal 0, i.e.ḡ (0) = λT ρ * T δ * h(0).
Therefore, (5.13) can be further expressed aŝ
By inverting (5.14), we obtain an expression forḡ(u ) as
where a * b denotes the convolution of functions a and b and a * n denotes the n-th fold convolution of the function a. Thus we obtain an expression of g(u )
In order to determinem b δ * (0), letting u = 0 in (5.11) yields
(5.17)
Substituting (5.15) and (5.17) into (5.11), we obtain (5.5). We shall then derive the explicit expression for W (δ * ) (u ) given in (5.7). Following the methodology used in [29] , we introduce a function Φ(u ), 0 < u < ∞, such that
where Φ(u ) satisfies the following IDE
where h(x; ρ * ) is the Esscher transform of h(x). Using the above symbols, (5.19) can be re-written as 
, which can be further written aŝ
Inverting the Laplace transforms on both sides of the above equation with respect to s gives us
hence by substituting (5.21) into (5.18) we obtain (5.7). Note that within the above derivations we only considered the case of u ≥ 0, which means that the first claim comes before the surplus reaches b in the original risk process {U (t) : t ≥ 0}, i.e. u + cK 1 ≤ b. When the surplus reaches b before the first claim comes, i.e. u + cK 1 > b or u < 0, we can see the following sample path: In this section, we derive the Laplace transform of D * 0 , which can be used to study the nondividend paying duration D 0 of our model (1.1), and express it in terms of scale functions. Our result is given as follows.
Theorem 5
The Laplace transform of D * 0 given the initial surplus U b (0) = u is
, u ∈ R. (1) If 0 ≤ u ≤ b, by taking into account the memoryless property of the exponential distribution, the Laplace transform of r b conditioned onŪ b (0) = u can be expressed as
By the Initial Value Theorem, we have
and from the definition of the scale function and the definition of Ψ, we know W (δ * 0 ) (0) = 1 and Z (δ * 0 ) (0) = 1. Then, setting u = 0 in (5.23) yields
and hence
Substituting (5.24) into (5.23), we obtain, for 0 ≤ u ≤ b,
.
The result (5.22) is proved.
(2) For the case u < 0, similar to the previous subsection, {U b (s) : s ≥ 0} in Figure 5 starts from s = 0 and stays at z = 0 for |u | time units then increases with rate 1. In Figure  5 , no matter how negative u is, {Ū b (s) : s ≥ 0} always starts with 0 since the whole |u | contributes to the delay period, or D * 1 . Therefore, for u < 0, 25) and we complete the proof of Theorem 5. 2
• Having calculated W (p) using the methods discussed in previous sections, Z (p) can be calculated accordingly.
• Through Laplace inversion (analytically or numerically) ofm b δ * (u ) and E u e −qD * 0 1 {τ b <∞} given in Theorem 4 and 5, we can obtain the densities of τ b and D * 0 . Then the densities of T b u and D 0 can also be determined making use of the relationships between τ b and T b u as well as D * 0 and D 0 .
Numerical illustration
In this section we present some numerical calculations on the Laplace transform of the non-dividend paying duration to illustrate how the distribution of this occupation time behaves in response to varying parameters and the impact of delay on the occupation times comparing to an ordinary Sparre Andersen risk model. Throughout this section we assume the inter-claim times {K i } ∞ i=2 follow a hyper-exponential distribution with p.d.f. h(x) = We know that the duration D 0 measures the total time that the surplus process spends within the interval (0, b), with a lower barrier 0 and an upper barrier b, until the first exit from 0. For a fixed u, it is intuitive that an increase in b enlarges the interval and then decreases the chance that the surplus level exceeds b. Hence we should expect D 0 to increase, or equivalently, m b,0 (u) to decrease, which aligns with the trends shown in Figure  7 .
Another observation from Figure 7 is rather interesting. If we fix b and allow u to vary from 0 to b, the trend is different. An increase in u has two effects on D 0 :
• firstly, it decreases the chance that the surplus level drops below 0 and hence has a positive impact on D 0 ; • secondly, it increases the chance that the surplus level exceeds b and hence has a negative impact on D 0 .
The above two effects work together and produce the four trends shown in Figure 7 .
• When b is very small, i.e. b = 1, an increase in u results in a significant increase in the potential that the surplus will exceed b but a relatively small protection against ruin. Therefore overall D 0 decreases.
• When b is large, i.e. b = 8, one can see a reverse trend which implies that an increase in u significantly decreases the chance that the surplus will drop below 0 but has little impact on the potential of exceeding b. Therefore the overall trend for D 0 is increasing.
• For an intermediate b, when u starts to increase from 0, it provides a stronger protection against ruin rather than an assistance for the surplus to exceed b, hence D 0 increases initially. As u keeps increasing, the former effect becomes less significant while the later one keeps enhancing and eventually becomes the dominating effect. This explains the convex type relationship between u and m b,0 (u) when b = 3 and b = 5.
In order to access the impact of the premium rate c, we fix b = 3 and consider four different values of c, i.e. c = 1.05, 1.1, 1.2, 1.3. Then we have the following Figure 8 . Again, Table 2 presents some selected values of m 3,0 (u) with highlighted minimum values in each case. In Figure 8 , for each c level a convex relationship between D 0 and u is evident which can be explained using a similar reasoning as above. Since the premium income enables the surplus process to drift to infinity, a larger c increases the chance that the surplus exceeds b. Hence for a fixed u, as c increases, m b,0 (u) increases and D 0 decreases. In addition, when c decreases, the convex curve changes direction at a larger u, which implies that when the premium rate is lower, the initial surplus has a stronger impact on ruin protection. Hence when u increases towards b, the effect of ruin protection dominates for a longer period and equivalently D 0 increases for a longer period.
Last but not least, we test the delay impact on m b,0 (u). We do this by fixing b = 3 and making five different distributional assumptions on h 0 (x) that are all different from the one adopted before: for x ≥ 0,
• case 1: K 1 ∼ P areto (3, 3) , h 0 (x) = x ;
• case 4: K 1 ∼ Gamma(1.5, 1), h 0 (x) = e −x x 0.5 Γ(1.5) ;
• case 5: K 1 ∼ Gamma(2, x .
We deliberately choose the densities such that they have equal means but decreasing variances. The first observation is that different assumptions on h 0 do not change the general shape of the graph. More interestingly, we observe that m b,0 (u) increases with the coefficient of dispersion of h 0 . For instance, the heavy-tailed Pareto density has the highest variance (so highest coefficient of dispersion) which gives a greater potential that the surplus process will receive a significant amount of premium before the first claim. This naturally results in an increased probability that the surplus will reach b before the first claim and hence a potential decrease in D 0 , or an increase in m b,0 (u) equivalently. Therefore we should expect the size of m b,0 (u) to be positively related to the coefficient of dispersion of h 0 , which aligns with our observation.
Further, as the coefficient of dispersion of h 0 increases, the turning points of the convex curves move to the right, which suggests that a higher coefficient of dispersion increases the probability of collecting more premium before the first claim. Then the premium income before the first claim has a stronger impact than the initial surplus, which provides some degree of ruin protection. Hence D 0 increases over a wider range of u. Lastly, when u is much less than b, a higher coefficient of dispersion of h 0 allows more room for the premium collection and hence we observe significant dispersion in m b,0 (u) (or D 0 ) when u is small; however, when u is close to b, a slightly longer time before the first claim would enables the surplus to exceed b. Therefore the impact of the variation in h 0 is limited and diminishes when u approaches b, which results in the convergence at the right tail in the figure.
We remark that the numerical calculations and the corresponding analyses can be done in a similar way for the Laplace transforms obtained in Theorem 3 and 4. And specific numerical methods for dealing with the corresponding inversion of Laplace transforms can be found in Section 5 of [17] .
