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 In this exploratory study, we deliberately pull 
apart the Artificial from the Intelligence, the material 
from the human. We first assessed the existing 
technological controls available to Information Security 
Managers (ISMs) to ensure their in-depth defense 
strategies. Based on the AI watch taxonomy, we then 
discuss each of the 15 technologies and their potential 
impact on the transformation of jobs in the field of 
security (i.e., AI trainers, AI explainers and AI 
sustainers). Additionally, in a pilot study we collect the 
evaluation and the narratives of the employees (n=6) of 
a small financial institution in a focus group session. We 
particularly focus on their perception of the role of AI 
systems in the future of cyber security. 
1. Introduction  
Hyperautomation deals with the application of 
Artificial Intelligence (AI) and subdomains such as 
reasoning, planning, machine learning, natural language 
processing and robotics. Autonomous things exploit AI 
to perform tasks usually done by humans, while offering 
increasingly AI-driven decision-making capacity. The 
aim of AI systems is to increase human well-being [1]. 
Nonetheless, in 2013, Paul Krugman [2], Nobel 
Memorial Prize in Economic Sciences, warned that 
“today, a much darker picture of the effects of 
technology on labor is emerging. In this picture, highly 
educated workers are as likely as less educated workers 
to find themselves displaced and devalued, and pushing 
for more education may create as many problems as it 
solves” (p.118). Recently, the European Commission 
reported that some estimate the number of 2 billion jobs 
may be lost to automation, while others claim that 375 
million jobs will be created by 2025/30 [3]. 
Hyperautomation and autonomous things will not only 
substitute human workers but also create new job 
opportunities. For example, new AI-driven business and 
technology jobs [4] will emerge and humans will 
complement the tasks performed by cognitive 
technology, ensuring that the work of machines is both 
effective and responsible. AI trainers (i.e., workers 
performing tasks useful to train AI systems), AI 
explainers (i.e., workers interpreting the outputs 
generated by AI systems), and AI sustainers (i.e., 
workers monitoring the work of AI systems) may be the 
future jobs of the generations Z and Alpha [4]. This job 
transformation may happen in the near future.  
The results of a recent survey conducted by the 
European Commission revealed that Europeans are 
concerned about the impact of robots and AI on 
employment: 74% of respondents expect that due to the 
use of robots and artificial intelligence, more jobs will 
disappear than new jobs will be created. Alternatively, 
72% of respondents believe robots steal people’s jobs 
and 44% of respondents who are currently working 
think their current job could at least partly be done by a 
robot or AI [5, 6, 7]. Brynjolfsson and McAfee [8] 
showed the pace at which technological innovation 
disrupts labor markets by making workers redundant. 
The impact of computerization on labor market 
outcomes is well-established in literature [9]. It 
documents the decline of occupations mainly consisting 
of procedural tasks performed by sophisticated 
algorithms. What is clear is that nowadays, not only 
routine tasks can be automated, but also non-routine 
cognitive tasks, such as complex decision-making.  
Exploiting or developing sophisticated AI entails 
new security challenges. AI is both a blessing and a 
curse for Information Security Managers (ISMs). On 
one hand, they learn how to leverage AI to enhance 
security defense. AI allows uncovering patterns of 
attacks and automating parts of the cybersecurity 
processes. For example, AI systems focus on assistance 
of cyber operators [10]. AI supports development of 
interpersonal skills in cyber decision making and 
teaming contexts. AI also support the automation of red 
teaming services [11], for example, through model 
based, automated cyber red teaming. This increases 
understanding of impacts that arise from cyber 
vulnerabilities and proposes a selection of mitigation 
strategies. Companies can deploy automated AI onto the 
network as a form of continuous security testing. On the 





other hand, managers must anticipate nefarious use of 
AI and defend against them. As Madnick [12] stated, 
“The good guys are getting better, but the bad guys are 
getting badder faster” (p.4). AI affects the security space 
(i.e., increasing surface vulnerabilities) and opens new 
points of attack across industries. The MIRAI botnet  
attack is an interesting example of a polymorphic 
malware. Detecting the threat occured through AI 
technology. At its peak, the Mirai botnet infected over 
600,000 vulnerable IoT devices (e.g. home routers, air-
quality monitors, and personal surveillance cameras) 
[13]. Cyber attacks are designed to create confusion and 
overload the target. Particularly, ISMs are bombarded 
with computer-processed data linked to cyber-threats. 
Analysis of the correlation of external scanning data to 
the network are made every 39 seconds, with an average 
of 2,244 times per day [14]. ISMs have to analyze spam 
emails that slipped through the spam filter. Such 
technical control had already caught about 80-90% of 
the 16k emails with malicious indicators. Another 
example of a tedious task is to make sense of internal 
network traffic which might amount to 400 to 500 alerts 
per month for a small and simple organization. ISMs 
have to keep high states of alert for indefinite periods of 
time [15, 16]. This kind of IT-related overload (i.e., 
excessive number of inputs delivered through IT) 
impacts the associated ability in processing the 
information efficiently and taking proper decisions [17, 
18]. Context is required to decide wisely on the actions 
to be taken. Such decisions may be overwhelming and 
produce anxiety that may in turn cause inaction or 
burnout [19, 20]. There is high personnel turnover in the 
field of security. Particularly, there are consistently high 
burnout rates for security analysts [21]. ISMs typically 
focus on security threats through application of formal, 
informal and technical controls [16]. ISMs have to fight 
on many fronts to defend their organization. 
Compliance to formal controls such as, policies, 
procedures, risk assessments are particularly time 
consuming. Also, they must cope with insider threats 
and, through informal control, watch their team [21, 22, 
23]. Crucial is the deployment of technical controls that 
serve as first line of defense such as spam filters. At last, 
but not at least, the profession requires team 
collaboration [24, 25]. However, the team responsibility 
may rely on a few specialists only when resources are 
lacking. This situation is particularly salient in the 
context of a small economy [26]. 
 
2. The Intelligence and the Artificial 
 
Newell, Shaw, and Simon [27] designed and 
implemented processing languages that incorporate 
basic human information processes supported by 
computer programs such as the Logic Theorist, used to 
solve difficult problems. Cognitivists reverse-
engineered the mind and developed new computational 
and associative models. Thought processes (i.e., 
information processing) were no longer considered as 
part of an inaccessible black box [28]. In 1959, 
McCarthy joined Minsky and they started the MIT 
Artificial Intelligence Project [29]. They agreed that the 
most critical problem was in understanding how minds 
do commonsense reasoning. The field of AI was mainly 
founded by the collaboration of McCarthy, Minsky, 
Newell, and Simon. They coined the term Artificial 
Intelligence [30]. Their ideas have largely shaped the 
path of mainstream AI for decades [31]. The aim of AI 
was originally to duplicate the cognitive and reasoning 
abilities of humans, building a super powerful computer 
or robot boasting anthropomorphic cognitive 
capabilities [32]. 
What magical trick makes us intelligent? Ask 
Minsky (1985). “The trick is that there is no trick. The 
power of intelligence stems from our vast diversity, not 
from any single, perfect principle” [33] (p.308). 
Eventually, very few of our actions and decisions come 
to depend on any single mechanism. Instead, they 
emerge from conflicts and negotiations among societies 
of processes that constantly challenge one another” (p. 
304). In this article we define Artificial Intelligence (AI) 
in the terms of McCarthy (1988): “AI is concerned with 
methods of achieving goals in situations in which the 
information available has a certain complex character. 
The methods that have to be used are related to the 
problem presented by the situation and are similar 
whether the problem solver is human, a Martian, or a 
computer program” [34] (p.308).  
The concept of decision is in conflict with the idea 
of a program. Indeed, the artifact designed and 
programmed does not make the decision. As soon as a 
task is programmed, the decision no longer exists but is 
determined by algorithms [35]. Decision-making entails 
information processing, information structuring, 
problem-solving and interpersonal communication. 
Each of these activities represent a succession of goal-
driven cognitive and social processes at the individual 
but also team level [36]. Congruently, an AI system can 
mimic the decision making process by chunking a large 
amount of information, but cannot yet substitute the 
social process embedded in the necessity in making 
sense of a decision.  
We use the following AI system definition [37] 
“software (and possibly also hardware) systems 
designed by humans that, given a complex goal, act in 
the physical or digital dimension by perceiving their 
environment through data acquisition, interpreting the 
collected structured or unstructured data, reasoning on 
the knowledge, or processing the information derived 
from this data and deciding the best action(s) to take to 
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achieve the given goal” (p6). AI systems are a fast-
evolving family of technologies (i.e., machine learning, 
deep learning and neural networks). These are 
especially important in high-impact sectors (e.g., 
environment and health, the public sector, finance, 
mobility, home affairs and agriculture). Productivity 
gains have been provided to organizations through 
enhanced computational capabilities and the associated 
automation of work [37]. “AI systems can either use 
symbolic rules or learn a numeric model, and they can 
also adapt their behavior by analyzing how the 
environment is affected by their previous actions.”[38] 
(p.9). Currently, AI is known for solving well-bounded 
problems. The solution and the method are completely 
contained within the data and feedback provided [39]. 
AI regularly excels beyond human abilities in term of 
speed and accuracy in processing information. 
However, AI systems “struggle” when solving problems 
when additional context is missing while it would be 
'common sense' for a human [40]. Part of the context can 
be provided to an AI in the form of additional data, a 
model, or human feedback. However, expanding the 
bounds of the problem is often expensive and may result 
in poor performance [41].  
The AI family counts many 'intelligent' tools. Each 
one promising to solve problems better and faster than 
traditional approaches [42]. Incorporating AI into 
current security systems requires additional skills. Also, 
hardware and software needs specific human 
maintenance, AI trainers and AI sustainers. 
Understanding the nature of the technology is crucial to 
conclude if 'intelligent' systems will provide a net gain 
in security. Additionally, AI also introduces additional 
complexity into systems’ environments. They reduce 
the ability to understand the behavior of such systems, 
making them potentially more unpredictable. This 
unpredictability could introduce new vulnerabilities that 
could potentially be exploited by hackers. For example, 
AI software fused with big data analytics and quantum-
enabled sensors prove to be able to locate adversary’s 
submarines easier [43]. ISMs are often confronted with 
situations where context is leading to take decision 
while under attack [44]. The risk of being outmatched 
by an adversary in cyberspace, operating at machine-
speed, provides both AI cyber attackers and defenders 
with few other options than to afford increasingly high 
levels of autonomy to execute operations. Otherwise, 
they risk losing the upper-hand in future cyber-attacks – 
especially attacks that cross the rubric from the virtual 
to the physical world [45]. Neural network models are 
at the core of many cybersecurity applications aiming at 
identifying network attacks by algorithmic intrusion 
detection [46].  
The AI watch taxonomy classifies basic 
information security tooling by professionals [39]. AI is 
divided in a wide range of core AI related scientific 
subdomains (e.g., knowledge representation and 
reasoning, machine learning) and transversal topics 
such as applications (e.g., robots, automated vehicles, 
etc.) or ethical and philosophical considerations. AI 
categories core and transversal are split up into four AI 
domains which branch out to sixteen AI subdomains. AI 
domains reasoning, planning, learning, communication 
and perception together form the core domain. The 
transversal domain comprises of integration and 
interaction, services, ethics and philosophy. The 
subdomains provide a tangible link to AI systems as 
known in the security field. It is noteworthy that the 
suggested domains and subdomains are related, and not 
disjoint, subsets of AI.  
 
3. Exploratory study 
 
3.1. Technical defense strategies and AI 
 
Security processes in cyberspace deal with the 
selection and implementation of protection framework 
and countermeasures. ISMs typically focus on security 
threats through application of formal, informal and 
technical controls [47]. Informal controls are defined as 
behavioral controls, including protection motivation 
appeals [48, 49, 50]. Formal controls are rule based 
systems designed to bring uniformity within the 
organizations. These follow international standards and 
best practices (e.g., ISACA 1996, SANS institute, NIST, 
ISO). Technical controls refer to the automation applied 
as operationalization of formal controls and form a first 
line of defense. Anti-virus software, firewalls, anti-
spyware software, next gen firewalls, Virtual Private 
Networks (VPN’s), vulnerability/patch management, 
Security Information Event Management systems 
(SIEM), Malware Information Sharing Platform 
(MISP), Intrusion Detection Systems (IDS) and 
Distributed Intrusion Detection Systems (DIDS) are a 
few examples of the technical controls currently part of 
the basic tooling of most organizations [51, 52]. 
Defending the system is a difficult task for security 
operations if only the basic set of alerts and follow-up 
are available. Automating technical controls further 
could alleviate the load of security staff. Indeed, there is 
a skill gap in understanding and deciding on alerts [53]. 
The most challenging part is relieving the burden of 
decision-making on the ISM. Technological defenses 
are deployed at the perimeter and network levels as an 
integral part of the defense-in-depth strategy. The 
perimeter control (PC) is the outer defensive layer, and 
is the first one the attacker attempts to penetrate to gain 
access to the internal network [54]. Defenses should be 
deployed where hackers cannot trivially bypass them. It 
should be configured so that a failure of one perimeter 
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has minimal consequences to the overall network 
security posture [55]. In this article, the PC and the 
cluster of other internal technical network control layers 
and countermeasures are referred to as the Internal 
Controls (IC).  
We deliberately pull apart the Artificial from the 
Intelligence, the material from the human in our 
exploratory study. We acknowledge the imbrication or 
entanglement of both agencies are thoroughly discussed 
in the MIS field [56, 57]. Recently, the Technology 
Affordances and Constraints Theory (TACT) [58] 
answers to Zigurs and Buckland’s [59] wishes for a 
theory to understand the fit between tasks and 
technology. We define tasks as units of work activity 
that produce output [60]. Fernandez-Macias et al. [61] 
propose a classification of tasks according to their role 
in the work process across two different dimensions; the 
contents of the task and the tools and methods used for 
carrying out the task. There are different transmission 
channels that are affected when a human task is replaced 
by a purely mechanical or digital algorithm-driven 
machine. Machines can substitute and/or complement 
human workers. AI systems can evolve towards 
performing particular tasks such data collection (e.g., 
retrieval from databases), arguing and counter-arguing 
in the context of factual evidence (e.g., decision making 
support), displaying some learning capabilities (e.g. 
discovery of new attacks) and therefore mimicking 
occupations being performed by humans. Interestingly, 
the role of the human is then training the AI systems by 
providing examples of intelligence when solving a 
problem (i.e., AI trainers), interpreting the outputs 
generated by the AI systems adding intelligence (i.e., AI 
explainers), or monitoring and watching the work of AI 
systems (i.e., AI sustainers). Table 1 presents an 
overview of the core technical control systems. It 
describes how it supports the security operations tasks, 
specifies the defense perimeter, and relates each 15 
technologies to the AI family. We finally reflect on how 
it affects employees and potentially will transform or 
substitute the security jobs in the organization into 
trainer, explainer or sustainer.
Table 1. Core technical control systems and their AI family and AI job example 
Core 
control 
Description and AI 
subdomains 




Hosts or services that execute 
internal and/or external scans 






Fully automated vulnerability assessment leverage AI 
techniques to produce expert-like decisions without 
human assistance, and is by far considered the most 
desirable method of evaluating a system’s security 
[62]. 
Explainer match business 
context with patching 
process 
Sustainer promote 
algorithms that perform 
well and demotes others 
Firewalls 
(PC) 
System to prevent 
unauthorized access to or from 
a network. Control access from 




automated reasoning, planning 
scheduling, machine learning. 
 
Next gen firewalls use user behavior based on patterns. 
Once installed they add additional alerting modeling 
traffic and combining more security data in a format 
that combines and merges function (with IDS/IPS and 
web filters) to other security tools. Decisions are based 
on policy exceptions remain at the security operations 
for actions. Near future of firewalls could take over 
tasks of blocking traffic that is not allowed or 
suspicious (neural nets). 
Sustainer promote 
algorithms that perform 
well and demotes those 
that do not 
Explainer help to 
translate/communicate to 




Intrusion detection system/ 
Intrusion prevention system 
Scan network traffic for 







 Prevent malicious sites or 
forbidden by company policy 
to be accessed 
 
Automated reasoning, 
machine learning  
Email filter 
(PC) 
Email filters are indispensable, 
it filters email traffic to prevent 
phishing email attacks 
Sandbox and email filter [63] technologies are heavily 
automated and it is merging with AI ML, optimization 




Automated reasoning and automated reasoning [64] can elevate this 
technological control into full autonomy mode. Sandbox 
(PC) 
This control verifies files and 
programs prior to deployment 








Software to alert when the 
system has been probed, 
attacked or breached.  
 
Automated reasoning 
Honeypot with a level high AI Intelligence would be 
able to recognize an adversary in its system and 
automatically be able to modify the environment 
around the adversary to effectively deceive them [65]. 
Sustainer algorithm based 




functioning of deception, 






Software that resides on 
servers in agent or agentless 
instance to validate if files are 
altered. 
Automated reasoning 
Heavily automated, signaling currently rule based. 
Adding pattern and algorithms to these controls will 
provide a much richer and autonomous technical 






Protection software installed 
on the end-user computers to 




An approach to protect the computer networks that are 
remotely bridged to client devices. Matching signature 
and supervision of require many resources. The 
monitoring can be substituted with AI by pattern 
matching of (malware) signature databases and threat 
intel mapped back to the current traffic monitoring. 
Taking action on the network and decision making will 
be the next step to eliminate high rate of false positives. 
Sustainer algorithm based 
to detect and auto block 
user from network to stop 
attack from spreading. 
Explainer gain 
transparency in 
functioning of blocking or 
protection actions, to align 







Monitor of network traffic, 
rule based. Heavily based on 
rules and also human cognition 
for investigation of alerts. 
All sub domains of reasoning, 
planning, learning 
SOC, SIEM and log collector support the detection of 
cyber incident response process. These technical 
controls will need to merge into an AI cyber defense 
process, where human decision making is set to 
understand context. Substitute humans with enormous 
capacity to create patterns. Super intelligent systems 
will need to learn concept and context of the network 
in order to help with aggregation of logs. 
Sustainer algorithm based 
to detect and auto block 
user from network to stop 
attack from spreading 
Explainer gain 
transparency in 
functioning of blocking or 
protection actions, to align 
actions correspond to 
business. 
Trainer when escalation 
and communication is 
needed with the technical 
teams during incident 
response. AI function side 
by side the security teams 




SIEM is used to capture logs 
from the network to help detect 
attacks on the network.  
 





Collection of log for multiple 







Software for prevention of 
sensitive or critical 
information to be sent outside 
the corporate network  
Machine learning, automated 
reasoning, searching 
Aim to address insider threat, supported by AI domains 
ML, optimization and automated reasoning, heavily 
automated, usually signaling security operations rule 
based [66]. This control works with EDR. 
 
Sustainer algorithm based 
to detect and auto block 
traffic or files from leaving 
the organization. 
Automation economist, 
cost of poor performance. 
Encryption 
(IC) 
A manner to protect data at rest 
or in transit with secure 
algorithm. Control is in place 
to make sure that access is 
granted to only those that have 




Impacted primarily by quantum computing 
breakthrough. This will force new quantum proof 
encryption. Implementation of encryption however 
remains a human driven and risk based application and 
implementation. AI could automate encryption based 
on regulatory compliance (formal control). Yet other 
parts of the network may have context constraints 
(legacy systems or performance hinder) [67]. 
 
Sustainer algorithm based 
to detect and deploy 









Encrypted tunnel to dedicated segments of the 
network. This control focusses on privacy of traffic 
AI will not improve this control, it will with ML 
transform to include IPS through the VPN, generating 
alerts and blocking malicious connections 
automatically. 
Sustainer algorithm based 
to detect and deploy 
encryption of the VPN 
tunnel. 
 
To conclude, in the context of technical controls, AI 
will play a prominent part. Human intelligence will be 
used to mostly sustain (9) or explain AI (5). The line 
between AI augmented cyber offense and cyber defense 
will likely remain an obscure one. However, effective 
defense against attacks by sophisticated polymorphic 
malware, such as in the case of the Mirai botnet, will 
require increasingly innovative and self-learning 
solutions [43]. AI trainers will be necessary in this 
context.  
3.2. Pilot study: Are technical defense 
strategies, a blessing or a curse?  
In this explorative study, we also collected the 
evaluations and the narratives of six employees working 
in a small financial institution (FI). In the last years, 
concerns for cyber security in the public and private 
sectors have been raised. The financial sector is highly 
dependent on IT conform to worldwide standards. 
Threats increase in the banking sectors as more IT leads 
to more potential security breaches. Cyber resilience is 
an important prerequisite for economic growth. Cyber 
threats may affect financial services for tourists and 
entrepreneurs of small-scale economies. The FI has a 
monetary and supervisory mandate, with three main 
areas of operation, including economic policy, 
supervision and financial operations. As part of our 
explorative study, we conducted a set of interviews to 
pilot our research approach and protocol. Two 
participants are data analysts (DA), another is a 
statistician (S). In their occupation, they mostly build 
data pipelines and optimize data structures. The three 
others are managers, one of the IT Infrastructure and 
Architecture (IA), the other of Information Security (IS) 
and overall the third one is responsible for the Research 
division (R). The pilot focus group had ample technical 
understanding of AI and cyber security. All have 
security within their primary or secondary 
responsibilities and work closely to address them for the 
primary processes. The session lasted 1,5 hours and was 
held online. The organization is facing various types of 
challenges. It is going through a digital transformation, 
and it is mostly understaffed. They must manage a high 
level of uncertainty and have reduced resources 
compared to larger institution of same nature, 
experiencing overload [15, 16 19, 20, 21]. In this 
section, we report narratives that illustrate the opinion 
of the participants on the future role of AI in the security 
domain and its potential impact on their profession.  
During the focus group session, we learned that the 
employees embrace the idea of AI systems and foresee 
its impact in the future as a disruptive but also 
supportive force. Overall, the participants do not fear for 
their employment. DA stated that “change will be 
disruptive with use of AI. Within 5 years there will be 
more need for people working with algorithms. This may 
lead to a knowledge gap”. He added “within 10 years 
there will be more autonomous AI taking over human 
tasks”. IA added that “AI will make us adapt to new ways 
of working”. S summarizes this overall perception, 
adding “AI helps and harms us in a sense. It requires a 
new level or edge of reasoning”. As participants 
underlined, while nowadays there is a need for AI 
trainer and explainer, it may change in the near future. 
“Human input is important for training, making data 
sets workable. There will be resources needed for 
algorithms and classification of models to make them 
work for you. For the short term they will definitely be 
supportive to our work, not taking it over” (IS). IA 
concluded that “InfoSec will be raised to a higher level 
to include and create business rules. It will be more a 
strategic technology in the security arsenal. This will be 
the hard part. The toolbox of cyber security will evolve 
into a specialism to keep the organization safe”. The 
participants also related to the resources and cost of AI 
in such context [68]. IS provided example on the 
trainability “Image recognition takes 87 hours to learn 
a model. Model learning and resourcing takes time.” 
The participants nicely related to the ethical dimension. 
For example, R stated that “AI will not replace ethics. 
This will need the human call”. IS added that “in 10 
years I see some countries putting AI systems in jail”. 
Indeed, AI may call onto more formal control such as 
regulation [69]. S summarized wisely the balance 
between the nefarious and defensive role of AI. I think 
data may also become the next target, as these are fed 
into models and so if you manipulate the data from 
which AI learns you can breach the system easily”. The 
participants are aware of the development in the field. 
“The impact on human taking over AI is there for the 
longer term. This may be accelerated depending on 
quantum breakthrough” (IS). Still, they underline the 
importance of strategy. R for example reported that 
“thinking the strategy, the values and ethics are 
important for the spur of the moment judgement calls 
within cyber security. There will always be the need for 
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someone ultimately to call the shots. I think the human 
ability to improvise and make quick shots will be 
important”. The participants were also asked to discuss 
each of the 15 technical controls and predict whether 
these will be automated by AI. The degree of agreement 
is high. They foresee 12 of the 15 to be completely 
automated by AI (mode value=6). They discussed 
further VPN. IS stated that “AI will not improve this 
control even with VPN implementing a state-of-the-art 
machine learning based Intrusion Prevention System in 
the VPN, generating alerts and blocking malicious 
connections automatically.” IS added “Politics will kill 
this. No VPN for you. Forbidden in various countries”. 
Also, DLP technology was discussed. DLP benefits 
from self-learning of e.g. security policy is carried out 
with AI to promote the update of the security policy. DA 
emphasized that” the following vulnerability will rise as 
the data kept is sensitive. Biometric information leaks 
this is a big issue. So a broad hybrid combination of 
humans alongside AI and ethics are important to 
combat the hackers”. For large data sets it is currently 
impossible to scan for the manual intervention. This 
could be completely executed by AI. Humans will 
simply review actions to adjust when needed.  
 
4. Limitations, future research, and 
conclusions 
 
In this exploratory study, we focused only on 
technical controls. However, it would be worthwhile to 
assess the impact of AI system on formal and informal 
controls. The situation may turn out to be way more 
complex on the legal front when considering informal 
controls. AI systems for example can help predict the 
occurrences or reoccurrences of actual or potential 
criminal offences based on profiling of natural persons, 
assessing personality traits and characteristics or based 
on collection of past criminal behavior [1]. Such AI 
systems are considered high risk [1]. EU categorizes 
high risk AI systems as “those intended to be used as 
safety component of products that are subject to third 
party ex-ante conformity assessment, under which 
security systems can be classified” [1]. Regarding 
formal control, AI may require more certification that 
will take away ISMs from their core job. For example, 
CISSP, CEH, CSFA, certifications imply that ISMs 
attain, for certain areas of expertise, after years of 
experience, completing an exam successfully, while 
adhering to codes of ethics [70]. We collected 
information in a small and cohesive financial 
organization as part of a pilot study. The overall positive 
approach to AI may vary as function of size and 
workload of the ISMs, the nature of the profession (e.g., 
data analyst, IS officers) or sectors. It will be worthwhile 
to interview different stakeholders in the field of 
security such as security service providers, incident 
responders and even ISM of critical infrastructure. Also, 
we aim at increasing the size sample, interviewing key 
players in the field from similar institutions. A survey is 
under development. Finally, the social component of 
decision making was not addressed. However, security 
is teamwork [24]. In table 2, we provide some examples 
of micro processes within the domain of cybersecurity 
as illustration of tasks based on McGrath [71]. Future 
research addressing the entanglement or imbrication of 
the material and the human would help to better 
understand the phenomena of work substitution [72]. 
We intend to address closely AI affordance and 
constraints for ISM applying the TACT [58] in full 
detail. Indeed, as advanced by TACT, one must consider 
the dynamic interactions between people and 
organizations and the technologies they use to 
understand its consequences.
Table 2. McGrath [72] example of information security task 
Quadrant Segment Micro process example Material agency Human agency 





 2.Creativity: creating ideas Design or create security in depth by 






II Choose 3. Intellective: One 
specific correct answer 





 4. Decision-making: 
preferred answer is correct 
answer 
Coordinate with team to remove 






5. Cognitive-conflict task: 
resolving conflicts of 
viewpoint 
Establish consensus with fellow IT 
members on how the facts should be 





 6. Mixed motive task: 
resolving conflict of 
interest 
Bargaining with risk owner to 








IV Execute 7. Contests / battles: 
resolving conflicts of 
power 
Trying to stop/obfuscate an attack as it 





 8.Performance: physical 
activities and execution of 
tasks 





While facing information overload one may hope 
Quantum computing and Quantum Information 
Processing (QIP) will solve the big data issue, helping 
in managing processes. However, it is clear that the 
challenge will remain human and collaborative in 
nature. These QIP technologies are expected to improve 
computing communication and cryptographic systems 
[73]. QIP will surely help chunking data and may lead 
to automatization of some decisions. This futuristic 
view of “cyber” will be an emerging area of research, 
with implication in searching in large databases, cloud 
storage or intelligence repositories. The advantages of 
QIP will be key to the cyber security. Cyber will not be 
limited to the ability of a new generation of super-
computing in solving the big data problem. At the 
strategic level, QIP will give superiority. However, as is 
well-known in the cyber security domain, such technical 
superiority never lasts due to what is known as the 
challenge and response mechanism. Data is not 
information. Information is contextual and to that 
respect human decision making will remain key to 
making informed and strategic decisions [74].  
 To conclude, automation and AI are accelerating 
the demand for technological skills over the next 10-15 
years. Through 2030, the fastest growing need will be 
for advanced IT and programming skills -- 90% growth 
compared to 2016, followed by basic digital skills, with 
an increase by 69% in the USA and by 65% in Europe. 
Due to the lack of skilled people in the field, the 
worldwide skills gap in cybersecurity jobs accounted 
to 2.9 million [3]. In 2020, the job the most in demands 
are IT security specialists, Information security analysts, 
Network security engineers, Security engineers, 
Application security engineers [53]. This heavy 
employment shortage may explain part of the 
engagement for AI system in the security domain. More 
transparency is however required regarding the data 
chunking and “intelligent” decision. Recently, 
“explainable AI” garner greater trust and influence in 
the profession [75]. One participant stated that “It is 
inevitable that in the future it will be AI against AI 
attacking and defending the organization from cyber 
incidents. The automated attacks will push to have even 
lower reaction times, triggers and alerts. These all to 
have adequate front-line defenses”. This statement 
maybe visionary. Indeed, ISMs may be caught in a 
vicious cycle: requiring more sophisticated AI to defend 
against AI led attacks. Professional shift for the 
profession should be carefully investigated. S. Hawking 
displayed similar concerns about Artificial 
Intelligence’s (AI). He told the Cellan-Jones for The 
BBC that the full development of AI could spell the end 
of the human race. He fears “the consequences of 
creating something that can match or surpass humans. It 
would take off on its own, and re-design itself at an ever-
increasing rate"[76]. 
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