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Abstract
The coordination of transcription, replication, and DNA damage response (DDR) is vital for maintaining
normal cellular homeostasis. All of these processes take place on the chromatin and thus, the temporal
and spatial separation of the factors responsible are necessary for each to be correctly completed. Here
we detail several novel processes contributing to this network.
BMI1 is a component of the Polycomb Repressive Complex 1 (PRC1) which plays a key role in maintaining
epigenetic silencing programs during development. Recently, BMI1 and other members of PRC1 like RNF2
have been implicated gene silencing during the DDR; however, the mechanism through which BMI1 and
RNF2 impose this transcriptional repression is still under investigation. We have identified a novel
relationship between the E3 ubiquitin ligase UBR5 and these PRC1 components during the DDR to repress
transcription at these sites. We show here that UBR5 can work downstream of the PRC1 complex to
suppress RNAPII elongation by negatively regulating the FACT histone chaperone complex. We show that
UBR5 is recruited to sites of DNA damage through interactions with BMI1 and acts to prevent FACT from
erroneously promoting transcription in that area.
We have found that this process is especially critical for preserving the integrity of common fragile sites
(CFSs), these genomic loci are prone to breaks and rearrangements upon acute replication stress;
importantly, these sites often encode for cancer associated genes and are close linked to the progression
of several genetic diseases. Previous work has determined that CFSs can become more unstable when
they are being transcribed, however, the epigenetic regulators of CFS transcription an area of active
inquiry. Given that we identified BMI1 and RNF2 as regulators of transcription at DNA damage sites we
went on to characterize their contribution to the preservation of CFS stability. We found that cells lacking
BMI1 and RNF2 show hallmarks of replication associated damage at CFS and present with decreased
vi

replication fork progression. Transcriptional elongation at CFSs is also increased in the absence of BMI1
and RNF2. We show that this creates an environment prone to transcription-replication conflicts (TRC) at
CFSs. Previous work has shown that TRCs can result in the formation of R-loops, these RNA-DNA hybrid
structures pose a significant barrier to replication and can result in double strand break formation. The
cellular response to R-loops is an area of growing interest as these structures can have very diverse
functions and outcomes in the cell. Here we show that R-loops are increased at CFS in the absence of
BMI1 or RNF2, this is most likely the result of increased TRC. We investigated factors known to respond
to R-loops and found the FA family proteins FANCD2 and FANCI as responders to R-loops generated by
BMI1 and RNF2 deficiency. In the absence of BMI1 or RNF2 these factors become essential for resolving
the increased R-loops, loss of FANCD2 or FANCI in RNF2 KO cells is highly genotoxic.
Taken together, we have identified a system for the preservation of genomic integrity at CFS, this is
essential for preventing aberrations and the progression of disease. This entails the recruitment of UBR5
to damage sites by BMI1 or RNF2 followed by repression of FACT activity by UBR5. This can work to
prevent aberrant transcription and TRCs resulting from that activity. When this regulation is not in place
the cells experience increased genomic instability resulting from R-loop formation, these R-loops can be
responded to by FA family proteins.
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Chapter 1: Introduction
Preface

The coordination of the cellular response to DNA damage (DDR) and other events in the cell, such
as replication and transcription of the genome, are vital for maintaining cellular homeostasis.
Fundamentally, if other cellular processes are un-controlled during the DDR this can challenge the cell
with the accumulation of mutations and damaged DNA [1]. Consistent with this, mis-regulated replication
or transcription increases the accumulation of DNA damage and is strongly correlated with the
progression and severity of many genetic diseases including cancer [2]. For this reason, the continued
study of how these processes are regulated during DDR are essential to understanding how cancer can
progress and if targeting these pathways are a viable form of intervention for genetic conditions.
Here we examine the role of epigenetic silencers in promoting genomic stability. We have
identified a novel network of E3 ubiquitin ligases and histone chaperones which coordinate to repress
transcriptional output at sites of DNA damage [3]. This process is essential for allowing complete and
accurate repair of the DNA damage and also needed to prevent additional damage from accumulating
due to conflicts between the various complexes attempting to access a particular region of DNA [4]. Taken
together this research has identified a potential new mechanism for the repression of transcription at
sites of DNA damage.
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Structure and Functions of PRC1
Polycomb proteins are widely recognized in all metazoans for their conserved function as
mediators of transcriptional repression [5]. This family of proteins was first identified in Drosophila
melanogaster and are so named because disfunction in these proteins can lead to the formation of “comblike” structures forming on the legs of the flies. The canonical Polycomb Repressive Complex 1 (PRC1)
contains BMI1, RNF1 (RING1a), RNF2 (RING1b), core components (PC), Polyhomeotic (PH), and CBX
proteins [6]. PRC1 induces gene silencing in part by catalyzing histone H2A ubiquitination (H2AK119-ub)
or by inducing chromatin compaction [7, 8]. Purified RING domains of BMI1 and RNF2 form a heterodimer
and induce the H2A ubiquitination, in which the RING domain of RNF2 provides the catalytic activity (E2
binding) and BMI1 serves as a stimulating co-factor [9]. The PRC1 complex was initially identified to
function as a repressor of HOX family genes during embryonic development [10]. During development the
CBX subunits are thought to play an important role in directing the PRC1 complex to the chromatin. CBX
proteins contain a chromobox domain which recognizes methylated histone H3.[11] It is believed that the
PRC2 complex can methylate histone H3 and that this modification severs to recruit PRC1 which can
recognize this modification through its CBX complex members. (Figure 1).
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Figure 1. Model of PRC1 function during development
by the ubiquitination of H2A at K119. A. The PRC2
complex subunits EZH2 or EZH1 methylate histone H3
at lysine 27 (H3K27me3). B. The variable CBX subunits
of the PRC1 complex recognize H3K27me3, the PRC1
complex member RNF2 ubiquitinates histone H2A at
lysine 119 (H2AK119ub). C. The H2AK119ub
modification represses transcription of genes (HOX) in
this area.
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More recently PRC1 has been proposed to function as a regulator of homologous recombination
DNA repair and as a transcriptional repressor at sites of DNA damage [12]. The direct contribution of the
BMI1 and RNF2 catalytic components of PRC1 to these phenotypes are discussed in detail below. Also
worth considering when analyzing the biological effects attributed to PRC1 are the presence of several
variants of this complex. The canonical forms of the PRC1 complex all contain some CBX proteins (CBX1,
CBX4) and either RNF1 (Ring1a) or RNF2 (Ring1b). Alternative forms do not contain any CBX proteins and
instead have RYBP or YAF2. All PRC1 variants contain PCGF proteins (Polycomb group ring fingers), of
which there are 6 variants [6]. It has been proposed that these PCGF proteins can specify some of the noncanonical roles attributed to these PRC1 variants.

Histone H2A
The only known enzymatic activity of the BMI1-containing PRC1 complex is to monoubiquitinate
histone H2A at the K119 residue (H2AK119-Ub), which is associated with transcriptional repression [10].
It is generally accepted that mono-ubiquitination of K119 by the PRC1 complex is catalyzed by RNF2 [13].
While H2AK119-ub is associated with transcriptional repression, the direct contribution of this
modification to transcriptional pausing has yet to be demonstrated. However, the E3 ubiquitin ligase
activity of RNF2 or H2A monoubiquitination is dispensable for repression of canonical PRC1 target genes
during mouse or Drosophila embryonic development, respectively, suggesting that the PRC1 complex may
also induce gene silencing through other mechanisms [14, 15]. A series of studies have suggested that
multiple distinct PRC1 complexes with varying components could exist, and each of these may have
distinct modes of regulation and functions. How RNF2 or RNF2-induced H2AK119-Ub modulates
transcriptional output during the DNA damage response remains poorly understood.
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In general, histone H2A is not modified as extensively or diversely as histones H3 and H4; however,
histone H2A is a primary site for regulation of the DNA damage response and transcriptional elongation
through ubiquitination [16]. There are several identified E3 ubiquitin ligases and deubiquitinating enzymes
which act upon H2A. The E3 ligase RNF8 and the PRC1 complex are well established modifiers of H2A [17]
and there are also some accounts showing that the P53 interacting protein MDM2 can ubiquitinate H2A
[18]. Additionally, a novel protein 2A-HUB was also identified as a H2A E3 ubiquitin ligase. Modifications
by this E3 ligase were found to lead to transcriptional repression at specific promoter sites. Another
intriguing aspect of this protein comes from its association with the histone deacetylases HDAC1 and
HDAC3 which suggest a possible mechanism for its transcriptional regulation [19]. Ubiquitination of
histones has also been shown to be a marker for sites of DNA damage. It has been found that the monoubiquitinated form of H2A accumulates at sites of IR and UV damage and that this modification is required
for efficient repair of these lesions [12, 20]. While the mechanism for DNA damage repair promoted by
ubiquitinated H2A is still under investigation there are several emerging insights into how this might occur.
One proposed mechanism which has gained attention is the RAP80-BRCA1 complex which facilitates DNA
double strand break (DSB) repair by imitating homologous recombination [21]. The RAP80 subunit of this
complex contains a UIM (Ubiquitin interacting motif) domain and has been demonstrated to bind to
ubiquitin. Thus far, it appears that the RAP80-BRCA1 complex primarily recognizes the K63-poly-ubiquitin
chains conjugated by RNF8/RNF168 at lysine 15 of H2A; however, there are some accounts of the RAP80BRCA1 complex being influenced by the activity of BMI1 at H2A lysine 119 [22] as depletion of these
proteins prevents the recruitment of RAP80-BRCA1 to sites of IR damage. While mono-ubiquitination at
lysine 119 of H2A is known to increase upon UV and IR damage there is not yet any consensus regarding
which DDR proteins are recruited to this modification following damage [16].
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Non-canonical functions of BMI1 and RNF2
It is well established that BMI1 serves as a key regulatory component of the PRC1 complex, which
is required to maintain the transcriptionally repressive state of many genes throughout development via
chromatin remodeling and histone modification. Due to its role in gene silencing, BMI1 is involved in
maintaining the pluripotency of embryonic and adult stem cells. BMI1 is also associated with cancer
progression as it acts as an oncogene that cooperates with MYC to induce B- and T-lymphomas [23].
Additionally, BMI1 depletion induces cell cycle impairment and premature senescence [24].
Overexpression of BMI1 is associated with multiple types of cancers including leukemia, lymphoma,
medulloblastoma, neuroblastoma, lung, prostate, and pancreatic cancers [25, 26]. More recent evidence
has uncovered novel roles for BMI1 and other PRC1 members in DNA damage response and genome
integrity maintenance [27]. BMI1 is known to localize to DSB sites and facilitates DNA repair, and
consistent with its role in gene silencing represses local elongation of RNA polymerase II (RNAPII) at the
damaged chromatin [28].
It has been found that all major PRC1 components (BMI1, RNF1, RNF2, CBX2, etc.) are recruited
to sites of IR and UV damage; however, the upstream requirements for this recruitment are still under
debate [29]. It has been shown that the RING domains of BMI1 and RNF2 are required for localization to
the chromatin but how these domains are physically interacting with the chromatin is unknown [12].
There are some accounts of PRC1 recruitment to the chromatin being dependent on the kinases Ataxia
telangiectasia mutated (ATM) and Ataxia telangiectasia and Rad3-related protein (ATR); this dependency
was demonstrated using an IR laser coupled with immunofluorescence [12, 30, 31]. It was found that BMI1
and other PRC1 components are recruited rapidly to DSB sites (as marked by H2AX staining) and that this
recruitment does not occur in ATM or ATR inhibited cells; although, it is noteworthy that no study has
demonstrated that the ATM and ATR kinases are required for PRC1 enzymatic activity (via western blot,
ubiquitin H2A staining, etc.) which indicate that a significant fraction of PRC1 is still recruited under these
6

conditions or there is some functional redundancy in the E3 ligases capable of inducing this modification.
Additionally, it has been found that BMI1 is recruited to damage sites very early (5min) after IR damage
and persists at damaged sites for up to 8hrs after the damaging event [22]; however, ATM and ATR are
not required for early recruitment to damaged sites, only for the prolonged presence of BMI1 at the DSB.
Another competing theory suggests AKT (Protein kinase B ) phosphorylation is required for PRC1
recruitment and activity [32]. A drawback of this study is the kinase inhibitors used (AKT inhibitor VIII),
which are known to have off target effects (i.e it can inhibit ATM activity). While the involvement of DNA
damage response protein kinases is consistent between studies more work is required in order to
elucidate the precise mechanism for PRC1 recruitment to sites of DNA damage.
Given that PRC1 components are recruited to sites of UV and IR damage it is not surprising that
this complex is associated with promoting DNA repair. Several studies have found that the activity of the
PRC1 complex is required for complete repair of DNA DSBs and regulation of the cell cycle [12]. It has been
shown that cells depleted of BMI1 accumulate at the G2/M transition in the cell cycle [33]. This is
accompanied by an activation of the CHK1 kinase and phosphorylated histone H2AX which indicates that
the arrest is due to unresolved damage and not because of increased expression of cell cycle regulators.
Using an integrated tandem GFP reporter system it has been demonstrated that repair of DSBs does not
occur in BMI1 depleted cells. This phenotype can be rescued by expressing wild type recombinant BMI1
in these cells but not BM1 with a truncated RING domain suggesting that BMI1 activity or recruitment is
required for the repair of DSBs [28]. It has also been demonstrated with the use of a DR-GFP reporter
system that cells lacking PRC1 components are deficient in repair through homologous recombination.
Many of the DNA repair functions attributed to PRC1 complex members can be explained as consequences
of the lack of transcriptional repression at DSBs in PRC1 depleted cells [34]; however, the possibility of
PRC1 members directly contributing to the detection or repair of DSBs cannot be ignored Further studies
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are needed to address any potential relationships between PRC1 members and repair factors.
Mechanisms for the generation of genotoxic stress due to unregulated transcription is discussed below.
Consistent with its role in promoting DNA damage repair and regulating transcription the
overexpression of PRC1 complex components is strongly associated with advanced cancers; BMI1 is
already used as a prognostic marker for squamous cell carcinoma and leukemia due to its high frequency
of occurrence in these cancer types [35]. The overexpression of BMI1 and the PRC2 complex member
EZH2 have also been observed in T-cell lymphoma patient samples [36]. How PRC1 proteins promote
cancer is still under investigation but there are several interesting possibilities. The PRC1 complex is known
to regulate the transcript levels of the cellular senescence factors P16 and P19; over expression of PRC1
components decreases the levels of the damage sensing proteins and can potentially provide an avenue
for a cancer cell to develop drug resistance [24]. Regulation of P16 (the ink4a locus) by the PRC1 complex
has been found to occur in cooperation with the well-known oncogene Myc; it has been shown in mice
models that overexpression of Myc and BMI1 accelerate oncogenesis by reducing the cellular senescence
and increasing proliferation. PRC1 has also been shown to have an indirect role in cell cycle regulation,
depletion of PRC1 results in cell cycle arrest and overexpression of PRC1 is known to increase cell
proliferation which can drive tumor growth. The chromosomal locus of BMI1 is found at 10p 12.2,
increased activity at this locus has been observed in clinical leukemia and lymphoma samples which is
consistent with its role as an oncogene. Additionally, a high frequency of chromosomal translocations
have been observed at this locus; in some cases of transformed chronic lymphocytic leukemia a IGH-BMI1
rearrangement has been identified which may promote its oncogenic activity [37].
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Functions of UBR5
UBR5 is a HECT (homologous to the E6-AP Carboxyl terminus) type E3 ubiquitin ligase that has
been shown to have a wide variety of functions in the cell. This family of E3 ligases function by accepting
ubiquitin from their associated E2 enzymes via a thioester bond. The ubiquitin can then be conjugated to
lysine residues on the substrate directly by the HECT E3 and without any further involvement from the E1
or E2 enzymes [38]. This family of E3 ligases was originally discovered in the Human Papilloma Virus (HPV);
the HPV viral genome encodes for the E3 ligase E6-AP [39]. When a host is infected this HECT type E3
helps to ubiquitinate and degrade P53 in the host cells, leading to a loss of regulation in apoptosis
pathways and in some cases to cancer progression. Since the initial discovery of HECT type E3 ligases they
have been found to regulate a diverse set of cellular processes beyond proteasomal degradation. These
functions can include regulation of the cell cycle, receptor signaling and the immune response,
transcriptional elongation and the DNA damage response [40].
The HECT type E3 ligase UBR5 is particularly diverse with respect to the cellular processes it
governs. This protein was first identified in drosophila melanogaster as a regulator of eye disk formation
during the development of the fly, when UBR5 was depleted from the fly the eyes developed a form of
hyperplasia (hence the name “hyperplastic discs protein (HYD)” in flies) [41]. UBR5 is known to interact
directly with the deubiquitinase enzyme OTUD5 (DUBA) [42], a major outcome of this relationship is the
stabilization of UBR5. Due to the fact that UBR5 can auto-ubiquitinate and tag itself for proteasomal
degradation the stability of UBR5 is largely dependent on the expression and deubiquitinase activity of
OTUD5 [43]. More recently the roles of UBR5 in the regulation of transcription and during the DDR have
gained attention [44, 45]. Studies have now found that UBR5 can ubiquitinate the transcriptional
elongation factor CDK9. This was found to be a K63 linked poly-ubiquitin chain which does not result in
degradation of CDK9 by the proteasome. Instead, this signal was found to be a stimulating factor for CDK9
activity and ultimately promoted transcriptional elongation by increasing CDK9 phosphorylation of the
9

RNAPII subunit RPB1 at serine 2 [45]. UBR5 has been found to regulate the expression of several target
genes [46], notably among them is the pro-angiogenesis factor ACVRL1. It was found that in UBR5
knockdown cells the expression of ACVRL1 was increased about 4 fold relative to control cells [46]. It was
found that cells lacking UBR5 displayed increased endothelial cell motility and deregulated blood vessel
formation; taken together this is consistent with the role of UBR5 as a cancer driver. The mechanisms
through which UBR5 can regulate gene expression are still being uncovered but it appears that UBR5 may
be able to act through multiple pathways to regulate specific genes. For example, it was found that UBR5
can also potentially regulate gene silencing through regulating miRNA levels [47]. Using mouse embryonic
stem (ES) cells it was found that cells lacking UBR5 were defective in miRNA function and presented with
growth defects. Most interestingly, it was found that the role of UBR5 in miRNA regulation occurred
outside of its E3 ligase activity and instead depended on an interaction with the Argonaute RNA
maturation complex.
The role of UBR5 during DDR has thus far been proposed to occur through modulation of two
major DDR pathways. The first being regulation of ATM signaling and the second is by regulating histone
ubiquitination in response to DNA double strand breaks. Multiple studies have now found that UBR5 can
ubiquitinate ATMIN, this modification is not associated with the degradation of ATMIN but rather is
required for its role in the response to ionizing radiation [48, 49]. When IR damage is detected inactive
ATM homodimers disassociate and phosphorylate downstream DDR response factors. When active ATM
can be bound by ATMIN, this binding prevents further phosphorylation and activation of additional ATM
homodimers and thus acts as negative feedback in ATM activation. It is been proposed that UBR5 is a
substrate of ATM kinase activity and when phosphorylated by ATM UBR5 can go on to ubiquitinate ATMIN
at lysine K238 [48]. This is accepted to not be a signal for proteasomal degradation but rather acts to
disassociate ATM and ATMIN binding; this allows for further ATM activation. The active ATM can go on to
associate with the MRN complex through direct binding with NBS1 to facilitate repair of the DSB.
10

UBR5 can work with TRIP12 to suppress spreading of the damage inducible ubiquitination of
histone H2A at lysine 15 [44]. This modification is accepted to be catalyzed by cooperation between the
RING type E3 ligases RNF8 and RNF168. These two E3 ligases are recruited to sites of DNA damage in a
manner dependent on ATM signaling and the phosphorylation of histone H2AX. It is proposed that RNF8
is first recruited to the damage site where it can conjugate a mono or di-ubiquitin chain onto lysine 15 of
H2A. This chain can then be extended to a K63-Linked polyubiquitin chain by RNF168. The
polyubiquitination of H2A at lysine 15 has been shown to serve as a recruiting signal for the nonhomologous end joining factor 53BP1; in the absence of this signaling the damage is not effectively
repaired and genomic aberrations can accumulate [50]. UBR5 was found to ubiquitinate and degrade
RNF168 which prevents the spreading of H2A ubiquitination away from the damage site. In the absence
of UBR5 53BP1 accumulation on the chromatin was increased, this result is intriguing due to the fact that
it can have some alternative interpretations. The increase in 53BP1 chromatin localization could be
directly the result of increased RNF168 activity in the absence of UBR5, but the cell cycle phase is
important for making that conclusion. Since 53BP1 is known to form nuclear bodies in G1 phase resulting
from increased replication stress in the previous S-phase; therefore, the specific contribution of RNF168
cannot be directly determined without addressing the cell cycle [51]. It is conceivable that the increased
occupation of the chromatin by 53BP1 in the absence of UBR5 may be due to replication errors arising
from lack of coordination between DDR, transcription and replication. Since UBR5 has been identified to
be involved in DDR and the regulation of transcription and these processes have been found to potentially
interfere with replication (discussed below) the investigation of the impact UBR5 may have on the
coordination of these pathways was warranted.
UBR5 promotes cell cycle progression into anaphase [52] and alternatively may influence the cell
cycle by influencing P53 levels [53]. UBR5 increases resistance to cisplatin [54] and nocodazole [55].
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Functions of the FACT complex
The FACT complex (Facilitates chromatin transcription) is a heterodimeric histone chaperone
complex comprised of two proteins, SPT16 and SSRP1. This complex has been implicated by multiple lines
of evidence as a major factor at the crossroads of transcriptional elongation and DNA damage repair. The
primary canonical function of the FACT complex is to remove H2A-H2B histone dimers ahead of the
elongating RNAPII complex and re-deposit H2A-H2B dimers behind the complex once the transcription
bubble has migrated through that particular area [56]. Since its initial discovery as a factor for
transcriptional elongation the FACT complex has been found to participate in several other functions
which require the reorganization of nucleosomes. One of these functions is during DNA replication; in this
setting it has been found that the FACT complex can associate with the MCM complex at the replication
fork [57]. At the fork the FACT complex can work together with additional histone chaperones to redeposit histones H3 and H4 after replication is complete.
Histone exchange has also been shown to be a vital part of the DDR, several lines of evidence have
found that all components of the nucleosome removed and deposited at sites of DNA damage [58].
Various immunofluorescence approaches have demonstrated that upon UV damage new H2A-H2B dimers
are deposited at damage sites within minutes of the damaging events. This rapid response has also been
observed for the histone H3 chaperone HIRA [59]. When the activity of FACT is blocked cells present with
defects in damage resolution and a failure to resume transcription. This may indicate that FACT has a
direct role in promoting transcription restart after damage repair but there is further study needed to
address other potential roles. For example, FACT may act to directly promote repair through the
recruitment of additional DDR proteins. It is also conceivable that FACT may be involved in the
backtracking of transcriptional machinery or even the replisome in order to promote DNA repair. Also
intriguing is the potential involvement of FACT in the coordination of replication and transcription when
these processes are occurring nearby on the DNA. It has been found in yeast that in the absence of FACT
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cells can accumulate RAD52 foci along with other markers of DNA damage; in yeast this effect could be
reduced by overexpression of RNaseH1 which points to a potential role for FACT, the coordination of
replication and transcription [60]. Taken together, these findings highlight the importance of continued
study into the role of histone chaperones during the DNA damage response.

Relevance of Common Fragile Sites
Fragile sites within the genome are specific genes which have a high propensity for breaks,
rearrangements and insertions; there are over 120 identified fragile sites within the genome. These sites
are classified into common (CFS) or rare (RFS) fragile sites depending on their mechanism of induction
[61]. RFS are sites prone to nucleotide expansion due to repetitive sequences and slipping of the
polymerase during replication [62]. Common fragile sites typically only exhibit fragility under replication
stress conditions like low dose HU or APH. Interestingly, CFSs are not typically associated with nucleotide
expansion/incorporation like RFSs; these sites are known to accumulate DSBs which can lead to the
accumulation of mutations at these sites [62]. While several plausible explanations for the formation of
DSBs at CFSs have been proposed no single mechanism for the instability at CFSs can account for all of the
phenotypes associated with CFSs. It is known that the slowing or stalling of replication forks at CFSs is the
primary cause for instability but how the stalled polymerase directly contributes to the breaks remains
unclear [63, 64].
Many CFSs harbor long genes in which transcription and replication can occur simultaneously,
elevating the chance for transcription-mediated interference of the replication fork progression.
Prokaryotic and eukaryotic cells appear to have evolved mechanisms to prevent transcription-replication
conflicts (TRCs) by separating the timing and location of transcription or replication processes [65]. This
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may be particularly challenging at long genes where the transcription of a single long gene can take place
throughout the entire cell cycle including when replication is active.
Polymerase stalling at CFSs can stem from several different mechanisms and result in multiple
types of cytotoxic outcomes. Most directly of these is physical blocking of the polymerase by DNA
secondary structures; CFSs can be very rich in A-T regions, these regions have a tendency to form stemloop structures which can impede the elongating polymerase [66, 67]. This also occurs in RFSs but unlike
RFSs it does not usually result in nucleotide expansion in CFSs. The speed and timing of the replication
fork at CFSs has also been shown to be a critical determinant as to whether these sites can successfully
replicate. CFS genes are some of the longest in the human genome and can often take more than one cell
cycle to be completely transcribed [68]. Additionally, many CFS genes are slow to initiate replication, for
example, FRA3B is known to initiate replication in mid-late S phase and it has been found that up to 10%
of FRA3B is still un-replicated in G2 phase following APH treatment [69]. It has also been shown that many
other CFSs including FRA16D and FRA7H are slow to initiate replication [70, 71]. The fact that these genes
undergo slow replication and transcription makes them vulnerable to R-Loop formation and potential
collisions between replication-transcription complexes [72].

Transcription-Replication Conflicts in Genomic Stability
It is critical that the elongation of RNAPII is paused when a DNA damage lesion or another physical
barrier (i.e. DNA polymerase complex) is encountered; if the polymerase is allowed to continue elongating
and synthesizing RNA several cytotoxic events can occur [73]. When a transcription bubble and the DNA
replication fork converge at the same locus this is referred to as a transcription-replication conflict (TRC)
[74]. When these TRCs take place DDR proteins are likely to be displaced by the growing transcriptional
bubble which prevents the lesion from being repaired and also potentially generates damaged mRNA.
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Additionally, TRCs are generally associated with increased levels of R-Loops, a form of RNA-DNA hybrid
with a displaced single-stranded DNA, which could aggravate replication fork stalling and DNA breakages
[75] (Summarized in Figure 2). R-Loops are 3-stranded RNA-DNA hybrid molecules which form when a
newly formed mRNA transcript hybridizes with the template DNA; this prevents the closing of the
transcriptional bubble and poses a substantial obstacle for the replication machinery. These RNA-DNA
hybrid molecules are actually more stable than normal double stranded DNA which can interfere with
replication and result in cell death [76].
Increasing evidence points to TRC and R-loops as serious threats to genomic stability. Factors that
suppress the TRCs and R-loop formation are only beginning to be understood; for one example, recent
studies highlighted the role of Fanconi anemia proteins in recognizing and suppressing R-loops and
preserving CFS stability [77-79]. TRC incidences can be also accelerated by the overexpression of
oncogenes such as MYC, RAS, or Cyclin E, which could alter replication origin firing or global transcription
[80].
When the transcription and replication complexes collide there a few potential outcomes for the
cell, when the proper regulatory factors are expressed (discussed below) the collapsed replication fork
can be reversed and restarted without creating any new lesions in the cell [64, 81]. However, stalled forks
at CFSs frequently result in the formation of breaks at CFSs. When the replication fork stalls in a fragile
site this can create a favorable environment for R-Loop formation when active transcription is also
happening nearby.

15

Figure 2. Transcriptional Regulation is Required for Cellular Homeostasis. A. Conflicts between
replication and transcription complexes can result from loss of transcriptional regulation. This can lead
to stalling of the replication fork and formation of R-Loop structures. Both of these outcomes can be
processed into a DNA DSB. B. Faulty mRNA can be transcribed from damaged/mutated DNA, resulting
in non-functional proteins. C. Aberrant transcription can form a physical barrier to DNA repair factors
and lead to increased DNA DSB formation.

Due to the fact that many CFSs are late start replication and slow to complete transcription these
two complexes have a higher probability of being in the same genomic region as CFSs [68]. If the
transcription bubble collides with a stalled replication fork and RNA polymerase is displaced then a stable
R-Loop can be formed. This happens less when the collision involves an active replication complex because
DNA polymerase can use the mRNA-DNA hybrid as a primer to continue replication; this resolves the Rloop without the generation of new errors in the DNA [82, 83]. Several lines of evidence now agree that
the formation of R-loops may be one of the most critical factors in determining the instability of CFSs. It
has been found by FISH and RT-PCR that breaks occur at CFSs only when the CFS genes are being
transcribed regardless of the replication status in that region [68]. Additionally, it has been shown that
overexpression of RNase H, one of the enzymes responsible for the resolution of R-loops by removal of
the RNA segment, can rescue the instability found at actively transcribed plasmid reporter systems [72].
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Taken together, these findings indicate that a major cause of instability at CFSs are collisions between
RNA polymerase and a stalled replication fork which leads to the formation of a stable R-loop.
In addition to RNaseH1 there have been several factors identified which can influence genomic
integrity at CFSs. The most vital and well accepted of these is ATR; it has been shown through breakage
assays that depletion of ATR results in significantly more breaks at CFSs [84]. This phenotype can be
enhanced by co-depletion of ATM, but ATM depletion alone does not produce the same effect as ATR
alone. This suggests that when ATR is absent ATM may be able to compensate, but ATR is the primary
kinase for maintaining stability at CFSs. The potential ATR substrates responsible for this effect are still
under investigation. The clinical importance of ATR is demonstrated in Seckel syndrome, a genetic disease
characterized by low levels of ATR. Patients with this syndrome present with drastically increased
instability of chromosomes at fragile sites [85]. Another intriguing factor implicated in the maintenance
of CFSs is FANCM; this Fanconi anemia protein is recruited to stalled replication forks along with its binding
partners FAAP24 and MHF independently of the FA core complex [86]. Once at stalled forks it is believed
that FANCM utilizes its translocase activity to promote fork reversal and replication restart in a manner
that prevents the formation of DSBs. This claim is supported by multiple lines of evidence; it was shown
by FISH that depletion of FANCM results in increased breaks at CFSs [87]. This finding was also confirmed
by performing a H2AX CHIP, it was found that H2AX is increased at FRA3B and FRA16D following FANCM
depletion. Additionally, it was demonstrated that FANCM expression protects CFSs from oncogene
induced instability [87]. Overexpression of RAS increases DSBs at CFSs, this effect is drastically enhanced
when FANCM is depleted in RAS overexpression cells; it was also found that expression of catalytically
inactive FANCM produces the same effect.
One of the most essential factors acting at the interface of replication and transcription is
topoisomerase I (Top1), this protein has been found to be a regulator of CFS stability but importantly the
nature of this regulation is still under debate [88, 89]. Separate studies have claimed that Top1 can protect
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against or enhance instability at CFSs. It was shown that treatment with CPT can reduce the number of
breaks at CFSs, which suggests that inhibiting Top1 may act to stabilize CFSs [88]. However, the data
suggesting that Top1 acts to protect CFS from breakage seems to be more complete. It has been shown
by comet assay, co-localization IF and FISH that cells deficient in Top1 (patient derived cell line 45/R) have
increased numbers of DSBs, increased damage at the replication fork and increased chromosomal
structural aberrations. These phenotypes can all be rescued by transiently overexpressing Top1 in these
cells [89]. It was also shown by DNA fiber assay that replication fork progression and asymmetry was
increased in the Top1 deficient cells, further highlighting that Top1 expression is most likely beneficial for
avoiding damage at CFSs.

Rationale and Hypothesis
At this point several observations about CFS regulation and stability are agreed upon. Firstly,
instability at CFSs is primarily the result of stalled replication forks; this is most detrimental when the fork
stalls at areas undergoing active transcription [81]. Secondly, the ability of the cell to recognize and resolve
R-loops is an important mechanism to avoid instability at CFSs [72]. In addition, it is known that CFSs are
not expressed in all cell types [68]. Taken together these findings suggest that epigenetic factors regulating
the expression of CFS genes may be critical to determining their stability. There is very little evidence
regarding the role of histone modifying enzymes and CFSs, given that CFS instability is largely the result
of active transcription any factors which suppress the transcription of CFS genes can potentially act to
stabilize these regions. Of particular interest is the PRC1 complex, it has been convincingly shown that this
complex can suppress transcription of specific genes during development and can suppress transcription
globally following DNA damage [7, 28]. Additionally, depletion of PRC1 factors is known to result in
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increased chromosomal breaks. Given this role at the interface of DNA damage repair and transcription,
the possible role of PRC1 on CFS stability maintenance warrants some extensive investigation (Figure 3).

Figure 3. Model of PRC1 involvement during the DNA Damage Response. A. The PRC1 complex is
recruited to DNA DSBs, this recruitment results in the ubiquitination of histone H2A at lysine 119 and
is a prerequisite for efficient damage repair. How the PRC1 complex is recruited to the DNA under this
conditions remains under investigation. Dependency on ATM has been shown under some conditions,
the precise nature of this relationship requires more examination. Several models for how the PRC1
complex promotes DNA repair have been proposed. B. The PRC1 complex may promote genomic
stability by repressing transcription proximal to the break, to allow for its repair. It is unclear if this is
mediated by H2AK119ub or direct PRC1 interactions. C. The PRC1 complex may directly recruit DNA
repair factors to sites of damage. These factors may also recognize H2AK119ub.
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Any potential role of PRC1 proteins in regulation of replication fork stability should be addressed.
Any effect that PCR1 has on the replication fork may be indirect through the regulation of global
transcription but this is still relevant to the stability of CFSs. Perhaps the most critical question is if the
PRC1 complex governs the expression of CFS genes; if the PRC1 complex plays a role in CFS gene
expression then all existing models suggest that it should also influence CFS stability. Another important
question is regarding the role of PRC1 catalytic activity in regulation of CFSs. There have been reports that
the catalytic activity of PRC1 is required for suppression of gene expression in some contexts but not all.
Discovering whether or not E3 ligase activity is involved in CFS stability will be a major leap forward in our
mechanistic understanding of CFS regulation.
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Chapter 2: The BMI1-UBR5 Axis Regulates Transcriptional Repression at Damaged Chromatin
Materials and Methods

Cell lines, plasmids, and chemicals
Several human cell models are used throughout this chapter including: HeLa cells, derived from a
cervical cancer patient; 293T cells derived from embryonic kidney tissue and U2OS cells derived from an
osteoblastoma patient. These cells were all grown in Dulbecco’s Modified Eagle’s Medium (DMEM)
supplemented with 10% Bovine serum and L-glutamine at a temperature of 37oC with a 5% final
concentration of CO2. Additionally, HCT116 cells derived from a colorectal cancer sample (both wild type
and p21-/-; gift from Dr. Bert Vogelstein) were grown in McCoy’s Medium supplemented with 10% Bovine
serum and L-glutamine at a temperature of 37oC with a 5% final concentration of CO2. HeLa S3 cells were
cultured with Minimum Essential Media Eagle with Joklik modification (Sigma) adjusted to pH 7.4 and
grown in spinner culture flasks at 37oC.
The CRISPR-mediated knockout of UBR5 and BMI1 gene used the guide-RNA synthesized from
Santacruzbiotechnology. The KO HeLa cells were generated following the manufacturer’s protocol.
Subclones that are depleted of the corresponding proteins were isolated and confirmed by western
blotting and were confirmed to be free of mycoplasma.
UBR5 plasmids (pCMV-Tag2-UBR5 wild type and C2768A) were purchased from Addgene, and
BMI1 cDNA was cloned to the pOZ-N retroviral vector for expression studies. Etoposide and the inhibitors
for ATM, ATR, PARP, and DNA-PK were purchased from Selleck Chemical.
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RNAi
For all siRNA experiments the cells were grown under normal conditions in the absence of
antibiotics; unless otherwise indicated siRNA was treated once for 72hrs using RNAiMAX (Invitrogen)
according to the manufactures protocol. A full list of all siRNA sequences used in chapter 2 can be found
in table 1.
Western blot analysis
Cell extracts were run on an SDS-PAGE gel and then transferred to a PVDF membrane (Bio-Rad,
Hercules, CA). Membranes were probed with primary antibodies overnight at 4°C. The membranes were
then washed and incubated with either mouse or rabbit secondary antibody linked with horseradish

peroxidase (Cell Signaling Technologies) and washed. The bound antibodies were viewed via Pierce ECL
Western Blotting Substrate (Thermo Scientific). A full list of antibodies used in chapter 2 can be found in
table 2.
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Immunoprecipitation and mass spectrometry analysis
All immunoprecipitations for western blot analysis were performed in 293T cells, the cells were
grown to ~70% confluence under normal growth conditions in the absence of antibiotics. All tagged
constructs were transfected using Lipofectamine 2000 or PEI transfection reagents (for mass spec
samples) according to the manufacturers protocol. The harvested cells were lysed with a NP40 nondenaturing lysis buffer (25mM Tris pH 7.4, 0.5% NP40, 100mM NaCl, 0.1mM EDTA, supplemented with
protease inhibitor mix solution) for 10 minutes while rotating at 4C. The lysates were cleared by
centrifuging for 30 minutes at 14,000RPM, 10% of the supernatant was collected for input samples while
the remaining volume was incubated overnight with anti-FLAG M2 agarose (Sigma Aldrich) at 4C while
rotating. The M2 beads were washed 3 times with lysis buffer, and the bound proteins before being eluted
with the addition of 2X Laemmli buffer followed by boiling.
For the mass spec samples, the bound proteins before eluted with the addition of 4% SDS. The
eluate containing total protein was processed using the FASP method, digested with trypsin-LysC and
desalted using HYPERSEP C18 columns as previously described. Peptides were then concentrated by
vacuum centrifugation and resuspended in 0.1% formic acid. Peptides were separated on an Acclaim
PepMap C18 (75 µm x 50 cm) UPLC column (Thermo) using an EASY-nLC 1000 with gradient times of 6090 min (2-40% acetonitrile in 0.1% formic acid). Mass spectrometric analysis was performed by a hybrid
quadrupole-Orbitrap (Q Exactive Plus, Thermo) or hybrid linear ion trap-Orbitrap (Orbitrap XL) using a top
10 data-dependent acquisition method. For LC-MS/MS analysis using the Q Exactive, full scan and MS/MS
resolution was 70,000 and 17,500, respectively. For LC-MS/MS analysis using the Orbitrap XL, full scan
mass resolution was 60,000 (Orbitrap detection) with parallel MS/MS acquisition performed in the linear
ion trap. Protein identifications were assigned through MaxQuant (version 1.5.0.30) using the UniProt
Homo sapiens database. Carbamidomethyl (C) was set as a fixed modification and acetyl (protein Nterminus) and oxidation (M) were set as variable modifications. Trypsin/P was designated as the digestion
23

enzyme with the possibility of two missed cleavages. A mass tolerance of 20 ppm (first search)/4.5 ppm
(recalibrated second search) was used for precursor ions while fragment ion mass tolerance was 20 ppm
and 0.6 Da for Q Exactive and Orbitrap XL data, respectively. All proteins were identified at a false
discovery rate of <1% at the protein and peptide level.
Immunofluorescence and image quantification
Cells were seeded in 12 well plates onto coverslips; indicated siRNA and damage treatments were
applied. All siRNA treatments were at a final concentration of 20nM for 72hrs prior to fixation. To stain
the media was removed from the wells, coverslips were washed twice with ice cold PBS and fixed for 10
minutes in the dark with cold 4% paraformaldehyde (diluted in PBS). The coverslips were washed twice
with cold PBS and permeabilized for 5 minutes via incubation with 0.25% Trition at room temperature in
the dark. The coverslips were washed twice with cold PBS to remove all the Triton. Primary antibodies
were diluted in PBS (1:300-1:500) and 30ul was applied to each coverslip before incubating for 1 hour in
the dark at room temperature, coverslips were washed twice with cold PBS. Secondary antibodies were
diluted 1:1000 in PBS and 35ul was applied to each coverslip before incubating for 1 hour in the dark at
room temperature, coverslips were washed twice in PBS and placed onto glass slides. Vectashield
mounting medium for fluorescence with DAPI (Vector Laboratories Inc) was used to stain nuclei. Cover
slips were sealed onto the slides to prevent evaporation of the mounting medium with clear nail polish
(Sally Hanson). Images were collected by a Zeiss Axiovert 200 microscope equipped with a Perkin Elmer
ERS spinning disk confocal imager and a 63x/1.45NA oil objective using Volocity software (Perkin Elmer).
All fluorescence quantification was performed using ImageJ. To measure relative fluorescence
intensity (RFI) single cells were manually selected, the integrated density was measured and corrected to
account for background in the image. The density measurements were normalized with a value of 10
corresponding to the brightest reading. Pearson’s overlap correlations were obtained with the use of the
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“Colocalization finder” plugin for ImageJ. Full color images were imported into ImageJ and the channels
were split into blue, red, and green; the red and green channels were analyzed and the degree of
colocalization was determined. All Pearson’s correlation graphs are representative of at least three
independent experiments, error bars represent standard error. Vector Quantification was done using the
ImageJ: a vector of 150 pixels was drawn across γH2AX spots at the widest possible point. The
fluorescence intensity for each pixel (RNA Polymerase II staining) in the vector was measured and the
average fluorescence intensity for each pixel was calculated from 10 independent nuclei. The average RNA
polymerase II relative fluorescence intensity (RFI) for each pixel was graphed for wild type, UBR5
knockdown and BMI1 knockdown conditions.5-EU staining was also quantified in this manner
Proximity ligation assay
Proximity ligation assays were performed using the Duolink kit from Sigma Aldrich; cells were
grown in a 12 well format on coverslips. Cells were fixed and permeabilized according to the standard
immunofluorescence protocol (previously described), primary antibodies were added at a 1:500 dilution
in PBS and incubated for 1 hour at room temperature. PLA minus and plus probes were diluted 1:5 in the
provided dilution buffer, 30ul of the probe reaction was added to each coverslip and incubated for 1hr at
37C; the coverslips were washed twice with buffer A. The provided ligation buffer was diluted 1:5 in water,
the ligase was added at a 1:30 dilution; the ligation reaction was left at 37C for 30minutes before washing
twice with wash buffer A. The provided amplification buffer was diluted 1:5 in water before adding the
provided polymerase at a 1:80 ratio, the amplification reaction was left at 37C for 100 minutes, the
reaction was quenched by washing twice with buffer B. The coverslips were mounted on slides with DAPI
containing mounting medium. A schematic for this assay is shown in Supplemental Figure 1.
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pTUNER Transcriptional Reporter Assay
The pTuner 263 cells (provided by Dr.Greenberg) were seeded on coverslips in 12 well plates at
~30% confluence; indicated siRNAs were treated at 20uM for 48hrs. Fok1-mcherry was induced 3hrs prior
to fixing with the addition of 4-hydroxytamoxifin (1uM) and Shield-1 (1uM) to the cell growth medium
[90]. Transcription of YFP-MS2 was induced with the addition of tetracycline (1ug/ml) to the growth
medium 3hrs prior to fixing. Fixing and staining was performed as previously described. A schematic for
this assay is shown in Supplemental Figure 2.
In Vitro Ubiquitination
293T cells were grown in 10cm plates and transfected with 10ug of pCMV-EDD wild type or CA
constructs according to the manufactures protocol. Cells were harvested by scraping 24hrs post
transfection when confluence reached >95%. The FLAG constructs were immunoprecipitated with FLAG
M2 agarose beads as previously described. After washing with NP40 the beads were collected for each
sample and a 30ul reaction mix containing 1mM Tris (pH 7.5), 1mM NaCl, .1mM MgCl 2, .01mM DTT is
added to each reaction sample; a control IP (with no reaction mix) is resuspended with 30ul of PBS.
Purified E1 is added to the reactions at a final concentration of 5nM, the E2 UbcH5b is added at a final
concentration of 100nM. The reaction is left at room temperature for 1 hour with gentle shaking before
quenching with the addition of Laemmli buffer, the reaction products are analyzed via western blotting.
Cell fractionation assay
HeLa cells were grown in 6cm plates to a final confluence of >95% before harvesting by scraping.
Cells were treated with the indicated siRNAs at 20nM for 72hrs and damaging agents. Cells were lysed for
10minutes on ice with buffer containing .5%NP40 and 100mM NaCl, the supernatant was cleared by
centrifuging for 5minutes at 3,000RPM. The supernatant was collected and 2X Laemmli buffer was added
(S100 fraction). The pellet was gently resuspended in NP40 buffer and immediately centrifuged again for
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5 minutes at 3,000RPM to remove any remaining soluble proteins. The remaining pellet was lysed for 10
minutes on ice with buffer containing 1% NP40 and 300mM NaCl for 10 minutes on ice, the supernatant
was cleared by centrifuging for 5 minutes at 3,000RPM. The supernatant was collected and 2X Laemmli
buffer was added (S300 fraction). The remaining pellet was resuspended with NP40 and was immediately
centrifuged again for 5minutes at 3,000RPM to remove any soluble proteins. The pellet was then
resuspended PBS and 2X Laemmli buffer (P fraction). For “S – P” fractionation the harvested cells were
lysed with .5% NP40 buffer (100mM NaCl) for 10 minutes on ice, the supernatant was cleared by
centrifuging for 5 minutes at 3,000RPM. The supernatant was removed and 2X laemmli buffer was added
(S fraction), the remaining pellet was resuspended in PBS and 2X Laemmli buffer (P fraction).
Clonogenic survival assay
HeLa cells were seeded into 96 well plates at a concentration of 200 cells/ml in Dulbecco’s
Modified Eagle’s Medium (DMEM) supplemented with 10% Bovine serum. Drugs were added to the
medium 24hours after seeding at the indicated concentrations, the cells were allowed to grow for 10 days.
The cells were fixed with a 10% methanol, 10% Acetic acid solution (in water) for 15 minutes at room
temperature and stained with 1% crystal violet (in methanol) for 5 minutes, excess dye was removed with
water and the plates were allowed to dry at RT overnight. Cells were de-stained with Sorenson’s buffer
(.1M sodium citrate, 50% ethanol). The colorimetric intensity of each solution was quantified using Gen5
software on a Synergy 2 (BioTek, Winooksi, VT) plate reader (OD at 595nm). Error bars are representative
of 3 independent experiments
Histone H2A Exchange Assay (SNAP)
The coding sequence for histone H2A was cloned into the pSNAPf Vector from NEB (N9183S), this
was used to create a stable expression cell line with G418 selection. U2OS cells stably expressing pSNAPH2A were cultured in DMEM medium on coverslips at 37°C and treated with 20nmol of the indicated
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siRNA for 72hrs. Cells were incubated with SNAP-Cell Block from NEB (S9106S) at 10uM for 1hr prior to
UVC damage. Cells were washed twice with warm media to remove blocking reagent before damage. Cells
were damaged with 100J/m2 of UVC through 3um filters and allowed to recover for the indicated time
points. Cells were labeled with SNAP-Cell TMR-Star from NEB (S9105S) at 3uM concentration during the
recovery time to label histones incorporated after the damage.

Results
UBR5 chromatin localization is dependent on BMI1, RNF1, and RNF2
While screening factors implicated in the DDR, we identified UBR5 as a protein capable of forming
damage inducible foci. These foci can be induced by treatment with UV, MMC or etoposide (Figure 4A).
Importantly, UBR5 foci and proteins levels are eliminated by 2 separate UBR5 siRNAs (Figure 4A, right).
When induced by damage, UBR5 partially co-localizes with the damage inducible histone variant γH2AX
and chromatin ubiquitin aggregates as marked by the FK2 antibody (Figure 4B). It is worth noting that a
significant portion of UBR5 foci did not overlap with sites of damage, potentially indicating additional
functions outside of the DDR. To further assess the extent of UBR5 re-localization following damage we
employed sub-cellular fractionation and western blot following UV damage (Figure 4C). We found that in
undamaged conditions UBR5 is primarily a soluble protein with some localization to the chromatin
enriched fraction (P fraction). After treatment with UV there is a relatively dramatic re-localization of
UBR5 to the chromatin. Since UBR5 is known to function as an E3 ubiquitin ligase we tested if this ligase
activity was required for localization to sites of DNA damage induced by UV (Figure 4D). To test this
3XFLAG plasmids containing UBR5 wild type or a C2768A mutation which is known to disrupt its activity
were transiently expressed in HeLa cells prior to damage. The localization of these proteins was monitored
by staining for IF with FLAG and γH2AX antibodies. We found no significant difference in the proportion
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of UBR5 localizing to damage sites between the wild type and C2768A mutant, indicating that the E3 ligase
activity of UBR5 was dispensable for responding to DNA damage. We also tested a GFP-UBR5 plasmid for
localization to damage sites (not shown); this construct diffusely stained the nucleus but did not form foci.

Figure 4. UBR5 is recruited to DNA damage. A. UBR5 forms distinct nuclear foci. UBR5 foci are
2

observed in HeLa following UV damage (30J/m ), Etoposide treatment (2uM for 12hrs). or
Mitomycin C (MMC, 2uM for 12hrs). >80 cells were counted in 3 independent experiments B.
UBR5 foci partially co-localize with ubiquitin aggregates (FK2) and γH2AX. C. UBR5 becomes
enriched in P fraction after UV (S: cyto + nucleoplasmic, P: chromatin-enriched). D. Both FLAGUBR5 WT and C2768A mutants are localized to damage sites. HeLa cells were transfected with
either FLAG-UBR5 WT or C2768A plasmids, then 24 hours later the cells were irradiated with UV
(100J/m2) through 0.3uM micropore filter. Quantification from three independent experiments.
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We hypothesize that this may be due to the location of the tag (on the N-Terminus of UBR5) interfering
somehow with its ability to localize.
To further characterize the regulators of UBR5 chromatin localization we screened several factors
known to work early in the DDR and in regulating chromatin metabolism by siRNA to test if any of these
would influence UBR5 foci formation (Figure 5A). The proteins screened included the canonical DNA
damage response factors RNF8, RNF168, BRCA1, 53BP1, NBS1, H2AX, MDC1, FANCD2, USP1, UAF1,
RAD18, UBC9, UBC13, ATM, and ATR. None of these had any significant effect on UBR5 localization to sites
of damage. The only proteins screened which altered UBR5 foci formation were the PRC1 complex
members BMI1, RNF1 (Ring 1A) and RNF2 (Ring 1B). Interestingly, depleting BMI1 or RNF1 by siRNA
eliminated all nuclear UBR5 foci, regardless of co-localization with γH2AX indicating that these proteins
may be essential for UBR5 functionality on the chromatin (Figure 5B) (Knockdown efficiencies shown in
Supplemental figures 3 and 4). Also of note, depletion of RNF8, the E3 ubiquitin ligase responsible for
ubiquitination of histone H2A at lysine 15 in response of DNA damage, had no effect on UBR5 foci
formation. To further test if BMI1 was necessary for UBR5 localization to the chromatin we generated a
BMI1 KO cell line in HeLa cells using CRISPR-Cas9. In this cell line UBR5 did not form damage inducible foci
(not shown) and UBR5 failed to move to the chromatin when assessed with fractionation and western
blot (Figure 5C). Since BMI1 is an essential member or the PRC1 complex we tested if depletion of other
PRC1 complex members would further reduce UBR5 movement to the chromatin in BMI1 KO cells. We
found that co-depletion of CBX1 in the BMI1 KO cells did not significantly affect UBR5 protein levels in the
chromatin fraction (P fraction) (Figure 5C). Since we had relied heavily on UV damage for UBR5 damage
induction we tested if UBR5 localization to nuclease induced DSBs was also dependent on BMI1. Using a
pTuner263 cell line encoding an mCherry-FOK1 nuclease we found that in normal conditions UBR5 forms
foci that overlap with the cut site; this foci formation is eliminated by depleting BMI1 via siRNA (Figure
5D). The BMI1-dependence of UBR5 foci was also observed in U2OS and HCT116 cell lines (not shown).
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Figure 5. UBR5 Recruitment to damage is dependent on BMI1 and RNF2. A. siRNA screen for upstream
regulators of UBR5 foci identifies BMI1, RNF1, RNF2. HeLa cells were treated with individual siRNAs
(20uM) for 48 hours, then 1uM Etoposide was treated for 12 hours before harvest for IF. B.
Representative images of UBR5 foci in HeLa cells treated with the indicated siRNAs. C. UBR5
enrichment in the chromatin fraction of cells after UV damage is reduced in BMI1 KO cells. This is not
affected by the co-depletion of CBX1. Cells were treated with UV (100J/m2) then subjected to
fractionation into S100, S300, and P fractions. D. BMI1 knockdown prevents UBR5 recruitment to Fok1
induced DSBs. Quantification from 3 independent experiments.
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UBR5 is a regulator of transcription at damaged chromatin
During the DNA damage response, BMI1 suppresses local elongation of RNAPII at DNA damaged
sites in the chromatin. Given the known role of BMI1 in transcriptional repression, it is reasonable to ask
whether UBR5 acts as a downstream factor of BMI1 to repress transcription at damaged chromatin. To
determine if UBR5 was functioning as a suppressor of transcription at damage sites we first utilized UV
irradiation through a micropore filter; this can create a well-defined region of DNA damage marked by
γH2AX. To assess transcriptional elongation at these damage sites we also stained with a specific antibody
recognized the Rpb1 subunit of the RNAPII complex when it is phosphorylated at ser-2; this modification
signifies that the complex is in the elongation phase of transcription. We found that under normal
conditions there is no transcriptional elongation at sites of DNA damage and consistent with previous
studies we found that the repression of transcription at damage sites is lost when BMI1 is depleted by
siRNA (Figure 6A). Excitingly, we found that UBR5 knockdown cells showed a similar loss of transcriptional
regulation as BMI1 knockdown cells. The overlap between the RNAPII (pSer2) and γH2AX signals was
quantified by Pearson’s correlation (Figure 6A, right) and this was found to be consistent with our visual
assessment of the staining. Knockdown of RNF20 (which induces H2B ubiquitination) or RNF8 did not show
noticeable effects (Supplemental Figure 5). The same phenotypes were observed in the BMI1 and UBR5
KO HeLa cells (not shown). The RNAPII overlap with H2AX in UBR5 KO cells was largely rescued by
introducing UBR5 wild type cDNA, but not by UBR5 C2768A catalytic mutant, suggesting that the
ubiquitinating activity of UBR5 is involved in the repression of transcription at the damaged sites
(Supplemental Figure 6). The rescue was also seen in the UBR5 knockdown cells. UBR5 depletion leads to
an elevation of p21 level. Transcriptional de-repression still occurs in p21-/- null HCT116 cells when UBR5
or BMI1 is depleted, indicating that the effects are not caused by elevated p21. ATM and DNA-PK repress
transcription at DSB lesions
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Figure 6. UBR5 and BMI1 regulate transcription at damage sites. Control, BMI1,
2

UBR5 knockdown HeLa cells were locally irradiated with UV (100J/m ) through
0.4uM micropore filters, fixed in 1 hour, then co-stained with γH2AX and CTD
P-Ser2 (A) or 5-EU and γH2AX (B). Overlap between transcription and sites of
DNA damage can be observed in UBR5 and BMI1 knockdown cells.
Quantification by Pearson’s correlation is shown from 3 independent
experiments C. The Fok1 nuclease in pTUNER 263 cells was induced with
treatment of 4-OHT and Shield-1 and transcription of the YFP-MS2 reporter
was induced by tetracycline 3 h before fixing. De-repression of transcription
can be observed in the UBR5 and BMI1 knockdown cells. Quantification from
3 independent experiments.
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and ATR represses transcription at stalled replication forks. Inhibition of these kinases led to a varying
degree of the P-Ser2 and H2AX overlap in our assay condition, among which the ATR inhibition was the
most effective. This suggests that ATR may also participate in the transcriptional repression in UV-induced
lesions.
To further validate this finding, we utilized a chemical probe 5-EU (5-Ethynyl Uridine) which is
frequently used for detecting global nascent RNA synthesis using Click-IT LabelingTM technology. 5-EU was
added to dividing cells immediately following UV irradiation, to specifically monitor the nascent RNA
synthesis which occurred after the damaging event. We found that under normal conditions nascent RNA
was not detected at sites of DNA damage induced by micropore-UV damage, indicating that transcription
was not happening in those regions. When BMI1 or UBR5 was depleted by siRNA that regulation is lost
(Figure 6B). The overlap between 5-EU and γH2AX staining was also quantified by Pearson’s correlation
and was found to be consistent with the results in Figure 6A. To determine if this effect on transcriptional
regulation was specific to UV damage we also tested transcriptional output using the pTuner 263 cell line
from Dr. Roger Greenberg’s lab to assess transcription at nuclease induced DSBs [91]. In addition to
expressing the mCherry-Fok1 this cell line also contains a YFP-MS2 reporter gene which is under the
control of a tetracycline inducible promoter. When the Fok1 nuclease is activated by treatment with
Sheild-1 and 4-OHT in the presence of tetracycline there is no accumulation of the YFP-MS2 gene at the
DSB site, indicating that transcription is repressed proximal to the DSB (Figure 6C). However, when BMI1
or UBR5 are depleted this regulation is lost and accumulation of the YFP-MS2 signal can be observed
overlapping with the Fok1 signal (Figure 6C). The relative fluorescence intensity (RFI) of the YFP-MS2 signal
at Fok1 sites was quantified and found to be consistent with the observation that the signal was increased
with BMI1 or UBR5 knockdowns.
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UBR5 associates with BMI1 and the FACT complex
Given the phenotypic overlap between UBR5 and BMI1 in the regulation of transcriptional output
we first hypothesized that UBR5 may physically associate with the PRC1 complex or factors associated
with transcriptional elongation. This was investigated by immunoprecipitating FLAG-tagged UBR5 from
293T cells followed by mass spectrometry analysis (Figure 7A). The common factors identified from
several independent IP-mass spec experiments included the FACT components SPT16 and SSRP1, and
some RNAPII-associated transcription factors. The MS analysis was carried out in collaboration with Dr.
Stanley Stevens Jr. and Dr. Dale Chaput. These interactions were validated by IP and western blot for
FLAG-Tagged UBR5 and endogenous UBR5 (Figures 7B and 7C respectively). To further investigate the
shared interaction network between UBR5 and BMI1 we also performed a FLAG-BMI1 IP and mass spec
from HeLa S3 cells stably expressing a pOZ-FLAG-BMI1 construct. We were able to identify UBR5 and
several transcription associated factors from this IP (Figure 7D). Notably, we were not able to detect any
association between BMI1 and the FACT complex members SPT16 and SSRP1 by mas spec or western blot
(Figure 6E) as we were for UBR5. This finding was also confirmed by an endogenous SPT16 IP and western
blot which found that SPT16 did associate with UBR5 but not BMI1 (Figure 7F). Given that the FACT
complex is a known chromatin associated factor we wanted to determine if this association was mediated
by DNA. To test this, we treated lysates with Benzonase to cleave DNA and then performed endogenous
SPT16 IPs; we found no significant change in UBR5-SPT16 association in the presence of Benzonase,
indicating that this interaction is not mediated by DNA between the two proteins (Supplemental Figure
7). To gain more insight into the cellular conditions under which these interactions were happening we
utilized the proximity ligation assay (PLA) (antibody validation in Supplemental Figure 8). We found that
using antibody pairs for UBR5 and SPT16 or UBR5 and BMI1 both produced PLA signals in the nucleus
indicating that these factors were coming into proximity of each other on the chromatin (Figure 7G). We
also found that the number of PLA signals and their overlap with 53BP1 was markedly increased by
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Figure 7. UBR5 associates with BMI1 and SPT16. A. Mass spec analysis
of FLAG-UBR5 interacting proteins. FLAG-UBR5 was transfected to
293T cells followed by anti-FLAG IP and mass spec analysis. Unique
peptides numbers are shown from one IP. B. Validation of the
interactions by anti-FLAG-UBR5 IP and western blot. C. anti-UBR5
endogenous IP. D. pOZ-FLAG-BMI1 stable expressing HeLa S3 cells
were used for the anti-FLAG IP (Unique peptides number from one IP
shown). E. Validation of the BMI1 IP by western blotting. (* Indicates
Igg heavy chain). F. Anti-SPT16 IP was performed and eluate was
blotted with indicated antibodies. G. PLA was performed with or
without UV (70J/m2) irradiation, and the cells were co-stained with
indicated antibodies. On the right is the quantification of the RFI
(relative fluorescence intensity) using the Image J software.
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treating the cells with UV damage suggesting that these interactions may be induced by and occur at sites
of DNA damage. This was quantified by counting the number of PLA signals per cell (Figure 7G, right).
Taken together, the results point to a model where UBR5 is recruited by PRC1 complex and then ‘handed
over’ to the FACT complex, when gene silencing takes place.
BMI1 and UBR5 regulate FACT-mediated transcriptional elongation at UV-induced lesions
Based on the finding of a physical association between UBR5 and FACT, it is possible that UBR5
may antagonize FACT activity to inhibit RNAPII elongation at damaged sites. Interestingly, a previous
report showed that the FACT component SPT16 is localized to the UV-induced lesions and is required for
the resumption of RNAPII elongation during the recovery from UV damage. A possible explanation for this
may be that FACT is transiently inhibited at the damaged lesions by certain activity (possibly UBR5), until
the damages are repaired and cleared for RNAPII elongation. Consistent with the result for the PLA (Figure
7G) we found that SPT16 can form damage inducible foci which co-localize with UBR5 (Figure 8A). We
found that roughly ~55% of UBR5 positive spots were co-stained with SPT16 and ~50% of SPT16-positive
spots were co-stained with UBR5. To investigate if there is a potential functional relationship between
UBR5 and the FACT complex we tested if co-depletion of SPT16 could affect the lack of transcriptional
repression in UBR5 knockdown cells. We found that co-knockdown of SPT16 and UBR5 partially restored
transcriptional regulation at sites of DNA damage as marked by RNAPII (pSer2) (Figure 8B) and by 5-EU
staining (Figure 8C). Based on the result we asked if UBR5 was indeed acting as a regulator of SPT16 in
order to modulate its histone exchange activity, and thus, transcriptional elongation. A breakthrough in
this hypothesis came with the observation that SPT16 localization to sites of UV damage was being
influenced by the depletion of UBR5 or BMI1. We found that under normal conditions a modest amount
of SPT16 proteins can be found localized to γH2AX sites but

37

importantly, the staining of SPT16 was usually less than the staining of γH2AX at these spots. When we
depleted UBR5 or BMI1 by siRNA we found that the area of SPT16 foci relative to γH2AX was notably
increased (Figure 8D, quantification on the right). Based on the finding of UBR5 regulating SPT16 and the
fact that UBR5 catalytic activity was required for transcriptional regulation we asked if SPT16 may be a
substrate for UBR5 E3 ligase activity. To test this, we utilized a modified in vitro ubiquitination assay; for
these experiments FLAG-UBR5 wild type and C2768A mutants were purified by IP from 293T cells and
combined with a reaction mix containing the necessary E1 and E2 enzymes as well as ATP and free
ubiquitin (experimental design shown in figure 8E, left). We were able to detect heavier bands for SPT16
that was bound to wild type UBR5 but not the CA mutant (Figure 8E, right) indicating that UBR5 is indeed
capable of ubiquitinating SPT16. It is worth noting that we believe this is a relatively rare modification for
SPT16 as we were not able to detect these upper bands without the addition of the ub-reaction mix.
The primary way through which the FACT complex can promote transcriptional elongation is
through the removal and deposition of H2A-H2B dimers; this cycling of histones allows the RNAPII
complex to efficiently move along the chromatin. Importantly, the cycling of histones has also been
observed at sites of DNA damage and was found to be required for timely repair of UV lesions. To test if
UBR5 was regulating transcription at damage sites by modulating FACT histone exchange activity we
utilized a U2OS cell line stably expressing a SNAP-H2A construct. This system allows for the selective
visualization of new H2A proteins being incorporated into the chromatin after a damaging event. The
generation of the SNAP-H2A plasmid was carried out by Sylvia Emly, a technician in the lab at the time.
Cells expressing the SNAP-H2A were treated with a SNAP-Block reagent, this is a non-fluorescent benzyl
guanine which irreversibly binds to all SNAP tags; this prevents background signal from H2A incorporated
into the chromatin before the cells are damaged. After the blocking the cells were irradiated with 100µJ
UVC and allowed to recover for the indicated time points in media containing the SNAP TMR-STAR label
(red); this provides selective visualization of H2A synthesized and incorporated into nucleosomes after
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the damage (schematic in Figure 9A). Under normal conditions we were able to observe new H2A being
incorporated into the site of UVC damage (marked by γH2AX) around 90 minutes after irradiation, when
SPT16 was knocked down the incorporation of H2A was drastically reduced at all time points tested.
Interestingly, when we depleted UBR5 or its associated DUB OTUD5 we found that the exchange of H2A
at the damage sites was accelerated by about 30 minutes (Figure 9B, quantification in C). This result
indicates that the increased accumulation of SPT16 at damage sites in the absence of BMI1 or UBR5
(Figure 8D) is indicative of increased FACT activity at these sites; this increased activity can promote
erroneous transcription in the damaged region of chromatin.
We next wanted to determine how essential this process was for overall cell fitness. Using a
Clonogenic survival assay we found that UBR5 and BMI1 knockout cells were hypersensitive to
treatment with low dose UV damage (Figure 10A). To gain more insight into the dynamics of the
genomic instability in these cells we performed a UV damage recovery time course looking at the
resolution of γH2AX foci (Figure 10B). We found that after damage with UV the levels of γH2AX foci in
the cell return to normal within 12-24hours. However, in the UBR5 KO cells the levels of γH2AX
remained elevated at all tested time points; indicating that DNA damage repair defects were present.
This was also confirmed by western blot which found that the levels of γH2AX protein were increased at
all time points in the UBR5 KO cells (Figure 10C). Taken together these findings support a model where
UBR5 is recruited to sites of DNA damage by the PRC1 members BMI1, RNF1 and RNF2. Once at the site
UBR5 can ubiquitinate SPT16 which excludes it from the region of damage and allows for the pausing of
transcription. Once the damage is repaired and UBR5 leaves the area the FACT complex can promote
the restart of transcription (Figure 11).
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Figure 8. BMI1 and UBR5 regulate FACT Chromatin localization. A.
UBR5 and SPT16 co-localize at DNA damage sites. 0.4uM microfilter
2

was used to irradiate UV (70J/m ) in HeLa cells. B. Overlap between
γH2AX and P-Ser2 (B) and γH2AX–5-EU (C) was observed. D.
Enlargement of SPT16 foci in UBR5 and BMI1 knockdown cells. HeLa
cells were irradiated with UV (100 J/m2) through 3-μm micropore
filters. The ratio of SPT16 to γH2AX was calculated. E. UBR5
ubiquitinates SPT16 in vitro. Scheme of the ubiquitination reaction is
shown (Left). Arrow indicates the unmodified SPT16. *indicates bands
that appear in WT, in a Ub mix-dependent manner.
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Figure 9. UBR5 and OTUD5 influence Histone H2A
deposition. A. Schematic of SNAP-H2A labeling system (see
methods for more detail). B. U2OS cells stably expressing
SNAP-H2A were first blocked with TMR Block and then
irradiated with UVC (100 J/m2) through 3 µm micropore
filters. Cells were labeled with TMR Star (red) and then fixed
at indicated time points. Cells were counter-stained for
γH2AX. The assay was performed in triplicates. C. Vector
quantification of RFI of TMR signal (SNAP-H2A) (N = 20 from
3 biological replicates)
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Figure 10. UBR5 and BMI1 are needed for cellular homeostasis. A. Clonogenic cell
survival assay shows UV sensitivity of UBR5 KO and BMI1 KO cells. B. UBR5 KO HeLa
cells display increased γH2AX foci that are not resolved over time, compared to the
WT HeLa cells. The cells were irradiated with UV (15J/m2), then fixed and stained with
anti-ϒH2AX antibody at indicated times. C. UBR5 KO HeLa cells display increased levels
of γH2AX protein which is not resolved over time (cells were treated as in B).

Discussion
Summary of Findings
Here we identify a novel pathway involving a functional relationship between the E3 ubiquitin
ligases and the FACT histone chaperone complex. We show that UBR5 is recruited to sites of DNA damage
in a manner depending on the expression of the PRC1 complex members BMI1, RNF1, and RNF2. Once at
damage sites UBR5 can work to suppress local transcriptional elongation through ubiquitination of the
FACT complex subunit SPT16. This modification does not lead to proteasomal degradation, but rather acts
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to sequester the FACT complex from acting on the chromatin effectively preventing erroneous
transcription at sites of DNA damage. When this pathway is perturbed we observe decreased cell survival
and an inability to tolerate genotoxic stress caused by UV treatment, indicating that this process
contributes substantially to maintaining genomic stability in the cell (Figure 11) [3].

Figure 11. Model of cooperation between UBR5 and BMI1 in the regulation of
transcription. BMI1 and RNF2 recruit UBR5 to sites of genomic instability. UBR5
represses the histone exchange activity of the FACT complex to prevent irregular
transcription in the area. In the absence of BMI1 or RNF2 UBR5 is not recruited to
damage sites, this results in increased FACT activity and increased transcription.
Under these conditions genomic instability is increased.

Novel functions of UBR5
Several lines of evidence suggest that UBR5 has oncogenic properties. UBR5 is amplified and
overexpressed in many cancer types including breast, ovarian, pancreatic, and prostate cancers
(Cbioportal). In addition, UBR5 depletion suppresses cancer cell growth and sensitizes the cells to Cisplatin
[92]. Several UBR5 substrates have been reported that include beta-catenin, PEPCK1, RORγt, CDK9,
Spindle assembly checkpoint factors BuGZ and Bub3, and DNA damage response/checkpoint protein
ATMIN [44, 45, 49, 52-54]. UBR5 was also shown to negatively regulate the amplification of ubiquitin
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signaling at DSB sites [44]. Some studies also suggested that UBR5 has a role in negatively regulating
transcription through the regulation of CDK9 [45]. UBR5 has also been shown to regulate miRNA-mediated
gene silencing and suppresses the transcripts level of ACVRL [46]. These reports altogether indicate that
UBR5 is involved in promoting genomic stability through a variety of mechanisms. Our work suggests that
a fraction of UBR5 function is dedicated to transcriptional regulation, whose activity is under the control
of the BMI1-PRC1 complex
We initially hypothesized that UBR5 may be functioning downstream of the BMI1 containing PRC1
complex through recognition of ubiquitinated histone H2A (H2AK119ub); UBR5 harbors a ubiquitin
associated domain (UBA) which could potentially recognize this modification [93]. However, throughout
the course of this work we failed to identify any convincing evidence that this was occurring. We were
unable to detect significant enrichment of H2A proteins in our IPs via mass spec or western blot analysis.
We did find by multiple IPs and PLAs that UBR5 and BMI1 seem to physically associate; therefore, we
propose that the association between BMI1 and UBR5 is necessary for UBR5 chromatin recruitment and
its ability to contribute to transcriptional repression at sites of damage. The relationship between UBR5
and the FACT complex also warrants some further inquiry; we detect enrichment of the FACT complex on
the chromatin in the absence of UBR5 or BMI1 but the precise modification on FACT responsible for this
effect remains elusive.
Novel functions of the FACT complex
The FACT complex subunits SPT16 and SSRP1 have now been identified by bioinformatic tools and
proteomic screens as being polyubiquitinated proteins; however, the identity and functions of these
modifications are still under investigation [94]. SPT16 polyubiquitination in yeast has been reported by
multiple studies; this modification induces SPT16 association with MCM helicase and replication initiation
factors and proper localization of CENP-A in centromeres [95]. Here we report a relationship between
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UBR5 and the FACT complex where UBR5 can polyubiquitinate SPT16; our results suggest that this
modification results in SPT16 being excluded from the chromatin. Importantly, we note that we were
unable to detect ubiquitination of SPT16 in cell lysates without the addition of an in vitro ubiquitination
reaction mix (see methods). We suspect that this may be due to technical issues with lysate preparation
and perhaps that this is a relatively low abundance modification which may only occur in response to
specific stimuli. We did not observe any change in the half-life of SPT16 or SSRP1 in UBR5 knockdown or
knockout HeLa cells; however, we did consistently see an increase in the size of SPT16 nuclear foci at
damaged DNA in these cells. This observation led us to the conclusion that UBR5 activity my act to regulate
SPT16 activity. This finding was further expanded on in our 2018 paper where we identify the UBR5
interacting protein OTUD5 as a direct interacting partner of SPT16 [96]. We went on to uncover with the
use of a SNAP-H2A cell line that in wild type cells an accumulation of newly deposited H2A can be observed
at UV damage sites within 1.5hrs treatment. In the absence of UBR5 or OTUD5 the exchange of histone
H2A at UV damage sites is accelerated; we observe accumulation 30-60 minutes earlier than in wild type
(Figure 8). This indicates that UBR5 is acting to regulate SPT16 histone exchange at sites of DNA damage.
This is also consistent with our result that UBR5 catalytic activity is required for transcriptional repression
at damage sites.
Novel functions of BMI1
In addition to the well-known role of BMI1 as an oncogene BMI1 is necessary for genome integrity.
BMI1 is recruited to damaged sites and promotes the recruitment of canonical DSB factors. BMI1
depletion induces chromosomal aberrations, reduces DNA repair, and results in sensitivity to IR [12, 28].
BMI1 depletion also triggers the DNA damage checkpoint response that is associated with mitochondrial
dysfunction. Consistent with the Chagraoui et al. study, our data shows that BMI1 represses transcription
at damaged sites. Therefore, the role of BMI1 in DNA damage response can be at least partially attributed
to its role in transcription repression at damaged sites. Any relationship between the pathway we describe
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and the DNA damage kinase ATM may be essential for fully uncovering the role these factors play in the
preservation of genomic integrity. ATM is a key regulator for DSB-induced gene silencing in a mechanism
involving H2A ubiquitination [91]. ATM also serves a key regulator for repressing Pol I-meditated
transcription in nucleolus by a mechanism involving the interaction between NBS1 and Treacle protein
[97]. A study showed that ATM recruits BMI1 to DSB lesions to induce H2A ubiquitination and
transcriptional repression, placing BMI1 downstream of ATM [31]. However, we repeatedly were unable
to detect any effect on UBR5 chromatin recruitment or activity upon ATM or ATR inhibition. This may
suggest that transcriptional repression catalyzed by the BMI1-UBR5-SPT16 network we describe occurs
through a distinct mechanism. We are able to detect the de-repression of transcription at UV and nuclease
induced DNA damage sites with ATM inhibition. However, in contrast to ATM inhibition we do not detect
any effect on nucleolar RNA synthesis by depleting UBR5 or BMI1, again pointing to the conclusion that
these pathways are distinct. Additional evidence regarding how the regulation of transcription by PRC1
members RNF2 and BMI1 is discussed further in chapters 3 and 4.
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Chapter 3: Transcription-replication conflicts as a source of common fragile site instability caused by
BMI1-RNF2 deficiency
Materials and Methods

Cell lines, plasmids, and chemicals
T80 immortalized ovarian epithelial cells were grown in RPMI Medium supplemented with 10%
FBS. HeLa, 293T, U2OS cells were grown in Dulbecco’s Modified Eagle’s Medium (DMEM) supplemented
with 10% FBS. RPE1 cells were grown in DMEM F12 media supplemented with 10% FBS. All cells were
cultured at 37oC with 10% atmospheric CO2 concentration.
RNF2 knockout T80 clones were generated using the CRISPR-Cas9 Double Nickase plasmid
synthesized by Santa Cruz Biotechnology (gRNA sequences used are shown in Supplemental Table 1, RNF2
protein levels by western blot shown in Supplemental Figure 10). The U2OS-based RNF2 knock-in (I53A)
cell lines were generated following the standard procedure by Washington Univ. Genomic Facility. U2OS
cells stably expressing mCherry-LacI-Fok1 fusion protein that induces a DSB at a single genomic locus is
previously described [90].
pyCAG_RNaseH1_wild type and D210N plasmids were a gift from Dr. Xiang-Dong Fu (Addgene
plasmids #111906, # 111904). Hydroxyurea (AC151680050), Aphidicolin (61197-0010) and DRB
(NC9855607) were purchased from Fisher Scientific. Alpha-amanitin was purchased from Santa Cruz
Biotechnology (sc-202440). IdU (I7125) and CldU (C6891) were purchased from Sigma Aldrich. ATR
inhibitor (AZ20) was purchased from SelleckChem.
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RNAi:
For all siRNA experiments the cells were grown under normal conditions in the absence of
antibiotics, unless otherwise indicated siRNA was treated once for 72hrs using RNAiMAX (Invitrogen)
according to the manufacturers protocol. A full list of all siRNA sequences used in chapter 3 can be found
in table 3.
Western blots and antibodies
Cell extracts were run on an SDS-PAGE gel and then transferred to a PVDF membrane (Bio-Rad,
Hercules, CA). Membranes were probed with primary antibodies overnight at 4°C. The membranes were
then washed and incubated with either mouse or rabbit secondary antibody linked with horseradish
peroxidase (Cell Signaling Technologies) and washed. The bound antibodies were viewed via Pierce ECL
Western Blotting Substrate (Thermo Scientific). A full list of antibodies used in chapter 3 can be found in
table 4.
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Immunofluorescence and Image Quantification
Cells were seeded in 12 well plates onto coverslips, indicated siRNA and damage treatments were
applied. Media was removed from the wells, coverslips were washed twice with ice cold PBS and fixed for
10 minutes in the dark with cold 4% paraformaldehyde. The coverslips were washed twice with cold PBS
and permeabilized for 5 minutes via incubation with 0.25% Triton and washed twice with cold PBS.
Primary antibodies were diluted in PBS (1:300-1:500) and 30ul was applied to each coverslip before
incubating for 1 hour in the dark; coverslips were washed twice with cold PBS. Secondary antibodies were
diluted 1:1000 in PBS and 35ul was applied to each coverslip before incubating for 1 hour in the dark,
coverslips were washed twice in PBS and placed onto glass slides. Vectashield mounting medium for
fluorescence with DAPI (Vector Laboratories Inc) was used to stain nuclei. Images were collected by a Zeiss
Axiovert 200 microscope equipped with a Perkin Elmer ERS spinning disk confocal imager and a
63x/1.45NA oil objective using Volocity software (Perkin Elmer). For detection of EdU-positive cells, cells
were incubated with 10µM EdU for 15 minutes prior to fixing under normal growth conditions. After fixing
and permeabilizing (as above), EdU was labeled with Alexa Fluor 488 Azide (Thermo Fisher) by a standard
coper-catalyzed click reaction. Cells were co-stained for additional proteins where indicated, following
our standard protocol (above). All fluorescence quantification was performed using ImageJ. To measure
relative fluorescence intensity (RFI), single cells were manually selected, the integrated density was
measured and corrected to account for background in the image. The density measurements were
normalized with a value of 10 corresponding to the brightest reading. Pearson’s overlap correlations were
obtained with the use of the “Colocalization finder” plugin for ImageJ. Full color images were imported
into ImageJ and the channels were split into blue, red, and green; the red and green channels were
analyzed and the degree of colocalization was determined.
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Proximity Ligation Assay (PLA)
Proximity ligation assays were performed using the Duolink kit from Sigma Aldrich; cells were
grown in a 12 well format on coverslips. Cells were fixed and permeabilized according to the standard
immunofluorescence protocol (previously described); primary antibodies were added at a 1:500 dilution
in PBS and incubated for 1 hour at room temperature. PLA minus and plus probes were diluted 1:5 in the
provided dilution buffer and 30ul of the probe reaction was added to each coverslip and incubated for 1hr
at 37C; the coverslips were washed twice with buffer A. The provided ligation buffer was diluted 1:5 in
water, the ligase was added at a 1:30 dilution; the ligation reaction was left at 37°C for 30 minutes before
washing twice with wash buffer A. The provided amplification buffer was diluted 1:5 in water before
adding the provided polymerase at a 1:80 ratio, the amplification reaction was left at 37°C for 100
minutes, the reaction was quenched by washing twice with buffer B. The coverslips were mounted on
slides with DAPI containing mounting medium. For EdU-PLA, cells were seeded glass coverslip and treated
with indicated siRNA for 72 hours. Cells were pulsed with 100uM EdU for 8 minutes before fixing with 4%
paraformaldehyde for 10 minutes, washed with PBS twice and permeabilized with 0.25% Triton X-100 for
5 minutes. Cells were then washed twice with PBS. Click reaction buffer (2mM copper sulfate, 10uM biotin
azide, 100mM sodium ascorbate) was prepared fresh and added to the slides for 1 hour at room
temperature. Cells were washed three times with PBS. Primary antibodies were diluted in PBS and added
to slides for 1 hour at room temperature. Cells were washed with PBS twice. PLA reaction was then carried
out as described above.
Chromatin Immunoprecipitation
Cells were crosslinked with 1.42% formaldehyde for 10 minutes in the dark at room temperature
(RT), the crosslinking was quenched by adding 125mM Glycine for 5 minutes in the dark at RT. Crosslinked
cells were washed and harvested by scraping. Cells were lysed for 10 minutes on ice with the FA lysis
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buffer (50mM HEPES, 140mM NaCl, 1mM EDTA, 1% Triton X-100, 0.1% Sodium Deoxycholate). Lysates
were sonicated at 45% amplitude 8 times for 10 seconds each, with 1-minute rest on ice between pulses.
Inputs were collected and the lysates were incubated with the indicated antibodies at a 1:200
concentration overnight at 4°C. Protein G agarose beads were added to the lysates for ~3 hrs, beads were
washed 3 times with the FA lysis buffer prior to elution. To elute DNA, 400ul of Elution buffer (1% SDS,
100mM Sodium Bicarbonate) was added to the beads, then rotated at RT for 2 hours. The eluate was
collected and incubated with RNase A (50ug/ml) for 1 hr at 65°C, followed by proteinase K (250ug/ml)
overnight at 65°C. The DNA is purified with the PCR purification Kit (Bioneer) following the manufacturer’s
instructions. For the detection of R-loops, wild type and RNF2 KO T80 cells were transiently transfected
with pyCAG_RNaseH1_ D210N plasmids, then cell pellets were harvested in ~36 hours, lysed and
sonicated as described above. The lysates were subjected to IP with the anti-V5 antibody (1:200 dilution)
and processed as described above [98].
qPCR
All qPCR experiments were performed on an appliedbiosystems QuantStudio3 thermocycler using
amfiSure qGreen Q-PCR master mix (GenDEPOT Q5603-001). All qPCR reactions were 50ul in volume and
contained 15ng of template DNA. PCR cycles consisted of 35 cycles of 95oC denaturation for 15s followed
by annealing/extension for 1 minute at 60oC, measurements were acquired after each cycle. Fold change
quantification was preformed using the ΔΔCT of the conditions assuming the product was doubled for
each cycle. The specify of amplification was confirmed by running products on agarose gels as well as melt
curve analysis following every qPCR cycle. The Cq confidence of all samples quantified was greater than
0.98. Primers used for CFS amplification can be found in table 5.
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Clonogenic survival assay
Cells were seeded into 24 well plates (~10 cells per visual field) and treated with indicated siRNA
for 48hours. UV irradiation (254nm) was applied using the Stratalinker UV crosslinker, 2400, then the cells
were allowed to grow for 10~14 days. The cells were fixed with a 10% methanol, 10% Acetic acid solution
for 15minutes at room temperature followed by staining with crystal violet. Sorensen buffer (0.1M sodium
citrate, 50% ethanol) was used to extract the stain, then the colorimetric intensity of each solution was
quantified using Gen5 software on a Synergy 2 (BioTek, Winooksi, VT) plate reader (OD at 595nm). Error
bars are representative of 3 independent experiments.
Cell Cycle Analysis
U2OS or T80 cells were transfected with siRNAs for 72 hours, followed by treatment with HU or
ATRi where indicated. Cells were harvested and fixed with 70% Ethanol for 1 hour in darkness, washed
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with PBS and incubated with Propidium Iodide (50ug/ml), RNase (25ug/ml) and Triton X-100 (1%) for 1
hour. Cell cycle analysis was carried out in Accuri C6 Flow Cytometer and data was analyzed using BD
Accuri C6 Software.

Results
Depletion of BMI1 or RNF2 causes replication fork stress
The negative outcomes of failures in transcriptional regulation for cell homeostasis are diverse
and can impact multiple other vital cellular processes (Figure 2) [1]. Given that we previously observed
defects in the regulation of transcription in the absence of the PRC1 proteins BMI1 and RNF2 we wanted
to further characterize how this was impacting cell health. There are several known genotoxic outcomes
associated with the loss of transcriptional silencing and we have observed decreased cell fitness in the
absence of BMI1 (Figure 10A).
An initial finding by Dr.Jeonghyeon Kim that BMI1 and RNF2 knockdown cells show delayed
recovery from HU arrest (Figure 12A) lead us to hypothesize that the loss of these factors may be
contributing to replication stress and possibly conflicts between replication and transcription (TRC). The
accumulation of 53BP1 nuclear bodies during G1 phase has been previously proposed as a marker for
incomplete replication products inherited into the next cell cycle from the previous S phase; therefore,
we used this as a marker to test if replication stress was occurring. We found that the number of 53BP1
bodies was significantly increased in U2OS BMI1 and RNF2 knockdown cell;, this increase was to a similar
degree as the depletion of TOP2A which is known to result in replication stress (Figure 12B) (Knockdown
efficiencies in Supplemental Figure 11). We found that this increase in 53BP1 bodies was increased in
untreated cells just by depleting BMI1 and RNF2; the number of G1 bodies was further increased by
treating the cells with the replication inhibitor APH (Figure 12B, right). This increase in 53BP1 bodies was
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also observed in RNF2 knockout T80 cells. Furthermore, the increase in 53BP1 G1 bodies can be restored
to near wild type levels by reintroduction a FLAG-RNF2 plasmid (Figure 12C). It has been shown previously
that the under replicated regions of the genome marked by 53BP1 can be processed into DAPI stained
micronuclei. We found that U2OS cells depleted of BMI1 or RNF2 by siRNA resulted in increased numbers
of micronuclei (Figure 12D), consistent with the induction of replication stress. We also found that BMI1
and RNF2 knockdown cells were sensitive chemical inducers of replication stress by treatment with HU
and APH (Figure 12E).
To directly determine if the depletion of BMI1 or RNF2 was resulting in decreased replication fork
progression we utilized the DNA fiber assay in collaboration with Dr.Tony Huang’s lab. We found that fork
progression was decreased in both BMI1 and RNF2 knockdown RPE1 cells; this was determined by pulse
labeling the cells with IdU followed by labeling with CldU. On average the second color (CldU) was about
4kb shorter in the BMI1 and RNF2 knockdown cells. To address the possibility that BMI1 and RNF2 were
directly regulating replication fork progression the same DNA fibers were also analyzed for fork
asymmetry; if replication was being directly affected then bi-directional forks should be equally shorter at
both ends. We found that in BMI1 and RNF2 knockdown cells fork asymmetry was increased by more than
25%. This indicates that the decrease in fork progression is the result of the replication fork encountering
some physical obstruction rather than being globally decreased with the knockdowns. Consistent with
this, we also observed increased overlap between EdU and RPA32 in BMI1 or RNF2 knockdown T80 cells.
This can be interpreted as increased intermediate replication products as RPA marks ssDNA. This was also
confirmed by utilizing a PLA reaction between EdU labeled forks and RPA32; we found that the PLA signal
was increased dramatically in BMI1 or RNF2 knockdown cells. To test if BMI1 and RNF2 are indeed
expressed in replicating cells we co-stained BMI1 or RNF2 with EdU and observed expression of both
proteins in the nucleus of EdU positive cells (Supplemental Figure 12).
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Figure 12. Global indicators of replication stress are increased with RNF2 or BMI1 Depletion. A. HUarrested U2OS cells show delayed cell cycle progression when BMI1 or RNF2 is depleted by siRNA.
siTOP2A was used as a positive control (N = 3 biological replicates). B. (Left) Representative images of
U2OS cells stained with 53BP1 and Cyclin A following treatment with siRNAs for control (scrambled),
BMI1, RNF2 and TOP2A. (Right) quantification of 53BP1 foci in Cyclin A negative cells (N = 100 from 3
biological replicates). C. Parental (WT) or RNF2 KO T80 cells were untreated or transfected with the
3xFLAG-RNF2 plasmid. At 24 hours post-transfection, cells were fixed and analyzed for 53BP1 foci (in
Cyclin A-negative cells). D. (Top) Representative images showing that U2OS cells depleted of BMI1 or
RNF2 by siRNAs harbor increased micronuclei. (Bottom) Quantification of the percentage of cells with
micronuclei. E. Clonogenic survival assay determines that T80 cells depleted of BMI1, RNF2 or TOP2A
by siRNAs are sensitive to treatment with HU (Top) and Aphidicolin (APH, bottom).
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Depletion of BMI1/RNF2 leads to CFS instability
With these findings in mind, we turned our attention to how the increased replication stress in
BMI1 and RNF2 was impacting the stability of CFSs in the genome. Since CFSs are known to be highly
sensitive to replication stress we hypothesized that these loci may be highly affected by the loss of BMI1
or RNF2 and may contribute substantially to the growth defects observed in these cells. To address this
question, we utilized ChIP assays followed by qPCR amplification with primer sets directed to several
known CFSs (Figure 13A). To confirm the specificity of this approach we first tested treatment with APH
since this is known to induce CFS instability and result in an accumulation of 53BP1 at these sites. We
found by anti-53BP1 ChIP that the instability of CFSs was increased with APH treatment under our
conditions (Figure 13B). Next, we addressed if this instability at CFSs can be induced by the depletion of
RNF2. We found increased 53BP1 occupancy of CFSs in RNF2 knockout and knockdown T80 cells (Figure
13C and 13D respectively); this increase was to a similar degree as treatment with APH, indicating that
the significant replication stress was occurring. Importantly, this increase in instability was not observed
at the non-fragile gene GAPDH, indicating that this effect is specific to fragile regions of the genome.

56

Figure 13. Replication associated damage is increased at CFS with RNF2 depletion. A. Schematic for
CFS primer binding locations on FRA3B, FRA7H and FRA16D used in ChIP experiments. B. qPCR
quantification of anti-53BP1 ChIP in wild type T80 cells with or without treatment with 0.4μM
Aphidicolin for 16 hours. (N=3 biological replicates). C. (Top) qPCR quantification of 53BP1 ChIP in T80
wild type and RNF2 KO cells (N = 3 biological replicates) (Bottom) Western blot confirmation of 53BP1
IP in wild type and RNF2 KO cells. D. qPCR quantification of anti-53BP1 ChIP in T80 cells transfected
with either control or RNF2 siRNAs (N = 3 biological replicates).
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Depletion of BMI1 or RNF2 causes transcription stress at CFSs and transcription-replication collisions
Previous reports have found that CFSs exhibit increased instability and breakage when they are
actively transcribed. Given that we observed increased replication associated defects at CFSs and that
BMI1 and RNF2 depletion can result in unregulated transcription, we asked if active transcription was
increased at CFSs in the absence of BMI1 or RNF2. To test this, we utilized a ChIP assay directed at
elongating RNAPII to determine if transcription was increased at CFSs. We found that RNAPII occupancy
of the CFSs tested was increased in T80 RNF2 knockdown cells (Figure 14A, top qPCR, bottom end-point
quantification). This was consistent in T80 RNF2 knockout cells (Figure 14B, top qPCR, bottom end-point
quantification) which also showed an increase of RNAPII at CFSs. This increase in transcription was not
observed at the non-fragile GAPDH locus; this is consistent with RNF2 acting as a repressor of transcription
specifically at damage DNA. We went on to examine the activity of RNAPII at the FRA16D site in more
detail. Previous studies have proposed that the dynamics of replication and transcription may differ
upstream or downstream of the Flex region within FRA16D. However, we did not find any significant
variation in RNAPII occupancy between different regions of the gene (Figure 14C top, primer scheme
below). Equal protein expression and IP efficiency for RNAPII under ChIP conditions was confirmed by
western blot (Figure 14D).
Unregulated transcription creates an environment prone to conflicts between replication and
transcription; this is especially true at CFSs which can take more than one cell cycle to complete
transcription due to their large size. Since we observed increased transcription at CFSs we wanted to test
if this was resulting in increased TRC. This was primarily examined with the use of a PLA assay with
antibodies directed to RNAPII and PCNA; under conditions of normal regulation we would expect very
little contact between these two factors but we hypothesized that this may be increased in the absence
of BMI1 or RNF2. We found that BMI1 and RNF2 knockdown T80 cells showed a dramatic increase in PLA
signal between RNAPII and PCNA (Figure 15A); this increase was not observed in any of the other
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knockdowns tested. Importantly, this phenotype can be rescued by inhibiting transcription by treatment
with DRB or α-Amanitin (Figure 15B) suggesting that the increase in TRC is due mostly to the loss of
transcriptional regulation and not an effect of aberrant replication. This phenotype was also observed in
RNF2 knockout T80 cells; this effect can be reversed by reintroduction a FLAG-RNF2 plasmid (Figure 15C).

Figure 14. Active transcription at CFS is increased with RNF2 depletion. A. ChIP using the Rpb1 (p-Ser2)
antibody followed by qPCR amplification (top) or endpoint band quantification (Bottom) with the
indicated primers demonstrates that the elongation of RNAPII is increased at the tested CFSs in RNF2
knockdown (siRNF2) B. ChIP was performed as in A in RNF2 KO cells followed by qPCR amplification
(top) or endpoint band quantification (Bottom) with the indicated primers. C. (top) ChIPusing a Rpb1
(p-Ser2) antibody followed by qPCR amplification with indicated primers. (N = 3 biological replicates).
(Bottom) schematic of primer binding locations within the FRA16D locus. D. Western blot confirming
that expression and IP of RPB1 under the ChIP conditions was equal between the T80 WT and RNF2
KO cells.
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Figure 15. TRC is increased in BMI1 and RNF2 Depleted cells. A. (Left) Representative images
demonstrating that the PLA signals between Rpb1 (p-Ser2) and PCNA are increased in T80 cells
depleted of RNF2 or BMI1. (Right) Quantification of the percentage of PLA-positive nuclei under the
indicated conditions (3 biological replicates). B. The PLA signal between Rpb1 (p-Ser2) and PCNA is
restored to normal levels by treatment with the transcriptional inhibitors DRB or α-Amanitin.
Quantification of the percentage of PLA positive cells under the indicated conditions (3 biological
replicates). C. T80 RNF2 KO cells were transfected with 3xFLAG-RNF2 WT, fixed at 36 hours posttransfection, then analyzed for PLA as in D. The assays were done in triplicates.

Fanconi Anemia proteins respond to R-loop-associated transcriptional stress in RNF2-deficient cells
Given the observation that TRC was increased in cells lacking RNF2 or BMI1 we wanted to further
characterize the outcome of these events and how it was being responded to. It has now been shown by
multiple lines of evidence that TRC can result in the formation of R-Loops, this is even more common at
CFSs which can contain repetitive sequences and are prone to secondary structure formation. To
determine if R-Loops were increased at CFSs in the absence of RNF2 we first utilized a V5-RNaseH1 (RNH1)
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construct harboring a D210N mutation (eliminates its nuclease activity) coupled with ChIP. To validate this
system, we first tested cells treated with HU, which is known to increase R-Loops at CFSs. This technique
has been used previously by other groups to identify R-Loops at sites of paused transcription [99]
(Validation of IP efficiency under our conditions shown in Supplemental Figure 13) . We found that RNH1
binding to all CFSs tested was increased with HU treatment, confirming that this system can accurately
detect R-Loops (Figure 16A). Using RNH1 ChIP we also detected a significant increase of R-Loops at CFS in
RNF2 KO T80 cells; this increase was not observed at the non-fragile GAPDH locus (Figure 16B). To further
test if R-Loops were increased at CFSs in the absence of RNF2 we utilized ChIP with the S9.6 antibody
(DRIP); we saw a consistent increase of R-Loops at CFSs but not GAPDH with this system (Figure 16C).
Given that we hypothesized this R-Loop formation was the result of TRC we investigated if we could detect
increased association between replisome components and R-Loops in RNF2 KO cells. Crosslinking and
immunoprecipitation with the S9.6 antibody found increased association of MCM7 and PCNA with RLoops (Figure 16D) suggesting that R-Loops are forming at sites of replication. In this IP we also detected
increased association of the Fanconi anemia (FA) proteins FANCD2 and FANCI with R-Loops. This is
consistent with a growing body of evidence suggesting that the FA pathway is utilized frequently to resolve
R-Loops; this led us to investigate if the FA pathway was responding to R-Loops generated by a lack of
BMI1 or RNF2. To initially test if FANCD2 and FANCI were contributing to R-Loop repair we first looked at
γH2AX foci in replicating cells (EdU positive); since a lack of R-Loop resolution would increase replication
associated damage. We found that RNF2 KO T80 cells presented with more γH2AX staining in EdU positive
cells than wild type and that this was markedly increased by co-depleting FANCD2 or FANCI in these cells
(Figure 16E).
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Figure 16. R-loops are increased in the absence of BMI1 and RNF2. A. Quantification of
ChIP assay from T80 cells expressing pyCAG_RNaseH1_ D210N. Cells were treated with
HU (2mM) and IP’ed with V5 antibody (N= 2). B. T80 cells expressing pyCAG_RNaseH1_
D210N IP’ed with the V5 antibody. qPCRs using indicated primers show that R-loops are
enriched at CFSs in the RNF2 KO cells (N = 3). C. ChIP using S9.6 antibody and amplification
with the indicated primers by qPCR shows that R-loops are increased at CFSs in RNF2 KO
T80 cells (N = 3). D. T80 WT and RNF2 KO cells were crosslinked and IP’ed with S9.6
antibody, the eluates were analyzed by western blot E. (Top) Representative images of
EdU and γH2AX foci in WT and RNF2 KO T80 cells, where indicated FANCD2 and FANCI
were also depleted by siRNA. (Bottom left) Quantification of the γH2AX RFI in EdU positive
cells (N= 3). (Bottom right) Verification of knockdown efficiency by western blot.
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To directly assess if FANCD2 was responding to the increased R-Loops at CFSs in RNF2 or BMI1 deficient
cells we utilized FANCD2 ChIP and qPCR. We found that FANCD2 association with CFSs was significantly
increased in RNF2 KO cells compared to wild type (Figure 17A); this was also observed in BMI1 knockdown
cells (Figure 17B). Since FANCD2 can potentially respond to multiple types of damage we felt it was
important to attempt rescuing this phenotype by overexpressing RNH1. We found that the accumulation
of FANCD2 at CFSs can be reduced to near wild type levels by reintroducing wild type RNH1 but not the
D210N mutant, suggesting that FANCD2 is indeed responding to R-Loops at CFSs (Figure 17C). Consistent
with this, we found that overlap between FANCD2 and RPA32 foci in RNF2 KO cells can also be dramatically
reduced by the overexpression of wild type RHN1 (Figure 17D). Considering the clear relationship between
the FA pathway and RNF2 in preserving genomic integrity by preventing the accumulation of R-Loops at
CFSs we investigated if the co-depletion of FANCD2 or FANCI in RNF2 KO cells would reduce cell viability.
We found by clonogenic assay that while both FAND2 and FANCI KDs were toxic to wild type cells the
effect was much more profound in RNF2 KO cells (Figure 17E), suggesting that in the absence of RNF2
these FA proteins become more essential for responding to the burden of increased R-Loops. Taken all
together, the results we report here point to a model where RNF2 and BMI1 contribute to the
maintenance of genomic stability at CFSs by repressing transcription and preventing TRC. When this
regulation is not in place conflicts occur and can generate R-Loops at CFSs, these are in turn responded to
by FA proteins (Figure 18).
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Figure 17. R-loops generated in the absence of BMI1 and RNF2 are responded
to by the ID2 complex. A. (Top) ChIP using FANCD2 antibody shows that
FANCD2 is enriched at CFSs in RNF2 KO T80 Cells. (Bottom) Western blot
confirming IP efficiency in T80 WT and RNF2 KO cells (N = 3). B. ChIP using
FANCD2 antibody shows that FANCD2 is enriched at CFSs in BMI1 KD T80 Cells.
(N = 3). C. ChIP using FANCD2 antibody and shows that FANCD2 enrichment at
CFSs in RNF2 KO T80 cells is reduced by expressing exogenous RNH1 WT. There
was no significant change upon expressing RNH1 D210N (N = 3). D. (Top)
Representative images of FANCD2 and RPA foci in WT and RNF2 KO cells.
(Bottom) Quantification of FANCD2 and RPA signals by Pearson’s correlation
(N=3). E. Clonogenic cell survival assay finds that viability of T80 RNF2 KO cells
are decreased by FANCD2 or FANCI KD (N = 6).
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Discussion
Summary of findings
Here we report that the PRC1 members BMI1 and RNF2 can play a novel role in the prevention of
TRCs through the repression of transcription. Cells lacking either BMI1 or RNF2 present with hallmarks of
replication stress including 53BP1 nuclear bodies, micronuclei formation, and decreased replication fork
progression. We provide evidence that this effect is most dramatic at CFSs, which accumulate 53BPP1 in
BMI1 or RNF2 deficient cells. When RNF2 is removed from the cell by siRNA or CRISPR KO we observed
increased transcriptional elongation at CFSs. Using a PLA approach, we were able to detect increased
incidences of TRC in cells lacking BMI1 or RNF2; this can be rescued by inhibiting transcription or by reintroducing exogenous RNF2. The increased conflicts between transcription and replication coincide with
increased formation of R-loops at CFSs in RNF2 or BMI1 deficient cells. We have identified the FA pathway
members FANCD2 and FANCI as essential responders to the increased levels of R-loops in the absence of
BMI1 or RNF2. We show that FANCD2 is enriched at CFSs in BMI1 or RNF2 deficient cells and that this
accumulation can be reduced by overexpressing wild type RNaseH1. Consistent with this role, codepletion of FANCD2 or FANCI in RNF2 KO cells is severely toxic to the cells, highlighting the importance
of this fail-safe mechanism. Taken together these results suggest that BMI1 and RNF2 can act to protect
against genomic instability by preventing the genotoxic outcomes of TRC; when this is not intact FANCD2
and FANCI are needed to address the increased burden of DNA damage (Figure 18) [4].
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Figure 18. BMI1 and RNF2 can prevent TRC at CFS. A. Under normal
conditions BMI1 and RNF2 prevent conflicts between replication and
transcription complexes by repressing RNAPII at CFS. The potential
requirement of other PRC1 members in this process is under active
investigation in our lab. B. In the absence of BMI1 or RNF2 TRC can
occur, these conflicts increase levels of R-loops in the cell. Whether
these conflicts involve direct contact between the two complexes is
still under investigation. The R-loops are responded to by FANCD2 and
FANCI. If these structures are not resolved they can be converted into
DNA DSBs.

Coordination of transcription and replication
The spatial and temporal separation of transcription and replication remains a vital area of
inquiry. While a clear consensus exists that this is necessary for genomic stability the factors which act to
ensure the timing of replication and transcription are still being uncovered. One known factor acting on
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conflict resolution is RECQL5, a DNA helicase that associates with both RNAPII and PCNA [100, 101]. Of
note, RECQL5 depletion leads to uncontrolled elongation of RNAPII, with higher levels of RNAPII pausing
and arrest globally at the transcription regions [100]. Based on the evidence shown above we propose
that BMI1 and RNF2 act to specifically regulate the avoidance of these conflicts at CFSs. We interpret the
increased transcription at CFSs in the absence of RNF2 as a marker of increased transcriptional stress; this
is consistent with our observations that depletion of RNF2 results in uncontrolled transcription at DSBs.
Since CFSs are generally long genes which can take considerable time to transcribe and replicate this
unscheduled transcription can pose a substantial obstacle to replication also taking place on the same
gene [68].
When conflicts between transcription and replication occur the orientation of the two complexes
may be an important factor in determining the outcome for the cell. Increasing evidence points to headon collisions (HO) being more detrimental to genomic stability than co-direction collisions (CD). This may
be due to the finding that R-loops are only generated from HO collisions rather CD; this is supported by
plasmid-based systems and the finding that regions of the genome prone to HO collisions also harbor
more R-loops than other areas of the DNA [72, 75]. The orientation of these conflicts may serve to activate
distinct cellular responses; it has been shown that HO collisions activate the ATR-CHK1 pathway and CD
activates ATM-CHK2 [72]. Given that we are able to convincingly detect increased R-loops at CFSs in the
absence of RNF2 or BMI1 we theorize that the TRC occurring in these cells is mainly in the HO orientation.
This is also supported by our finding that cells lacking BMI1 or RNF2 are sensitive to the inhibition of ATR;
we detect more apoptosing cells by FACS analysis in these cells. This is also consistent with previous
reports that depletion of BMI1 can increase the activation of the ATR-CHK1 pathway under conditions of
replication stress [30]. If HO collisions are occurring in the absence of BMI1 and RNF2 this would be
consistent with the severe growth phenotypes we observe when these factors are depleted as this
orientation of TRC is generally more toxic.
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The importance of BMI1 and RNF2 in the preservation of genomic stability have been addressed
by several previous studies. BMI1 knockout MEFs show increased chromosome breakages when treated
with replication stressors HU or APH [28] and RNF2 promotes replication elongation in the
pericentromeric region during S phase progression [33]. A recent study also identified RNF2 as being
required for efficient replication fork progression and importantly this defect was rescued by
overexpressing RNaseH1 or inhibiting transcription with DRB [102]. Thus far, our findings do not support
this effect being mediated by H2AK119-ub as we have not detected an enrichment of this modification at
CFSs following replication stress (Figure 19D, discussed in chapter 4). We instead propose that of BMI1
and RNF2 may work to govern transcription through regulation of the FACT complex in the context of
CFSs.
A novel relationship between FA and Polycomb proteins
The described results shed light on a previously unexplored functional relationship between
Polycomb proteins and the FA pathway in responding to genomic instability. Our findings support a model
in which FANCD2 can contribute to the resolution of replication associated damage in the absence of BMI1
and RNF2. We do emphasize that even in a FA proficient background we still detect significant replication
associated damage and genomic instability in the absence of BMI1 and RNF2; one interpretation of this
may be that the level of stress generated by deficiency in BMI1 or RNF2 is more than the FA pathway can
completely resolve. Our work also demonstrates that the FA pathway can be induced by endogenous
sources of replication stress in addition to chemically induced replication stress (i.e HU and APH). This is
an important consideration as FA proteins are becoming increasingly implicated in the response to
replication barriers other than the canonical inter-strand crosslinks. Indeed, multiple lines of evidence
have now found that FANCD2 and FANCI can act in the response to R-loop generated damage. FANCD2
localizes to sites of transcription, and purified FANCD2-FANCI heterodimer can directly bind to R-loops
[103]. FANCD2 deficiency increases the replication stress at FRA16D regions, and a genome-wide ChIP68

sequencing analysis revealed the preferred accumulation of FANCD2 at CFSs under replication stress
[104], supporting the importance of FANCD2 in CFS stability [79]. A few studies may have suggested how
FANCD2 facilitates the R-loop processing; FANCD2 may recruit RNA processing factors or facilitate FANCM
translocase activity [76, 77, 105]. FANCD2 may also facilitate the recruitment of chromatin remodeler
ATRX to CFSs to resolve R-loop-mediated replication stresses [106, 107]. FANCD2 is necessary for recovery
of perturbed replication forks through recruiting CtIP nuclease, which can facilitate the R-loop removal
[108, 109]. FANCI is also known to activate dormant origin firing when the forks experience stress [110,
111]; therefore, it is possible that the role of FANCI in the context of BMI1-RNF2 deficiency is to salvage
the stalled forks by activating dormant origins within or nearby CFSs. Also, in support of a relationship
between PRC1 proteins and the FA pathway are several reports of BMI1 knockout mice presenting with
defects in bone marrow development and hematopoietic systems, which is consistent with “classical” FA
phenotypes [112, 113]. Alternatively, this phenomenon can be explained by erroneous expression of BMI1
target genes; thus, further inquiry into the interplay between these two pathways will be necessary to
completely understand how they cooperate together.
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Chapter 4: Conclusions and Future Directions
Conclusions

Taken as a whole, the results described here present a novel network through which the
repression of transcription by BMI1 and RNF2 acts to maintain the stability of CFSs. We provide evidence
that UBR5 is recruited to sites of DNA damage by Polycomb proteins. Once localized to damage sites UBR5
can induce the repression of local transcription through its E3 ligase activity. We propose that the FACT
complex subunit is a substrate for UBR5 and when poly-ubiquitinated the FACT complex is excluded from
DNA damage sites which in turn arrests transcription. This regulation is particularly important at CFSs
which are highly vulnerable to the replication stress generated by the loss of transcriptional regulation.
We have shown that cells lacking BMI1 or RNF2 accumulate replication associated stress and present with
decreased replication fork progression. This is accompanied by increased RNAPII activity at CFSs which
ultimately results in increased incidences of TRC. We show that the increased TRCs create R-loops at CFSs
and that these lesions are responded to by the FA proteins FANCD2 and FANCI. Taken together we
propose a model in which the genomic aberrations observed in BMI1 and RNF2 deficient cells are at least
partially the result of increased CFS instability in these cells resulting from increased TRC and R-loop
formation (Figure 19) [3, 4].
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Figure 19. Complete model of the genome maintenance roles of BMI1 and RNF2. A. Under normal
conditions BMI1 and RNF2 recruit UBR5 to sites of genomic instability. UBR5 represses the histone
exchange activity of the FACT complex to prevent irregular transcription in the area. Together this
prevents conflicts between replication and transcription complexes. B. In the absence of BMI1 or RNF2
UBR5 is not recruited to damage sites, this results in increased FACT activity and increased
transcription. Under these conditions TRC can occur, these conflicts increase levels of R-Loops in the
cell. The R-Loops are responded to by FANCD2 and FANCI. If these structures are not resolved they can
be converted into DNA DSBs.

Future Outlook
The relationship between UBR5 and BMI1
How members of the PRC1 complex influence the localization and activity of UBR5 remains an
open question. Our initial hypothesis was that UBR5 may recognize the H2AK119ub mark catalyzed by the
PRC1 complex through its ubiquitin-associated domain (UBA); however, we have not been able to detect
enrichment of H2A proteins in UBR5 IPs, nor have we found UBR5 in FLAG-H2A IPs. An ideal way to solidify
this claim would be to generate a cell line harboring a knock in mutation on H2A preventing the
ubiquitination (K119R mutation); however, this is technically challenging due to the high degree of
sequence similarity between H2A variants (H2AX, H2A.Z, macro H2A etc.). An alternative approach would
utilize the expression of RNF2 mutants which can completely eliminate E3 ligase activity (discussed more
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below); this approach also has drawbacks in that multiple E3 ligases have been found to be capable of
producing this modification [18, 19].
Given that RNF1 and RNF2 depletion also results in a failure of UBR5 chromatin localization and
foci formation it is conceivable that UBR5 may depend on some variant of the PRC1 complex; this could
be through direct binding or a function of PRC1 other than H2A ubiquitination [6]. Increasing evidence
points to the substantial contribution of chromatin state to PRC1 associated phenotypes [114]. Some
reports have shown that silencing of HOX genes during development can occur through RNF2 (Ring1b)
catalyzed chromatin compaction and cooperation between PCR1 members and cohesion family proteins
in altering chromatin state has become an area of increased interest in the field [14]. At this time the
results we show don’t seem to favor BMI1 regulating UBR5 foci formation through chromatin compaction
as we have not detected any other factors influenced by BMI1 depletion. One would expect that if global
access to the DNA was being restricted by loss of BMI1 that we would detect changes for other DNA
damage response proteins. We have not observed any other changes in foci formation or the appearance
of DNA stains in the absence of BMI1; most importantly, we do not detect any change in OTUD5
localization with knockdowns of PRC1 family members. It is well accepted that OTUD5 is physically
coupled to UBR5 [96] and thus we would expect these two proteins to behave similarly if the chromatin
landscape was changed in a way that was preventing UBR5 foci formation.
Another aspect of the relationship between UBR5 and BMI1 is upstream regulation of both
proteins by DNA damage sensors. Both UBR5 and BMI1 have been connected to ATM pathway signaling,
although in different contexts [31, 48, 115]. It has been reported that UBR5 is involved in positive feedback
regulation of ATM through the ubiquitination of ATMIN; UBR5 is phosphorylated and activated by ATM
and this in turn activates additional ATM monomers [48, 49]. Some reports have also shown that BMI1
may be under the control of ATM, but other DNA damage kinases like AKT have also been found to
influence BMI1 [31, 32] . We have not found any signs of the pathway we report being under the control
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of ATM. We still see UBR5 and BMI1 localization to the chromatin when ATM is inhibited and furthermore
we do not see any effect on BMI1 localization when UBR5 is depleted. This suggests that the relationship
between these two proteins occurs outside of the ATM pathway. Importantly, we do detect the derepression of transcription with ATMi; we theorize that this is a distinct pathway from BMI1-UBR5-FACT.
We found that the related kinase ATR may become essential in the absence of BMI1 or RNF2 as this
pathway can respond to increased HO-oriented TRCs or activate dormant replication origins, but we have
not detected any effect on UBR5 or BMI1 activity [84, 110].
The role of H2A ubiquitination by RNF2
A long-standing notion in the field of Polycomb studies is that many of the canonical phenotypes
attributed to the PRC1 complex occur via the mono-ubiquitination of H2A at lysine 119 [10]. Recently
several studies have reported alternative roles for PCR1 which are independent of its catalytic activity [14,
114]. Throughout the course of the work presented here we carefully monitored any potential
contribution of H2A ubiquitination to the phenotypes we observed and found the modification to be
inconsistent over time. Even in RNF2 and BMI1 KO cells the appearance of the K119ub specific band
presented in varying levels by western blot. This may be due to the presence of additional E3 ligases like
MDM2 which can contribute to the ubiquitination of H2A [18]. Additionally, we extensively tested
plasmids and cell lines harboring the RNF1 I53A mutation. This point-mutation was thought to abolish
RNF2 catalytic activity; however, new evidence suggests that an additional D56K mutation may be needed
to completely eliminate H2AK119ub [116, 117]. We found that transfection with RNF2 wild type or I53A
plasmids can effectively restore transcriptional repression at nuclease induced DSBs (Figure 20A).
Consistent with this we observed that re-introducing wild type and I53A plasmids both reduced the PLA
signal between RNAPII and PCNA in RNF2 KO cells (Figure 20B); we verified this finding further with the
use of a RNF2 I53A CRISPR knock-in cell line generated by the Genome Engineering & iPSC Center (GEiC)
at Washington University in St.Louis (Sequencing in Supplemental Figure 14). We did not observe
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increased incidences of TRC in these cells unless we depleted RNF2 by siRNA (Figure 20C). We have since
generated additional RNF2 I53A/D56K mutant plasmids and are testing those for the ability to restore
transcriptional repression. Without completely eliminating RNF2 activity we would not claim that the
ubiquitination of histone H2A plays no role in the repression of transcription at damage sites. However,
some preliminary analysis supports this modification having a minimal role at CFSs in the context of
replication stress. Using ChIP with a H2AK119ub specific antibody we were unable to detect any specific
enrichment of this modification at CFSs following APH treatment. While H2AK119ub was slightly increased
with APH treatment a similar increase was observed at the GAPDH locus as well as CFSs (Figure 20D); this
may suggest that this signal may be more significant for regulating global transcriptional output rather
than specifically at CFSs. The effectiveness of APH treatments was confirmed by 53BP1 ChIP from the
same lysates (Figure 20E).
Going forward, an important consideration in addressing the contribution of H2AK119 is the
context in which the activity is being examined. Thus far a limitation of most studies regarding RNF2
activity is the reliance on in vitro systems; while that is the most conclusive way to demonstrate a loss of
RNF2 function it may translate poorly into an in vivo model. This is due to the fact that several other
factors including MDM2, Cullin-4B (CLR4B) and 2A-HUB have been identified as E3 ligases capable of
mono-ubiquitinating H2A. It is conceivable that each of these may function in a distinct cellular context
and promote transcriptional repression at different loci. For example, it was shown that CLR4B cooperates
with the PRC2 complex to silence the expression of the tumor suppressor P16 during cancer progression;
this activity has thus far not been demonstrated to occur at a DSB [118]. The function of MDM2 with
regard to H2AK119ub seems to have the most overlap with RNF2 as both were previously shown to be
required for normal replication fork progression and the avoidance of R-loop formation [102]. Since we
have observed that RNF2 can impose this transcriptional regulation specifically at CFSs it is conceivable
that MDM2 may be responsible for this regulation more globally but this will require further studies. Taken
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together, we suspect that the RNF2 I53A mutation is not sufficient to disrupt its activity and that the
H2AK119ub mark may not be vital for preserving the integrity of CFSs.

Figure 20. The RNF2 I53A mutation does not disrupt the regulation of transcription. A. Expression of RNF2
WT and I53A plasmids were able to restore transcriptional regulation in RNF2 KD pTuner cells. B. PLA
between RNAPII and PCNA in RNF2 KO cells is rescued by expression of RNF2 WT or I53A plasmids. C. A
crisper knock-in U2OS cell line harboring the RNF2 I53A mutation did not display increased RNAPII-PCNA
PLA signal. D. ChIP with a H2AK119-ub antibody finds that levels of H2A ubiquitination at CFS are not
significantly increased with replication stress (APH) (N=3). E. ChIP with 53BP1 antibody from the same
samples as in D confirm that APH treatment is inducing replication stress marked by 53BP1 at CFS.
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Clinical Implications and broader impact
Many of the factors described here are intimately connected to the progression of genetic
diseases and cancer; taken together this work provides new insights that may lead to new prognostic
markers and treatments. Of particular significance is BMI1, which is already used as a prognostic marker
for patients with diffuse large B cell lymphomas [26, 119]. Blocking the oncogenic activity of BMI1 may be
a viable avenue for treating certain cancer types. Of note, a chemical inhibitor for BMI1, PTC596, already
has shown promising results for limiting cancer cell proliferation in cell-based assays and phase 1 clinical
trials. It has been found that treatment with PTC596 can reduce clonogenic growth of Glioblastoma
multiforme (GBM) in mice, this was associated with a drastically increased lifespan in tumor harboring
mice, in some cases greater than 15 days [120]. This study also found that treatment with PTC596 was
impacting the function of the PRC2 complex members EZH2 and SOX12, emphasizing the need for further
study on this compound to determine specificity and clinical applications. Given the essential role of PRC1
in stem cell development this compound may be particularly useful in blocking the epithelial to
mesenchymal transition in advanced cancers as the cancer cells enter into a stem-like state during this
process. Indeed, other studies have found that PTC596 can induce apoptosis in mantle cell lymphoma
stem cells [121]. This study was performed with 8 patient derived cell lines where treatment with PTC596
was able to induce mitochondrial apoptosis (as marked by BAX and cleaved caspase-3) in all 8 samples;
excitingly, this occurred regardless of the status of P53 in these cells. Given the promising preliminary
results for PTC596 it is not surprising that there are currently 3 separate phase one clinical trials in progress
for the drug (NIH). One study aims to determine the maximum tolerated dose of PTC596 in advanced
leiomyosarcoma patients when treated in combination with dacarbazine. Separate clinical trials are
underway looking at the effectiveness of PTC596 in treating patients with ovarian cancer and children
with newly diagnosed diffuse intrinsic pontine glioma and high-grade glioma. As treatments targeting
BMI1 and other Polycomb members advance the mechanistic details of how BMI1 works to preserve cell
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homeostasis become more important. A potential situation in which the inhibition of BMI1 would be
beneficial to cancer patients or individuals who present with oncogenic Myc as BMI1 has been shown to
cooperate with Myc by suppressing the expression of P16 which responds to Myc [23]. The work discussed
here can provide new insight into situations when it would be favorable to block BMI1 activity and can
potentially shed light on targeting BMI1 for diseases outside of cancer.
Another emerging area in cancer biology is the contribution of CFSs instability to cancer
progression. Many CFSs like FRA16D and FRA3B harbor cancer associated genes; additionally, breaks and
rearrangements at CFSs are frequently observed in cancers [122, 123]. The cancer relevance of CFSs may
be tied to their persistence in the genome given that the tumor suppressive genes encoded for at CFSs
are not required for early development; aberrations at the loci are largely undetected until later in life
when they become drivers of cancer progression. How CFSs contribute to cancer may vary between cancer
types and genomic loci; re-arrangements at CFSs can disrupt the production of tumor suppressive genes
at CFSs; increased breaks at CFSs are also general drivers of the genomic instability associated with
advanced cancers. As more information becomes available about the specific CFSs associated with specific
cancer types early screening for aberrations at CFSs will become a valuable tool in cancer prognostics
[124].
The work shown here also contributes to a growing body of evidence pointing to functions of
Fanconi anemia family proteins outside of the traditional context of interstrand crosslink repair. Most
striking is the consensus that this pathway responds to and contributes to the resolution of R-Loops [77,
79, 87, 103, 105]. Of note, several classical Fanconi phenotypes like bone marrow failure and genomic
instability are also observed under conditions which promote R-Loop formation [125]. It is conceivable
that the hindered ability to resolve R-Loops in Fanconi anemia patients contributes to the progression and
severity of the disease; this will require further clinical testing to determine prevalence of R-Loop
mediated genomic instability in the Fanconi anemia patient population. Thus, the role of Fanconi proteins
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in responding to R-loops may also contribute to the stability of CFSs and can potentially reduce the
progression of cancer and diseases driven by CFS instability [79, 87, 104].
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Appendix: Supplemental Figures

Supplemental Figure 1. Conceptual Model of the Proximity Ligation Assay
(PLA). If proteins of interest are within 40nm of each other they can produce
a PLA signal. After labeling with antibodies, PLA probes are added, these
probes can be subsequently ligated together and amplified by a rolling circle
amplification reaction which incorporates a fluorophore at the site.
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Supplemental Figure 2. Schematic of transcriptional reporter assay in pTuner
263 cells. U2OS cells stably expressing an mCherry-LacI-Fok1 fusion protein
are treated with Sheild-1, 4-Hydroxytamoxifen and tetracycline. This
stabilized the protein and allows for the cleavage of a Fok1 recognition
sequence inserted into the genome of these cells. Under wild type conditions
this DSB generation blocks the transcription of a downstream YFP-MS2
reporter gene.
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Supplemental Figure 3. Knockdown efficiency
for BMI1 in HELA cells. UBR5 protein levels are
not affected by BMI1 KD.

Supplemental Figure 4. Knockdown efficiency
for BMI1, RNF1 and RNF2 in HELA cells.
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Supplemental Figure 5. Pearson’s correlation coefficient of RNAPII
and γH2AX staining in HELA cells following UV irritation. Knockdown
of RNF8 and RNF20 does not result in overlap between these
signals.
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Supplemental Figure 6. A. Pearson’s correlation coefficient of RNAPII and γH2AX
staining in UBR5 KO HELA cells is reduced to WT levels by transient expression of
WT UBR5 but not catalytically inactive UBR5 (CA mutant). B. Confirmation of
expression for UBR5 plasmids in UBR5 KO cells. C. Ubiquitin aggregates on the
chromatin (marked with FK2 antibody) are not changed in UBR5 KO cells. D.
Ubiquitination of histone H2A is not changed in UBR5 KO cells.
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Supplemental Figure 7. A. Endogenous SPT16 IP and treatment with Benzonase finds that the
UBR5-SPT16 association is not mediated by DNA. NP- no primary antibody, NB- no Benzonase
added, 10U – 10 units of Benzonase added, 100U – 100 unites of Benzonase added. B. Confirmation
of Benzonase activity by EtBr stained agarose gel. 1ug of UBR5 Plasmid was digested under the
same conditions as the IP.
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Supplemental Figure 8. Single antibody controls for
PLA shown in Figure 7G
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Supplemental Figure 9. (Left) Knockdown of SPT16 or SSRP1 reduces the
Pearson’s correlation coefficient of RNAPII and γH2AX in UBR5 KO HELA cells
to near wild type levels. (Right) Knockdowns were confirmed by WB in UBR5
KO cells.
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Supplemental Table 1. gRNA sequences used to generate double
nickase RNF2 knockout T80 cells.

Supplemental Figure 10. Screening by western blot confirms lack of RNF2
expression in “clone 24” of T80 RNF2 KO cells.
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Supplemental Figure 11. Knockdown efficiencies for
RNF2, BMI1 and TOP2A in U2OS cells used for 53BP1
G1 body assays.
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Supplemental Figure 12. BMI1 and RNF2 are expressed in the nucleus of
replicating cells as marked by EdU incorporation.
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Supplemental Figure 13. Confirmation of V5 (RNH1 D210N) IP efficiency from T80
cells. Conditions were the same as Figure 16.
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Supplemental Figure 14. Sequencing confirms the U2OS RNF2 I53A cell line clones contain the I53A
mutation in all RNF2 alleles. One allele in clone #1 contains a 1bp insertion which results in no RNF2
protein being produced from that allele.
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