Abstract. The extremal problem for the functional determinant of a natural linear elliptic operator a on Riemannian manifold is studied. Viewing the determinant as a function of the Riemannian metric, we encounter nonlinear geometric analytic phenomena: sharp inequalities comparing nonlinear functionals of the metric and its derivatives. The derivation and use of such inequalities in new situations, especially essentially tensor-valued inequalities, leads back to linear theory and the classi cation of conformally covariant differential operators. The functional determinant det A g is a spectral invariant that is apparently quite revealing of the geometry of g. Originally of interest in quantum eld theory, where it provides a regularization of the functional integral, the functional determinant has recently become the object of intense study in connection with String Theory in Physics, and the isospectral problem in Mathematics. These two pursuits illustrate complementary approaches to an understanding of the space of metrics: (1) one can do an extremal problem, to try to get a representative of a conformal class which is somehow \uniform"; and (2) one can use spectral invariants to bound the metric, showing that there is a unique or nearly unique metric (modulo gauge) 1991 Mathematics Subject Classi cation. Primary 58C40; Secondary 53A30.
0. Introduction A central object of study in Geometric Analysis is the space G(M) of Riemannian metrics on a smooth compact manifold M. The most revealing data in this study are the spectra of di erential operators A g which are functorially, or naturally, associated to the metric g; for example, the Laplacian. The di eomorphism group Di eo(M) is the gauge transformation group in this setting; the spectrum of a natural A g will be una ected by di eomorphisms and thus gauge invariant. The multiplicative group C 1 + (M) of smooth positive real functions e ! on M also acts on G(M) in a natural way, by conformal change g 7 ! e 2! g. The space G(M)= Di eo(M)
can thus be broken down into several parts (and hopefully reassembled in the long run): the quotient G(M)=(Di eo(M) n C 1 + (M)), the conformal classes C 1 + (M)g, and the intersection of the two group actions: conformal changes that are actually implemented by di eomorphisms, the conformal transformation group C(M; g).
The functional determinant det A g is a spectral invariant that is apparently quite revealing of the geometry of g. Originally of interest in quantum eld theory, where it provides a regularization of the functional integral, the functional determinant has recently become the object of intense study in connection with String Theory in Physics, and the isospectral problem in Mathematics. These two pursuits illustrate complementary approaches to an understanding of the space of metrics: (1) one can do an extremal problem, to try to get a representative of a conformal class which is somehow \uniform"; and (2) one can use spectral invariants to bound the metric, showing that there is a unique or nearly unique metric (modulo gauge) 28 THOMAS BRANSON with a given A-spectrum. In approach (2), the hope is that spec A g will be a separating function, or coordinate, on the space of metrics. In either approach, when looking for functionals that can control or be controlled by the functional determinant, one immediately runs into the most delicate nonlinear geometric analytic aspects of the Riemannian manifold (M; g): the borderline Sobolev embeddings L 2 , ! L 2m=(m?2 ) , where m = dim M, their best constants and extremals, and (especially) the exponential class embedding L 2 m=2 , ! e L at the edge of the borderline. Thus, as in General Relativity, when one tries to incorporate a study of the states of space into the study of a linear eld equation, nonlinearities, and in fact the most delicate possible ones, introduce themselves.
It is perhaps no surprise that when there is a uniform metric g 0 with a large (i.e., noncompact) conformal group G = C(M; g 0 ), the representation theory of G enters the theory. Since invariant nonlinearities are present, one is comparing invariant Hilbert space norms, the everyday object of study in Representation Theory, with invariant Banach space norms that are outside the province of Representation Theory as it is currently constituted. As a result, there is an interplay of several subjects which fall under the general rubric of Harmonic Analysis:
Spectral theory of di erential operators; Sharp inequalities of Sobolev embedding and Moser-Trudinger type; Conformal geometry; Noncompact Representation Theory; Compact Representation Theory. In this paper we concentrate on the extremal problem for the functional determinant on the even-dimensional spheres S m , in the conformal class of the standard (round) metric g 0 , and the many subsidiary problems from subjects in the above list that necessarily enter. Here the conformal transformation group, isomorphic to SO(m + 1; 1), is the largest possible. (The edge of the Sobolev borderline, i.e. the transition from Lebesgue class to exponential class target in the Sobolev embedding, is strikingly re ected here as the endpoint of the complementary series of representations.) The two-dimensional theory, in the case where the operator A is the Laplacian , was handled by Onofri O] and by Osgood, Phillips, and Sarnak . Here the results have very strong implications: the space G(S 2 )=(Di eo (S 2 ) n C 1 + (S 2 )) is a single point, so the conformal class of g 0 is really all there is. Our main focus here is higher dimensions, where the space of metrics is in nite dimensional even after quotient by the groups of gauge transformations and conformal changes. In particular, there is a complete treatment of the fourdimensional case due to Branson, Chang, rsted, and Yang B 3, BCY] which we describe here. Speci cally, it is shown that for L the conformal Laplacian and r = the Dirac operator, det L g and det r = 2 g have their extremals exactly on the orbit C (S 4 ; g 0 ) g 0 (under the normalizing assumption vol g = vol g 0 ). This is done by showing that log((det L g )=(det L g0 )), and the analogous quantity for r = 2 , are de nite linear combinations of the sharp forms of the quantities describing the embeddings L 2 2 , ! e L and L 2 1 , ! L 4 . We carry this method to dimension six, and show that again, the extremals are on the orbit of g 0 under the conformal transformation group. Here the log-determinant formulas are de nite linear combinations of several quantities describing, among other things, the L 2 3 , ! e L and L 2 1 , ! L 3 embedding, and a tensor-valued L 2 1 , ! L 3 embedding. Apropos this and higher-dimensional problems, we present a new result classifying second-order conformally covariant 1. Conformal covariants Let R m be the category of smooth, m-dimensional Riemannian manifolds (M; g); let R or m be the subcategory consisting of oriented manifolds (M; g; E), E being the volume element; and and let R spin m be the smaller subcategory of manifolds (M; g; E; ) with spin structure, being the fundamental tensor-spinor. The structure group of Riemannian geometry in R m (resp. R or m , R spin m ) is O(m) (resp. SO(m), Spin(m)); we use H as a common abbreviation for these structure groups.
To study conformal geometry, we enlarge the structure group to CH = H R + . The nite-dimensional representations of CH are the (V ( ); r ), where (V ( ); ) is a nite dimensional representation of H, and r (h; ) = r (h) for h 2 H, 2 R + . If F H and F CH ) are the bundles of H-frames and CH-frames respectively, the associated bundle construction gives natural vector bundles V( ) = F H V ( ); V r ( ) = F CH r V ( ) with structure groups H and CH. r is the conformal weight of the CH-bundle V r ( ). If I r is the bundle of scalar (r=m)-densities, V r ( ) is naturally CHisomorphic to I r V 0 ( ).
A tensor-spinor bundle is a natural subbundle of the -algebra generated by the tangent, cotangent, spinor, and cospinor bundles TM, T M, M, M. We call (r + a; s + b) the reduced conformal bidegree of D; it is independent of the particular realization of the domain and target H-bundles as tensor-spinor bundles. The quantity u A (m) is inserted to allow rational continuation (meromorphic continuation on the Riemann sphere, with limit point 1). By (2.1), this quantity will solve the same variational problem as the quantity in (2.3). Both quantities vanish at ! = 0. But this variational problem solution is unique, since it agrees with the initial value ODE problem solutions gotten by taking conformal curves g "! for xed !. This proves:
Theorem 2.11 Br6, Br7] . Under the assumptions of Theorem 2.9, plus the rationality assumption 2.10, the quantities in (2.3) and (2.4) agree.
We shall evaluate and extremize determinant quotients on the spheres S m . To put these formulas and the corresponding estimates in the proper context, we need some representation theory. By the cocycle conditions, the maps u V( ) a : C(M; g) ! Aut C 1 (M; V 0 ( )) U V( ) a : c(M; g) ! End C 1 (M; V 0 ( )) h 7 ! a h h X 7 ! L X + a! X are, respectively, group and Lie algebra homomorphisms for all a 2 C . By setting the internal conformal weight to 0 (using V 0 ( )), we have implicitly used the actions of h and L X on densities. Alternatively, we could have described u a (h) and U a (X) as h and L X on V a ( ) be reweighting as in Remark 1.2.
The complementary series
The behavior of conformal covariants under conformal transformations and vector elds can be understood by viewing a conformal transformation as a composition
of an isometry and a conformal change of metric. Since conformal covariants are isometry invariants, a covariant D : V 0 ( ) ! V 0 ( ) of reduced bidegree (a; b) has
for all f 2 C 1 (M; V 0 ( )).
On the sphere S m with the standard round metric g 0 , all conformal vector elds integrate globally, and C 0 (S m In more detail, the covariant derivative r carries V to TM V; r is the formal adjoint of r; the leading symbol of r r is j j 2 . Since r r is an Hoperator, it can be reweighted to act between tensor-spinor density bundles; thus r r : V r ( ) ! V r ( ) makes sense, and its spectrum is independent of r. By Remark 3.6, the right-hand side of this is 2U V( ) m=2 (Y i Remark 3.13. We avoid the set K so that T 2r ( ; ) will avoid the values 0 and 1. From the point of view of representation theory, K is an extremely interesting set; here the u V( ) m=2 r have nontrivial composition structure, indicated by the poles and zeros of T 2r ( ; ), viewed as a rational function of r.
Remark 3.14. The rst assumption in Theorem 3.12 avoids the situation where $ is possible, but it can be weakened somewhat. We actually need only avoid the case where m is even and m=2 6 = 0. For if m is even and (m?2)=2 6 = 0 = m=2 , we can \upgrade" to a representation of G 1 = O(m + 1; 1), or G 1 the corresponding extension of Spin(n+1; 1). If m=2 6 = 0, there are two representations of K 1 which restrict to (labelled according to the e ect of ?I 2 O(m + 1)). Since I acts as ?1 in the adjoint representation of K 1 on s, the representations are interchanged upon tensoring with s. For a given , multiplicity one implies that only one of can occur in the K-decomposition of E ; but the selection rule $ can only implement + $ ? . Thus it must be the case that Proj (!(s))j = 0; it is not necessary to satisfy (3.9) for = , and the consistency problem disappears. If m is even and m=2 6 = 0, the consistency problem is in the nature of things: the general theory of intertwinors, which involves more Lie theory than we care to introduce here, predicts intertwinors between u V( 0 ) m=2+r 0 and u V( ) m=2+r when ( ; r) = w( 0 ; r 0 ) for some element w of the (g; a) Weyl group. As it happens, we can nd a w to re ect r without moving unless m is even and m=2 6 = 0;
here the least we can disturb is to re ect m=2 , thereby intertwining u V(~ ) m=2?r and u V( ) m=2+r for~ = ( 1 ; : : : ; (m?2)=2 ; ? m=2 ). Examples of this phenomenon have already appeared in paragraphs 1.6 and 1.7: in even dimensions, the Dirac operator interchanges positive and negative spinors, and the second-order operator D 2;m=2 interchanges the two eigenbundles of the Hodge ?.
For a given , if we can show that the compression Proj (!(s))j is nonzero in all instances where $ # and 6 = , then E will be irreducible under u V( ) m=2?r for all r = 2 K . This will show that (3.9) is necessary, as well as su cient, for the construction of an intertwinor, and thus will show that the intertwinor of Theorem 3.12 is unique. To get information on the compressions, consider the quantities t( ; ; ) := X i Proj (! Yi )j Proj (! Yi )j :
As a K-map on the R summand of (3.4), t( ; ; ) is a constant times the identity; we abuse the notation just introduced by denoting the constant t( ; ; ). Since t( ; ; ) is the trace of a sum of operators of the form L L (in any normalization of the inner products on the K-types), we have t( ; ; ) 0 with equality i Proj (!(s))j = 0: Comparing traces of the just-mentioned sums of the L L and the corresponding LL , we get There is another, slightly more subtle, relation among the t( ; ; ) along the same lines. Evaluate both sides of (3.6) at a = 0, switch the roles of and , compose the role-switched formula with the original one, and sum over Y = Y i If the K-spectrum is not too complicated, we can use (3.10), (3.11), and (3.12) to actually compute the t( ; ; ), and thus get total information on irreducibility questions. For example, consider the bundles V(p) of trace-free symmetric p-tensors. These quantities t( ; ; ) are nonzero, as are the quantities t( ; ; ) related by (3.10). In view of (3.13), the condition r = 2 m 2 ? 1 + N is exactly that needed to avoid r 2 K (p) .
Looking at the above proof, we can improve the result in the case p = 0: From our point of view, the main use of A 2r; will be as an invariant pre-Hilbert space inner product. Proof. For invariance, it is su cient to check K invariance, and g-skewness.
The rst of these is immediate. For the second, note that the Bochner Laplacian and (s) are formally self-adjoint operators; thus by Theorem 3.7, the commutator In fact, this inner product gives a particular L 2 Sobolev topology. This allows us to write: KS] , and in fact, it is exactly the operators r that appear if the group is SO 0 (m+1; 1). Thus it is natural that these intertwinors in the \compact picture", described in the last section, should come into play when Lieb's inequalities are moved to S m via the stereographic projection. The stereographic projection itself is a special case of a Lie-theoretic construct, the map N ! G=MAN arising from a Langlands decomposition G = NMAN.
Beckner Be] transferred Lieb's results to the S m setting: Theorem 4.1 Be]. If r 2 (0; m=2), (S m ;d ) is attained exactly when ' is a nonzero constant multiple of some m=2+r h , h 2 C(S m ; g 0 ). Here d is normalized Lebesgue measure (i.e., the normalized Riemannian measure for the round metric).
In particular, one of the extremals is the constant function 1, so the maximum value is A ?2r 1 = 1. By Theorem 3.18, this describes the embedding L 2m=(m+2r) (S m ) , ! L 2 ?r (S m Proof. This is the case r = 1; the estimate is on the constant term in the conformal Laplacian P 2 .
We can use the formula for the Paneitz operator P 4 , described in paragraph 1.8, to get another corollary. In the general setting of Riemannian manifolds (M; g), Remarkably, in dimensions 2 and 4, the conformally invariant inequalities above provide a complete solution to the extremal problems for the functional determinants of the conformal Laplacian L and the square r = 2 of the Dirac operator, in the standard conformal class on the sphere. The inequalities do not just provide the estimates needed; more than this, the determinant formulas are expressions in exactly the quantities asserted positive by Theorems 4.6 and 4.3. To get these determinant formulas in a systematic way, it is useful to look more deeply into the algebraic structure of the operators P n . Theorem 4.7 Br7]. In the conformally at category, P n has the form P 0 n + m?n 2 Q n , where P 0 n annihilates constants, and the coe cients of P 0 n and Q n are rational in m. P n and P 0 n are formally self-adjoint.
The conformal covariance relation for P n , applied to the function 1, gives m ? n 2 (Q n ) ! e This and Theorem 2.11 allow us to write a formula for the determinant. actly when e ! is a constant multiple of some h .
In Br7], an invariant theoretic argument is made to explain why log-determinant functionals of the type studied here must be linear combinations of What is harder to explain is the sign agreement of c 2 and c 1 in the expressions c 2 F 2 + c 1 F 1 . As it stands, this information is simply buried in the heat invariants of the operators L and r = 2 . When we look at dimension 6, the sign miracles persist, even more improbably (we get sign agreement of four coe cients for each operator). It is a challenge for future work to explain why these sign miracles occur, allowing solution of the extremal problem. The underlying reason is more delicate than just some a priori convexity of the determinant: we get maxima and minima according to the \checkerboard" pattern of 
Second-order conformal covariants
In order to derive the tensor-valued Sobolev inequality mentioned in the last paragraph, put it in its proper context, and derive other inequalities of its ilk, we present here a classi cation of second-order conformal covariants on tensor-spinor bundles, on Riemannian manifolds of dimension m 3. By the unitary trick applied to the structure group SO(m) or Spin(m), this will also be a classi cation for pseudo-Riemannian manifolds. These results were rst distributed in lecture note form in Br4].
First note that it is su cient to work with irreducible bundles V( ). We begin by giving a formula for a conformal covariant on each V( ). Ultimately, we will nd that this formula often gives zero, or an order zero operator. However, it will also turn out that all second-order conformal covariants, modulo actions of the Weyl tensor C, are given by the formula. We stress the following are general results on Riemannian and pseudo-Riemannian manifolds, not just on spheres.
Recall the gradients of paragraph 1.6; we shall use the notation $ for the relation (1.4). Given , let f u g N u=1 be the list of with $ , and consider operators of the formD
where G u := G u , and a u are constants. We normalize our formal adjoints by taking the usual product Riemannian structure on the bundle T M V( ) (of which the V( u ) are subbundles). Note that G u is (a realization of) the gradient G u . By (1.3) , G u G u = r P u r, where P u in the bundle projection to V( u ), sõ
We seek a conformal covariant of reduced bidegree ((m ? 2)=2; (m + 2)=2), of the form D =D + Z, where Z is an order zero curvature correction. Everything is local, so we may assume the structure group to be H = Spin(m). It is convenient to work with particular CH-bundles, i.e. to set certain internal conformal weights. We do this by viewing G u and G u as follows: It is important to note that in Case I, D can well be zero or have order zero.
In fact, much of the work in classifying second-order conformal covariants will be the determination of when this happens. being conformally covariant, has vanishing second conformal variation:
The conformal covariance relation for the conformal Laplacian L computes _ (!), and we get (5.5) 0 = 1 It is important in the study of harmonic spinors that the operator on the right is semide nite; this is true by virtue of the representation on the left. Consider now the problem of classifying all second-order conformal covariants. \Second-order" should mean \universally second-order", excluding, for example, , which vanishes identically for some metrics. We shall classify modulo order zero actions of the Weyl tensor C. By Weyl's invariant theory, a second-order conformal covariant thus has parallel leading symbol, and a di erence T of two conformal The latter space is described by the rule $ ; it is a copy of C N , and has a natural basis fE u g, where E u is the identity on the V( u ) summand, and 0 on the V( v ) summands for v 6 = u. The map Op :
produces an operator with leading symbol S( P a u E u ), where S is the projection
Let j be the identi cation
This proves: Lemma 5.11. A natural second-order di erential operator on V( ) has the form P a u G u G u + Z, where Z is an order zero action of the Riemann tensor.
Further, we may assume that a second-order conformal covariant is formally self-adjoint, by the following two lemmas. since the fact that~ is strictly dominant,~ 1 > : : : >~ `?1 > j `j , implies that only the identity in W can x~ . By the additivity of both sides of (5.11) in the argument, we can dispense with one of our irreducibility assumptions, and take to be in the representation ring R.
We are interested in the situation = , = S 2 2 . For a term involving 2e a to make a contribution to (5.12), we need fj~ 1 j; : : : ; j~ `j g = fj~ 1 j; : : : ; j a 2j; : : : ; j~ `j g: By the strict dominance of~ , this can only happen if j~ a 2j = j~ a j. This, in turn, can only happen in three situations: (i) m is odd, a =`, `= 1 2 ; (ii) m is even, a =`, `= 1; or (iii) m is even, a =`? 1, `?1 = 0. In situation (ii), there is no contribution anyway, since all entries of~ ,~ 2e`are nonzero, but the parities of the numbers of negative entries do not agree. In situation (i), the w involved switches the sign of the last entry, so ?1 is contributed. In situation (iii), the w involved switches the signs of the last two entries, so +1 is contributed. This shows that m ((S 2 2 ) ) = This completes the job in even dimensions: we know for which there is a second-order conformal covariant; we know that it is unique; and we have a formula for it. In odd dimensions, the question of whether D gives a formula for the covariant, when it exists, cannot be completely treated without a deeper analysis. The case m odd, `= 0 can be treated as above, using the vector of weight 0 in the de ning representation of so(m) in place of above. Summing up, we get: In particular, the summands in this bundle occur with multiplicity one. For example, one could build a tensor living in a V(1) bundle by forming r i or r j ij ; by the Bianchi identity, these are linearly dependent.
One inequality of the type we are interested in here arises from the conformal Laplacian. We now bring the round metric g 0 into play. By Theorem 5.19, the secondorder conformal covariant on V(2) is unique up to a constant factor (and up to actions of the Weyl tensor, here zero). By Theorem 3.15, which asserts uniqueness of the principal series intertwining operator, A 2;(2) and D (2) agree up to a constant factor at g 0 : (D (2) ) 0 = kA 2;(2) :
Consider the K-type E (2) (2) in E (2) with highest weight (2). By the branching rule (3.3), there is no constituent in the K-decomposition of E (3) For equality to hold in (6.2), we need b ! = 0; that is, we need g ! to be an Einstein metric. Einstein metrics have constant scalar curvature for m > 2; thus by Obata's Theorem, e 2! g 0 = 2 h g 0 = 2 2 h g 0 for some 0 < 2 R and some h 2 C(S m ; g 0 ). This completes the proof of the theorem. When m = 6, a convenient form of this inequality is obtained when we shift by a multiple of the quantity R Q 6 from Theorem 4.7; by (4.3), this quantity is a conformal invariant. Proof. The inequality is obvious; equality holds i J is constant, i (by Obata's Theorem) e 2! has the form 2 2 h .
The determinant on S 6 is computed by specializing Gilkey's formula G2] for the heat invariant a 6 to L and r = 2 , and using Theorem 2.11. For ease of notation, we express it here in terms of quantities already estimated above by sharp inequalities. Thus our \luck" has held out; all coe cients, in each case, have the same sign, and the checkerboard pattern of Table 4 .1 persists. The coe cients involved are purely algebraic objects, implicit in the universal formulas for heat invariants; there would seem to be no a priori reason for all these signs to fall into place. What has happened in six dimensions is analogous to what happened in four dimensions, but is more improbable: in four dimensions, the signs of two quantities estimated by sharp embeddings L 2 2 , ! e L and L 2 1 , ! L 4 agreed; in six dimensions, four quantities estimated by the sharp L 2 3 , ! e L embedding and various L 2 1 , ! L 3 embeddings (including one tensor-valued embedding) have signs that agree. Table 4 .1 would seem to rule out any simple approach in general even dimension; the signs depend on the operator whose determinant is being taken, and on m modulo 4. Thus there
