Speaker adaptation is recognized as an essential part of today's large-vocabulary automatic speech recognition systems. A family of techniques that has been extensively applied for limited adaptation data is transformation-based adaptation. In transformation-based adaptation we partition our parameter space in a set of classes, estimate a transform (usually linear) for each class and apply the same transform to all the components of the class. It is known, however, that additional gains can be made if we do not constrain the components of each class to use the same transform. In this paper two speaker adaptation algorithms are described. First, instead of estimating one linear transform for each class (as maximum likelihood linear regression (MLLR) does, for example) we estimate multiple linear transforms per class of models and a transform weights vector which is specific to each component (Gaussians in our case). This in effect means that each component receives its own transform without having to estimate each one of them independently. This scheme, termed maximum likelihood stochastic transformation (MLST) achieves a good trade-off between robustness and acoustic resolution. MLST is evaluated on the Wall Street Journal (WSJ) corpus for non-native speakers and it is shown that in the case of 40 adaptation sentences the algorithm outperforms MLLR by more than 13%. In the second half of this paper, we introduce a variant of the MLST designed to operate under sparsity of data. Since the majority of the adaptation parameters are the transformations, we estimate them on the training speakers and adapt to a new speaker by estimating the transform weights only. First we cluster the speakers in a number of sets and estimate the transformations on each cluster. The new speaker will use transformations from all clusters to perform adaptation. This method, termed basis transformation, can be seen as a speaker similarity scheme. Experimental results on the WSJ show that when basis transformation is cascaded with MLLR marginal gains can be obtained from MLLR only, for adaptation of native speakers.
if we select a large number of training speakers, it is still possible to adapt the system to the current speaker and achieve superior performance. The need for adaptation becomes even higher when the testing conditions are significantly different from the training conditions. For example, using an automatic speech recognizer on non-native speakers where the training data were collected from native speakers or recognizing noisy speech when the system was trained on noiseless data are cases where the mismatch problem arises.
Mismatch compensation techniques can be applied in feature or model space level (Sankar & Lee, 1996) . In the first we choose to alter the speech feature vectors and leave the models unchanged whereas in the latter case we alter the parameter values of the models only.
Many model adaptation techniques have appeared in the literature, all of them belonging to one of two main categories (or combining them). The first category is the Bayesian methods where the model parameters are estimated using the maximum a posteriori criterion and assuming a prior distribution for the parameters (Gauvain & Lee, 1994) . The second category is the transformation-based methods where a set of model parameters are adapted using the same transform (usually linear) . This kind of model adaptation appeared simultaneously in Digalakis, Rtichev and Neumeyer (1995) and Legetter and Woodland (1995) and became known as maximum likelihood linear regression or MLLR.
Numerous variations of the above methods have been presented in the past, some of them combining the two categories as in Chesta, Siohan and Lee (1999) , Wang and Liu (1999) and Gunawardana and Byrne (2000) . For example, in Digalakis and Neumeyer (1996) MLLR is cascaded with MAP to give superior results than MLLR or MAP alone.
The main drawback of the Bayesian adaptation methods arises from the fact that in order to have tractable analytical solutions they assume independent prior distributions for different parameters. This necessitates the availability of a large set of adaptation data to have effective change of the initial model parameters since each parameter must have been explicitly observed in the adaptation data to alter its value. Alternatives have been proposed in Afify, Gong and Haton (1997) and Shahsahani (1997) where a joint prior distribution that takes into consideration the correlation between different states is presented, but these prior distributions are constructed empirically and so their effectiveness is limited.
Transformation-based approaches, on the other hand, try to overcome this limitation by estimating a transform on a class of models and apply this transform to all the models of the class, irrespective of whether a model was observed in the adaptation data or not. The main drawback of these methods is that we use the same transform for all models belonging to a class although we know intuitively that this is not true. One way of compensating is by having a higher number of classes but this is not a robust solution for limited adaptation data. A better approach is to estimate multiple transforms per class and a transform weights vector for each component (Gaussian densities in the case of large-vocabulary continuousdensity systems). Since far fewer adaptation samples are needed for the robust estimation of transform weights than the transforms themselves this scheme manages to apply a unique transform per component and still achieve a reasonable level of robustness without estimating each one of them independently.
The method presented in the first half of this paper was first introduced in Diakoloukas and Digalakis (1999) under the name maximum likelihood stochastic transformations (MLST). In this work we propose a number of important improvements that affect significantly the performance and elaborate some points that were not adequately covered in Diakoloukas and Digalakis (1999) . In Section 2 we review the basic equation of MLST and introduce a new form of grouping the transformed Gaussians to the original number. In Section 3 we formulate the estimation of transform weights and transforms using different tying levels for the two sets of adaptation parameters. In Section 4 we present an algorithm to automatically derive the optimum number of transforms per class, based on the number of samples that each class has received. In Section 5 we address many important implementation issues such as the combination of different types of transforms for each class, describe an improved backoff scheme for classes that do not have enough samples to estimate robust transforms and use different initialization schemes for the estimation of transforms. In Section 6 we carry out a set of experiments to evaluate all of our newly introduced improvements. In Section 7 we introduce a novel variant of MLST specifically designed to work under sparsity of data. We drastically reduce the number of adaptation parameters by selecting transformations from other training speakers. Adaptation will be carried out by updating the transform weights only. The proposed variant can be seen as a speaker similarity scheme, where the values of the transform weights show the preference to specific speakers. In Section 8 we describe the techniques used to cluster the speakers. In Section 9 the methodology used to generate the set of basis transforms is explained. In Section 10 we report experimental results for the variant of MLST. In Section 11 we comment on related work and compare the various approaches. Finally, in Section 12 we briefly state the contributions of this work and describe future work.
Multiple linear transforms
Let us now formulate our method. It is believed that from the entire set of parameters of a modern automatic speech recognizer the observation densities have the largest impact in recognition performance. In this paper, as in most prior papers, only the observation densities have been adapted. We assume that the observation density for each HMM state s is a mixture of continuous Gaussian densities having the form 
where p(ω j |s) is the weight of the jth Gaussian density of the s state and m s j , S s j are the mean and covariance vectors of dimension d each (assuming diagonal covariances) for the jth Gaussian density of the s state. N ω is the number of Gaussian densities that comprise the observation density of state s and o t is the tth observation vector. MLLR adapts mixtures using the following equation:
where again p(w j |s) is the probability of the jth density given state s, and [A c , b c ] are the transformation parameters used for adaptation of class c. Alternatively, we can choose to transform the covariances as well, but since it has not been sufficiently shown that this provides additional gains we can choose to transform only the means (Gales & Woodland, 1996) . The rotation matrix A c can be full, block-diagonal or diagonal but experiments have shown (Neumeyer, Sankar & Digalakis, 1995) that gains are higher when it is chosen to be block-diagonal (usually three blocks: for cepstrum, delta and delta-delta coefficients). In this case the number of free adaptation parameters for the rotation matrix is (d × d)/3 and for the bias vector b c it is d in all cases. On the other hand MLST transforms mixtures according to
where p(λ k |s, ω j ) is the transform weight for the kth transform of the jth Gaussian, N λ is the number of transforms per class and [A ck , b ck ] is the kth transform for class c. As can be seen from the above equation, MLST multiplies the total number of Gaussian components by N λ resulting in N ω × N λ total Gaussians. Of course, this is unacceptable in most situations since the speed of the recognizer will greatly decrease, so we explore three different ways of grouping the components and returning to the original number of parameters of the system. The first type of grouping consists of selecting the transform with the highest weight. That is
where
The second type of grouping consists of taking the linear combination of transforms
An advantage of the linear combination scheme is that it smoothes the estimation errors of the transformation matrices. This means that we can estimate more transforms now even if each one of them is less robust than each MLLR transform. By applying the linear combination scheme we can have an effectively robust transform. The third type of grouping consists of merging the N λ transformed Gaussians to one. That is
where µ s jk = A ck m s j + b ck is the mean vector of state s, Gaussian j as transformed by the kth transform of class c. m
s j , and (σ (i) s j ) 2 are the ith element of the new mean and covariance vector respectively.
This scheme results always in broader covariances, which means increased recognition time since a higher number of hypotheses will be active. On the other hand, it has the advantage that covariances are also altered even if the adaptation equation adapts only the mean vectors. If we choose to adapt the covariances as well with full or block-diagonal matrices then we are faced with problems such as numerical solution and increased recognition time (Gales & Woodland, 1996) . This scheme provides us with a simple method to alter the covariances when using non-diagonal transforms. The first two grouping methods have been introduced previously in Diakoloukas and Digalakis (1999) while the third is first applied in this work.
In Gales (1997) a relative scheme with MLST was introduced where the adaptation parameters consist of the set of transforms and a weight vector. The transforms are then interpolated using the weight vector to produce enhanced estimates compared with simple MLLR. Using mathematical notation the scheme presented in Gales (1997) adapts output observation probabilities using
where R is the number of regression classes and p(λ r |s, ω j ) is the weight of Gaussian j of state s for regression class r . This scheme can be seen as a special case of the MLST algorithm. The MLST with linear combination of transforms can result in almost identical adaptation equations. However, there are a number of advantages of MLST over Gales (1997) . First, the scheme in Gales (1997) estimates one linear transform per class while MLST estimates multiple transforms per class. This has the following advantage. Suppose we have enough samples to estimate ten transforms. Then the weight vector of Gales (1997) will be comprised of ten elements, one for each class transform. On the other hand, in MLST we are free to choose the number of transforms per class so we can estimate two transforms per class for five classes. In this way we have limited the power of each transform since they are estimated on a higher level of tying but the transform weight vector is comprised of two elements. This leads to many more components being able to estimate their own transform weight vector, which results in many more effective transforms. MLST can be seen as a density combination scheme while the method presented in Gales (1997) can be seen as a transformation combination scheme.
Tying of transform weights and transforms
Reviewing (Diakoloukas & Digalakis, 1999 ) the transform weights formula for the s state, jth Gaussian, k-transform is given by
where γ s jk (t) = p(s t = s, ω t = j, λ t = k|o t ), s t is the state for time t, ω t is the Gaussian component for time t, λ t is the transform for time t and o t is the input observation vector for time t. Notice that another hidden variable is now added in the MLST formulation. Along with the state and Gaussian component sequence, the transform sequence (that is which specific transform from the many that exist for a class) must also be estimated. The expectation-maximization (EM) algorithm can be used to address problems of estimation of hidden variables. For the quantity γ s jk (t) we can write
The first term of Equation (10) is estimated from the standard forward-backward procedure since we assume the hidden variable of the transform sequence to be known. The second term can be calculated using:
We see from the above that the calculation of γ s jk (t) requires more arithmetic operations than the analogous MLLR quantity γ s j (t). However, we will show in Section 6 that, in practice, the degradation in speed is almost negligible. Examining the transform weights equation as it was presented in Diakoloukas and Digalakis (1999) we can observe that each Gaussian component estimates its own transform weights vector. In large-vocabulary systems when few adaptation data are used it is not realistic to expect every Gaussian component to estimate robustly its own transform weights vector so a form of tying is necessary.
We have set an empirically determined threshold for the total samples assigned to all the transforms of a Gaussian component. If the number of samples is less than this threshold we estimate the transform weight on the state level; if the state did not receive enough samples we use the class-level transform weight vector. The transform weights equations are Finally, it is important to state that it has been experimentally observed that far fewer samples are needed for the transform weights than for the transforms themselves to achieve robust estimation. This means that the transform weights threshold must be an order of magnitude smaller than the transform threshold, which enables detailed acoustic resolution even in small adaptation data sets. Nevertheless, it always pays to introduce a form of tying even in transform weights, as we will show in the following section.
Dynamic number of transforms
In the main MLST Equation (3) it was implicitly assumed that the same number of transforms is estimated for all states (N λ ) as in Diakoloukas and Digalakis (1999) . However, since the number of samples associated with each class is clearly non-uniform it is not realistic to expect every class to robustly estimate the same number of transforms. The problem is even more intense when we use the necessary threshold to estimate (or not) a transform. Let us give a concrete example.
Suppose a class has received enough samples to estimate three transforms (of any transform type) but we have chosen a value of N λ = 10. It is likely that no transform will be estimated since the training samples will be distributed across all ten transforms and none will reach the predefined threshold. In effect, this means that many samples are not used.
We could set the number of transforms per class to be the minimum number of transforms any class can estimate but this greatly reduces the acoustic resolution of the adaptation method since the other classes will be able to estimate more transforms but are not allowed to.
A better approach is to dynamically determinate the optimum number of transforms each class can estimate. Such an algorithm is described below.
Step 0 Step 3: For all the classes that were found to have at least one non-robust transforms decrement the number of transforms for these classes by one and do not perform any adaptation for this EM iteration.
Step 4: Go to step 1 until all classes have only robust transforms.
The main point of the algorithm is that if a class was found to have two or more non-robust transforms 1 it deletes one of them and then re-runs the forward-backward or Viterbi training. If a class can estimate three transforms and was set to estimate ten transforms it will probably estimate none. So if we reduced the number of transforms for this class by nine or more we would have limited the acoustic resolution of the adaptation algorithm. Gradually reducing it by one at each EM iteration guarantees that eventually we will reach the optimum number of transforms for a class.
However, with this algorithm more EM iterations are needed since some of them will be used to determine the optimum number of transforms and the others to perform the actual adaptation. This is not a serious drawback, for three reasons. First, we can determine a good initial estimate of the number of transforms for each class resulting in few EM iterations to determine the optimum number of transforms. Second, we can increase the sophistication of the algorithm by allowing it to reduce the number of transforms by two or more, when a class was found with many non-robust transforms. Third, the adaptation process is considered to be off-line in most cases so adaptation time is not an issue.
Implementation issues
As was described earlier there exist three choices for the transform type: full, block-diagonal or diagonal. In Diakoloukas and Digalakis (1999) , Digalakis et al. (1995) and Legetter and Woodland (1995) the same transform type is assumed for all transforms. It is interesting, though, to explore different types of transforms for a class. For example, it may be more beneficial to use four block-diagonal and five diagonal transforms than five block-diagonal or 20 diagonal transforms for a given class.
The issue of different transform type is not so interesting in the MLLR case since only one transform is estimated per class, as it is in MLST. Given the number of samples a class received we can investigate different ways of assigning them in transforms.
Another issue is when to backoff a class. In MLLR, if a class did not receive enough samples then the transform for a superset of the class was estimated. In Diakoloukas and Digalakis (1999) an analogous scheme is adopted. If a transform of a class did not receive enough samples then it is equated with the MLLR transform for a superset of the class.
In MLST, however, the backoff mechanism can be different. We can apply the same MLST framework to the backoff classes as well as the primary classes. Now the question that arises is when to backoff. A class may have enough samples to estimate one transform but the backoff class may be more suitable since it can estimate many more. In this work a class will backoff to MLST backoff classes when no transform can be estimated for this class.
Another issue is the initialization of transforms. Since we have many transforms for a class these transforms must be initialized differently for the following EM iterations. One way of initialization was suggested in Diakoloukas and Digalakis (1999) , where a slightly perturbed identity matrix was used. Specifically, for all states s and for j = 1, . . . , N λ
where I is the identity matrix and ⊗ represents the element-wise product of two vectors. S s is the covariance vector of any Gaussian of the output probability of state s and h j is the jth column of a d × d matrix with every element randomly selected equal to 1 or −1, and d is the dimension of the offset vector b s j . Usually the result is scaled with a coefficient much smaller than unity. The initial transforms of each class derived from this scheme are different but close to each other, so many EM iterations are needed in order to have effective change of the means of the observation probabilities. Another approach is to perturb not the identity matrix but the MLLR transform for this class. With this scheme we may achieve a better local optimum although the same number of EM iterations may be needed. We first estimate the MLLR transform for each class and then add it to the Hadamard initialization equations to generate an improved initial transform.
A third approach, which requires fewer EM iterations to converge, is to split the initial class into N λ subclasses and estimate a MLLR transform for each subclass. Each of these MLLR transforms is then used to initialize the N λ transforms of MLST. This scheme requires fewer EM iterations than the previous two schemes since the initial transforms will be substantially different and also the initial transforms will be estimated using regression techniques such as MLLR rather than heuristic schemes.
Another issue that needs to be examined is the memory and speed requirements of the new method. MLST estimates multiple transforms per class so it is required to store the Gaussians as transformed by each one of the transforms. Supposing that each class has N λ transforms and N ω Gaussians, then we need to keep in memory (primary or secondary) N λ × N ω Gaussians. For each Gaussian we need to store its mean and covariance vector along with zero-, first-and second-order statistics, thus the total storage requirements for each mixture are N λ × N ω × 4 × (d + 1) floats. This can be reduced in half if we choose to adapt only the means, since only the mean vector and the first-order statistics need to be stored. In practice, it was shown than in all cases no more than 60 MB need to be allocated in excess of those used for MLLR. With today's standards these memory requirements are not considered prohibitive. Alternatively, we could use a caching mechanism without storing in the primary memory all the transformed Gaussians. We could keep in memory the most frequently asked transformed Gaussians and compute online the rest. Since most of the Gaussians are not used at all during the forward-backward algorithm (because of the pruning strategy applied) and some others are scarcely used this caching scheme can provide a viable solution for systems with limited memory resources. In addition, as can be seen by Equations (9) and (10) the forward-backward procedure for MLST involves more arithmetic operations than MLLR since we add another hidden variable in our formulation. In practice, this did not cause a serious degradation in the speed of forward-backward since we apply a pruning strategy. With pruning we do not expand all possible paths but only those that are within a range of values from the best path of each time moment. Since with MLST we achieve better acoustic match with the current speaker than with MLLR, more paths will be pruned in MLST than with MLLR.
For example, using MLLR requires 1·14 s of processing time for each one of the adaptation sentences on a Intel Pentium-III 450 MHz computer with 256 MB memory, while MLST requires at most 1·27 s per sentence. This time concerns the highest number of transforms per class that we have been experimenting with. If we choose a lower number of transforms then the processing time will also be lower.
Experiments for MLST
We evaluated our algorithm using SRI's DECIPHER TM system on the "spoke 3" task of the large-vocabulary Wall Street Journal (WSJ) corpus (Paul & Baker, 1992) . The "spoke 3" task consists of outlier or non-native speakers for whom adaptation is truly needed.
The system's front-end was configured to output 39 coefficients per speech frame, cepstrum, delta cepstrum, delta-delta cepstrum and their respective energies. The cepstral features are computed from an FFT filter bank and subsequent cepstral-mean normalization on a sentence basis is performed.
The speaker-independent, continuous HMM models that were used as seed models for adaptation were gender dependent, trained on 140 speakers and 17 000 sentences for each gender. Each of the two systems was using about 500 codebooks of Gaussian densities of size 32 each, resulting in about 15 000 total Gaussians. The Gaussian codebooks were shared among 12 000 context-dependent phonetic models. We used the 5000-word closedvocabulary bigram language model provided by MIT Lincoln Laboratory. The test set consisted of six female and five male speakers with 20 sentences each (3843 words).
The speaker-independent word-error rate for this test set is 27·4%. The same system tested on native speakers resulted in a 12·0% word-error rate. The degradation in performance for the non-native speakers clearly shows that an adaptation algorithm is necessary in order to allow the system to be used by them also. All the adaptation experiments were performed only on the means due to memory constraints as explained in Section 5, but also because altering the covariances as well did not provide significant gains in the past.
We first evaluated the different initialization schemes. We used 40 adaptation sentences for each speaker, with a single class (all states belong to the same class) and ten transforms per class. The transform weight threshold was set to five samples and the transforms estimated were solely block-diagonal with three submatrices each (cepstrum, delta and delta-delta). The grouping method was the linear combination. The results are shown in Table I .
Method I is the initialization with Hadamard matrix. Method II is the initialization combining MLLR and Hadamard with the MLLR matrix estimated with one EM iteration. That is, prior to these adaptation experiments we estimated the global class MLLR transform for one EM iteration and then added it to the Hadamard matrix. Method III is the initialization scheme with the MLLR transforms for each subclass estimated using one EM iteration and method IV the same as method III but using five EM iterations. For methods III and IV we estimated MLLR transforms for ten classes using one and five EM iterations respectively and used these transforms as initial values for the MLST transforms.
The results show that after many EM iterations all the schemes tend to converge. However, the rate of convergence is highly different between the initialization methods. We observe from Table I that 15 EM iterations are needed for method I to achieve the performance of the other methods with ten EM iterations. Although methods III and IV tend to perform a little better than method II, we used method II in our subsequent experiments. This is because method II needs to be run for each number of classes irrespective of the number of transforms for these classes. Methods III and IV, on the other hand, need to be run for each number of classes and the number of transforms per class making the adaptation procedure slower.
We then evaluated the effect of transform weight tying. We used 40 adaptation sentences for each speaker, ten acoustic classes to estimate the transforms with ten transforms per class, using block-diagonal transforms initialized using the method II and using the linear combination of the means of the transformed gaussians. All the experiments were run for ten EM iterations. The results are summarized in Table II .
From Table II we can clearly observe that it is beneficial to introduce tying between transform weight although the best results were produced with a small value of threshold. The first entry (zero threshold) corresponds to no tying, that is use in all cases of Gaussian-specific transform weights. This case was used in Diakoloukas and Digalakis (1999) . The last entry (infinite threshold) corresponds to estimating always class-level transform weights: that is, apply the same transform to all the Gaussians of the class but estimate a linear combina- 
tion of transforms rather than one transform. This case is similar in notion to MLLR. The optimum value of the transform weight threshold appears to be 5 samples. Then we evaluated the effect of different transform type. We used 40 adaptation sentences with ten classes and a varying number of transforms per class. The grouping method was the linear combination. The results are presented in Table III .
The first transform type (F, S, D) estimates full or structured or diagonal transforms. That is, three different thresholds are set, one for each transform type. The following simple algorithm is used.
Denote with n ck the number of samples the kth transform of the cth class has received. Under this scheme, if a class has enough samples to estimate any kind of transform then it will estimate it, in contrast with the other three schemes where only full, only structured and only diagonal transforms respectively are estimated. It should be noted that the above figures are taken with the same number of effective EM iterations. In the case of the full transforms not every class can estimate the initial number of transforms, so the algorithm will take some EM iterations to converge to the optimum number of transforms for each class. In these cases more EM iterations are used so that all experiments are compared with the same number of effective EM iterations. Table III shows that there are marginal differences for use of all transform types except one.
Next we evaluated the different grouping methods. We used 40 adaptation sentences, allowed estimate of any kind of transform and initialized it with the MLLR + Hadamard matrix. The results using the linear combination scheme are summarized in Table IV .
The first row of Table IV shows the MLLR results. We can clearly see a gain from introducing multiple transforms with as few as two transforms per class. It is interesting to note that by using as few as two classes for transforms we can outperform MLLR for 20 classes. This clearly shows the importance of estimating transform weights in subsets of the transforms' classes.
The results using the transform with the highest weight for 40 adaptation sentences are summarized in Table V . The results using the merging of transform Gaussians are summarized in Table VI .
From the above we observe that the linear combination of transforms produces the best results. We can also observe that the merging scheme quickly deteriorates as the number of transforms per class increases, although as few as two transform per class produced better results than selecting the transform with the highest weight.
We also evaluated our algorithm using 20 and 10 adaptation sentences. Since the linear combination case seems to outperform other schemes we run experiments only for this case. For the case of 20 adaptation sentences the results are summarized in Table VII . For the case of ten adaptation sentences the results are summarized in Table VIII .
In Table IX we show the best MLLR result for each number of adaptation sentences compared with the best MLST result. From Table IX we can observe the superiority of the MLST algorithm even for small adaptation sets. For the case of 40 adaptation sentences the gain over MLLR is 2·1% absolute or 13·5% relative. The improvements we have introduced show MLST in significantly better performance than the one shown in Diakoloukas and Digalakis (1999) . The original MLST on the same task achieved a WER of 16·8% for 40 adaptation sentences.
The basis transformation approach
MLST is a more general method than MLLR but as the amount of adaptation data decrease both methods will exhibit the same performance. In the case when there are enough data to estimate only one transformation, MLST degenerates to MLLR. In this section we introduce a variant of the original MLST algorithm, specifically tailored to be used under very few adaptation sentences. It is widely known that the main problem with maximum likelihood techniques (such as MLST) is the number of parameters used. If the number of parameters is high then we need many adaptation sentences to obtain robust estimates. The majority of the adaptation parameters in MLST are comprised of the transformations' elements. We can drastically reduce the number of adaptation parameters used by estimating transformations on other speakers and adapt to a new speaker by estimating only the transform weights. This scheme can be seen as a speaker similarity scheme that exploits the similarities that exist between speakers. Because the adaptation parameters are now reduced by an order of magnitude we can use this variant of MLST, termed basis transformation (BT) under very few data.
A first version of BT is presented in Boulis and Digalakis (2000) . The algorithm was evaluated on the Swedish ATIS corpus where the speaker-independent system is trained on non-dialect speakers. We had also available a moderate number (39) of dialect speakers (Scania speakers). We used 31 of them to generate the basis transforms and the rest for evaluation. Because of the moderate number of dialect speakers we estimated MLLR transforms for each one of them and then used all the transforms as the basis transforms for the new speakers. When compared with MLLR the gains were almost 40%. However, the comparison was not entirely fair since experiments have shown that the transformations were already capturing an important part of the mismatch and there was little left for the transform weights. Keeping transform weights equal during adaptation offered significant gains. The transformations can be seen to capture the dialect part of the mismatch while updating the transform weights can be seen as performing speaker adaptation.
In this section we evaluate BT on native speakers of the WSJ corpus in order to assess the performance of our method when the transformations are estimated on statistically the same data as were used during the training of the speaker-independent system. Because the number of training speakers for the WSJ corpus is very high (245) we cannot repeat the same methodology as the one used in ATIS, mainly due to memory constraints of the method. But even if the memory problem were not present this approach would not be optimal. If the number of transformations per class were 245 this would make an adaptation method with so many parameters that could not be used under limited amounts of data. If we use more compact adaptation models not only we will be able to lower the memory requirements but probably also improve their performance.
With the MLST algorithm we can specify the number of transformations per class. Thus, we could use the MLST algorithm to generate the desired number of BT. But since the data from the training speakers have been also used to construct the SI system this would yield identity or very close to identity transformations.
Instead, we decided to cluster the speakers to sets that contain acoustically similar speakers and then use MLST to generate the BT on each cluster. In this way the transformations will be far from identity and the number of BT that can be generated is still our choice. Under this perspective we can see BT as a cluster-similarity method. The estimation of transform weights, which is done with the data of the new speaker, shows the similarity of the new speaker with the predefined clusters.
Clustering the training speakers
The first step in our procedure is to apply a speaker-clustering algorithm to create an initial set of clusters. For this purpose, we used a modified version of Sankar, Beaufays and Digalakis (1995) . In Sankar et al. (1995) the inter-speaker distances are first calculated according to
where log p(x m |λ n ) is the log-probability of observing the data x m of the speaker m using models λ n characterizing speaker n. After calculating the inter-speaker distances the clustering proceeds using the following algorithm:
Step 0: Set the initial number of clusters to the number of speakers.
Step 1: If the number of clusters is the desired one exit, else go to step 2.
Step 2: Find the pair of clusters with the minimum inter-cluster distance and merge their components to one cluster.
Step 3: Update the distance of the newly formed cluster with the other clusters. For example, the inter-distance between clusters c and k can be calculated using
Step 4: Decrement the number of clusters by one and go to step 1.
Other choices exist for the inter-cluster distance but the metric in Equation (20) was shown in Sankar et al. (1995) to create the most balanced clusters. That is, the clusters created have, as close as possible, the same length. However, in our experiments the clusters were far from being balanced even with the metric described in Equation (20). It was intuitively felt that roughly the same number of speakers should be present in each cluster, to achieve the best results. This is why we altered Equation (20) and introduced a penalty term for the clusters with many speakers. The new inter-cluster distance is written as
where l c , l k , are the sizes of clusters c and k respectively. The a factor is set empirically. We can see from Equation (21) that if a new cluster has many speakers then it is penalized more than clusters with fewer speakers. First, we used the 40 common sentences for all speakers to create speaker-adapted models for each speaker using MLLR. We then ran the forward-backward algorithm using these 40 sentences to calculate the probabilities log p(x m |λ n ). Having calculated the inter-speaker distances, we ran the clustering algorithm to generate a varying number of clusters. The BTs were generated using the remaining 150 sentences for each speaker.
Generating basis transformations
We experimented with two different ways of generating the BTs. The first approach is to use the data of all the speakers of a cluster and generate transformations for each cluster. All the transformations from all the clusters are then used during adaptation. In this way, we have enough data to estimate as many transformations as we wish. However, the transformations are cluster-specific and do not represent well the adaptation functions for specific speakers.
The second approach was introduced to better match the conditions we intend to use with our adaptation algorithm. Since we have speaker adaptation, specific speakers are adapted and therefore the cluster-specific transformations may not be a very good selection for the BTs. In addition to that, the speakers used for the evaluation of the method are not included during the training of the SI system while the basis transformations in the first case are generated using speakers included during the training process. Thus, having calculated an initial set of clusters we continued by selecting a centroid speaker for each cluster. We then re-train a system without the centroid speakers of the clusters and generate speaker-specific transformations on the new system. The centroid for each cluster is calculated by pooling the data of all speakers of a cluster and using MLLR to estimate cluster-specific models. Then the forwardbackward algorithm is run for the data of each speaker of a cluster. The speaker with the highest probability p(x m |λ n ) (where λ n are the cluster-specific models) is selected as the centroid speaker.
Each approach has a number of advantages and disadvantages. The second approach attempts to better match the conditions we will evaluate with our algorithm by estimating speaker-specific transformations on speakers that were not present during the training phase. However, since we remove some of the speakers during the construction of the new SI system it will be less robust than the initial one. Since it is expected that a high number of clusters will be used, the fraction of the data that will be removed may be important. Also, this approach takes much more computing time from the first, since for each number of clusters a different SI system needs to be built.
The first approach does not need the construction of a new SI system for each number of clusters but it estimates the BTs on different conditions than adaptation to new speaker. The BTs are now cluster-specific, which means that the transformations are averaged over many speakers and also that they are included during the training of the SI system. An advantage of this approach is that we have available more data for each transformation and so more robust estimates can be obtained.
Experiments for basis transformations
We evaluated our algorithm using SRI's DECIPHER TM system, built for the WSJ task. The configuration of the system was described in Section 6. The test set is the generic development and testing set that is included in the 1993 distribution of the WSJ. We had available 513 sentences from ten journalist speakers, almost 52 sentences per speaker. The first 20 sentences from each speaker were left out to be used during adaptation and the remaining 313 sentences consisted the actual testing set (5420 words). The speaker-independent worderror rate for the 313-sentences test set is 11·9% using a bigram language model. All subsequent adaptation experiments are supervised: that is, the true transcription of each sentence is known beforehand.
First we evaluated the MLLR performance using 1-20 adaptation sentences. The best MLLR results are summarized in Table X. Note that different EM iterations and number of classes are needed to achieve the best MLLR results for a given number of sentences. The best MLLR results are obtained using block-diagonal transformations in all cases.
From Table X we observe that MLLR works very well for the specific adaptation and test set. With as little as one adaptation sentence it achieves a 6% relative improvement over the SI system. Also, it seems that MLLR saturates very quickly for this test set. With 10 and 20 adaptation sentences we see no difference and with as few as two adaptation sentences we have already obtained 70% of the total WER reduction.
For the first experiment of the basis transformations method we have generated nine clusters per gender. We then used the MLST algorithm with ten regression classes for the transformations and three transformations per class. During the generation of the basis transformations using MLST, the number of regression classes for the transform weights was set to ten for all experiments. The transformations were cluster-specific. That is, the data of all the speakers of a cluster were pooled together to estimate the transformations. During adaptation the new speaker will use 9 × 3 = 27 transformations per class. We used the linear combination grouping to return to the original number of Gaussians during all of the experiments. We also used a varying number of regression classes for the transform weights during adaptation. If the number of samples a weight class has received was below a threshold, then the backoff transform weight vector was used (one backoff weight class in all the experiments). The threshold was determined empirically at 40 samples for the current experiment. The results are shown in Table XI .
These first results are quite poor: little or no adaptation can be seen for limited adaptation data and the method saturates quickly. Next we generated basis transformations for nine clusters per gender but one transformation per class (MLLR case). The transform weight threshold was set to ten samples. All the other parameters were kept the same as in the first experiment. The results are shown in Table XII . Again we observe the same picture as in the first experiment: little or no adaptation for limited data; small improvement as the number of adaptation data increases.
Next we used the second approach for generating the BTs. We used nine clusters per gender, determined the centroid speaker for each cluster, retrained a system without containing the nine centroid speakers (18 for both genders) and generated speaker-specific transforma- tions. We used one transformation per class (MLLR case). The new SI system has a WER of 12·0% which shows no degradation with the 18 speakers removed from the training data. The results are shown in Table XIII .
These results are directly comparable with the results in Table XII. Table XIII shows even poorer results using the second approach. Even if the WER of the new SI system was not significantly worse, we noticed that during adaptation the acoustic probability of the adaptation sentences was significantly lower in the new SI system than in the original SI system. Although subsequent EM iterations improved the acoustic probability as expected, it never reached the acoustic probability of the cluster-specific transformations. Thus, we conclude that removing speakers from the training data (even a moderate number such as 18) results in a worse initial system for our adaptation. The rest of our experiments were conducted using the original SI system. Before proceeding to the next experiments we ran a set of diagnostic tests to have a more complete view of the method. First, we used as adaptation data the data of a training speaker for which a BT was estimated. Using the second approach where we have speaker-specific transformations we noticed that during adaptation the transform weights that corresponded to the speaker's transformations were much higher than all other weights. This is a pleasant fact since it shows that indeed this is a speaker similarity scheme. Second, we kept all the transform weights equal to see if there is any adaptation performed at all without updating the transform weights. Using the cluster-specific transformations with three transformations per class we obtained a 12·1% WER. Note that for ten adaptation sentences we achieve a 11·2% WER. This result shows that, indeed, adaptation is performed by allowing the updating of the transform weights and also that the transformations themselves do not capture any mismatch, as opposed to the ATIS experiments for dialect speakers. Third, using the speaker-specific transformations we selected as reference speakers not the centroid but random ones. The result was benchmarked at 13·0%, which shows that centroid speakers are more suitable to constitute our basis.
Next we wanted to explore the influence of adding more transformations per class. We used cluster-specific transformations on nine clusters per gender, two regression classes for the transformations and seven transformations per class. The transform weights threshold was set to 100 samples. During adaptation the transform weight vector will now have 9 × 7 = 63 elements. The results are shown in Table XIV .
The results of Table XIV are improved compared with the previous tables. Adaptation now becomes more obvious under any amount of adaptation data. Next, to compare the performance of cluster-specific transformations with speaker-specific transformations we generated speaker-specific transformations on the original SI system, without retraining. All the settings are the same as for the experiments in Table XIV but now the centroid speakers are selected instead of using all the speakers of a cluster. The results are shown in Table XV .
Comparing Tables XV and XIV we notice no significant difference in the performance. It seems that our method is quite insensitive to the methodology used to generate the transformations.
Next we wanted to explore the fact of increasing the number of clusters. To have comparable results with Tables XV and XIV we should keep the same number of transformations per class. We generated speaker-specific transformations, used 23 clusters per gender, two regression classes for the transformations and three transformations per class (total number of transformations per class during adaptation is 23 × 3 = 64). The results are shown in Table XVI . Again we do not notice any clear difference between the two configurations. We can see that our method saturates very quickly and that the performance is essentially the same for five sentences and more. Comparing Tables XVI and Table XV we conclude that the number of clusters is not as important as the total number of transformations used in adaptation.
In the next experiment we increased even more the number of transformations. We generated speaker-specific transformations for 23 clusters per gender, two regression classes for the transformations and four transformations per class (total number of transformations per class during adaptation is 23 × 4 = 92). The results are shown in Table XVII . A slight decrease in performance is observed, which can be attributed to the fact that we have a high number of adaptation parameters and robust estimates cannot be obtained.
All the above experiments were conducted using block-diagonal transformations. We also ran an experiment with the same setting as Table XVI (speaker-specific transformations, 23 clusters per gender, two regression classes for transformations, three transformations per class) but with full rotation matrices. The results are shown in Table XVIII .
Again the same picture is present. The transform type seems to play no major role in the performance of our method. We notice a slight decrease in many adaptation sentences, while the results for few adaptation sentences are marginally better.
Next we wanted to explore the effect of increasing the number of regression classes for transformations. We used a system with ten regression classes for transformations instead of two (speaker-specific transformations, 23 clusters per gender, ten regression classes for transformations, three transformations per class). The results are shown in Table XIX .
Almost the same results are obtained as in Table XVI . So the number of regression classes for the transformations seems to be insignificant too.
Having completed this set of experiments we can draw some conclusions. First, the BT method is insensitive to many factors. The number of clusters per gender, the number of regression classes for the transformations, the transform type (block-diagonal or full), the methodology used (cluster-specific or speaker-specific) and the number of transform weight classes during adaptation seem to have only marginal impact on the performance. Second, the only factor that was observed to play an important role is the number of transformations In Table XX we summarize the best MLLR results and the best BT results. From Table XX we observe that for limited adaptation data the two methods achieve the same performance, but as the number of adaptation sentences increases MLLR continues to increase its performance in contrast with the BT method which saturates very quickly. An interesting point to note is that we have essentially the same performance in the BT method for 1-20 adaptation sentences. This was partly expected from the start since this method was designed to work under very limited adaptation data.
A disadvantage of our method, as it was applied, is that it interpolates transformations on a predefined set of clusters. This generic set of clusters may not be optimal for every speaker. Of course, a new speaker using the BT method is able to determine its neighbours by the transform weights but perhaps we can improve the performance if we allow the initial set of clusters to be specific for the new speaker. An implementation of this could be to have speaker-adapted models for each new speaker (i.e. using MLLR). Then we run the forwardbackward algorithm for each one of the training speakers and calculate the log probability of observing the data of the training speaker using the speaker-adapted models of the new speaker. We then select the training speakers with the top N log probabilities and use them as our basis. However, this implementation is very time consuming and therefore unlikely to be used in practice.
Another approach is to combine MLLR and BT. The method described in the previous paragraph can be seen as applying first MLLR and then BT. If we reverse their order, that is, apply first BT and then MLLR, we can have a manageable way of applying the compound method. First the BT method is used to have an initial adaptation to the new speaker. Then, the transformed models are used as the initial system for MLLR. In this way, we can apply MLLR having a better starting point. The results using the combinations of BT and MLLR are shown in Table XXI .
The results in Table XXI show that although the combination of the two methods results in consistently lower WER compared with Table XX the numbers are not statistically different (Gillick & Cox, 1989) . This can be attributed to the fact that we perform adaptation to native speakers. This means that the mismatch between the speaker-independent models and each speaker is not as profound as for non-native speakers and so any adaptation method is not expected to offer very high gains. Nevertheless, a 15% reduction in WER is observed by using five adaptation sentences from each speaker.
Related work with basis transformations
Some adaptation schemes that attempt to exploit similarities between speakers have appeared in the literature. In Padmanabhan, Bahl, Nahamoo and Picheny (1995) speaker-dependent models for each one of the training speakers are constructed. Because the number of sentences available for each speaker is small, robust ML estimates cannot be obtained. To overcome this problem, a single Gaussian PDF is used for each context-dependent state and the MAP training algorithm is used for the estimation of the system parameters. When a new test speaker is available for adaptation, the forward-backward algorithm for all the speakerdependent systems is performed, using as input the adaptation data. The log probability of observing the adaptation data given each speaker-dependent system is calculated. The training speakers are then ranked in the order of this probability and the top N speakers are selected. For each one of the selected speakers a MLLR transformation is estimated that maps the training speaker's data to the new speaker. The counts that are necessary to estimate the transformation are accumulated using not the rough speaker-dependent models but the more detailed speaker-independent system. After the data of each one of the selected training speakers have been transformed they are pooled together and standard re-estimation techniques follow. Since we use data from many speakers, there are enough data to apply MAP or ML techniques. With this method we can augment the data of each speaker by transforming the data of similar training speakers. In this way, we can achieve more detailed adaptation.
This method was tested on the WSJ task and proved to be superior to MLLR under little adaptation data (three and nine adaptation sentences). The method presented in Padmanabhan et al. (1995) is extremely computationally intensive and has added storage requirements. We see that prior to adaptation, a forward-backward algorithm is run for all speaker-dependent systems, then transformations are estimated for every selected speaker and finally standard reestimation techniques follow. All these steps require excessive computing power and thus the method can only be applied offline. Also, since the speaker-dependent systems are stored and we have a high number of training speakers there are added storage requirements associated with this method.
In Gao, Padmanabhan and Picheny (1997) a variant of Padmanabhan et al. (1995) is presented. The work focuses on the time and space disadvantages of Padmanabhan et al. (1995) and introduces a sequence of improvements. In Gao et al. (1997) there are predefined clusters and during adaptation the closest N clusters are chosen using Euclidean or Mahalanobis distance. The cluster-models are then transformed to better fit the adaptation data and the re-estimation techniques result in a more suitable set of models for the new speaker. With the predefined clusters the time-consuming forward-backward algorithm step is alleviated. Also, the storage requirements are significantly decreased since now there are cluster-dependent models and therefore considerably smaller than speaker-dependent ones. In addition, the cluster-dependent models can be estimated more robustly than speaker-dependent ones since there are many more adaptation data associated with a cluster than with a speaker. The results using this variant show a small improvement over Padmanabhan et al. (1995) .
Similar work with the BT method is introduced in Kuhn et al. (1999) . The same principle that underlies both methods is that there exists a basis of speakers that can adequately characterize any other speaker by taking their linear combination. In Kuhn et al. (1999) T speaker-dependent systems are first trained. The parameters of each speaker-dependent system are grouped to vectors of dimension D. Because T is usually high, projection techniques to lower dimension spaces are used. Using PCA we can select the first K eigenvectors of dimension D of the T × D matrix and use them as the basis. These K eigenvectors are called eigenvoices. A ML technique to estimate the eigenvalues during adaptation is given, similar to the Baum-Welch algorithm. The algorithm is applied in the ISOLET speech database where isolated letters are spoken from many speakers and it is shown to operate satisfactorily. However, the major disadvantage of Kuhn et al. (1999) is that it cannot scale its performance to more complex tasks. A high number of speaker-dependent systems is needed which is impossible to robustly train in tasks such as the WSJ. Also, the dimension D is considered to be small in tasks like ISOLET but in tasks such as WSJ this will be of huge dimension. The memory requirements associated with this method for large-vocabulary continuous-speech systems would become unbearable.
Also, various techniques based on dependencies between system parameters (Cox, 1995; Afify et al., 1997; Shahsahani, 1997) have been introduced in the past. These methods approach the problem of rapid speaker adaptation by estimating a set of correlations between the system parameters, using the training set. By establishing a dependency between the parameters a smaller set of adaptation data are needed in order to achieve the same level of robustness of parameter values. These techniques have been shown to have comparable performance with MLLR but the dependencies estimated are usually simple (correlation ratios) and the adaptation equations essentially perform smoothing between many parameters.
Conclusions
Two speaker adaptation methods have been introduced in this paper. First we introduced numerous improvements to the MLST algorithm that led to a method with significant improvement over MLLR for adaptation to non-native speakers on WSJ. MLST estimates multiple linear transforms per class and a transform weight vector per component. Because the transform weights are comprised of many fewer elements than transformations we can robustly estimate them using far fewer data. In this way, we can apply many effective transformations since each component will receive its own transformation by estimating a transform weight vector and using the transformations that are shared by many components. Thus, we achieve increased adaptation resolution without sacrificing robustness. MLST removes a limitation of MLLR that every component of a class must be transformed identically, yet retains a pleasant characteristic of MLLR that the transformation of a component will be influenced by its neighbours.
A variant of the original MLST algorithm was also introduced, to operate under sparsity of data. The variant, BT, selects transformations estimated on other speakers and adapts to a new speaker by estimating the transform weights. BT can be seen as a speaker similarity scheme exploiting the similarities that exist across different speakers. BT was evaluated on native speakers on the WSJ task. We applied clustering techniques to cluster the training speakers into sets and then used two different ways of generating the basis transformations. The method was shown to be insensitive to a number of factors and the only factor that seems to influence the performance is the number of transformations per class. It was experimentally shown that when BT cascades with MLLR marginal gains can be achieved in comparison with using MLLR only.
given state i and Gaussian component j. The term b i jk (o t ) is the output probability of state i, Gaussian component j and transform k, for frame o t . Assuming Gaussian densities for output observation probabilities we have 
where n is the dimension of each speech frame, C i j is the covariance matrix for state i, 
This is the objective function to be maximized during adaptation. It is convenient to define an auxiliary function Q(π, π):
Choosing model parameters to maximize the auxiliary function increases the value of the objective function (unless it is at a maximum). Therefore, successively forming a new auxiliary function with improved parameters iteratively maximizes the objective function. A proof of this is given in Baum (1972) and extended to mixture distributions and vector observations in Liporace (1982) . Using the re-estimated parameters in the output density function, 
So we can write
where Q a i π, {a i j } N j=1 depends only on the transition probabilities a i j and since they are not adapted this term can be ignored. The second term can be written as 
We can now define the quantity
So Equation (A11) The first term is independent of the adaptation parameters so it can be ignored. Thus, the objective function to be maximized is
To have sensible estimates of both w i jk and b i jk (o t ) we must introduce some form of tying. We observe from Equation (A14) that transform weights are decoupled from transforms so they can be estimated independently. We assume R 1 regression classes and a mapping scheme g 1 (i) = r 1 which maps state i to class r 1 for the transform weights. Accordingly we assume R 2 regression classes and a mapping scheme g 2 (i) = r 2 for the transforms. Under the presence of tying, Equation ( 
and W r 2 k = b r 2 k | A r 2 k ,μ s j = [1µ s j ] (µ s j is the transpose of the µ s j vector). In addition, the w r 1 k is subject to the constraint
The method of Lagrange multipliers can be used to find a maximum of a function under constraints. We define the augmented term 
Substituting Equation (A19) in Equation (A17) we find
and substituting Equation (A20) in Equation (A19) we finally conclude the following formula for the estimation of transform weights under tying:
For the second term of Equation (A14) To maximize Equation (A14) for the transform W r 2 k it is necessary to differentiate (A14) with respect to W r 2 k and equate it to zero. Thus, for a maximum, 
Assuming that S i j ∀i, j is in diagonal form (every non-diagonal element is zero) and that W r 2 k is full to estimate W r 2 k we must solve n + 1 linear systems (where n is the dimension of each speech frame) of n+1 equations each. The solution of each linear system corresponds to each row of W r 2 k . That is, ∀ρ ∈ [1, n + 1] we solve the linear system
where G (ρ) is a (n + 1) × (n + 1) matrix with elements 
