Discourse structures enable us to generate expectations based upon linguistic material that has already been introduced. We investigated how the required cognitive operations such as reference processing, identification of critical items, and eventual handling of violations correlate with neuronal activity within the language network of the brain. To this end, we conducted a functional magnetic resonance imaging (fMRI) study in which we manipulated spoken discourse coherence by using presuppositions (PSPs) that either correspond or fail to correspond to items in preceding context sentences. Definite and indefinite determiners were used as PSP triggers, referring to (non-) uniqueness or (non-) existence of an item. Discourse adequacy was tested by means of a behavioral rating during fMRI. Discourse violations yielded bilateral hemodynamic activation within the inferior frontal gyrus (IFG), the inferior parietal lobe including the angular gyrus (IPL/AG), the pre-supplementary motor area (pre-SMA), and the basal ganglia (BG). These findings illuminate cognitive aspects of PSP processing: (1) a reference process requiring working memory (IFG), (2) retrieval and integration of semantic/pragmatic information (IPL/AG), (3) cognitive control of inconsistency management (pre-SMA/BG) in terms of "successful" comprehension despite PSP violations at the surface. These results provide the first fMRI evidence needed to develop a functional neuroanatomical model for context-dependent sentence comprehension based on the example of PSP processing.
Introduction
This study investigated which brain structures are involved in the processing of discourse coherence and incoherence. We manipulated discourse coherence by using presupposition (PSP) phrases, which adequately or inadequately refer to discourse content. PSPs inherit an implicit assumption about a common ground (context or knowledge) within a discourse. They are triggered by, for example, adverbs such as "again", which presuppose that something has already happened previously, verbs such as "win", which assume that somebody has played, or the definiteness of determiners such as "the", which presuppose the existence (Kirsten et al., 2014; Tiemann et al., 2011) or uniqueness of an item (Heim and Kratzer, 1998) . For example, "Tina observed that the polar bear was very aggressive" presupposes the existence of a single (unique) polar bear within the context of the sentence. In general, PSP triggers are used to mark linguistic materials as referring to something "given" by means of linguistic or non-linguistic (e.g., facial expression) background information considered as common ground among participants in a conversation (Stalnaker, 2002) . If a preceding context provides this information, the recipient obtains a coherent representation of the discourse (Garrod and Sanford, 1982) and successfully integrates the current semantic content into the context (Van Berkum et al., 2003) . Thus, a PSP avoids redundant repetition of information by replacing referents, for example, with pronouns or by using determiners for referencing to particular known contextual items. In the sense of Grice (1975) , PSPs can be used in order to optimize communication in order to keep a message informative, brief, and relevant (for a further discussion on presuppositions and Gricean reasoning see Schlenker, 2012) .
Several cognitive processes are assumed to contribute to PSP processing. As a first step, the trigger-context reference has to be disambiguated and a relation between the trigger and the presupposed information has to be established. In case of a mismatch between the PSP trigger and the context, for example, a missing or inadequate referent, additional operations are assumed to be required, thereby further increasing the cognitive load in a recipient (Domaneschi and Di Paola, 2018) . These operations could, for example, be rejecting the discourse meaning in case of unacceptable errors, guessing the discourse meaning, or modifying the (assumed) context in order to obtain an acceptable discourse meaning. The latter process has been termed "accommodation" and means that even though a PSP was used in an inadequate manner, the violation can be repaired post hoc, by integrating the assumed meaning into a given context (Beaver and Zeevat, 2007; von Fintel, 2008; Simons, 2003) . This process, however, presumably takes place in rather specific violations with a basically suitable context (e.g., "Inge had never bought red gloves until now. Today, Susanne bought red gloves again and put them on right away." word-by-word translation from German to English), whereas other violations that leave the discourse un-interpretable (e.g., "Susanne had never bought red gloves until now. Today, Susanne bought red gloves again and put them on right away.") are assumed to result in a falsification and rejection of the sentence meaning (Tiemann et al., 2011) . All in all, even though the function of PSPs constitutes a fostering of discourse understanding, PSP usage increases cognitive processing load, and its misuse should result in comprehension difficulties.
The increased effort in PSP processing and, specifically, processing difficulties in case of violations of the discourse structure caused by an inadequate use of PSPs can be investigated by means of behavioral paradigms (e.g., self-paced reading tasks) or eye-tracking. Self-paced reading experiments have shown that processing of PSP triggers (i) differs from that of other sentence items not containing a PSP and (ii) starts quite early after the trigger has occurred (Tiemann et al., 2011) . Further, self-paced reading experiments have shown that contextually implausible PSPs lead to longer reading times than plausible PSPs (Singh et al., 2016) . Finally, the results of eye-tracking experiments indicate that the cognitive effort required for processing PSPs is influenced by whether the PSP trigger is presented in an embedded or unembedded environment. For example, Schwarz and Tiemann (2017) presented context sentences being either felicitous (e.g., "Tina went ice-skating for the first time, the weather was beautiful") or infelicitous (e.g., "Tina wanted to go ice-skating for the first time, but the weather was miserable") followed by target sentences including either an embedded PSP trigger (e.g., "This weekend, was Tina again not ice-skating") or an unembedded trigger (e.g., "This weekend, was Tina not again ice-skating"). Reading times on the verb following the PSP trigger were found to be significantly higher when the trigger was unembedded ("not again") under negation (infelicitous) than embedded or unembedded combined with a felicitous context. Furthermore, acceptability ratings for embedded triggers were higher than for unembedded triggers. The authors concluded that processing effort corresponds to the level of representational steps that have to be taken to arrive at a final interpretation: Subjects could interpret either that Tina had not been ice-skating before or that Tina had been ice-skating sometime recently. Furthermore, from the higher acceptability ratings in the latter context, the authors concluded that subjects prefer this kind of accommodation. Thus, subjects appeared to re-interpret the meaning of target sentence in a broader context in terms of "successful" comprehension despite PSP violations.
Another source of evidence pointing to processing difficulties in response to PSP violations are neurophysiological studies. In electrophysiological studies, it has been shown that enhanced processing load for the processing of PSPs ("The girl") compared to assertions ("There was a girl") is reflected in an enhanced posterior-parietal negativity after 400 ms (N400; Masia et al., 2017) . Moreover, context-mismatching definite determiners presupposing the existence and uniqueness of an item not given in the context (Anderson and Holcomb, 2005; Heim, 1982; Krahmer, 1998) have been shown to elicit a N400/P600 complex immediately upon reading the PSP (Kirsten et al., 2014) , indicating difficulties in word integration at a discourse-related semantic/pragmatic processing level (Van Berkum et al., 1999b) . Moreover, the inadequate use of the definite determiner in the context of ambiguous anaphors has been found to elicit a frontal negativity after 400 ms (Nref) that is typically associated with referential ambiguity (Van Berkum et al., 1999a . Finally, in a magnetoencephalography (MEG) study addressing PSPs of determiner phrases in a spoken language mode, it has been shown that violations of discourse structure lead to an early latency effect on the M50 deflection as well as an increase in the amplitude of the M200 . These early modulations have been explained as being due to anticipatory top-down operations during auditory-phonetic processing in terms of sensory gating (M50) and phonological encoding (M200).
There have been very few fMRI studies on context-dependent speech processing, documenting even fewer neuroanatomical correlates of cognitive processes underlying PSP processing. One example is the study by Robertson et al. (2000) . The authors showed right hemispheric inferior frontal activation during presentation of sentences containing definite determiners, while sentences containing indefinite determiners yielded left hemispheric inferior frontal activation. The results suggest that processing the definite determiner in the context of discourse coherence requires right-hemispheric pragmatic memory structures. Taken together, there are several theoretical assumptions concerning PSP processing as well as empirical evidence that PSP processing, especially processing of PSP violations, causes cognitive processing costs (for an overview see e.g., Schwarz, 2007 Schwarz, , 2016 . However, the relation between the theoretically proposed processes (e.g., accommodation), the contribution of different cognitive processes (e.g., reference process, falsification/verification, repair mechanisms) and the involvement of different brain areas (e.g., frontal vs. posterior-parietal, right hemisphere) in the processing of PSP are currently far from being deciphered.
The present study aims to shed more light on how spoken discourse is managed in the brain by investigating which neuroanatomical structures of the language network are functionally involved in PSP processing. We aimed to disentangle functional areas engaged in the cognitive processes underlying PSP processing such as reference processing, evaluation of plausibility, or handling of mismatch (accommodation or rejection). When considering the anatomical regions which might play a role in discourse processing, probable candidate regions are cortical regions surrounding the lower bank of the posterior sylvian fissure, that is, superior temporal gyrus (STG) and middle temporal gyrus (MTG) extending to posterior supra-marginal and angular gyrus (AG), as well as frontal areas comprising premotor, prefrontal, and inferior frontal cortex (Amunts et al., 2010) . These areas have been found to be involved in processing of phonetic/phonological information as well as processing of more abstract representations of linguistic structures in terms of syntax and semantics (see Binder, 2017 , for a review).
Our assumptions concerning the contribution of specific brain areas on PSP processing are based on the idea that specified modules of the brain contribute to speech processing (Friederici and Gierhan, 2013; Hickok, 2012; Hickok and Poeppel, 2007; Rodriquez-Fornells et al., 2009; Saur et al., 2010) . Within this framework, speech signals are first perceived in the primary auditory cortex, are then categorized into phonemic features in the STG, and are later mapped to phonological representations in the anterior STG and the rolandic operculum. Further, abstract lexico-semantic representations are activated in the MTG and the temporal pole (Tp) which are integrated into a broader semantic/pragmatic context in the next step to foster discourse understanding. A well-suited candidate region for this last stage of representing conceptual meaning and semantic/pragmatic content is the AG localized in the posterior inferior parietal lobule (IPL). This area has been characterized as integrative for comprehension and reasoning, for example, when manipulating conceptual knowledge, reorienting the attentional system towards relevant information, retrieving facts for problem solving, or giving meaning to external events based on stored memories and prior experiences (see Seghier, 2013 , for a review). Supporting this integrative view, the AG strongly interacts with left hemispheric MTG (Seghier, 2013) , which has been suggested to store and provide semantic information and lexical features, too (Martin and Chao, 2001) .
All these brain areas are functionally intertwined with the inferior frontal gyrus (IFG) in which speech functions are assumed to be integrated to understand higher-order language representations like sentences and discourses (Camos and Barrouillet, 2014) . The left hemispheric (pre-) frontal cortex, including the IFG, has also been proposed to be involved in executive functions (Miller and Cohen, 2001 ) as well as in working memory functions, meaning that information is maintained, memory becomes updated, and conflicts are resolved (Baddeley, 2003; Zhang et al., 2003) . Because speech processing constitutes active rehearsal of relevant information, executive functions such as detection of errors, encoding, storing, maintaining, and updating of working memory (Kessler and Oberauer, 2015; Morris and Jones, 1990) seem to be essential to perform the task in this study. The above-mentioned functions of the described areas argue for their essential contribution to discourse understanding and, thus, we assume that they will be found active during PSP processing.
Recently, and as an extension to these "classical language areas" described above, the pre-supplementary motor area (pre-SMA), a part of the medial frontal cortex, has been reported to be involved in various superordinate executive functions (Adank, 2012a (Adank, , 2012b . The pre-SMA is linked by a large fiber bundle (the aslant tract) to the IFG (Kim et al., 2010) . This fiber bundle has been found to be strongly marked in the language-dominant left hemisphere, but less so in the right hemisphere (Dick et al., 2014; Thiebaut de Schotten et al., 2012; Vassal et al., 2014) . The strength of the connection in the language-dominant hemisphere supports the view that the pre-SMA might be important with respect to speech/language processing (Hertrich et al., 2016) . Specifically, the pre-SMA contributes to fluent execution of speech and pre-articulatory repair, which becomes apparent in speech production (Alm, 2011) . In addition, it seems to be involved in speech perception. For example, Dietrich et al. (2018) have shown that errors during speech perception increased under difficult perceptual circumstances when the pre-SMA was temporally impaired by transient virtual lesions. The authors proposed that the disturbed function of the pre-SMA led to an impairment of error management when speech perception became difficult. Finally, another function of the pre-SMA in discourse processing seems to be the temporal coordination between memory retrieval and the continuing speech sequence (Kotz and Schwartze, 2010) . In sum, in order to guarantee fluent speech perception, including both error management and temporal coordination of memory processes, the pre-SMA is hypothesized to be yet another node within the network managing discourse processing.
To investigate the contribution of the described candidate areas/ network in processing discourse incoherencies, we measured hemodynamic responses by means of fMRI while listeners heard pairs of context and test sentences comprising either matching or mismatching samples. Specifically, the test sentences included definite determiners ("the"), presupposing uniqueness and existence (Heim, 1982; Anderson and Holcomb, 2005; Krahmer, 1998) or indefinite determiners ("a"), suggesting non-uniqueness or novelty of an item (Alonso-Ovalle et al., 2011; Chemla, 2008; Kirsten et al., 2014; Napoli, 2013) . The mismatching conditions using the definite determiner were constructed by using it when many different discourse entities had been introduced in the context (uniqueness violation), or by using it to refer to a negated discourse entity (existence violation). Likewise, the mismatching conditions using the indefinite determiner were constructed by using it with a contextually-introduced unique protagonist (violation of the anti-uniqueness PSP and the novelty violation). We focused primarily on the violation of discourse structure, here termed the mismatching effect. Our idea was that differences between processing a coherent discourse structure and processing an incoherent one should expose the brain structures that are specifically engaged in processing discourses in general.
Even though we assumed that participants would notice each of these violations, we expected that they would experience these violations in a graded manner. Specifically, violations of (non-) uniqueness might mainly affect the experience of morpho-syntactic accuracy. Thus, although errors might be salient (mismatch in number), plausibility of interpretation (i.e., comprehension) is unlikely to be endangered, or, at least, a meaningful interpretation might be accommodated. In contrast, violation of the existence PSP represents an irreparable error because the trigger refers to an explicitly negated item in the context. Moreover, we assume that the violation of novelty might be perceived as inaccurate because the trigger presupposes a non-existing entity, but one entity had already been mentioned in the context. In this situation, the common ground (context) of the discourse must be extended beyond the local sentence context and several potential interpretations must be considered by the listener to reach a plausible discourse interpretation. This, however, might be possible under these additional processing constraints.
In sum, we hypothesize that several cognitive processes are involved in processing a discourse containing PSPs and in reaching a plausible interpretation of the discourse. According to the literature mentioned above, these cognitive processes should show up in the activation of distinct brain areas: verbal working memory processes are expected to be relevant for binding a PSP trigger to previously presented information (initial reference process). These working memory processes should activate the IFG. Further, identification of a plausible referent and its contextual integration is expected to be a function of the IPL/AG (advanced reference). Finally, in order to obtain a coherent and intelligible representation of the respective sentence (i.e., comprehension), reference processes and the evaluation of plausibility have to be temporally coordinated by a superordinate structure, which we assume is represented by the pre-SMA. Since these three regions are thought to be part of a network relevant to discourse processing, we expect (H1) that all three regions (at least in the left hemisphere) will be activated during processing of both coherent and violated discourse structures (independent of the experimental condition). Considering the mismatching effect (mismatching vs. matching sentence pairs), we expect different activation patterns across experimental conditions, since -as mentioned above -discourse violations are expected to be managed differentially. Generally, we expect mismatching effects within IFG across all conditions (H2) due to increased cognitive effort in the initial part of the reference process, during the detection of the PSP trigger. We further expect (H3) mismatching effects within the IPL/AG across all conditions, because the protagonist triggered by the PSP seems not to be plausible across all conditions in the context and, thus, higher effort is required for contextual integration. Further (H4), we expect significant mismatching effects within the pre-SMA, but only under conditions allowing for re-analysis of discourse violation. This is because we assume that the pre-SMA controls the executive system (comprehension) adjusting for the long-lasting process of re-interpretation (re-reference, evaluation of plausibility). To give an overview of the results and the contributions of particular brain areas in discourse processing, we will summarize our understanding of discourse processing by means of a neuroanatomical model.
Methods

Participants
Twenty adult volunteers participated in the experiment (7 males; mean age ¼ 31.2, SD ¼ 11.58 years). With one exception, all participants were right-handed (Edinburgh handedness inventory, mean laterality index: 82.9, SD ¼ 38.10) native German speakers. None of them had any signs of neurological or psychiatric disorders (information had to be drawn from personal interviews). Participants were compensated with 10 Euro for 60 min. All subjects provided written informed consent prior to the fMRI measurements, and the experimental procedures were approved by the ethics committee of the Medical Faculty of the University of Tübingen.
Stimulus materials
Materials comprised pairs of spoken German context and test sentences that were presented via headphones and had been used as stimuli in a previous study (see . We employed two different types of subsets, requiring either processing of the uniqueness PSP of the definite determiner (subset 1) or processing of the existence PSP (subset 2).
In subset 1 (uniqueness ¼ U), the context sentence introduced either a single item (uniqueness) indicated by a singular noun phrase or multiple items (non-uniqueness) indicated by the plural combined with a quantifier.
(1) Manuel saw a television program on ZDF about a species of dolphin in the Pacific Ocean. (2) Manuel saw a television program on ZDF about several species of dolphin in the Pacific Ocean.
The subsequently presented test sentence always contained a corresponding singular phrase starting with either a definite (D) or an indefinite (I) determiner.
(3) Manuel noticed that the species of dolphin was especially shy. (4) Manuel noticed that a species of dolphin was especially shy.
This resulted in four possible combinations. There were two matching conditions: singular context (1) paired with definiteness (3), presupposing uniqueness and plural context (2) paired with indefiniteness (4), presupposing non-uniqueness. Likewise, there were two mismatching conditions: plural (2) paired with definiteness (3), violating uniqueness and singular (1) paired with indefiniteness (4), violating nonuniqueness.
In subset 2 (existence ¼ E) the context introduced either a single item or -by negation -a non-existing item.
(1) Tina has a swimming badge.
(2) Tina has no swimming badge.
The test sentence either referred to an exisiting item by the use of the definite determiner (existence PSP) or introduced a new item by using the indefinite determiner in combination with an existence-creating verb such as "build" or "buy" (novelty PSP).
(3) When Tina showed the swimming badge in the swimming course, she got cramps in her calves. (4) When Tina earned a swimming badge in the swimming course, she got cramps in her calves.
There were again four possible combinations. Matching conditions combined an existing item (1) with the definite determiner (3) or a nonexisting item (2) with the indefinite determiner (4). In the non-matching conditions, the definite determiner (3) referred either to a non-existing item (2), or the indefinite determiner (4) was paired with an already introduced item (1).
The sentence material comprised 160 pairs of sentences including two subsets (uniqueness and existence) of 20 quadruplets each. Sixteen practice sentence pairs, similar to the test sentences, were constructed to familiarize participants with the experimental procedure. Each sentence pair was fluently uttered by a female speaker with consistent prosodic modulation, in order to obtain a natural speech flow without any discontinuity effects (pitch height, voice quality, speech rate; see . The duration of the sentence pairs varied between 7 and 10 s. Evaluation of speech rate and consonant articulation (voice onset time) did not show any significant differences between context-matching and context-violating cognates (see . The sentence pairs were presented via headphones (Sennheiser HD 570, binaural stimulus application, adapted for MRI measurements by removal of their permanent magnets).
Procedure
The course of a single trial is depicted in Fig. 1 . During a trial, subjects directed their eyes to a red fixation cross in front of them while listening to the context sentence, which was followed by the test sentence. Participants were instructed to listen carefully to the sentences and to respond concerning the pragmatic adequateness of test sentences relative to context sentences when the fixation cross had switched to a green color (about 2 s after test sentence offset). They rated their impression by means of a four-point scale (1 ¼ bad, 2 ¼ somewhat bad, 3 ¼ somewhat good, 4 ¼ good). This task was introduced to keep the participants attentive while listening and to obtain a measure of the subjective coherence or incoherence of the sentence pairs. Behavioral responses were recorded by means of button presses on a MRI-compatible device. Buttons were pressed with the index and middle finger of the subjects' left hand (this was also true for the left-handed subject): (1) double click of finger one ¼ "bad", (2) single click of finger one ¼ "somewhat bad", (3) single click of finger two ¼ "somewhat good", and (4) double click of finger two ¼ "good". The assignment of the two fingers to the rating scale was balanced across participants. Maximum response time amounted to 4 s.
MRI data acquisition
The functional imaging sessions were organized in 10 runs of 16 sentence pairs each in order to provide short pauses for the subjects. Additionally, 20 silent baseline intervals (null events, scanner noise) were added to the stimulus materials in order to obtain unmodeled event types. Hemodynamic responses were modeled at PSP onset (epochrelated with a duration of 2.5 s, Fig. 1 ). The test materials were distributed across the ten runs (16 sentence pairs and 2 null events per run) and presented in a pseudo-randomized order, which was constrained in order to prevent more than one sentence pair of a quadruplet being presented within the same run. Each run comprised eight sentence pairs of each subset, uniqueness (U) and existence (E), with an equal number of indefinite (I) and definite (D) determiners and an equal number of matching and mismatching items. Thus, the following four conditions occurred, each in a matching and mismatching manner: uniqueness definite (UD), uniqueness indefinite (UI), existence definite (ED), existence indefinite (EI). Mean ITI was 4 s (following the response interval). In order to increase the temporal resolution of hemodynamic responses with respect to the scan repetition time, a jitter (nine steps by 178 ms) was induced, shifting stimulus presentation. Because the headphones provided sufficient dampening of environmental scanner noise, it was not necessary to provide the subjects with earplugs during the experiment. Prior to the experimental functional imaging session, all subjects performed a practice run (16 practice sentence pairs plus 2 null events) in order to get acquainted with the task. Loudness of stimulus presentation Fig. 1 . Time course of stimulus presentation and fMRI data recording. The arrow indicates the onset of the presupposition (PSP) trigger within the test sentence. The duration of the sentence pairs varied between 7 and 10 s. Thus, the time point of the PSP onsets differed between sentence pairs. FMRI data were continuously recorded with a repetition time of 1.6 s. Hemodynamic responses were modelled at PSP onset (epoch-related with a duration of 2.5 s).
was adjusted until the subjects reported that they could comfortably listen to the sentences.
The experiment was run on a 3 T MRI system (PRISMA, Siemens, Erlangen, Germany), using an echo-planar imaging sequence (echotime ¼ 30 ms, 64 Â 64 matrix with a resolution of 3 Â 3 mm 2 , 27 axial slices across the whole brain volume, repetition time ¼ 1.6 s, slice thickness ¼ 4 mm, flip angle ¼ 90 , 235 scans per run). The scanner generated a constant background noise throughout fMRI measurements, serving as the baseline condition of the experimental design (null event). Anatomical images required for the localization of the hemodynamic responses were obtained by means of a GRAPPA sequence (T1-weighted images, repetition time ¼ 2.3 s, echo-time ¼ 2.92 ms, flip angle ¼ 8 , slice
) of a bi-commissural (anterior-posterior commissure) orientation.
Data analyses
Analysis of behavioral data included calculation of individual mean scores on the rating scale for each of the eight conditions. A repeated measure analysis of variance (rmANOVA) was applied with respect to the within subject factors CONGRUENCE (match/mismatch), SUBSET (uniqueness/ existence), and DEFINITENESS (definite/indefinite determiner). For post-hoc pairwise comparisons of significant interactions, we performed pairwise t-tests with p-values corrected according to Bonferroni Holm. In order to investigate acceptability ratings associated with potential repair mechanisms in mismatching conditions, we calculated medians of rating data of each mismatch condition and grouped participants into ten low-raters (values < median) and ten high-raters (values > median). Further, ratings of each subgroup (high-, low-rater) were averaged in order to test whether the mean is different from the value of two in the four-point scale (i.e., "somewhat bad") indicating either "bad" or "somewhat good" judgements (one-sample t-test, Bonferroni Holm corrected, eight tests).
Preprocessing of the fMRI data encompassed slice time and motion correction, normalization to the Montreal Neurological Institute (MNI) template space, and smoothing by means of an 8 mm full-width half maximum Gaussian kernel (SPM8 software package; http://www.fil.ion. ucl.ac.uk/spm). For the sake of statistical analysis, the blood oxygen level-dependent (BOLD) responses were modeled by means of a prototypical hemodynamic function within the context of a general linear model (event durations 2.5 s). Any low-frequency temporal drifts were removed using a 128 s high-pass filter.
The analysis of the functional imaging data encompassed the following steps:
(i) In order to estimate which brain areas were generally involved in auditory language processing at the level of discourse understanding, we computed a whole-brain analysis based on the average effect of all conditions (UD, UI, EI, ED of both, match and mismatch) contrasted each to the baseline (null event). (ii) In a second step, we investigated effects of the experimental manipulations (UD, UI, ED, EI) on brain activation by means of a factorial three-way rmANOVA including the within-subject factors CONGRUENCE (match/mismatch), SUBSET (uniqueness/existence), and DEFINITENESS (definite/indefinite). Again, we used the contrast between events and baseline (null event) in a whole-brain analysis. In order to show the direction of the effects, we computed SPM T-contrasts between the two levels of each factor. (iii) Third, we performed regions of interest (ROIs) analyses with the goal of depicting the activation pattern across experimental conditions on the brain regions hypothesized to be relevant for speech (IFG, IPL, pre-SMA). The most common approach for exploratory ROI analyses is to create small spheres at the peaks of activation clusters (Poldrack, 2007) . Friston et al. (2006) , however, highly recommended embedding the ROI localization in factorial designs that includes orthogonal comparisons of interest, and Poldrack and Mumford (2009) suggested alpha adjusting when ROI selection is performed on the basis of whole brain data. We followed these recommendations, using an orthogonal factor design and correcting for multiple comparisons (FWE). Moreover, by using the conjunction of the three main effects, any bias of particular main effects was removed. The location of the relevant clusters was validated by anatomical masks resulting from AAL2 atlas information (Tzourio-Mazoyer et al., 2002) . Peak-coordinates from hemodynamic responses inside these masks were taken to define the center of spherical ROIs using a 6 mm radius around the peak-coordinate. Since we hypothesized increased cognitive load in processing incoherent discourse structures, we focused on mismatching effects by subtracting matching conditions from mismatching conditions. To investigate the contribution of different ROIs to the mismatching effect, one-sample t-tests were applied testing whether activation was significantly different from zero. Bonferroni Holm corrections for four tests were applied separately for each ROI. Further, we investigated effects of the experimental conditions (UD, UI, ED, EI) on the mismatching effect by means of a factorial two-way rmANOVA including the within-subject factors SUBSET (uniqueness/existence) and DEFINITE-NESS (definite/indefinite). Again, we used the contrast between events and baseline (null event) as the dependent variable. (iv) To gain an insight into brain areas responsible for violation repair,
we conducted an additional analysis and correlated (using Pearson's r) acceptability ratings of each of the four experimental conditions (UD, UI, ED, EI) with the hemodynamic mismatching effects of the left and right hemispheres, using an adjusted alpha level of p < .006 for the first step (2 hemispheres x 4 conditions). In order to make the rating scale (1 ¼ "unacceptable") comparable to the scale of hemodynamic responses (0 ¼ no percent signal change) the logarithm of the subjects' mean rating across trials for each mismatch condition was used. Based on significant Pearson's correlation, whole-brain covariance analyses were conducted for those experimental conditions showing an effect in at least one of the ROIs. For these analyses, log-transformed acceptability ratings were co-varied with the hemodynamic mismatching responses.
Results
Behavioral data
Fig. 2 displays the acceptability ratings for each experimental condition, and Table 1 lists the statistical effects. As expected, violations of discourse coherence (mismatching conditions) yielded significantly lower acceptability ratings compared to matching pairs (CONGRUENCE, F(1,
This congruence main effect was accompanied by several two-and three-way interactions (Table 1) . Since we were primarily interested in the mismatching effect, the most important interactive pattern (CONGRUENCE Â SUBSET Â DEFINITENESS) was revealed by the comparison of the four different mismatching conditions (alpha adjusted p < .008 for the first step). Acceptability in the mismatching existence definite condition (ED) was lower than in mismatching uniqueness definite (UD, T ¼ 3.44, p Bonf ¼ .011), mismatching uniqueness indefinite (UI, T ¼ 4.42, p Bonf ¼ .002), and mismatching existence indefinite (EI, T ¼ 5.96, p Bonf. < 0.001), but no further differences were found (all p > .09). The grouping in high-and low-raters and the comparison to the rating value of two (comparison of the four different mismatching conditions of the two groups, alpha adjusted p < .006 for the first step), showed that low-raters (n ¼ 10) judged all mismatching conditions as being unacceptable (all p Bonf. < 0.0001), while high-raters (n ¼ 10) evaluated the (non-) uniqueness indefinite and definite conditions (UI, UD) as "less unacceptable" (p > .10). Furthermore, high-raters judged the indefinite determiner of the existence subset (EI) as more than "less unacceptable" (p Bonf ¼ .025) going on the scale in the direction of "somewhat good". By contrast, high-raters judged the definite determiner of the existence subset (ED) as clearly not "less unacceptable" (p Bonf ¼ .002) going on the scale in the direction of "bad".
FMRI data 3.2.1. Whole-brain analyses
Average effect of conditions Hemodynamic responses (p < .001, k ¼ 10, FWE corr.) averaged across mismatching and matching conditions (UD, UI, ED, EI versus null events) emerged within primary auditory areas of both hemispheres as well as adjacent structures of the superior/middle temporal cortex and temporal poles (see Fig. 3 , Table 2 ). Additionally, participants showed activation within left-and right-hemispheric inferior frontal and premotor regions, the left pre-SMA, the right (predominantly) cerebellum, and the left IPL.
Main effects of experimental factors The rmANOVA revealed main effects of CONGRUENCE in activations of the left medial frontal gyrus including pre-SMA, bilateral inferior frontal (IFG), and right hemisphere IPL (p < .05, k ¼ 10, FWE corr.; Table 3a ). Post-hoc SPM T-contrasts (p < .05, k ¼ 10, FWE corr.) showed a mismatching effect (mismatchingmatching) in the left pre-SMA and bilateral IFG (Fig. 4a, Table 4a ), whereas the left gyrus rectus showed a stronger activation in the matching than the mismatching condition (Fig. 4a, Table 4b ). The main effect of the factor SUBSET (uniqueness/existence) was represented by activations within bilateral superior temporal gyrus (STG) extending to the temporal pole, the left insula extending to IFG, the right rolandic operculum and the IFG pars opercularis, the left SMA proper and postcentral regions, and right precentral gyrus (p < .001, k ¼ 10, FWE corr.; Table 3b ). Post-hoc SPM T-contrasts (p < .001, k ¼ 10, FWE corr.) indicated that frontal, premotor, and motor activation clusters mainly resulted from uniqueness conditions compared to the existence condition, whereas the inverse comparison (existence vs. uniqueness) yielded bilateral STG activation (temporal pole; Fig. 4b, Table 4c, d ). The main effect of the factor DEFINITENESS (indefinite/definite) comprised activation within the bilateral IFG, IPL, left pre-SMA, and middle frontal gyrus (p < .0001, k ¼ 33, FWE corr. at cluster-level; Table 3c ). Post-hoc SPM Tcontrasts (p < .0001, k ¼ 35, FWE corr. at cluster-level) indicated that all activation clusters resulted from the indefinite conditions (Fig. 4c , Table 4e ).
ROI analyses
The conjunction analysis (p < .005, k ¼ 8 uncorrected) resulted in activations within bilateral pre-SMA, bilateral IPL overlapping the angular gyrus (AG), bilateral basal ganglia (BG), including the right putamen, left pallidum, and bilateral anterior insula activation extending to the IFG pars triangularis (left) and pars opercularis (right; Fig. 5a , Table 5a ). To localize ROI center-coordinates within relevant regions, anatomical masks of SMA, IFG, and IPL of each hemisphere were applied to the conjunction analysis clusters (Table 5b) . Investigations of the hemodynamic responses in the ROIs averaged over hemispheres concerning the experimental factors revealed a stronger mismatching effect in the uniqueness subset compared to the existence subset within all three ROIs (SUBSET, IFG:
Within pre-SMA, this main effect, was qualified by the interaction with DEFINITENESS 
Fig. 2. Acceptability ratings for each experimental condition averaged across subjects and separately for matching (blue) and mismatching (green) conditions. In the mismatching condition, mean rating values and standard error of the mean are additionally split into high-and low-raters. UD ¼ definite determiner in the uniqueness subset, UI ¼ indefinite determiner in the uniqueness subset, ED ¼ definite determiner in the existence subset, EI ¼ indefinite determiner in the existence subset. We hypothesized that the three ROIs are part of a network relevant to discourse processing. To investigate the activation pattern resulting from each of the matching (M) and mismatching (MM) conditions for each PSP condition (UD, UI, ED, EI) in the three ROIs of each hemisphere, we performed T-tests testing the effect against zero (corrected, p < .006 for the first testing). We expected that all three regions would be significantly activated during coherent as well as violated discourse structures, at least within the language-dominant left hemisphere (H1). Within all three left-hemispheric ROIs, we found significant activation for all (M and MM) conditions (all p Bonf < .027). Similarly, within the righthemispheric IFG, all conditions (M and MM) showed significant activation (all p Bonf < .002). In contrast, in the right-hemispheric IPL/AG, only the mismatching uniqueness definite and indefinite conditions showed significant activation (UI: p Bonf ¼ .015, UD: p Bonf ¼ .003). Within righthemispheric pre-SMA, four of the eight conditions showed significant activation (uniqueness definite mismatching, UD: p Bonf < .0001; uniqueness indefinite matching, UI: p Bonf ¼ .013; uniqueness indefinite mismatching, UI: p Bonf < .001; existence indefinite mismatching, EI: p Bonf < .001).
To investigate the mismatching effect for each condition (UD, UI, ED, EI) in the three ROIs (IFG, IPL/AG, pre-SMA) averaged over hemispheres, we performed (corrected) T-tests testing the mismatching effect against zero (Fig. 5b) . Generally, we expected significant mismatching effects within IFG across all conditions (H2) since in all violation conditions the initiation of the reference process may not run smoothly. Indeed, within IFG there was a mismatching effect for each condition (uniqueness definite, UD: T ¼ 3.61, p Bonf ¼ .005; uniqueness indefinite, UI: T ¼ 3.85, p Bonf ¼ .004; existence definite, ED: T ¼ 2.16, p Bonf ¼ .043; existence indefinite, EI: T ¼ 2.59, p Bonf ¼ .036; Fig. 5b left) . We further expected significant mismatching effects within IPL/AG across all conditions (H3), since the referent triggered by the PSP seems not to be plausible across all these conditions and, thus, higher effort to contextual integration should be required. Within IPL (AG) there was a mismatching effect for all conditions except for the indefinite determiner of the existence subset (uniqueness definite, UD: T ¼ 3. Fig. 5b middle) . We further expected mismatching effects within the pre-SMA, but only under conditions allowing for re-analysis of discourse violation, since the pre-SMA presumably controls the executive system (comprehension) adjusting for the long-lasting processes of re-interpretation (re-reference, evaluation of plausibility) (H4). Within the pre-SMA, a mismatching effect was present for all conditions except the definite determiner of the existence subset (uniqueness definite, UD: Fig. 5b right) .
Correlation and covariance analyses
The Pearson's correlation analyses between acceptability ratings and the hemodynamic mismatching effect revealed a positive correlation for the existence indefinite condition (EI) within the right pre-SMA (Pearson's r ¼ 0.60 p Bonf ¼ .043; Fig. 6a ). The remaining conditions (UD, UI, ED) did not show any correlation within one of the ROIs (all p > .10). Thus, we restricted the whole-brain covariance analysis to the existence indefinite condition (EI). The analysis (p < .005, k ¼ 511, corrected) showed strong covariance within bilateral BG, specifically, the caudate Fig. 6b , Table 6 ) and the right pre-SMA (Fig. 6b, Table 6 ).
Discussion
The purpose of this study was to investigate which brain structures are involved in the processing of discourse structure and its violation. To this end, we measured the brain's hemodynamic responses (fMRI) related to processing contextual information presupposed in a spoken discourse. Discourse coherence was manipulated by using the indefinite determiner and the definite determiner as PSP triggers in test sentences presupposing information that either matches or does not match the content of a preceding context sentence. Specifically, we expected that the definite determiner allows for a smooth understanding of the spoken discourse when referring to a unique and existing referent in the context (matching UD/ED). Furthermore, we expected that the indefinite determiner allows for a smooth understanding in case of multiple (non-unique) context items (matching UI) or novel items in the test sentence (matching EI). In contrast, we expected processing difficulties when the definite determiner is used in the context of multiple or non-existing items (nonmatching UD/ED), or when an indefinite noun phrase occurs in a context where such an item has already been introduced (non-matching UI/EI).
The acceptability ratings clearly show that participants were processing the test sentences in a context-sensitive way, that is, they paid attention to discourse coherence. Violations of the discourse structure were reflected in lower acceptability ratings compared to a coherent discourse structure across all four conditions (UD, UI, ED, EI). However, not all mismatching conditions were judged to be incoherent to a similar degree. The analysis revealed differences in acceptability of nonmatching stimuli, with the lowest acceptability ratings for the existence violation (ED), whereas the (non-) uniqueness (UI, UD) and novelty (EI) violations yielded higher acceptability ratings. As the grouping in highand low-raters showed, participants had a divided opinion concerning the PSP violations. Whereas low-raters judged all mismatching conditions as being unacceptable, high-raters evaluated the mismatching indefinite and definite uniqueness (UI, UD) and the indefinite existence (EI) conditions as less unacceptable or almost somewhat good. We interpret this pattern of results as an indicator that some participants were able to "repair" PSP violations more easily than others. To gain more insight into a potential repair process, we compared the behavioral responses of participants with their hemodynamic responses.
Brain regions involved in the semantic interpretation of heard sentences
Brain regions related to the processing of the sentence pairs included primary auditory areas of both hemispheres as well as adjacent structures of the STG, MTG, and Tp. Additionally, activation within the left-and right-hemispheric IFG, the left pre-SMA, the cerebellum, and the IPL (AG) were observed. The involvement of these areas nicely fits our expectations as outlined in the Introduction, in which we hypothesized that these Fig. 4 . Post-hoc SPM T-contrasts between the two levels of each factor from the whole brain ANOVA. Post hoc of the factors (a) CONGRUENCE (mismatch/match), (b) SUBSET (uniqueness/existence), and (C) DEFINITENESS (definite/indefinite). Thresholds were family wise error (FWE) corrected at cluster-and/or peak-level. T ¼ size of differences relative to the variation in the sample (T-statistics). T values indicate strengths of activation (color-coded). K ¼ minimum number of voxels included in a cluster (extent threshold).
language-related brain areas are involved in the processing of discourse structure triggered by sentences containing a PSP. Accordingly, brain regions within the temporal lobe, specifically the primary auditory cortices, STG, MTG, and Tp, serve to manage phonetic perception, categorization of phonemes, lexico-phonological operations, and access to lexico-semantic representations, respectively. Further, the IFG and IPL (AG) as well as connections between those areas make sure that sentence materials are processed according to semantic and pragmatic rules recalled in working memory (Frey et al., 2008; Fuster, 2001; Gennari et al., 2007; Kelly et al., 2010; Mollo et al., 2018; Tromp et al., 2015; Tulving, 1995) . Most interestingly, processing discourse structures evoked a language network extended towards the pre-SMA and related regions such as the cerebellum and the BG. This broad extension Table 4 Hemodynamic responses for the post hoc SPM T-contrasts between the two levels of each factor (CONGRUENCE, SUBSET, DEFINITENESS). Regions were labeled using the AAL2 atlas. Montreal Neurological Institute (MNI) coordinates (x, y, z) in the left (L) and right (R) hemisphere. contrasts with speech-related activation during passive listening to single words as this was found to be restricted to the temporal lobe (Dietrich et al., 2008) . Our findings, however, are well in line with the results of Li et al. (2019) , who mentioned the pre-SMA as belonging to the "core-language brain network" which is activated while performing distinct language tasks, for example, silent verb generation. We assume that the activation within the pre-SMA and the IFG serves to accomplish executive functions required by the task of this study. Specifically, the evaluation processes associated with the acceptability rating, as well as the task of keeping the sentence content available during discourse processing by means of inner speech (Friederici, 2012; Hertrich et al., 2016; Matchin et al., 2017; Rothermich and Kotz, 2013 ) most probably required executive functions (see e.g., Alderson-Day and Fernyhough, 2015 , for a review). In addition, the activation of the cerebellum supports the function of the pre-SMA in discourse processing. Alongside this, the pre-SMA is a region receiving output from cerebellar-thalamic and basal ganglia-thalamic circuits (Schwartze et al., 2012a (Schwartze et al., , 2012b , and Kotz and Schwartze (2010) assumed that the cerebellum strongly interacts with the pre-SMA in predictive sentence processing. Hence, the involvement of IFG, IPL (AG), and pre-SMA in discourse processing, requiring working memory, semantic/pragmatic integration, and executive functions fits nicely within the existing literature.
Processing uniqueness vs. existence
In addition to the network found to be relevant for sentence processing, distinct response patterns were observed with respect to each of the two stimulus subsets (uniqueness/existence). Contrasting the processing of uniqueness sentences to those of existence (UD, UI > ED, EI) yielded regions that have been assigned to premotor and motor cortex, right IFG pars opercularis, rolandic operculum, left SMA proper and postcentral regions, right precentral gyrus, and left insula extending to IFG. In contrast, the inverse contrast (ED, EI > UD, UI) revealed activations within bilateral STG and Tp. Regions with stronger activity during processing the uniqueness subset appear to belong to the dorsal stream of the language network (Hickok and Poeppel, 2007, 2004; Rauschecker and Scott, 2009 ), connecting sensory auditory (anterior/posterior temporal), parietal, and (pre-) motor-related regions to (pre-) frontal cortex through the superior longitudinal and arcuate fasciculus (Saur et al., 2010; see Bajada et al., 2015 , for a review). Regions more active during processing the existence subset, however, appear to belong to the ventral stream linking the auditory cortex, the STG/MTG, and the Tp to inferior frontal regions via the extreme capsule and/or uncinate fasciculus (Friederici and Gierhan, 2013; Saur et al., 2010) . The two streams overlap in the STG (Perrone-Bertolotti et al., 2017; Saur et al., 2010) , a region that has been ascribed sub-lexical processing steps during speech perception (Binder et al., 2000; Scott and Johnsrude, 2003 ; see also Brauer et al., 2013; Dick et al., 2014; Dick and Tremblay, 2012; Parker et al., 2005 , for evidence from tractography studies).
The dissociative pattern of brain activation resulting from processing the two types of sentence sets might be interpreted as mirroring the specific requirements for processing these two sets. Specifically, activation of sensory-motor speech regions might be due to specific verbal working memory processes maintaining speech sequences in order to analyze/reconstruct them. Here it is important to recall the experimental manipulations: Understanding (non-) uniqueness requires the identification of quantifiers in the context sentence (e.g., "several"/"one"). Thus, working memory (maintenance) mirrors morpho-syntactic and phonological operations. In contrast, comprehension of existence or novelty requires the recall of lexical information, which extends down to the word form. Rauschecker (2012, 2013) postulate for this function an auditory word form area in the left anterior superior temporal lobe. According to this interpretation, both morpho-syntactic and lexical memory functions are necessary to initiate deeper semantic operations, but these functions were recruited for use at a different level when processing the different PSP conditions. Because we assume that the uniqueness as well as the existence subsets were processed at a deep semantic level, additional brain areas are likely to be involved for sentence comprehension. The contrast method of analysis is likely to have resulted in many additional brain region activations canceling each other out, which is why these additional brain regions are not visible in the present analysis.
In general, the functional roles of the two linguistic processing streams as characterized so far with respect to their cognitive functions, that is, phonological/syntactic processing assigned to the dorsal part (Goucha and Friederici, 2015) and lexico-semantic processing assigned to the ventral part (Kümmerer et al., 2013; Saur et al., 2008) , constitute a potential framework to understand the differential activation patterns induced by processing different types of PSPs.
Processing definite vs. indefinite determiners
The whole-brain data revealed a differential activation pattern regarding definite and indefinite determiners serving as PSP triggers. Stronger hemodynamic responses to the indefinite compared with the Fig. 6 . The correlation of acceptability of discourse violation with hemodynamic responses. (a) Pearson's correlation between the hemodynamic mismatch effect and acceptability ratings shown for the existence indefinite (EI) condition within left and right pre-SMA. (b) Activation pattern when covarying acceptability ratings with the hemodynamic mismatch effect during EI within right pre-supplementary motor area (pre-SMA) and bilateral basal ganglia (BG) overlapping caudate nuclei (CN). T ¼ size of differences relative to the variation in the sample (Tstatistics) quantifying the magnitude of covariation (color-coded).
Table 6
Hemodynamic responses for the covariance analysis. Acceptability ratings (logarithm) covaried with hemodynamic responses of the existence indefinite (EI) condition contrasting mismatch versus match (p < .005. k ¼ 511, corrected). Regions were labeled using the AAL2 atlas. Montreal Neurological Institute (MNI) coordinates (x, y, z) in the left (L) and right (R) hemisphere. Abbreviations: Sup ¼ superior, Supp ¼ supplementary.
definite determiner (UI, EI > UD, ED) were found within bilateral STG, IFG, and IPL while the inverse comparison (UD, ED > UI, EI) did not yield significant differences in any brain region. This pattern of results suggests higher processing demands for the indefinite compared to the definite determiner. It might be interpreted in terms of theoretical and empirical literature (e.g., Mangold-Allwinn et al., 1995) , theorizing that the usage of determiners and the different PSPs they trigger depend on distinct aspects during conversation, such as the communicative aim, prior knowledge about items, and discourse structure. In line with this assumption, Mangold-Allwinn et al. (1995) reported that the probability of using definite determiners increases when aiming to strengthen the salience of an item. Related to our results, processing the definite determiner as a salient indicator within a discourse might indicate somewhat automated processing, requiring fewer cognitive resources compared to those necessary for processing indefinite determiner phrases.
Processing of discourse incoherence
In line with our expectation that listening to violations of discourse structure would elicit higher cognitive effort than listening to a coherent discourse, the obtained fMRI data revealed stronger hemodynamic responses in response to incoherence relative to coherence within brain regions such as the IFG, pre-SMA and IPL (AG). In the following sections, we will discuss the results of the ROI analyses against the background of discourse violations (mismatching effect). These results point to specific functional roles of the brain areas for discourse understanding and clarify the functions of brain areas related to cognitive processes such as reference processes, semantic/pragmatic integration, and handling of mismatch. One might well ask, however, whether the mismatching effect indicating higher cognitive load when processing PSP violations is specific to language processing. The effect might instead be a response to processing of complexity in general. Considering the behavioral results of the current study as well as data from a recent reading time study (Rolke et al., 2019 ) that used the same stimulus subsets, it is clear that the response pattern was modulated by the kind of discourse violation. These differential modulations due to different discourse violations suggest that subjects were processing the test sentences in a speech-related, context-sensitive way and therefore that the mismatching effect -most probably -results from speech-related comprehension processes. Further, the activation pattern found in this study differs from that found in studies investigating cognitive load, for example, by using non-speech stimuli in a spatial working memory task (tracking the location of items) (Huang et al., 2016) . Even though this study also observed activation within the inferior frontal cortex, inferior parietal regions, and the pre-SMA, the activation peaks of these data differed consistently from those of the current study: Inferior frontal and parietal activations are more dorsal relative to those of the current data, and pre-SMA activation is more anterior relative to this of the current data. Thus, although a general effect of cognitive load cannot be completely excluded, the arguments mentioned above justify deeper analyses of the mismatching effect as reflecting higher cognitive demands in case of speech-specific violations of discourse coherence.
IFG -reference process
Context-mismatching PSPs elicited a strong activation of IFG in all four conditions (UD, UI, ED, EI). This common role of IFG might be related to the functions of the left IFG for encoding of incoming information, "online" working memory maintaining contextual information (Gerton et al., 2004) , detecting errors, and encoding of new representations (Kessler and Oberauer, 2015; Morris and Jones, 1990) . The increased activation in case of a mismatching PSP trigger might thus mirror the detection of an erroneous reference process, which necessitates a re-check of the context in order to interpret the PSP.
Further support for the assumption that the hemodynamic response in IFG mirrors item categorization and the initiation of reference processes can be found in the enhanced mismatching effect of the IFG for the (non-) uniqueness violations compared to the existence violations. This enhanced effect might be related to the type of query which has to be made for the different PSP violations: While processing (non-) uniqueness might require a complex syntactical operation (singular/plural), processing (non-) existence of an item might elicit a simple logical binary query (available or not). These processing differences might modulate the strength of the mismatching effect when the listeners integrate their syntactic knowledge about the determiners and their specific usage. Taken together, we assume that activation of the IFG mirrors trigger categorization, error detection and the beginning of reference process, which is accompanied by different processing demands depending on the type of PSP trigger at hand.
IPL (AG) -semantic/pragmatic integration
IPL (AG) showed mismatching effects in (non-) uniqueness violations (UD, UI) and existence violations (ED), while novelty violations (EI) failed to activate this brain region. This pattern of results suggests that the IPL (AG) is involved in cognitive mismatching processing relevant for all conditions but not for the indefinite determiner of the existence subset (EI). As outlined in the Introduction, IPL (AG) has been found to be involved in a number of language-related processes, such as memory retrieval, semantic processing, logical reasoning, or attention (see Seghier, 2013 for a review). These functions include those relevant for PSP processing, that is, evaluating references in discourse including meaning identification of noun phrases and recognition of dependence (similarity) between critical noun phrases. Moreover, the identification of the meaning of critical noun phrases in test and context sentences requires access to lexical/semantic representations stored within long-term memory and the integration of noun phrases into the context by means of pragmatic knowledge. Further, Mars et al. (2011) points at two subdivisions of AG: a posterior-ventral part and an anterior-dorsal part. The IPL (AG) region of the current study was located in the latter being found functionally connected with the anterior prefrontal cortex and basal ganglia (BG; Mars et al., 2011; Uddin et al., 2010) . The activation of this region as one involved in language processes converges with the ideas of Uddin et al. (2010) , who emphasized that the anterior-dorsal part of IPL (AG) is linked more closely with anterior language regions in the inferior frontal gyrus than the posterior-ventral part of IPL (AG). In line with Seghier (2013) , we argue that the IPL (AG) is involved in the retrieval of content (i.e., semantic) and episodic memories (including pragmatic experiences). Thus, it may be involved in a feedback strategy to ascertain semantic and pragmatic matching.
As there was no mismatching effect in the existence indefinite condition (EI), it seems that this condition does not require the above described processes. Theoretically, the existence indefinite condition (EI) presupposes a non-existing or independent (novel) item, while the uniqueness definite and indefinite conditions (UD, UI) and the existence definite (ED), even under negation, presuppose a referent mentioned in the context. It thus seems that a semantic/pragmatic reference process evoking enhanced IPL (AG) activation in case of mismatch is required for all conditions but the existence indefinite (EI) condition, because the test sentence in this condition could be interpreted without establishing a context reference. Support for this assumption comes from event-related brain potential (ERP) studies. Functional-anatomical mapping studies have related the posterior N400 ERP-component, which has been associated with difficulties in semantic integration (Kutas and Federmeier, 2011; Kutas and Hillyard, 1980) , to IPL (AG) activity (Brouwer and Hoeks, 2013) . Furthermore, Burkhardt and Roehm (2007) have reported that processing definite determiner phrases of an unintroduced new protagonist leads to a larger N400 than processing an introduced protagonist, indicating higher processing costs for difficult or impossible reference processes. Thus, the mismatching effects for conditions requiring a reference process in this study are in line with findings reported from Burkhardt and Roehm (2007) in the way that independency or dependency of noun phrases affect the N400 component that mirrors
Furthermore, (non-) uniqueness violations showed stronger hemodynamic responses than existence violations within IPL (AG). This difference might be due to facilitated semantic/pragmatic operations based on a simple logical binary query in case of the existence violation (ED) and complex syntactic singular/plural operations (UD, UI) in case of uniqueness PSPs. This idea receives support from the observation that negation seems to contribute to fast and effortless processing. For instance, in line with our results, Tettamani et al. (2008) have reported reduced hemodynamic responses in brain circuits for negated information compared to un-negated material. The AG activation peaks found in the current study are quite superior and anterior relative to those typically implicated in linguistic complexity (Pallier et al., 2011) , but the general topography of the reported activations is compatible with conceptual-semantic processing (Price et al., 2015; Binder et al., 2009 ). For example, Bonhage et al., 2014 investigated sentence comprehension and manipulated linguistic material with respect to the number of words per sentences, testing working memory load as well as response to grammaticality of sentences. They found inferior parietal activation peaks in response to grammatically correct related word strings (vs. ungrammatical word strings) close to that of the current study. Taken together with this prior evidence, IPL (AG) activation in the current study might reflect processing of coherence between items within sentences rather than pure lexico-semantic access.
To summarize, the present IPL (AG) activation pattern appears to reflect requirements of semantic retrieval and pragmatic integration in order to process dependency between critical noun phrases in the test sentence and context sentence. We hypothesize that an IPL-based process was not necessary in case of novelty violations (EI), because the indefinite determiner in the existence condition does not need a semantic reference and pragmatic integration process.
Right hemisphere -monitoring and error detection
The present study was not specifically designed to obtain hemispheric differences, and most of the observed fMRI effects were bilateral rather than lateralized to one hemisphere. However, suggesting (in line with recent models of the language network in the brain) that language is predominantly processed in the left hemisphere, some considerations about the present right-hemispheric activations might be of interest here. Two right hemisphere regions, the IFG and the IPL (AG), were found to be activated during discourse violations. Many studies suggest a dominant role of the right hemisphere in error perception and processing (Gauvin et al., 2016; Raposo and Marques, 2013) and, thus, it might play a role in monitoring to minimize the number of misunderstandings. Researchers investigating contextual sentence processing have argued that the right hemisphere IFG, relative to the left hemisphere IFG, is more sensitive to discourse modulations, such as textual coherence and discourse anomalies (Kuperberg et al., 2006; Menenti et al., 2008; Nieuwland, 2012) . Furthermore, previous studies have shown activation of right hemispheric IFG during presentation of incongruent, unfamiliar, irregular, or violated speech and non-speech stimuli such as music (Cheung et al., 2018; Hassabis and Maguire, 2007) , indicating that monitoring, that is, falsification/verification of incoming items with existing contextual information, might play a role. Finally, while the phonologically organized verbal working memory is located in the left hemisphere including BA 44 (Rong et al., 2018) , the right hemisphere seems to house a supra-modal pragmatic episodic memory (Brand et al., 2009; Ptak and Schnider, 2004 ) that might be used as an interface for the integration of language and non-language information (Parola et al., 2016) or, as in the present study, to match a test sentence with a context sentence that has already been encoded into supra-modal memory structures. We conclude that the right hemisphere might support the function of monitoring of speech sequences, especially when stimulus materials comprise erroneous information.
Pre-SMA -inhibitory control
The pre-SMA was sensitive to mismatching contexts while participants listened to (non-) uniqueness violations (UD, UI) and novelty violations (EI). In contrast, existence violations (ED) were not reflected in mismatching effects in the pre-SMA. We assume that the pre-SMA is involved in PSP processing because of its role in providing executive functions. As outlined in the Introduction, the pre-SMA has been reported to be involved in various superordinate control functions and monitoring processes (Geranmayeh et al., 2017; Hertrich et al., 2016; Dietrich et al., 2015 Dietrich et al., , 2018 . In language processing, meta-analyses of fMRI studies (Adank, 2012a (Adank, , 2012b have shown activation of the pre-SMA in case of sentence processing under adverse listening conditions. This activation was hypothesized to be due to its function of disambiguating linguistic information when lexical/semantic access is difficult. Although little is known about the linguistic function of the pre-SMA in detail, regarding the perception of accelerated speech, Vagharchakian et al., 2012 found pre-SMA activation near the limit of intelligibility when predictive top-down strategies must be engaged. Interestingly, they report a sudden collapse of the activation in the pre-SMA when speech becomes unintelligible (Vagharchakian et al., 2012) . They interpreted these findings as showing a buffer function of the pre-SMA in the sense that as long as incoming items could be perceived, the pre-SMA coordinates speech comprehension. Transferred to the present study, the temporal coordination, re-analyses, and speech execution (comprehension) is not relevant when the existence PSP is violated-the trigger presupposes a negated item -and the condition is irreparable. However, if discourse, despite errors or atypical features, is evaluated as potentially interpretable, the function of pre-SMA should be necessary. In a recent behavioral study, Rolke et al. (2019) obtained some evidence which points in the direction of this assumption. These authors presented the sentences of the existence subset and showed that reading times for the definite existence condition (ED) was shorter compared to the indefinite existence condition (EI). The results of the present study suggest that in case of an inconsistent discourse structure, an increased pre-SMA involvement mirrors increased disambiguation and interpretation effort. Obviously, such an error management was not present in case of existence violations using the definite determiner (ED).
We can understand this pattern when considering the acceptability ratings, which revealed a pattern analogous to pre-SMA activity: The lowest acceptability ratings were observed for the existence violation (ED), whereas the (non-) uniqueness (UI, UD) or novelty (EI) violations yielded higher acceptance. This higher acceptance of discourse situations (e.g., in case of UD, UI, EI) might indicate that comprehension is not seriously threatened by an error since the recipient is able to handle the violation, possibly by guessing, tolerating slight errors, or modifying the (assumed) context in order to obtain an acceptable discourse meaning (see e.g. Kirsten et al., 2014) . By contrast, in case of clear "unacceptable" errors during existence violations (ED), discourse meaning can easily be rejected by interrupting the language comprehension system. Various studies document pre-SMA involvement in repair mechanisms occurring under high demand conditions (Adank and Devlin, 2010; Scott et al., 2004; see Lima et al., 2016 , for a review). Thus, pre-SMA appears to contribute to a top-down monitoring and error management process leading to a repair of mismatching PSPs in order to facilitate comprehension.
In order to guarantee fluency of speech comprehension, inner speech processes have to be slowed down when errors need to be managed. Kim et al. (2010) have reported that the major input to SMA comprises subcortical signals from the BG and cerebellum via the thalamus (see also Schwartze et al., 2012a; Schwartze et al., 2012b) . Functionally, these signals appear to serve mostly inhibitory mechanisms delaying the procedural stream of speech comprehension in order to adjust the ongoing process to various demands (Kotz and Schwartze, 2010) . In line with these findings, inhibitory control of executive functions (Wiecki and Frank, 2013) , for example, in a stop movement task, has been discussed with respect to the pre-SMA (Kwon and Kwon, 2013) . Further, the fact that anatomical connectivity between the SMA and the IFG (aslant tract) exists (see Introduction) might support these interactions in terms of controlling for speech comprehension. Overall, we assume that the pre-SMA manages inhibitory signals and seems to transiently slow down speech execution in order to gain time for error management.
Pre-SMA and BG -successful re-interpretation
Ultimately, the question remains in which region the decision for (i) rejection of erroneous speech materials, (ii) toleration as "passable" error (e.g., a slip of tongue), or (iii) repair (e.g., re-interpretation) is made. The acceptability ratings indicate that (non-) uniqueness (UD, UI) and novelty (EI) violations were evaluated as "less unacceptable", while existence violations (ED) were rejected as "unacceptable". Theoretically, the novelty violation (EI) is the only condition that could be repaired by means of re-interpretation of the context: Since the indefinite determiner presupposes non-existence, the introduction of a new item in the test sentence in addition to the already existing item mentioned in the context might be a rather easy way to re-interpret discourse meaning. Such a strategy might lead to successful comprehension and, in turn, higher acceptance or weaker rejection. This pattern of results was observed at least in a sub-group of participants whom we termed as high-raters.
Hemodynamic responses of novelty violations (EI) covaried with behavioral acceptability ratings within pre-SMA and bilateral BG at the level of the caudate nucleus (CN). This relationship suggests that the CN is involved in repair processes coming along with PSP violations. The CN is linked to the pre-SMA, but not SMA proper (Kim et al., 2010) , and Grahn et al. (2008) have suggested that the CN selects appropriate sub-goals based on evaluation (see Jahanshahi et al., 2015 , for a review). Related to our study, that would mean that the goal in case of a PSP violation, that is, the successful comprehension, would be initiated by the CN, potentially by a re-interpretation process. However, (non-) uniqueness violations (UD, UI) did not show any correlation/covariance between hemodynamic responses and acceptability ratings. This result occurred in spite of high acceptability ratings in some participants (high-raters), which might reflect successful repair processes. This differential pattern of behavioral results and hemodynamic responses might be viewed as a hint that high-raters did not really re-interpret discourse meaning in order to gain comprehension, but instead just tolerated the error (e.g., as a slip of tongue) without an attempt to create a new scenario. This in turn might explain the absence of acceptability-related BG activity in this group. Geiger et al. (2018) have documented strong interactions between the BG and the prefrontal cortex during encoding of novel (versus previously trained) working memory items and discussed facilitation of the "input-gating" of novel and relevant items as a function of the BG. Thus, both violation of novelty caused by the use of the indefinite determiner (EI) and re-interpreting the item in the test sentence as a novel (further) item in order to make the context plausible might justify activation of the BG for updating of working memory. In sum, tolerating implausible meaning during (non-) uniqueness violations (UD, UI) or re-interpreting implausible into plausible meaning evoked by novelty violations (EI) seem to be different processes as shown in different BG involvement. However, from the linguistic field's view, it is still debatable whether accommodation means only re-interpretation including successful comprehension or whether accommodation also comprises tolerance of slight errors. In this regard, Giles et al. (1991) have mentioned the possibility that accommodation processes and their pragmatic implications may show considerable variability. Considering the acceptability rating data of the present study, accommodation can be considered as an adaptive behavior with the goal to understand the target sentence, including both re-interpretation as well as tolerance. However, the brain activations obtained in the present study suggest that behavioral acceptance of mismatching items may be due to different mechanisms such as tolerating slight errors in case of (non-) uniqueness violations (UI, UD) or content-related re-interpretation in case of novelty violations (EI).
A neuroanatomical model of discourse processing
To account for the processing differences across experimental conditions (UD, UI, ED, EI), we propose a neuroanatomical PSP processing model, which is based on previous cognitive models for sentence comprehension. For instance, Bornkessel-Schlesewsky and Schlesewsky (2008) have proposed a three-step model comprising (1) word category identification, (2) combination of arguments within a sentence as well as control of plausibility of these combinations, and (3) generalized mapping responsible for detection of overall sentence plausibility. In order to extend the model to PSP processing, Kirsten et al. (2014) have assumed that the PSP trigger might be (1) identified as a referential signal in the test sentence, (2) referred in a syntactic, semantic, and pragmatic plausible way to an item in the context sentence, (3) evaluated, in case of detected errors, for accommodation or rejection, and (4) eventually accommodated within the discourse structure in order to provide an understanding.
The present study suggests that these presumed processes increase cognitive load in case of violations of the discourse structure and that this is associated with stronger hemodynamic responses within the IFG, IPL (AG), pre-SMA, and BG. Our results, moreover, allow us to disentangle the contributions of different brain areas to different discourse understanding processes by closely examining the example of PSP processing. We suggest the following processing chain assigned to functional regions (see Fig. 7 ): The IFG seems to be assigned to working memory functions, which might be involved in scanning the ongoing speech signal. This scanning process comprises the consideration of reference triggers, maintenance of information, and initiation of a reference process. The IPL (AG) seems to be responsible for semantic/pragmatic retrieval and integration. It might recognize dependencies between noun phrases in the context and test sentence. The right hemisphere seems to be involved in monitoring processes in order to detect errors and, speculatively, might contribute to the decision of whether violations should be tolerated, repaired, or rejected. Finally, the pre-SMA seems to be involved in control functions, and it might become active when speech comprehension is difficult. For example, if discourse violations occur and errors are evaluated as manageable, the pre-SMA might slow down the speech comprehension system (IFG) in order to facilitate a restart. In case of reparable errors, the BG might be involved in re-interpretation as kind of accommodation process for successful comprehension.
The current study provides a starting point for investigating processing of context-dependent speech by means of PSPs. In comparing processing of discourse violations to processing of a coherent discourse, we aimed to isolate brain structures which were involved in processing references within discourse structures. To estimate whether the brain areas found to be active in the present study take a specific role in processing PSPs and PSP violations, or whether the described network generally mirrors discourse understanding, further studies are necessary. One interesting further approach would be to compare sentences with PSPs to a matched control condition, that is, to sentences containing a similar degree of phonological, lexical, syntactic, and semantic complexity, but lacking a PSP trigger. When considering the maxims of Grice (1975) , one might propose different hypotheses for this contrast. On the one hand, in keeping a message informative, brief, and relevant by using PSPs (p. 3), the hemodynamic activation would presumably be higher in a control condition without PSPs than in PSP sentences because, in the former, more linguistic entities need to be processed, and redundant information would increase cognitive load. On the other hand, because such a control condition does not need reference processes, initial comprehension might perhaps be simpler in this situation, leading to possible reductions in brain activation while processing the sentences. So far, it seems that experimental studies support the latter alternative as PSP processing enhanced reading times in behavioural studies (e.g., Rolke et al., 2019; Tiemann et al., 2011) . All in all, PSPs seem to be a promising tool for investigating discourse comprehension and discovering which brain structures underlie the human ability to understand a discourse and its pragmatic implications.
Conclusion
This fMRI study addressed the neuronal structures involved in spoken discourse comprehension. We manipulated discourse coherence by using PSP triggers (i.e., the indefinite determiner or definite determiner) that either correspond or fail to correspond to items in the discourse context. Bilateral IFG, IPL (AG), and pre-SMA were active during violations of discourse coherence. We discussed these areas in light of their respective, previously-established contexts: of working memory functions being relevant for initiation of the reference process (IFG), of semantic/pragmatic integration required for identification of plausible referents (IPL/ AG), and of an inhibitory control network being important to slow down speech comprehension in order to manage errors and restart comprehension (pre-SMA). Furthermore, we assume that right hemispheric processes might contribute to the evaluation of how to integrate erroneous materials: rejection, tolerance as "passable" error (e.g., a slip of tongue), or repair by means of re-interpretation. In the last two cases, these are manageable errors requiring inhibitory control functions (pre-SMA). Additionally, re-interpretation considered as a kind of sub-goal leading to successful comprehension might be associated with a strong activation of BG -an input region of pre-SMA -and might reflect the initiation of a potential accommodation process.
