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Dynamics of complex social systems has often been described in the framework of temporal
networks, where links are considered to exist only at the moment of interaction between nodes. Such
interaction patterns are not only driven by internal interaction mechanisms, but also affected by
environmental changes. To investigate the impact of the environmental changes on the dynamics of
temporal networks, we analyze several face-to-face interaction datasets using the multiscale entropy
(MSE) method to find that the observed temporal correlations can be categorized according to
the environmental similarity of datasets such as classes and break times in schools. By devising
and studying a temporal network model considering a periodically changing environment as well
as a preferential activation mechanism, we numerically show that our model could successfully
reproduce various empirical results by the MSE method in terms of multiscale temporal correlations.
Our results demonstrate that the environmental changes can play an important role in shaping
the dynamics of temporal networks when the interactions between nodes are influenced by the
environment of the systems.
I. INTRODUCTION
Dynamical behaviors of various complex systems can
be described by temporal patterns of interactions among
constituents of the systems, which have recently been
studied in the framework of temporal networks [1, 2].
This is partly due to the increasing availability of datasets
with high temporal resolution [3–7]. A number of tempo-
ral interaction patterns in natural and social phenomena
are found to be non-Poissonian or bursty [6] and they
have been known to strongly influence the dynamical
processes taking place in the system, such as spreading
and diffusion [8–16]. In addition, the dynamical proper-
ties of temporal networks were studied in terms of the
effects of temporal resolution and time ordering of inter-
actions [17–19]. To understand the underlying mecha-
nisms behind empirical findings for temporal networks,
several modeling approaches have been taken: These
models could successfully generate characteristics of real-
world temporal networks such as heavy-tailed degree dis-
tributions, community structure, and/or bursty behav-
iors [20–27], enabling us to better understand the inter-
action mechanisms in temporal networks.
In general, the dynamics of complex social systems is
driven by both internal and external factors. The internal
factors may correspond to the individual attributes or the
nature of relationships between individuals. The internal
factors may not be the only driving force for the bursty
interaction patterns between individuals, which can also
be affected by various external factors. The obvious ex-
ternal factors in human social behaviors are circadian,
∗ hjeong@kaist.edu
weekly, and even longer cycles [28–40]. Despite the im-
portance of such external factors in understanding the
temporal correlations observed in temporal networks, we
find only few studies on the effects of external factors on
bursty temporal interaction patterns. These effects have
been studied, e.g., by modeling circadian and weekly pat-
terns with a periodic event rate or activity level [28, 29]
or by de-seasoning the cyclic behaviors from the bursty
time series [30]. Our understanding of such effects is far
from complete, which clearly calls for more rigorous and
systematic studies.
In this paper, we investigate the impact of the time-
varying external factors or environmental changes on
temporal correlations in temporal networks. We first
analyze the several temporal network datasets, some of
which are known to be affected by the time-varying ex-
ternal factors, by means of the multiscale entropy (MSE)
method [41, 42] for detecting temporal correlations in
multiple timescales. This is because the time-varying ex-
ternal factors are expected to introduce non-trivial long-
range temporal correlations in the dynamics of temporal
networks. By the MSE method, we find that the datasets
analyzed can be categorized according to the environ-
mental similarity. Then we devise a temporal network
model that considers both internal and external factors.
Here the external factor is assumed to be periodic in
time, while the internal one is constant of time. Incor-
porating the preferential interaction mechanism into the
model, we successfully generate various patterns of tem-
poral correlations in the temporal networks. Our mod-
eling approach helps us better understand how the en-
vironmental changes may affect the non-trivial temporal
interaction patterns observed in the empirical temporal
networks.
Our paper is organized as follows. In Sec. II, after
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2briefly reviewing the MSE method, we show the results
by the MSE method for empirical temporal networks.
In Sec. III, we devise a temporal network model that
considers both internal and external factors to discuss
the effects of the environmental changes on the dynamics
of temporal networks. Finally, we conclude our work in
Sec. IV.
II. TEMPORAL CORRELATIONS IN DATA
To characterize temporal correlations in temporal
networks, we apply the multiscale entropy (MSE)
method [41, 42] to the network-level time series of empiri-
cal face-to-face interaction datasets. As for the network-
level time series, we first consider a time series for the
number of interactions between individuals or activated
links, as it is the simplest quantity measuring the overall
interaction patterns of the temporal network. We also
study the time series of the number of newly activated
links or links that are activated for the first time. This
quantity may capture the evolutionary dynamics of the
network topology because the first activation of a link
can be interpreted as the creation of the link.
We introduce notations for the temporal network with
N nodes, K links, and the total number of activations
over all links W during the observation period of T . Each
link i (i = 1, . . . ,K) at a time step t (t = 1, . . . , T ) can
be either in an active state (interaction) or in an inactive
state (no interaction), which are denoted by ai(t) = 1 and
0, respectively. The number of activated links at the time
step t, denoted by W (t), is given as W (t) =
∑K
i=1 ai(t).
Note that a weight of the link i can be obtained by
wi ≡
∑T
t=1 ai(t). We also denote the number of newly
activated links at the time step t by K(t). By defini-
tion K(t) ≤ W (t). The time series of K(t) and W (t)
are written as {K(t)} and {W (t)}, respectively, where∑T
t=1K(t) = K and
∑T
t=1W (t) = W . Figure 1 shows an
example of {K(t)} and {W (t)} for the temporal network
with N = 5, K = 8, W = 12, and T = 9. The time-
resolved and time-aggregated representations of the tem-
poral network are shown in the top panels, while {K(t)}
and {W (t)} are presented in the bottom panel.
Activity patterns in many temporal network datasets
are known to be non-Poissonian or bursty [6], implying
the existence of temporal correlations or memory effects,
which are often found in multiple timescales. For char-
acterizing the activity patterns with multiscale temporal
correlations, we adopt the MSE method [41, 42] among
others such as Hurst exponent [43]. It is because the face-
to-face interaction datasets to be studied in our work
have relatively short observation periods and the MSE
method has been known to be less dependent on the time
series length such as in physiological systems [41].
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FIG. 1. An example of a temporal network in discrete time:
the time-resolved and time-aggregated representations of the
network (top) and the network-level time series of {K(t)} and
{W (t)} (bottom).
A. Multiscale entropy
In this Subsection, we present a brief description of the
multiscale entropy (MSE) method [41, 42] for characteriz-
ing the time series with multiscale temporal correlations.
We first define the sample entropy [44]. Let us consider
a univariate discrete time series {xt} for t = 1, . . . , T ,
from which we get T −m vectors of length m, i.e., Xmt =
(xt, . . . , xt+m−1) for t = 1, . . . , T −m. For a given vector
Xmt , one can calculate the probability C
m
t (r) that a ran-
dom vector Xmt′ for t
′ 6= t lies within a distance r from
Xmt , namely, satisfying max{|xt+s − xt′+s|}s=0,...,m−1 ≤
r. Then the average of Cmt (r) over t is denoted by
Um(r) ≡ (T − m)−1∑T−mt=1 Cmt (r). Similarly, one can
get T − m vectors of length m + 1, denoted by Xm+1t ,
from which Cm+1t (r) and U
m+1(r) are respectively calcu-
lated. Using Um(r) and Um+1(r) one defines the sample
entropy, denoted by SE(m, r), as follows:
SE(m, r) ≡ − ln U
m+1(r)
Um(r)
= ln
∑T−m
t=1 C
m
t (r)∑T−m
t=1 C
m+1
t (r)
. (1)
It is straightforward to see that the more random or com-
plex time series tends to have the higher value of SE .
To analyze the time series with multiscale tempo-
ral correlations by means of the sample entropy SE ,
Costa et al. proposed the MSE method [41] by incor-
porating a coarse-graining procedure. For a given time
series {xt} for t = 1, . . . , T and the scale factor τ , the
coarse-grained time series {y(τ)t } for t = 1, . . . , T/τ is
constructed by averaging the elements in {xt} within
non-overlapping time windows of size τ such that
y
(τ)
t =
1
τ
tτ∑
t′=(t−1)τ+1
xt′ for t = 1, . . . ,
T
τ
, (2)
see Fig. 2(a). If τ = 1, the time series {y(1)t } is the same
as {xt}. The sample entropy SE of {y(τ)t } is calculated
for various values of τ , which is called the MSE method.
This method has been applied to various datasets, e.g.,
for heartbeat, neural, and atmospheric time series [41,
42, 45, 46]. For the rest of the paper, we will calculate
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FIG. 2. Multiscale entropy (MSE) method: (a) a schematic il-
lustration of coarse-graining procedure of the time series {xt}
for t = 1, . . . , T with the scale factor τ = 2 (top) and 3 (bot-
tom), and (b) numerical results of the MSE method for the
white noise and the 1/f noise. Each value of SE is averaged
over 10 time series with T = 3×104, and the error bar denotes
its standard deviation.
SE in Eq. (1) using m = 2 and r = 0.15σ with σ denoting
the standard deviation of {xt} in all cases.
For the demonstration of the MSE method, we apply
this method to two kinds of time series, i.e., white noise
and 1/f noise, as done in Refs. [41, 42]. The white noise
is uncorrelated time series, while the 1/f noise is known
to have long-range temporal correlations. The results
of the MSE method for these time series are presented
in Fig. 2(b). In the case of the white noise, SE mono-
tonically decreases as τ increases, whereas SE remains
almost constant for the 1/f noise. The monotonically
decreasing SE for the white noise implies that the noisy,
random behavior tends to be averaged out for the larger
scale factor. In contrast, the overall constant SE for the
1/f noise indicates the temporal self-similarity due to the
long-range temporal correlations.
B. Empirical results for temporal networks
We consider six empirical face-to-face interaction
datasets provided by the SocioPatterns project [47]: a
primary school dataset for 2 days (N = 242), a hospital
dataset for 5 days from 6 a.m. to 8 p.m. for each day
(N = 75), a workplace dataset for 10 days (N = 92), a
high school dataset for 4 days in 2011 (N = 126), a high
school dataset for 7 days in 2012 (N = 180), and a con-
ference dataset for 3 days (N = 113). The high school
datasets in 2011 and 2012 are denoted as “school (2011)”
and “school (2012)”, respectively. In all datasets, con-
tacts or interactions between individuals were recorded
every 20 seconds, defining the unit of the time step in
our work.
We first investigate the basic topological properties
of time-aggregated networks. We obtain the time-
aggregated network for each day of each dataset to get de-
gree and weight distributions, where the degree k means
the number of neighbors. These daily distributions are
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FIG. 3. Degree distributions P (k) (a) and weight distribu-
tions P (w) (b) of time-aggregated networks for six face-to-face
interaction datasets, i.e., for the primary school (I), hospi-
tal (4), workplace (O), school (2011) (©), school (2012) (),
and conference (3). P (k)s are linearly binned, while P (w)s
are logarithmically binned.
averaged for each dataset to get the averaged P (k) and
P (w), as shown in Fig. 3. We observe that P (k)s show
increasing and then decreasing behaviors, while being
mostly right-skewed, except for the case with the pri-
mary school. P (k) for the primary school shows both
large average and large variance of degrees. The weight
distributions P (w) are found to show the similar heavy-
tailed behaviors across all datasets. We conclude that the
topological structures of time-aggregated networks of six
datasets are qualitatively similar to each other.
Next, we apply the MSE method to the time series
{K(t)} and {W (t)} derived from the above mentioned
datasets. For each day of each dataset, we calculate
the sample entropy SE for the coarse-grained time se-
ries using the scale factor of τ = 1, . . . , 100. Then the
curves of SE as a function of τ are averaged over all days
for each dataset, denoted by SE . The results of SE are
presented with the corresponding standard deviations in
Fig. 4, where the top (bottom) panels show the results
for {K(t)} ({W (t)}).
According to the behavioral patterns of SE for {K(t)},
the six datasets can be divided into three categories: (i)
The primary school dataset shows the overall increas-
ing and then decreasing behavior of SE , apart from the
peak at τ = 1 [top panel in Fig. 4(a)]. Note that the
decreasing behavior of SE was observed for the white
noise in Fig. 2(b). (ii) SE for hospital and workplace
datasets increases quickly and then decreases very slowly
or even fluctuates around some constant [top panels in
Fig. 4(b, c)]. This fluctuating behavior is similar to
the result for the 1/f noise in Fig. 2(b), implying the
long-range temporal correlations. (iii) The other three
datasets, i.e., school (2011), school (2012), and con-
ference, show the overall increasing SE [top panels in
Fig. 4(d–f)], indicating that the time series appears to
be more random or complex when looked at in longer
timescales. The similar increasing behaviors have been
reported for neural time series [48–50].
Results for {W (t)} in the bottom panels of Fig. 4
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FIG. 4. Results of the MSE method applied to time series {K(t)} (top panels) and {W (t)} (bottom panels) of six face-to-face
interaction datasets for (a) primary school, (b) hospital, (c) workplace, (d) school (2011), (e) school (2012), and (f) conference.
See the main text for details.
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FIG. 5. Scatter plot of values of H in Eq. (3) and M in Eq. (4)
in the (M,H)-space for time series {K(t)} (a) and {W (t)} (b)
using the same datasets analyzed in Fig. 4.
can be better understood by comparing them with those
for {K(t)} as W (t) is the sum of K(t) and the num-
ber of activated links that have been activated before
the time t. The latter kind of activations, correspond-
ing to W (t)−K(t), indeed leads to different behaviors of
SE for {W (t)} than those for {K(t)}: In the case with
the primary school, SE for {W (t)} overall monotonically
decreases, implying that the values of {W (t)} are more
uncorrelated with each other than those of {K(t)}. SE
for the hospital and workplace datasets overall decreases
for the almost entire range of τ , implying the long-range
correlations in {K(t)} must have been largely destroyed
in {W (t)}. Finally, the other three datasets for school
(2011), school (2012), and conference show the almost
flat behaviors of SE for {W (t)}, similarly to the case with
1/f noise. In sum, we find that the activations observed
by W (t)−K(t) tend to weaken the temporal correlations
present in {K(t)}.
For more detailed understanding of the empirical re-
sults by the MSE method, we introduce two quantities
for characterizing {K(t)} and {W (t)}: the heterogeneity
level H and the memory coefficient M . These quanti-
ties are based on the burstiness parameter and memory
coefficient that were originally proposed in Ref. [51] for
measuring the temporal correlations in the point pro-
cesses in terms of interevent times. In our work, instead
of interevent times, we analyze the values of time series
of {xt} for t = 1, . . . , T . To measure how broad the dis-
tribution of values of xt is compared to their mean, we
calculate the mean and standard deviation of the values
of xt, respectively denoted by mx and σx, to define the
heterogeneity level H as follows:
H ≡ σx −mx
σx +mx
. (3)
If all values of x(t) are the same, one gets H = −1, while
H = 0 in the case when xt is exponentially distributed. If
the distribution of xt is heavy tailed, H > 0 is expected.
The memory coefficient M for the time series of {xt} is
defined as
M ≡ 1
T − 1
T−1∑
t=1
(xt −m1)(xt+1 −m2)
σ1σ2
, (4)
where m1 and σ1 (m2 and σ2) are the mean and standard
deviation of {x1, . . . , xT−1} ({x2, . . . , xT }), respectively.
The value of M ranges from −1 to 1. If a large (small)
xt tends to be followed by the large (small) xt+1, M is
positive, while M is negative in the opposite case.
We calculate the values of H and M for {K(t)} and
{W (t)} for each day of each dataset. These values are
plotted in the (M,H)-spaces as shown in Fig. 5. In the
case with {K(t)}, we clearly find three clusters of points:
(i) The primary school dataset is characterized by the
smallest values of H (≈ 0.1) and the largest values of
M (≈ 0.8), implying that the values of the time series
are relatively homogeneous, while they are strongly cor-
related with each other. (ii) The hospital and workplace
5datasets show the large values of H (0.4 . H . 0.7) and
the small values of M (0 .M . 0.2). It means that the
values of the time series are highly heterogeneous, but
showing with relatively weak correlations between them.
(iii) The other three datasets, i.e., school (2011), school
(2012), and conference, show large values of both H and
M such that the values of the time series are highly het-
erogeneous as well as strongly correlated with each other.
From the results for {W (t)}, we can observe three clus-
ters similarly to those for {K(t)}, apart from the obser-
vation that the values of H (M) are overall much smaller
(larger) than those of {K(t)}.
We remark that three clusters identified in the (M,H)-
spaces one-to-one correspond to three different behav-
ioral patterns of SE as a function of τ as discussed above.
From such a correspondence one can guess that heteroge-
neous values of the time series, i.e., large H, are necessary
to show the non-decreasing behaviors of SE . Further, the
increasing SE could additionally require strong positive
correlations between consecutive values of the time series.
Interestingly, the datasets in each cluster turn out to
share similar social conditions either enhancing or sup-
pressing interactions between individuals. In particular,
we focus on the temporal behaviors of such conditions
or environmental changes. The participants in the pri-
mary school dataset could have break times but only
three times including lunch per day [4], while in the high
school and conference cases, the interaction between par-
ticipants were affected by scheduled programs with sev-
eral breaks [52, 53]. During the breaks participants have
chances to introduce each other or strengthen their ex-
isting relations, while such interactions can be relatively
suppressed for the rest of the observation periods. Unlike
schools and conference, there were no constrained sched-
ules for the participants in the hospital and workplace
datasets [54, 55]. Generally speaking, the environmental
changes can obviously influence the evolution of temporal
networks, yet the effects of environmental changes on the
evolution of temporal networks are far from being fully
understood. To explore such effects, in the following Sec-
tion we will devise and study a temporal network model
that qualitatively reproduces the observed patterns by
incorporating the environmental changes.
III. TEMPORAL NETWORK MODEL
To explore the impact of environmental changes on the
dynamics of temporal networks, we will first investigate
a model for generating a periodic time series by con-
sidering both external and internal factors. This time
series could represent either {K(t)} or {L(t)}, where
L(t) ≡ W (t) − K(t) denotes the number of links that
have previously been activated and are activated at the
time step t as well. Then, based on the periodic time se-
ries model, we will devise and study a temporal network
model showing various temporal interaction patterns ob-
served in the empirical datasets.
FIG. 6. An illustration of the model for generating a periodic
time series {z(t)} for t = 1, . . . , T (red vertical lines) using
Eqs. (5) and (6), where the time-varying parameter λ(t) in
Eq. (6) (thick dashed curve) is shaped by three parameters,
i.e., λh, λl, and th, in the case with n = 3. The horizontal
dotted line for λint is plotted for comparison. See the main
text for details.
A. Modeling a periodic time series
We devise a model for generating a periodic time series
{z(t)} for t = 1, . . . , T , whose values are determined by
both the external and internal factors. Considering the
fact that the value of the time series of our interest is not
always positive in the empirical analysis, we introduce
the probability of having a positive z(t), which is denoted
by ρ (0 < ρ < 1). Then one can write
z(t) =
{
0 with 1− ρ,
l with ρ,
(5)
where the positive integer l is drawn from an exponen-
tial distribution P (l;λ(t)) with a time-varying parameter
λ(t), that is,
P (l;λ(t)) = λ(t)−1e−l/λ(t). (6)
The time-varying parameter λ(t) can be written as
λint(t) + λext(t), where λint(t) and λext(t) are the rates
of spontaneous and externally-driven activations, respec-
tively. We assume that λint(t) is constant of time, i.e.,
λint(t) = λint, while λext(t) is a periodic function whose
time average vanishes. The positive (negative) λext(t) en-
hances (suppresses) activations compared to the constant
activity level of λint.
For simplicity, we assume that λ(t) has only two levels
of activity, i.e., λh and λl (λh ≥ λl). To be precise, the
total period T is divided into n intervals. Each interval
of length T/n starts with a high activity period of length
th, for which λ(t) = λh. This is followed by a low activity
period of length T/n− th, for which λ(t) = λl. Note that
th ≤ T/n. In Fig. 6 we present an example of λ(t) for the
case with n = 3. The sum of z(t) over the entire period
of T is assumed to be given as a control parameter Z,
namely,
Z =
T∑
t=1
z(t) = ρ
T∑
t=1
λ(t) = ρ
[
λhth + λl
(
T
n
− th
)]
n,
(7)
6leaving us with two independent parameters out of λh,
λl, and th, provided that Z, T , ρ, and n are fixed. The
external effect can be controlled mainly by the ratio λh/λl
and th, where the larger ratio tends to be associated with
the shorter period of th. The case with λh/λl = 1 implies
no external effect (λext(t) = 0), leading to λ(t) = λint =
Z/(ρT ), which is also obtained when th = T/n.
For each combination of λh/λl and th, we generate
103 time series {z(t)} with fixed values of Z = 1000,
T = 2000, ρ = 0.2, and n = 5. The multiscale entropy
(MSE) method is applied to each time series to get the
averaged curve of SE as a function of the scale factor τ , as
shown in Fig. 7. In the case without external effect, i.e.,
λh/λl = 1, we observe the overall decreasing behavior of
SE , which was observed in the white noise [Fig. 2(b)]. As
expected, th has no effects on the results. As the peri-
odic external effect gets stronger with the larger values of
λh/λl, we find overall flat or even increasing behaviors of
SE , as depicted in Fig. 7(b, c). Note that the overall flat
behavior of SE for λh/λl = 3 and th = 100 was observed
in the analysis of 1/f noise [Fig. 2(b)]. Furthermore, it
turns out that as th increases from 100, the range of τ
for the flat or increasing SE shrinks and it is followed by
the decreasing SE for the large τ regime.
For understanding the effects of th on the MSE results
in the general case with λh/λl > 1, we calculate the fluc-
tuation of λ(t) as follows:
σ2λ ≡
1
T
T∑
t=1
[λ(t)− λint]2 = λ
2
int(λh/λl − 1)2s(1− s)
[1 + (λh/λl − 1)s]2 ,
(8)
where s ≡ th/(T/n). The fluctuation σ2λ is found to
be a decreasing function of th in the range of th ≥
T/[n(λh/λl + 1)]. For our case with λh/λl = 3 and
T/n = 400, the fluctuation σ2λ decreases for th ≥ 100,
implying that λ(t) approaches the constant function, i.e.,
λ(t) = λint. Hence the overall decreasing behavior of SE
is expected for large values of th.
Our results for the periodic time series model enable us
to get insight into the empirical findings, i.e., decreasing,
flat, and/or increasing SE , from the temporal network
datasets in the previous Section to a large extent.
B. Modeling temporal networks
Using the periodic time series model in Subsec. III A,
we now devise a temporal network model that gener-
ates various temporal interaction patterns by considering
both external and internal factors. We assume that the
periodically changing environment affects not only the
topological structure of the network, i.e., newly activated
links, but also the activity patterns of links that have
previously been activated. For the latter kind of activ-
ity patterns, we also incorporate a preferential activation
mechanism for the heavy-tailed weight distributions in
Fig. 3(b), which is inspired by a preferential attachment
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FIG. 7. Results of the MSE method applied to the time series
{z(t)} using the periodic time series model with Z = 1000,
T = 2000, ρ = 0.2, and n = 5 for values of λh/λl = 1, 3, and
9 (left to right) and th = 100, 200, and 300 (top to bottom).
For each panel, we have generated 103 time series to get the
averaged curve SE as a function of the scale factor τ .
mechanism accounting for the power-law degree distribu-
tions in scale-free networks [56].
Based on the empirical degree distributions in
Fig. 3(a), we consider Erdo˝s-Re´nyi (ER) random net-
works with N nodes and K links as substrate networks.
That is, these K links are topologically fixed but be-
come activated and deactivated according to the activa-
tion rules. We begin with K inactive links connecting N
nodes at the time step t = 0. In the beginning of each
time step t for t = 1, . . . , T , all links are divided into two
groups: a set of links that have never been activated up
to the time step t−1, denoted by EK,t, and a set of links
that have previously been activated up to the time step
t − 1, denoted by EL,t. Then K(t) links are uniformly
chosen from EK,t to be activated for the first time, and
L(t) links are randomly chosen from EL,t according to
the preferential activation mechanism (to be described)
and then activated. Note that |EL,t| =
∑t−1
t′=1K(t
′). Ev-
ery activation lasts only for one time step before the next
time step t + 1 begins. The sum of L(t) over the entire
period of T is denoted by L, defining the total number
of activations across all links W ≡ K + L.
We assume that both K(t) and L(t) are affected by
the periodically changing environment in a similar way.
Therefore, the same periodic time series model in Sub-
sec. III A can be used for both K(t) and L(t) but with
different parameter values. Precisely, we use the symbols
ρK , λK,h, and λK,l (ρL, λL,h, and λL,l) for modeling K(t)
(L(t)), while T , n, and th have the same values for K(t)
and L(t). These parameters should satisfy the following
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FIG. 8. Simulation results of the temporal network model in terms of degree and weight distributions of time-aggregated
networks (a) and the results by the MSE method applied to {K(t)} (top panels) and {W (t)} (bottom panels) (b–d). For
each combination of parameter values (th, λK,h/λK,l, λL,h/λL,l) = (200, 3, 1) (“Case 1”), (100, 3, 1) (“Case 2”), and (100, 9, 1.5)
(“Case 3”), we generate 103 temporal networks using the fixed values of N = 100, K = 1000, W = 10000, T = 2000,
ρK = 0.2, ρL = 0.8, and n = 5. In panel (a), degree distributions P (k) are linearly binned, while weight distributions P (w) are
logarithmically binned.
relations:
K =
T∑
t=1
K(t) = ρK
[
λK,hth + λK,l
(
T
n
− th
)]
n, (9)
L =
T∑
t=1
L(t) = ρL
[
λL,hth + λL,l
(
T
n
− th
)]
n. (10)
As mentioned, L(t) links are randomly chosen from
EL,t according to the preferential activation mechanism,
by which the more active links in the past are more likely
to be activated in the future. The L(t) links are cho-
sen with probabilities proportional to their accumulated
weights up to the time step t− 1, i.e.,
Πi(t) =
wi(t− 1)∑
j∈EL,t wj(t− 1)
, (11)
where wi(t) ≡
∑t
t′=1 ai(t
′). In the early stage of the
simulation, L(t) may exceed |EL,t|, in which case a new
random number is drawn from the distribution in a form
of Eq. (6) until L(t) ≤ |EL,t| is satisfied. This prefer-
ential activation mechanism is expected to result in the
heavy-tailed weight distributions in the time-aggregated
networks. Finally, W (t) is given as K(t) + L(t) at each
time step t.
C. Role of external effect in temporal networks
We generate temporal networks using our temporal
network model with the fixed values of N = 100, K =
1000, W = 10000, T = 2000, ρK = 0.2, ρL = 0.8, and
n = 5, but for various combinations of th, λK,h/λK,l, and
λL,h/λL,l. In particular, we consider three cases with pa-
rameter values of (th, λK,h/λK,l, λL,h/λL,l) = (200, 3, 1)
(“Case 1”), (100, 3, 1) (“Case 2”), and (100, 9, 1.5) (“Case
3”). These cases correspond to three categories identified
by the empirical analysis of six face-to-face datasets in
Sec. II: Case 1 is for the primary school dataset, Case
2 is for the hospital and workplace datasets, and Case
3 is for the school (2011), school (2012), and conference
datasets. For each case, 103 temporal networks are gen-
erated for analysis.
From the generated temporal networks, we first mea-
sure the degree and weight distributions of the time-
aggregated networks, as shown in Fig. 8(a). For all
cases, P (k)s are binomial distributions as expected in
the ER random networks, and P (w)s show heavy tails
due to the preferential activation mechanism. Then, by
applying the MSE method to the time series of {K(t)}
and {W (t)}, we calculate the averaged SE with its
standard deviation in Fig. 8(b–d). It turns out that
our temporal network model successfully generates var-
ious temporal interaction patterns observed in the em-
pirical datasets using the above parameter values of
(th, λK,h/λK,l, λL,h/λL,l). For example, in Fig. 8(d), SE
for {K(t)} ({W (t)}) shows overall increasing (flat) be-
haviors, which have been observed in the analysis of
datasets for school (2011), school (2012), and conference
[see Fig. 4(d–f)].
By the numerical simulation of our temporal network
model, we have shown how the periodic external factor,
when combined with the internal factor and the preferen-
tial activation mechanism, can induce complex temporal
correlations in the network-level interaction patterns over
a wide range of timescales.
Finally, we remark that in our model the links are cre-
ated (or activated for the first time) in different times,
8which may introduce some aging effects to the dynam-
ics of temporal networks, e.g., as discussed in Ref. [25].
The different creation times of links can also affect the
dynamical processes taking place in temporal networks
such as spreading [57, 58]. In this sense our results high-
light the need to study the impact of the environmental
changes on the dynamics of temporal networks.
IV. CONCLUSION
The impact of environmental changes on the dynam-
ics of temporal networks has been widely recognized, yet
its understanding is far from complete. In our work we
have analyzed six face-to-face interaction datasets in the
framework of temporal networks by applying the multi-
scale entropy (MSE) method to the network-level time
series. Based on the MSE results, we find that the tem-
poral interaction patterns in those datasets can be cat-
egorized according to the environmental similarity, such
as similar patterns of classes or break times in schools.
To investigate the effects of periodic external factors on
the various temporal interaction patterns, we first devise
a model for generating a periodic time series to show that
our model can reproduce various behaviors of the MSE
results. Then we devise a temporal network model, based
on the periodic time series model, that successfully gen-
erates various temporal interaction patterns in temporal
networks. We also incorporate the preferential activation
mechanism to account for the heavy-tailed distributions
of link weights.
Our results demonstrate the importance of the envi-
ronmental factors in understanding the dynamics of tem-
poral networks. In particular, one can further investi-
gate the possibilities of classifying the datasets according
to the environmental similarity by applying our analysis
method to other temporal network datasets. In addition,
we have studied a temporal network model mainly focus-
ing on the periodic external factors with only two levels
of activity and on the random networks, while our model
can be extended to take into account more realistic fea-
tures such as complex network topologies (heavy-tailed
degree distribution and/or community structure) and
more realistic cyclic behaviors of environmental changes.
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