ABSTRACT Opportune and accurate position information of the ubiquitous shared bikes can help users rapidly find the available bicycle around them. In order to remove the professional locating device of bicycles and reduce industrial costs, a passive positioning method for shared bikes named PSA is proposed in this paper with the support of activity recognition based on deep learning. First, an action recognition module based on LSTM algorithm is constructed through training three-axis accelerator data collected by commercial mobile phone to distinguish user's riding state from other actions like walking or running; then, the GPS module embedded in the user's mobile phone will record the location when the state changes from riding to non-riding, which is regarded as the bike's return location. Furthermore, considering the variety of state changing during riding procedure, a duration threshold mechanism is added for the sake of fault tolerance processing. Several simulations and test-bed experiments were conducted to verify the feasibility and practicality of the proposed method, where the accuracy of activity recognition in practical data set can reach more than 95% and the detection time in public data set is less than 0.2s. In addition, this method reduces phone operations and enhances the convenience of the experience.
I. INTRODUCTION
Bike-sharing services are flourishing in Smart Cities worldwide, improving mobility in a socially equitable and environmentally sustainable way [1] . They provide a low-cost and environment-friendly transportation alternative and help reduce traffic congestion. However, these new services are still under development, and several challenges need to be solved [2] . One challenge is bike re-balancing strategy [32] and another issue that need an urgent solution is bicycle positioning. From the perspective of the operating company, high precise of locations can make staffs convenient to find out the messy parked bikes, which not only reduces the recycle management costs but also maintains the social order. From the perspective of users, real-time accurate positioning is also essential for users to search for nearby available bikes.
Currently, the methods of locating shared bikes are mainly divided into two types. The first one is that users upload their locations by smart phones while unlocking or returning the bikes. The second one is to install GPS or GPRS The associate editor coordinating the review of this article and approving it for publication was Mohammad S. Khan. modules on bicycles. Let's analyze the situation of applying two positioning methods on two kinds of famous brand in China, which are OFO and Mobike. The first method was applied to the early stages of OFO cycling. However, localization faults or errors often occur when users forgot to open GPS module on smart phones, or maybe forgot to click ''finish riding'' on smart phones, or users uploaded their positions when they left far away from bikes. Therefore, OFO updated its electronic locks with the second method. Meanwhile, OFO is also dedicated to research and development a kind of ''Smart lock based on BDS (BeiDou Navigation Satellite System)'', which will implement an electronic geographic fence to restrict bikes from locking before entering the parking area. Similarly, Mobike integrated low power GPRS module and multi-mode positioning technology (BDS+GPS+GLONASS) to provide high accuracy of bikes' track paths and positions. These massive data collected by hardware navigation device can be utilized in data mining to achieve some advises which benefit urban planning. However, there also exist some disadvantages, such as high costs of devices and difficulty in maintaining energy consumption. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ When the user wants to rent a shared bike, he/she need to open the official application and scan the QR code attached on the bike by their smart phones. After a series of authentication, the bike is unlocked and starts servicing. When the user wants to return the bike, he/she has to lock the bike and confirm this operation in the application. Finally, the GPS module embedded in the shared bike would record the returning localization. However, There are the two drawbacks that should be concerned, which are the high cost of GPS modules on every shared bikes and the complex operations for users to perform on their smart phones.
Our system aims at achieving win-win situation for both the shared bike company and the user. For the problem of costly devices, there is no need to equip GPS modules with bicycles, while this method directly utilizes the GPS module on users smart phones to realize localization. For the problem that users may forget to upload their locations on smart phones after locking the bikes, this method will release this operation by constructing an activity recognition model to judge whether they finish riding or not and automatically recording the positions. Thus, it is a passive positioning approach and we will introduce the novel method in stages as follows.
The passive positioning method for shared bikes based on activity recognition includes two main stages: off-line training and on-line recognition. The first stage contains data collection, data preprocessing and model training with deep learning, which aims to establish an activity recognition model to distinguish riding status from non-riding status. Data collection gathers the values of three-axis accelerator sensors from commercial off-the-shelf smart phones in different action situations. Then, the quantity of collected data needs to be expanded by data augment and be labeled as different action types artificially. Next, the LSTM (Long Short-Term Memory) algorithm will train out a double-layer classification model for activity recognition. The second stage will determine the user's action status by the classification model in real time and use the GPS module embedded in the mobile phone to record the user's trajectory. Finally, a duration threshold mechanism is designed to judge that if user's non-riding status lasts over 5 minutes, then the bikereturning location will be recorded as the position 5 minutes ago. In general, when we first use an APP on a smart phone, the system will automatically remind users whether they want to turn on the positioning function, namely the GPS module. Shared bicycle APPs generally require users to continuously turn on the GPS module during use, and the GPS module will be turned off when the APP is shut down, so as to save energy consumption of smart phones. When users need to replace other shared bicycles within 5 minutes, they need to re-scan the QR code to register for rental information. When the user is identified to scan the QR code of another shared bicycle, the default is that the last bike has been returned.
The main contributions of this work are concluded as follows:
(i) In order to solve the problems of high hardware costs on bikes and complex operations on smart phones, this paper proposes a novel positioning method for shared bikes named PSA. (ii) The novel positioning method constructs an activity recognition model to distinguish user's riding status and non-riding status, uses the duration threshold mechanism to determine the status transition point, and finally makes use of commercial smart phone installed GPS module to record user's trajectory and the bikereturning position. (iii) Several simulations show that the proposed method achieves a convenient user experience, as well as the feasibility of technical conditions. The rest of the paper is organized as follows: Section 2 briefly surveys the related work. Then, the main design is elaborated in Section 3. Section 4 introduces several simulations, test-bed experiments and discusses the results. Finally, we conclude this paper in Section 5.
II. RELATED WORK
We have discussed the localization methods for shared bikes among different companies in Section I. However, GPS module is always affected by the operation of satellites, satellite clocks, and electromagnetic wave propagation media, which leads to undesirable positioning. Therefore, scholars are pursuing more accurate positioning methods. OFO is cooperating with China Telecom, trying to use the Internet of Things positioning technology of cellular networks through telecommunication base stations to achieve high-precision positioning. Furthermore, when GPS signals are obstructed, a kind of chip based on dead reckoning can help shared bikes to calculate the distance according to current motions. Chen and Tan proposed a novel cooperative approach [3] by means of organizing a BikeNet in a crowdsourcing manner and view mapping so as to determine an accurate GPS location of the shared bike. BikeGPS [4] , another method to locate the share bike, was proposed by the cooperation of organizing a GPS network from a group of multiple distributed bikes and the measurements of inter-bike distances via radio sensing and step tracking. These two methods are devoted to solving the problem of poor GPS positioning performance when people search for shared bicycles before riding them. From another point of view, this paper aims to solve the positioning problem when people return shared bicycles. Unlike the existing algorithms, we use the GPS of the user's personal mobile phone, which saves the cost of GPS equipment for shared bicycles. At the same time, our method does not require the user to perform additional operations on his/her mobile phone when returning the bike. It is because that the proposed system automatically judges the user's activity status and passively records the localization of returned bike.
Activity recognition (AR) [5] , [6] allows ubiquitous mobile devices like smart phones to be context-aware and also develops new applications [7] , such as personal management, health monitoring [8] , [9] , self-management system, and family/work automation, etc. [10] There has been much prior work on AR, some of them focused on personal models [11] , [12] , which are generated for exclusive users by training a sample of labeled activity data for the user, while others focused on impersonal or universal models [13] - [16] , which are built from a collection of users and then applied to new users [17] . From the point of recognition technology, AR was initially obtained by analyzing image stream data through computer vision technology, which requires a high demand of network bandwidth and computing ability, and meanwhile brings risks of exposing the privacy of users. Considering that smart phones now contain diverse and powerful sensors, applying motion sensors (accelerator sensor or gyro sensor) for activity recognition has become a hot issue. Especially, Gu et al. [18] have presented a system named BikeSafe, which was focused on bicycle behavior monitoring via accelerator sensor embedded in smart phones for the sake of alarming users with dangerous actions.
III. SYSTEM DESIGN
This section is going to first introduce the overall outline of PSA system and then focus on the key modules for more details.
A. SYSTEM OVERVIEW Fig. 1 shows the overview of system architecture. It consists of two terminals which are mobile end and server end. The mobile end collects values of accelerator sensors caused by users' different activities via commercial off-the-shelf smart phones, and these data will be used for further activity recognition. In addition, the mobile end also provides the embedded GPS module for tracking and positioning of shared bikes. The server end mainly does the works of data processing, model establishing, user's status recognition and so on. From another perspective, Fig. 1 describes two stages of passive positioning for shared bikes based on activity recognition, i.e. off-line training stage and on-line recognition stage. The first stage aims at establishing an activity recognition model to distinguish riding status from non-riding status, which can be used for the second stage to classify people's activities in real time, and then to track the bike's trajectory.
The off-line stage includes three steps: data collection, data preprocessing, and LSTM model training. By artificially labeling the data from the tri-axial acceleration sensor in commercial mobile phones, supervised learning samples with different behaviors can be obtained. Data preprocessing is exactly data enhancement or data augmentation, which will be expanded for description in the following section. At last, the LSTM model learns and classifies the sample data and distinguishes between riding and non-biking (walking, running, standing) behaviors.
The on-line stage adopts the same previous data processing method as the off-line phase uses. Then, we introduce a duration threshold mechanism not only to judge the accuracy of LSTM classification results but also to determine the time point of the action transition. The cycling route is continuously recorded by a built-in GPS module of the mobile phone, and the position of action-switching is regarded as the final parked position.
The detailed descriptions of some key phases are presented in the following.
B. DATA PREPROCESSING
The training set and test set are divided into data segments of 5 seconds, and each data segment is in format of a 5n × 3 matrix, where 5n rows equal 5 seconds multiply sampling frequency n, and 3 columns represent the three-axis data of accelerometer. In order to make raw data further abundant and effective, initial data should be preprocessed by data augmentation.
In order to make raw data further abundant and effective, initial data should be preprocessed by data augmentation. The accuracy of deep learning requires an amount of data as a support, but the real-time sample data is too small to meet the neural network requirements for sample training and classification. In view of this, this paper introduces a data enhancement technique by the use of sliding windows for data sampling. The sampling method is shown in Fig. 2 , where one data segment is divided into several data fragments according to the self-defined window size and offset. These data fragments are spliced together to produce an extended VOLUME 7, 2019 data segment. Due to the periodicity of sequential data, continuous equal-distance sampling is not sufficient to represent all the features contained within its data. Using the sliding window method, the data can be partially overlapped, which can greatly increase the number of sample totals. Based on the periodicity of the time series data, the sample offset and the window size can be determined experimentally.
C. LSTM TRAINING
In the final analysis, the proposed system needs to accomplish a classification mission among several riding or non-riding activities. In view that human activities reflect a time-series relationship in data level, such as periodicity, feedforward neural network can do better performances for regression and classification of this type of data rather than some traditional machine learning method like SVM, due to the fact that SVM may cost more training time and gain less accuracy than feedforward neural network. A series of simulations are conducted in Section 4.2 to test this opinion. Among several feedforward neural networks, RNN (Recurrent Neural Network) is suitable to deal with the temporalspatial sequence problems [19] , [20] , and the hidden units in RNN can receive feedback from previous state to current state [21] . That means the output of previous hidden unit and the input of current knowledge jointly determine the final output. However, the accuracy of RNN will decrease as the time span gets larger, which is caused by vanishing gradient and exploding gradient problems. Therefore, LSTM(Long ShortTerm Memory) [22] is proposed for processing, classifying and predicting time series when important events occur at short or even long intervals. As a special kind of RNN, LSTM makes changes to hidden units or blocks. The structure of a common LSTM unit is shown in Fig. 3 , which is composed of a cell, an input gate, an output gate and a forget gate. In addition, how the data flow and how to update the states are summarized as equations (1) (2) (3) (4) (5) (6) .
In general, the input of an LSTM unit is priori knowledge x t and the output is forecast result h t . From equations (1, 2, 3, 5) , it can be seen that there are 4 main input calculations that all consist of activation functions(sigmoid and tanh function), input weight matrices(
) and previous forecast result h t−1 . The cell located at the center of unit is a kind of memory that will record new memory C t or forget old memory C t−1 , while the input gate i t and the forget gate f t decide how much memory should the cell record or forget, and codetermine the new state of cell C t , or in other words final memory. At last, output gate o t decide how much C t should be exposed as h t . Moreover, • stands for Hadamard product. Through the cooperation of the cell and three gates, LSTM can capture complex correlation features within a time sequence, and this is why we choose it to process the accelerator data in time domain.
As shown in the system architecture, PSA picks LSTM network for model training. However, two parameters that are numbers of epochs and LSTM layers are not easily determined unless carrying out extensive experiments. These two parameters have an impact on the performance of classification results, and several simulations will give constructive feedback for the exact value of two variables.
D. ACTIVITY MODEL
There are two main action statuses during using shared bikes that we need to figure out: riding status or non-riding status. Specifically, the two main statuses can be divided into more detailed activities. Therefore, LSTM trains an activity model with a double-layer classifier for activity recognition. The double-layer classifier contains a main-classifier and a subclassifier. The former aims for distinguishing riding or nonriding status, and the latter aims for further picking out the specific actions like walking, running or standing. Both main and sub-classifier are trained by LSTM network. Correspondingly, activity recognition in the on-line phase should go through two steps: (i) According to the data segments from the target human in motion, the main-classifier firstly performs fast analysis for telling riding and non-riding status apart in order to meet the need for real-time detection. (ii) Secondly, fine movements such as cycling in horizontal positions, standing, walking or running will be figured out by sub-classifier.
The double-layer classifier benefits the whole system from two aspects:
(i) PSA only uses the main-classifier to speed up recognition of two major activity categories when it encounters problems with signal transmission difficulties. At the same time, the duration threshold mechanism can prevent localization results from being affected by such rough classification. (ii) The sub-classifier is able to depict the detailed action states and enrich route records, which provide effective data for later big data analysis or data mining.
E. DURATION THRESHOLD MECHANISM
The key strength of PSA is operation-free when giving back the shared-bike, and thus we devise a duration threshold mechanism to ascertain the point in time of returning bikes. In ideal status, the duration threshold mechanism will finally record the point in time when the non-riding status lasts for over 5 minutes according to the classification results from the main-classifier. In other words, when the target person keeps in non-riding status for over 5 minutes without a further state exchange, the time of the previous last state transition will be regarded as the time point of bike-returning. However, the main-classifier does not fully guarantee the classification results. Under normal conditions, the mainclassifier usually provides the classification result along with an accuracy, which value always ranges from 0 to 1. And then it should take more time for PSA to confirm the current status. Consequently, a duration threshold is defined as D(s, t) for the sake of increasing the confidence level of sort results, which means that PSA will affirm the current status when accuracy values of classification stay over t for lasting s seconds. In general, the duration threshold is artificially set to D(15, 0.9). To sum up, the duration threshold mechanism first judges the dynamic status every 15 seconds and then determine the final time point that non-riding status has not been changed over 5 minutes. By the cooperation of above modules and the always running GPS module in the background, the position of bike returning is marked as the place that corresponds to the time point of last status transition. At the same time, PSA realizes two points of innovation: extra equipment-free on shared bikes and operation-free at bike returning.
IV. SIMULATION AND EXPERIMENT
In this section, we are going to first verify the necessity and effectiveness of LSTM network. Then, corresponding to the entire workflow of PSA system, simulations based on a public data set (DSADS) attempt to show how PSA performs under data augment, double-layer classification and duration threshold mechanism. At last, a real experiment is implemented to show the practical effectiveness and robustness of the proposed design by processing the data sets collected on smart phones.
A. DATABASE SETUP
Daily and Sports Activities Data Set (DSADS) [23] - [25] is a standard data set for human activity recognition, which was established by Billur Barshan from Bilkent University. Readers can have access to more detailed information and download DSADS by Ref. [26] . The data set comprises motion sensor data of 19 daily and sports activities performed by 8 subjects in their own style for 5 minutes respectively. More detailed information is described in Table 1 .
DSADS, the public data set for human activity recognition, collects the activity data from eight subjects aging from 20 to 30 equipped with 3 kinds of sensors on 5 parts of the bodies. Considering the specific circumstances involved in the process of riding shared bikes, we pick out two major categories of seven sub-categories listed in Table 2 as the data set for further simulations and the code name of each activity are marked in parentheses. At the same time, we reconstruct the data file in view of data augment and the only-used accelerometer. Therefore, there mains 60,000 rows for each category (A1-A7), where 60,000 = 8 subjects × 1 activity × 5 minutes × 60 seconds × 25 Hz. The 5-min signals are originally divided into 5-sec segments in accordance with the order so that there are 60 segments for one activity of each person, and each segment file is formed as a 125 × 45 matrix recording the data from 3 different kinds of three-axis sensors on 5 parts of body in 5 seconds with sampling frequency of 25Hz. However, more than 60 segments are obtained due to overlapping in data augment, and the following simulation will show the most appropriate overlapping proportion taking account of both efficiency and accuracy. In addition, we correspondingly delete the data of gyroscopes and magnetometer leading to a 125 × 15 matrix in each segment. Fig.4 illustrates the detailed data structure of one segment.
All the segments are randomly divided into training set and test set by ratio of 7:3. Although the data set partition is stochastic, the time series property can be also preserved within 5 seconds in one data segment. Before the simulations and analysis, we first introduce two evaluation indicators, accuracy and loss. Accuracy is the correct classification rate, and the loss is defined as mean squared error (MSE), that measures the average of the squares of the errors, that is, the average squared difference between the estimated values and what is estimated. If Y is a vector of n classification results generated from a sample of n data points, and Y is the vector of labeled values, then the loss value is calculated by Equation (7):
In the following section, data training will be performed using stacked LSTM and RNN networks. Fig. 5 shows the visual structural models of the two networks, where the two structures are similar and the training network is the only difference. The input is one data segment formed as 125 × 5 matrix, and then multi-layer networks are going to train the sample. A dropout layer prevents the problem of over-fitting, while the dense layer outputs the classification result by a softmax function.
B. NECESSITY OF LSTM
This section is going to compare classification performances of LSTM and SVM from two perspectives, classification accuracy of temporal or non-temporal data and time of training model.
In order to ensure the fairness of the input data, LSTM and SVM should process the same data with same structure, while in this paper we choose to input original data collected from accelerometer without extracting features in time domain or frequency domain by any means. We selected 500-second sequential data with the total amount of 125000 samples from A1, A2, A3, A4, A7 in DSADS, and each class of chosen data is distributed equally. Meanwhile, the two comparison algorithms are the 3-layer LSTM network and the ordinary SVM in which penalty parameter C is 0.8 and kernel function is RBF. The selected raw data have been dealt into temporal and non-temporal styles. For temporal data, raw data are divided into 1000 segments shaped of 125 × 15 matrix, and the time continuity of data is guaranteed within each segment. For non-temporal data, we input each row of data as the independent sample, and then randomly assign training set and testing set by ratio of 5:5. Table 3 lists the binary classification (riding status or nonriding status) results of two methods.
According to the statistics in Table 3 , three solid reasons for choosing LSTM as training approach are summarized as follows:
(i)For non-temporal data, performance of SVM is slightly better than that of LSTM, while for temporal data, LSTM can definitely provide better classification performance than traditional machine learning model, where the testing accuracy of LSTM is 0.96 and that of SVM is 0.91;
(ii)For non-temporal data, the training times of LSTM and SVM are 82s and 145s respectively, and the testing times of two methods are 4s and 81.26s respectively. For temporal data, the training times of LSTM and SVM are 20.9s and 0.94s respectively, while the testing times of two methods are 0.86s and 1.53s respectively. It can be seen that both LSTM and SVM have their own advantages. Nevertheless, LSTM always shows better superiority in testing time;
(iii)Last but not least, our follow-up work is going to train a general activity model that can apply to all shared-bike users without complex individual training. Based on pre-trained model like LSTM, we only need to use a small part of the user's activity data to fine-tune the pre-trained model and thus achieve the individual model, avoiding the training process from scratch.
In addition, if readers are interested in other revised ML methods like SVM, random forests or decision tree for human activity recognition, references [27] - [29] would be helpful.
C. LSTM PERFORMANCE 1) IMPACT OF EPOCHS
A complete data set passes through the neural network once and returns once, and this process is called an epoch. It is not enough for the training data set to pass through the LSTM network only once, otherwise this may cause the problem of under fitting. Therefore, the training data set should repeatedly pass through the LSTM network, in other words, the number of epoch should be set to increase in order to update the weights and bias in LSTM network for optimum fitting. Unfortunately, we cannot directly figure out the proper number of epoch unless the exhaustive method is used to work out the proper value that applies to this specific data set. Figure 6 shows the LSTM performances under different epochs. In this simulation, we construct a 3-layer-LSTM network in case to classify four categories that are cycling, standing, walking and running. We increase the epochs from 1 to 200 in steps of 10, and then plot the accuracy and loss values in a line chart to facilitate the observation of trends in numerical changes. As expected, classification accuracy attends to be close to 0.97 and loss values decline to nearly 0.09 by the growth of epochs, which verify the idea above that multiple runs of epochs help LSTM network optimize the parameter learning. Fig. 6 also indicates that the LSTM network converges at about the epoch of 50, thus the next simulations mostly present the results of the first 50 epochs.
2) IMPACT OF LSTM LAYERS
This section is going to explore the most proper layer number of LSTM structure. It is well known that LSTM specializes in dealing with time series signals, and multiple connected LSTM networks can give full play to advantages of long-term and short-term memories. The same thing as mentioned in the previous section, only if we test the layer number of LSTM network one by one can we seek out the appropriate answer. Figure 7 depicts the LSTM performances under 1 to 7 layers. In this simulation, multi-layer LSTM blocks are connected in series to identify cycling and non-cycling status. Fig. 7(a) and Fig. 7(b) show the overall classification accuracy and loss under the circumstances of 1-50 epochs. The changing trends of accuracy and loss with epoch are just as the phenomenon in the last section. Nevertheless, randomness brings the fluctuation of the simulation results, but the general trend is obvious, and the overall accuracy can reach 91%-97%. Also, these two figures prominently tell that: (i) one-layer LSTM network does not work well due to the simplest structure, while multiple-layer LSTM networks achieve better results; (ii) It's not that the more layers, the better the classifications will be. As shown in these two pictures, the five-layer LSTM network marked by red line performs the best for whether accuracy or loss, where the accuracy is 0.97 and the loss is 0.05; (iii) the classification results of six and seven-layer LSTM become worse compared to that of five-layer LSTM network, which reveals that complex network structure may not fit for simple data set.
Let us analyze the influence of the network layer from another perspective. Fig. 7(c) and Fig. 7(d) record the accuracy and loss of two-category-classification with 1 to 7-layer-LSTM in the form of a histogram. Three bars are a group, which represent the classification accuracy and loss of cycling status, non-cycling status and overall situation respectively. From one-layer to five-layer LSTM, the accuracy does not increase as the number of layers increases and the loss does not decrease as the number of layers increases. Similarly, there is no progressively successively increasing or diminishing relationship between layer numbers and simulation values from five-layer to seven-layer LSTM. These actually show that network structure should be tuned according to data set and specific test conclusions. To sum up, it is clear that the five-layer LSTM network is most suitable for activity model training with the revised DSADS.
3) LSTM VS RNN
LSTM is regarded as the improved version of RNN because that LSTM can refrain from vanishing gradient and exploding gradient problems while RNN cannot. Fig. 8 illustrates the comparison results between LSTM and RNN networks, where both networks are the 5-layer structure for classifying four categories (cycling, standing, walking & running) under 1 to 200 epochs in steps of 10. We can discover from Fig. 8 that:
(i) LSTM network plays better performance than RNN network whether from the classification results of training set or test set. As to LSTM, it is best up to 0.97 and 0.98 for accuracy of training set and test set respectively, while 0.86 and 0.88 for RNN. The best results of LSTM are as low as 0.09 and 0.05 for loss of two data set, while 0.35 and 0.29 for RNN.
(ii) The curve of RNN has a large fluctuation, and on the contrary, the curve of LSTM is relatively stable.
(iii) For both LSTM and RNN, the classification results on test set are always better than that on training set, which confirms the effectiveness of the training model in testing data.
D. THE EFFECTIVENESS OF PSA 1) IMPACT OF SLIDING WINDOW OFFSET
This simulation aims to make a thorough inquiry into the effect of different sliding window offsets on classification results. Since we just want to know the quantitative relationship between offset size and two evaluation indicators, the simplest LSTM structure is utilized for classifying cycling and non-cycling statuses in this simulation. For each activity of each person, there are 5-min signals collected in data set and 7500-row sensor data in total. In order to train the activity model better, it is needed to enlarge the scale of data set, and thus we build the data segments in 125 rows by means of data augment. Meanwhile, the offsets of sliding windows are set to 50, 75, 100 and 125 for testing the best choice. Fig. 9 reveals that accuracies decrease progressively and losses increase progressively by enlarging the offset size. This can be seen that the smaller the offset is, the larger quantity of data segments will be, and under the same other conditions, the increasing number of data sets would have a promoting effect on the simulation results. At the same time, it also verifies the effectiveness of data enhancement mechanism.
2) IMPACT OF DOUBLE-LAYER CLASSIFIER
This section aims to verify the effectiveness of the designed activity model with a double-layer classifier for activity recognition. The main-classifier plays a decisive role in the activity model as that if its accuracy is low, the confidence level of whole model will be low. At the same time, the accuracy of sub-classifier is also particularly important based on the high accuracy of main-classifier. Table 4 lists the results of main-classifier for making a distinction between cycling status and non-cycling status under the configuration of five-layer LSTM network with 50 epochs. From the statistics, the effect of main-classifier is excellent, and the overall correct classification ratio is over 96%. What needs to be clarified in advance is that all the statistics drawn in Fig. 10 and listed in Tables 4 & 5 become larger as the growth of epochs, and the sub-classifier performs better on differentiating among non-cycling statuses than among cycling statuses, where the best correct classification ratios of non-cycling and cycling states are 0.98 and 0.93 respectively. Furthermore, the specific classification results among the identical kinds are listed in Tables 4 and 5 . In regard to cycling status, cycling on an exercise bike in vertical positions (A2) has a higher recognition than cycling on an exercise bike in horizontal positions (A1) as that the classification accuracy of A2 is 4 percentage points higher than that of A1. In regard to non-cycling status, the subclassifier shows the perfect capability in identifying standing (A3) and walking on a treadmill with a speed of 4 km/h in flat positions (A5) on account of the 100% correct classification accuracy.
3) SIMULATION UNDER REAL-TIME SITUATION
Considering that there is no real test-bed experiment, we piece together the data segments to form a new sequence that simulates the action cycle of borrowing, cycling, and returning shared bikes. The new sequence consists of 30-second standing, 30-second walking, 1-minute riding, 30-second walking and 30-second standing, which equals to 3-minute activity and 36 data segments in total. By the way, these 36 data segments are randomly selected from the whole data set. The new data sequence is test data that is as an input to investigate the classification accuracy and time of doublelayer classifier in a real-time situation.
According to the above method, we have assembled 40 different data sequences. Fig. 11 shows the average segmentation accuracy and classification time of real-time detection. From the left figure, all the 36 segments are classified into the correct categories with the accuracy of all over the threshold. According to these outcomes, the duration threshold mechanism can exactly deduce the transition point of non-cycling and cycling states. It can be also seen that for special environments, such as unstable signal transmission conditions, there is no difference in the final result if we only use the main-classifier to work. The right picture shows the classified detection time of real-time flow data, where the result of sub classification is the additional time based on that of main classification. After the longest detection time of the first data segment, the detection time dropped to about 0.13 seconds for the main classification and 0.03 seconds for sub-classification. Compared to 5 seconds per data segment, these classification time is able to meet the needs of real-time detection.
E. TEST-BED EXPERIMENTS
The simulations in the previous section used a public data set to verify that the design of this paper has certain feasibility, but this is not enough to prove its effectiveness on the smart phone. Therefore, this section shows some real-world experiments to verify the practical effectiveness of the proposed design by processing the data sets collected on smart phones.
1) EXPERIMENTS AND ANALYSIS
4 volunteers (3 boys & 1 girl ranging from 22 to 26 years old) collected some non-riding and riding data through 4 different brands of Android smart phones (Huawei, Meizu, MI & Honor) equipped with a three-axis accelerometer. More specifically, these data were obtained by an APP named ''sensor sense'' that can be downloaded in the Android Market. Each volunteer put his/her smart phone in the trousers pocket or in the hand and performed 6 kinds of activities, each lasting 5 minutes. The sampling rates are different due to different brands, while given the girl's clothing situation, one volunteer only collected 5 activities in hands. The details are shown in table 7 and the experiment scenes is shown in Fig. 12 , where the 5 scenarios correspond to E1-E5 activities in the table.
Considering the individual differences in each volunteer, our initial design is to create a unique activity model for each individual based on their behavioral patterns, which means that in the next experiment we will calculate the accuracy We applied a 3-layer LSTM network with 5 epochs to train the main-classifier with the samplings of each volunteer, which only classify non-riding and riding states. Though it is found that 5-layer LSTM may show the best performance, 3-layer LSTM is not much inferior in accuracy but can consume less training time. Among the samplings, the data structure of one training is 25 × 3 for the first person and 25 × 6 for other three people. Furthermore, since the total amount of data is too small because of the small sampling rate, the offset of the sliding window is set to 5. The total amounts of augment data for 4 volunteers are listed in Table 7 . The reason why we did not apply the more complex network structure and more rounds of training epoch is that overfitting may occur due to the small amount of data. First, we divide the whole data set into a training set and a test set randomly by a ratio of 5:5. For better understanding, training set and test set can be also called as off-line data set and on-line data set. The former is used to construct the activity model based on LSTM, while the latter is used to verify the validity of the activity model in a real scene. During the model construction, we introduce k-fold crossvalidation scheme to prevent model over-fitting, where k = 5. The off-line data set is then separated into k parts, each part served as a validation set for each round of model training. More specifically, the amounts of each k-fold group for 4 volunteers are 12750, 4500, 4500 and 4500 respectively. Table 8 lists the average results trained by three volunteers independently after 5 round of data processing.
It can be inferred from Table 8 : (i) For the data collected by real smart phones, the classification accuracies of the main classifier for the non-riding state and the riding state are higher than 95%;
(ii) We divide the data set into off-line data and on-line data set by the ratio of 5:5, which better simulates the situation of small training samples during real use. It can be seen from the result data that when the user pre-acquires a short period of action sequence for model training, it can achieve a good effect;
(iii) K-fold cross-validation is beneficial for activity modeling due to the fact that hat this model performs better on on-line data set. (iv) Another metric ''Training time'' is going to show reflect the time-consuming performance of training model. In practical application, the user needs to collect the behavior data for a certain time according to the prompt when using the shared bike APP for the first time. After off-line training, the system can personally identify each person's riding and non-riding statuses during subsequent use. As we can see in Table 8 , training time ranges from 10s-20s, which is acceptable for users in first time real-life use.
In addition, in order to further enhance the accuracy of the system, the model can be periodically calibrated, or a general activity model can be designed based on transfer learning method.
The above experiments validate the effectiveness of each volunteer's individual activity recognition model, and then we are going to utilize these models for the actual collected continuous activities. The 4 volunteers with their smart phones in the trouser pockets gathered the continuous data of 5 activities (E1-E5) in 15 minutes. The sequences of action switching are different for each person, and each person recorded the sequence and duration of action switching. Finally, for each volunteer, we got 637000, 134900, 134900, 134900, 134900 samples, respectively. Table 9 shows each volunteer's activity ordering, average accuracy and testing time of all samplings. From the average accuracy, the recognition of a large number of samples may reduce the accuracy, but generally good results have been obtained. The overall testing times are relatively small, and the average testing time for each data segment is at the level of milliseconds, which provides feasibility for future real-time applications on mobile phones.
2) COMPARISON WITH OTHER WORKS
A large number of papers have been devoted to the study of activity recognition models. Shakya and Zhou [30] compared the performances of ML and DL methods on human activity recognition. Yao et al. [31] proposed DeepSense which combined CNN and RNN networks for activity recognition. In these 2 papers, Shoaib SA and HHAR databases contain human activities especially cycling, so they are selected for comparison. We compare the experimental conditions, methods and results mentioned in these 2 papers with our experiments, which is shown in Table 10 .
From Table 10 , it can be seen that CNN network provides the best recognition accuracy in Sahoaib SA dataset, which mainly due to the following reasons: (1) high sampling frequency results in a large amount of data; (2) the proportion of training set and test set is 8:2, which shows a certain advantage in model training; (3) the data information containing five parts of the body makes the data dimension higher, so the deep learning model can extract more fine-grained features. According to Ref. [32] , the categories that cause large errors in experimental results are sitting, climbStairup, and climbStair-down, so its accuracy is not very comparable. However, DeepSense's network architecture is worth learning for the optimization of activity recognition models.
Although our experimental results are not all up to 1, they are also satisfactory when the experimental conditions are not particularly favorable. The recognition accuracy is all higher than the threshold set by us, which shows that Duration Threshold Mechanism can ensure that the user's activity switching can be identified within the specified time threshold. At the same time, the GPS module will record the location of the transition from riding state to non-riding state for more than 5 minutes as the return point of the shared bike.
V. CONCLUSION AND PROSPECTS
In view of the existing problems of shared bikes operations, this paper mainly proposes a PSA system that is short for a passive positioning method for sharing bikes based on activity recognition. Without any extra equipment on bikes, PSA only makes full use of accelerometers and GPS module which are embedded in commercial smart phones. Data augment and LSTM network help PSA to train the activity model with a double-layer classifier in off-line phase. During the on-line phase, duration threshold mechanism determines the action transition point over the threshold time and the GPS module finally records the returning position without operations from users. A number of simulations have implemented on DSADS, and they can only theoretically prove the effectiveness of the proposed system. Results show that LSTM works well on time series signals and the designed each part of PSA performs its own functions effectively. The correct classification ratio of activity statuses can be over 0.98 and the real-time processing time of each data segment is no more than 0.2 seconds. In addition, some test-bed experiments under cross-validation scheme are also conducted to verify the practical effectiveness of proposed design by processing the data sets collected on smart phones. Results show that classification accuracy can reach 95% or above and the training time may be less than the waiting time users can tolerate.
This paper mainly introduces the idea of PSA and implements the segmented simulation. However, we intend to put this idea into practice in the future, which may promote an improvement of user mobility for sustainable social and environmental conditions of the Smart Cities. The prospective works may contain establishing a general activity model by transfer learning method and using big data to solve scheduling problems of shared bikes.
