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Where we live can affect nearly every aspect of our lives, including how long those lives
will be. Previous studies have demonstrated large health disparities between communities in the
United States; since the health of a community can significantly impact its residents, evaluating
and predicting community health is of interest to many people. Currently the Federal government
collects and publishes data on community-level demographics, housing, crime rates, and disease.
State-level and non-governmental agencies track and share community housing prices, school
performance, neighborhood safety, and other characteristics. In short, there is a wealth of
information but the work being done around these data have either been narrowly focused,
supplemented with private data, or largely descriptive. This research uses these data to provide
insight on a community’s health through examining a change in the life-expectancy estimate
over time. Although life expectancy is only one attribute of community health, using life
expectancy allows for the representation of the broad concept of community health in an
objective and straightforward way.
Over 100 publicly available variables with information on every county in the United
States were procured from reputable and publicly available sources such as the U.S. Census
Bureau. A previous factor analysis found that a three-factor model was sufficiently parsimonious

to represent the 100 variables, and loadings of the variables into each factor allowed for
identification of the underlying data structure as containing a factor related to socioeconomics, a
factor for lifestyle and community, and a factor for culture and environment. This analysis was
used as a framework to build a predictive diagnostic tool of a community’s health. Per guidelines
from the literature, only variables with a loading of at least 0.5 on the factors were considered for
inclusion in the tool. Stepwise logistic regression was used to select the indicator variables and
establish significance of the model. Discriminant analysis and stratified likelihood ratios were
used to assess model performance. From the results of the logistic regression model, a
probability score was calculated for each county and counties were then classified as at low,
moderate, or high risk of an adverse life expectancy change based on the quartiles of the scores.
Seven indicator variables were selected for inclusion in the final model, which was
statistically significant (p < 0.001). After assessing performance, the finalized model was output
to an Excel™ workbook to produce a prototype of the prediction tool. In the workbook, users are
able to enter values for each indicator variable to receive the community’s category of risk as a
result, alongside a table which highlights both the top protective and adverse influences in the
community. This research continues the ongoing process of transforming publicly available data
into prospective action that may improve health equity across the country. The diagnostic tool
resulting from this research provides a checklist for public health professionals to target existing
disparities by focusing future health improvement projects on measures with the highest effect
on life expectancy so that they may work towards improvement in community health.
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CHAPTER I
INTRODUCTION
Significance of Community Health
Where we live can affect nearly every aspect of our lives, including how long those lives
will be. Previous studies have demonstrated a powerful connection between community health
and individual health; due to this, evaluating and predicting community health is of interest to
many people (Kawachi, 2006). Currently the Federal government collects and publishes data on
community-level demographics, housing, crime rates, and disease, among others (ACS
Information Guide, 2015). State-level and non-governmental agencies track and share a myriad
of community variables, including housing prices, school performance, and neighborhood safety
(National Association of Realtors, 2019). Previous research has shown that there are scores of
methods being utilized to understand the differences in health among communities. Yet these
studies typically either focus on a specific subpopulation or need (Han, Saran, Erickson, Hirth,
He, Balkrishnan, 2019), use non-publicly available data (Gibbons, Malouf, Spitzberg, Martinez,
Appleyard, Thompson, Nara, Tsou, 2019), or are largely descriptive rather than predictive
(Braveman, Gottlieb, 2014). My dissertation will address this gap by building on a previous
exploratory factor analysis to identify key indicator variables within publicly available data and
determine their ability to predict community health, as represented by the trend of life
expectancy. Although previous studies have attempted to identify such indicator variables and
relate them to life expectancy, at the community level there is still limited knowledge for how
these data relate to trends in life expectancy over time (Collins, 2013).
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Community Health Factors
Previous work using a set of publicly available data sources, such as the American
Community Survey (ACS), used a data reduction technique called factor analysis to explore the
number of factors that could adequately represent the dimensions expressed in the communitylevel dataset (Kurtycz, Lyerla, 2020). Multiple models with varying numbers of factors were
evaluated, and the analysis ultimately identified three factors that sufficiently represented the
dimensionality of the community-level data; the three-factor model uncovered a factor related to
socioeconomics, a factor for lifestyle and community features, and a factor relating to culture and
environment (Kurtycz, Lyerla, 2020). The literature supports these factors as worthwhile
considerations for monitoring the health of a community. Further, the set of factor scores from
this model were found to be a significant predictor of an increase or decrease in life expectancy
over time and the model classified 70% of the counties into the correct life-expectancy category
using nothing but the factor scores. Although alternative models with more than three factors
exhibited similar classification rates, the three-factor model was chosen because the marginal
improvements in classification did not justify the increases in model complexity or the burden of
interpretation the additional factors required.
This dissertation builds on these three identified factors to develop a predictive diagnostic
tool that may provide insight on a communities’ health through examining a change in countylevel life-expectancy estimates over time. A limitation of this analysis is that community and
county are not generally interchangeable terms. Although this dissertation focuses on
community-level health, in both the data and analysis, county is used as a proxy for community.
This is due in part to the clearly defined boundaries of counties as well as the larger amount of
data that are available at the county level compared to other possible community granularities
2

that were considered, including zip code area and census tract (ACS Information Guide, 2015). I
also acknowledge that life expectancy is only one attribute of community health but using life
expectancy as a sentinel allows for the representation of the broad concept of community health
in an objective and straightforward way. The work in this dissertation is an essential continuation
of the work done around the factors because although communities will not easily replicate the
factor scores, they will have ready access to the publicly available variables used in the factor
construction, which have been evaluated for possible inclusion in the diagnostic tool.
Background of Diagnostic and Screening Tools
This dissertation will build on the three factors identified above to construct a diagnostic
tool for a community’s health. This diagnostic tool has the potential to facilitate the translation of
publicly available data relating to community health into practical, useful, and actionable
predictions. The use of diagnostic testing and screening efforts among individuals has a long
history in health care and has resulted in savings in both cost and treatment time, as well as an
increased quality of life from the application of early-intervention procedures (Iragorri,
Spackman, 2018). Despite the success and widespread use of these tools in individual patient
care, this approach has not been widely used with communities. My dissertation will address this
gap by applying this individualized clinical approach to entire communities. The goal is to
develop the functional equivalent of a laboratory test to screen for the decline of a community
and create an opportunity for intervention when needed.
The work in this dissertation falls under the umbrella of prognosis research, which refers
to the investigation of relationships between future outcomes among individuals with a given
baseline state of health in order to improve health (Moons, Vergouwe, Grobbee, Altman, 2009).
Despite the importance of this work in clinical decision making, prognosis research often falls
3

short of the standards required by other fields (e.g., therapeutic trials) and suffers from an uneasy
gap between the potential and actual impact of this work (Hemingway, Croft, Perel, Hayden,
Abrams, Timmis, Briggs, Udumyan, Moons, Tygerberg, Roberts, Schroter, Altman, Riley,
2012). Researchers have developed the PROGRESS (PROGnosis RESsearch Strategy)
framework to support prognosis research across all subject-areas and provide much needed
clarity on the impact and evidence gained through the entire lifecycle of such research.
(Hemingway et al., 2012). Development of this diagnostic tool is based on the PROGRESS
framework and in particular, the recommendations made for the development of prognostic
models. To further facilitate clarity regarding the development of the diagnostic tool, this
research and the resulting model will also be reported following the checklist for transparent
reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD),
understanding that in this case, a community will serve as the individual (Moons, Altman,
Reitsma, Ionnidis, Macaskill, Steyerberg, Vickers, Ransohoff, Collins, 2015).
Diagnostic Tool Development and Deployment
The factors referenced in this research were derived from over 100 publicly available
variables with information on every county in the United States. In accordance with the literature
on factor analysis, only variables with a factor loading of at least 0.5 were considered for
inclusion in the predictive diagnostic tool (Hair, Black, Babin, Anderson, 2010). Variables were
procured from multiple, reputable, and publicly available sources such as the U.S. Census
Bureau and the Centers for Disease Control and Prevention (CDC). Using the PROGRESS
framework for model development discussed above, I built a logistic regression model where the
subset of variables with a loading of at least 0.5 on the factors served as potential predictors and
the dichotomous change in life expectancy from 2000 to 2018 was used as the outcome. Use of
4

this timeframe for a change in life-expectancy was in line with the methodology of related
studies on community health and provided a better estimate as to whether a community was in
decline or improvement rather than what could be inferred from a single point value (Sasson,
2016).
Stepwise selection was used to identify the variables to include in the final tool. A score
based on the results of the logistic regression was then calculated for each county (n = 3,142)
from a sum of the product of the indicator variable values and its regression coefficient (Adams,
Leveson, 2012). Quartiles of the score were calculated to categorize county health, with the first
quartile representing a county at high probability of decline, the second and third quartiles
representing a county at moderate probability of decline, and the fourth quartile representing a
county at low probability of decline. Calibration and discrimination of the model were assessed
to ensure comparable performance to the model built using the factor scores.
The finalized model was output to an Excel™ workbook to produce a prototype
prediction tool. This interactive workbook allows users to input the values for the indicator
variables from their community and view their probability category as the output. Additionally,
the tool highlights the top protective and adverse influences for the community, analyzed using
each variable’s contribution to the probability score, and identifies these influences as either
impactable or not (e.g., the percent of the population under 18 would likely not be impactable but
the percent of the population using tobacco could be). The predictive diagnostic tool presented
here provides a framework for public health professionals to target existing disparities by
focusing future health improvement projects on measures with the highest impact on community
decline, and therefore may work towards improvement in their community’s health. In summary,
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this research contributes to the process of transforming publicly available data into prospective
action that may improve health equity in each county across the country.
Problem Statement and Research Questions
This research aims to produce a predictive diagnostic tool that can be used to screen for
and predict the likelihood of a decline in community health as represented by a trend in life
expectancy. Of course, predicting the likelihood or onset of poor health is not a new concept;
physicians and individuals have used many different approaches for years when evaluating the
likelihood of developing a certain disease or health condition, including diagnostic and screening
tools (Marabi, Zhang, 2004). My dissertation seeks by analogy to apply this individualized health
evaluation to entire communities using publicly available, county-level data as potential
indicators of a decline or improvement in a community’s health. Just as your physician may ask
about your smoking habit to predict your risk of lung cancer, public health workers should be
able to predict a future community’s health issue from the particular state of easily identifiable
indicator variables.
This tool differs from other community health models such as the County Health
Rankings (CHR) in that the primary outcome is a change in life expectancy over time, rather
than a single point value of life expectancy (Remington, Catlin, Gennuso, 2015). In addition, this
tool will not provide rankings to compare communities to one another, but rather encourage
comparison of a community to itself over time in order to facilitate realistic and positive
improvements in both community and individual health. Although a small number of similar
diagnostic tools exist to assess specific community needs, the tool developed through this
research assesses the decline of a community from a broader and more generalized perspective
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and includes a more diverse set of variables and sources than what has been utilized in similar
studies (Green, Lyerla, Stroup, Azofeifa, High, 2016).
The overarching question asked in this dissertation is, how can we use these publicly
available data to provide insight pertaining to a community’s life expectancy, and in broader
terms, their health? Under this question, I ask the following: 1) Is there a subset of the top
loading variables from the three previously identified community health factors such that a
logistic regression model using these variables as explanatory indicators may achieve statistical
significance in predicting category of life-expectancy? As the previous logistic regression model
based on the factor scores was statistically significant, I expect there to be a subset of the
variables used in the construction of the factors that will produce a statistically significant model
as well. This will further allow me to ask 2) Can a prognostic model built from the subset of
variables identified in question one produce comparable significance and accuracy of lifeexpectancy classification to the model based on the factor scores? If the answer to question two
is positive, this will encourage the use of predictive diagnostic tools such as that developed
within this research to evaluate a community’s health and lay the foundation for future work
refining the model for use in the public health space.
Innovation
This research is innovative in that it brings together data from many diverse sources. By
encompassing a wide variety of measures, this analysis explores relationships and correlations
that may have gone overlooked in studies with a narrower focus. The model built through this
research also differs in several ways from related models, such as the Robert Wood Johnson
Foundation life expectancy prediction model; the first is that the model uses category of life
expectancy trend (i.e., an increase or decrease over the period) instead of a numerical, point-in7

time estimate (Robert Wood Johnson Foundation, 2018). Second, the focus of this model is
predicting the risk of a future decline in a community, whereas many similar tools simply track
and visualize life-expectancy estimates across various geographic regions and granularities.
These innovations facilitate the exploration and association between publicly available,
community-level variables and life expectancy from a new perspective.
Benefits
The benefits of this research include the opportunity for variables from publicly available
data to act as early warning signs, signaling a community’s decline and allowing public health
professionals a chance to intervene. This potential for intervention may reverse the decline of
communities and mitigate some of the negative impact of decline, including the lowering of
property values and increases in crime. In addition, by relying solely on existing and publicly
available databases, the development and use of this tool is relatively cost-effective as it avoids
the complication of new and often costly surveillance systems. The predictive diagnostic tool
developed in this dissertation has the potential to provide public health professionals and
government leaders a framework to target existing disparities by focusing future health
improvement projects on measures with the highest effect on life expectancy, and therefore allow
them to work towards improvement in community health.
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CHAPTER II
LITERATURE REVIEW
Relationship Between Community and Individual Health
We may define community health as the union of physical and mental wellbeing,
economics, and social interactions between members within a specified geographic region, as
well as the state of the infrastructure and environment within that region (Brooks, 2019). There
exists a powerful connection between community health and individual health, as demonstrated
within the literature. Wang and Ran (2012) found that average years of schooling and
occupational diversity within a community had a significant positive effect on housing prices
while ethnic diversity within a community had a significant negative effect (Wang, Ran, 2012).
A study by Shumow, Vandell, and Posner showed that students who lived in neighborhoods with
higher-than-average violent crime rates, and lower-than-average household incomes and
education levels performed worse in school than did students who lived in neighborhoods with
more socioeconomic resources and less crime; the students’ academic performance correlated
negatively with the health of their neighborhood even after controlling for demographic
indicators such as the student’s race and their family’s employment status (Shumow, Vandell,
Posner, 1999). Community health perceptions need not even be based in physical phenomena to
influence the health of their residents; a 2014 study by Brown, Werner, Smith, Tribby, and
Miller revealed that people who simply feared crime was high in their communities were less
likely to engage in physical activity and more likely to report poor physical and mental health,
regardless of the community’s actual crime rates (Brown et al., 2014). Due to this compelling
relationship between community and individual health, evaluating and predicting community
9

health is of interest to many people, including public health professionals, politicians, policy and
lawmakers, as well as the current and future residents of the community. It should be noted that
companies like Zillow have been supplying potential homeowners with information on the health
of the surrounding neighborhood for years, including such details like school ratings and
walkability scores in the property listings (Zillow, 2020). It is time now for public health to
prioritize and utilize this knowledge that has already been recognized as valuable by commercial
enterprises. The work in this dissertation addresses this aim.
Publicly Available Data: Definition, Use, and Justification
Studies exploring community health through the effects and interactions among
community demographics, environment, social structure, and health metrics have benefited from
the tremendous quantity and quality of relevant, publicly available data sources (Virologica
Sinica, 2016). Publicly available data refers to data that are accessible to anyone in the general
public, without the need for special qualifications, permissions, or privileges. There are many
arguments for using only publicly available data when exploring community health; for example,
these data already exist and have reliable collection mechanisms in place, therefore if any of
these variables are found to be useful in predicting the trend of community health, there will be
no complications as to how to establish data collection or questions regarding the reliability of
the data. This same rationale was used to limit the data used in the development of the threefactor model discussed previously to only publicly available variables. Choosing to limit the
work of this dissertation to publicly available data also ensures there will be no communities
who are unable to utilize a tool built from these variables, given that the tool relies on data the
communities already collect or data to which they have ready access. A secondary rationale for
why I have chosen to consider only publicly available data is the reputability and reproducibility
10

of using these sources; these data are collected and documented using reliable and transparent
means. Further, as these data are freely available to the public, this allows other researchers the
opportunity to validate or build upon my work to enhance the robustness of the predictive
diagnostic tool.
One of the publicly available sources used most frequently in this research is the
American Community Survey (ACS) conducted by the U.S. Census Bureau. The ACS was
officially launched in 2005 as an alternative to the once-a-decade census as a mechanism for
gathering data (ACS Information Guide, 2015). This ongoing survey collects data on ancestry,
citizenship, educational attainment, income, language proficiency, migration, disability,
employment, and housing characteristics from the state down to the census tract level. Other
governmental agencies also collect and publish data at the community (i.e., county) level. The
CDC report on the prevalence and incidence rates of asthma, diabetes, and many other chronic
diseases, as well as information on health issues such as alcohol use, birth defects, and sexually
transmitted infections (STIs) (Centers for Disease Control and Prevention, 2017). The National
Archive of Criminal Justice Data (NACJD) is an online database funded through inter-agency
agreements through the Bureau of Justice Statistics, the National Institute of Justice, and the U.S.
Department of Justice (United States Department of Justice, 2012). This database contains
information on arrests, gang and gun violence, child abuse, and prostitution, among other
variables. Additional government data sources providing community-level, publicly available
data include the Behavioral Risk Factor Surveillance System (BRFSS), County Business Patterns
(CBP) from the U.S. Census Bureau, Centers for Medicare & Medicaid Services (CMS), Drug
Enforcement Administration (DEA), Health Resources and Services Administration (HRSA),
National Center for Education Statistics (NCES), National Center for Health Statistics (NCHS),
11

National Institute of Health (NIH), Safe Drinking Water Information System (SDWIS), Uniform
Crime Reporting (UCR), and the United States Department of Agriculture (USDA).
Federal governmental agencies are not the only entities providing valuable data useful in
conducting community health studies. The National Association of Realtors (NAR) produces
publicly available housing statistics on the state, regional, and metro-market level covering
existing and pending home sale counts, prices, and affordable index score (National Association
of Realtors, 2019). State sources, such as the MI School Data website for Michigan, track student
counts, characteristics, and academic performance from pre-K through college for public
institutions (MI School Data, 2018). In short, there are abundances of publicly available data
collected on measures potentially relating to the health of a community.
Justification and Validation of Community Health Factors
Although there is a high level of interest in community health, research surrounding this
topic has often been either narrowly focused on a specific subpopulation or component of a
community’s health (Han et al., 2019), or inclusive but largely descriptive rather than predictive
(Braveman, Gottlieb, 2014). These limitations stem in part from the sheer volume of community
health data available, as highlighted above. Previous work addressing this obstacle used a data
reduction technique called factor analysis to bring the number of community health variables
down to a more manageable amount and to examine the underlying structure of the data
(Kurtycz, Lyerla, 2020). Although multiple exploratory factor analysis models were built and
evaluated using as few as two and as many as twenty factors, only the three and four factor
models stuck a balance between the percentage of variation explained in the data while keeping
the number of factors down to an amount that would be both useful and simplistic enough for
future use in the development of the diagnostic tool. The three-factor model was chosen over the
12

four-factor model because the increase in variation explained was minimal with the addition of
the fourth factor and it did not justify the additional burden of the factors becoming more
difficult to interpret.
Factor analysis using the three-factor model revealed an underlying parsimonious
structure as containing a factor related to socioeconomics, a factor on community and lifestyle,
and a factor for culture and environment (Kurtycz, Lyerla, 2020). Note that these three factors
were named broadly in accordance with the aspect of community health best represented by the
variables with high representation (i.e., loadings) in that factor. Due to the nature of factor
analysis, variable representation is not mutually exclusive and age, for example, which is most
strongly represented by the culture and environment factor, was also present in both the
socioeconomic and the community and lifestyle factors, though the representation was weaker.
It is unsurprising that socioeconomic measures represent the first factor of community
health as poverty and related socioeconomic indicators are consistently associated with poor
health outcomes on both an individual and community level (Dwyer-Lindgren, Mackenbach,
Van Lenthe, Mokdad, 2012). Community and lifestyle characteristics are represented by the
second factor, including variables such as educational attainment and access to exercise
opportunities. These characteristics are generally considered positive attributes regarding
individual and community health outcomes, and this assertion is supported by previous literature
(Brown et al., 2014).
The third factor, culture and environment, is more complicated; many variables
associated with this factor, such as housing characteristics, age, and ethnicity, are more neutral in
terms of community and individual health. For example, if a community is aging over time
because relatively few young people are in-migrating and the birth rate is very low, then the
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change in life expectancy is not affected. To justify the use of this factor in the predictive tool,
we must look at the interactions between the cultural and environmental influences in this factor
and the generally negative and positive influences of the previous two factors, respectively. In
the previous study where the three factor scores were used in a logistic regression model
predicting an increase in life expectancy over time, the odds ratio of the third factor was found to
be higher than the odds ratio of either of the other two factors with non-overlapping confidence
intervals (Kurtycz, Lyerla, 2020). This suggests that the influences of culture and environment
may have a more profound yet indirect impact on a change in life expectancy over time than the
variables found in the first and second factor, even if the direct relationships between culture and
environment and individual and community health are less clear. This finding supports the
results of previous studies showing that certain, unalterable characteristics like race, may act as
moderators, amplifying or mitigating the effects of an individual’s circumstances (Swanson,
2004). Thus, the literature supports and validates these three factors as a worthwhile framework
for considering the set of variables to include in the diagnostic tool.
The Role of Life Expectancy
This dissertation seeks to build on the previously identified underlying structure of the
publicly available data (i.e., the factors) to build a predictive diagnostic tool that will screen for
the decline of communities, as represented by the trend of life expectancy. The tool uses the
change in life expectancy over the last eighteen years (2000-2018) as a proxy for a community’s
health status. Proxy variables are indirect measures of a desired outcome and must be strongly
correlated to that outcome (GovEx, 2017). Proxy variables are commonly used when the true
outcome is unobservable. For example, infant mortality rate (IMR) is often used as a proxy for
the economic and social welfare of a community. Here, life expectancy is strongly correlated
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with the construct of what it means to be a healthy community (Robert Wood Johnson
Foundation, 2018). Although I could have chosen to model a community’s health using poverty
rates, infant mortality rates, or even high school graduation rates with similar methods, life
expectancy was preferred because it is a more universal measure; not everyone has experienced
what it is like to live in poverty, or lose an infant, or drop out of high school, but everyone
reading this research will have had both an experience with life expectancy and a vested interest
in prolonging it.
Variation in Life Expectancy Over Time
This research models the outcome of a change in life expectancy over time because such
an assessment will give a better estimate as to whether a community is in decline or improving,
rather than what could be inferred from a single point value of life expectancy. In addition, the
calculation of a change in life expectancy standardizes this outcome as each community is being
compared to itself as a baseline. Historical life-expectancy estimates are available at five-year
intervals including and prior to 2010. This research originally used a time span of 2010 to 2018
to calculate the change in life expectancy, but such an eight-year period appeared susceptible to
variation that resembled noise more than a true measure of the improvement or decline in the
estimate. In addition, some of the data sources used to collect the indicator variables are
refreshed less frequently than others (i.e., every five years for the least frequently refreshed and
annually for most of the rest); there was concern as to whether the eight-year time span would be
long enough to capture meaningful changes in life expectancy. Other studies investigating
implications of changes in life expectancy over time tend to use at least a decade of estimates to
control for this type of fluctuation (Sasson, 2016). Given these considerations, I chose to proceed
using a change in life expectancy from 2000 to 2018 as the proxy for the state of a community’s
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health. This eighteen-year timespan corresponds to roughly a generation of time and changes as
in increase or decrease in life expectancy during this period are likely to indicate a true
improvement or decline in the health of a community. Further, to mitigate the potential for
overinterpretation of the magnitude of change, this outcome was transformed into a binary
variable, indicating simply whether the county showed an increase or decrease in their lifeexpectancy estimate over the period.
Geographic Variation in Life Expectancy
A final consideration of using life expectancy as the outcome measure in developing the
diagnostic tool for all of the United States is the existence of disparities in life-expectancy
estimates by location. Geographic variation in life-expectancy in the United States is well
established, with southwestern states generally showing the lowest life-expectancy and
northwestern states the highest (Mariotto, Zou, Johnson, Scoppa, Weir, Huang, 2018). However,
I chose not to include geographic region in the diagnostic tool because although geographic
variation is undeniable, it has been shown not to be driven by geography itself but rather by an
underlying or confounding variable, such as poverty, health insurance coverage, or the race and
ethnicity makeup of the community (Egen, Beatty, Blackley, Brown, Wykoff, 2017), (Yang,
Shoff, 2013). Accounting for the effect of influences such as these on life expectancy is one of
the specific aims of the diagnostic tool. Additionally, comparable community health studies
which use life-expectancy as an outcome, such as the County Health Rankings, do not include
geographic region in their calculations for similar reasons (Remington, Catlin, Gennuso, 2015).
Community vs County
As mentioned previously, I acknowledge that a limitation of this analysis is that
community and county are generally not interchangeable terms. I chose to use county as a stand
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in for community rather than smaller geographic units like zip-code area or census tract because
there is a much larger amount of data available at the county level covering a variety of
information than what is available at other granularities. In addition, the outcome variable of life
expectancy is shown to be highly variable at smaller granularities (Robert Wood Johnson
Foundation, 2018). Using county-level estimates stabilizes the effects of small-area variation and
allows for the discussion of the implications of life-expectancy trends that would not be possible
if using the smaller and more volatile estimates (Boing, Boing, Cordes, Kim, Subramanian,
2020).
Diagnostic and Screening Tools in Medicine
This research builds on three previously identified factors of community health to
develop a predictive diagnostic tool that may provide insight on a community’s future health
status. Although novel when evaluating the health of communities, the use of diagnostic testing,
prognosis screening, and risk assessment in medicine is well established. Though sometimes
used interchangeably, here I define diagnostic tests as those that are performed to identify the
causes of certain, presenting symptoms. Screening and prognosis tests on the other hand, may be
given to patients who do not feel ill; they aim to detect diseases at an early stage, before any
symptoms become noticeable so that treatment of the underlying pathology, if found, may begin
sooner (IQWIG, 2019).
Historical Use
Diagnostic tools have been used throughout history. Ancient Greek physicians relied on
their senses to make observations on a patient’s condition and would often examine the bodily
fluids of patients to make a diagnosis (Berger, 1999). The invention of the microscope in the
middle-ages facilitated an increased understanding of the appearance of both healthy and ill
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patients, including cell structure, blood circulation, and what organisms cause disease (Cox,
2013). Due to this, specimen collection and examination were increasingly relied upon as a
diagnostic tool; it was observed, for example, that the blood of patients suffering from the plague
appeared different than that of healthy individuals (Berger, 1999). More advanced diagnostic
methods, including the use of thermometers for checking a patient’s temperature and the use of
stethoscopes for monitoring a patient’s heart rate, were widely used by physicians and other
medical professionals by the late 1800’s (Roquin, 2006). By the early 20 th century, modern
diagnostic tools, including X-rays, consistently provided data on a patient’s condition that was
independent of the subjective judgment and anecdotes of physicians, greatly improving both the
accuracy of diagnosis and patient outcomes (Berger, 1999).
The history of screening tools is shorter but no less remarkable in terms of the effect on
modern medicine. The earliest screening programs began in the United States Army in the early
20th century. In 1917, the army began requiring a psychological screening with the aim of
excluding men with psychological disorders from enlisting; at this point the army was already
using physical fitness assessments to gauge the combat-readiness of their soldiers (Morabia,
Zhang, 2004). These screenings were successful in rapidly assessing large numbers of men for
disorders in a way that was free from personal judgment of their physical or mental state. Less
than a year after launching, use of the psychological screening had resulted in the discharge of
nearly 8,000 men due to “mental inferiority” (Morabia, Zhang, 2004). Other notable historical
applications of screenings with more beneficial health implications include the widespread use of
syphilis screening during and after World War II, which resulted in a significant decline in the
incidence of syphilis across the population. In addition, the use of mammography to screen for
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breast cancer starting in the 1960’s greatly reduced the mortality of this cancer thanks to an
increase in the use of early-intervention treatments (Morabia, Zhang, 2004).
Modern Use and Benefits
The use of diagnostic and screening tools in modern medicine is ubiquitous. Examples
range from BMI classifications to assess the future development of health complications like
diabetes, to blood work to screen for the hallmarks of conditions such as cancer (NIH, 2020),
(Mayo Clinic, 2020), Access and use of these tools is no longer limited to physicians and other
health care professionals; individuals can utilize many types of diagnostic or prognostic tools,
such as the commonly known F.A.S.T acronym to help recognize strokes, or the recent advance
of direct-to consumer genetic testing services such as 23andMe, which may reveal
predispositions for certain health outcomes based on an individual’s DNA (American Stroke
Association, 2020) (23andMe, 2021).
The advantages of diagnosis and prognosis or screening tools are numerous. When these
tools assist physicians in making a diagnosis that is accurate and timely, a patient is given the
best opportunity for positive health outcomes as clinical decision making will be tailored to the
correct understanding of the patient's health problem (Holmboe, Durning, 2014). From a
prognosis or screening perspective, these tools may identify patients earlier than the condition
would have otherwise been diagnosed with the onset of symptoms; this may allow physicians to
provide treatment and avoid or reduce symptoms and other consequences of a disease; this early
application of treatment efforts has been shown to improve the overall health outcomes of the
population while simultaneously reducing the cost of care (Iragorri, Spackman, 2018). In
addition, both diagnostic and prognosis information may influence decisions regarding public
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policy, such as setting payment policies, resource allocation decisions, and research priorities
(Jutel, 2009), (Rosenberg, 2002), (WHO, 2012).
Diagnostic and Screening Tools for Communities
Although the use of these diagnostic tools is widespread in individual medicine and the
benefits are clear, we have not often seen this approach applied to communities. Alongside the
recent focus on the effect of community attributes on individual patient outcomes (i.e., the social
determinants of health), there has been an increased understanding that the most effective
treatment of an individual can only be achieved when treatment efforts are aware of and aligned
with the structure, incentives, and expectations of the community to which the patient belongs
(Smith, Saunders, Stuckhardt, 2013). Clinicians and other health care staff can work tirelessly to
care for their patients but when their efforts are poorly aligned to the community in which the
patient resides, the patient’s outcomes may fall short of what could have been achieved should
care be provided with the proper context and participation.
With an understanding of the powerful connection that exists between community and
individual health, some public health professionals have suggested treating the community itself
as the patient when it comes to public health interventions and other community betterment
initiatives (Smith, 2016); just as a physician may perform a medical history and physical exam
on a patient to assess a complaint, public health workers should assess the strengths and
weaknesses of the community, what the community needs, and what the complaints of the
community are when considering the state of the community’s health and an appropriate
treatment. A common method for assessing community health is a Community Health Needs
Assessment (CHNA); this assessment provides a snapshot of local policy, systems, and
environmental change strategies currently in place and helps to identify areas for improvement
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(Community Needs Assessment, 2013). The drawback of this tool and others like it is the
qualitative rather than quantitative nature of the analysis; qualitative assessments rely heavily on
interviews, focus groups, and other such labor-intensive data collection methods. In addition,
qualitative analysis is often more subjective than quantitative analysis, which imparts a degree of
uncertainty to the findings or conclusions given by such tools (Naresh, 2020). The community
health tool built from this dissertation relies on quantitative analysis and publicly available data,
both of which address the limitations of the many qualitative community assessment tools
currently in use.
Using the PROGRESS Framework for Tool Development
As discussed previously, the diagnostic tool is based on the PROGRESS framework for
prognostic research (Hemingway et al., 2012). The term prognosis refers to the risk of future
health outcomes in individuals with a disease, risk factor, or health condition, and prognosis
research is the investigation into the relationship between future outcomes among individuals
with a given baseline state of health (Hemingway et al., 2012). This type of research is often
conducted with the goals of improving an individual’s health and mitigating the risk of future
adverse outcomes. There are four pillars of the PROGRESS framework: (1) Review the course
of the condition in the context of the nature and quality of current care; (2) Identify specific
factors that are associated with prognosis; (3) Develop, validate, and assess the impact of
statistical models that predict individual risk of a future outcome; (4) Use prognostic information
to help tailor treatment decisions to an individual or group of individuals with similar
characteristics (Hemingway et al., 2012). In this dissertation, I have previously reviewed the
literature regarding community decline and the relationship between individual and community
health. The results from my previous work on factor analysis provide insight as to what specific
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factors and indicators may be associated with the health of a community. Thus, the remainder of
this dissertation will focus on addressing the third pillar to develop, validate, and assess the
impact of a statistical model to predict future community decline based on the previously
identified factors. Applying the model to assess individual or subgroup risk is out of scope for
this dissertation but will be pursued in future work.
TRIPOD Reporting of a Diagnostic Tool
Although prognosis research and the development of predictive models is growing as the
rate of individuals living with one or more diseases or health-impairing conditions accelerates
globally, evidence suggests that the quality of reporting of prediction model studies is generally
poor (Mathers, Loncar, 2006). Clear reporting in all aspects of prediction model development
can expose potential sources of bias and allow us to better assess the usefulness of prediction
models. The TRIPOD Initiative is a set of recommendations for the reporting of studies
developing, validating, or updating a prediction model, whether for diagnostic or prognostic
purposes (Moons et al., 2015). TRIPOD provides a checklist of reporting criteria authors should
meet, including a specification of data sources, sample size, statistical methods, model
performance criteria, and limitations, among others. It is recommended that a completed
checklist be submitted alongside the research addressing the development of diagnostic or
predictive tools. To facilitate clarity, a completed TRIPOD checklist for the development of my
community health diagnostic tool is included in appendix D to this work.
Background on Statistical Methods Used for Tool Development
As stated previously, the purpose of my dissertation is to develop a diagnostic tool of a
community’s health. Although there are multiple statistical methods supporting this aim which
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are discussed below, note that these techniques are simply a means to an end and are not the
focus of my dissertation.
Factor Analysis
The indicator variables considered for use in this tool were based on the results of a factor
analysis which included more than 100 publicly available variables potentially relating to
community health. As mentioned previously, factor analysis is often used when there are a large
number of variables (generally more than twenty) the researcher wishes to consider as it can
bring the number of variables down to a more manageable amount while allowing the researcher
to examine the underlying structure of the data. Factor analysis uses multiple avenues to achieve
this. Variables entered into the analysis are screened for relevance to the construct as well as
multicollinearity. In the previous factor analysis, this screening resulted in only 78 of the 104
variables being included in the next step, which transforms the input variables into a smaller
number of composite variables, called factors. Factors are made up of linear combinations of the
input variables in such a way that the variance of the first factor is maximized. Although a factor
analysis produces as many factors as the number of input variables, this maximization of the
variance allows the researcher to drop the less contributing factors while maintaining much of
the information provided in the original data. This type of analysis has been previously applied to
public health research; a 1978 study used factor analysis to calculate an index of county health
for the state of Mississippi using a large set of variables potentially related to health (Hightower,
1978). More recently, a study by Scott, Barker, and Richardson used a similar data reduction
technique on a large dataset of publicly available environmental variables to evaluate the
potential burden of environmental factors on age-adjusted cancer mortality (Scott, Barker,
Richardson, 2019).
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There are many types of factor analysis, each with their own strengths and limitations,
but the factors referenced in this research were created using the maximum-likelihood method.
This method utilizes the correlation matrix to calculate the factors. Unlike other popular
methods, such as the principal component method, which builds the first factor to explain the
greatest amount of total variation in the data and chooses each additional factor to explain the
greatest share of variance not explained by the previous composites, the maximum-likelihood
method prioritizes modeling for the covariance among the observed variables using both
common and unique factors (i.e., "error terms"); this minimizes the potential for falsely inflating
the relative importance of the observed variables in the factors. The factor analysis also applied
an orthogonal varimax rotation to the resulting factor loadings; this tends to make the output
easier to interpret by aligning variables with similar loadings on the matrix diagonal. Such an
alignment groups the observed variables in descending order of importance by the factor that
best represents them.
For each county, the factor analysis also generates a score for each factor. This score is
calculated by multiplying the inverse of the variable correlation matrix by the pattern matrix of
indicator variables, and in this case gave each county a set of values, one for each factor, to
designate how that county performed on each factor relative to the other counties.
Logistic Regression
Logistic regression is commonly employed to model the probability of the occurrence of
a discrete or categorical outcome variable, often binary, such as the presence or absence of a
disease. In the referenced analysis above, logistic regression was used to model the probability of
a county having an increase in life expectancy from 2000 to 2018 with the factor scores as the
explanatory variables. In the development of the diagnostic tool for a community’s health, I
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constructed a logistic regression model using the same binary life-expectancy indicator as the
outcome and the subset of variables with a high factor loading as potential explanatory variables.
Stepwise selection was used to include or exclude the variables from this subset when building
the final model.
Stepwise selection is a modification of the forward selection procedure such that after
each step in which a variable is added to the model, all previously included variables are
examined to ensure their significance level has not been pushed above the specified exit criteria
(NCSS, 2018). If a variable is found to no longer meet the significance threshold, it is removed
from the model. This selection technique provides a more robust and flexible approach than
other commonly used methods, such as forward and backward selection. Stepwise selection
requires two significance levels: one for adding variables and one for removing variables;
additionally, the cutoff probability for adding variables should always be less than the cutoff
probability for removing variables so there is no danger of creating an infinite loop.
Discriminant Analysis
Discriminant analysis is a classification technique used when the criterion or dependent
variable is discrete or categorical and the predictor variables are binary, ordinal, or interval in
nature. This type of analysis is often used to assess the adequacy of a classification where group
assignments are known beforehand. Discriminant analysis is used here to show how accurate the
logistic regression model is by defining what percentage of counties were correctly classified
into categories of either an increase or decrease in life-expectancy. This is known as the
classification rate. With a classification analysis such as this, the outcome of interest is the
correctness of the classification based on the predictor variables. Note that I am not attempting to
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improve upon the life-expectancy estimates themselves, but rather explore whether the identified
variables can be used to correctly predict the trend in life expectancy over time.
In summary of the statistical techniques discussed above as related to the development of
the predictive diagnostic tool: previous exploratory factor analysis is used to determine which
variables to include in the model; logistic regression is used to build the model that the tool will
use to predict a community’s health status based on the identified variables; and discriminant
analysis is used to evaluate the efficiency and effectiveness of the tool.
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CHAPTER III
METHODS
The PROGRESS framework is upfront with the admission that there is no consensus on
the ideal way to build a prognosis model, although models with multiple variables are believed to
provide more accurate and discerning predictions, while simpler models are favored for clinical
practice (Royston, Moons, Altman, Vergouwe, 2009). With that in mind, PROGRESS makes the
following recommendations for the development of prognostic models: select clinically relevant
candidate predictors for possible inclusion in the model; evaluate the quality of the data; create a
plan for missing values and related data handling decisions; choose a strategy for selecting the
variables in the final model; decide how to model continuous variables; and select the measure(s)
of model performance or predictive accuracy (Royston et al., 2009).
My strategy for selecting relevant predictors was to use the variables with a loading of at
least 0.5 in the three previously identified factors as potential explanatory variables in the final
model. The loading cutoff of 0.5 is based on literature suggesting only variables with loading
estimates of an absolute value of 0.5 or higher should be considered relevant in exploratory
factor analysis (Hair et al., 2010). All variables were collected from some of the largest and most
well-known, national-level, reputable, sufficiently granular, and regularly updated datasets,
ensuring high quality data for the model construction. A full list of the data sources used in this
research is included in appendix A. My plan to address missing, outlying, and suspicious data
values is outlined in the data collection and preparation section below. I built a logistic
regression model using the binary increase or decrease in life-expectancy between 2000 and
2018 as the outcome and the set of identified indicator variables as potential predictors with a
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stepwise selection procedure to evaluate which variables would be included in the model. This is
discussed in greater detail in the statistical analysis section below. Although I recognize the
value of testing for non-linearity in relationships when modeling continuous variables, such
calculations are out of scope for this dissertation, though these types of model refinements will
continue in future work. The primary criteria I will calculate and assess regarding model
performance is the classification rate, though I will also report the area under the curve (AUC)
and the stratified likelihood ratio confidence intervals, all of which are discussed in greater detail
in the statistical analysis section below.
The resulting model will allow for the calculation of a probability score for each county
and the classification of the county’s probability of decline based on the quartiles of this score.
As the model based on the factor scores was statistically significant, I expect the model using the
identified explanatory variables to be statistically significant as well. Such a result will lay the
foundation for future work on refining the model for use in the public health space. After
ensuring comparable performance to the model built from the factor scores, the finalized logistic
regression model is output to an Excel™ workbook to create an interactive prototype of the
diagnostic tool. The workbook allows users to provide the indicator variable values for their
community and receive the community’s probability level and the top protective and adverse
influences in return. This tool will continue the translation of publicly available data relating to
community health into practical, useful, and actionable predictions that may improve community
health and health equity across the country by highlighting communities at risk of decline and
identifying opportunities for early intervention.
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Data Sources
The diagnostic tool for a community’s health utilizes the results of a factor analysis
model based on over 100 publicly available demographic, environmental, and social measures to
identify potential variables to include in the model. The publicly available data sources used in
this work were identified from a systematic review of the literature. For each identified data
source, all variables available at the county level were secured to ensure the resulting database
was as inclusive as possible. Sources include the ACS, BRFSS, CBP, CDC, CMS, DEA, HRSA,
NAR, NCES, NCHS, NIH, SDWIS, UCR, and USDA. Depending on the frequency of updates
within each data source, variables cover the years 2013 through 2018, with over 85% of the
variables updated in 2016 or later. A table listing all variables, years measured, and sources used
in this research can be found in appendix A.
Life-expectancy estimates by county were taken from the Institute for Health Metrics and
Evaluation (IHME) U.S. county profiles. IHME is an independent population health research
center at the University of Washington School of Medicine; they provide precise measurements
on health issues of national and international concern and make this information freely available
to the public (Institute for Health Metrics and Evaluation, 2020). The IHME life-expectancy
profiles are based on over 80,000 different data sources to produce life-expectancy estimates at
the county level. They define life expectancy as the number of years that the average member of
a group can expect to live at birth. As discussed previously, the change in life expectancy used in
this research was calculated by subtracting the 2000 estimate from the 2018 estimate. Positive
values corresponded to a categorical increase in life expectancy during this period and negative
values corresponded to a categorical decrease.
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Data Collection and Preparation
All data were extracted from the above sources and saved as an Excel™ file. The files
were imported into SAS Enterprise Guide® version 9.4 and merged into a single dataset using
the county federal information processing standard (FIPS) codes. Each county-level variable
procured from the identified data sources was checked for incorrect values, such as negative
numbers when the variable did not represent a change over time, and character values in a
numeric variable. These spurious observations were coded as missing. Any variable missing
more than 20% of counties was excluded from the analysis. To control for the effects of missing
data when variables had less than 20% of counties missing, I imputed a value for the countylevel data using the state’s average. A full list of the excluded and supplemented variables is
available in appendix B. After controlling for missing data, all variables were normalized for
variation in county size and population density using a percentage or rate. Finally, outliers in
each variable were identified using the rule of any value more than 1.5 times the interquartile
range (IQR) above or below the variable’s median. Values that fell outside of this range were
verified from the original data source (e.g., suspicious values in census data were checked
against the original values from the ACS available on the American FactFinder website).
Statistical Analysis
As previously stated, the indicator variables considered for use in this tool were based on
the results of a factor analysis which included more than 100 publicly available variables
potentially relating to community health. A full list of these variables and their sources is
available in appendix A. The resulting scores from the factor analysis were used as the
explanatory variables in a logistic regression modeling the probability of a county having an
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increase in life expectancy between 2000 and 2018. The classification rate, calculated using
discriminant analysis, was used to assess the accuracy of the model.
Logistic Regression with Stepwise Selection
For this analysis, logistic regression is used to model the probability of a county having
an increase in life expectancy from 2000 to 2018 with the subset of indicator variables with a
factor loading of at least 0.5 on the three identified factors as potential explanatory variables.
Although it was not expected to be an issue with over 3,000 counties, as per the
recommendations from the PROGRESS framework, I ensured there were at least 10 counties per
indicator variable to adequately power the regression analysis. Logistic regression assumes all
explanatory variables are independent and have minimal multicollinearity, which occurs when
variables are highly correlated with each other and which can significantly bias the results of the
analysis. Pearson correlations were used to check for multicollinearity among these variables
prior to the creation of the three factors, which helps to satisfy this assumption. Each potential
indicator variable was added stepwise to the model using an automated stepwise selection
procedure with p < 0.05 and p > 0.1 as enter and exit criteria, respectively. The results of the
logistic regression add a significance value to the performance of the indicator variables in
predicting the category of change in life expectancy. This also enables me to evaluate which
variables may be having a protective or harmful effect on life expectancy.
Calculation of Probability Scores and Categories
From the results of the logistic regression model using the indicator variables, a
probability score is calculated for each county as the sum of the products of the county values of
each indicator variable and its regression coefficient (Adams, Leveson, 2012). To examine the
performance of the diagnostic tool, counties are classified as at low, moderate, or high
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probability of an adverse life expectancy change based on the quartiles of this score. Counties in
the first quartile are classified as at high probability of decline and those in the fourth quartile are
classified as at low probability of decline. The middle two quartiles are classified as at moderate
probability of decline. This three-category outcome further mitigates any potential bias from
variation in the life-expectancy estimates. I acknowledge the limitation of quartiles as an
artificial mathematical cut off imposed upon the scores. In conjunction with this classification
plan, I also examined the distribution and frequencies of the scores to ascertain whether a more
relevant categorization protocol might reveal itself (i.e., natural breaks in the distribution).
Although out of scope for this study, future work could focus on correlating established healthy
and declining communities to their probability score to determine more meaningful cutoffs, such
as the work that has been done regarding cholesterol levels in the Framingham study (Castelli,
Anderson, Wilson, Levy, 1992).
Model Evaluation and Performance
Evaluation of the performance of the model includes assessing calibration and
discrimination. Calibration is assessed using discriminant analysis to calculate the classification
rate for the indicator variable logistic regression model. Discriminant analysis does not make any
strong normality assumptions about the independent variables that other techniques such as a
multivariate analysis of variance (MANOVA) do; a sample size of at least twenty observations in
the smallest group is usually adequate to ensure robustness of the classifications. Again, with
over 3,000 counties, this is not a concern. Outliers can cause severe problems in discriminant
analysis, which is why each variable was screened for outliers using the method noted
previously. Multicollinearity can also significantly impact the classification process; again,
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checking the Pearson correlations prior to the factor analysis mitigates the presence of
multicollinearity within the relevant subset of variables.
The classification rate of the logistic regression model built using the three factor scores
was 70% (Kurtycz, Lyerla, 2020). The classification rate of the indicator variable model is
compared to the classification rate from the model built from the three factor scores to ensure
comparable performance. A classification rate within 5% will be considered comparable and will
allow me to progress with the indicator variable model. Model discrimination is evaluated by
examining likelihood ratios and their associated 95% confidence intervals (Cis) stratified by the
three probability score categories to determine whether the tool is informative. Overlapping
likelihood ratio CIs would suggest the tool needs further refinement such as accounting for nonlinearity of relationships and variable weighting (R Core Team, 2013). The results also display
the AUC statistic to assess the model’s usefulness in practice; generally, an AUC of less than 0.6
would suggest the model needs further refinement (Hosmer, Lemeshow, 2004).
Diagnostic Tool Deployment
After assessing model calibration and discrimination, the finalized model is output to an
Excel™ workbook to produce a prototype of the prediction tool. In the workbook, users are able
to enter values for each indicator variable to receive the community’s probability category as a
result. The model coefficients are stored in a hidden sheet in the file and cell references are used
to access the values from the user interface and perform the necessary calculations. The tool
output also includes a table which highlights both the top protective and adverse influences in the
community, as well as separating the influences by whether they are influenceable or not (e.g.,
The percent of the population under 18 would likely not be influenceable but the percent of the
population using tobacco could be). The top three protective and adverse influences, identified
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by the indicator variable’s contribution to the probability score, are displayed in the output.
Variable contributions are listed and sorted by ascending and descending order on a hidden sheet
within the workbook. Again, cell references are used to update the influence table on the user
interface page. A blue-gray color formatting rule is applied to the list of indicator variables, with
gray designating non-influenceable variables (e.g., the percent of the population under 18) and
blue designating influenceable variables (e.g., the percent of the population using tobacco). Once
complete, the workbook is planned to be published online for public use. The workbook is
locked prior to release so no hidden sheets may be revealed or modified, and no modifications
may be made to the formatting.
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CHAPTER IV
RESULTS
Life Expectancy
Figure 1 below shows that the distribution of life expectancy for the 2018 estimate, the
2000 estimate, and the difference in life expectancy between 2000 and 2018 are all
approximately normally distributed.

Figure 1: Histogram of the 2018 life-expectancy estimate, the 2000 life-expectancy estimate, and
the change in life expectancy between 2000 and 2018 (from left to right)

In Table 1, the average life expectancy in 2018 was 77.5 years and the average in 2000
was 76.3 years; on average, county life expectancy increased by 1.2 years between 2000 and
2018. Changes in life expectancy range from a loss of 7.5 years to a gain of 16.5 years.
Table 1: Life expectancy descriptive statistics (in years)
Variable
2018 Life
Expectancy
2000 Life
Expectancy
2000-2018 Change
in Life Expectancy

Mean

Std
Dev

Minimum Maximum Skewness Kurtosis N

77.5

3.0

62.4

98.0

0.2

2.4

3142

76.3

2.0

64.8

83.9

-0.4

0.5

3142

1.2

1.7

-7.5

16.5

1

7.4

3142
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Figure 2 shows a scatterplot between the 2000 and 2018 life-expectancy estimates and a
scatterplot between the 2000 life-expectancy estimate and the change in the estimate between
2000 and 2018. The life-expectancy estimates in 2000 and in 2018 have a strong positive
correlation (r = 0.845). The scatterplot of the 2000 estimate by the change in the estimate
provides a visual of the number of counties in decline or improvement; points below the
horizontal line at zero change are highlighted in red in the figure and indicate counties in decline,
while those above the line are highlighted in green and indicate improvement. Approximately
19% of counties have experienced a decrease in life expectancy between 2000 and 2018 and
81% have experienced an increase.

Figure 2: Scatterplot of 2000 and 2018 life-expectancy estimates by county (left), and of 2000
life-expectancy estimate and 2000-2018 change in life expectancy by county (right)

The outcome variable for the analysis is binary, indicating either an increase or decrease
in the life-expectancy estimate for the county over the 2000-2018 period. A breakdown of this
variable, which validates the percentages shown in Figure 2, can be seen in Table 2.
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Table 2: Frequencies and percentage for binary change in life expectancy between
2000 and 2018
2000-2018 Change in Life Expectancy

Frequency

Decrease
Increase

601
2541

Percent
19.1%
80.9%

Potential Indicator Variables
Results from the previous factor analysis are shown in Table 3 for variables with a
loading of at least 0.5 on the three factors (variables highlighted in gray denote negative
loadings). The thirty-four variables listed below met the criteria for possible inclusion in the
diagnostic tool. Twenty-two of the variables were represented most strongly by the
socioeconomic factor, and six each were represented most strongly in the lifestyle and
community and the culture and environment factor, respectively.
Table 3: Abbreviated factor loadings for the three community health factors on the dataset of
publicly available, county-level variables
Rotated Factor Pattern (Loadings > [0.5])
Lifestyle and Community
Socioeconomic (Factor 1)
Loading
Loading Environment and Culture (Factor 3) Loading
(Factor 2)
% Reporting Fair/Poor Health
0.93
% Housing Burden
0.68
Avg Household Size
0.77
% > 14 Poor Physical Health Days 0.90
% Exercise Access
0.59
% Under 18
0.75
% in Poverty
0.90
% w/ College Degree
0.58
% Speaking Little/No English
0.54
% Receiving Public Assistance
0.84
% Single
0.58
% Widowed
-0.53
% Households w/ 1 or Fewer
% > 14 Poor Mental Health Days 0.81
Dentists per 10,000
0.52
-0.55
Occupants per Room
Public to Private Insurance Ratio
0.80
Avg Hours Worked
-0.55
% Over 65
-0.80
% Using Tobacco
0.78
% Female Headed Households
0.74
% Insufficient Sleep
0.70
% Separated
0.64
% Children Eligible for Free Lunch 0.61
% Households w/ < 2 Vehicles
0.60
% Low BW Infants
0.60
% Inactive
0.59
Stroke Hospitalization Rate
0.54
Diabetes Incidence Rate
0.52
IMR
0.51
% White
-0.51
% Excessive Drinking
-0.66
Labor Force Participation Rate
-0.69
% w/ Internet Access
-0.73
Median Income
-0.77
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As a preliminary step, I ran individual logistic regression models using each of the thirtyfour indicator variables as the sole predictor of binary change in life expectancy. All variables
were significant with an alpha of less than 0.05 except the percent under 18 years of age and the
percent of households with one or fewer occupants per room. Both variables were judged as
weak predictors and excluded from the stepwise regression.
Stepwise Logistic Regression
First Iteration
The first iteration of the model with the stepwise selection criteria chose fourteen of the
thirty-two remaining indicator variables for inclusion in the model. The model was statistically
significant (p < 0.001) and had a reasonable AUC of 0.804. However, several indicator variables
were directionally significant in a way that did not align with expectations or current
understanding of the metric. For example, both the percent of infants born with a low birthweight
and the percent of the population engaging in excessive drinking were associated with a higher
probability of an increase in life expectancy between 2000 and 2018.
Further, the percent of the population identifying as White (non-Hispanic) was associated
with a lower probability of an increase in life expectancy during the period. It is possible that the
percentage White is expressing a phenomenon in which the generally lower life expectancy of
communities with high minority populations was more likely to show an improvement over the
last eighteen years than the already high life expectancies of largely White communities. It is
also possible that this could be reasonably associated with a lack of change among counties with
a large low-socioeconomic status White population, as we know that generational poverty is a
primary driver for low life expectancy at the population level for all groups. However, the goal
of this diagnostic tool is to provide a framework for public health professionals to assess and
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address community health needs; with a non-intuitive direction of the percentage White variable,
the validity of the tool and underlying model will be in question and the tool may not be utilized.
Therefore, the directionality of percentage White needs to be addressed.
After verifying both the data and methodology to ensure no errors were made in the
coding or interpretation of the results, these three relationships that did not make intuitive or
theoretical sense remained. In the individual logistic regression models mentioned previously to
screen for weak predictors, all three of these variables were statistically significant. However,
both the percentage White and the percentage engaging in excessive drinking maintained the
direction of their non-intuitive relationship with the binary life-expectancy indicator. Although
the percentage of infants born with a low birthweight showed the expected negative coefficient
in the individual logistic regression, the directionality transformed to positive with the addition
of many of the other potential indicator variables, including the percent using tobacco, the
percent inactive, and the percent utilizing public assistance, all of which were included in the
initial stepwise selection model.
These results suggest that some statistical phenomenon such as the effects of a suppressor
variable, confounding variable, or a spurious correlation may be affecting the model. This
analysis and others like it also assume and model linearity in relationships between the
explanatory and outcome variable, rather than more complex relationships such as parabolic,
exponential, or quadratic; it could be that these three variables in particular do not share a direct
linear relationship with the binary life expectancy outcome. Unfortunately, as expressed in the
methods section, modeling these more complex relationships is out of scope for this iteration of
the diagnostic tool, although refinements to address these types of relationships will continue in
future work. The most straightforward approach to address these relationships at this stage was
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to remove these three variables from the pool of potential indicators. When removed, the
resulting model maintained comparable predictive power with a more parsimonious subset of the
indicator variables. Thus, the percent of infants born with a low birthweight, the percent of the
population engaging in excessive drinking, and the percent of the population that identifies as
White (non-Hispanic) were removed from the list of potential indicator variables and the
stepwise selection procedure was performed again on the twenty-nine remaining indicator
variables.
Final Model
In the second iteration, stepwise selection chose seven of the twenty-nine variables for
inclusion in the final model, which was statistically significant (p < 0.001) with an AUC of
0.787. The results in Table 4 below are presented as odds ratios, which represent the effect of the
indicator variable on the probability of an increase in life expectancy over the 2000-2018 period.
An odds ratio below one means the indicator variable is associated with lower odds of the
outcome occurring and an odds ratio greater than one shows the indicator variable is associated
with higher odds of the outcome occurring.
Table 4: Odds ratio estimates and 95% confidence intervals from the final stepwise logistic
regression model of binary change in life expectancy
Odds Ratio Estimates and Wald Confidence Intervals
Indicator Variable
Percent Receiving Public Assistance
Percent Using Tobacco
Percent Inactive
Median Household Income (in thousands)
Percent with a Housing Burden
Percent Single
Percent Speaking Little to No English
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OR Estimate
0.98
0.91
0.97
1.06
1.11
1.07
1.08

95% Confidence Limits
0.95
0.99
0.87
0.95
0.94
0.99
1.04
1.07
1.07
1.15
1.05
1.10
1.03
1.12

As previously stated, discriminant analysis was used to calculate the classification rate of
the final model. In Table 5, we can see that the model correctly classified 71.6% of the counties
that had a decrease in life expectancy between 2000 and 2018, and 68.9% of the counties that
had an increase in life expectancy between 2000 and 2018, for an overall classification rate of
70.2%. This rate was within the 5% threshold of comparability to the previous classification rate
of the model built from the three factor scores (Kurtycz, Lyerla, 2020).
Table 5: Classification results for counties in the United States based on the discriminant analysis
of binary change in life expectancy between 2000 and 2018
Classification of Change in Life Expectancy
Observed/Predicted

Decrease

Increase

Total

Decrease

430
(71.6%)

171
(28.4%)

601

Increase

790
(31.1%)

1,751
(68.9%)

2,541

Total

1,220

1,922

3,142

Probability Score Calculation and Classification
Raw Probability Scores
As previously stated, probability scores were calculated for each county as the sum of the
products of the county values of each indicator variable and its regression coefficient from the
final model. The estimated regression coefficients for each of the seven indicator variables and
their level of significance can be seen in Table 6. Note that the directionality and magnitude of
the estimates correspond with those of the indicator variable odds ratios from Table 4; variables
with odds ratios less than one show a negative coefficient in Table 5 and variables with odds
ratios above one show a positive coefficient. The largest positive coefficient belongs to the
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percent of the population with a housing burden and the largest negative coefficient belongs to
the percent of the population using tobacco.
Table 6: Analysis of regression coefficients from the final stepwise logistic regression model of
binary change in life expectancy
Analysis of Coefficient Estimates
Indicator Variable
Percent Receiving Public Assistance
Percent Using Tobacco
Percent Inactive
Median Household Income (in thousands)
Percent with a Housing Burden
Percent Single
Percent Speaking Little to No English

Estimate
-0.025
-0.098
-0.033
0.054
0.103
0.070
0.075

p-value
0.0241
<.0001
0.0135
<.0001
<.0001
<.0001
0.0004

From the probability score calculation, Table 7 below shows the resulting scores range
from -0.8 to 10.2, with an average of 3.
Table 7: Raw probability score descriptive statistics
Variable
Mean Std Dev Minimum Maximum N
Raw Probability Score 3
1.5
-0.8
10.2
3142

Transformed Probability Scores
To make this score more intuitive, I applied a transformation so scores would range
precisely from 0 to 10 by adding 0.8 to each score and multiplying it by 0.98. The descriptive
statistics from the transformed score can be seen in Table 8 below. Alongside the new mean of
3.5, the quartiles of this score are 2.6, 3.3, and 4.1 for the lower quartile, median, and upper
quartile, respectively. Although the histogram and boxplot of the transformed scores in Figure 3
show that the distribution is somewhat skewed to the right, there are no natural breaks in the
distribution that suggest a more relevant categorization protocol than the quartiles. Thus, the
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quartiles below are used to classify the counties into either the low, moderate, or high probability
of decline groups as previously documented.
Table 8: Transformed probability score descriptive statistics
Variable Name
Mean
Standard Deviation
Minimum
Lower Quartile
Median
Upper Quartile
Maximum
Skewness
Kurtosis
N

Transformed Probability Score
3.5
1.4
0
2.6
3.3
4.1
10
0.9
1.5
3,142

Figure 3: Histogram (right) and boxplot (left) of the transformed probability score

Probability Score Categorization
Using the quartiles, counties were classified into the high probability of decline category
when the score was below 2.6 and into the low probability of decline category when the score
was above 4.1; all other counties were classified as at moderate probability of decline. The
frequencies for this categorization are visualized in Figure 4 below. As would be expected from
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using the quartiles, the number of counties classified into the high and low groups are similar,
and almost twice as many counties are classified into the moderate group.

Figure 4: Bar chart of the probability score categorization of the counties
Stratified Likelihood Ratio Confidence Intervals
As noted previously, likelihood ratio confidence intervals for the county showing an
increase in life expectancy between 2000 and 2018, stratified by the probability score
categorization, are used to assess discrimination of the model. This calculation is recommended
by the PROGRESS framework in addition to AUC and classification rates to assess model
performance. Table 9 shows that a county categorized as at low probability of decline is between
5.8 and 16.7 times more likely to show an increase in life expectancy compared to a county
categorized as at moderate probability of decline, and a county at moderate probability of decline
is between 3.5 and 5.2 times more likely to show an increase in life expectancy compared to a
county at high probability of decline. Lastly, counties classified as at a low probability of decline
are between 24.5 and 71.2 times more likely to show an increase in life expectancy compared to
counties at a high probability of decline.
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Table 9: Stratified likelihood ratios and 95% confidence intervals of binary change in life
expectancy
Likelihood Ratio Estimates and 95% Confidence Intervals
Likelihood Ratio
Estimate
Low Probability vs Moderate Probability 9.4
Moderate Probability vs High Probability 4.3
Low Probability vs High Probability
40.2
Stratification Comparison

95% Confidence
Limits
5.8
16.7
3.5
5.2
24.5
71.2

Classification by County Type and Region
To further investigate the classification of county probability, I examined the frequencies
of categorization by whether the county was classified as mostly rural or urban according to the
U.S. census bureau. The results in Table 10 show that of the 1,976 counties classified as rural,
more than 88% are classified as at moderate or high probability of decline, and less than 12% are
classified as at a low probability of decline. For urban counties, 90% are classified as at low or
moderate probability of decline and only 10% are classified as at a high probability of decline.
Table 10: Probability categorization by county type
Probability Categorization by County Type (Rural or Urban)
Probability Category Rural County Urban County Total
233
555
788
Low Probability
(11.8%)
(47.6%)
(25.1%)
1,076
495
1,571
Moderate Probability
(54.4%)
(42.4%)
(50.0%)
667
116
783
High Probability
(33.8%)
(10.0%)
(24.9%)
Total
1,976
1,166
3,142
The map in Figure 5 below provides further insight as to where the healthy and declining
counties are located within the United States. Green represents counties at low probability of
decline, blue represents counties at moderate probability of decline, and red represents counties
at high probability of decline. The highest concentration of high probability counties appears in
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the southern and Midwest regions, and the highest concentration of low probability counties
appear along the east and west coasts.

Figure 5: Map of county probability categorization

Diagnostic Tool Deployment
Deployment of the model to the Excel™ prototype tool was completed following the
methods outlined previously. The user interface of the tool is shown in Figure 6 below. As
described in the tool instructions, users enter the values from their community for each of the
seven indicator variables as either a percent or, for median household income, a dollar amount
expressed in thousands. The community’s categorical probability of decline and the top three
protective and adverse influences in the community are updated as the user enters values for the
indicator variables.
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Figure 6: User interface of prototype Excel™ tool
Figure 7 displays the tool output using indicator variable values from Kent County,
Michigan as an example. The model coefficients are stored in a hidden sheet in the file and cell
references are used to access the values from the user interface and perform the necessary
calculations. To identify the top three protective and adverse influences, variable contributions
are listed and sorted by ascending and descending order on a hidden sheet within the workbook
and again, cell references are used to update the influence tables on the user interface page. The
blue-gray color formatting rule discussed previously is used to distinguish influenceable
variables and non-influenceable variables, respectively. The variables classified as influenceable
are in blue and include the percent using tobacco, the percent inactive, and the percent receiving
public assistance. The variables classified as non-influenceable are in gray and include the
percent single, the percent under a housing burden, the percent speaking little to no English, and
the median household income.
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Figure 7: User interface of prototype Excel™ tool with values from Kent County, MI
Based on these values, Kent County is currently classified as at a low probability of
decline. The top protective influences in the community are the median household income, the
percent single, and the percent under a housing burden, all of which are non-influenceable
variables. The top adverse influences in the county are the percent using tobacco, the percent
who are inactive, and the percent receiving public assistance, all of which are influenceable.
For comparison, Figure 8 displays the tool output using indicator variable values from
Muskegon County, Michigan, a neighboring county to Kent. Despite their proximity, Muskegon
county shows higher values for public assistance, tobacco use, percent inactive, and housing
burden, as well as lower values for median income, percent single, and little to no English
compared to Kent county. Based on these values, Muskegon County is currently classified as at a
moderate probability of decline. The top protective influences in the community are the median
household income, the percent single, and the percent under a housing burden, and the top
adverse influences in the county are the percent using tobacco, the percent who are inactive, and
the percent receiving public assistance.
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Figure 8: User interface of prototype Excel™ tool with values from Muskegon County, MI
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CHAPTER V
DISCUSSION
Addressing the Research Questions
In my research questions, I asked whether there exists a subset of the top loading
variables from the three previously identified community health factors such that a logistic
regression model using these variables as explanatory indicators may achieve statistical
significance in predicting category of life-expectancy. The final model used stepwise selection to
identify seven of the top loading variables from the community health factors that were
statistically significant in predicting binary change in life expectancy between 2000 and 2018,
allowing me to answer my first research question in the affirmative. From there I asked whether
a prognostic model built from this subset of variables can produce comparable significance and
accuracy of life-expectancy classification to the model based on the factor scores. The
classification rate of the final stepwise model was 70.2% and the classification rate of the factor
score model was 70%; further, both models were highly statistically significant with p-values
less than 0.001 (Kurtycz, Lyerla, 2020). These results show that the stepwise model is
comparable to the factor score model in both significance and accuracy of life-expectancy
classification. Further, the results support the use of this predictive diagnostic tool to evaluate a
community’s health and encourages the future development of other tools using similar
methodology.
Assessing Model Performance
As stated above, the results of the stepwise logistic regression show that the seven
selected variables are statistically significant when predicting category of life expectancy. The
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final model had an AUC of 0.787. Previously, I had stated that an AUC of less than 0.6 suggests
a model needs further refinement; the AUC associated with this analysis shows that the model is
already appropriate for use and refinement is not immediately necessary. Further, model
discrimination was assessed through examining the likelihood ratio confidence intervals,
stratified by the three categories of probability. I stated that overlapping confidence intervals
would suggest the model needs further refinement to be useful in practice. Within the three
categories of comparison, there were no confidence intervals that overlapped, which again
supports this model for current use. However, refinement could still be useful in improving
discrimination as the model showed significantly less certainty when distinguishing between
moderate and high probability counties than either of the other two comparisons.
Although the stepwise model had a comparable classification rate to the model built from
the factor scores, the misclassification rate is still rather high. However, it should be noted that
the consequences of a false positive in this situation (i.e., a county being classified as at moderate
or high probability of decline when it is actually low) would likely include increased attention to
and perhaps even funding of public health initiatives and community betterment activities, which
even healthy communities could benefit from.
Publicly Available Data in the Final Model
The results of the previous logistic regression model built with the factor scores implied
that the decline of a community may be able to be predicted with very little input data, which
would make it easier for smaller and poorer communities with potentially fewer resources to
utilize the proposed diagnostic tool to evaluate the health of their community. This implication
was validated when the stepwise selection procedure identified a subset of only seven of the
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more than 100 publicly available variables originally collected for this research that were able to
achieve comparable significance and accuracy to predictions made using the factor score model.
These seven variables are supplied by only two sources; the percent receiving public
assistance, the percent under a housing burden, the percent single, the percent speaking little to
no English, and the median household income were all retrieved from the ACS, and the percent
using tobacco and the percent inactive were retrieved from the BRFSS. Of the dozens of sources
used in this research, it is interesting that only two are used to supply the data needed for the
diagnostic tool. Although the inclusion of more sources would have validated the inclusive and
generalized methodology of data collection for this research, relying on only two data sources to
utilize the tool significantly simplifies the process of assessing a community’s health. In
addition, the two sources used (ACS and BRFSS) are arguably the largest, most well-known, and
most robust sources for publicly available data in the United States; inclusion of these two
sources simultaneously validates the relevance and importance of the data these sources collect
while legitimizing this tool.
Factor Representation in the Final Model
Of the seven variables identified for inclusion in the final model, four had high loadings
under the socioeconomic factor, two had high loadings under the community and lifestyle factor,
and one had a high loading under the culture and environment factor. This de facto weighting of
the factors in the diagnostic tool mirrors the relative importance of each factor in representing the
underlying structure of the publicly available, community-level data (Kurtycz, Lyerla, 2020).
Previously, a high score on the socioeconomic factor was associated with lower odds of
an increase in life expectancy between 2000 and 2018 (Kurtycz, Lyerla, 2020); of the four
variables with high loadings in that factor (percent receiving public assistance, percent inactive,
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percent using tobacco, and median household income), all but median household income were
associated with lower odds of an increase in life expectancy, which aligns with expectations. A
high score on the community and lifestyle factor was previously associated with higher odds of
an increase in life expectancy during the period (Kurtycz, Lyerla, 2020); both indicator variables
with high loadings in that factor (percent single and percent under a housing burden) showed an
association with higher odds of an increase in life expectancy. A high score on the culture and
environment factor was also associated with higher odds of an increase in life expectancy over
time, and the one variable with a high loading in that factor (percent speaking little to no
English) expressed this association as well (Kurtycz, Lyerla, 2020).
Indicator Variable Explanations
The seven indicator variables identified by the stepwise procedure for inclusion in the
diagnostic tool are the percent receiving public assistance, the percent using tobacco, the percent
who are inactive, the median household income (in thousands of dollars), the percent under a
housing burden, the percent who are single, and the percent speaking little to no English. The
significance of these seven variables in the tool suggests that they may be useful markers for
predicting the future decline of a community, however, it does not necessitate there be a strong
rationale for why these variables are predictive.
With that in mind, in the following sections I discuss in broad and generalized terms
potential explanations supporting inclusion of these seven variables in the model, and what may
be driving their protective or adverse influence on the change in life expectancy over the period;
however, note that this is an observational study and results are not intended to be interpreted as
causative. In addition, although the odds ratios corresponding with these indicators are small
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relative to the null ratio of 1.0, the large number of observations (i.e., counties) that these ratios
are based on magnifies the associations so that even small deviations may show significance.
Percent Receiving Public Assistance
The percent receiving public assistance includes benefit programs such as Medicaid, the
Supplemental Nutrition Assistance Program (SNAP), housing assistance such as provision of
public housing and rent subsidies, welfare programs such as Temporary Assistance for Needy
Families (TANF), and disability support for adults and children (Bureau of Labor Statistics,
2018). These programs are funded by the federal government and provide assistance to
Americans in need. Today, it is estimated that 59 million Americans (roughly 19% of the
population) receive some type of public assistance during an average month, with the largest
program, SNAP, supporting some 40 million people (Dautovic, 2021).
The model shows that a higher percentage of the community receiving public assistance
is associated with lower odds of an increase in life expectancy over time. This association may
be due in part to the criteria for eligibility for these benefits, which are meant to target lowincome individuals. A 2012 government survey of program participation revealed that the
average American receiving some type of assistance identified as Black (non-Hispanic), had less
than a high-school education, was unemployed, and was part of a female-headed household with
children under 18 years of age (Irving, Loveless, 2015). Many of these characteristics were
included as variables in the previous factor analysis and loaded highly into the socioeconomic
factor, meaning that the percent receiving public assistance could be acting as a proxy for these
community characteristics. In the tool, this variable is classified as influenceable due to the
control government leaders can assert over this variable through changes in policy.
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It is interesting to note that the model selected this indicator for inclusion in the tool
rather than poverty, which would likely represent a similar dimension of the community.
However, compared to poverty as a relatively passive state, participation in public assistance
programs is meant to be dynamic, with individuals migrating in and out of the programs
depending on their current need. The same government report showed that people were receiving
benefits from one or more of these programs, on average, for less than two years, with the
exception of TANF, where participants usually received benefits for less than one year (Irving,
Loveless, 2015). Thus, the inclusion of this variable in the tool may capture not only the
characteristics of the disadvantaged portion of the community, but also the efforts being made by
the government and the individuals themselves to improve their circumstances. Future
refinement of the model may show that this indicator is not well represented by a linear
relationship. This is supported by the variable coefficient and odds ratio, which are the smallest
among the variables selected for inclusion in the model. With refinement, it may be that
increases in the percent of the community receiving public assistance are associated with a shortterm increase in probability of decline followed by a long-term reduction in that probability.
Percent Using Tobacco
Tobacco use may be defined as any habitual use of the tobacco plant leaf and its
products, with the most common method being smoke inhalation of cigarettes, pipes, and cigars
(Al-Ibrahim, Gross, 1990). In the model, a higher percentage of the community using tobacco is
associated with lower odds of an increase in life expectancy over the period. Tobacco use has
many negative health impacts over time, including a documented association with shorter life
expectancy which is consistent with both its inclusion and directional significance in the model
(Kaplan, Anderson, Kaplan, 2007). In fact, tobacco use had the largest negative coefficient and
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odds ratio among the variables selected for inclusion in the model, which may underline the
negative effects of tobacco use in the population. Higher rates of tobacco use have also been
observed in the lower income and in the African American community, both populations which
show generally shorter life expectancies and more risk of adverse health from multiple causes
(Bennet, Wolin, Robinson, Fowler, 2011). In the tool, tobacco use is defined as an influenceable
variable because of the success of many smoking cessation programs, both governmentsponsored and commercial, at reducing tobacco use among the population (Rosenbaum, Rieke,
Byrnes, 2014).
Percent Inactive
In the US National Health Interview Survey by the CDC, adults are classified as inactive
if they do not report any sessions of light, moderate, or vigorous leisure-time physical activity for
at least 10 minutes during an average day (United States Department of Health and Human
Services, 2014). By that measure, approximately 25 percent of U.S. adults are considered
inactive or sedentary; the reporting further detailed that women are more likely to be inactive
then men, minorities are more likely to be inactive than non-Hispanic Whites, and those who are
unemployed, in poverty, and who have public or no health insurance are more likely to be
inactive than those who are employed, not in poverty, and have private health insurance (United
States Department of Health and Human Services, 2014). In the model, the percent of the
community who do no physical activity is associated with lower odds of an increase in life
expectancy. This is consistent with the literature; just as regular exercise is associated with
positive health effects, a sedentary lifestyle has a well-documented negative impact on both
health and longevity (Katzmarzyk, Lee, 2012). The percent inactive was classified as an
influenceable variable in the tool; much like tobacco use, this is due to the long history of
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success of many individual and community-level programs in establishing or increasing the
activity level among participants (Nguyen, Potvin, Otis, 1997).
Median Household Income
As of 2019, the median household income in the U.S. was $68,703, which was up 6.8%
from the 2018 median income of $64,324 (Semega, Kollar, Shrider, Creamer, 2020). For
comparison, poverty level guidelines this year show that a four-person household is considered
to be in poverty at an income of $26,500 or less (ASPE, 2021). In the model, an increase in the
community’s median income (represented in thousands of dollars) is associated with higher odds
of an increase in life expectancy. This is consistent with the literature as a positive relationship
between high socioeconomic status (e.g., higher income) and longer life expectancy is well
established, as is the relationship between poverty and shorter life expectancy (Chetty, Stepner,
Abraham, Lin, Scuderi, Turner, Bergeron, Cutler, 2016). In the tool, the median income is
classified as a non-influenceable variable. This is due to a lack of any direct impact individuals
or groups (e.g., government) has over a community’s median income. Although the government
has the power to set a minimum wage, this variable is much more likely to be influenced
indirectly by phenomena such as inflation and unemployment (Gould, Wolfe, 2019).
It is also important to note that although median household income is an often reported
and utilized measure of a community’s socioeconomic health, it is not free from bias. Criticisms
of this measure in recent years include concerns that reporting of median household income does
not consider the household size supported by that income, nor the large discrepancies in cost of
living across the country (Gould, Mokhiber, 2020); an income of $50,000 for a single individual
in rural Arkansas would support a much different lifestyle than the same income for a family of
six in southern California. Further, a single point estimate of median income fails to express the
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state of income inequality in a community, including components like the gender-gap and racial
disparities (Gould, Mokhiber, 2020). Further refinement of the tool may substitute or supplement
this measure with one that would more effectively target these concerns, such as the income
inequality ratio or the community’s average household size.
Percent Under a Housing Burden
Housing burden is defined as more than 30% of household income spent on housing
(Housing Affordability, 2020). This cap on affordable housing was established through the
Brooke amendment to the fair housing act of 1968, stating that lower-income individuals should
not be forced to pay more than a quarter of their income towards housing; congress raised the
cap to 30% in the early 1980s (History of Fair Housing, 2020). In recent years, it has been
argued by economists and those in the mortgage industry that this number is arbitrary and does
not take into account individual family-needs (e.g., household size), sacrifices in housing quality
made to maintain affordability, or cost-of-living discrepancies across the country (Office of
Policy Development and Research, 2015). Yet, this 30% rule continues to be used and referenced
in both government and commercial housing policy (Tarpley, 2020). Historically, banks would
not grant mortgages to buyers where the payment would be more than 28% of their income,
however changes to the industry, including increases in loan automation through technology,
more liberal qualifying criteria, and new types of mortgages, have allowed for a far greater
number of homeowners to comfortably surpass this threshold in recent years (Justiniano, 2015),
(Tarpley, 2020).
In the model, the percent under a housing burden is associated with higher odds of an
increase in life expectancy. Given the background on this metric, I hypothesize that there could
be two distinct populations experiencing a housing burden – those of lower socioeconomic status
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who are truly struggling to pay for housing, and those of higher socioeconomic status who are
choosing to allocate a larger proportion of their income to housing. As the negative impact of
housing burden may be represented by other indicators in the model (e.g., tobacco use), housing
burden in the advantaged population could be considered more of a lifestyle choice and the
situational context surrounding this choice (e.g., higher income) is consistently associated with
longer life expectancy (Schwarts, Wilson, 2008).
The percent under a housing burden is classified in the tool as a non-influenceable
variable. Much like median household income, there is no clear evidence that individuals or
groups have much direct control over cost of housing. The government does have the ability to
establish affordable housing for low-income families and to provide housing assistance (Bureau
of Labor Statistics, 2018). However, the percent of the community under a housing burden is
again more likely to be influenced by inflation or by cultural trends, such as Americans’ desire
for large homes (Pinsken, 2019).
Percent Single (Never Married)
Although “single” as a marital status may sometimes reflect the sum of all never married,
widowed, and divorced people, in this model the percent single refers specifically to those who
have never been married (United States Census Bureau, 2020), There has historically been a
positive impact on life expectancy for married couples compared with those who have never
been married (Schone, Weinick, 1998). However, societal changes and shifts in cultural norms
over the last two decades have made it more acceptable for couples to live together and to
experience the health benefits of a stable and loving relationship without becoming legally
married (Perelli-Harris, Hoherz, Addo, Lappegård, Evans, Sassler, Styrc, 2018). There is also
evidence to suggest that specifically the rise in acceptance of LGBTQ+ relationships, including
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the expansion of medical insurance coverage for same-sex partners, has resulted in improved
health outcomes across this population that were previously exclusive to heterosexual marriages
(Tulier, 2017).
The percent single is classified in the tool as a non-influenceable variable. Although
much like tobacco use and inactivity, individuals have freedom of choice to engage in
matrimony or to forgo it, but regardless of cultural shifts this institution will likely always hold a
place of importance in our society, particularly for those identifying as religious (Wilcox,
Wolfinger, 2007). Further, this is a variable towards which any government spending or
intervention program are unlikely to be targeted.
Percent Speaking Little to No English
The U.S. Census Bureau uses four categories of English language ability for households
that report speaking a language other than English at home: those that speak English “very well,”
“well,” “not well,” and “not at all” (Nelson, 2013). The percent of the community speaking little
to no English is a sum of those who report speaking English “not well” and “not at all.” This
variable was associated with higher odds of an increase in life expectancy over the period. There
is a documented relationship in the United States between foreign-born residents and a longer
life expectancy (Mehta, Elo, Engelman, Lauderdale, Kestenbaum, 2016). As the percent foreignborn was not eligible for inclusion in the model due to a large amount of missing data, the
percent of the population speaking little to no English may be acting as a proxy for this variable
in the tool.
The relationship between foreign-born residents and longevity may be due in part to the
idea that the foreign-born population is not a random sample from the country they left but rather
are selected based on positive health, behavioral, and socioeconomic characteristics (Crimmins,
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Soldo, Kim, Alley, 2005). Further, the effects of cultural-buffering may give the foreign-born
population stronger ties to their family and make them less likely to engage (at least initially) in
the generally less-healthy American lifestyle; this could also be at least partially responsible for
the foreign-born population’s generally longer life expectancy (Cho, Frisbie, Hummer, Rogers,
2004). In addition, although the U.S. does not have a national language, English is the most
commonly used and de facto national language (English Language Unity Act, 2017). Therefore,
it is a reasonable assumption that those who speak little to no English are either currently, or in
the process of becoming, bilingual. Being bilingual has been previously associated with a range
of health benefits, including longevity (Kavé, Eyal, Shorek, Cohen-Mansfield, 2008).
The percent speaking little to no English is classified as a non-influenceable variable
within the tool. Although there have been efforts throughout our country’s history to force
English on the population, these efforts have been largely motivated by racist beliefs and should
not be encouraged (Wiley, Wright, 2004). Moreover, it is likely that those who currently speak
little to no English will slowly improve their English proficiency as they assimilate into
American culture; this is particularly true for the younger generation of non-English speakers
who are shown to be less likely to carry on their native language (Rumbaut, Massey, 2013).
Probability Categorization by County Type and Region
The results of the probability classification by county type showed that a much higher
proportion of rural counties are at a moderate or high probability of decline compared to urban
counties. This is consistent with emerging literature finding that rural areas mostly lag behind
non-rural areas in the United States on almost all measures of economic health and prosperity
(Belden, 2021). Recent findings on rural distress show that from 2014 to 2018, 43% of rural
counties experienced negative employment growth compared with just 17% of non-rural
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counties, and 91% of rural counties saw a decline in their prime working-age population in the
last 10 years, with half losing 10% or more (Belden, 2021).
Additionally, the map of the probability categorizations mirrors the findings of similar
county-level maps which visualize different facets of community health, including lifeexpectancy (Mariotto et al., 2018). The granularity of the county-level map allows for some
surprising revelations; focusing on Michigan as an example, some may expect the East side of
the state where Detroit is located to show a higher probability of decline compared to other areas,
yet the map shows Detroit and surrounding areas to be at low probability of decline and
highlights the real concern are the counties located in the northern half of the state. This
classification reflects the relative success of efforts made to revitalize Detroit over the last
decade (Williams, 2017), (Hunter, MacDonald, 2017). The results from the county type
classifications and probability map further validate the classifications made by the model and the
outcomes of the predictive diagnostic tool.
Diagnostic Tool Deployment
As demonstrated in the previous chapter, the finalized model was output to an Excel™
workbook to produce a prototype of the prediction tool. This tool is available for public use at
the following link: Diagnostic Tool of a Community's Health.xlsx (https://1drv.ms/x/s!At11zZb44j9m1UOYY7F3PntrdDi?e=w5YKvr). In addition to the user interface shown in the
results, the tool has an additional sheet titled Tool Information; this sheet contains details on
where users may go to access indicator variable values for their community and documents the
tool in the context of this dissertation. A copy of this sheet can be found in appendix C.

62

Use and Application of the Diagnostic Tool
The diagnostic tool developed through this work is intended to be used by public health
professionals to evaluate and monitor the health of a community. Specifically, the tool may be
used for economic and ROI analysis to evaluate or model the impact of a community benefit
program affecting one or more of the indicator variables on the community’s probability of
decline. This would also be a powerful tool to analyze the ROI of both intended and unintended
consequences of policy over time, as well as being utilized for the assessment of the continuation
of the non-profit hospital community benefit tax break at the county level, which totals billions
of dollars each year (Bannow, 2019).
The tool may also prove useful in hotspot analysis and targeting; especially with the
decreasing capacity of public health across most areas of the country, the ability to identify and
target an indicator variable which is having a significant impact on the population through a
change in life expectancy is helpful. Further, the diagnostic tool can and should also be used for
proactive monitoring and preventive care. As previously discussed, preventative measures such
as screening tools may catch an issue sooner than it would otherwise present with symptoms,
allowing for early intervention that minimizes suffering and reduces the cost of care. Again, just
as individuals are recommended to schedule regular checkups with their physician, a
community’s health should be evaluated at regular intervals so that emerging issues, if present,
may be uncovered and addressed rather than responding to a declining community with a
kneejerk reaction intervention.
The diagnostic tool will also be an asset to public health, which has a tendency to silo
itself into different areas; this tool forces the examination of a community’s health from a system
level that may facilitate conversations between segments of public health that may not otherwise
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have occurred. These segments may have varying levels of capacity to deal with emerging issues
but by encouraging connection between the different areas, resources may be more efficiently
distributed. This systems-level evaluation also ties the diagnostic tool back to the evaluations
facilitated by the many qualitative community assessment tools currently in use, but again, this
tool has the benefit of bypassing the subjective and data-collection intensive limitations of the
qualitative tools. Finally, the theory supporting this work is that communities would benefit from
being treated how we currently treat individual health; the use of this diagnostic tool will help
facilitate the treatment of entire communities as individuals as public health professionals work
towards national improvements in health equity.
Research Strengths and Limitations
By relying on publicly available data sources, community health research such as this
have the benefit of data that are methodically collected and organized. A publicly available data
source also allows researchers to replicate and build upon previous work. A slight disadvantage
of these data is the relatively low frequency of updates. Although these national-level, publicly
available sources are refreshed annually at the most; these data generally have little variability
over a 12-month timeframe, which makes them acceptable for use in this research. Like most
survey data, there is the possibility of human error from publicly available measures that rely on
self-reporting, such as the BRFSS. Respondents may misinterpret the question or choose to
deliberately provide false information for fear of judgment at their true response. Despite this,
the strengths of publicly available data, including the reliability of the data and the known
timeline for updates, outweigh the limitations.
Another strength of this research are the methods of analysis. The pool of potential
indicator variables to include in the diagnostic tool were limited to those identified by the
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previous factor analysis as important to expressing the dimensionality and underlying structure
of the publicly available data. Factor analysis is an effective and robust data reduction technique.
Additionally, logistic regression is a reputable method for building a model of a binary outcome,
which in this case was the change in life-expectancy estimate between 2000 and 2018.
Discriminant analysis is also a robust classification method for establishing the accuracy of the
model, which does not make strong normality assumptions about the explanatory variables the
way other common methods require.
I again acknowledge that a significant limitation of this study is that community and
county are not generally interchangeable terms. The geographic unit of observation for this
analysis was debated on multiple occasions. County was chosen because there is a larger amount
of publicly available data covering a variety of components related to how a community
functions at that level (demographics, environment, social structure, etc.). Future research may
explore this type of modeling at other granularities but for this first iteration of the tool, I felt it
was important to have access to as much data as possible. An additional limitation on using
county-level data is that I expect large variations occurred in both the explanatory and outcome
variables within each county. The RWJF life-expectancy model already highlights the
differences in life expectancy that can occur in areas only a few blocks apart, and many of the
indicator variables will suffer from this same variation; for example, much of a community may
be wealthy but have pockets of poverty that are hidden by aggregated values. This may have
significantly impacted the results from the analysis and therefore, the classification and outcomes
of the tool.
Although built on county-level estimates, the tool itself does not prevent users from
entering values at other community levels (e.g., zip code area, census tract, state) as values are
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simply required to be entered as percentages of the community which is being evaluated.
However, variations in how these indicators present and interact at those other granularities may
cause the resulting classification and output to be less accurate than the model demonstrated
using county-level data. In addition, although using census tract as the community may provide
additional granularity to the prediction, I would caution that this level has significant limitations,
including unavailable or censored data due to privacy concerns. Census tracts also lack the
element of identity present in states, counties, and zip code areas; very few individuals could tell
you their census tract of residence. Lastly, this tool is meant to support public health
professionals and provide insight as to what community betterment activities may prove most
valuable based on a community’s needs; note that funding for these sorts of interventions is
generally provided on a state or county level, and rarely for a specific zip code or census tract.
Therefore, it is recommended this tool be used only with county-level estimates.
Lastly, in addition to the limitations of county-level measures detailed above, variables
dropped from the analysis due to missing more than 20% of data may have added valuable
information to the model. This was seen in the discussion regarding the percent speaking little to
no English as an indicator variable in the tool. Further, measures with less than 20% of the
counties missing data had any missing values supplemented by state averages. While using
averages generally reduces the variability of the measure, this may affect a community’s
classification, particularly when multiple missing values are present.
Areas of Future Research
Future directions of this research will include establishing a weighted component to this
model that will place increased emphasis on the indicator variables with the greatest predictive
power. I will also continue to add refinements such as accommodating non-linear relationships
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between the indicator variables and life expectancy. I would also like to work on validating and
increasing the precision of the tool’s predictions using techniques such as bootstrapping and a
retrospective analysis of the indicator variables using a longer or more distant time period.
In relation to the probability score, further work could focus on correlating established
healthy and declining communities to their calculated score to determine more meaningful
cutoffs. There continue to be opportunities to refine the categories, such as exploring optimal
grouping with minimal loss of information within Gaussian distributions (Cox, 1957). In
accordance with the PROGRESS framework, I would also like to apply the model to assess
individual or subgroup probability of decline, particularly focusing on different race and
ethnicity subpopulations. Lastly, I do eventually plan to explore this type of analysis at other
granularities, such as zip code area and census tract, and compare them to the results discussed
here.
Conclusions
This work has shown that it is possible to predict the trend of community health using
identified indicator variables from publicly available, community-level data. The insights gained
from this research may begin to allow public health professionals to tailor future health
improvement projects toward the variables highlighted by the tool as the top adverse or
protective influences in the community, acting then as a planning guide so that they may work
toward improvement in their community’s health. The results of this research increase awareness
of what influences contribute to variations in life-expectancy estimates between communities
and highlights the opportunity for publicly available variables to act as early warning signs
signaling a community’s decline. By evaluating the relative size of the odds ratios and the
contribution of these publicly available indicator variables to the probability score to evaluate
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changes in life expectancy over the eighteen-year timespan, I have provided guidance as to
where public health professionals may consider targeting future health improvement projects.
Most importantly, the development of this predictive diagnostic tool will allow counties to screen
for the decline of their communities and provide public health professionals a chance to
intervene and work towards nationwide improvement in population health. This research
continues the ongoing process of transforming publicly available data into predictive action that
may improve community health and health equity across the country, so that people are
positively impacted by the community in which they live.
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Source
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS
ACS

Category
Births
Births
Births
Births
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Demographics
Employment
Employment
Employment
Employment
Employment
Employment
Employment
Environment
Environment
Environment
Environment
Environment
Health
Health
Households
Households
Households
Households
Households
Households
Households
Households
Households
Households
Migration
Migration
Migration
Poverty
Poverty
Poverty

Variable Name
% Births to Women in Poverty
% Births to Women on Public Assistance
% of Births to Unmarried Women
Fertility Rate
% 65 and Older
% Black or African American
% Divorced
% Females
% Foreign-Born Population
% Hispanic
% Not a U.S. Citizen
% Separated
% Single
% Speaking English Less Than "Very Well"
% Veterans
% White
% Widowed
% with a College Degree (Excluding Associates)
% with a Disability
% with Less Than a High School Education
% Younger than 18
Population Density (People per sq. mi)
% Employed Outside the County
% Employed Outside the State
% with Full time Employment
Average Hours Worked per Week
Labor Force Participation Rate
Median Income (Household)
Unemployment Rate
% Access to Exercise Opportunities
% Housing with Severe Problems
% Vacant Housing
Ratio of Owner to Renter Occupied Housing
Residential Segregation Index
% with Health Insurance
Ratio of Public to Private Health Insurance
% Children in Single-Parent Households
% Female-Headed Households
% Households with Less Than 2 Vehicles
% Households with One or Fewer Occupants per Room
% of Households with Internet
% of Households without Phone Service
% Speaking English at Home
% with Severe Housing Burden (> 30% of Monthly Income)
Average Household Size
Median Home Value
% Migration from Different Country
% Migration from Different County within State
% Migration from Different State
% At or Below Poverty Level
% Children in Poverty
% Receiving Public Assistance
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Last Refresh
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2018
2015
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017
2017

Included in CHR
no
no
no
no
yes
yes
no
yes
no
yes
no
no
no
yes
no
yes
no
no
no
yes
yes
no
no
no
no
no
no
no
no
yes
yes
no
yes
yes
yes
no
yes
no
no
no
no
no
no
yes
no
no
no
no
no
no
yes
no

ACS
BRFSS
BRFSS
BRFSS
BRFSS
BRFSS
BRFSS
BRFSS
CBP
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CDC
CMS
CMS
CMS
DEA
HRSA
HRSA
HRSA
NCES
NCHS
NIH
SDWIS
UCR
USDA
USDA
USDA
USDA
USDA
USDA
USDA
USDA
USDA
USDA

Social
Health
Health
Health
Health
Health
Health
Health
Social
Births
Births
Births
Disease
Disease
Disease
Disease
Disease
Disease
Disease
Environment
Environment
Environment
Environment
Environment
Environment
Environment
Environment
Environment
Environment
Health
Poverty
Health
Health
Health
Environment
Environment
Environment
Environment
Poverty
Births
Disease
Environment
Environment
Environment
Environment
Environment
Environment
Environment
Environment
Environment
Households
Households
Households

% Disconnected Youth
% Physically Inactive
% Reporting "Fair" or "Poor" Overall Health
% Reporting > 14 Poor Mental Health Days a Month
% Reporting > 14 Poor Physical Health Days a Month
% Reporting Excessive Alcohol Use
% Reporting Insufficient Sleep
% Using Tobacco
Social Associations Rate (# Memberships per 10,000)
% Low Birthweight Infants
% Preterm Births (< 37 weeks)
Infant Morality Rate
Chlamydia Rate
Diabetes Incidence Rate
Diabetes Prevalence Rate
Heart Disease Hospitalization Rate
HIV Prevalence Rate
Obesity Prevalence Rate
Stroke Hospitalization Rate
% Living Near a Highway (150m or Less)
% with Park Access
Average "Unhealthy" Air Quality Days per Year (Ozone Index > 100)
Average Fine Particulate Matter (Air Quality)
Average Annual UV Exposure
Average Heat Wave Days a Year (90+ degrees F)
Average Weeks of Moderate or Worse Drought a Year
County Type (Rural or Urban)
Pharmacies per 100,000
Primary Care Physicians (PCP) per 1,000
Leisure Time Physical Activity (LTPA)
Income Inequality Ratio
% Participation in Mammography Screening
% Receiving Annual Flu Vaccination
Preventable Hospitalization Rate
Designated High Drug Trafficking County (Yes/No)
Dentists per 10,000
Hospitals per 100,000
Mental Health Providers per 10,000
% Children Eligible for Free or Reduced Lunch
Teen Birth Rate
Cancer Rate
Drinking Water Violations (Yes/No)
Violent Crime Rate
% Farmers Markets Accepting SNAP
Farmers Markets per 1,000
Fast food Restaurants per 1,000
Food Environment Index
Full Service Restaurants per 1,000
Grocery Stores per 1,000
Recreation and Fitness Facilities per 1,000
% of Low Income with Low Food Access
% with Food Insecurity
% with Low Food Access
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2017
2017
2016
2016
2016
2016
2016
2016
2016
2017
2017
2016
2016
2013
2013
2016
2015
2013
2016
2018
2016
2014
2014
2015
2016
2016
2017
2016
2016
2013
2016
2016
2016
2016
2017
2017
2018
2018
2017
2017
2016
2017
2016
2016
2016
2014
2018
2014
2014
2014
2015
2015
2015

yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
no
yes
yes
no
yes
no
yes
yes
no
no
no
no
no
no
no
no
yes
no
yes
yes
yes
yes
yes
yes
no
yes
no
yes
yes
yes
no
yes
yes
no
no
no
yes
no
no
no
no
yes
yes

List of All Variables with Missing Data

Appendix B
List of All Variables with Missing Data
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Variable Name
% Missing
% Births to Unmarried Women
0.4%
% Births to Women in Poverty
1.2%
% Births to Women on Public Assistance
4.6%
% Foreign Born
84.7%
% Living Near a Highway
0.2%
% Low Birthweight Infants
0.7%
% Low Income with Low Food Access
0.7%
% of Children Eligible for Free Lunch
3.9%
% of Children in Poverty
0.1%
% of Children in Single Parent Homes
0.1%
% of Disconnected Youth
55.1%
% of Farmers Markets Accepting SNAP
28.5%
% of Households with No Phone
0.1%
% Participation in Mammography Screening 0.6%
% Premature Births
0.4%
% Receiving Annual Flu Vaccination
0.5%
% with Access to Exercise Opportunities
0.2%
% with Food Insecurity
0.1%
% with Low Food Access
0.7%
% with Park Access
0.2%
Average Fine Particulate Matter
1.2%
Average Leisure Time Physical Activity
0.2%
Cancer Rate
9.4%
Chlamydia Rate
5.0%
Dentists per 10,000
2.7%
Farmers Markets per 1,000
0.1%
Fast Food restaurants per 1,000
0.1%
Food Environment Index
0.6%
Full Service restaurants per 1,000
0.1%
Grocery Stores per 1,000
0.1%
Heat Wave Days per Year
1.1%
High Ozone Days per Year
1.1%
HIV Rate
22.9%
Infant Mortality Rate
2.0%
Mental Health Providers per 10,000
8.0%
PCP per 1,000
6.7%
Pharmacies per 100,000
0.2%
Population Density
0.1%
Preventable Hospitalization Rate
1.2%
Rate of Recreational Facilities
0.1%
Segregation Index
11.0%
Stroke Hospitalization Rate
0.4%
Teen Birth Rate
4.6%
Violent Crime Rate
6.1%
Weeks of Drought per Year
0.2%

Excluded?
No
No
No
Yes
No
No
No
No
No
No
Yes
Yes
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
Yes
No
No
No
No
No
No
No
No
No
No
No
No

(variables with >20% missing were excluded from the analysis)
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Tool Information Sheet
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Tool Information Sheet
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TRIPOD Checklist

Appendix D
TRIPOD Checklist
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Section/TopicItem

Checklist Item

Title

1

Abstract

2

Background
and objectives

3a
3b

4a
Source of data
4b
5a
Participants
5b
5c
6a
Outcome
6b
7a
Predictors
7b
Sample size

8

Missing data

9
10a

Statistical
analysis
methods
Risk groups

10b
10d
11

Page

Title and abstract
Identify the study as developing and/or validating a multivariable
prediction model, the target population, and the outcome to be
predicted.
Provide a summary of objectives, study design, setting,
participants, sample size, predictors, outcome, statistical analysis,
results, and conclusions.
Introduction
Explain the medical context (including whether diagnostic or
prognostic) and rationale for developing or validating the
multivariable prediction model, including references to existing
models.
Specify the objectives, including whether the study describes the
development or validation of the model or both.
Methods
Describe the study design or source of data (e.g., randomized
trial, cohort, or registry data), separately for the development and
validation data sets, if applicable.
Specify the key study dates, including start of accrual; end of
accrual; and, if applicable, end of follow-up.
Specify key elements of the study setting (e.g., primary care,
secondary care, general population) including number and
location of centers.
Describe eligibility criteria for participants.
Give details of treatments received, if relevant.
Clearly define the outcome that is predicted by the prediction
model, including how and when assessed.
Report any actions to blind assessment of the outcome to be
predicted.
Clearly define all predictors used in developing or validating the
multivariable prediction model, including how and when they
were measured.
Report any actions to blind assessment of predictors for the
outcome and other predictors.
Explain how the study size was arrived at.
Describe how missing data were handled (e.g., complete-case
analysis, single imputation, multiple imputation) with details of
any imputation method.
Describe how predictors were handled in the analyses.
Specify type of model, all model-building procedures (including
any predictor selection), and method for internal validation.
Specify all measures used to assess model performance and, if
relevant, to compare multiple models.
Provide details on how risk groups were created, if done.
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Cover
Cover

1-4
6

29
29-30
29=30
30
NA
14-16
14-16
12, 37
31-32
5
30
30-31
24, 30-31
32
31

13a
Participants
13b

Model
development
Model
specification

14a
14b
15a
15b

Model
performance

16

Limitations

18

Interpretation

19b

Implications

20

Supplementary
information

21

Funding

22

Results
Describe the flow of participants through the study, including the
number of participants with and without the outcome and, if
applicable, a summary of the follow-up time. A diagram may be
helpful.
Describe the characteristics of the participants (basic
demographics, clinical features, available predictors), including
the number of participants with missing data for predictors and
outcome.
Specify the number of participants and outcome events in each
analysis.
If done, report the unadjusted association between each candidate
predictor and outcome.
Present the full prediction model to allow predictions for
individuals (i.e., all regression coefficients, and model intercept
or baseline survival at a given time point).
Explain how to the use the prediction model.
Report performance measures (with CIs) for the prediction
model.
Discussion
Discuss any limitations of the study (such as nonrepresentative
sample, few events per predictor, missing data).
Give an overall interpretation of the results, considering
objectives, limitations, and results from similar studies, and other
relevant evidence.
Discuss the potential clinical use of the model and implications
for future research.
Other information
Provide information about the availability of supplementary
resources, such as study protocol, Web calculator, and data sets.
Give the source of funding and the role of the funders for the
present study.
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29-30

35-38
5, 35-42
38-40
38
43
42
37-59
46
59-60
57
NA

