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Abstract—The generalized approximate message passing
(GAMP) algorithm under the Bayesian setting shows advantage
in recovering under-sampled sparse signals from corrupted
observations. Compared to conventional convex optimization
methods, it has a much lower complexity and is computa-
tionally tractable. In the GAMP framework, the sparse signal
and the observation are viewed to be generated according to
some pre-specified probability distributions in the input and
output channels. However, the parameters of the distributions
are usually unknown in practice. In this paper, we propose an
extended GAMP algorithm with built-in parameter estimation
(PE-GAMP) and present its empirical convergence analysis. PE-
GAMP treats the parameters as unknown random variables
with simple priors and jointly estimates them with the sparse
signals. Compared with Expectation Maximization (EM) based
parameter estimation methods, the proposed PE-GAMP could
draw information from the prior distributions of the parameters
to perform parameter estimation. It is also more robust and
much simpler, which enables us to consider more complex signal
distributions apart from the usual Bernoulli-Gaussian (BGm)
mixture distribution. Specifically, the formulations of Bernoulli-
Exponential mixture (BEm) distribution and Laplace distribution
are given in this paper. Simulated noiseless sparse signal recovery
experiments demonstrate that the performance of the proposed
PE-GAMP matches the oracle GAMP algorithm that knows
the true parameter values. When noise is present, both the
simulated experiments and the real image recovery experiments
show that the proposed PE-GAMP is still able to maintain
its robustness and outperform EM based parameter estimation
method when the sampling ratio is small. Additionally, using the
BEm formulation of the proposed PE-GAMP, we can successfully
perform non-negative sparse coding of local image patches and
provide useful features for the image classification task.
Index Terms—Sparse signal recovery, approximate message
passing, parameter estimation, belief propagation, compressive
sensing, non-negative sparse coding, image recovery, image clas-
sification.
I. INTRODUCTION
Sparse signal recovery (SSR) is the key topic in Compres-
sive Sensing (CS) [1]–[4], it lays the foundation for appli-
cations such as dictionary learning [5], sparse representation-
based classification [6], etc. Specifically, SSR tries to recover
the sparse signal x ∈ RN given a M ×N sensing matrix A
and a measurement vector y = Ax+w ∈ RM , where M < N
and w ∈ RM is the unknown noise introduced in this process.
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Fig. 1: A probabilistic view of the sparse signal recovery
[8]: The signal x is estimated given the output vector y, the
channel transition probability functions p(xj |λ), p(yi|zi,θ)
and the transformation matrixA. {λ,θ} denote the parameters
of the probability models and are usually unknown.
Although the problem itself is ill-posed, perfect recovery is
still possible provided that x is sufficiently sparse and A is
incoherent enough [1]. Lasso [7], a.k.a l1-minimization, is one
of most popular approaches proposed to solve this problem:
arg min
x
‖y −Ax‖22 + γ‖x‖1 , (1)
where ‖y−Ax‖22 is the data-fidelity term, ‖x‖1 is the sparsity-
promoting term, and γ balances the trade-off between them.
From a probabilistic view, Lasso is equivalent to a max-
imum likelihood (ML) estimation of the signal x under
the assumption that the entries of x are i.i.d. distributed
following the Laplace distribution p(xj) ∝ exp(−λ|xj |),
and those of w are i.i.d. distributed following the Gaussian
distribution p(wi) ∝ exp (−w2i/2θ). Let z = Ax, we have
p(yi|x) ∝ exp (−(yi − zi)2/2θ). The ML estimation is then
arg maxx p(x,y), which is essentially the same as (1). In
general, SSR can be described by the Bayesian model from
[8], as is shown in Fig. 1.
Under the Bayesian setting it is possible to design effi-
cient iterative algorithms to compute either the maximum a
posterior (MAP) or minimum mean square error (MMSE)
estimate of the signal x. Most notable among them are the
“message-passing” based algorithms [9]–[11]. They perform
probabilistic inferences on the corresponding factor graph
using Gaussian and/or quadratic approximations of loopy
belief propagation (loopy BP), a.k.a. message passing [12].
Based on different inference tasks, loopy BP has two variants:
sum-product message passing for the MMSE estimate of x
and max-sum message passing for the MAP estimate of x.
[9]–[11] proposed the approximate message passing (AMP)
algorithm based on a quadratic approximation of max-sum
message passing. It has low complexity and can be used to find
solutions of Lasso accurately. In fact, AMP is able to match the
performance of theoretical Lasso in noiseless signal recovery
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2experiments [9]. The asymptotic behavior of the variables in
the AMP algorithm can be concisely described by a set of
state evolution equations, and their empirical convergences are
guaranteed in the large system limit for A with i.i.d Gaussian
entries [11].
A. Prior Work
Various methods based on the above AMP framework has
been proposed to perform sparse signal recovery [8], [13],
[14]. [13] treats each AMP iteration as a signal denoising
process and introduces the denoiser constructed from the
Stein’s unbiased risk estimate (SURE) into the AMP al-
gorithm (SURE-AMP). Three Different kernel functions are
also proposed to get linear parameterization of the SURE
based denoiser, which serves as the objective function to
be minimized. [14] also provides an extension to the AMP
algorithm by including a denoiser within the AMP iterations
(D-AMP) and demonstrates its effectiveness in recovering
natural images.
In [8], a generalized version of the AMP algorithm (GAMP)
is proposed to work with essentially arbitrary input and
output channel distributions. It can approximate both the sum-
product and max-sum message passings using only scalar
estimations and linear transforms. Similar to AMP, GAMP can
be described by state evolution equations and its empirical
convergence can also be shown using an extension of the
analysis in [11]. The parameters {λ,θ} in the input and output
channels are usually unknown, and need to be decided for the
AMP/GAMP algorithm. In this paper, we shall propose an
extension to the GAMP framework by treating the parameters
as unknown random variables with simple prior distributions
and estimating them jointly with the signal x.
The Expectation-Maximization (EM) [15] algorithm has
been proposed to perform parameter estimation for the GAMP
algorithm in [16]–[19]. Specifically, EM treats x as the hid-
den variable and tries to find the parameters that maximize
p(y|λ,θ) by maximizing E[log p(x,w;λ,θ)|y, λˆ(t), θˆ(t)] it-
eratively. [17] assumes the signal is generated according to
i.i.d Bernoulli-Gaussian mixture (BGm) distribution and shows
that EM-BGm-GAMP is still able to recover the sparse signals
successfully even if the assumption is not satisfied. In [18], a
more generalized EM based parameter estimation method is
proposed; the complete state evolution analysis and empirical
convergence proofs of said algorithm are also presented as the
theoretical work. While [19] assumes the signal to be i.i.d.
Bernoulli-Gaussian distributed, it also gives the asymptotic
state evolution and replica analysis for the EM parameter
estimation with respect to their derivation of the GAMP
algorithm.
B. Main Contributions
By treating the parameters λ,θ as random variables with
simple priors, we can integrate the parameter estimation and
signal recovery under the same framework: PE-GAMP. This
enables us to compute the posterior distributions of the pa-
rameters directly from loopy belief propagation.
• Sum-product message passing: The “marginal” posterior
distributions {p(λ|y), p(θ|y)} can be obtained.
• Max-sum message passing: The “joint” posterior dis-
tribution {p(λ, x˜|y), p(θ, x˜|y)} can be obtained, where
x˜ are the values that maximizes the joint posterior
distribution.
For the sum-product message passing, if the input and out-
put channel distributions p(x|λ), p(y|z,θ) are simple enough
so that the integration involved in the message passing process
can be computed, the parameter estimation will be automat-
ically taken care of and no special treatments are needed.
However, in practice the channel distributions are usually
complicated, and the integration usually doesn’t have closed-
form solutions. In this case, we can compute the MMSE
or MAP estimates of the parameters λ,θ using Dirac delta
approximations of the posterior distributions and use them
to simplify the message passing process. For the max-sum
message passing, the maximization problem involving multiple
variables can be efficiently solved by using the approximate
maximizing parameters. As can be seen from the Appendix
A,B, the MMSE scalar estimates of the parameters involve
integration and are often quite difficult to compute; MAP
scalar estimates of the parameters are thus preferred since they
are much easier to compute and there are many maximization
methods we can choose from.
Following the line of work on the state evolution analysis
of the AMP related algorithms in [8], [11], [18], we can write
the state evolution equations for the proposed PE-GAMP and
prove the empirical convergences of the involved variables.
Previous EM based parameter estimation methods can only
be used with sum-product message passing, Since it relies
on the marginal probability p(x|y, λˆ(t), θˆ(t)) to compute the
expectation. While the proposed PE-GAMP could be applied
to both sum-product and max-sum message passings, which
gives MMSE and MAP estimations of the signal respectively.
Additionally, the proposed PE-GAMP could draw informa-
tion from the prior distributions of the parameters to perform
parameter estimation. It is also more robust and much simpler,
which enables us to consider more complex signal distributions
apart from the usual Bernoulli-Gaussian mixture distribution.
Specifically, in Section IV and Appendix F, input channels
with three different distributions are considered: Bernoulli-
Gaussian mixture distribution, Bernoulli-Exponential mixture
distribution and Laplace distribution; while the output channel
assumes the noise is additive white Gaussian noise. Both simu-
lated and real experiments demonstrate the advantage the pro-
posed PE-GAMP has over the previous EM based parameter
estimation methods in both robustness and performance when
the sampling ratio is small. With more signal distributions
incorporated to the framework, the PE-GAMP also enjoys
wider applicabilities and provides more possibilities for the
sparse signal recovery task.
II. GAMP WITH BUILT-IN PARAMETER ESTIMATION
The generalized factor graph for the proposed PE-GAMP
framework that treats the parameters as random variables is
shown in Fig. 2. Inference tasks performed on the factor graph
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Fig. 2: The factor graph for the proposed PE-GAMP. “” represents the factor node, and “©” represents the variable node.
λ = {λ1, · · · , λL} and θ = {θ1, · · · , θK} are the parameters. x = [x1, · · · , xN ]T is the sparse signal.
rely on the “messages” passed among connected nodes of the
graph. Here we adopt the same notations used by [8]. Take the
messages being passed between the factor node Φm and the
variable node xn for example, ∆Φm→xn is the message from
Φm to xn, and ∆Φm←xn is the message from xn to Φm. Both
∆Φm→xn and ∆Φm←xn can be viewed as functions of xn.
In the following section II-A and II-B, we give the messages
being passed on the generalized factor graph in log domain for
the sum-product message passing algorithm and the max-sum
message passing algorithm respectively.
A. Sum-product Message Passing
Sum-product message passing is used to compute the
marginal distributions of the random variables in the graph:
p(x|y), p(λ|y), p(θ|y). In the following, we first present the
sum-product message updates equations in the (t + 1)-th
iteration.
∆
(t+1)
Φm→xn = const + log
∫
x\xn,θ
[
Φm (ym,x,θ)
× exp
(∑
j 6=n ∆
(t)
Φm←xj +
∑
v ∆
(t)
Φm←θv
)]
(2a)
∆
(t+1)
Φm←xn = const + ∆
(t+1)
Ωn→xn +
∑
i 6=m ∆
(t+1)
Φi→xn (2b)
∆
(t+1)
Ωn→xn = const + log
∫
λ
Ωn(xn,λ) · exp
(∑
u ∆
(t)
Ωn←λu
)
(2c)
∆
(t+1)
Ωn←xn = const +
∑
i ∆
(t+1)
Φi→xn , (2d)
where x\xn denotes the sequence obtained by removing
xn from x, Φm(ym,x,θ) = p(ym|x,θ) and Ωn(xn,λ) =
p(xn|λ). Similarly, we can write the message updates involv-
ing the variable nodes λl, θk as follows:
∆
(t+1)
Ωn→λl = const + log
∫
xn,λ\λl
[
Ωn(xn,λ)
× exp
(
∆
(t+1)
Ωn←xn +
∑
u6=l ∆
(t)
Ωn←λu
)] (3a)
∆
(t+1)
Ωn←λl = const +
∑
j 6=n ∆
(t+1)
Ωj→λl + log p(λl) (3b)
∆
(t+1)
Φm→θk = const + log
∫
θ\θk,x
[
Φm (ym,x,θ)
× exp
(∑
j ∆
(t)
Φm←xj +
∑
v 6=k ∆
(t)
Φm←θv
)]
(3c)
∆
(t+1)
Φm←θk = const +
∑
i 6=m ∆
(t+1)
Φi→θk + log p(θk) , (3d)
where p(λl), p(θk) are the pre-specified priors of the parame-
ters. The approximated implementations of sum-product mes-
sage passing in terms of (2) and (3) are detailed in Appendix
A. Let Γ(xn),Γ(λl),Γ(θk) denote the factor nodes in the
neighborhood of the variable nodes xn, λl, θk respectively, we
have the following posterior marginals:
p(xn|y) ∝ exp ∆(t+1)xn
= exp
(
∆
(t+1)
Ωn→xn +
∑
Φm∈Γ(xn) ∆
(t+1)
Φm→xn
) (4a)
p(λl|y) ∝ exp ∆(t+1)λl
= exp
(
log p(λl) +
∑
Ωn∈Γ(λl) ∆
(t+1)
Ωn→λl
) (4b)
p(θk|y) ∝ exp ∆(t+1)θk
= exp
(
log p(θk) +
∑
Φm∈Γ(θk) ∆
(t+1)
Φm→θk
)
.
(4c)
Using p(xn|y), the MMSE estimate of x can then be com-
puted:
xˆn = E [xn|y] =
∫
xn
xnp(xn|y) . (5)
B. Max-sum Message Passing
Max-sum message passing is used to compute the “joint”
MAP estimates of the random variables in the graph:
(xˆ, λˆ, θˆ) = arg max
x,λ,θ
p(x,λ,θ|y) . (6)
4For the max-sum message passing, the message updates from
the variable nodes to the factor nodes are the same as the
aforementioned sum-product message updates, i.e. (7b, 7d, 8b,
8d). We only need to change the message updates from the
factor nodes to the variable nodes by replacing
∫
with max.
Specifically, we have the following message updates between
the variable node xn and the factor nodes Φm,Ωn in the (t+
1)-th iteration:
∆
(t+1)
Φm→xn = const + maxx\xn,θ
[
log Φm (ym,x,θ)
+
∑
j 6=n ∆
(t)
Φm←xj +
∑
v ∆
(t)
Φm←θv
] (7a)
∆
(t+1)
Φm←xn = const + ∆
(t+1)
Ωn→xn +
∑
i 6=m ∆
(t+1)
Φi→xn (7b)
∆
(t+1)
Ωn→xn = const + maxλ
[
log Ωn(xn,λ) +
∑
u ∆
(t)
Ωn←λu
]
(7c)
∆
(t+1)
Ωn←xn = const +
∑
i ∆
(t+1)
Φi→xn . (7d)
The message updates involving the variable nodes λl, θk are
then:
∆
(t+1)
Ωn→λl = const + maxxn,λ\λl
[
log Ωn(xn,λ)
+∆
(t+1)
Ωn←xn +
∑
u 6=l ∆
(t)
Ωn←λu
] (8a)
∆
(t+1)
Ωn←λl = const +
∑
j 6=n ∆
(t+1)
Ωj→λl + log p(λl) (8b)
∆
(t+1)
Φm→θk = const + maxθ\θk,x
[
log Φm (ym,x,θ)
+
∑
j ∆
(t)
Φm←xj +
∑
v 6=k ∆
(t)
Φm←θv
] (8c)
∆
(t+1)
Φm←θk = const +
∑
i6=m ∆
(t+1)
Φi→θk + log p(θk) . (8d)
The approximated implementations of the max-sum message
passing are detailed in Appendix B. Similarly, we have the
following posterior distributions that are different from those
in (4):
p(xn, xˆ
(t+1)\xˆ(t+1)n , λˆ
(t+1)
, θˆ
(t+1)|y) ∝ exp ∆(t+1)xn
= exp
(
∆
(t+1)
Ωn→xn +
∑
Φm∈Γ(xn) ∆
(t+1)
Φm→xn
) (9a)
p(xˆ(t+1), λl, λˆ
(t+1)\λˆ(t+1)l |y) ∝ exp ∆(t+1)λl
= exp
(
log p(λl) +
∑
Ωn∈Γ(λl) ∆
(t+1)
Ωn→λl
) (9b)
p(xˆ(t+1), θk, θˆ
(t+1)\θˆ(t+1)k |y) ∝ exp ∆(t+1)θk
= exp
(
log p(θk) +
∑
Φm∈Γ(θk) ∆
(t+1)
Φm→θk
)
,
(9c)
where xˆ, λˆ, θˆ are the maximizing values computed from
(7a,7c,8a,8c) accordingly. The “joint” MAP estimates of the
signal x and the parameters λ,θ are then:
xˆn = arg max
xn
p(xn, xˆ
(t+1)\xˆ(t+1)n , λˆ
(t+1)
, θˆ
(t+1)|y) (10a)
λˆl = arg max
λl
p(xˆ(t+1), λl, λˆ
(t+1)\λˆ(t+1)l |y) (10b)
θˆk = arg max
θk
p(xˆ(t+1), θk, θˆ
(t+1)\θˆ(t+1)k |y) . (10c)
C. Parameter Estimation
The priors p(λl), p(θk) on the parameters are usually chosen
to be some simple distributions. If we do not have any
knowledge on how λ,θ are distributed, we can fairly assume a
uniform prior and treat p(λl), p(θk) as constants. Since λl, θk
are treated as random variables in the PE-GAMP framework,
they will be jointly estimated along with the signal x in the
message-updating process.
1) Sum-product Message Passing: Take λl for example,
in the PE-GAMP, we propose to approximate the underlying
distribution p(t+1)Ωn←λl(λl|y) ∝ exp(∆
(t+1)
Ωn←λl) using Dirac delta
function:
p
(t+1)
Ωn←λl(λl|y) ≈ δ
(
λl − λˆ(t+1)Ωn←λl
)
, (11)
where δ(·) is the Dirac delta function, λˆ(t+1)Ωn←λl can be com-
puted using either the MAP or MMSE estimation:
MAP estimation of λl: λˆ
(t+1)
Ωn←λl := arg maxλl
∆
(t+1)
Ωn←λl (12a)
MMSE estimation of λl: λˆ
(t+1)
Ωn←λl := E[λl|∆
(t+1)
Ωn←λl ] , (12b)
where E[λl|∆(t+1)Ωn←λl ] is the mean of the distribution
1
C exp(∆
(t+1)
Ωn←λl), C is a normalizing constant.
The formulations for the rest parameters can be derived
similarly. The reason behind the choice of Dirac delta ap-
proximation of p(t+1)Ωn←λl(λl|y) is its simplicity, it amounts to
the scalar MAP or MMSE estimation of λl from the posterior
distribution p(t+1)Ωn←λl(λl|y). Other approximations often make
it quite difficult to compute the message ∆(t+1)Ωn→λl in (3a) due
to the lack of closed-form solutions.
The updated messages from the factor nodes to the variable
nodes are then:
∆
(t+1)
Φm→xn = const + log
∫
x\xn
[
Φm
(
ym,x, θˆ
(t)
Φm
)
× exp
(∑
j 6=n ∆
(t)
Φm←xj
)] (13a)
∆
(t+1)
Ωn→xn = const + log Ωn(xn, λˆ
(t)
Ωn) (13b)
∆
(t+1)
Ωn→λl = const + log
∫
xn
[
Ωn
(
xn, λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl
)
× exp
(
∆
(t+1)
Ωn←xn
)]
(13c)
∆
(t+1)
Φm→θk = const + log
∫
x
[
Φm
(
ym,x, θk, θˆ
(t)
Φm\θˆ(t)Φm←θk
)
× exp
(∑
j ∆
(t)
Φm←xj
)]
,
(13d)
where λˆ
(t)
Ωn , θˆ
(t)
Φm are scalar estimates from the previous t-th
iteration at nodes Ωn and Φm respectively.
λˆ
(t)
Ωn =
{
λˆ
(t)
Ωn←λu
∣∣∣u = 1, · · · , L} (14a)
θˆ
(t)
Φm =
{
θˆ
(t)
Φm←θv
∣∣∣ v = 1, · · · ,K} (14b)
52) Max-sum Message Passing: Take λl for example, a
straightforward way to solve the problems in (7c, 8a) is
to iteratively maximize each varaible in {xn,λ\λl} while
keeping the rest fixed until convergence. However, it is inef-
ficient and quite unnecessary. In practice one iteration would
suffice. Hence we propose to use the following solutions as
the approximate maximizing parameters:
λˆ
(t+1)
Ωn←λl = arg maxλl
log Ωn
(
xˆ(t)n , λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl
)
+ ∆
(t)
Ωn←λl .
(15)
The updated messages from the factor nodes to the variable
nodes can be obtained by replacing “
∫
” in (13) with “max”
like before.
3) The PE-GAMP Algorithm: For the rest of the paper,
parameter estimation operations like those in (12, 15) will be
abbreviated by the two functions fΩn←λl(·), fΦm←θk(·).
λˆ
(t+1)
Ωn←λl = fΩn←λl(·) and θˆ
(t+1)
Φm←θk = fΦm←θk(·) . (16)
They are different from the input and output channels estima-
tion functions gin(·), gout(·) defined in [8].
The proposed GAMP algorithm with built-in parameter esti-
mation (PE-GAMP) can be summarized in Algorithm 1, where
qΦ ∈ RM , rΩ ∈ RN can be viewed as some new random
variables created inside the original GAMP framework [8],
and τ qΦ ∈ RM , τ sΦ ∈ RM , τ rΩ ∈ RN are their corresponding
variances. As is done in [8], further simplification will be made
by replacing the variance vectors with scalars when performing
asymptotic analysis of Algorithm 1:
τ qΦ, τ
r
Ω
Replace
====⇒ τ qΦ, τ rΩ . (17)
For the sum-product message passing, PE-GAMP naturally
produces MMSE estimation of x in (21a). After the conver-
gence is reached, we can also compute the MAP estimation of
x using p(xn|y): xˆn = arg maxxn p(xn|y). For the max-sum
message passing, PE-GAMP naturally produces the “joint”
MAP estimation of x in (21a). However, there isn’t any
meaningful MMSE estimation of x in this case.
III. STATE EVOLUTION ANALYSIS OF PE-GAMP
A. Review of the GAMP State Evolution Analysis
We first introduce the definitions as well as assumptions
used in the state evolution (SE) analysis [8] that studies the
empirical convergence behavior of the variables in the large
system limit. It is a minor modification of the work from [11].
Definition 1: A function g(·) : Rr → Rs is pseudo-Lipschitz
of order k > 1, if there exists an L > 0 such that ∀x,y ∈ Rr,
‖g(x)− g(y)‖ ≤ L(1 + ‖x‖k−1 + ‖y‖k−1)‖x− y‖ . (24)
Definition 2: Suppose {v[N ] ∈ RslN , N = 1, 2, · · · } is a se-
quence of vectors, and each v[N ] contains lN blocks of vector
components {v[N ]i ∈ Rs, i = 1, · · · , lN}. The components of
v[N ] empirically converges with bounded moments of order k
Algorithmus 1 GAMP with Built-in Parameter Estimation
(PE-GAMP)
Require: The matrix A ∈ RM×N ; the observation y ∈
RM ; the input and output channels estimation func-
tions gin(·), gout(·); the parameter estimation functions
fΩn(·), fΦm(·).
1: Set s(−1) = 0 and initialize xˆ(0), τxΩ(0), λˆ
(0)
Ωn , θˆ
(0)
Φm .
2: for t = {0, 1, · · · } do
3: Output channel linear update: For each m =
1, · · · ,M
τ qΦm(t) =
∑
n |Amn|2τxΩn(t) (18a)
q
(t)
Φm
=
∑
nAmnxˆ
(t)
n − τ qΦm(t)s
(t−1)
m (18b)
zˆ(t)m =
∑
nAmnxˆ
(t)
n . (18c)
4: Output channel nonlinear update: For each m =
1, · · · ,M
s
(t)
Φm
= gout
(
t, q
(t)
Φm
, τ qΦm(t), ym, θˆ
(t)
Φm
)
(19a)
τsΦm(t) = −
∂
∂q
gout
(
t, q
(t)
Φm
, τ qΦm(t), ym, θˆ
(t)
Φm
)
. (19b)
5: Input channel linear update: For each n = 1, · · · , N
τ rΩn(t) =
[∑
m |Amn|2τsΦm(t)
]−1
(20a)
r
(t)
Ωn
= x(t)n + τ
r
Ωn(t)
∑
mAmns
(t)
m . (20b)
6: Input nonlinear update: For each n = 1, · · · , N
xˆ(t+1)n = gin
(
t, r
(t)
Ωn
, τ rΩn(t), λˆ
(t)
Ωn
)
(21a)
τxΩn(t+ 1) = τ
r
Ωn(t)
∂
∂r
gin
(
t, r
(t)
Ωn
, τ rΩn(t), λˆ
(t)
Ωn
)
.
(21b)
7: Sum-product message passing parameters update: For
each k = 1, · · · ,K and l = 1, · · · , L.
λˆ
(t+1)
Ωn←λl = fΩn←λl
(
t, r
(t)
Ω , τ
r
Ω(t), λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl
)
(22a)
θˆ
(t+1)
Φm←θk = fΦm←θk
(
t, q
(t)
Φ ,y, τ
q
Φ(t), θk, θˆ
(t)
Φm\θˆ(t)Φm←θk
)
.
(22b)
8: Max-sum message passing parameters update: For
each k = 1, · · · ,K and l = 1, · · · , L.
λˆ
(t+1)
Ωn←λl = fΩn←λl
(
t, xˆ(t)n , r
(t)
Ω , τ
r
Ω(t), λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl
)
(23a)
θˆ
(t+1)
Φm←θk = fΦm←θk
(
t, zˆ(t), q
(t)
Φ ,y, τ
q
Φ(t), θk, θˆ
(t)
Φm\θˆ(t)Φm←θk
)
.
(23b)
9: if xˆ(t+1) reaches convergence then
10: xˆ = xˆ(t+1);
11: break;
12: end if
13: end for
14: return Output xˆ;
6to a random vector v ∈ Rs as N → ∞ if: For all pesudo-
Lipschitz continuous functions g(·) of order k,
lim
N→∞
1
lN
lN∑
i=1
g
(
v
[N ]
i
)
= E [g(v)] <∞ . (25)
When the nature of convergence is clear, it can be simply
written as follows:
lim
N→∞
v
[N ]
i
PL(k)
= v . (26)
Based on the above pseudo-Lipschitz continuity and empirical
convergence definitions, GAMP also makes the following
assumptions about the estimation of x ∈ RN [8], [11].
Assumption 1: The GAMP solves a series of estimation
problems indexed by the input signal dimension N :
a) The output dimension M is deterministic and scales
linearly with the input dimension N : limN→∞ NM = β
for some β > 0.
b) The matrix A ∈ RM×N has i.i.d Gaussian entries Aij ∼
N (0, 1M ).
c) The components of initial condition xˆ(0), τxΩ(0) and the
input signal x empirically converge with bounded mo-
ments of order 2k − 2 as follows:
lim
N→∞
(xˆ(0)n , xn)
PL(2k − 2)
= (Xˆ (0),X ) (27a)
lim
N→∞
τxΩn(0) = τ
x
Ω(0) . (27b)
d) The output vector y ∈ RM depends on the transform
output z = Ax ∈ RM and the noise vector w ∈ RM
through some function g(·). For ∀m = 1, · · · ,M ,
ym = g(zm, wm) . (28)
wm empirically converges with bounded moments of
order 2k − 2 to some random variable W ∈ R with
distribution p(w). The conditional distribution of Y given
Z is given by p(y|z).
e) The channel estimation functions gin(·), gout(·) and their
partial derivatives with respect to r, q, z exist almost
everywhere and are pseudo-Lipschitz continuous of order
k.
The SE equations of the GAMP describe the limiting behavior
of the following scalar random variables and scalar variances
as N →∞:
ψin := {(xn, xˆ(t+1)n , r(t)Ωn), n = 1, · · · , N} (29a)
ψout := {(zm, zˆ(t)m , ym, q(t)Φm), m = 1, · · · ,M} (29b)
ψτ := (τ
q
Φ, τ
r
Ω) . (29c)
[8] showed that (29a-29b) empirically converge with bounded
moments of order k to the following random vectors:
lim
N→∞
ψin
PL(k)
= ψin := (X , Xˆ (t+1),R(t)Ω ) (30a)
lim
N→∞
ψout
PL(k)
= ψout := (Z, Zˆ(t),Y,Q(t)Φ ) , (30b)
whereR(t)Ω ,Z,Q(t)Φ are as follows for some computed αr ∈ R,
ξr ∈ R, Kq ∈ R2×2:
R(t)Ω = αrX + V, V ∼ N (0, ξr) (31a)
(Z,Q(t)Φ ) ∼ N (0,Kq) . (31b)
Additionally, for ψτ , the following convergence holds:
lim
N→∞
ψτ = ψτ := (τ
q
Φ, τ
r
Ω) . (32)
B. PE-GAMP State Evolution Analysis
The SE equations of the proposed PE-GAMP are given
in Algorithm 2. In addition to (29a-29c), the state evolution
(SE) analysis of PE-GAMP will study the limiting behavior
of λˆ
(t+1)
Ωn , θˆ
(t+1)
Φm for each n = 1, · · · , N and m = 1, · · · ,M .
Eventually we would like to show that they empirically
converge to the following random vectors for fixed t as
N →∞:
λ
(t+1)
Ωn =
{
λ
(t+1)
Ωn←λl
∣∣∣ l = 1, · · · , L} (38a)
θ
(t+1)
Φm =
{
θ
(t+1)
Φm←θk
∣∣∣ k = 1, · · · ,K} (38b)
To simplify notations, we assume the following for the sum-
product message passing:
h
Ωj
Ωn←λl(·) = ∆
(t)
Ωj→λl +
1
N − 1 log p(λl) (39a)
hΦiΦm←θk(·) = ∆
(t)
Φi→θk +
1
M − 1 log p(θk) (39b)
For max-sum message passing, we assume:
h
Ωj
Ωn←λl(·) = ∆
(t)
Ωj→λl
+
1
N − 1
(
log p(λl) + log Ωn
(
xˆ(t)n , λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl
))
(40a)
hΦiΦm←θk(·) = ∆
(t)
Φi→θk
+
1
M − 1
(
log p(θk) + log Φm
(
ym, xˆ
(t), θk, θˆ
(t)
Φm\θˆ(t)Φm←θk
))
(40b)
Since the parameter estimation of the max-sum message
passing and the MAP parameter estimation of the sum-product
message passing basically have the same form given in (41),
their state evolution analysis can be derived similarly. For the
sake of conciseness, we will only give the empirical conver-
gence proofs for the MAP and MMSE parameter estimations
of the sum-product message passing.
1) MAP Parameter Estimation State Evolution: We can
also write the estimation functions as follows:
λˆ
(t+1)
Ωn←λl = arg maxλl
1
N − 1
∑
j 6=n h
Ωj
Ωn←λl(·) (41a)
θˆ
(t+1)
Φm←θk = arg maxθk
1
M − 1
∑
i 6=m h
Φi
Φm←θk(·) (41b)
7Algorithmus 2 PE-GAMP State Evolution
Require: The matrix A ∈ RM×N ; the observation y ∈
RM ; the input and output channels estimation func-
tions gin(·), gout(·); the parameter estimation functions
fθk(·), fλl(·).
1: Initialize τxΩ(0),θ
(0)
,λ
(0)
and set
Kx(0) = cov
(
X , Xˆ (0)
)
. (33)
2: for t = {0, 1, · · · } do
3: Output channel update:
τ qΦ(t) = βτ
x
Ω(t), K
q(t) = βKx(t) (34a)
τ rΩ(t) = −E−1
[
∂
∂q
gout
(
t,Q(t)Φ , τ qΦ(t),Y,θ
(t)
Φm
)]
(34b)
ξr(t) = (τ rΩ(t))
2 E
[
gout
(
t,Q(t)Φ , τ qΦ(t),Y,θ
(t)
Φm
)]
(34c)
αr(t) = τ rΩ(t)E
[
∂
∂z
gout
(
t,Q(t)Φ , τ qΦ(t), g(Z,W),θ
(t)
Φm
)]
(34d)
where the expectations are over the random variables
Z,Q(t)Φ ,W,Y .
4: Input channel update:
Xˆ (t+1) = gin
(
t,R(t)Ω , τ rΩ(t),λ
(t)
Ωn
)
(35a)
τxΩ(t+ 1) = τ
r
Ω(t)E
[
∂
∂r
gin
(
t,R(t)Ω , τ rΩ(t),λ
(t)
Ωn
)]
(35b)
Kx(t+ 1) = cov
(
X , Xˆ (t+1)
)
, (35c)
where the expectation is over the random variables
X ,R(t)Ω .
5: Sum-product message passing parameters update: For
each k = 1, · · · ,K and l = 1, · · · , L
λ
(t+1)
Ωn←λl = fΩn←λl
(
t,R(t)Ω , τ rΩ(t), λl,λ
(t)
Ωn\λ
(t)
Ωn←λl
)
(36a)
θ
(t+1)
Φm←θk = fΦm←θk
(
t,Q(t)Φ ,Y, τ qΦ(t), θk,θ
(t)
Φm\θ
(t)
Φm←θk
)
.
(36b)
6: Max-sum message passing parameters update: For
each k = 1, · · · ,K and l = 1, · · · , L
λ
(t+1)
Ωn←λl = fΩn←λl
(
t, Xˆ (t),R(t)Ω , τ rΩ(t), λl,λ
(t)
Ωn\λ
(t)
Ωn←λl
)
(37a)
θ
(t+1)
Φm←θk = fΦm←θk
(
t, Zˆ(t),Q(t)Φ ,Y, τ qΦ(t), θk,θ
(t)
Φm\θ
(t)
Φm←θk
)
(37b)
7: if Xˆ (t+1) reaches convergence then
8: Xˆ = Xˆ (t+1);
9: break;
10: end if
11: end for
12: return Output Xˆ ;
In the large system limit N →∞, the state evolution equations
(36) of the parameters update step in sum-product message
passing can then be written as:
λ
(t+1)
Ωn←λl = fΩn←λl(·)
= arg max
λl
E
[
h
Ωj
Ωn←λl
(
t,R(t)Ω , τ rΩ(t), λl,λ
(t)
Ωn\λ
(t)
Ωn←λl
)]
(42a)
θ
(t+1)
Φm←θk = fΦm←θk(·)
= arg max
θk
E
[
hΦiΦm←θk
(
t,Q(t)Φ ,Y, τ qΦ(t), θk,θ
(t)
Φm\θ
(t)
Φm←θk
)]
,
(42b)
where the expectations are over the random variables R(t)Ω and{
Q(t)Φ ,Y
}
respectively.
Our proof of the convergence of the scalars in (14,29) will
make use of the Theorem C.1 from [18] in Appendix C.
First, we give the following adapted assumptions for the MAP
parameter estimation.
Assumption 2: The priors on the parameters: {p(λ),λ ∈
Uλ}, {p(θ),θ ∈ Uθ} and the parameter estimation functions
should satisfy:
a) The priors p(λ) < ∞ , p(θ) < ∞ are bounded, and the
sets Uλ,Uθ are compact.
b) For the sum-product message passing, the following es-
timations are well-defined, unique.
λ∗Ωn←λl =
arg max
λl∈Uλ
E
[
h
Ωj
Ωn←λl(t,R
(t)
Ω , τ
r
Ω(t), λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl)
]
(43a)
θ∗Φm←θk =
arg max
θk∈Uθ
E
[
hΦiΦm←θk(t,Q
(t)
Φ ,Y, τ qΦ(t), θk, θˆ
(t)
Φm\θˆ(t)Φm←θk)
]
,
(43b)
where the expectations are with respect to R(t)Ω and{
Q(t)Φ ,Y
}
.
c) hΩjΩn←λl(·) is pseudo-Lipschitz continuous of order 2 in
rΩn , it is also continuous in λl uniformly over rΩn in
the following sense: For every  > 0, τ˜ rΩ, λ˜ ∈ Uλ, there
exists an open neighborhood ρ(τ˜ rΩ, λ˜) of (τ˜
r
Ω, λ˜ ∈ Uλ),
such that ∀(τ rΩ,λ) ∈ ρ(τ˜ rΩ, λ˜) and all r,∣∣∣hΩjΩn←λl(t, rΩn , τ rΩ,λ)− hΩjΩn←λl(t, rΩn , τ˜ rΩ, λ˜)∣∣∣ <  .
(44)
d) hΦiΦm←θk(·) is pseudo-Lipschitz continuous of order 2 in
(qΦm , ym), it is also continuous in θk uniformly over qΦm
and ym.
82) MMSE Parameter Estimation State Evolution: For the
MMSE parameter estimation, the estimation functions can be
written as follows:
λˆ
(t+1)
Ωn←λl =
∫
λl
λl
exp( 1N−1
∑
j 6=n h
Ωj
Ωn←λl(·))∫
λl
exp( 1N−1
∑
j 6=n h
Ωj
Ωn←λl(·))
(45a)
θˆ
(t+1)
Φm←θk =
∫
θk
θk
exp( 1M−1
∑
i 6=m h
Φi
Φm←θk(·))∫
θk
exp( 1M−1
∑
i6=m h
Φi
Φm←θk(·))
. (45b)
The state evolution equations (36) of the parameters update
step in Algorithm 2 can then be written as:
λ
(t+1)
Ωn←λl = fΩn←λl(·) =
∫
λl
λl
exp(E
[
h
Ωj
Ωn←λl(·)
]
)∫
λl
exp(E
[
h
Ωj
Ωn←λl(·)
]
)
(46a)
θ
(t+1)
Φm←θk = fΦm←θk(·) =
∫
θk
θk
exp(E
[
hΦiΦm←θk(·)
]
)∫
θk
exp(E
[
hΦiΦm←θk(·)
]
)
,
(46b)
where the expectations are over the random variables R(t)Ω and{
Q(t)Φ ,Y
}
. To prove the convergence, we assume the follow-
ing adapted assumptions for MMSE parameter estimation.
Assumption 3: The priors on the parameters: {p(λ),λ ∈
Uλ}, {p(θ),θ ∈ Uθ} and the parameter estimation functions
should satisfy:
a) Assumption 2(a).
b) Assumption 2(c).
c) Assumption 2(d).
3) Empirical Convergence Analysis: We next give
the following Lemma 1 about the estimation functions
fΩn←λl(·), fΦm←θk(·) for the proposed PE-GAMP:
Lemma 1: Under Assumption 2 for MAP parameter estima-
tion and Assumption 3 for MMSE parameter estimation, the
estimation functions fΩn←λl
(
t, r
(t)
Ω , τ
r
Ω(t), λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl
)
can be considered as a function of r(t)Ω that satisfies the
weak pseudo-Lipschitz continuity property: If the sequence
of vector r(t)Ω indexed by N empirically converges with
bounded moments of order k = 2 and the sequence of scalers
τ rΩ(t), λˆ
(t)
Ωn\λˆ(t)Ωn←λl also converge as follows:
lim
N→∞
r
(t)
Ω
PL(k)
= R(t)Ω (47a)
lim
N→∞
τ rΩ(t) = τ
r
Ω(t) (47b)
lim
N→∞
λˆ
(t)
Ωn\λˆ(t)Ωn←λl = λ
(t)
Ωn\λ
(t)
Ωn←λl . (47c)
Then,
lim
N→∞
fΩn←λl
(
t, r
(t)
Ω , τ
r
Ω(t), λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl
)
= fΩn←λl
(
t,R(t)Ω , τ rΩ(t), λl,λ
(t)
Ωn\λ
(t)
Ωn←λl
)
.
(48)
Similarly, fΦm←θk
(
t, q
(t)
Φ ,y, τ
q
Φ(t), θk, θˆ
(t)
Φm\θˆ(t)Φm←θk
)
also
satisfies the weak pseudo-Lipschitz continuity property.
Proof Please refer to Appendix D.
Additionally, we make the following assumptions about the
proposed PE-GAMP algorithm.
Assumption 4: The PE-GAMP solves a series of estimation
problems indexed by the input signal dimension N :
a) Assumptions 1(a) to 1(d) with k = 2.
b) The scalar estimation function gin(t, rΩn , τ
r
Ω,λ) and
its derivative g′in(t, rΩn , τ
r
Ω,λ) with respect to rΩn are
continuous in λ uniformly over rΩn : For every  >
0, t, τ˜ rΩ, λ˜ ∈ Uλ, there exists an open neighborhood
ρ(τ˜ rΩ, λ˜) of (τ˜
r
Ω, λ˜ ∈ Uλ) such that ∀(τ rΩ,λ) ∈ ρ(τ˜ rΩ, λ˜)
and r,
|gin(t, rΩn , τ rΩ,λ)− gin(t, rΩn , τ˜ rΩ, λ˜)| <  (49a)
|g′in(t, rΩn , τ rΩ,λ)− g′in(t, rΩn , τ˜ rΩ, λ˜)| <  . (49b)
In addition, gin(·), g′in(·) is pseudo-Lipschitz
continuous in rΩn with a Lipschitz constant
that can be selected continuously in τ rΩ and λ.
gout(t, qΦm , τ
q
Φ, ym,θ), g
′
out(t, qΦm , τ
q
Φ, ym,θ) also satisfy
analogous continuity assumptions with respect to
q, y, τ qΦ,θ.
c) For each m = 1, · · · ,M and n = 1, · · · , N , the
components of the initial condition λˆ
(0)
Ωn , θˆ
(0)
Φm converge
as follows:
lim
N→∞
(λˆ
(0)
Ωn , θˆ
(0)
Φm) = (λ
0
Ωn ,θ
(0)
Φm) . (50)
Specifically, Assumptions 4(a) and 4(b) are the same as those
in [18]; Assumptions 4(c) is made for the proposed PE-GAMP.
We then have the following Corollary 1 using Theorem C.1:
Corollary 1: Consider the proposed PE-GAMP with scalar
variances under the Assumptions d2,4c for MAP parameter
estimation and Assumptions d3,4c for MMSE parameter es-
timation. Then for any fixed iteration number t: the scalar
components of (14,29) empirically converge with bounded
moments of order k = 2 as follows:
lim
N→∞
ψin
PL(k)
= ψin, lim
N→∞
ψout
PL(k)
= ψout (51a)
lim
N→∞
ψτ = ψτ (51b)
lim
N→∞
θˆ
(t+1)
Φm = θ
(t+1)
Φm , limN→∞
λˆ
(t+1)
Ωn = λ
(t+1)
Ωn . (51c)
Proof Please refer to Appendix E.
IV. NUMERICAL RESULTS
Depending on the various sparse signal recovery tasks, we
can assume the sparse signal x and the noise w are generated
from the following input and output channels:
• Bernoulli-Gaussian mixture (BGm) Input Channel:
The sparse signal x ∈ RN can be modeled as a mixture
of Bernoulli and Gaussian mixture distributions:
p(xj |λ) = (1− λ1)δ(xj)
+ λ1
C∑
c=1
λc+1 · N (xj ;λc+2, λc+3) ,
(52)
9where xj ∈ R; δ(·) is Dirac delta function; λ1 ∈ [0, 1] is
the sparsity rate; for the c-th Gaussian mixture, λc+1 ∈
[0, 1] is the mixture weight, λc+2 ∈ R is the nonzero
coefficient mean and λc+3 ∈ (0,∞) is the nonzero
coefficient variance; all the mixture weights should sum
to 1:
∑C
c=1 λ3c−1 = 1.
• Bernoulli-Exponential mixture (BEm) Input Channel:
Nonnegative sparse signal x ∈ RN can be modeled as a
mixture of Bernoulli and Exponential mixture distribu-
tions:
p(xj |λ) = (1− λ1)δ(xj)
+ λ1
C∑
c=1
λc+1 · λc+2 exp (−λc+2xj) ,
(53)
where xj ∈ [0,∞); λ1 ∈ [0, 1] is the sparsity rate; for
the c-th Exponential mixture, λc+1 ∈ [0, 1] is the mixture
weight and λc+2 ∈ (0,∞); all the mixture weights should
sum to 1:
∑C
c=1 λ2c = 1.
• Laplace Input Channel: The sparse signal x ∈ RN
follows the following Laplace distribution:
p(xj |λ) = λ1
2
exp (−λ1|xj |) , (54)
where xj ∈ R; λ1 ∈ (0,∞).
• Additive White Gaussian Noise (AWGN) Output
Channel: The noise w ∈ RM is assumed to be white
Gaussian noise:
p(wi|θ) = N (wi; 0, θ1) , (55)
where wi ∈ R is the noise; θ1 ∈ (0,∞) is its variance.
Using the above channels we can create three sparse signal
recovery models: 1) BGm + AWGN; 2) BEm + AWGM; 3)
Laplace + AWGN.
A. MAP Parameter Estimation
As is shown in Appendix F, for the models with BGm
and BEm input channels, max-sum message passing cannot
be used to perform the inference task on the sparse signal
since the maximizing x in (7a,8a,8c) would be all zeros. (4a)
from sum-product message passing cannot produce any useful
MAP estimation of x for the same reason. In this case, we
can only use sum-product message passing to perform MMSE
estimation of x.
For the model with Laplace input channel, although max-
sum message passing can be used to obtain the MAP estima-
tion of x, it cannot be used to compute the MAP estimation
of λ1, since the λˆ1 that maximizes (15) is always ∞ and
the maximizing θˆ1 is always 0. On the other hand, sum-
product message passing can be used to compute the MMSE
estimation and MAP estimation of xn based on p(xn|y),
however they doesn’t have the best recovery performance.
Here we propose to employ sum-product message passing to
compute the “marginal” MAP estimates {λˆ1, θˆ1} using the
marginal posterior distributions p(λ1|y), p(θ1|y), as opposed
to the MAP estimates in (56). {λˆ1, θˆ1} can then be used as
the inputs to max-sum message passing to obtain the MAP
estimate of x. This essentially is the Lasso mentioned at the
beginning of this paper, except now that we have provided a
way to automatically estimate the parameters.
In this case, the two recovery models mentioned earlier both
rely on sum-product message passing to perform parameter
estimation. For the sum-product message passing, “MMSE
parameter estimation” is often quite difficult to compute,
in this paper we will focus on using the “MAP parameter
estimation” approach to estimate the parameters. Since we
don’t have any knowledge about the priors of λ,θ, we will
fairly choose the uniform prior for each parameter.
The proposed PE-GAMP computes MAP estimations of the
parameters in the sum-product message passing as follows:
λˆ
(t+1)
Ωn←λl = arg maxλl
h
(t+1)
Ωn←λl(·)
= arg max
λl
∑
j 6=n
∆
(t+1)
Ωj→λl + log p(λl)
(56a)
θˆ
(t+1)
Φm←θk = arg maxθk
h
(t+1)
Φm←θk(·)
= arg max
θk
∑
i 6=k
∆
(t+1)
Φi→θk + log p(θk) .
(56b)
Specifically, we use the line search method given in the
following Algorithm 3 to find λˆ(t+1)Ωn←λl .
The maximizing θˆ(t+1)Φm←θk can be found similarly. The
line search method requires computing the derivatives of
h
(t+1)
Ωn←λl(·), h
(t+1)
Φm←θk(·) with respect to the parameters, which
are given in Appendix F for different channels.
B. Comparison with EM Parameter Estimation
Here we discuss the differences between the proposed PE-
GAMP with MAP parameter estimation and the EM-GAMP
with EM parameter estimation [16], [17].
First of all, the EM parameter estimation is essentially
maximum likelihood estimation. EM [15] tries to find the
parameters λ,θ that maximize the likelihood p(y|λ), p(y|θ).
While the proposed PE-GAMP with MAP parameter estima-
tion tries to maximize the following posterior distributions at
nodes Ωn,Φm using Bayes’ rule:
pΩn(λ|y) ∝ pΩn(y|λ)p(λ) (61a)
pΦm(θ|y) ∝ pΦm(y|θ)p(θ) . (61b)
Compared to EM estimation, the MAP estimation is able to
draw information from the priors p(λ), p(θ)) to guide the
estimation process.
Secondly, the two methods also differ in the way they
compute the maximizing parameters. For the sake of simpli-
fication and a fair comparison, we will assume the priors of
the parameters p(λ), p(θ) to be uniform distributions. Specif-
ically, EM treats x,w as hidden variables and maximizes
E[log p(x,w;λ,θ)|y, ˆλ(t), ˆθ(t)] iteratively until convergence.
Take the parameter λl for example, in the (t+ 1)-th iteration
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Algorithmus 3 Line Search Method
Require: λˆ(t)Ωn←λl ,
∂h
(t+1)
Ωn←λl
∂λl
, 0 < ζ < 1, η+ > 0, η− < 0
1: Set λˆ(t+1)Ωn←λl(0) = λˆ
(t)
Ωn←λl .
2: for i = 1, 2, · · · do
3: if
∂h
(t+1)
Ωn←λl
∂λl
∣∣∣∣λl=λˆ(t+1)Ωn←λl (i−1) > 0 then
λˆ
(t+1)
Ωn←λl = λˆ
(t+1)
Ωn←λl(i− 1) + η+ . (57)
4: while h(t+1)Ωn←λl
∣∣∣∣λˆ(t+1)Ωn←λl < h(t+1)Ωn←λl
∣∣∣∣λˆ(t+1)Ωn←λl (i−1)
do
η+ = η+ · ζ (58a)
λˆ
(t+1)
Ωn←λl = λˆ
(t+1)
Ωn←λl(i− 1) + η+ . (58b)
5: end while
6: else if
∂h
(t+1)
Ωn←λl
∂λl
∣∣∣∣λl=λˆ(t+1)Ωn←λl (i−1) < 0 then
λˆ
(t+1)
Ωn←λl = λˆ
(t+1)
Ωn←λl(i− 1) + η− (59)
7: while h(t+1)Ωn←λl
∣∣∣∣λˆ(t+1)Ωn←λl < h(t+1)Ωn←λl
∣∣∣∣λˆ(t+1)Ωn←λl (i−1)
do
η− = η− ∗ ζ (60a)
λˆ
(t+1)
Ωn←λl = λˆ
(t+1)
Ωn←λl(i− 1) + η− . (60b)
8: end while
9: else
10: break;
11: end if
12: Set λˆ(t+1)Ωn←λl(i) = λˆ
(t+1)
Ωn←λl
13: if λˆ(t+1)Ωn←λl(i) reaches convergence then
14: break;
15: end if
16: end for
17: return Output λˆ(t+1)Ωn←λl ;
the following expression will be maximized under the GAMP
framework [17]:
max
λl
∑
j
∫
p
(
xj |y, λˆ(t)l
)
log p(xj |λl) dxj
∝
∑
j
∫
p
(
xj |λˆ(t)l
)
N
(
xj ; r
(t)
Ωj
, τ rΩj (t)
)
log p(xj |λl) dxj ,
(62)
where λˆ(t)l is the estimated parameter in the previous t-th
iteration. [17] gives the closed-form expression for Bernoulli-
Gaussian mixture distributions. However, (62) is quite difficult
to evaluate for more complicated distributions, which greatly
limits its applicabilities. The proposed PE-GAMP with MAP
parameter estimation has a much simpler expression though:
max
λl
∑
j 6=n
log
∫
p(xj |λl)N
(
xj ; r
(t)
Ωj
, τ rΩj (t)
)
dxj , (63)
This enables us to consider more complex distributions with
the proposed PE-GAMP. For instance, in this paper we have
included the formulations to estimate the parameters for sparse
signals with Laplace prior and Bernoulli-Exponential mixture
prior in Appendix F.
C. Noiseless Sparse Signal Recovery
We first perform noiseless sparse signal recovery exper-
iments and compare the empirical phase transition curves
(PTC) of PE-GAMP and EM-BGm-GAMP [17]. Besides,
oracle experiments where the “true” parameters are known are
also performed. Specifically, we fix N = 1000 and vary the
over-sampling ratio σ = MN ∈ [0.05, 0.1, 0.15, · · · , 0.95] and
the under-sampling ratio ρ = SM ∈ [0.05, 0.1, 0.15, · · · , 0.95],
where S is the sparsity of the signal, i.e. the number of
nonzero coefficients. For each combination of σ and ρ, we
randomly generate 100 pairs of {x,A}: A is a M×N random
Gaussian matrix with normalized and centralized rows; the
nonzero entries of the sparse signal x ∈ RN are i.i.d. generated
according to the following two different distributions:
1) Gaussian distribution x ∼ N (0, 1).
2) Exponential distribution x ∼ exp(−x), x ≥ 0.
In other words, the sparse signals x follow Bernoulli-Gaussian
(BG) and Bernoulli-Exponential (BE) distributions respec-
tively. Given the measurement vector y = Ax and the
sensing matrix A, we try to recover the signal x. If  =
‖x − xˆ‖2/‖x‖2 < 10−3, the recovery is considered to be
a success. Based on the 100 trials, we compute the success
recovery rate for each combination of σ and ρ and plot the
PTCs in Fig. 3.
The PTC is the contour that corresponds to the 0.5 success
rate in the domain (σ, ρ) ∈ (0, 1)2, it divides the domain into
a “success” phase (lower right) and a “failure” phase (upper
left). For the BG sparse signals (Fig. 3(a)), the PE-BGm-
GAMP and EM-BGm-GAMP perform equally well and match
the performance of the oracle-GAMP. The BGm prior they
assumed about the sparse signal is a perfect match, which is
much better than Laplace prior assumed by PE-Lasso-GAMP.
For the BE sparse signals (Fig. 3(b)), the BEm prior
assumed by PE-BEm-GAMP is the perfect match. However,
we can see that the PTC of PE-BGm-GAMP is only slightly
worse, the BGm prior is still a strong contestant in this
case. Although both PE-BGm-GAMP and EM-BGm-GAMP
assume the BGm prior, PE-BGm-GAMP is more robust and
performs better than EM-BGm-GAMP when the sampling
rate is low. PE-BEm-GAMP is the only one that matches the
performance of the oracle-GAMP.
D. Noisy Sparse Signal Recovery
We next try to recover the sparse signal x from a noisy
measurement vector y. Specifically, we fix S = 100, N =
1000 and increase the number of measurement M . y ∈ RM
is generated as follows:
y = Ax+ νw , (64)
where ν > 0 controls the amount of noise added to y, the
entries of w are i.i.d Gaussian N (0, 1). We choose ν = 0.05
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Fig. 3: The phase transition curves (PTC) of different GAMP methods in the noiseless case. (a) Bernoulli-Gaussian (BG) sparse signal; (b)
Bernoulli-Exponential (BE) sparse signal.
5
10
15
20
0.2 0.25 0.3 0.35 0.4 0.45 0.5
σ = M N
SN
R 
(dB
)
Method
PE: BGm
PE: Lasso
EM: BGm
Oracle
Noisy BG Signal Recovery
(a)
l
l
l
l
l
l l
l
l l
l l
l
12
14
16
18
0.2 0.25 0.3 0.35 0.4 0.45 0.5
σ = M N
SN
R 
(dB
)
Method
l
PE: BGm
PE: BEm
EM: BGm
Oracle
Noisy BE Signal Recovery
(b)
Fig. 4: The signal-to-noise-ratio (SNR) of the recovered sparse signals using different GAMP methods in the noisy case. (a) Bernoulli-
Gaussian (BG) sparse signal; (b) Bernoulli-Exponential (BE) sparse signal.
for the BG sparse signals and ν = 0.1 for the BE sparse
signals. This creats a measurement y with signal to noies ratio
(SNR) around 20 dB. We randomly generate 100 triples of
{x,A,w}. The average SNRs of the recovered signals xˆ are
shown in Fig. 4.
In the noisy case, the oracle-GAMP performs the best
as expected since the “true” parameters are used to recover
the sparse signal, and the GAMP methods using estimated
parameters are not bad either. For the BG sparse signals (Fig.
4(a)), we can see that PE-BGm-GAMP performs better than
EM-BGm-GAMP when the sampling ratio is small. Since
BGm is a better match than the Laplace prior, both PE-BGm-
GAMP and EM-BGm-GAMP perform much better than PE-
Lasso-GAMP. For the BE sparse signals (Fig. 4(b)), the BEm
prior is a better match than the BGm prior. PE-BEm-GAMP
is able to perform better than PE-BGm-GAMP and EM-BGm-
GAMPespecially when the sampling ratio is small. Addition-
ally, the solutions produced by PE-BEm-GAMP is guaranteed
to be non-negative, while those by PE-BGm-GAMP and
EM-BGm-GAMP generally contains negative coefficients. For
applications that requires non-negative sparse solutions, such
as hyperspectral unmixing [20], non-negative sparse coding
for image classification [21], etc, PE-BEm-GAMP offers a
convenient way to solve the parameter estimation problem.
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Fig. 5: The peak-signal-to-noise-ratio (PSNR) of the recovered images from “noisy” measurements using different GAMP methods. (a)
Barbara; (b) Boat; (c) Lena; (d) Peppers.
E. Real Image Recovery
Real images are considered to be approximately sparse
under some proper basis, such as the DCT basis, wavelet
basis, etc. Here we compare the recovery performances of PE-
BGm-GAMP, PE-Lasso-GAMP, and EM-BGm-GAMP based
on varying noisy measurements of the 4 real images in Fig.
6: Barbara, Boat, Lena, Peppers. We use the Daubechies 6
(db6) wavelet [22] as the sparsifying basis and i.i.d. random
Gaussian matrix A as the measurement matrix. The noise
are generated using i.i.d. Gaussian distribution N (0, 1), and
the SNR of the measurement vector y is around 30 dB. The
peak-signal-to-noise-ratio (PSNR) of the recovered images are
shown in Fig. 5. We can see that both PE-BGm-GAMP and
EM-BGm-GAMP perform better than PE-Lasso-GAMP when
the sampling ratio σ > 0.1. When σ is small, PE-BGm-GAMP
and PE-Lasso-GAMP are more robust and generally perform
better than EM-BGm-GAMP.
baboon barbara boatbaboon bar a boatcameraman lena pepperscameram n lena peppers
Fig. 6: The real images used in the recovery experiments.
F. Non-negative Sparse Coding for Image Classification
The image classification task typically involves two steps:
1) extracting features, and 2) training a classifier based on such
features. In the first step, low-level descriptors, such as SIFT
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[23], HOG [24], etc, are extracted from local image patches,
and then encoded to produce the high-level representations of
the images, usually a vector v ∈ RD. Here we use the popular
Bag-of-Words (BoW) model [25], [26] to encode the low level
SIFT descriptors y ∈ RM . To do this, we first need to assign
each y to one or several “visual words” in some pre-trained
dictionary/codebook A. In [21], it is shown that this process
can be formulated as a sparse coding problem:
min
x
‖y −Ax‖22
subject to: x ≥ 0, x is sparse.
(65)
where x is the sparse code of y in the dictionary A. In
[21], the sparsity constrain on x is enforced with the l1
norm regularization, i.e. Lasso. Both PE-BGm-GAMP and
EM-BGm-GAMP can produce negative sparse codes, and are
not suited for the task. Here we can use the proposed PE-
BEm-GAMP to solve the above non-negative sparse coding
problem.
Specifically, we perform image classification on the pop-
ular Caltech-101 dataset [27], which contains 9144 images
belonging to 102 classes (101 object classes and a background
class). Following the suggestions of the original dataset [27],
we randomly select 30 samples per class for training and up
to 50 samples per class for testing. This process is randomly
repeated 10 times and the average classification accuracy is
computed as the final result.
  
y1∈ℝ
M
y2∈ℝ
M
Fig. 7: Low-level SIFT features are densely sampled from local
image patches.
Each image is converted to grayscale and resized to be no
larger than 300×300 pixels while preserving the aspect ratio.
The normalized local SIFT descriptors y ∈ R128 ≥ 0 are
extracted from 16 × 16 image patches densely sampled on
the grid with a step size of 8 pixels [28], as is shown in
Fig. 7. We use k-means [29] to train a 128×1024 normalized
dictionary A. After the non-negative sparse coding, each local
image patch is converted to a sparse vector x ∈ R1024 ≥
0. For each image, those sparse vectors are then max-pooled
using a 3-level spatial pyramid matching [30] to produce a
vector v ∈ R21504. As is usually done, linear support vector
machine (SVM) [31], [32] is used as the classifier and the
parameters of SVM are chosen using cross-validation. The
average classification accuracy across all classes is 60.22 ±
0.94%.
V. CONCLUSION AND FUTURE WORK
We proposed an approximate message passing algorithm
with built-in parameter estimation (PE-GAMP) to recover
under-sampled sparse signals. In the PE-GAMP framework,
the parameters are treated as random variables with pre-
specified priors, their posterior distributions can then be di-
rectly approximated by loopy belief propagation. This allows
us to perform MAP and MMSE estimation of the parameters
and update them during the message passing to recover sparse
signals. Following the same assumptions made by the original
GAMP [8], [18], state evolution analysis of the proposed PE-
GAMP shows that it converges empirically.
Compared with previous EM based parameter estimation
methods, PE-GAMP could draw information from the prior
distributions of the parameters. As is evident from both sim-
ulated and real experiments, PE-GAMP is also much simpler,
more robust and perform better in the low sampling ratio
settings. With its simpler formulation, PE-GAMP enjoys wider
applicabilities and enables us to consider more complex signal
distributions.
Here we mainly focused on MAP parameter estimation of
the parameters. In the future, we would like to explore possible
MMSE parameter estimation methods. From the non-negative
sparse coding experiments, we observed that the proposed PE-
GAMP was still able to achieve convergence even though the
entries of the measurement matrix, i.e. dictionary, were not
i.i.d Gaussian N (0, 1M ). Given this interesting observation,
we would also like to investigate state evolution analysis for
more generalized measurement matrices in our future work.
APPENDIX A
PE-GAMP: SUM-PRODUCT MESSAGE PASSING
Approximate message passing uses quadratic/Gaussian ap-
proximations of the messages from the variable nodes to
the factor nodes to perform loopy belief propagation. To
maintain consistency with [8], we use the same notations
for the quadratic approximations of messages involving x.
Specifically, ∆(t)xn ,∆
(t)
Φm←xn in the t-th iteration can be used
to construct the following distributions about xn:
p(xn|y) ∝ exp(∆(t)xn) (66a)
p
(t)
Φm←xn(xn|y) ∝ exp(∆
(t)
Φm←xn) . (66b)
We then have the following expectations and variances defi-
nitions:
xˆ(t)n := E[xn|∆(t)xn ] (67a)
τxΩn(t) := var[xn|∆(t)xn ] (67b)
xˆ
(t)
Φm←xn := E[xn|∆
(t)
Φm←xn ] (67c)
τxΦm←xn(t) := var[xn|∆(t)Φm←xn ] . (67d)
If the entries amn of the sensing matrix A is small, τxΩn(t) ≈
τxΦm←xn(t). The message ∆
(t)
Φm←xn in the t-th iteration will
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be approximated quadratically:
∆
(t)
Φm←xn ≈ const−
1
2τxΦm←xn(t)
(
xn − xˆ(t)Φm←xn
)2
≈ const− 1
2τxΩn(t)
(
xn − xˆ(t)Φm←xn
)2
,
(68)
which makes the approximation of p(t)Φm←xn(xn|y) a Gaussian
distribution. Similarly we have the following approximations
for x involving the node Ωn:
xˆ
(t)
Ωn←xn := E[xn|∆
(t)
Ωn←xn ] (69a)
τxΩn←xn(t) := var[xn|∆(t)Ωn←xn ] (69b)
∆
(t)
Ωn←xn ≈ const−
1
2τxΩn←xn(t)
(
xn − xˆ(t)Ωn←xn
)2
.
(69c)
In the proposed PE-GAMP, we use Dirac delta approximation
of the messages involving the parameters λ,θ. Specifically, the
parameters are estimated using MAP or MMSE estimations:
1) MAP estimation:
λˆ
(t)
Ωn←λl := arg maxλl
∆
(t)
Ωn←λl (70a)
θˆ
(t)
Φm←θk := arg maxθk
∆
(t)
Φm←θk (70b)
2) MMSE estimation:
λˆ
(t)
Ωn←λl := E[λl|∆
(t)
Ωn←λl ] (71a)
θˆ
(t)
Φm←θk := E[θk|∆
(t)
Φm←θk ] (71b)
The corresponding messages involving the parameters λ,θ in
the (t)-th iteration can then be approximated as follows:
exp
(
∆
(t)
Ωn←λl
)
≈ δ
(
λl − λˆ(t)Ωn←λl
)
(72a)
exp
(
∆
(t)
Φm←θk
)
≈ δ
(
θk − θˆ(t)Φm←θk
)
(72b)
Using approximated messages from the variable node to factor
node in (72), ∆(t+1)Φm→xn can then be computed:
∆
(t+1)
Φm→xn = const
+ log
∫
x\xn
Φm
(
ym,x, θˆ
(t)
Φm
)
· exp
(∑
j 6=n ∆
(t)
Φm←xj
)
.
(73)
Direct integration with respect to x\xn in (73) is quite
difficult. If we go back to the original belief propagation, we
can see that the message ∆(t+1)Φm→xn essentially performs the
following computation:
log p(ym, xn) = log
∫
x\xn,θ
p(ym,x, θ)
= log
∫
x\xn,θ
p(ym|x,θ)p(x)p(θ) .
(74)
Let z′m = zm − amnxn =
∑
j 6=n amjxj , log p(ym, xn) can
also be written as:
log p(ym, xn) = log
∫
z′m,θ
p(ym, xn, z
′
m,θ)
= log
∫
z′m,θ
p(ym|xn, z′m, θ)p(z′m)p(θ) .
(75)
Translating (75) back to the message gives us:
∆
(t+1)
Φm→xn = const + log
∫
z′m
[
Φ
(
ym, xn, z
′
m, θˆ
(t)
Φm
)
× exp
(
− 1
2
(
τ qΦm(t)− a2mnτxΩn(t)
)
×
(
z′m −
(
q
(t)
Φm
− amnxˆ(t)Φm←xn
))2)]
,
(76)
where τ qΦm(t), q
(t)
Φm
are as follows:
τ qΦm(t) =
∑
j
a2mjτ
x
Ωj (t) (77a)
q
(t)
Φm
=
∑
j
amj xˆ
(t)
Φm←xj . (77b)
If amn is small, a2mnτ
x
Ωn
(t) can be neglected. Since the
integration of z′m is from −∞ to ∞, we replace z′m with
zm = z
′
m + amnxn. (76) then becomes:
∆
(t+1)
Φm→xn = const + log
∫
zm
[
Φ
(
ym, zm, θˆ
(t)
Φm
)
×
exp
( −1
2τ qΦm(t)
(
zm −
(
q
(t)
Φm
+ amn
(
xn − xˆ(t)Φm←xn
)))2)]
(78)
A. GAMP Update
For completeness, we include the GAMP update from
[8] to compute ∆(t+1)Φm→xn ,∆
(t+1)
Φm←xn . The following function
H (q, τ q, y,θ) is defined:
H (q, τ q, y,θ) = log
∫
z
Φ(y, z,θ) · exp
(
− 1
2τ q
(z − q)2
)
.
(79)
∆
(t+1)
Φm→xn in (78) can then be written as:
∆
(t+1)
Φm→xn = const
+H
(
q
(t)
Φm
+ amn
(
xn − xˆ(t)Φm←xn
)
, τ qΦm(t), ym, θˆ
(t)
Φm
)
.
(80)
Next, we try to approximate the message ∆(t+1)Φm→xn up to
second order Taylor series at q(t)Φm . We define the following:
gout(q, τ
q, y,θ) :=
∂
∂q
H (q, τ q, y,θ) . (81)
Let s(t)Φm , τ
s
Φm
(t) be the first and second order of H(·) at q(t)Φm :
s
(t)
Φm
= gout
(
t, q
(t)
Φm
, τ qΦm(t), ym, θˆ
(t)
Φm
)
(82)
τsΦm(t) = −
∂
∂q
gout
(
t, q
(t)
Φm
, τ qΦm(t), ym, θˆ
(t)
Φm
)
. (83)
∆
(t+1)
Φm→xn can then be approximated by:
∆
(t+1)
Φm→xn ≈ const + s
(t)
Φm
amn
(
xn − xˆ(t)Φm←xn
)
− τ
s
Φm
(t)
2
a2mn
(
xn − xˆ(t)Φm←xn
)2
.
(84)
15
∆
(t+1)
Φm←xn will then be computed as is done in [8]:
∆
(t+1)
Φm←xn ≈ const + ∆
(t+1)
Ωn→xn
− 1
2τ rΦm←xn(t)
(
r
(t)
Φm←xn − xn
)2 (85a)
τ rΦm←xn(t) =
∑
i 6=m
a2inτ
s
Φi(t)
−1 (85b)
r
(t)
Φm←xn = xˆ
(t)
Φm←xn + τ
r
Φm←xn(t)
∑
i 6=m
s
(t)
Φi
ain . (85c)
(85b, 85c) are approximated:
τ rΦm←xn(t) ≈ τ rΩn(t) =
(∑
i
a2inτ
s
Φi(t)
)−1
(86a)
r
(t)
Φm←xn ≈
(
xˆ
(t)
Φm
+ τ rΩn(t)
∑
i
s
(t)
Φi
ain
)
− τ rΩn(t)amns(t)Φm
= r
(t)
Ωn
− τ rΩn(t)amns(t)Φm .
(86b)
The following definition is also made in [8]:
gin
(
r
(t)
Ωn
, τ rΩn(t), λˆ
(t)
Ωn
)
:=∫
xn
xn exp
(
∆
(t)
Ωn→xn − 12τrΩn (t)
(
r
(t)
Ωn
− xn
)2)
∫
xn
exp
(
∆
(t)
Ωn→xn − 12τrΩn (t)
(
r
(t)
Ωn
− xn
)2) . (87)
xˆ
(t+1)
Φm←xn , xˆ
(t+1)
n , q
(t+1)
Φm
are then [8]:
xˆ
(t+1)
Φm←xn = gin
(
r
(t)
Φm←xn , τ
r
Φm←xn(t), λˆ
(t)
Ωn
)
(88a)
xˆ(t+1)n = gin
(
r
(t)
Ωn
, τ rΩn(t), λˆ
(t)
Ωn
)
(88b)
q
(t+1)
Φm
≈
∑
j
amj xˆ
(t+1)
j − τ qΦm(t)s
(t)
Φm
. (88c)
B. Parameter Update
Similarly we can compute the rest messages from the factor
nodes to variable nodes in the proposed PE-GAMP using Dirac
delta approximation of the messages involving the parameters:
∆
(t+1)
Ωn→xn = const + log Ωn
(
xn, λˆ
(t)
Ωn
)
(89a)
∆
(t+1)
Ωn→λl = const + log
∫
xn
Ωn (xn, λl, λˆ(t)Ωn\λˆ(t)Ωn←λl)
× exp
− 1
2τxΩn←xn(t+ 1)
(
xn − xˆ(t+1)Ωn←xn
)2
(89b)
∆
(t+1)
Φm→θk = const + log
∫
zm
Φ(ym, zm, θk, θˆ(t)Φm\θˆ(t)Φm←θk)
× exp
− 1
2τ qΦm(t)
(
zm − q(t)Φm
)2 .
(89c)
We next compute (69) in the (t + 1)-th iteration. Using (84)
we can get ∆(t+1)Ωn←xn in (69c) first:
∆
(t+1)
Ωn←xn ≈ −
1
2τ rΩn(t)
(
xn − r(t)Ωn
)2
. (90)
(69a,69b) in the (t+ 1)-th iteration are then:
xˆ
(t+1)
Ωn←xn = r
(t)
Ωn
, τxΩn←xn(t+ 1) = τ
r
Ωn(t) . (91)
The parameteres λˆ
(t+1)
Ωn , θˆ
(t+1)
Φm in the (t+ 1)-th iteration can
then be computed using (70) or (71).
APPENDIX B
PE-GAMP: MAX-SUM MESSAGE PASSING
The approximated max-sum message passing also uses
quadratic approximation of the messages. It is in many ways
similar to the sum-product message passing presented previ-
ously in Appendix A. A few differences in do exists though.
Specifically, the definitions in (67) are changed into:
xˆ(t)n := arg max
xn
∆(t)xn (92a)
τxΩn(t) := −
(
∂2∆
(t)
xn
∂x2n
∣∣∣xn=xˆ(t)n
)−1
(92b)
xˆ
(t)
Φm←xn := arg maxxn
∆
(t)
Φm←xn (92c)
τxΦm←xn(t) := −
(
∂2∆
(t)
Φm←xn
∂x2n
∣∣∣xn=xˆ(t)Φm←xn
)−1
(92d)
In the proposed PE-GAMP, the parameters are computed as
follows:
λˆ
(t)
Ωn←λl = arg maxλl
log Ωn
(
xˆ(t−1)n , λl, λˆ
(t−1)
Ωn \λˆ(t−1)Ωn←λl
)
+ ∆
(t−1)
Ωn←λl
(93a)
θˆ
(t)
Φm←θk = arg maxθk
log Φm
(
ym, xˆ
(t−1), θk, θˆ
(t−1)
Φm \θˆ(t−1)Φm←θk
)
+ ∆
(t−1)
Φm←θk .
(93b)
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A. GAMP Update
The definitions of H(q, τ q, y,θ) and the input function
gin(·) are also different from sum-product message passing.
[8] has the following definitions:
H(q, τ q, y) = max
z
[
log Φ(y, z,θ)− 1
2τ q
(z − q)2
]
(94)
gout
(
r
(t)
Ωn
, τ rΩn(t), λˆ
(t)
Ωn
)
=
arg max
xn
[
∆
(t)
Ωn→xn −
1
2τ rΩn(t)
(
r
(t)
Ωn
− xn
)2]
.
(95)
The message ∆(t+1)Φm→xn is also different from (78) in Appendix
A. In [8], it is given as follows:
∆
(t+1)
Φm→xn ≈ maxzm
[
log Φ
(
zm, ym, λˆ
(t)
Ωn
)
− 1
2τ qΦm(t)
(
zm −
(
q
(t)
Φm
+ amn
(
xn − xˆ(t)Φm←xn
)))2]
.
(96)
B. Parameter Update
The messages in (89) are also updated:
∆
(t+1)
Ωn→xn = log Ωn(xn, λˆ
(t)
Ωn)
(97a)
∆
(t+1)
Ωn→λl = maxxn
 log Ωn (xn, λl, λˆ(t)Ωn\λˆ(t)Ωn←λl)
− 1
2τ rΩn(t)
(
xn − r(t)Ωn
)2] (97b)
∆
(t+1)
Φm→θk = maxzm
 log Φ(ym, zm, θkθˆ(t)Φm\θˆ(t)Φm←θk)
− 1
2τ qΦm(t)
(
zm − q(t)Φm
)2]
.
(97c)
The parameters λˆ
(t+1)
Ωn , θˆ
(t+1)
Φm in the (t + 1)-th iteration can
then be computed using (93).
APPENDIX C
STATE EVOLUTION ANALYSIS OF ADAPTIVE-GAMP
In [18], the following Assumption C.1 are made about the
estimation problem:
Assumption C.1: The adaptive-GAMP with parameter esti-
mation solves a series of estimation problem indexed by the
input signal dimension N :
a) Assumptions 1(a) to 1(d) with k = 2.
b) Assumption 4(b).
c) For every t, the estimation (adaptation) function
fλ(t, r
(t)
Ω , τ
r
Ω(t)) can be considered as a function of
r
(t)
Ω that satisfies the weak pseudo-Lipschitz continuity
property: If the sequence of vector r(t)Ω indexed by N
empirically converges with bounded moments of order
k = 2 and the sequence of scalars τ rΩ(t) converge as
follows:
lim
N→∞
r
(t)
Ω
PL(k)
= R(t)Ω , lim
M→∞
τ rΩ(t) = τ
r
Ω(t) . (98)
Then,
lim
N→∞
fλ(t, r
(t)
Ω , τ
r
Ω(t)) = fλ(t,R(t)Ω , τ rΩ(t)) . (99)
Similarly fθ(t, q
(t)
Φ ,y, τ
q
Φ(t)) also satisfies the weak
pseudo-Lipschitz continuity property.
Theorem C.1 is then given to describe the limiting behavior
of the scalar variables in the adaptive-GAMP algorithm [18].
Theorem C.1: Consider the adaptive-GAMP with scalar
variances under the Assumption C.1. ∀t, the components of the
following sets of scalars empirically converges with bounded
moments of order k = 2:
lim
N→∞
ψin
PL(k)
= ψin, lim
N→∞
ψout
PL(k)
= ψout (100a)
lim
N→∞
ψτ = ψτ (100b)
lim
N→∞
θˆ
(t+1)
= θ
(t+1)
, lim
N→∞
λˆ
(t+1)
= λ
(t+1)
. (100c)
APPENDIX D
PROOF OF LEMMA 1
Here we give the proof for fΩn←λl(·), the proof for
fΦm←θk(·) can be derived similarly.
1) MAP Parameter Estimation: The proof of the continu-
ity of fΩn←λl(·), fΦm←θk(·) is adapted from the work
in [18]. In the t-th iteration, the following estimation
indexed by singal dimensionality N can be computed:
λˆ
(t+1)
Ωn←λl [N ] = fΩn←λl
(
t, r
(t)
Ω , τ
r
Ω(t), λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl
)
.
(101)
We then have a sequence {λˆ(t+1)Ωn←λl [N ]} indexed by
N = 2, 3, · · · . Since λˆ(t+1)Ωn←λl [N ] ∈ Uλ and Uλ is com-
pact, it suffices to show that any sequence {λˆ(t+1)Ωn←λl [N ]}
converges to the same limiting point λ∗l shown in (43a).
According to (41a), we have:∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λˆ
(t+1)
Ωn←λl [N ], λˆ
(t)
Ωn\λˆ(t)Ωn←λl)
≥
∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λ
∗
l , λˆ
(t)
Ωn\λˆ(t)Ωn←λl) .
(102)
Suppose that λˆ(t+1)Ωn←λl [N ] converges to some point
λˆ
(t+1)
Ωn←λl : λˆ
(t+1)
Ωn←λl [N ]→ λˆ
(t+1)
Ωn←λl as N →∞. With (47a)
and the continuity condition of the open neighborhood
ρ(τ˜ rΩ, λ˜) in Assumption 2(c), we have:∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λˆ
(t+1)
Ωn←λl [N ],λ
(t)
Ωn\λ
(t)
Ωn←λl)
≥
∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λ
∗
l ,λ
(t)
Ωn\λ
(t)
Ωn←λl) .
(103)
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Since hΩjΩn←λl(·) is pseudo-Lipschitz continuous in r
(t)
Ωn
,
the left-hand side of (103) can be rewritten as follows as
N →∞:
1
N − 1
∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λˆ
(t+1)
Ωn←λl [N ],λ
(t)
Ωn\λ
(t)
Ωn←λl)
= E
∑
j 6=n
h
Ωj
Ωn←λl(t,R
(t)
Ω , τ
r
Ω(t), λˆ
(t+1)
Ωn←λl [N ],λ
(t)
Ωn\λ
(t)
Ωn←λl)
 .
(104)
The right-hand side of (103) can be rewritten similarly.
(103) then becomes:
E
[
h
Ωj
Ωn←λl(t,R
(t)
Ω , τ
r
Ω(t), λˆ
(t+1)
Ωn←λl [N ],λ
(t)
Ωn\λ
(t)
Ωn←λl)
]
≥ E
[
h
Ωj
Ωn←λl(t,R
(t)
Ω , τ
r
Ω(t), λ
∗
l ,λ
(t)
Ωn\λ
(t)
Ωn←λl)
]
.
(105)
Assumption 2(b) states that λ∗l is the unique maxima of
the right-hand side, we then have:
lim
N→∞
λˆ
(t+1)
Ωn←λl [N ] = λ
∗
l , (106)
which proves (48).
2) MMSE Parameter Estimation: Using the compactness
of the sets Uλ in Assumption 3(a) and the continuity con-
dition of the open neighborhood ρ(τ˜ rΩ, λ˜) in Assumption
3(b), we have the following:
lim
N→∞
1
N − 1
∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl)
=
1
N − 1
∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λl,λ
(t)
Ωn\λ
(t)
Ωn←λl) .
(107)
Since hΩjΩn←λl is pseudo-Lipschitz continuous in r
(t)
Ωn
, we
also have:
lim
N→∞
1
N − 1
∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λl,λ
(t)
Ωn\λ
(t)
Ωn←λl)
= E
[
h
Ωj
Ωn←λl(t,R
(t)
Ω , τ
r
Ω(t), λl,λ
(t)
Ωn\λ
(t)
Ωn←λl)
]
.
(108)
Combining (107) and (108), we then have:
lim
N→∞
1
N − 1
∑
j 6=n
h
Ωj
Ωn←λl(t, r
(t)
Ωn
, τ rΩ(t), λl, λˆ
(t)
Ωn\λˆ(t)Ωn←λl)
= E
[
h
Ωj
Ωn←λl(t,R
(t)
Ω , τ
r
Ω(t), λl,λ
(t)
Ωn\λ
(t)
Ωn←λl)
]
.
(109)
Using the continuity property of the exponential function
exp(·), as N →∞ we can get:
exp( 1N−1
∑
j 6=n h
Ωj
Ωn←λl(·))∫
λl
exp( 1N−1
∑
j 6=n h
Ωj
Ωn←λl(·))
=
exp(E
[
h
Ωj
Ωn←λl(·)
]
)∫
λl
exp(E
[
h
Ωj
Ωn←λl(·)
]
)
.
(110)
Since the set Uλ is compact and the mean of a probability
distribution is unique, we have:
lim
N→∞
∫
λl
λl
exp( 1N−1
∑
j 6=n h
Ωj
Ωn←λl(·))∫
λl
exp( 1N−1
∑
j 6=n h
Ωj
Ωn←λl(·))
=
∫
λl
λl
exp(E
[
h
Ωj
Ωn←λl(·)
]
)∫
λl
exp(E
[
h
Ωj
Ωn←λl(·)
]
)
,
(111)
which proves (48).
APPENDIX E
PROOF OF COROLLARY 1
We only need to show the empirical convergences of
λˆ
(t+1)
Ωn , θˆ
(t+1)
Φm . From Assumption 2 we can get Lemma 1,
which corresponds to Assumption C.1(c) in Appendix C.
Using Theorem C.1, we have:
lim
N→∞
r
(t)
Ωn
PL(k)
= R(t)Ω (112a)
lim
N→∞
(q
(t)
Φm
, ym)
PL(k)
= (Q(t)Φ ,Y) (112b)
lim
N→∞
ψτ = ψτ . (112c)
The empirical convergences of the parameters can be proved
using induction. For t = 0, the convergences of λˆ
(0)
Ωn , θˆ
(0)
Φm
hold according to (50) in Assumption 4(c). With (50, 112a),
we can use Lemma 1 to obtain:
lim
N→∞
λˆ
(1)
Ωn = λ
(1)
Ωn , limN→∞
θˆ
(1)
Φm = θ
(1)
Φm . (113)
The convergences of the rest scalars can be obtained directly
using Theorem C.1. Hence the following holds for any t.
lim
N→∞
λˆ
(t+1)
Ωn = λ
(t+1)
Ωn , limN→∞
θˆ
(t+1)
Φm = θ
(t+1)
Φm . (114)
APPENDIX F
MAP PARAMETER ESTIMATION
Here we choose four popular channels used in the sparse
signal recovery models as examples to demonstrate how to
perform MAP parameter estimation with the proposed PE-
GAMP. The line search method is used to find the maximiz-
ing parameters, it requires computing the derivatives of the
following h(t+1)Ωn←λl(·), h
(t+1)
Φm←θk(·) in (56) with respect to the
parameters λl, θk.
h
(t+1)
Ωn←λl(·) =
∑
j 6=n
∆
(t+1)
Ωj→λl + log p(λl) (115a)
h
(t+1)
Φm←θk(·) =
∑
i 6=m
∆
(t+1)
Φi→θk + log p(θk) (115b)
The derivatives of log p(λl), log p(θk)) depends on the chosen
priors and are easy to compute. Here we give the derivatives
of ∆(t+1)Ωj→λl ,∆
(t+1)
Φi→θk with respect to λl, θk in details.
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A. Sum-product Message Passing
We compute the derivatives for different channels respec-
tively as follows:
1) Bernoulli-Gaussian mixture Input Channel: BGm dis-
tribution is given in (52). We then have:
log
∫ ∞
−∞
Ωj(xj ,λ) · exp
(
∆
(t+1)
Ωj←xj
)
dxj
= log
∫
xj
p(xj |λ) exp
(
− 1
2τ rΩj (t)
(
xj − r(t)Ωj
))
= log
[
(1− λ1) · κ1 + λ1
C∑
c=1
λc+1 · κ2(λc+2, λc+3)
]
= log
[
(1− λ1) · κ1 + λ1
C∑
c=1
λc+1 · κ2(c)
]
,
(116)
where κ1 doesn’t depend on λ; for the c-th Gaussian
mixture, κ2(c) = κ2(λc+2, λc+3) depends on λc+2, λc+3.
κ1 = exp
−
(
r
(t)
Ωj
)2
2τ rΩj (t)
 (117a)
κ2(c) =
√
τ rΩj (t)
λc+3 + τ rΩj (t)
exp
−1
2
(
λc+2 − r(t)Ωj
)2
(
λc+3 + τ rΩj (t)
)
 .
(117b)
(116) is essentially (13c). Let κ3(λ) be as follows:
κ3(λ) =
λ1
(1− λ1) · κ1 + λ1
∑C
c=1 λc+1 · κ2(c)
. (118)
Let λ\λl denote the parameter sequence generated by
removing λl from λ. Taking derivatives of (13c) with
respect to λ1, λc+2, λc+3, we have:
∂∆
(t+1)
Ωj→λ1
∂λ1
=
−κ1 +
∑C
c=1 λˆ
(t)
c+1 · κ2
(
λˆ
(t)
c+2, λˆ
(t)
c+3
)
(1− λ1) · κ1 + λ1
∑C
c=1 λˆ
(t)
c+1 · κ2
(
λˆ
(t)
c+2, λˆ
(t)
c+3
)
(119a)
∂∆
(t+1)
Ωj→λc+2
∂λc+2
= κ3
(
λˆ
(t)\λˆ(t)c+2, λc+2
)
×
−κ2
(
λc+2, λˆ
(t)
c+3
)(
λc+2 − r(t)Ωj
)
λˆ
(t)
c+2 + τ
r
Ωj
(t)
(119b)
∂∆
(t+1)
Ωj→λc+3
∂λc+3
= −κ3
(
λˆ
(t)\λˆ(t)c+3, λc+3
) κ2 (λˆ(t)c+2, λc+3)
2
(
λc+3 + τ rΩj (t)
)
×
1−
(
λˆ
(t)
c+2 − r(t)Ωj
)2
λc+3 + τ rΩj (t)
 ,
(119c)
where λˆ
(t)
are the estimated parameters in the previous
t-th iteration.
The updates for the weights λc+1 are more complicated,
they need to satisfy the nonnegative and sum-to-one
constrains. Here we can rewrite the weight λc+1 as
follows :
λc+1 =
exp(ωc)∑C
k=1 exp(ωk)
, (120)
where ωc ∈ R. We then can remove the constrains on
λc+1 and maximize ∆
(t+1)
Ωj→λc+1 with respect to ωc instead.
The derivative is then:
∂∆
(t+1)
Ωj→λc+1
∂ωc
=
∂∆
(t+1)
Ωj→λc+1
∂λc+1
· ∂λc+1
∂ωc
=
λˆ
(t)
1
(1− λˆ(t)1 ) · κ1 + λˆ(t)1
∑C
k=1 λk+1 · κ2
(
λˆ
(t)
k+2, λˆ
(t)
k+3
)
×
C∑
k=1
κ2
(
λˆ
(t)
k+2, λˆ
(t)
k+3
) (
λk+1 · 1(k=c) − λk+1λc+1
)
,
(121)
where 1(k=c) = 1 if k = c and 1(k=c) = 0 if k 6= c.
2) Bernoulli-Exponential mixture Input Channel: BEm
distribution is given in (53), we then have:
log
∫ ∞
0
Ωj(xj ,λ) · exp
(
∆
(t+1)
Ωj←xj
)
dxj
= log
∫
xj
p(xj |λ) exp
(
− 1
2τ rΩj (t)
(
xj − r(t)Ωj
))
= log
[
(1− λ1) · κ1 + λ1
C∑
c=1
λc+1 · κ2(λc+2)
]
= log
[
(1− λ1) · κ1 + λ1
C∑
c=1
λc+1 · κ2(c)
]
,
(122)
where κ1 is the same as (117a); for the c-th Exponential
mixture, κ2(c) depends on λc+2.
κ2(c) = λc+2 ·
√
piτ rΩj (t)
2
· erfcx
−r(t)Ωj − λc+2 · τ rΩj (t)√
2τ rΩj (t)
 ,
(123)
where erfcx(·) is the scaled complementary error func-
tion. Taking the derivative w.r.t. λ1, λc+2, we have:
∂∆
(t+1)
Ωj→λ1
∂λ1
=
−κ1 +
∑C
c=1 λˆ
(t)
c+1 · κ2
(
λˆ
(t)
c+2
)
(1− λ1) · κ1 + λ1
∑C
c=1 λˆ
(t)
c+1 · κ2
(
λˆ
(t)
c+2
)
(124a)
∂∆
(t+1)
Ωj→λc+2
∂λc+2
= κ3
(
λˆ
(t)\λˆ(t)c+2, λc+2
)
× λˆ(t)c+1
(
λc+2τ
r
Ωj (t) +
(
r
(t)
Ωj
− λc+2τ rΩj (t)
)
κ2(c)
)
.
(124b)
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We write the mixture weights λc+1 in the same form as
(120), and take the derivative w.r.t. ωc:
∂∆
(t+1)
Ωj→λc+1
∂ωc
=
∂∆
(t+1)
Ωj→λc+1
∂λc+1
· ∂λc+1
∂ωc
=
λˆ
(t)
1
(1− λˆ(t)1 ) · κ1 + λˆ(t)1
∑C
k=1 λk+1 · κ2
(
λˆ
(t)
k+2
)
×
C∑
k=1
κ2
(
λˆ
(t)
k+2
) (
λk+1 · 1(k=c) − λk+1λc+1
)
.
(125)
3) Laplace Input Channel: Laplace distribution is given in
(54). Similarly, we have:
log
∫ ∞
−∞
Ωj(xj ,λ) · exp
(
∆
(t+1)
Ωj←xj
)
dxj
= log
∫
xj
p(xj |y) · exp
−
(
xj − r(t)Ωj
)2
2τ rΩj (t)

= log [λ1κ1 (κ2(λ1) + κ3(λ1))]− log 2 ,
(126)
where κ1 is the same as (117a), κ2(λ1), κ3(λ1) depend
on λ1. They are as follows:
κ2(λ1) = λ1 ·
√
piτ rΩj (t)
2
· erfcx
−r(t)Ωj − λ1 · τ rΩj (t)√
2τ rΩj (t)

(127a)
κ3(λ1) = λ1 ·
√
piτ rΩj (t)
2
· erfcx
r(t)Ωj + λ1 · τ rΩj (t)√
2τ rΩj (t)
 .
(127b)
Taking derivative of (13c) with respect to λ1, we have:
∂∆
(t+1)
Ωj→λ1
∂λ1
=
1
λ1
+
κ4(λ1) + κ5(λ1)
κ2(λ1) + κ3(λ1)
, (128)
where κ4(λ1), κ5(λ1) depend on λ1. They are as follows:
κ4(λ1) = λ1τ
r
Ωj (t) +
(
r
(t)
Ωj
− λ1τ rΩj (t)
)
κ2(λ1) (129a)
κ5(λ1) = −λ1τ rΩj (t) +
(
r
(t)
Ωj
+ λ1τ
r
Ωj (t)
)
κ3(λ1) .
(129b)
4) Additive White Gaussian Noise Output Channel: The
white Gaussian distribution is shown in 55. We have the
following:
log
∫ ∞
−∞
Φ(yi, zi,θ) exp
( −1
2τ qΦi(t)
(
zi − q(t)Φi
)2)
dzm
=
1
2
log τ qΦi(t)−
1
2
log
(
θ1 + τ
q
Φi
(t)
)
− 1
2
1(
θ1 + τ
q
Φi
(t)
) (yi − q(t)Φi)2 .
(130)
Taking derivative of (13d) with respect to θ1, we have:
∂∆
(t+1)
Φi→θ1
∂θ1
=
(
yi − q(t)Φi
)2
2
(
θ1 + τ
q
Φi
(t)
)2 − 12 (θ1 + τ qΦi(t)) .
(131)
B. Max-sum Message Passing
The parameters of max-sum message passing can also be
estimated using Algorithm 3. We analyze the channels in this
case as follows:
1) Bernoulli-Gaussian mixture Input Channel: BGm in-
put channel is not really suited for the max-sum message
passing. If we compute (97b), the maximizing xj would
be 0, which makes both the parameter estimation and
signal recovery impossible.
2) Bernoulli-Exponential mixture Input Channel: BEx
input channel is also not suited for the max-sum message
passing for the same reason as the BGm input channel.
3) Laplace Input Channel: (97b) can be written as follows:
∆
(t+1)
Ωj→λ1 = maxxj
log λ1 − λ1 |xj | −
(
xj − r(t)Ωj
)2
2τ rΩj (t)
 .
(132)
The maximizing xj is given by the soft-thresholding
method:
x˜(t+1)n =
(∣∣∣r(t)Ωj ∣∣∣− λ1τ rΩj (t))+ · sign(r(t)Ωj) . (133)
If
∣∣∣r(t)Ωj ∣∣∣ > λ1τ rΩj (t), we have:
∆
(t+1)
Ωj→λ1 = log λ1 − λ1
∣∣∣r(t)Ωj ∣∣∣+ 12λ21τ rΩj (t) . (134)
If
∣∣∣r(t)Ωj ∣∣∣ ≤ λ1τ rΩj (t), we have:
∆
(t+1)
Ωj→λ1 = log λ1 −
1
2τ rΩj (t)
(
r
(t)
Ωj
)2
. (135)
We can see from (134, 135) that the λ1 that maximizes
(93a) is always ∞, which makes the estimation of λ1
impossible.
4) Additive White Gaussian Noise Output Channel: (97c)
can be written as follows:
∆
(t+1)
Φi→θ1 = maxzi
[
−1
2
log θ1 − 1
2θ1
(yi − zi)2
− 1
2τ qΦi(t)
(
zi − q(t)Φi
)2]
.
(136)
The maximizing zi is:
z˜m =
yiτ
q
Φi
(t) + q
(t)
Φi
θ1
θ1 + τ
q
Φi
(t)
. (137)
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We then have:
∆
(t+1)
Φi→θ1
= −1
2
log θ1 +
(
q
(t)
Φi
)2
θ1 + 2q
(t)
Φi
yiτ
q
Φi
(t)− y2i τ qΦi(t)
2τ qΦi(t)
(
θ1 + τ
q
Φi
(t)
) .
(138)
We can see from (138) that the θ1 that maximizes (93b)
is always 0, which makes the estimation of θ1 impossible.
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