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COMMUTANT LIFTING AND NEVANLINNA-PICK INTERPOLATION
IN SEVERAL VARIABLES
DEEPAK K. D., DEEPAK PRADHAN, JAYDEB SARKAR, AND DAN TIMOTIN
Abstract. This paper concerns a commutant lifting theorem and a Nevanlinna-Pick
type interpolation result in the setting of multipliers from vector-valued Drury-Arveson
space to a large class of vector-valued reproducing kernel Hilbert spaces over the unit
ball in Cn. The special case of reproducing kernel Hilbert spaces includes all natural
examples of Hilbert spaces like Hardy space, Bergman space and weighted Bergman
spaces over the unit ball.
1. Introduction
Let D = {z ∈ C : |z| < 1} be the open unit disc in the complex plane C. The classical
NevanlinnaPick interpolation theorem [12, 13] states: Given distinct n points {zi}
n
i=1 ⊆ D
(initial data) and n points {wi}
n
i=1 ⊆ D (target data), there exists a ϕ ∈ H
∞(D) such
that ‖ϕ‖∞ ≤ 1 and such that
ϕ(zi) = wi,
for all i = 1, . . . , n if and only if the Pick matrix[
1−wiw¯j
1−ziz¯j
]n
i,j=1
,
is positive semi-definite. Here we denote by H∞(D) the Banach algebra of all bounded
analytic functions on D equipped with the norm ‖ϕ‖ = sup{|ϕ(z)| : z ∈ D}, ϕ ∈ H∞(D).
In his seminal paper [14], Sarason proved the commutant lifting theorem for compressions
of shit co-invariant subspaces of the Hardy space which gives a simpler and elegant proof
of the NevanlinnaPick interpolation theorem.
Sarason’s approach to the commutant lifting theorem, along with its direct application
to NevanlinnaPick interpolation theorem, is deeply connected with a number of classical
problems in function theory and operator theory and have been studied extensively in the
past few decades (cf. [8]). There also has been a great deal of interest in analyzing the
possibilities of commutant lifting theorem and interpolation (and other related problems)
in the setting of general reporducing kernel Hilbert spaces over domains in Cn, n ≥ 1 (for
instance, see [3], [7], [1], [4] and [6]).
In this paper we make a contribution to a commutant lifting theorem and a version
of Nevanlinna-Pick interpolation interpolation in several variables. To be more precise,
let m ≥ 1 and let Hm denotes the reproducing kernel Hilbert space corresponding to the
2010 Mathematics Subject Classification. 30E05, 47A13, 47A20, 34L25, 47B32, 47B35, 32A35, 32A36,
32A38.
Key words and phrases. Commutant lifting theorem, Nevanlinna-Pick interpolation, weighted Bergman
spaces, dilations, multipliers.
1
2 DEEPAK, PRADHAN, SARKAR, AND TIMOTIN
kernel km on B
n, where
km(z,w) = (1−
n∑
i=1
ziw¯i)
−m (z,w ∈ Bn),
and Bn = {z = (z1, . . . , zn) ∈ C
n :
n∑
i=1
|zi|
2 < 1}. Recall that Hm is the Drury-Arveson
space (popularly denoted by H2n), the Hardy space, Bergman space and the weighted
Bergman space over Bn for m = 1, m = n, m = n+ 1 and m > n+ 1, respectively.
Our main results, restricted to Hm, m > 1, can now be formulated as follows:
Commutant lifting theorem (Theorem 3.4): Suppose Q1 and Q2 are joint (Mz1 , . . . ,Mzn)
co-invariant subspaces of H2n(= H1) and Hm, respectively. Let X ∈ B(Q1,Q2) and
‖X‖ ≤ 1. If
X(PQ1Mzi|Q1) = (PQ2Mzi|Q2)X,
for all i = 1, . . . , n, then there exists a holomorphic function ϕ : Bn → C such that
the multiplication operator Mϕ ∈ B(H
2
n,Hm), ‖Mϕ‖ ≤ 1 (that is, ϕ is a contractive
multiplier), and
X = PQ2Mϕ|Q1.
Thus, we have the following commutative diagram:
H2n
Mϕ
//
PQ1

Hm
PQ2

Q1
X
// Q2
Given a closed subspace S of a Hilbert space H we denote by PS the orthogonal projection
of S on H.
NevanlinnaPick interpolation theorem (Theorem 4.3): Given distinct n points {zi}
n
i=1 ⊆
Bn and n points {wi}
n
i=1 ⊆ D, there exists a contractive multiplier ϕ such that
ϕ(zi) = wi,
for all i = 1, . . . , n if and only if the matrix[
1
(1−〈zi,zj〉)m
−
wiw¯j
1−〈zi,zj〉
]n
i,j=1
,
is positive semi-definite. Here 〈z,w〉 =
n∑
i=1
ziw¯i for all z,w ∈ C
n.
We make strong use of the commutant lifting theorem in the setting of Drury-Arveson
space (see Theorem 2.2) and a refined factorization result (see Theorem 4.2) concerning
multipliers between Drury-Arveson space and a large class of analytic reproducing kernel
Hilbert space over Bn.
The remainder of the paper is organized as follows. Section 2 discusses some useful and
known facts about reproducing kernel Hilbert spaces. Section 3 presents the commutant
lifting theorem. Section 4 provides the interpolation theorem.
COMMUTANT LIFTING AND INTERPOLATION 3
2. Preliminaries
The Drury-Arveson space over the unit ball Bn in Cn will be denoted by H2n. Recall
that H2n is a reproducing kernel Hilbert space corresponding to the kernel function
k1(z,w) = (1−
n∑
i=1
ziw¯i)
−1 (z,w ∈ Bn).
Let k : Bn×Bn → C be a kernel such that k is analytic in the first variables {z1, . . . , zn}.
We say that k is regular if there exists a kernel k˜ : Bn×Bn → C, analytic in {z1, . . . , zn},
such that
k(z,w) = k1(z,w)k˜(z,w) (z,w ∈ B
n).
If k is a regular kernel, then Hk, the reproducing kernel Hilbert space corresponding to
the kernel k, will be referred as a regular reproducing kernel Hilbert space.
In the case of a regular reproducing kernel Hilbert space Hk, it follows [10] that Mzi,
the multiplication operator by the coordinate function zi, is bounded. Note that
(Mzif)(w) = wif(w),
for all f ∈ Hk, w ∈ B
n and i = 1, . . . , n. Moreover, it also follows that the commuting
tuple (Mz1 , . . . ,Mzn) on Hk is a row contraction, that is
n∑
i=1
MziM
∗
zi
≤ IHk .
If E is a Hilbert space, then we also say that Hk⊗E is a regular reproducing kernel Hilbert
space. Note that the kernel function of Hk ⊗ E is given by
B
n × Bn ∋ (z,w) 7→ k(z,w)IE .
The E-valued Drury-Arveson space, denoted by H2n(E), is the reproducing kernel Hilbert
space corresponding to the B(E)-valued kernel function
B
n × Bn ∋ (z,w) 7→ k1(z,w)IE .
To simplify the notation, we often identify H2n(E) with H
2
n⊗E via the unitary map defined
by zkη 7→ zk ⊗ η for all k ∈ Zn+ and η ∈ E . This also enable us to identify (Mz1 , . . . ,Mzn)
on H2n(E) with (Mz1 ⊗ IE , . . . ,Mzn ⊗ IE) on H
2
n ⊗ E .
Typical examples of regular reproducing kernel Hilbert spaces arise from weighted
Bergman spaces over Bn. More specifically, let λ > 1, and let
kλ(z,w) = (1−
n∑
i=1
ziw¯i)
−λ (z,w ∈ Bn). (2.1)
Then Hkλ is a regular reproducing kernel Hilbert space. Note that Hkλ is the Hardy
space, Bergman space and weighted Bergman space for λ = n, n + 1 and n + 1 + α for
any α > 0, respectively.
Suppose H and E∗ are Hilbert spaces and (T1, . . . , Tn) is a commuting tuple of bounded
linear operators on H. We say that (T1, . . . , Tn) on H dilates to (Mz1⊗IE∗ , . . . ,Mzn⊗IE∗)
on H2n ⊗ E∗ if there exists an isometry Π : H → H
2
n ⊗ E∗ such that
ΠT ∗i = (Mzi ⊗ IE∗)
∗Π,
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for all i = 1, . . . , n (cf. [15]). We often say that Π : H → H2n ⊗ E∗ is a dilation of
(T1, . . . , Tn).
If H = Hk is a regular reproducing kernel Hilbert space, then by [Theorem 6.1, [10]],
it follows that (Mz1 ⊗ IE , . . . ,Mzn ⊗ IE) on Hk ⊗ E dilates to (Mz1 ⊗ IE∗ , . . . ,Mzn ⊗ IE∗)
on H2n ⊗ E∗ for some Hilbert space E∗. More specifically:
Theorem 2.1. Let E be a Hilbert space. If Hk is a regular reproducing kernel Hilbert
space, then there exist a Hilbert space E∗ and an isometry
Πk : Hk ⊗ E → H
2
n ⊗ E∗,
such that
Πk(Mzi ⊗ IE)
∗ = (Mzi ⊗ IE∗)
∗Πk,
for all i = 1, . . . , n.
Since (Mz1⊗IE , . . . ,Mzn⊗IE) on Hk⊗E is a pure row contraction [10], the above result
also directly follows from Muller-Vasilescu [11] and Arveson [2].
In what follows, given a Hilbert space H and a closed subspace Q of H, we will denote
by iQ the inclusion map
iQ : Q →֒ H.
Note that iQ is an isometry and
iQi
∗
Q = PQ.
We now recall the commutant lifting theorem in the setting of the Drury-Arveson space
(see [1] or Theorem 5.1, page 118, [4]). A closed subspace Q of a regular reproducing kernel
Hilbert space Hk ⊗ E is said to be shift co-invariant if
(Mzi ⊗ IE)
∗Q ⊆ Q (i = 1, . . . , n).
Theorem 2.2. Let E1 and E2 be Hilbert spaces. Suppose Q1 and Q2 are shift co-invariant
subspaces of H2n(E1) and H
2
n(E2), respectively, X ∈ B(Q1,Q2) and let ‖X‖ ≤ 1. If
X(PQ1Mzi|Q1) = (PQ2Mzi|Q2)X,
for all i = 1, . . . , n, then there exists a multiplier Φ ∈ M(H2n(E1), H
2
n(E2)) such that
‖MΦ‖ ≤ 1 and PQ2MΦ|Q1 = X.
Recall also that, given regular reproducing kernel Hilbert spaces Hk1⊗E1 and Hk2⊗E2,
a function Φ : Bn → B(E1, E2) is called a multiplier from Hk1 ⊗ E1 to Hk2 ⊗ E2 if
Φ(Hk1 ⊗ E1) ⊆ Hk2 ⊗ E2.
The multiplier space M(Hk1 ⊗ E1,Hk2 ⊗ E2) is the set of all multipliers from Hk1 ⊗ E1 to
Hk2⊗E2. In what follows, M1(H
2
n⊗E1,Hk⊗E2) will denote the closed ball of radius one:
M1(H
2
n ⊗ E1,Hk ⊗ E2) = {Φ ∈M(H
2
n ⊗ E1,Hk ⊗ E2) : ‖MΦ‖ ≤ 1}.
We have the following useful characterization of multipliers (cf. Proposition 4.2, [15]):
Let Hk be a regular reproducing kernel Hilbert space, and let X ∈ B(H
2
n ⊗ E1,Hk ⊗ E2).
Then
X(Mzi ⊗ IE1) = (Mzi ⊗ IE2)X,
if and only if X = MΦ for some Φ ∈M(H
2
n ⊗ E1,Hk ⊗ E2).
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3. Commutant lifting theorem
We begin with a general result concerning intertwiner of bounded linear operators.
Lemma 3.1. Suppose Π : H → K and Πˆ : Hˆ → Kˆ are isometries, V ∈ B(K), Vˆ ∈ B(Kˆ),
T = Π∗VΠ and Tˆ = Πˆ∗Vˆ Πˆ. Moreover, let X ∈ B(H, Hˆ) satisfies
XT = TˆX.
If we define
Q = ΠH and Qˆ = ΠˆHˆ,
and
X˜ = ΠˆXΠ∗|Q,
then X˜ ∈ B(Q, Qˆ) and
X˜(PQV |Q) = (PQˆVˆ |Qˆ)X˜.
Proof. Notice that PQ = ΠΠ
∗ and PQˆ = ΠˆΠˆ
∗. Hence
X˜ = (ΠˆΠˆ∗)ΠˆXΠ∗|Q = PQˆ(ΠˆXΠ
∗)|Q,
and in particular
(ΠˆXΠ∗)Q ⊆ Qˆ,
which shows that X˜ ∈ B(Q, Qˆ). Moreover
X˜(PQV |Q) = ΠˆXΠ
∗PQV |Q
= ΠˆXΠ∗V |Q
= ΠˆXTΠ∗|Q
= ΠˆTˆXΠ∗|Q
= ΠˆΠˆ∗Vˆ Πˆ(Πˆ∗Πˆ)XΠ∗|Q
= PQˆVˆ |QˆΠˆXΠ
∗|Q
= (PQˆVˆ |Qˆ)X˜,
which completes the proof. 
Now we are ready to prove a variation, in terms of dilations, of Theorem 2.2.
Theorem 3.2. Let H and Hˆ be Hilbert spaces. Suppose T = (T1, . . . , Tn) and Tˆ =
(Tˆ1, . . . , Tˆn) are commuting tuples on H and Hˆ, respectively, X ∈ B(H, Hˆ), ‖X‖ ≤ 1,
and
XTi = TˆiX,
for all i = 1, . . . , n. If Π : H → H2n ⊗ E and Πˆ : Hˆ → H
2
n ⊗ Eˆ are dilations of T and Tˆ ,
respectively, then there exists a multiplier ϕ ∈M1(H
2
n ⊗ E , H
2
n ⊗ Eˆ) such that
X = Πˆ∗MϕΠ.
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Proof. Let
Q = ΠH and Qˆ = ΠˆHˆ.
If
X˜ = ΠˆXΠ∗|Q,
then by Lemma 3.1, it follows that X˜ ∈ B(Q, Qˆ) and
X˜(PQ(Mzi ⊗ IE)|Q) = (PQˆ(Mzi ⊗ IEˆ)|Qˆ)X˜,
for all i = 1, . . . , n. It then follows from the commutant lifting theorem, Theorem 2.2,
that
X˜ = PQˆMϕ|Q,
for some ϕ ∈M(H2n ⊗ E , H
2
n ⊗ Eˆ) and ‖Mϕ‖ ≤ 1. Then
ΠˆXΠ∗|Q = PQˆMϕ|Q.
It then follows from
Q = ran Π = ran ΠΠ∗,
that
(ΠˆXΠ∗)(ΠΠ∗) = PQˆMϕ(ΠΠ
∗).
Thus
ΠˆX = PQˆMϕΠ = (ΠˆΠˆ
∗)MϕΠ,
and hence X = Πˆ∗MϕΠ. 
Now let Q be a shift co-invariant subspace of Hk ⊗ E . An isometry Π : Q → H
2
n ⊗ E∗
is said to be a dilation of Q if
Π(PQ(Mzi ⊗ IE)|Q)
∗ = (Mzi ⊗ IE∗)
∗Π,
for all i = 1, . . . , n, that is (PQMz1 |Q, . . . , PQMzn |Q) on Q dilates to (Mz1⊗IE∗ , . . . ,Mzn⊗
IE∗) on H
2
n ⊗ E∗ via the isometry Π.
Lemma 3.3. Let Hk be a regular reproducing kernel Hilbert space, and let E and E∗ be a
Hilbert spaces. Suppose Q is a shift co-invariant subspace of Hk ⊗ E . If Π : Hk ⊗ E →
H2n ⊗ E∗ is a dilation, then ΠQ : Q → H
2
n ⊗ E∗, defined by
ΠQ = Π ◦ iQ,
is a dilation Q.
Proof. We first observe that
Π∗QΠQ = i
∗
QΠ
∗ΠiQ = I.
Now we compute
ΠQ(PQ(Mzi ⊗ IE)|Q)
∗ = ΠiQPQ(Mzi ⊗ IE)
∗|Q
= Π(Mzi ⊗ IE)
∗|Q
= (Mzi ⊗ IE∗)
∗Π|Q
= (Mzi ⊗ IE∗)
∗(ΠiQ)i
∗
Q|Q
= (Mzi ⊗ IE∗)
∗ΠQi
∗
Q|Q.
Now
i∗Q|Q = IQ,
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and so
ΠQ(PQ(Mzi ⊗ IE)|Q)
∗ = (Mzi ⊗ IE∗)
∗ΠQ,
for all i = 1, . . . , n. This completes the proof of the lemma. 
We are now ready to present and prove the commutant lifting theorem.
Theorem 3.4. Let Hk be a regular reproducing kernel Hilbert space, E1 and E2 be Hilbert
spaces, and let Q1 and Q2 be shift co-invariant subspaces of H
2
n⊗E1 and Hk⊗E2, respec-
tively. Let X ∈ B(Q1,Q2), and suppose that ‖X‖ ≤ 1 and
X(PQ1(Mzi ⊗ IE1)|Q1) = (PQ2(Mzi ⊗ IE2)|Q2)X,
for all i = 1, . . . , n. Then there exists a multiplier Φ ∈M1(H
2
n ⊗ E1,Hk ⊗ E2) such that
X = PQ2MΦ|Q1.
Proof. Observe that the inclusion map iQ1 : Q1 →֒ H
2
n ⊗ E1 is a dilation of Q1. Let
Πk : Hk ⊗ E2 → H
2
n ⊗ Eˆ be a dilation of Hk (see Theorem 2.1), that is, Πk is an isometry
and
Πk(Mzi ⊗ IE2)
∗ = (Mzi ⊗ IEˆ)
∗Πk, (3.1)
for all i = 1, . . . , n. Set
ΠQ2 = ΠkiQ2.
By Lemma 3.3, it follows that ΠQ2 : Q2 → H
2
n⊗ Eˆ is a dilation of Q2. Then Theorem 3.2
yields
X = Π∗Q2MΦ1iQ1 ,
for some multiplier Φ1 ∈M(H
2
n ⊗ E1, H
2
n ⊗ Eˆ). Hence
X = i∗Q2(Π
∗
kMΦ1)iQ1 .
Since
MΦ1(Mzi ⊗ IE1) = (Mzi ⊗ IE1)MΦ1 ,
we have,using also the adjoint of (3.1),
Π∗kMΦ1(Mzi ⊗ IE1) = Π
∗
k(Mzi ⊗ IE1)MΦ1 == (Mzi ⊗ IE2)Π
∗
kMΦ1 ,
for all i = 1, . . . , n, that is, Π∗kMΦ1 : H
2
n ⊗ E1 → Hk ⊗ E2 intertwines the shifts. Conse-
quently
Π∗kMΦ1 = MΦ,
for some multiplier Φ ∈M(H2n ⊗ E1,Hk ⊗ E2). Hence
X = i∗Q2MΦiQ1 ,
and thus
iQ2X = PQ2MΦiQ1.
Hence, we have
X = PQ2MΦ|Q1.
Finally
‖MΦ‖ ≤ ‖MΦ1‖ ≤ 1,
completes the proof of the theorem. 
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A simpler way of presenting the above theorem, from Hilbert module point of view, is
to say that the following diagram commutes:
H2n ⊗ Eˆ
H2n ⊗ E1
PQ1

MΦ
//
MΦ1
22
Hk ⊗ E2
PQ2

Πk
99
s
s
s
s
s
s
s
s
s
s
Q1
X
// Q2
ΠQ2
FF
4. Nevanlinna-Pick interpolation
We need some preparatory work before we state and prove the interpolation theorem.
Let k be a regular reproducing kernel on Bn. Then there exists a positive definite kernel
k˜ : Bn × Bn → C such that
k(z,w) = k1(z,w)k˜(z,w).
Let Hk˜ be the reproducing kernel Hilbert space corresponding to the kernel k˜. Suppose
evw : Hk˜ → C is the evaluation map, that is
evwf = f(w) (f ∈ Hk˜).
Then
k˜(z,w) = evz ◦ ev
∗
w
(z,w ∈ Bn),
and so
k(z,w) = k1(z,w)
(
evz ◦ ev
∗
w
)
(z,w ∈ Bn).
We note that ev∗
w
: C→Hk˜ is given by
ev∗
w
1 = k˜(·,w),
for all w ∈ Bn.
From now on we will assume that k is irreducible, that is, k does not vanish on the diagonal.
Now let E be a Hilbert space and define X : Hk ⊗ E → H
2
n ⊗ (Hk˜ ⊗ E) by
X(k(·,w)⊗ η) = k1(·,w)⊗
(
ev∗
w
1⊗ η
)
(η ∈ E ,w ∈ Bn). (4.1)
In order to see that X is bounded, we let z,w ∈ Bn and η, ζ ∈ E and compute
〈k(·,w)⊗ η, k(·, z)⊗ ζ〉 = k(z,w)〈η, ζ〉
= k1(z,w)(evz ◦ ev
∗
z
)〈η, ζ〉
= k1(z,w)〈ev
∗
w
1⊗ η, ev∗
z
1⊗ ζ〉.
Then
〈k(·,w)⊗ η, k(·, z)⊗ ζ〉 = 〈k1(·,w)⊗
(
ev∗
w
1⊗ η
)
, k1(·, z)⊗
(
ev∗
z
1⊗ ζ
)
〉, (4.2)
and the claim now follows from [1, Lemma 2]. Therefore, X ∈ B(Hk ⊗E , H
2
n⊗ (Hk˜ ⊗E))
and X satisfies (4.1). Consequently
X =M∗Ψk ,
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for some Ψk ∈M(H
2
n⊗ (Hk˜⊗E),Hk⊗E). Moreover, applying (4.2) again, it follows that
MΨk is a co-isometry:
IHk⊗E −MΨkM
∗
Ψk
= 0.
We summarize this in the following theorem (also see [9, Theorem 4.1] and [10, Theorem
6.2]):
Theorem 4.1. Let k : Bn × Bn → C be a regular and irreducible kernel, and let
k(z,w) = k1(z,w)k˜(z,w) (z,w ∈ B
n),
for some kernel k˜ on Bn. Suppose Hk˜ is the reproducing kernel Hilbert space corresponding
to the kernel k˜. If E is a Hilbert space, then there exists a co-isometric multiplier Ψk ∈
M(H2n ⊗ (Hk˜ ⊗ E),Hk ⊗ E) such that
k(z,w)IE =
Ψk(z)Ψk(w)
∗
1− 〈z,w〉
(z,w ∈ Bn).
In particular, it is instructive to consider the familiar case: weighted Bergman spaces
over Bn. Let m > 1 be an integer and let
km(z,w) = (1−
n∑
i=1
ziw¯i)
−m (z,w ∈ Bn).
Then
k˜m(z,w) = km−1(z,w),
and hence Ψkm(w)
∗ : E → Hkm−1 ⊗ E is given by
Ψkm(w)
∗η = km−1(·,w)⊗ η,
for all z,w ∈ Bn and η ∈ E . Note also that
〈Ψkm(w)(f ⊗ η), ζ〉 = f(w)〈η, ζ〉,
for all f ∈ Hkm−1 , η, ζ ∈ E and w ∈ B
n.
For this particular case, the representaiton of Ψkm has been computed explicitly in Section
4 of [5] and [3].
Now suppose E1 and E2 are Hilbert spaces, and k is a regular kernel on B
n. Let
Θ : Bn → B(E1, E2) be an analytic function. Then Θ ∈M1(H
2
n ⊗ E1,Hk ⊗ E2) if and only
if ∑
1≤i,j≤m
〈(I −MΘM
∗
Θ)k(wi,wj)ηj, ηi〉 ≥ 0,
for all w1, . . . ,wm ∈ B
n and η1, . . . , ηm ∈ E2 and m ≥ 1. By virtue of Theorem 4.1, this
is equivalent to positive definiteness of the function
(z,w) 7→ k1(z,w)(Ψk(z)Ψk(w)
∗ −Θ(z)Θ(w)∗).
This together with [1, Lemma 2] implies:
Theorem 4.2. Let E1 and E2 be Hilbert spaces, and let Θ : B
n → B(E1, E2) be an analytic
function. In the setting of Theorem 4.1, the following conditions are equivalent:
(i) Θ ∈M1(H
2
n ⊗ E1,Hk ⊗ E2),
(ii) there exists Θ˜ ∈M1(H
2
n ⊗ E1, H
2
n ⊗ (Hk˜ ⊗ E2)) such that
MΘ =MΨkMΘ˜.
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More specifically, the multiplier Ψk makes the following diagram commutative:
H2n ⊗ E1
MΘ
Hk ⊗ E2
H2n ⊗ (Hk˜ ⊗ E2)
❄ 
 
 
 
 ✒
✲
MΘ˜ MΨk
One should compare Theorems 4.1 and 4.1 with Lemma 4.1 and Theorem 4.2 in [5] and
Theorem 2.1 in [3].
We now turn to the interpolation problem. Let E1 and E2 be Hilbert spaces. We denote
by B1(E1, E2) the open unit ball of B(E1, E2), that is
B1(E1, E2) = {A ∈ B(E1, E2) : ‖A‖ < 1}.
We aim to solve the following version of Pick-type interpolation problem: Suppose {zi}
m
i=1 ⊆
Bn, {Wi}
m
i=1 ⊆ B1(E1, E2) and m ≥ 1. Find necessary and sufficient conditions (on {zi}
m
i=1
and {Wi}
m
i=1) for the existence of a multiplier Φ ∈M1(H
2
n ⊗ E1,Hk ⊗ E2) such that
Φ(zi) = Wi, (4.3)
for all i = 1, . . . , m.
Given such data {zi}
m
i=1 ⊆ B
n, {Wi}
m
i=1 ⊆ B1(E1, E2), set
Q1 = {
m∑
i=1
k1(·, zi)ζi : ζi ∈ E1}.
and
Q2 = {
m∑
i=1
k(·, zi)ηi : ηi ∈ E2},
Obviously Q1 and Q2 are shift co-invariant subspaces of H
2
n⊗E1 and Hk⊗E2, respectively.
Define X : Q2 → Q1 by
Xk(·, zi)η = k1(·, zi)(W
∗
i η),
for all i = 1, . . . , m and η ∈ E2. Then
X(Mzi ⊗ IE2)
∗|Q2 = (Mzi ⊗ IE1)
∗|Q1X,
for all i = 1, . . . , n. Then, by Theorem 3.4, X is a contraction if and only if there exists
Φ ∈M1(H
2
n ⊗ E1,Hk ⊗ E2) such that
PQ2MΦ|Q1 = X
∗.
In particular
k1(·, zi)(W
∗
i η) = X(k(·, zi)η)
= M∗Φ(k(·, zi)η)
= k1(·, zi)(Φ(zi)
∗η),
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for all η ∈ E2 and i = 1, . . . , m, and so Φ satisfies (4.3). Conversely, if Φ satisfies (4.3),
then it is easy to see that X defines a contractions from Q2 to Q1.
Now X is a contraction if and only if
0 ≤ 〈(I −X∗X)
m∑
i=1
k(·, zi)ηi,
m∑
i=1
k(·, zi)ηi〉
=
∑
1≤i,j≤m
〈k(zi, zj)ηj , ηi〉 −
∑
1≤i,j≤m
〈Wik1(zi, zj)W
∗
j ηj, ηi〉 ≥ 0
=
∑
1≤i,j≤m
〈
(
k(zi, zj)IE2 −
WiW
∗
j
1− 〈zi, zj〉
)
ηj, ηi〉,
for all η1, . . . , ηm ∈ E2, where the last equality follows from Theorem 4.1.
On the other hand, Theorem 4.2 says that Φ ∈M1(H
2
n⊗E1,Hk ⊗E2) if and only if there
exists Φ˜ ∈ M1(H
2
n ⊗ E1, H
2
n ⊗ (Hk˜ ⊗ E2)) such that
Φ(z) = Ψk(z)Φ˜(z),
for all z ∈ Bn. Summarizing, we have established the following interpolation theorem:
Theorem 4.3. Let E1 and E2 be Hilbert spaces, k be a regular and irreducible kernel on
Bn, and let
k(z,w) = k1(z,w)k˜(z,w) (z,w ∈ B
n),
for some kernel k˜ on Bn. Suppose {zi}
m
i=1 ⊆ B
n and {Wi}
m
i=1 ⊆ B1(E1, E2). Then the
following conditions are equivalent:
(i) There exists a multiplier Φ ∈ M1(H
2
n ⊗ E1,Hk ⊗ E2) such that Φ(zi) = Wi for all
i = 1, . . . , m.
(ii)
∑
1≤i,j≤m
〈
(
k(zi, zj)IE2 −
WiW
∗
j
1− 〈zi, zj〉
)
ηj , ηi〉 for all η1, . . . , ηm ∈ E2.
(iii) There exists a multiplier Φ˜ ∈M1(H
2
n ⊗ E1, H
2
n ⊗ (Hk˜ ⊗ E2)) such that
Ψk(zi)Φ˜(zi) = Wi (i = 1, . . . , n).
If n = 1 and k˜(z, w) = (1 − zw¯)−m, m ∈ N (that is, weighted Bergman space over D
with an integer weight), then a part of Theorem 4.3 was proved by Ball and Bolotnikov
[3].
Note that, the positivity condition in part (ii) of Theorem 4.3 does not hold in general:
Example: Consider the regular kernel k as the Bergman kernel on D, that is
k(z, w) =
1
(1− zw¯)2
(z, w ∈ D).
Here
k(z, w) = k˜(z, w) = Ψk(z)Ψ
∗
k(w) =
1
(1− zw¯)
(z, w ∈ D).
Then, for a given pair of points {w1, w2} ⊆ D, condition (ii) in Theorem 4.3 holds for
some pair {z1, z2} ⊆ D if and only if[
1
1−|z1|2
− |w1|
2 1
1−z1z¯2
− w1w¯2
1
1−z2z¯1
− w2w¯1
1
1−|z2|2
− |w2|
2
]
⋄
[
1
1−|z1|2
1
1−z1z¯2
1
1−z2z¯1
1
1−|z2|2
]
≥ 0,
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where ‘⋄’ denotes the Schur product of matrices. However, if z1 = w2 = 0 and z2 6= 0,
then it is easy to see that the positivity condition fails to hold for any w1 ∈ D such that
1− |w1|
2
1− |z2|2
< 1.
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