Learning Ising or Potts models from data has become an important topic in statistical physics and computational biology, with applications to predictions of structural contacts in proteins and other areas of biological data analysis. The corresponding inference problems are challenging since the normalization constant (partition function) of the Ising/Potts distributions cannot be computed efficiently on large instances. Different ways to address this issue have hence given size to a substantial methodological literature. In this paper we investigate how these methods could be used on much larger datasets than studied previously. We focus on a central aspect, that in practice these inference problems are almost always severely under-sampled, and the operational result is almost always a small set of leading (largest) predictions. We therefore explore an approach where the data is pre-filtered based on empirical correlations, which can be computed directly even for very large problems. Inference is only used on the much smaller instance in a subsequent step of the analysis. We show that in several relevant model classes such a combined approach gives results of almost the same quality as the computationally much more demanding inference on the whole dataset. We also show that results on whole-genome epistatic couplings that were obtained in a recent computation-intensive study can be retrieved by the new approach. The method of this paper hence opens up the possibility to learn parameters describing pair-wise dependencies in whole genomes in a computationally feasible and expedient manner.
Learning Ising or Potts models from data has become an important topic in statistical physics and computational biology, with applications to predictions of structural contacts in proteins and other areas of biological data analysis. The corresponding inference problems are challenging since the normalization constant (partition function) of the Ising/Potts distributions cannot be computed efficiently on large instances. Different ways to address this issue have hence given size to a substantial methodological literature. In this paper we investigate how these methods could be used on much larger datasets than studied previously. We focus on a central aspect, that in practice these inference problems are almost always severely under-sampled, and the operational result is almost always a small set of leading (largest) predictions. We therefore explore an approach where the data is pre-filtered based on empirical correlations, which can be computed directly even for very large problems. Inference is only used on the much smaller instance in a subsequent step of the analysis. We show that in several relevant model classes such a combined approach gives results of almost the same quality as the computationally much more demanding inference on the whole dataset. We also show that results on whole-genome epistatic couplings that were obtained in a recent computation-intensive study can be retrieved by the new approach. The method of this paper hence opens up the possibility to learn parameters describing pair-wise dependencies in whole genomes in a computationally feasible and expedient manner.
I. INTRODUCTION
Inferring interactions from multiple sequence alignment (MSA) has emerged in recent years as an important new development in statistical physics and computational biology. A main model paradigm has been to use the data to infer terms in an Ising model, if the data is Boolean (Ising spins), or to infer terms in a Potts model if the data is categorical (number of data types greater than two). From a statistical point of view these are inference problems in exponential families [39] , while from a physical point of view the approach has been called the inverse Potts/Ising problem [26, 30] and Direct Coupling Analysis [41] . In this paper we will use the latter term and its abbreviation DCA. DCA has been used to predict residue-residue contacts in a protein 3D structure from similar (homologous) protein sequences [4, 11, 19, 41] , reviewed in [36] and more recently in [5, 26, 35] , and an exciting perspective has opened that such predicted contacts can also be leveraged to predict complete 3D protein structure in silico [16, 17, 23, 27, 28] . Other recent applications of DCA have been to predicting RNA structure [8, 9, 42] , inter-protein contacts [15, 37] , and synergistic effects of mutations (epistasis) not necessar-ily related to spatial contacts [13, 18, 33] .
The actual use of DCA is comprised of two parts: (1) to run the inference procedure of choice on an MSA which consists of N samples, each of dimension L; and (2) to keep only a subset of largest predictions for further assessment and use. We will refer to the columns of the MSA as loci, the variables in each column as alleles, and the rows as samples. The MSA hence consists of N samples with each sample being a list of L alleles. Alternatively we will refer to L as the data dimension and N as the sample size. The total number of parameters in the inferred Ising or Potts models is proportional to L 2 and will here be denoted P. The number of retained predictions will be denoted K.
Exact frequentist or Bayesian-point estimate methods, i.e. maximum likelihood (ML) or maximum a posteriori (MAP), are not computationally feasible for the data dimensions of current practical interest, and many approximate inference methods have therefore been developed [26] . Additionally statistical identifiability demands that K cannot be larger than N ; one cannot learn more features from the data than there are examples. This has indeed mostly been the case in the examples above. However, in the intermediate step P parameters are inferred, and in many (if not all) cases of interest P ∼ L 2 has been much larger than N . On top of inference being approximate it must therefore also be regularized.
The setting where DCA is applied is rather far from classical statistical inference which is mainly concerned arXiv:1710.04819v1 [physics.bio-ph] 13 Oct 2017 with the limit when N (number of samples) is much larger than P (number of parameters). Theoretical results on consistency which pertain to e.g. pseudolikelihood maximization (see below) do not in themselves establish the practical superiority of this or other approaches to DCA when combined with regularization; such a conclusion instead relies on empirical testing, or on considerably more involved arguments [2, 22, 38] .
The search for methods to choose K given an MSA of given size and statistical characteristics was only initiated recently [43, 44] and is yet to be developed fully. Let us note that a commonly used rule of thumb has been to retain about as many predictions as the data dimension L; from a statistical point of view this is inappropriate unless the MSA is square or a thin matrix, i.e. unless N is at least as large as L. For the protein problem this has usually been the case, but for the genome-scale problems in [33] the MSA was a fat matrix of N about 10 3 and L about 10
5 . The fraction K/P of predictions that could be retained was in this case hence less than 10 −8 . For most realistic genome-wide DCA problems the fraction of retained predictions would similarly be very small. In an extreme extrapolation that the genome of every living human being on earth were accurately sequenced N would be 10
10 , while L, if approximately every eighth nucleotide would vary, as has been estimated for the protein-coding part of the human genome [6] , would be about 5 · 10 8 . The resulting MSA would be thin, but the number of parameters P of the Potts model would be very large (about 2 · 10 18 ), and K/P could again be not more than about 10 −8 . The scenario that only a very small fraction of predictions are retained in DCA will therefore likely remain relevant.
The issue we address in this work is the following. In practice it is cumbersome to run even approximate inference methods on the largest datasets that are of interest and if we imagine scaling up DCA to problems of the size of the human genome it will not be possible at all in the foreseeable future. However, as discussed above, inference is only used to retain a very small set of leading predictions so it is conceivable that the problem can be dimensionally reduced before inference. We will introduce a straight-forward scheme that makes this possible, and show that it works on both in silico and real data.
The paper is organized as follows. In Section II we review the DCA approach and the pseudo-likelihood maximization (PLM) computational scheme, and in Section III we formally introduce Correlation-Compressed Direct Coupling Analysis (CC-DCA) as a new inference procedure. We then test CC-DCA on in silico data, where the models and the principles are discussed in Section IV, and the results are presented in Section V. In Section VI we present an example where epistatic couplings are inferred from a collection of whole-genome sequences of the human pathogen Streptococcus pneumoniae. We show that CC-DCA finds essentially the same leading couplings as a much more demanding DCA-based method [33] (see also [29] ).
On a final note the currently best-performing versions of DCA for the protein contact predictions application are hybrid schemes that rely also on other information [14, 20, 24, 40] . Although such schemes can probably be expected to outperform "pure DCA" also in other applications, we are in this paper only concerned with the performance of DCA and DCA-like procedures alone.
II. A BRIEF SUMMARY OF DIRECT COUPLING ANALYSIS (DCA)
The basic assumption behind DCA is that samples are drawn from a probabilistic model of the Potts model type involving two-body interactions
Here σ ≡ (σ 1 , σ 2 , . . . , σ L ) denotes a configuration of the system, and σ i is the allele (or state) of locus i; h ≡ {h i :
} denotes the set of external fields and pairwise couplings; the parameter β (inverse temperature) is introduced for later convenience and here just sets an overall scale of the energy terms. In this and the next section we will for simplicity take the σ i 's Boolean variables (Ising spins) in the Ising gauge [10, 41] such that h i (σ i ) = h i σ i and J ij (σ i , σ j ) = J ij σ i σ j ; and we will focus on the couplings, so all the h i parameters will be zero. Furthermore all diagonal coupling elements J ii are set to be zero. Given N observed samples σ (1) , σ (2) , . . ., σ (N ) , maximum likelihood inference means to minimize the following objective function
where · means averaging over all the N sample configurations. The optimal value of the parameter J is determined by the variational conditions
This requires the calculation of the partition function Z and its first derivatives, therefore renders the inference problem only feasible for small systems. A part of the approach to be introduced below is pseudo-likelihood maximization (PLM) [3, 26] . This method maximizes conditional probabilities for each variable separately, and uses all the N individual sample configurations in the inference process. It is statistically consistent i.e. gives almost surely the same result as exact maximum likelihood on infinite data, but it is a weaker procedure meaning that the scatter around the true value is larger for finite data. By pseudo-likelihood the feasible size of data is extended significantly. In the case of Ising variables (σ i ∈ ±1 for all the loci i ∈ [1, L]), the conditional probabilities for the model with energy
where θ i = j J ij σ j is the instantaneous field on locus i, and σ \i ≡ σ\σ i denotes the state of all the other (L − 1) loci except locus i. The corresponding objective functions in pseudo-likelihood maximization is
We can minimize these L objective functions simultaneously ("symmetric PLM"), or separately by removing the constraint J ij = J ji ("asymmetric PLM"). Asymmetric PLM can be implemented in parallel and allows for considerable computational speed-up as the optimization problems are also smaller. However, the separate optimizations will usually give J ij = J ji . Following [10] we here take the output of asymmetric PLM to be J
We also use l 2 regularization as described in [10] . Unless otherwise stated the regularization parameter λ J has been set to be 0.01.
III. DATA COMPRESSION BEFORE INFERENCE
Here we formally introduce Correlation-Compressed Direct Coupling Analysis (CC-DCA). The basic motivation is that although pseudo-likelihood maximization and other approximate inference methods can handle systems much larger than those for which full maximum likelihood is feasible, they still cannot be applied to very large systems. Therefore further approximations and/or simplifications are called for.
Our approach is to first reduce the MSA based on measured correlations, and only then apply a DCA method such as PLM. The idea is hence to take "Direct" in the acronym DCA both seriously and literally: two loci with a strong coupling J ij will in general be highly correlated, but the opposite is not true: two loci can be highly correlated without there being a strong coupling J ij . This suggests that if the loci involved in strong correlations are retained and the other loci are eliminated, then the resulting smaller data matrix will carry enough information to determine the largest J ij 's. The principle of CC-DCA is illustrated in Fig. 1 .
A list-based presentation of CC-DCA, appropriate for Ising data, is as follows:
1. Given an N × L MSA data matrix A, first compute the covariance matrix C with C ij = σ i σ j − σ i σ j being the correlation between the two loci i and j. , α = 1, 2, . . . , N ) and L being the length of each sequence. Each entry is a sequence letter (one of the four nucleotides A, G, C and T). In the data analyzed in Section VI one of the sequence letters can also be N (anything). The covariance matrix Cij between any two loci i and j is then computed by reading the i-th and the j-th column of matrix A, and the column pair (i, j) is given a score. In Section VI the score used is Mutual Information (MI). The m column pairs of largest scores are selected. After considering the ≤ 2m loci involved in these M pairs, the original MSA matrix A is reduced to the new N × MSA matrix B for further analysis by some version of DCA.
2. Find the m largest elements (either positive or negative) of the matrix C; and then identify the loci which appear in these m elements. Obviously ≤ 2m.
3. Retain these loci and eliminate all the others. The original MSA matrix A is then reduced to a smaller N × MSA matrix B. This correlation-compressed matrix B then serves as input for DCA analysis.
We call DCA on the correlation-compressed data CC-DCA. When the flavor of DCA is PLM we thus alternatively call the resulting algorithm CorrelationCompressed Pseudo-Likelihood Maximization (CC-PLM). This is the flavor assessed and used in the following sections.
IV. TEST SETS AND EVALUATION PROCEDURES
The study of "inverse Ising" and "inverse Potts" problems began about a decade ago stimulated by early results in neuroscience [31] , before it was widely appreciated that the success of DCA on practical data sets rests both on the inference procedure and on the choice to retain only some largest predictions. Controlled tests were done generating data from some known distribution and then checking how well the parameters could be recovered. Most of these tests were done using the root-mean-square (RMS) criterion and J -matrices generated by some variant of the Sherrington-Kirkpatrick (SK) model, see [30] for an early review, and [1, 32] for two representative examples at the time and [26] for a recent comprehensive survey.
Neither of these choices is however suitable as to how DCA methods are currently used. The RMS criterion includes all predictions in the J-matrix, and not only the largest, and therefore does not reflect how well a method recovers the leading couplings. In a standard SK model on L spins with Gaussian couplings the typical values of the couplings scale as
and the largest values follow a Gumbel extreme value distribution with size about √ log L/ √ L. All the couplings are then of very similar values, so that this should in fact be a very challenging case, possibly much more so than realistic data. We will for completeness and back-compatibility also consider this model, but current practice in DCA additionally calls for other model classes and other evaluation criteria, as we will now discuss.
A. Random power-law test model class
As a new test model class, relatively simple to describe, we propose the random power-law model class (RPL), as follows:
• The magnitudes of the elements of J are generated according to a power-law distribution, with a probability density function ρ(x) = c · x −γ for x in some interval x s ≤ x ≤ x l . The exponent γ is tunable and c is a normalization constant. If γ > 1 then
• The signs of the elements of J can be chosen either all positive (ferromagnetic-like model), or randomized (spin-glass-like model).
• All elements are generated as independently and identically distributed (i.i.d.) random variables with the above characteristics. For the Ising model (q = 2) this just means that the coupling coefficients J ij are i.i.d. random variables as above while for Potts models (q > 2) we take all the elements of the q × q coupling matrix between any two loci as i.i.d. random variables.
Obviously many similar distributions could be considered, e.g. relaxing the biologically questionable assumption that the elements in a q × q coupling matrix are independent, but such extensions will be left for future work. The essence of the RPL class is that the coupling constants are widely distributed in size.
B. SK test model class
We also consider the more traditional SK spin glass model, where conventional DCA methods have been extensively tested in silico in the past. In Section V we apply CC-PLM on SK model data. The coupling constants J ij in this model will be quenched i.i.d. Gaussian random variables with mean zero and variance 1 L . The coupling constants are hence narrowly distributed around zero, there are no exceptionally strong interactions.
C. Evaluation by scatter plot
When testing DCA procedures on in silico data, a most natural graphical procedure is by scatter plot. By this measure the inferred value of an interaction coefficient is given as ordinate (value on y-axis), plotted against the true value given as abscissa (value on x-axis). If the inference procedure is accurate the points will lie along the diagonal (x = y). If there are systematic differences between large interactions and other interactions, as there will be in the test cases described below, this will show up as deviations of the data cloud from the diagonal.
D. Evaluation by true positive rate
A general evaluation procedure when using DCA on real data was introduced in [41] and has been used since in most empirical work and DCA applications. It has however not been equally used in testing on model classes, and we will therefore introduce it formally:
• Generate coupling coefficients/matrices J ij according a preferred scheme, in our case the RPL or SK as in the preceding subsections.
• Draw N independent samples from the GibbsBoltzmann distribution with those model parameters. In practice this has to be done with Markovchain Monte Carlo (MCMC) and may have issues with convergence for strongly coupled systems (low temperature). In the tests below we will therefore limit ourselves to weakly coupled systems (high temperature).
• Consider the two lists
of the k strongest true interactions and the k strongest predicted interactions and where | · | is a suitable norm. Compare the lists and determine how many elements l they have in common. The True Positive Rate (TPR) of the k strongest couplings is then defined as
In Section VI below we consider real data where the true couplings are unknown. In fact, it is then not known if it is a good approximation to assume that the data has been generated from a Potts model, or what model class describes the data at all. In an recent paper [33] couplings were inferred by a modified DCA procedure and then discussed from the view-point of plausibility and relevance in the light of how the data had been obtained and known facts of S. pneumoniae biology. In this work we compare results from CC-DCA to those of [33] by a visual procedure where couplings are displayed as arcs in a circular plot and the darkness of an arc is proportional to coupling strength. The strongest inferred couplings thus stand out as isolated black arcs on a grey background formed by many weaker inferred coupling. The circular plots are produced by circos (http://circos.ca) [21] . Given a list of scored couplings, evaluation by visualization proceeds as follows
• Partition the whole genome into non-overlapping windows of size 100 bp.
• Couplings connected between the same two windows are merged by a coarse-grained coupling, the score of which is simply the sum of scores before merging. The two endpoints of coarse-grained coupling are the beginning positions of the two windows.
F. Evaluation of CC-DCA on in silico data
We evaluate our CC-DCA method as follows. First we generate coupling coefficients/matrices according to model test classes such as RPL of Section IV A or SK of Section IV B, and then we generate N independent samples from the Gibbs-Boltzmann distribution. This yields an N × L MSA which we call data matrix A. We apply DCA on A to get the values of all couplings, and compute a true positive rate TPR A (k). For this to be feasible L cannot be very large, as discussed above.
The CC-DCA method consists in reducing A to a smaller data matrix B on which we run DCA. That leads to a new set of couplings obtained by CC-DCA, and to new true positive rates TPR B (k). The evaluation of the data reduction scheme then proceeds by comparing the couplings obtained from DCA and CC-DCA in a scatterplot, and by comparing TPR A (k) to TPR B (k). Obviously, such an evaluation can only be done on relatively small systems as otherwise we could not run the DCA on the huge matrix A at once. If it works, it would however support the idea to use the same procedure on very large data sets.
V. RESULTS ON IN SILICO DATA
In this section we describe results of CC-DCA on the RPL and SK models. The data dimension L is 1024. For RPL we use power-law exponent γ = 3, lower cut-off x s = 1 and large cut-off x l = ∞. Further parameter choices are discussed together with the presentations of the results. Some additional results on the SK model with planted couplings are presented separately in Appendix A.
We schematically show results for the ferromagnetic and spin-glass couplings and for the severely undersampled and slightly under-sampled problems and different levels of compression in the CC-DCA step. For the ferromagnetic case the signs of all the Ising terms in Eq. (1) are positive, while for the spin-glass case they have random signs. For the ferromagnetic model the critical temperature T c was estimated to be around 1900 (parameter β in (1) about 1 1900 ) while for the spin-glass model the T c was estimated to be around 120. We note again that β is here not a physical temperature, but only sets an overall scale of the couplings. We here only report results from the high-temperature regime where T ≡ β −1 is larger than T c by some margin, and so we expect that in all cases considered MCMC will converge fast enough such that the sampled configurations obey the Gibbs-Boltzmann equilibrium distribution. In the results shown here the severely under-sampled case has N = L 2 configurations, i.e. the MSA is a fat matrix of shape 1 : 2. The other case, also under-sampled, analogously has N = 16L; the MSA is a thin matrix of shape 16 : 1. Both settings are under-sampled because N is much less than the total number of model parameters P, which is of order L 2 . Fig. 2 and Fig. 3 show the performance of CC-DCA as scatter plots and also the performance of using bare correlations as predictors for the coupling coefficients. We see that CC-PLM has similar performance as PLM in identifying the strongest interactions in the system. When the number of sampled configurations is relatively large (e.g., N = 16L) the quantitative predictions by CC-PLM on the strongest interactions are rather accurate, even though the subsystem contains only very few loci of the original system (Fig. 2, bottom row; Fig. 3 , bottom row). When the configurations are severely undersampled (e.g., N = 0.5L) there is a high danger of false positive DCA results (namely, strong interactions were predicted between some loci which actually only interact weakly); but even in this difficult case the values of the few strongest coupling constants are still predicted relatively accurately by the CC-PLM method (Fig. 2,  top row; Fig. 3, top row) . The couplings J ij in the RPL instances have quite different values and some of them are very strong (e.g., up to J ij ≈ 700). The correlations C ij between the strongly interacting loci i and j are then naturally quite strong too. Indeed for the strongest couplings in the spin-glass case, Figs. 3(a) and 3(e), the scatter plot of C ij vs J ij practically falls on a single curve, though not on a straight line. For this rea- (Figs 4(a) and 4(c) ) CC-PLM is basically able to retrieve to the leading (largest) couplings as well as full PLM, while for couplings beyond the compression threshold CC-PLM falls below the other curves. Bare correlation analysis works for these instances almost as well as full PLM, a result that can also be deduced from, in particular, Fig. 3(a) . Qualitatively the same behavior is also found for the better sampled data (Fig. 4(b) and Fig. 4(d) ). For the better-sampled spin-glass RPL data (Fig. 4(d) ) correlations alone are quite good predictors of the identity of the strongest coupled pairs, a result which can also be read off from Fig. 3(e) . As discussed above the actual values of the couplings are less well predicted by bare correlations, with more scatter or more non-linear deviations away from the diagonal in the scatter-plots in Figs. 2 and 3.
We then turn to applying CC-PLM to the SK spinglass model. As Fig. 5(a) suggests, the covariance C ij scales roughly linearly with the coupling constant J ij in the high-temperature region, but there is a high degree of dispersion due to under-sampling of equilibrium configurations (here we use N = 16L). If the sampled configurations are used by PLM to infer the coupling constants, the qualitative agreement with the true values is better but not perfect [ Fig. 5(b) ]. Results in this direction were obtained already in the early DCA literature cf. [1, 32] and have recently been developed further [2, 26] . We here apply CC-PLM on the subsystem corresponding to the m strongest covariance elements. The inference results for the subsystem of size = 16 (for m = 8), = 31 (for m = 16) and = 62 (for m = 32) are shown in Fig. 5(c) , 5(d) and 5(e), respectively. The predicted values of the coupling constants in these subsystems are in good match with the true values. The CC-PLM method therefore is capable of identifying the strongest interactions also in these systems, but the inferred values of the coupling coefficients are less accurate than in the RPL class. 
VI. RETRIEVAL OF EPISTATIC COUPLINGS FROM WHOLE-GENOME BACTERIAL DATA BY CC-DCA
In this Section we discuss retrieving couplings on the genome scale from real data. The general biological term for combinatorial effects in fitness is epistasis [7] . All the settings where DCA has been applied can be considered special cases of epistasis, generated by the physical interactions of residues in a protein, or by any other mechanism. As in the DCA literature overall we here assume that inferred Ising/Potts parameters directly measure epistasis. The phenomenon of correlated variations between loci in data is called Linkage Disequilibrium (LD) [34] . LD can be due both to epistasis and to shared ancestry of loci at close enough genomic positions. In the following we will separate long-range couplings where shared ancestry is unlikely from short-range couplings where LD could be caused by both epistasis and shared ancestry.
In recent years datasets have been obtained on whole genomes of samples from entire bacterial populations. Characteristic sizes of these datasets are L not larger than a few millions (size of a bacterial genome) and N not larger than a few thousand (largest current samples). In practice genomes in naturally occurring organisms only vary on a subset of all positions, so that the number of varying loci L is not larger than on the order of one or a few hundred thousand. Still, the number of Potts model parameters to describe a distribution over 100, 000 loci would be on the order of 10 10 and to learn such models directly from data is very challenging.
In two recent contributions PLM was used to analyze epistasis in the human pathogen S. pneumoniae (the pneumococcus). In the first approach [33] the pneumococcal genome was split into about 1500 chunks, one locus was randomly selected from each chunk, and PLM was run on this (much reduced) set, and then run again on a new random selection, and so on. A putative interaction was scored by how many times it appeared in the lists from each sampling, which required many samplings, in practice several tens of thousands. In the second approach [29] an optimized version of PLM was run on all the loci at once, and the inferred Potts parameters used as in standard DCA. Both methods yield very similar results, but both also led to substantial computation time. We will here see how well CC-DCA manages on this challenging real-world dataset, assuming that the results from [33] can be taken as "ground truth". Evaluation will be by visual comparison as described in Section IV E. Temperatures are respectively T = 2500 for the ferromagnetic case and T = 300 for the spin-glass case, in both cases well above the estimated critical temperature. The elements of the coupling matrix J are ranked either according to the covariance matrix C (circles), or according to the PLM predictions on the whole system (squares), or according to the PLM predictions on the correlation-compressed subsystem constructed using m = 8 (stars), m = 16 (crosses) and m = 32 (triangles) strongest covariance elements.
A. Preparation of data
The data contains the genome alignment for 3156 isolates of S. pneumoniae downloaded from the data repository [25] . The format of this MSA are letters in the alphabet A, C, G, T and N (with N meaning complete uncertainty on the letter), each of which has length 2, 221, 315. Thus the data is severely under-sampled. A Potts model fitted to this data (with gauge chosen) would have
2 parameters for pairwise interaction and L(q − 1) parameters for local fields, where q = 5 and L = 2, 221, 315, in total about 32 · 10 12 real parameters.
Following [33] we first filter to remove loci that lack information and loci that are not bi-allelic. For each locus, ignoring N, we denote the most common letter (among A, C, G, T) as major and the second most common letter as minor. Our filtering criteria are:
1. Remove multi-allelic loci. A locus is considered as multi-allelic when the counter of the third most common letter (among A, C, G, T) is not zero.
2.
Remove "frozen" loci. A locus is considered as frozen when its minor allele frequency (MAF) is less than 0.01. For bi-allelic loci, the MAF is computed by MAF = minor major + minor .
3. Remove loci which have high uncertainty. A locus is considered as highly uncertain when its frequency of the letter N is larger than 500/3156 ≈ 0.158. nodes; by construction major is the most common symbol at all loci, and we therefore (trivially) expect to find everywhere an inferred external field favouring state 2. Following standard procedures in DCA, also used in [33] , we apply the re-weighting procedure described in [41] and [10, 11] . After re-weighting with threshold x = 1 (namely, if k ≥ 2 rows of the 3156 × 81506 MSA matrix are identical, only one of them is kept while the other k−1 rows are deleted), the number of configurations went down from 3156 to 3145 i.e. only a very minor change.
B. Results
To quantify correlations between two loci by a scalar we use as in [41] mutual information (MI). The first step in CC-DCA is hence to find for each pair of loci i and j a real number which is the absolute value of MI between these two columns in the MSA, then to order the pairs by this number in descending order, and then to identify the set of loci which are members in a list of m top-ranking pairs. On this subset (MSA B) of loci we then run DCA. We use the asymmetric version of plmDCA [10] with hyper-parameters λ h = 0.1 and λ J = 0.05. The inferred couplings between loci i and j are scored by a modified Frobenius norm where the state N is not counted i.e.
where s i and s j are the states of the two loci i and j and the coupling matrix J ij (s i , s j ) is in the Ising gauge [11, 41] . This procedure is analogous to the plmDCA20 method described in [12] , where only residues (not gap states) were included in the scoring, and which was there shown to improve the accuracy of contact pre- diction in a large test set of protein families.
The results obtained by CC-DCA from 9300 loci involved in the 30, 000 strongest correlations are shown in Fig. 6 , and in Figs. 10 and 11 in Appendix B. The processing steps in the visualization are described above in Section IV E. The numbering around the rim in Fig. 6 is genomic position in units of 1000 bp. The plots hence go along the whole S. pneumoniae genome in our data, from genomic coordinate 1 to 2, 221, 315. We evaluate by comparing to a visualization of the 5199 strongest couplings identified in [33] , shown in Fig 7, and also by a visualization of the same 30, 000 strongest correlations as such (Fig. 8, commented on below) . The interactions between genes pbp2b (position 1615) and pbp2x (position 290) as well as between pbp2x and pbp1a (position 330) are immediately visible in Figs. 6 and 7. It is also possible to identify other links discussed in [33] (see caption to Fig. 7 ) as well as a characteristic absence of couplings involving loci at positions 1170 − 1290.
Turning now to correlations, among the 30, 000 strongest which were used in obtaining Fig. 6 (and Fig. 10 ), only 907 are long-range. These are displayed in Fig. 8 . As there are now much fewer links (30, 000, as opposed to the much larger number of couplings in-
The 5199 strong couplings identified in [33] depicted with the same visualisation procedure as used in Fig. 6 . Only long-range couplings are displayed. Additionally to the links between genes pbp2x, pbp2b and pbp1a one can here also identify the link to dyr (position 1530), and the triad of interactions involving divIVA (position 1600), psp (position 120) and a site upstream of gene ply (position 1890).
FIG. 8:
The 907 long-range correlations among the 100, 000 strongest correlations from which the loci used to generate data in Fig. 6 were identified. Similarly to Fig. 6 one can identify the comparatively short-range interaction between pbp2x (position 290) and pbp1a (position 330) but the interactions to pbp2b (position 1615) or less evident; additionally one observes in this figure a strong shorter-range inferred interaction between positions 290 and 280, a presumably spurious link absent in Fig. 7 . Fig. 7 , and also otherwise Figs. 6 and 7 are clearly the most similar to one another.
In conclusion, the agreement between the results obtained by CC-DCA and the DCA-derived method in [33] should be deemed fair, especially given that CC-DCA here represents a very significant simplification of the computational task. Although some results from [33] can also be identified directly from correlations (Fig. 8) , overall the agreement between CC-DCA and DCA is better.
VII. DISCUSSION
We have in this work introduced CorrelationCompressed Direct Coupling Analysis (CC-DCA) as a convenient method to detect the strongest direct interactions from datasets (MSAs) so large that direct application of DCA is cumbersome or not feasible. We have validated this method on synthetic data sampled from the random power-law (RPL) model and standard Sherrington-Kirkpatrick (SK) model, as well as (in Appendix A) SK with some additional planted large couplings. Results are good to very good for all cases tested.
We have also shown that CC-DCA allows to recover, at very low computational overhead, results on wholegenome bacterial population-wide sequence data. Methods in the PLM family are quite challenging and resourcedemanding to run on the full datasets under consideration, hence we have here only compared CC-PLM with the published results in [33] , and not with results that could be obtained by the optimized version of PLM recently presented in [29] ; we leave that to future work.
We have in this work not given detailed performance measures since the components of CC-DCA are either standard (computation of covariance matrices) or have been amply documented in the earlier literature (using PLM on a reduced data set of standard size). For the data sizes tested in the present paper the main computational bottleneck of CC-DCA is to compute the covariance matrix based on the empirical data. For the whole-genome MSA dataset in Section VI the total time used to compute all the correlations by a single-threaded C++ code was 15.8 hours on a processor with frequency 2.2 GHz and runtime memory is less than 8 GB. In practical applications this task can be further simplified by maintaining a running list of the m strongest covariance elements C ij and discarding all the other elements. Further simplifications and improvements will be a future task.
In summary we have demonstrated a new means of application of DCA-like methods to very large datasets of biological interest by using intelligent pre-processing to reduce computational costs by a large factor. 
