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Abstract
In this article, we make a generalization of classical fixed point theorems by using
the concept of half-continuity and then apply it to improve the nonuniqueness result for
solutions to the vacuum Einstein conformal equations shown in [15].
1 Introduction
On a given smooth, compact n−manifold M with n ≥ 3, the vacuum Einstein constraint
equations for a metric g˜ and a symmetric (0, 2)−tensor K˜ are
Rg˜ − |K˜|
2
g˜ + (Trg˜K˜)
2 = 0
divg˜K˜ − d(Trg˜K˜) = 0,
(1.1)
where Rg˜ is the scalar curvature of g˜. The study of solutions to (1.1) is a topical issue
because they can be used to produce solutions of the Einstein equations on a Lorentzian
(n+ 1)−dimensional manifold, as guaranteed by a well known result of Choquet-Bruhat [6].
One of most efficient approaches to solving (1.1) is the conformal method introduced by
Lichnerowicz [11] and later Choquet-Bruhat and York [4]. The idea of this method is to divide
a solution (g˜, K˜) into some reasonable parts, and then solve for the rest of the data. More
precisely, given seed data:
• g - a Riemannian metric on M ,
• σ - a divergence-free (∇iσij = 0), trace-free (g
ijσij = 0) symmetric tensor,
• τ - a scalar field,
we seek a solution (g˜, K˜) of the form
g˜ =ϕN−2g
K˜ =
τ
n
ϕN−2g + ϕ−2(σ + LW ).
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Here a positive function ϕ and a 1−form W are unknowns, N = 2nn−2 and L is the conformal
Killing operator defined by
(LW )ij = ∇iWj +∇jWi −
2
n
(divW )gij.
Equations (1.1) then become a nonlinear elliptic system for ϕ and W :
4(n − 1)
n− 2
∆gϕ+Rgϕ = −
n− 1
n
τ2ϕN−1 + |σ + LW |2ϕ−N−1[Lichnerowicz equation](1.2a)
−
1
2
L∗LW =
n− 1
n
ϕNdτ, [vector equation], (1.2b)
where ∆g is the negative Laplace operator and L
∗ is the formal L2−adjoint of L. These
coupled equations are called the vacuum Einstein conformal constraint equations, or simply
the conformal equations.
When the mean curvature τ is constant or almost constant, a completed description of
this system is given by many authors. A solution (ϕ, W ) to (1.2), if it exists, is unique in this
situation. The interested reader is referred to [1, 2, 10, 12] for further information. When τ
is freely specified, the situation appears much harder and only two methods exist in [9, 13]
and [5] to tackle this case. However neither of them tells us whether solutions are unique or
not.
Using the technique in [5], recent work of the author in [15] shows that if the Yamabe
invariant is positive and if ∣∣∣∣L
(
dτ
τ
)∣∣∣∣ ≤ c
∣∣∣∣dττ
∣∣∣∣2 (1.3)
for some constant c > 0, the system (1.2) associated with data (g, tiτ
a, kσ) has at least two
solutions provided that
(i) σ 6= 0 and supp{σ} (M \ U , for some neighborhood U of the critical set of τ ,
(ii) a, k are sufficiently large constants only depending on (g, τ, σ, c),
(iii) {ti} is a certain real sequence converging to 0.
In this article, we are interested in this nonuniqueness result. The question we shall
be concerned with is whether we can optimize the assumptions (i–iii), for instance with an
arbitrary σ 6= 0 and for all sufficiently small t. Note that the Schauder fixed point theorem
used in most of the relevant articles seems not to be helpful in this situation, so we will
employ here the so-called half-continuity method previously introduced in [14] to address the
question. Explicitly, the main result we would like to obtain is as follows.
Theorem 1. Let g ∈ W 2,p with p > n be a Yamabe-positive metric on a smooth compact
n−manifold. Assume that g has no conformal Killing vector field, σ ∈W 1,p\{0} and τ ∈W 1,p
does not change sign. Assume furthermore that τ satisfies∣∣∣∣L
(
dτ
τ
)∣∣∣∣ ≤ c
∣∣∣∣dττ
∣∣∣∣2
for some constant c > 0. Then the two following assertions are true:
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1. Given a > c2
√
n
n− 1
the system (1.2) associated with (g, tτa, σ) has at least two solutions
for all t > 0 small enough only depending on (g, τ, σ, a),
2. If |τ | < 1, the system (1.2) associated with (g, τa, σ) has at least two solutions for all a
large enough only depending on (g, τ, σ, c).
The outline of this article is as follows. In Section 2 we introduce the concept of half-
continuity and then make a generalization of classical fixed point theorems. In Section 3 we
establish some general results on the Lichnerowicz equation, that is the first equation in (1.2).
In the last section we will apply our new fixed point theorem to give the proof of Theorem 1.
2 The half-continuity method
2.1 Motivation
We begin by recalling Schaefer’s fixed point theorem, which is a direct consequence of Leray–
Schauder’s fixed point theorem. For the proof, we refer the reader to [7, Theorem 11.6].
Theorem 2.1. Let X be a Banach space and assume that T : [0, 1] × X −→ X is a
continuous compact operator. Set
K :=
{
(t, x) ∈ [0, 1] ×X s.t. x = tT (t, x)
}
.
If K is bounded, then T (1, .) has a fixed point.
Let (X, T, K) be as in Theorem 2.1. For any c > 0 we consider the map Fc : X −→ R
defined by
Fc(t, x) := ‖x‖ − c.
It follows by Theorem 2.1 that T (1, .) has a fixed point provided{
(t, x) ∈ K : Fc(x) = 0
}
= ∅ (2.1)
for some (and hence all) c large enough.
Now let {Fi}1≤i≤l with l ∈ N+ be a certain finite sequence of real-valued functions on
[0, 1] ×X. One should think of {Fi}1≤i≤l as a “generalization” of {Fc}. A natural question
to ask is under what conditions on {Fi}1≤i≤l the map T (1, .) has a fixed point as long as
{
(t, x) ∈ K
∣∣∣ l∏
i=1
Fi(t, x) = 0 and Fi(t, x) ≤ 0 for all 1 ≤ i ≤ l
}
= ∅.
In this section we will give an answer to the question by using the concept of half-continuity.
For the convenience of the reader, we summarize results on half-continuous maps in the next
subsection. The interested reader is referred to [3, 17] for more details.
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2.2 The concept of half continuity
Definition 2.2. Let C be a subset of a Banach space X. A map f : C → X is said to be
half-continuous if for each x ∈ C with x 6= f(x) there exists p ∈ X∗ and a neighborhood W of
x in C such that
〈p, f(y)− y〉 > 0
for all y ∈W with y 6= f(y).
The following proposition gives a relation between half-continuity and continuity.
Proposition 2.3 (see [17], Proposition 3.2). Let X be a Banach space and C be a subset of
X. Then every continuous map f : C → X is half-continuous.
Remark 2.4 (see [17]). There are some half-continuous maps which are not continuous. For
example, let f : R→ R be defined by
f(x) =
{
3 if x ∈ [0, 1),
2 otherwise.
Then f is half-continuous but not continuous.
Theorem 2.5 (see [3, 17]). Let C be a nonempty compact convex subset of a Banach space
X. If f : C → C is half-continuous, then f has a fixed point.
A direct consequence of Theorem 2.5 is the following corollary, which is our main tool in
the next subsection.
Corollary 2.6. Let C be a nonempty closed convex subset of a Banach space X. If f : C → C
is half-continuous and f(C) is precompact, then f has a fixed point.
Proof. Since f(C) is nonempty compact and X is a Banach space, conv(f(C)) is a nonempty
compact convex subset of X (see [16], Theorem 3.20). Moreover, since C is a closed convex
subset of X and f(C) ⊂ C, we have conv(f(C)) ⊂ C, and hence f (conv(f(C))) ⊂ f(C) ⊂
conv(f(C)). Now restricting f to conv(f(C)) and applying the previous theorem, we obtain
the desired conclusion.
2.3 A generalization of classical fixed point theorems
We now present how to apply Corollary 2.6 to address the question posed in Subsection 2.1.
We first make the following definition.
Definition 2.7. Let X be a Banach space and let T : [0, 1] × X −→ X be a continuous
compact operator. Let {Fi}1≤i≤l with l ∈ N+ be a finite sequence of real-valued continuous
functions on [0, 1] ×X. We call {Fi}1≤i≤l a T−association if
1. Fi(0, 0) < 0 for all 1 ≤ i ≤ l,
2.
{
T (t, x)
∣∣ (t, x) ∈ [0, 1] ×X s.t. Fi(t, x) ≤ 0 ∀i = 1, l} is bounded.
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Example 1. Let X be a Banach space and let T : [0, 1]×X −→ X be a continuous compact
operator. For any constant a > 0, we define F : [0, 1] ×X −→ R by
F (t, x) := ‖x‖ − a.
The sequence {F} is of course a T−association by the definition.
Let
(
X, T, {Fi}1≤i≤l
)
be as in Definition 2.7. We define S from [0, 1] ×X into itself by
S(t, x) =
{ (
1, T (t, x)
)
if Fi(t, x) ≤ 0 for all 1 ≤ i ≤ l,
(0, 0) otherwise.
(2.2)
Since
{
T (t, x)
∣∣ Fi(t, x) ≤ 0 ∀i = 1, l} is assumed to be bounded, we can take C > 0 be a
constant satisfying
sup
{
||T (t, x)||
∣∣ Fi(t, x) ≤ 0 ∀i = 1, l} ≤ C. (2.3)
We define
C :=
{
(t, x) ∈ [0, 1] ×X s.t. ‖x‖ ≤ C
}
. (2.4)
Before going further, we establish some basic properties of S.
Claim 1. S maps from C into itself and S(C) is precompact.
Proof. This claim is a direct consequence of the definition of S and the fact that T is compact.
Claim 2. If (t0, x0) is a fixed point of S, then (t0, x0) = (1, T (1, x0)) and Fi(1, x0) ≤ 0 for
all 1 ≤ i ≤ l.
Proof. If (t0, x0) = (0, 0), we have by our assumption that Fi(t0, x0) = Fi(0, 0) < 0 for all
1 ≤ i ≤ l. However, by the definition of S this leads to the contradiction that
(0, 0) = (t0, x0) = S(t0, x0) = (1, T (t0, x0)).
Thus, we establish (t0, x0) 6= (0, 0) and hence by the definition of S
Fi(t0, x0) ≤ 0 for all 1 ≤ i ≤ l and (t0, x0) = S(t0, x0) = (1, T (t0, x0)).
The proof is completed.
Claim 3. S is half continuous at all (t, x) satisfying
∏l
i=1 Fi(t, x) 6= 0 or Fi(t, x) > 0 for
some i ∈ {1, ..., l}.
Proof. Since T and Fi are continuous, the definition of S gives us that so is S at all (t, x)
satisfying
∏l
i=1 Fi(t, x) 6= 0 or Fi(t, x) > 0 for some i ∈ {1, ..., l}. Thus, the claim follows by
Proposition 2.3.
Claim 4. S is half continuous at all (t, x) satisfying x 6= tT (t, x).
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Proof. Let (t0, x0) ∈ [0, 1]×X satisfy x0 6= t0T (t0, x0). Since X is Banach, there exists p ∈ X
∗
s.t.
p(x0) < t0p(T (t0, x0)). (2.5)
If t0 = 0, we have by (2.5) that
p(x0) < 0. (2.6)
We define
P (t, x) := kt+ p(x),
where k is a constant satisfying
k + p(T (0, x0))− p(x0) > 0. (2.7)
It is easy to check that P ∈
(
[0, 1] ×X
)∗
. Since T and p are continuous, by (2.6)-(2.7) there
exists a neighborhood B of (0, x0) s.t. for all (t, x) ∈ B{
k(1− t) + p(T (t, x))− p(x) > 0,
−tk − p(x) > 0.
(2.8)
It follows that P (S(t, x)) − P (t, x) > 0 for all (t, x) ∈ B, and hence S is half continuous at
(0, x0) by the definition.
Now assume that t0 6= 0. We define
Q(t, x) := −ht+ t0p(x),
where thanks to (2.5), h is a constant satisfying
p(x0) < h < t0p(T (t0, x0)). (2.9)
We may easily check that Q ∈
(
[0, 1] ×X
)∗
. Note that by (2.9){
−h(1− t0) + t0
(
p(T (t0, x0))− p(x0)
)
> 0,
ht0 − t0p(x0) > 0.
Since T and p are continuous, it follows that there exists a neighborhood B1 of (t0, x0) s.t.
for all (t, x) ∈ B1 {
−h(1 − t) + t0
(
p(T (t, x))− p(x)
)
> 0,
ht− t0p(x) > 0.
(2.10)
In other words, Q
(
S(t, x)
)
−Q(t, x) > 0 for all (t, x) ∈ B1, and hence S is half continuous at
(t0, x0) by the definition. The proof is completed.
We now state the main result of this section.
Theorem 2.8. Let X be a Banach space and assume that T : [0, 1]×X −→ X is a continuous
compact operator. Assume furthermore that {Fi}1≤i≤l with l ∈ N+ is a T -association. Then
at least one of the following assertions is true:
(i) T (1, .) has a fixed point,
(ii)
{
(t, x) ∈ [0, 1] ×X
∣∣ x = tT (t, x), ∏li=1 Fi(t, x) = 0 and Fi(t, x) ≤ 0 ∀i = 1, l
}
6= ∅.
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Remark 2.9. Let (X, T, F ) be as in Example 1. Assume that T (1, .) has no fixed point.
Then Theorem 2.8 tells us that for all a > 0 there exists (ta, xa) s.t. xa = taT (ta, xa) and
‖xa‖ = a. In particular, the set
K = {(t, x) ∈ [0, 1] ×X | x = tT (t, x)}
is unbounded. Hence Theorem 2.8 is a generalization of Schaefer’s fixed point theorem.
Proof. Let S, C be defined in (2.2), (2.4) respectively. Assume that T (1, .) has no fixed point.
We need to verify that the second assertion is true.
In fact, since T (1, .) has no fixed point, we obtain by Claim 2 that neither does S. It
follows by Corollary 2.6 and Claim 1 that S is not half continuous on C. Therefore, Claims
3 and 4 give us that there exists (t, x) ∈ [0, 1] × X s.t. x = tT (t, x),
∏l
i=1 Fi(t, x) = 0 and
Fi(t, x) ≤ 0 for all i = 1, l, otherwise S is half continuous which is a contradiction. The proof
is completed.
3 The Lichnerowicz equation
In this section we will review some standard facts about the Lichnerowicz equation on a
compact n−manifold M :
4(n − 1)
n− 2
∆ϕ+Rϕ+
n− 1
n
τ2ϕN−1 =
w2
ϕN+1
, (3.1)
here we remind the reader that
∆ϕ = −gij
(
∂i∂j − Γ
k
ij∂k
)
ϕ.
From now on, we use standard notations for function spaces, such as Lp, Ck, and Sobolev
spaces W k,p. It will be clear from the context if the notation refers to a space of functions on
M , or a space of sections of some bundle over M . For spaces of functions which embed into
L∞, the subscript + is used to indicate the cone of positive functions. We will sometimes
write, for instance, C(α1, α2) to indicate that a constant C depends only on α1 and α2.
Given a function w and p > n, we say that ϕ+ ∈W
2,p
+ is a supersolution to (3.1) if
4(n − 1)
n− 2
∆ϕ+ +Rϕ+ +
n− 1
n
τ2ϕN−1+ ≥
w2
ϕN+1+
.
A subsolution is defined similarly with the reverse inequality.
Proposition 3.1 (see [10], [12]). Assume g ∈ W 2,p and w, τ ∈ L2p for some p > n. If
ϕ−, ϕ+ ∈ W
2,p
+ are a subsolution and a supersolution respectively to (3.1) associated with
a fixed w such that ϕ− ≤ ϕ+, then there exists a solution ϕ ∈ W
2,p
+ to (3.1) such that
ϕ− ≤ ϕ ≤ ϕ+.
Next let us denote by Yg the Yamabe invariant of the conformal class of g, that is
Yg = inf
f∈C∞(M)
f 6=0
4(n−1)
n−2
∫
M |∇f |
2dv +
∫
M Rf
2dv
‖f‖2
LN (M)
.
The following theorem provides existence and uniqueness of solutions to (3.1).
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Theorem 3.2 (see [12]). Assume w, τ ∈ L2p and g ∈W 2,p for some p > n. Then there exists
a positive solution ϕ ∈W 2,p+ to (3.1) if and only if one of the following assertions is true.
1. Yg > 0 and w 6= 0,
2. Yg = 0 and w 6= 0, τ 6= 0,
3. Yg < 0 and there exists gˆ in the conformal class of g such that Rgˆ = −
n−1
n τ
2,
4. Yg = 0 and w ≡ 0, τ ≡ 0.
In Cases 1− 3 the solution is unique. In Case 4 any two solutions are related by a scaling by
a positive constant multiple.
The next lemma plays an important role in the study of (3.1). It is called the conformal
covariance of the Lichnerowicz equation.
Lemma 3.3 (see [10, 13]). Assume g ∈ W 2,p and w, τ ∈ L2p for some p > n. Assume also
that θ ∈W 2,p+ . Define
gˆ = θN−2g, wˆ = θ−Nw, τˆ = τ.
Then ϕ is a supersolution (resp. subsolution) to (3.1) if and only if ϕˆ = θ−1ϕ is a superso-
lution (resp. subsolution) to the conformally transformed equation
4(n − 1)
n− 2
∆gˆϕˆ+Rgˆϕˆ+
n− 1
n
τˆ2ϕˆN−1 =
wˆ2
ϕˆN+1
. (3.2)
In particular, ϕ is a solution to (3.1) if and only if ϕˆ is a solution to (3.2).
Lemma 3.4 (Maximum principle). Given g ∈W 2,p for some p > n, we assume that θ, ϕ are
a supersolution (resp. subsolution) and a positive solution respectively to (3.1) with a fixed
(τ, w). Then
θ ≥ ϕ (resp. ≤).
Consequently, for any w0, w1 ∈ L
2p let ϕ0, ϕ1 be solutions to (3.1) associated with (τ, w0), (τ, w1)
respectively. Assume that w21 ≥ w
2
0, then ϕ1 ≥ ϕ0. Moreover, if there exists a constant c > 0
s.t. w21 − w
2
0 ≥ c, then ϕ1 > ϕ0.
Proof. We will prove the supersolution case. The remaining cases are similar. Assume that
θ, ϕ are a supersolution and a positive solution respectively of (3.1) associated with a fixed
w. Since ϕ is a solution, ϕ is also a subsolution, and hence, as is easily checked so is tϕ for all
constant t ∈ (0, 1]. Since min θ > 0, we now take t small enough s.t. tϕ ≤ θ. By Proposition
3.1, we then conclude that there exists a solution ϕ′ ∈ W 2,p to (3.1) satisfying tϕ ≤ ϕ′ ≤ θ.
On the other hand, by uniqueness of positive solutions to (3.1) given by Theorem 3.2, we
obtain that ϕ = ϕ′, and hence get the desired conclusion.
Now let ϕ0, ϕ1 be solutions to (3.1) associated with (τ, w0), (τ, w1) respectively. If w
2
1 ≥
w20, then ϕ1 is a supersolution to (3.1) associated with (τ, w0), and hence ϕ1 ≥ ϕ0 as we have
shown above. In the case where w21 − w
2
0 ≥ c for some constant c > 0, we define ϕǫ = ϕ1 − ǫ
with ǫ > 0. We have that
4(n− 1)
n− 2
∆ϕǫ +Rϕǫ +
n− 1
n
τ2ϕN−1ǫ −
w20
ϕN+1ǫ
=
w21 − w
2
0
ϕN+11
− w20
(
1
ϕN+1ǫ
−
1
ϕN+11
)
−R(ϕ1 − ϕǫ)−
n− 1
n
τ2
(
ϕN−11 − ϕ
N−1
ǫ
)
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Note that the last three terms converge to 0 as ǫ→ 0 while the first term is strictly positive
by the assumption. Then we obtain that
4(n− 1)
n− 2
∆ϕǫ +Rϕǫ +
n− 1
n
τ2ϕN−1ǫ −
w20
ϕN+1ǫ
> 0
as long as ǫ > 0 is sufficiently small. In other words, ϕǫ is a supersolution to (3.1) associated
with (τ, w0), and hence ϕ0 ≤ ϕǫ < ϕ1. The proof is completed.
We now restrict our discussion to the Lichnerowicz equation with positive Yamabe invari-
ant. Let g ∈W 2,p with p > n be a Yamabe-positive metric on M . Given τ ∈ L2p we consider
the map L :
(
L∞ \ {0}
)
× [0, 1]→W 2,p+ defined by L(w, t) = θ, where
4(n − 1)
n− 2
∆θ +Rθ = −
n− 1
n
tτ2θN−1 + w2θ−N−1.
Note that L is well-defined by Case 1 in Theorem 3.2. The following result ensures continuity
of L.
Proposition 3.5 (see [13], [14]). L is a C1-map.
Proof. Since Yg > 0 and since the Lichnerowicz equation is conformally covariant as shown
in Lemma 3.3, we may assume without loss of generality that R > 0.
We will prove the proposition by the implicit function theorem. In fact, we define
F : (L∞ \ {0}) × [0, 1] ×W 2,p+ −→ L
2p
(w, t, θ) 7−→
4(n − 1)
n− 2
∆θ +Rθ +
n− 1
n
tτ2θN−1 − w2θ−N−1.
It is clear that F is continuous and F (w, t,L(w, t)) = 0 for all (w, t) ∈ (L∞ \ {0}) × [0, 1]. A
standard computation shows that the Fre´chet derivative of F w.r.t. θ is given by
Fθ(w, t)(u) =
4(n − 1)
n− 2
∆u+Ru+
(N − 1)(n − 1)
n
tτ2θN−2u+ (N + 1)w2θ−N−2u.
We first note that Fθ ∈ C
(
(L∞ \ {0}) × [0, 1], L(W 2,p, Lp)
)
, where L(W 2,p, Lp) denotes the
Banach space of all linear continuous maps from W 2,p into Lp. Now, given (w0, t0) ∈ (L
∞ \
{0}) × [0, 1], setting θ0 = L(w0, t0), we have
Fθ0(w0, t0)(u) =
4(n− 1)
n− 2
∆u+
(
R+
(N − 1)(n − 1)
n
t0τ
2θN−20 + (N + 1)w
2
0θ
−N−2
0
)
u.
Since
R+
(N − 1)(n − 1)
n
t0τ
2θN−20 + (N + 1)w
2
0θ
−N−2
0 ≥ minR > 0,
we conclude that Fθ0(w0, t0) : W
2,p → Lp is an isomorphism. Therefore, the implicit function
theorem implies that L is a C1 function in a neighborhood of (w0, t0), which completes the
proof.
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4 The proof of Theorem 1
This section is devoted to the proof of Theorem 1. As we will see in the proof, one of the
two solutions in our nonuniqueness result is indeed a “small TT-tensor” solution shown in
[9, 13, 8, 14]. So for the convenience of the reader, we begin by recalling what this solution
means.
Theorem 4.1 (see [14], Theorem 4.8 and Remark 4.9). Let g ∈ W 2,p with p > n be a
Yamabe-positive metric on a smooth compact n−manifold. Assume that g has no conformal
Killing vector field, σ ∈ W 1,p \ {0} and τ ∈ W 1,p. There exist ǫ = ǫ(g) > 0 and a constant
c1 = c1(g, σ) > 0 s.t. as long as
‖dτ‖N+2Lp ‖σ‖
N−2
L2
≤ ǫ,
the system (1.2) admits a solution (ϕ, W ) satisfying
‖ϕ‖L∞ ≤ c1.
We now consider our main result. Because the arguments for the two assertions in Theorem
1 are broadly similar, in which the second one is more complicated, we will solve it first and
then sketch the proof of the first one.
Theorem 4.2. Let g ∈ W 2,p with p > n be a Yamabe-positive metric on a smooth compact
n−manifold. Assume that g has no conformal Killing vector field, σ ∈W 1,p\{0} and τ ∈W 1,p
does not change sign. Assume furthermore that τ satisfies∣∣∣∣L
(
dτ
τ
)∣∣∣∣ ≤ c
∣∣∣∣dττ
∣∣∣∣2 (4.1)
for some constant c > 0. If |τ | < 1, then the system (1.2) associated with (g, τa, σ) has at
least two solutions for all a > 0 large enough only depending on (g, τ, σ, c).
The following lemma is the key to solving the theorem.
Lemma 4.3. Let g ∈ W 2,p with p > n be a Yamabe-positive metric on a smooth compact
n−manifold. Assume that g has no conformal Killing vector field, σ ∈W 1,p\{0} and τ ∈W 1,p
does not change sign. For a, k ≥ 0 let us denote by Aa(k) the set of all (ϕ,W ) satisfying the
following (a, k)−conformal equations
4(n− 1)
n− 2
∆ϕ+Rϕ =−
n− 1
n
τ2aϕN−1 +
(
|σ + LW |2 + k2
)
ϕ−N−1,
−
1
2
L∗LW =
n− 1
n
ϕNdτa.
(4.2)
If τ satisfies ∣∣∣∣L
(
dτ
τ
)∣∣∣∣ ≤ c
∣∣∣∣dττ
∣∣∣∣2
for some constant c > 0, as long as Aa(k) 6= ∅, we then have that
A(a) := sup
k≥0
{
sup
(ϕ,W )∈Aa(k)
‖ϕ‖L∞
}
< +∞ (4.3)
for all a > c2
√
n
n−1 .
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Proof. We argue by contradiction. Assume that the lemma is not true. Then there exists
(ϕi,Wi, ki) with ‖ϕi‖L∞ −→ +∞ s.t.
4(n− 1)
n− 2
∆ϕi +Rϕi =−
n− 1
n
τ2aϕN−1i +
(
|σ + LWi|
2 + k2i
)
ϕ−N−1i ,
−
1
2
L∗LWi =
n− 1
n
ϕNi dτ
a.
(4.4)
Setting
γi := max
{
‖ϕi‖L∞ , k
1/N
i
}
,
we rescale ϕi, Wi, σ and ki as follows:
ϕ̂i := γ
−1
i ϕi, Ŵi := γ
−N
i Wi, σ̂ := γ
−N
i σ, k̂i := γ
−N
i ki.
The system (4.4) can be rewritten as
γ
1
N−2
i
(
4(n − 1)
n− 2
∆ϕ̂i +Rϕ̂i
)
=−
n− 1
n
τ2aϕ̂N−1i +
(
|σ̂ + LŴi|
2 + k̂2i
)
ϕ̂−N−1i ,
−
1
2
L∗LŴi =
n− 1
n
ϕ̂Ni dτ
a.
Letting i→ +∞, in analogy with the scaling (blow-up) arguments in [5, Theorem 1.1] or [14,
Theorem 3.3] we have that (after passing to a subsequence)
(ϕ̂Ni , Ŵi, k̂i)→
(√
n− 1
n
|LW∞|+ k∞
τa
, W∞, k∞
)
in L∞
for some (W∞, k∞) ∈
(
W 2,p × [0, 1]
)
\ {(0, 0)}. Hence we obtain by the vector equation that
−
1
2
L∗LW∞ =
√
n− 1
n
(
|LW∞|+ k∞
)dτa
τa
=a
√
n− 1
n
(
|LW∞|+ k∞
)dτ
τ
.
Now take the scalar product of this equation with dτ/τ and integrate. It follows that
a
√
n− 1
n
∫
M
(
|LW∞|+ k∞
)(dτ
τ
)2
dv =−
1
2
∫
M
〈
LW∞, L
(
dτ
τ
)〉
dv
≤
1
2
∫
M
|LW∞|
∣∣∣∣L
(
dτ
τ
)∣∣∣∣dv
≤
c
2
∫
M
|LW∞|
(
dτ
τ
)2
dv.
(4.5)
Since
a >
c
2
√
n
n− 1
,
we get from (4.5) that |LW∞|+k∞ = 0, which is a contradiction. The proof is completed.
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Proof of Theorem 4.2. Since ‖τ‖L∞ < 1, we have that
‖dτa‖Lp ≤ a‖τ‖
a−1
L∞ ‖dτ‖Lp → 0 as a→ +∞.
It follows by Theorem 4.1 that there exists a sufficiently large constant a0 = a0(g, τ, σ) > 0
s.t. for all a ≥ a0 the system (1.2) associated with (g, τ
a, σ) has a solution (ϕ˜a, W˜a) satisfying
‖ϕ˜a‖L∞ ≤ c1
for some c1 = c1(g, σ) > 0. Therefore, to prove the theorem, we only need to show that
for all sufficiently small t > 0 the system (1.2) associated with (g, τa0/t, σ) admits a solution
(ϕt, Wt) satisfying ‖ϕt‖L∞ > c1. The proof will be divided into three steps.
Step 1. Critical elements. Let (ϕi, Wi, ki) ∈ W
2,p
+ ×W
2,p × [0,+∞) satisfy (ϕi, Wi) ∈
Aa0(ki) and
‖ϕi‖L∞ → A(a0). (4.6)
Here Aa0(ki) and A(a0) are defined in Lemma 4.3 with respect to (a, k) = (a0, ki). Note that∫
M
Rϕi dν +
n− 1
n
∫
M
τa0ϕN−1i dν =
∫
M
(
|σ + LWi|
2 + k2i
)
ϕ−N−1i dν,
then
‖ϕi‖
N+2
L∞
∫
M
|R| dν + ‖ϕi‖
2N
L∞
(
n− 1
n
∫
M
τa0 dν
)
≥
∫
M
(
|σ + LWi|
2 + k2i
)
dν.
Since A(a0) < +∞, it follows that ki is bounded and hence (after passing to a subsequence)
ki → k0. (4.7)
On the other hand, we have by the vector equation that
‖Wi‖W 2,p ≤c2(g)‖ϕ
N
i dτ
a0‖Lp
≤c2‖ϕi‖
N
L∞‖dτ
a0‖Lp
≤c3(c2, τ)
(
A(a0)
)N
(by (4.6)).
Thanks to the Sobolev embedding theorem, this gives us that (after passing to a subsequence)
Wi converges to W0 in C
1. Combined with (4.7), since∫
M
|σ + LWt,ϕ|
2 dν =
∫
M
|σ|2 dν +
∫
M
|LWt,ϕ|
2 dν ≥
∫
M
|σ|2 dν > 0,
we obtain by Proposition 3.5 that
ϕi → ϕ0 in W
2,p,
where ϕ0 is a unique solution to the Lichnerowicz equation
4(n− 1)
n− 2
∆ϕ0 +Rϕ0 = −
n− 1
n
τ2a0ϕN−10 +
(
|σ + LW0|
2 + k20
)
ϕ−N−10 . (4.8)
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In particular,
(ϕ0, W0) ∈ Aa0(k0) and ‖ϕ0‖L∞ = lim ‖ϕi‖L∞ = A(a0).
The triple (ϕ0, W0, k0) plays an important role in our arguments as we will see in the following
steps.
Step 2. Constructing a continuous and compact operator. We define an operator T :
[0, 1] × C0+ → C
0
+ as follows. For each (t, ϕ) ∈ (0, 1] × C
0
+, there exists a unique Wt,ϕ ∈ W
2,p
s.t.
−
1
2
L∗LWt,ϕ =
n− 1
n
t−NϕNdτa0/t,
and then there is a unique ψt,ϕ ∈W
2,p
+ s.t.
4(n− 1)
n− 2
∆ψt,ϕ +Rψt,ϕ +
n− 1
n
τ2a0/tψN−1t,ϕ
=
[
|σ + LWt,ϕ|
2 +
(
2max
{
‖ϕ0‖L∞ , 2
}
− ‖ϕ‖L∞
)
+
(
‖σ + LW0‖
2
L∞ + k
2
0
)]
ψ−N−1t,ϕ .
Here and subsequently, for any function f we write f+ := max{f, 0}. We define
T (t, ϕ) :=
{
ψt,ϕ if t 6= 0,
ψ0,ϕ if t = 0,
where ψ0,ϕ is a unique solution of the equation
4(n − 1)
n− 2
∆ψ+Rψ =
[
|σ|2+
(
2max
{
‖ϕ0‖L∞ , 2
}
−‖ϕ‖L∞
)
+
(
‖σ+LW0‖
2
L∞ + k
2
0
)]
ψ−N−1.
Note that ψ0,ϕ is well-defined by Case 1 in Theorem 3.2 since we assumed Yg > 0.
It is clear that T (t, ϕ) > 0 for all (t, ϕ) ∈ [0, 1] × C0+. Analysis similar to that in [5], [13]
shows that T is continuous compact in [t0, 1] × C
0
+ with all t0 > 0. Now for any sequence
{(ti, ϕi)} ⊂ [0, 1] × C
0
+ satisfying (ti, ϕi)→ (0, ϕ∞), since |τ | < 1, we have
‖τ‖
2a0/ti
L∞ → 0 (4.9)
and by the vector equation
‖Wti,ϕi‖W 2,p ≤c2t
−N
i
∥∥ϕNi dτa0/ti∥∥Lp
≤a0t
−N−1
i
∥∥τ‖a0−titiL∞ ‖ϕNi dτ∥∥Lp → 0.
(4.10)
Therefore, analysis similar to the proof of Proposition 3.5 shows that
T (ti, ϕi)→ ψ0,ϕ∞ in W
2,p,
where ψ0,ϕ∞ is a unique solution to the equation
4(n − 1)
n− 2
∆ψ+Rψ =
[
|σ|2+
(
2max
{
‖ϕ0‖L∞ , 2
}
−‖ϕ∞‖L∞
)
+
(
‖σ+LW0‖
2
L∞+k
2
0
)]
ψ−N−1.
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Hence, T (ti, ϕi)→ T (0, ϕ∞) by the definition. In the case where ti → 0 and {ϕi} is bounded,
the facts (4.9)-(4.10) are still true. Therefore, after passing to subsequence ‖ϕi‖L∞ → L, we
also have that
T (ti, ϕi)→ ψ0,L in W
2,p,
where ψ0,L is a unique solution of the equation
4(n− 1)
n− 2
∆ψ +Rψ =
[
|σ|2 +
(
2max
{
‖ϕ0‖L∞ , 2
}
− L
)
+
(
‖σ + LW0‖
2
L∞ + k
2
0
)]
ψ−N−1.
This means that as long as ti → 0 and {ϕi} is bounded, {T (ti, ϕi)} has a convergent subse-
quence. Thus we can conclude that T is continuous compact in [0, 1] × C0+.
Step 3. Using the half-continuity method. First we will show that T (1, .) has no fixed
point. We argue by contradiction. Assume that ϕ∗ is a fixed point of T (1, .), that is
4(n − 1)
n− 2
∆ϕ∗ +Rϕ∗ =−
n− 1
n
τ2a0ϕN−1∗
+
[
|σ + LW∗|
2 +
(
2max
{
‖ϕ0‖L∞ , 2
}
− ‖ϕ∗‖L∞
)
+
(
‖σ + LW0‖
2
L∞ + k
2
0
)]
ϕ−N−1∗ ,
−
1
2
L∗LW∗ =
n− 1
n
ϕN∗ dτ
a0 .
(4.11)
Note that
‖ϕ∗‖L∞ ≤ A(a0) = ‖ϕ0‖L∞ , (4.12)
then(
2max
{
‖ϕ0‖L∞ , 2
}
− ‖ϕ∗‖L∞
)
+
(
‖σ + LW0‖
2
L∞ + k
2
0
)
≥ 2
(
‖σ + LW0‖
2
L∞ + k
2
0
)
≥
2
Volg(M)
∫
M
|σ + LW0|
2dν
≥
2
Volg(M)
∫
M
|σ|2dν.
Therefore, thanks to Lemma 3.4, we have by (4.8) and (4.11) that
‖ϕ∗‖L∞ > ‖ϕ0‖L∞ ,
which contradicts (4.12) as claimed.
Now for any constant κ satisfying
κ ≥ c1 + sup
{
‖T (t, ϕ)‖L∞
∣∣∣∣ ‖ϕ‖L∞ ≤ 2max {‖ϕ0‖L∞ , 2}
}
, (4.13)
let Fκ,1, Fκ,2 : [0, 1] × C
0
+ −→ R be defined by
Fκ,1(t, ϕ) :=
‖T (t, ϕ)‖L∞
max
{
‖ϕ‖L∞ , 1
} − κ,
Fκ,2(t, ϕ) :=‖ϕ‖L∞ − bκ,
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where
bκ := κ+ 2max
{
‖ϕ0‖L∞ , 2
}
+ sup
{
A(a)
∣∣ a0 ≤ a ≤ κa0}.
Here we recall that A(a) is defined in Lemma 4.3. It is clear that {Fκ,1, Fκ,2} is a T−association.
Since T (1, .) has no fixed point, we have by Theorem 2.8 that there exists (t, ϕ) s.t.
ϕ = tT (t, ϕ), (4.14)
Fκ,1(t, ϕ), Fκ,2(t, ϕ) ≤ 0, (4.15)(
Fκ,1Fκ,2
)
(t, ϕ) = 0. (4.16)
By (4.14), (4.16) and the definition of κ, we must have t 6= 0. Setting
ψ := T (t, ϕ),
the identity (4.14) is rewritten as
4(n− 1)
n− 2
∆ψ +Rψ =−
n− 1
n
τ2a0/tψN−1
+
[
|σ + LW |2 +
(
2max
{
‖ϕ0‖L∞, 2
}
− ‖ϕ‖L∞
)
+
(
‖σ + LW0‖
2
L∞ + k
2
0
)]
ψ−N−1,
−
1
2
L∗LW =
n− 1
n
ψNdτa0/t.
(4.17)
Therefore, we have by the definition of A(a) that
‖ψ‖L∞ ≤ A
(
a0
t
)
. (4.18)
Next we will prove that Fκ,2(t, ϕ) 6= 0. In fact, if Fκ,2(t, ϕ) = 0, i.e., ‖ϕ‖L∞ = bκ > 1, then
we get by (4.14)
a0
t
=
(
‖ψ‖L∞
‖ϕ‖L∞
)
a0 =
(
‖ψ‖L∞
max
{
‖ϕ‖L∞ , 1
})a0.
Combined with Fκ,1(1, ϕ) ≤ 0, that is
‖ψ‖L∞
max{‖ϕ‖L∞ ,1}
≤ κ, we obtain
a0
t
≤ κa0.
However, by (4.18) and the definition of bk, this leads to the contradiction that
bκ = ‖ϕ‖L∞ ≤ ‖ψ‖L∞ ≤ A
(
a0
t
)
< bκ.
Therefore, Fκ,2 6= 0 as claimed and hence we deduce from (4.16) that
Fκ,1(t, ϕ) =
‖ψ‖L∞
max
{
‖ϕ‖L∞ , 1
} − κ = 0. (4.19)
In particular, we have
‖ψ‖L∞ ≥ κ.
If
‖ϕ‖L∞ ≤ 2max
{
‖ϕ0‖L∞ , 2
}
,
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it follows from the property (4.13) of κ that
‖ψ‖L∞ < κ,
which is a contradiction. Therefore, we must have
‖ϕ‖L∞ > 2max
{
‖ϕ0‖L∞ , 2
}
> 1, (4.20)
and hence by (4.14) and (4.19)
1
t
=
‖ψ‖L∞
‖ϕ‖L∞
= κ. (4.21)
Taking (4.20)-(4.21) into (4.17), we obtain
4(n− 1)
n− 2
∆ψ +Rψ =−
n− 1
n
τ2κa0ψN−1 + |σ + LW |2ψ−N−1,
−
1
2
L∗LW =
n− 1
n
ψNdτκa0 .
Since ‖ψ‖L∞ > κ > c1 and since κ is an arbitrary constant satisfying (4.13), the theorem
follows.
As the reader may have noticed, the key aspects of Theorem 4.2 are smallness of τa and
nonexistence of non-zero solutions W to the limit equations
−
1
2
L∗LW =
√
n− 1
n
|LW |
dτa
τa
.
In this sense, as we will see below, the first assertion in Theorem 1 can be understood to be
another “version” of the second one.
Theorem 4.4. Let g ∈ W 2,p with p > n be a Yamabe-positive metric on a smooth compact
n−manifold. Assume that g has no conformal Killing vector field, σ ∈W 1,p\{0} and τ ∈W 1,p
does not change sign. Assume furthermore that∣∣∣∣L
(
dτ
τ
)∣∣∣∣ ≤ c
∣∣∣∣dττ
∣∣∣∣2
for some constant c > 0. Given a > c2
√
n
n−1 the system (1.2) associated with (g, tτ
a, σ) has
at least two solutions for all t small enough only depending on (g, τ, σ, a).
Proof. We have by Theorem 4.1 that there exists t0 > 0 small enough only depending on
(g, τ, σ, a) s.t. for all t ≤ t0 the system (1.2) associated with (g, tτ
a, σ) has a solution
(ϕ˜t, W˜t) satisfying
‖ϕ˜t‖L∞ ≤ c1
for some c1 = c1(g, σ) > 0. Therefore, to prove the theorem, it suffices to show that (1.2) asso-
ciated with (g, tt0τ
a, σ) admits a solution (ϕt, Wt) satisfying ‖ϕt‖L∞ > c1 for all sufficiently
small t > 0.
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In fact, for any t, k > 0 let us denote by At(k) the set of all (ϕ, W ) satisfying the following
(t, k)− conformal equations
4(n− 1)
n− 2
∆ϕ+Rϕ =−
n− 1
n
t2τ2aϕN−1 +
(
|σ + LW |2 + k2
)
ϕ−N−1,
−
1
2
L∗LW =
n− 1
n
tϕNdτa.
(4.22)
Since a > c2
√
n
n−1 , in analogy with Lemma 4.3 we have that for any t > 0
A(t) := sup
k>0
{
sup
(ϕ,W )∈At(k)
‖ϕ‖L∞
}
< +∞. (4.23)
Next similarly to Step 1 in the proof of Theorem 4.2, we may take (ϕ0, W0, k0) s.t. (ϕ0, W0)
satisfies the (t0, k0)−conformal equations (4.22) and
‖ϕ0‖L∞ = A(t0).
Now we define a continuous and compact operator T : [0, 1]×C0+ → C
0
+ as follows. For each
ϕ ∈ C0+, there exists a unique Wϕ ∈W
2,p s.t.
−
1
2
L∗LWϕ =
n− 1
n
t0ϕ
Ndτa,
and there is a unique ψt,ϕ ∈W
2,p
+ s.t.
4(n − 1)
n− 2
∆ψt,ϕ +Rψt,ϕ +
n− 1
n
t2N t20τ
2aψN−1t,ϕ
=
[
|σ + LWϕ|
2 +
(
2max
{
‖ϕ0‖L∞ , 2
}
− ‖ϕ‖L∞
)
+
(
‖σ + LW0‖
2
L∞ + k
2
0
)]
ψ−N−1t,ϕ .
We define
T (t, ϕ) := ψt,ϕ.
In view of Proposition 3.5, it follows by [5, 13] that T is a continuous and compact operator.
Moreover, analysis similar to that in the proof of Theorem 4.2 shows that T (1, .) has no fixed
point.
Next for an arbitrary κ satisfying
κ ≥ c1 + sup
{
‖T (t, ϕ)‖L∞
∣∣∣∣ ‖ϕ‖L∞ ≤ 2max {‖ϕ0‖L∞ , 2}
}
, (4.24)
let Fκ,1, Fκ,2 : [0, 1] × C
0
+ −→ R be defined by
Fκ,1(t, ϕ) :=
‖T (t, ϕ)‖L∞
max
{
‖ϕ‖L∞ , 1
} − κ,
Fκ,2(t, ϕ) :=‖ϕ‖L∞ − bκ,
where
bκ := κ+ 2max
{
‖ϕ0‖L∞ , 2
}
+ sup
{
A(t)
∣∣ κ−N t0 ≤ t ≤ t0}.
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We may easily check that {Fκ, 1, Fκ, 2} is a T−association. Since T (1, .) has no fixed point,
we have by Theorem 2.8 that there exists (t, ϕ) s.t.
ϕ = tT (t, ϕ), (4.25)
Fκ,1(t, ϕ), Fκ,2(t, ϕ) ≤ 0, (4.26)(
Fκ,1Fκ,2
)
(t, ϕ) = 0. (4.27)
By (4.25), (4.27) and the definition of κ, we have t 6= 0. Setting
ψ := T (t, ϕ),
the identity (4.25) is rewritten as
4(n− 1)
n− 2
∆ψ +Rψ =−
n− 1
n
τ2at2N t20ψ
N−1
+
[
|σ + LW |2 +
(
2max
{
‖ϕ0‖L∞, 2
}
− ‖ϕ‖L∞
)
+
(
‖σ + LW0‖
2
L∞ + k
2
0
)]
ψ−N−1,
−
1
2
L∗LW =
n− 1
n
tN t0ψ
Ndτa.
(4.28)
It follows from the definition of A(t) that
‖ψ‖L∞ ≤ A
(
tN t0
)
. (4.29)
We will show that Fκ,2(t, ϕ) 6= 0. In fact, if Fκ,2(t, ϕ) = 0, i.e., ‖ϕ‖L∞ = bκ > 1, we get by
(4.25) that
tN t0 =
(
‖ϕ‖L∞
‖ψ‖L∞
)N
t0 =
(
max
{
‖ϕ‖L∞ , 1
}
‖ψ‖L∞
)N
t0.
Combined with Fκ,1(t, ϕ) ≤ 0, we obtain
tN t0 ≥ κ
−N t0.
However, by (4.29) and the definition of bk, this leads to a contradiction that
bκ = ‖ϕ‖L∞ ≤ ‖ψ‖L∞ ≤ A
(
tN t0
)
< bκ.
Therefore, Fκ,2 6= 0 as claimed and hence by (4.27) we have
Fκ,1(t, ϕ) =
‖ψ‖L∞
max
{
‖ϕ‖L∞ , 1
} − κ = 0. (4.30)
Now analysis similar to that in the proof of Theorem 4.2 shows that
‖ϕ‖L∞ > 2max
{
‖ϕ0‖L∞ , 2
}
> 1. (4.31)
It follows by (4.25) and (4.30) that
1
t
=
‖ψ‖L∞
‖ϕ‖L∞
= κ. (4.32)
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Taking (4.31)-(4.32) into (4.28), we obtain
4(n − 1)
n− 2
∆ψ +Rψ =−
n− 1
n
κ−2N t20τ
2aψN−1 + |σ + LW |2ψ−N−1,
−
1
2
L∗LW =
n− 1
n
κ−N t0ψ
Ndτa.
Since ‖ψ‖L∞ > κ > c1 and since κ is an arbitrary constant satisfying (4.24), the theorem
follows.
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