ABSTRACT The SMS4 algorithm is a block cipher algorithm, which has the characteristics of high security and easy implementation. However, the optimization and implementation schemes proposed for FPGA platform currently use multi-channel parallel and pipelined architectures to improve performance, which results in a large consumption of resources, and the clock cycles taken to process a single data block is not reduced. This paper proposes a novel implementation scheme of SMS4 on FPGA. This scheme separates the generations of 32 round keys and encryption operations, 32 round keys are generated on the host computer in advance, and the encryption operations completed on the FPGA. At the same time, for the 32-round iterative structure of the SMS4, this paper proposes a dual-cascade implementation architecture that can compress 32 rounds of iterative operations from 32 clock cycles to 16 clock cycles. This greatly improves the performance of the SMS4. To compare with the previous works needing 32 cycles or more, which greatly reduces the clock cycles spent on processing each data block. The throughput achieves 1.9 Gbps at a frequency of 286 MHz on Xilinx FPGA.
I. INTRODUCTION
The rapid development of network technology has also brought about a variety of information security issues [1] . In order to ensure information security, various solutions have been proposed. At present, the most widely used one is the cryptographic technology [2] , which encrypts data through various cryptographic algorithms to ensure the security of information. There are three major types of cryptographic algorithms, asymmetric cryptographic algorithms [3] , HASH algorithm [4] , and symmetric cryptographic algorithms [5] . Asymmetric algorithms, also named public key cryptographic algorithm, are mainly used for identity authentication, such as ECC and RSA [6] , and Hash algorithms are for ensuring message integrity, like SHA256 [7] . Symmetric algorithms are widely used to encrypt large data, which plays a vital role in the field of information security. AES [8] is one of the most widely used algorithms. This type of algorithm can achieve high performance when encrypting data, and it also has reliable security.
The SMS4 block cipher algorithm [9] is designed as commercial block cipher algorithm, which is officially released
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by the Office of State Commercial Cryptography Administrator in China in March 2012. The algorithm was originally applied to WLAN, and then for its properties of high security and easy implementation, it is widely used in fields of IoT, smart cards and others industries, too. Similar to AES128, the length of block and key also is 128 bits in SMS4. And the process of encryption, decryption and key expansion consists of 32 rounds nonlinear iteration. To meet the scenario of high throughput application, this algorithm has been implemented on various platforms, such as GPU, ASIC and FPGA, and achieves high performance. In this paper, we propose a novel design of SMS4 on FPGA, and the implementation of SMS4 based on this design reaches higher resource and time utilization. In this design, we optimize SMS4 from two aspects of 32 round keys' generation and 32-round iterative architecture of encryption operation. For round keys, 32 round keys are generated in host computer in advance, and then, they are transferred to round key registers on FPGA. For 32-round iterative structure of encryption process, we propose dual-cascade architecture, which can complete 32-round iteration in 16 cycles. That reduces the cycles required to process each data block.
The content of this paper is organized as follows: The second section reviews the related work about design and optimization of SMS4. The third section details the SMS4 algorithm. The fourth section analyzes the rationality of the implementation architecture proposed in this paper. The fifth section implements the design on FPGA platform. In the sixth section, the performance of dual-cascade design is compared with other works, and the resource occupied by this design is analyzed. In seventh section, the conclusion about this design is drawn.
II. RELATED WORK
The optimization and implementation of SMS4 on various platforms has been researched. In [10] , the mathematical theory of SMS4 is analyzed. In [11] , the throughput of unrolling architecture implementation for SMS4 achieved 20736 Mbps on Stratix II FPGA, but 8373 ALMs are occupied. The pipelined architecture is introduced in [12] , this architecture is similar to unrolling architecture proposed in [11] , and the performance of SMS4 on Xilinx Virtex-4 FPGA reached 24320 Mbps, using 9500 CLB slices. The parallelizing design of SMS4 on UMC 180nm ASIC technology is proposed in [13] , that can achieve 136.9 Gbps, it also uses a lot of resources, up to 11574 GEs. The low-cost reconfigurable VLSI implementation of SMS4 in [14] is implemented with SMIC 0.13um CMOS technology, the area is 22k equivalent gates, and the throughput is 800 Mbps. The design based on trade-off between area and speed is introduced on Altera Stratix IV in [15] , the maximum throughput achieved 27 Gbps. The pipeline architecture for SMS4-GCM proposed in [16] reached 22 Gbps on Xilinx Virtex5xc5vlx50t, and that needs 16712 LUTs. By analyzing the implementation schemes mentioned above, it can be found that the main idea adopted to improve performance are multiple parallel processing and pipelined. That leads to a significant increase in the resources consumed, but the clock cycles taken to process a single block is not reduced. The implementation scheme of dual-cascade proposed in this paper can greatly reduce the cycle-consuming processing of each block on FPGA, and greatly improve the performance without occupying too much resources.
III. OVERVIEW OF SMS4 ALGORITHM
SMS4 is a block cryptographic algorithm, the length of its block and key are 128bits. Both encryption algorithm and key expansion algorithm adopt a nonlinear iterative structure, and require 32 rounds of operations. The algorithm of decryption and encryption have the same structure, except that the usage order of round keys is reversed, the decryption round keys are the reverse order of the encryption round keys. Before the process, 32 round keys rk i are generated by the key expansion algorithm, and then rk i are sequentially input to the round function F in the 32 rounds of iterations. 32 round keys rk i are generated by key expansion algorithm, the functions used by key expansion function are as follows.
Permutation function is shown in algorithm 1. The permutation function T is composed of two operations: a nonlinear transformation τ , which consists of four parallel Figure 1 . In Fig. 1 , it can be seen that this is a 16-row, 16-column table, there are a total of 256 elements in this table. The possible values of row coordinates and column coordinates are from 0 to 15. The data in the S-box is expressed in hexadecimal, the top row and the leftmost column in S-box are the possible values for the inputs. In order to understand the search process, we give an example of search: when the input is 32, the output is the corresponding element of the 3rd row and the 2nd column in S-box, here is 1c.
The linear transformation L in algorithm 1 consists of two operations of shifting and exclusive-OR, where <<< is defined as 32-bit loop left shift and ⊕ is 32-bit XOR. The output of τ transformation is used as the input of L transformation.
Round function is shown in algorithm 2.
Algorithm 2 Round Function F
The round function F is the most important transformation in SMS4, the properties of security and easy implementation of SMS4 is determined by F. It is used in key expansion VOLUME 7, 2019 function and encryption function, these related algorithms are described as follows.
Key expansion function is shown in algorithm 3.
Algorithm 3 Key Expansion Function
In key expansion algorithm,FK 0 , FK 1 , FK 2 and FK 3 are four system parameters, and their values are set as follows:
The function T in algorithm 3 is similar to function T, the only difference is that L(B) in T is replaced by L (B) in T , which is shown in equation 5.
In key expansion function,B ∈ Z 32 2 ,<<< is defined as 32-bit loop left shift, ⊕ is defined as 32-bit XOR.CK i is a fixed set of parameters, the process of CK i generation is shown in algorithm 4.
Algorithm 4 CK i Generation Function
Input: i, j;i ∈ (0, 1, . . . , 31), j ∈ (0, 1, 2, 3); Output:
Since the values of CK i are constant, when CK i are used in SMS4, they can be generated in advance and directly called during the process of key expansion function and encryption function. With the algorithm 3 and algorithm 4, 32 round keys rk i can be generated, and then rk i would be used in encryption function. The process of encryption is described in algorithm 5.
From algorithm 5, we can know that encryption function is composed of 32 rounds of iterations by round function with 32 round keys. As depicted in algorithm 5, the ciphertext is
Algorithm 5 Encryption Function
the reverse order of the output of last four rounds, and the process of decryption also requires the above 32 rounds of iterative operations, but the use order of round keys in which is reverse to the encryption process.
IV. ANALYSIS OF NOVEL ARCHITECTURE
From the implementation analysis of SMS4 mentioned in section II, we can find these following two phenomena. First, the mainstream optimization and implementation scheme are based on parallel and pipeline. Second, for the multiplexing of functional modules, both round key generation and encryption operation are completed in the same module, and the desired function is selected by a control signal. That leads to an increase in resource consumption and also makes the implementation more complicated. In view of the two problems above, we take the following two measures to optimize the implementation of SMS4 on FPGA. First, we separate modules of cryptographic operation and key expansion. Second, for cryptographic operation, we introduce the dualcascade architecture. The details are as follow.
A. FAST GENERATION OF ROUND KEYS
Since the key used in SMS4 is fixed during the entire encryption or decryption process, 32 round keys generated with key are also fixed. When round keys are generated on FPGA, since that process also undergoes 32 rounds of iterative operation, this requires 32 or more cycles. And the FPGA clock frequency is low (only a few hundred megahertz), that causes a large delay, so we could transfer the key expansion function illustrated in section III to the host computer, and after 32 round keys are generated, these round keys can be saved to round key registers on FPGA. The design of key expansion in host computer is depicted in Figure 2 .
In Fig. 2 , FK and CKi are constant parameters, MK is key, they are all 128 bits. The Round function in the above figure is shown in Figure 3 .
The operation process is described as follows.
Step 1, letting MK ⊕ FK to obtain a 128-bit intermediate result and assigning this result to K 0 , K 1 , K 2 and K 3 .
Step 2, inputting K 0 K 1 K 2 K 3 and CK 0 to Round0 and letting K 1 ⊕ K 2 ⊕ K 3 ⊕ CK i to get a 128-bit intermediate value.
Step 3, inputting the value get in step 2 to 4 Sboxs and using the output of τ transformation as input of L (B) transformation in Fig. 3 . Step 4, letting Out L ⊕K 0 and assigning the result of output K 4 to rk 0 , then storing rk 0 to round key buffers, where Out L is the output of L (B) transformation in Fig. 3 .
Step 5, inputting K 1 K 2 K 3 K 4 and CK 1 into Round1 and assigning output K 5 to rk 1 , then storing rk 1 to round key buffers.
The other process to generate rk 2 to rk 31 is similar to rk 0 . After 32 round keys are generated, they are transferred to the round key registers on FPGA. For the clock frequency of the host computer is much higher (up to several gigahertz) than that on FPGA, the time to generate 32 round keys in host computer is far less than that needed if round keys are generated on FPGA. More importantly, it will not overload the host computer in the meanwhile.
B. DUAL-CASCADE SCHEME OF CRYPTOGRAPHIC OPERATION
The most time consuming step in the SMS4 algorithm is the 32 iterations of the round function. Currently, in the mainstream design scheme, the round function is implemented by a sequential logic circuit or a combinational logic circuit on FPGA. The former one splits one operation of the round function into multiple cycles, and resources required are a few. The latter one can complete one round function in one clock cycle, but resources required are a little more. For improving the performance, combinational logic circuits are used in our design.
Although the input signal and output signal of the combinational logic circuit are theoretically changed at the same time, in the actual circuit, routine and the logic device itself have delays. The combinational logic circuit does always need a delay from receiving a valid input signal to generating a stable output signal, although this delay is very small. Compared with the delay of the combinational logic circuit, one clock cycle on FPGA is much longer than the delay. What's more, in some complicated system designs, there are many functional modules which may cause the system clock to perform operations at a lower frequency, so one clock cycle will take longer time. In this case, if only one round function is performed in one cycle, the design scheme could not reach high performance.
In our design, the plaintext and ciphertext required by SMS4 algorithm need to interact with the host computer through the AXI4 and PCIe bus, for improving the overall throughput of SMS4, we use the clock signal of AXI4 bus as the driving clock of SMS4. The engineering block diagram is shown in Figure 4 . In Fig. 4 , the clock signal of AXI4 bus is 286 MHz, which is 3.50ns for one clock cycle. In the scenario mentioned above, for the sake of analysis, we introduce the following variables to represent various delays, where D total−1 is used VOLUME 7, 2019 to represent the total delay of single round function from receiving input signals to generating valid and stable output signals, D total−2 is used to represent the total delay of dual round functions, T period represents the clock cycle of the system, here which means the cycle of AXI4's clock signal. After synthesis and implementation by Vivado, we get that the two delays for single and dual round functions. Therefore D total−1 , D total−2 and T period have the following relationships:
From the above equation (6), (7) and (8), the following inequation can be derived:
The above inequation (9) means that although the delay of the dual round functions is slightly larger than the delay of single round function, the two delays D total−2 and D total−1 are smaller than AXI4's clock cycle T period . So both schemes could work under the current clock. However, due to the round function completed by dualcascade architecture is twice that of single-cascade, under the current clock, the overall performance is twice as much as that reached by single-cascade scheme.
The single-cascade implementation architecture of SMS4 is illustrated in Figure 5 . In Fig. 5 , the plaintext input and ciphertext output are 128bits. In this design, permutation function T and S-box LUT mentioned in section III are all implemented in the form of combinational logic circuits instead of sequential logic circuits, which can simultaneously produce a useful output signal when the input signal is valid and stable. The Round function in Fig. 5 is implemented according to Figure 6 . In Fig. 6 , the delay of round function includes 6-level gate and 1-level lookup table. Before starting encryption process, the 32 round keys are generated in advance and transmitted to round key registers from host computer. The single-cascade architecture performs round function once in one clock cycle, such as Round0 completed in the first cycle, Round1 in the second cycle, Round2 in the third cycle and so on. For the sake of understanding, we give an example to illustrate the specific implementation process. When the rising edge of the clock arrives, the 128-bit plaintext data X 0 X 1 X 2 X 3 and the round key rk 0 are input to Round0. Since round function is implemented in the form of combinational logic circuits, the output X 4 can be obtained when next rising edge of the clock arrives. At the same time, X 1 X 2 X 3 X 4 would be used as Round1's inputs. And then X 2 X 3 X 4 X 5 are used as Round2's inputs when the third rising edge of the clock arrives. After 32 clock cycles, 128 bits cipher text can be obtained. Based on the analysis above, this single-cascade scheme requires 32 clock cycles to process one block, so its performance is low.
Therefore, in order to improve the performance of SMS4, we introduce the dual-cascade implementation scheme, which can perform another round function in one cycle after the first round function is completed. The dual-cascade implementation architecture of SMS4 is illustrated in Figure 7 .
In Fig. 7 , the plaintext input is 128bits and cipher text output is 128bits, too. In order to allow the operation of round function to be completed in one clock cycle, as in Fig. 6 , the round function is also implemented by a combinational logic circuits. The two round functions in the dashed box in Fig. 7 are completed in one clock cycle, and the implementation scheme is shown in Figure 8 . In Fig. 8 , the delay of dual round functions includes 12-level gate and 2-level lookup table. It is shown that X i+4 , the output of 1st round function, is directly used as the input of 2nd round function. When X i+5 , output of 2nd round function, is generated, it would be stored to register.
This dual-cascade architecture can perform round function twice in one clock cycle, such as Round0 and Round1 completed in the first cycle, Round2 and Round3 in the second cycle and so on. The following is an example of execution process in the first clock cycle, when the rising edge of the clock arrives, the 128-bit plaintext data X 0 X 1 X 2 X 3 and the round key rk 0 are input to Round0, And then X 1 X 2 X 3 X 4 and rk 1 are directly input into Round1 simultaneously. From inequation (9) and our analysis above, it is conclude that when X 5 are generated stably, the next rising edge of the clock does not arrive. When the next rising edge of clock arrives, X 2 X 3 X 4 and X 5 are restored to registers. And Round2 uses X 2 X 3 X 4 and X 5 stored in registers as Round2's inputs at the same time, after 16 cycles, X 32 X 33 X 34 and X 35 are obtained. Then X 32 X 33 X 34 and X 35 are assigned to Y 3 Y 2 Y 1 and Y 0 respectively, here the cipher text is obtained. In this case, this dual-cascade scheme requires 16 clock cycles to process one block, so its performance is twice as much as single-cascade, which need 32 cycles to process one block.
C. COMPETITION AND RISK ANALYSIS OF CASCADED LOGIC CIRCUITS
Since the transmission delay of signals cannot be avoided, the adventure and competition phenomenon must also be considered in the design of the combinational logic circuit. The following is the feasibility analysis of the dualarchitecture proposed in this paper under the conditions of competition and adventure.
In our implementation, the input signals are driven by registers, it can continuously provide a stable signal. So even if the arrival time of each signal is inconsistent, and the output signal will be unstable and jittered before the next rising edge of the clock arrives, during this period, the output signals will not be sampled and stored. From the delay relationship (9) analyzed above, the output signal has been valid and stable when the rising edge comes. At this time, storing these output results not affect the next round of operations. Since the cascaded architecture of round function in this implementation has only two cascades, inputs of round function are driven by register, and output signals are stored in registers when the rising edge of the clock arrives, the problem of erroneous transmission and accumulation due to competition and adventure of the combinational circuit can be effectively avoided.
D. PERFORMANCE OF SMS4 BASED ON DUAL-CASCADE DESIGN
The encryption process requires 32 clock cycles originally, but in our architecture, it takes only 16 cycles, the cycles VOLUME 7, 2019 consumed is reduced by half. The throughput of SMS4 is calculated according to the following formula
where throughput stands for the throughput of SMS4, B stands for the size of one block in SMS4, f stands for the frequency of system clock, and N stands for the number of clock cycles required to process each block. It can be deduced from the analysis and formula above that, in the case where B and f are unchanged, throughput is inversely proportional to N , so when N is 16, the performance of SMS4 is two times of that when N is 32.
V. IMPLEMENTATION OF SMS4 ON FPGA
The FPGA selected in this work is Xilinx Kintex UltraScale XCKU115-flva1517-2-e, and the software for simulation, synthesis and download are Xilinx Vivado 2018.3 and Xilinx ISE 14.7, the design of SMS4 described in this paper are coded using Verilog HDL. The integrated result of design proposed is depicted in table 1 and 2. Table 1 listed the main implementations and comparison with prior works on Xilinx FPGA. Table 2 listed other implementations and comparison on Altera FPGA. In these two tables, Design is scheme proposed in related literatures, Device is FPGA platform, Resources are the logic resource on FPGA, NC is the number of clock cycles required to process a block, Frequency is the frequency of clock cycle, and Throughput is the throughput of SMS4.
In Tab. 1 and 2, the implementations mentioned in other related literatures improve performance by multi-stage pipeline or multiple parallel. In order to facilitate analysis and comparison, we normalize them to a one-stage pipeline or a single-channel work mode. Our work is based on dualcascade architecture, this work is optimized using fast generation of round keys, and encryption process takes dual-cascade architecture, which uses 16 cycles to complete 32 iterations of round function. As can been seen from Tab. 1 that the proposed scheme in this paper achieves higher performance than the other schemes on Virtex-4, 5 and 6 series. At the same time, the resources occupied on different platforms are similar, since there are only 4-input LUTs on Virtex4, the resources used are higher than other devices with 6-input LUTs. In addition, as shown in Tab. 2, compared with other implementations on Altera FPGA, the scheme proposed in this paper is much higher in performance than others.
We focus on the number of cycles required to process each block and the number of bits processed in each cycle, the comparison are shown in Figure 9 and 10.
In Fig. 9 , we can find that the implementations proposed in the other literatures require at least 32 cycles to process each block. In our work, due to the dual-cascade architecture is introduced, only 16 cycles are required during process of each block.
The number of bits that can be processed in each cycle of each implementation is shown in Figure 10 .
In Fig. 10 , we can find that our work can process 6.64 bits in each cycle, which is much higher than the 4 bits processed by other implementations. Therefore, higher performance can be achieved in our dual-cascade scheme.
As can be seen from the above tables and figures that under the condition of similar working frequency, the throughputs achieved by each of other implementations are similar. The design in [18] with higher performance is due to its higher working frequency. By analyzing the resource utilization report, we find that the LUT required for dual-cascade architecture is increased by 182 compared to single-cascade scheme, and the register is increased by 28. In the case that the required resources are not increased much, the throughput is doubled. It can be seen that the dual-cascade architecture proposed in this paper is feasible and effective to improve performance.
VI. CONCLUSION
Based on the FPGA platform, this paper proposes a highthroughput implementation architecture of SMS4 algorithm. In our single-cascade scheme, the key expansion operation completed by the FPGA before is transfer to the host computer. After the host computer generates the round keys, they are set to the round key registers on FPGA. This design fully utilizes the high frequency of the host computer and effectively shortens the time generating round keys without occupying too much resources of the host computer. On the basis of this scheme, the dual-cascade architecture is introduced for 32 rounds of iterative operations involved in the SMS4 algorithm. This architecture works by performing two round functions in one cycle, and there are very few additional resources that need to be added (less than 10%). In this case, 32 rounds of iterative operations in the cryptographic operation can be compressed from 32 clock cycles required previously to 16 cycles needed now. The scheme greatly improves the performance of the SMS4 algorithm.
Compared with the implementation schemes mentioned in other literatures, the optimization scheme proposed in this paper greatly increases the number of bits that can be processed per cycle, so that the higher throughput is achieved.
