Scientific workflows in clouds have been successfully used for automation of large-scale computations, but so far they were applied to the loosely-coupled problems, where most workflow tasks can be processed independently in parallel and do not require high volume of communication. The multi-frontal solver algorithm for finite element meshes can be represented as a workflow, but the fine granularity of resulting tasks and the large communication to computation ratio makes it hard to execute it efficiently in loosely-coupled environments such as the Infrastructure-as-a-Service clouds. In this paper, we hypothesize that there exists a class of meshes that can be effectively decomposed into a workflow and mapped onto a cloud infrastructure. To show that, we have developed a workflow-based multi-frontal solver using the HyperFlow workflow engine, which comprises workflow generation from the elimination tree, analysis of the workflow structure, task aggregation based on estimated computation costs, and distributed execution using a dedicated worker service that can be deployed in clouds or clusters. The results of our experiments using the workflows of over 10,000 tasks indicate that after task aggregation the resulting workflows of over 100 tasks can be efficiently executed, and the overheads are not prohibitive. These results lead us to conclusions that our approach is feasible and gives prospects for providing a generic workflow-based solution using clouds for problems typically considered as requiring HPC infrastructure.
Introduction
Scientific workflows are successfully used for automation of computational problems in a variety of scientific disciplines [15] . Using workflows lets the user focus on describing a computational problem as an abstract graph of tasks, while the workflow management system transparently takes care of its execution that includes, amongst others, provisioning of the required computing resources, task scheduling, deployment of application components, and data staging. A workflow defined once enables transparent utilization of diverse Distributed Computing Infrastructures (DCIs), such as clusters, grids or clouds.
Solvers for finite element meshes are traditionally targeted for typical HPC machines designed for maximum performance but not necessarily the best price/performance ratio which is the primary design goal of cloud infrastructures. Recently, cloud infrastructures are increasingly used by large industry enterprises relying on HPC, offering reduction of cost and turnaround time in comparison to maintaining an on-premises HPC infrastructure [10] . The elasticity of resource allocation offered by the cloud also makes it an excellent solution for multi-phase computational problems where individual stages of the computation have different resource demands and need to be scheduled independently.
The multi-frontal solver algorithm introduced by Duff and Reid [4, 5] is the state of the art solver for mesh-based computations. The solver algorithm can be decomposed into a graph of tasks. This has been already done for one or two-dimensional finite difference method [11] , as well as for two-dimensional [14] and three-dimensional [13] adaptive finite element method. The decomposition of multi-frontal solver into graph of tasks follows the structure of the elimination tree. For adaptive mesh based computations, namely for grids with point and edge singularities, it is possible to construct elimination trees with lightweight computational tasks close to the root of the elimination tree [12, 6, 1] . This concerns computational meshes in both two and three dimensions. These observations motivated us to analyze the solver workflow for cloud computations.
In this paper, we apply the workflow approach to parallelizing computational problems arising from the finite element model and utilizing the direct multi-frontal solver method. We argue that cloud computing can be an effective and efficient model for such problems. The first issue to consider is the possibility of a high communication/computation ratio that, in a cloud infrastructure based on commodity hardware, may lead to significant communication overheads. Moreover, the fine-grained nature of tasks in the workflow may result in prohibitive overheads of the workflow execution system, leading to poor parallel efficiency and lack of speedup. However, our hypothesis is that a broad class of meshes can be effectively decomposed and mapped onto a distributed infrastructure. Having a three-dimensional domain with high-order polynomials for shape functions can further balance the computation and communication time. Furthermore, the multi-frontal method is known to be memory-intensive [3, p. 259 ]. As Clouds typically offer more memory per node [10] in comparison to typical HPC machines, they can be used to tackle larger problems that would have been possible otherwise. Finally, unlike HPC machines, cloud services are accessible to everyone at any time. Our target environment is the infrastructureas-a-service (IaaS) cloud, which allows for dynamic on-demand creation of computing nodes in the form of virtual machines (called instances), but our approach can also be used on more traditional commodity clusters that do not have fast interconnects.
To evaluate our hypothesis, we implemented a solution based on the solver described in [8] and our workflow runtime environment HyperFlow [2] . We propose a loosely coupled solution which comprises two architectural layers: the solver front-end and the workflow system backend. The solver front-end generates the elimination tree which is automatically converted by the workflow backend to a graph of tasks (workflow), which are mapped to available computing resources and executed. As a result, problem decomposition is well decoupled from its mapping to the execution environment, facilitating transparent access to diverse computing infrastructures. Furthermore, the user does not need to learn the runtime environment and is not concerned with low-level programming related to decomposition of and communication between tasks. The workflow system hides this complexity. Finally, the direct multi-frontal method for sparse linear systems is well-defined in terms of CPU, data and memory complexity. As a re-sult, it is possible to perform the appropriate task clustering and calculate accurate execution plans for workflow schedulers [9] , decreasing the overheads and performance loss resulting from inaccurate predictions.
The results of our preliminary experiments reported in this paper indicate that the initial workflow graph generated from the elimination tree is indeed characterized by such a fine granularity of tasks that the overheads of the distributed workflow execution are prohibitive. We show, however, that by applying even simple task aggregation, the task sizes can be increased so that the overheads are mitigated. These results are promising and confirm the feasibility of our approach, giving the prospects of good performance when larger and more complex problems are considered.
The paper is organized as follows: in Section 2 we present how the computation of multifrontal solver algorithm can be represented as a workflow. Next, in Section 3 we introduce the architecture of our prototype implementation of the workflow-based multifrontal solver. Section 4 covers the experiments and their results. Finally, in Section 5 we present the final conclusions and directions for further research.
Workflow representation of multi-frontal solver computation
The core idea of our approach is to represent a multi-frontal solver computation as a graph of tasks that can be executed using a workflow management system. This is achieved in two major steps. (1) Workflow generation: first, a directed acyclic graph (DAG) of fine-grained tasks is generated from the elimination tree. (2) Task aggregation: next, the structure of the graph is analyzed in order to estimate the computation and communication costs and perform the aggregation of tasks in order to reduce the communication to computation ratio. The following subsections describe this approach in detail.
Workflow generation
The multi-frontal solver algorithm is widely used to solve Finite Element Method and Finite Difference Method problems since they generate regular sparse matrices. Multi-frontal solver requires a binary elimination tree that represents the order in which frontal matrices are merged and eliminated. The tree is usually generated by planar graph analysis of the linear system of equations, but in the case of the Finite Element Method the elimination tree can also be derived from the mesh. The heuristic for generating suboptimal elimination tree was introduced in [12] . The leaves of an elimination tree represent individual elements of the mesh while the remaining nodes represent subsequent steps of the elimination of a multifrontal solver. Each node of the tree has a frontal matrix and a corresponding right-hand side of the equation that needs to be persisted during the process of solving. The matrices for leaf nodes are initially populated by element matrices and then altered during solver execution. The entire solving process requires traversing the elimination tree twice: the first bottom-up traversal is the elimination phase while the second top-down traversal is the backward substitution phase. In the elimination phase, matrices are merged and partially eliminated starting from leaves and then traversing up the tree. The partial eliminations are equivalent to computing the Schur complements of the matrix. Finally, the solver computes the solution at the root node. For regular grids, the top root problem is expensive, and its computational cost is equal to O(N 1.5 ) in the 2D case and O(N 2 ) in the 3D case. However, in the case of adaptive grids, the root problem solution is This process can be represented as a workflow: a DAG of tasks created by mirroring the elimination tree with respect to the root node. Fig. 1 shows an example mesh with three vertex singularities and its possible elimination tree which is transformed into a workflow presented in 
Workflow structure and its properties
The workflow has several interesting properties. First, the DAG is symmetrical with respect to the root node of the elimination tree, but the elimination phase that involves matrix factorization has a much higher computational cost than the backward substitution phase. Second, the costs of computation and communication can be precisely calculated analytically by analyzing the mesh and the elimination tree [12] . Finally, well-separated groups (sub-trees) of tasks, which correspond with the structure of the original mesh, can be identified in the workflow structure. Due to all these properties, aggregation, planning and scheduling of the workflow can be done effectively and accurately, so that tasks are allocated in the best possible way that maximizes data locality and minimizes communication.
Workflows with similar properties can also result from meshes with edge singularities (Fig. 3) , and for combined vertex and edge singularities ( Fig. 4) . Moreover, the memory usage for workflow tasks can also be accurately estimated, so that graph partitioning and task scheduling algorithms can take it into account and produce a resource allocation plan which meets the requirements of the workflow but avoids unnecessary over-provisioning of resources.
Task aggregation
The main idea behind the multi-frontal solver is to replace one substantial computation with a large number of small ones that can be done in parallel. Consequently, the frontal matrices are usually very small, resulting in very fine-grained tasks in the workflow. To reduce the communication to computation ratio and to minimize the impact of processing in distributed infrastructure, agglomeration of tasks is required. The analysis of the elimination tree provides us with the estimates of task runtimes, which can be the basis for task agglomeration, using either simple aggregation heuristics or more advanced graph partitioning algorithms available e. g. in Metis [7] . Currently we use the following simple task aggregation heuristic: we estimate the number of FLOPs for processing of each subtree of the elimination tree, and if the number of FLOPs for a given subtree is below a specified threshold, then the subtree is clustered into a single task in the aggregated workflow. Such an aggregated task processes the entire subtree sequentially. The threshold may be chosen by the user or by selecting e.g. the nth percentile of estimated FLOPs of all the subtrees. For example, if we set the threshold to 95 percentile, we aggregate the 95% of smaller subtrees into tasks, and we leave the tasks corresponding to top 5% of the largest subtrees (those are tasks near the root of the tree). Thus, the resulting workflow will have enough parallelism but the overheads due to too fine grained tasks will be mitigated. This simple policy does the aggregation only on the leaf nodes but not near the root of the tree. 
Prototype of the workflow-based multifrontal solver
To evaluate the feasibility of our approach, we have developed a prototype of the workflowbased solver environment. The architecture of the environment is composed of multiple looselycoupled components, as presented in Fig. 5 . Mesh generator. The mesh generator is an external component provided by the user. It generates the mesh of rectangular elements and their corresponding matrices. The mesh may be either 2 or 3-dimensional.
Elimination tree generator. This component is responsible for creating elimination tree for a given mesh. In our prototype we used an existing implementation [12] which currently is limited to 2D meshes.
Workflow generator. It performs analysis of the elimination tree and generates the workflow DAG as described in Section 2. At this stage we know the structure of the elimination tree and derive size of the matrices for each node. This allows us to calculate the volume of data transfers as well as the amount of computation for each workflow node, subsequently used by the planner and scheduler. This component also performs task aggregation.
Solver service. The solver service is the component which performs the actual computation of workflow tasks for both elimination and backward substitution phases. It executes jobs received from the HyperFlow engine via the RabbitMQ message broker. The solver service is hosted on the Worker nodes deployed as Virtual Machines in the Cloud. In a typical configuration, one instance of the solver service will be created for each core of a VM. As solver services are permanently working processes, they can also act as local in-memory storage services for intermediate data used by subsequent jobs.
Local and global storage service. The matrices of the tree nodes as well as the computation state need to be persisted between the elimination and the backward substitution phases. We propose a two-level storage architecture: the local storage for matrices that are of the elimination tree, can be improved by assigning several tasks to one frontal matrix, and implementing concurrent Schur complement computations. only accessed from a single worker node and the global storage for matrices that need to be accessed by multiple worker nodes. This approach enables the scheduler to map tasks according to data dependencies in order to maximize data locality and reduce data transfer and access costs. To this end, the elimination and backward substitution jobs for a given tree node need to be scheduled to same worker solver service.
Hyperflow infrastructure. The Hyperflow workflow management environment orchestrates and executes the tasks of the solver. The HyperFlow infrastructure is composed of multiple components: (1) Workflow engine which drives the workflow execution. It keeps track of workflow tasks ready for execution using the message queue to submit jobs for such tasks and awaiting their completion. (2) Execution planner and optimizer whose objective is to create an execution plan for a given workflow DAG, infrastructure and user-defined constraints, such as deadline or cost. The generated execution plan is the input for the task scheduler and the provisioner. (3) Task scheduler which receives jobs (representing tasks ready for execution) from the workflow engine and assigns them to computational resources according to the execution plan and dynamic scheduling algorithms. (4) Provisioner, responsible for adapting the computing infrastructure according to the execution plan and the measurements made by the scheduler. The provisioner creates additional VM instances or shuts down existing ones, according to the current demand for computing power.
The planner, scheduler and provisioner components are optional: they only are required when optimization goals, such as time or budget constraints, are provided.
Experiments
The objective of the experiments was to test the functionality of the prototype and evaluate the feasibility of our approach. The central question is whether it is possible to generate the DAG of tasks in such a way that the communication cost and other overheads of the system do not outweigh the benefits of parallel execution.
The experiments were conducted in a simplified deployment of our environment, without using the execution planner, scheduler and provisioner components. The scheduling of tasks is done implicitly by multiple solver services fetching jobs from the message queues. This results in efficient, opportunistic load-balancing of tasks to all CPU cores available on the worker nodes. Moreover, only a global file-based storage was used.
We performed the experiments using a number of elimination trees for various twodimensional vertex, edge and vertex+edge singularities problems with different mesh refinement levels and polynomial degrees. The test data sets were obtained from [12] . The results indicate that the whole process gives correct results.
To evaluate the performance of the workflow-based solver and the associated overheads, we selected a medium-scale workflow with 12278 tasks that represented a 2-dimensional edge singularity problem with 10-fold mesh refinement and 5th-degree polynomials. The tests were performed on a single 16-core c3.4xlarge instance on Amazon EC2 (eu-west-1 region). We used the Hyperflow workflow engine to drive the workflow. Our prototype implementation uses the file system as global storage for persisting node data. We used Linux tmpfs (a RAM based filesystem) as a fast storage backend and RabbitMQ as the message queue.
First, we performed a series of experiments without task aggregation in order to estimate the overhead of the workflow engine. The test configurations and the workflow execution times are given in Table 1 . In configurations (1) and (2) the entire computation was performed sequentially without using the workflow engine. In scenario (2) the data of each task was read and written to the filesystem, thus adding the IO overheads. Configurations (3) Table 1 : Total computation times divided by the number of tasks for different configurationswithout task aggregation.
included the HyperFlow engine, RabbitMQ server and Solver services -a single instance in scenario (3) and 2 to 16 instances in scenario (4) . As expected, for fine-grained tasks increasing the number of workers does not reduce the total computation time due to the domination of the communication and workflow orchestration overheads. For example, it takes 13 seconds for Hyperflow to initialize and parse a large workflow file. To better measure the overheads of the workflow system, we executed the workflow in configuration (5) , where the communication through RabbitMQ was disabled and the computations were replaced by empty operations (no-op). Similarly, in configuration (6) the empty operations were used, but the communication was enabled. The results confirm that overheads related to workflow orchestration dominate the execution time. The rightmost column in Table 1 shows the execution time divided by the number of tasks. The observed system overhead per task (3.8 ms) is over 6 times greater than the actual computation time (0.6 ms) which gives us a hint regarding the desired task granularity.
Next, in order to increase task granularity, we have enabled aggregation at the level of the 99th percentile (see section 2.3) which resulted in a workflow with 166 tasks. For such a case, the average run time of tasks in the elimination phase increased from 1.6 ms to 43 ms, as shown in histograms of task distributions in Fig. 6 . Task run times were measured directly by the solver service, so they do not include the overheads shown in the rightmost column of the configuration (3) in Table 1 . The distribution of task execution times shows that in addition to the majority of heavier tasks, there is also a large number of light tasks represented by the peak in the leftmost area of both histograms. On the left histogram this peak represents the tasks from the leaves of the elimination tree, while on the right histogram the peak represents the non-aggregated tasks near the root of the tree (resulting from our aggregation heuristic described in Section 2.3). The reduced size of the workflow resulted in a reduction of the workflow orchestration overheads and the total computation time was 12.5 s, comparable to the sequential algorithm. Moreover, we also observed speedup when increasing the number of workers as shown in Fig. 7 .
Conclusions and future work
Using a workflow management system as an execution layer of a multi-frontal direct solver can lead to significant benefits by enabling on-demand access to non-expensive cloud computing infrastructures. Moreover, the users will also benefit in terms of usability because the workflow management system hides the complexity related to interfacing the runtime environment. In fact, in the future we are aiming towards a dedicated scientific gateway wherein end users could focus on defining the problem in a solver-as-a-service environment, while the system would Finally, the results of our preliminary experiments also prove that multi-frontal solver computations in a cloud can be done efficiently. Although the overheads of the workflow execution engine are prohibitive for fine-grained tasks, we can observe that even simple aggregation leads to task sizes for which the overheads are not dominating. We should note that these experiments were performed using the problems of relatively small size, for which the use of a cloud infrastructure and distributed processing cannot reach its full potential. We can conclude, however, that for more complex meshes arising from e.g. 3D problems, where the size of the tasks and their computing costs can be orders of magnitude larger, the system overheads we measured will be negligible. We foresee that such workflow-based computations may be then deployed to various computing infrastructures, including IaaS clouds and clusters.
Our prototype is the first step towards leveraging cloud infrastructure in scientific computations that typically require HPC environments. In the future work, we plan more experiments on larger meshes, particular three dimensional ones for which we expect to achieve even better computation to communication ratios due to larger frontal matrices. We also plan to improve task aggregation by employing a two-step heuristics leveraging application-specific task clustering and application-independent graph partitioning. We are also working on an application performance model which may be used for optimization of deployment and workflow scheduling.
