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The irruption of renewable energy sources with power electronics interfaces, such
as wind energy and solar photovoltaics, is transforming power systems. These elec-
tricity networks have traditionally been designed to transmit electric energy, from
centralized generating stations employing synchronous machines with a controllable
production, to large consumption centers where the loads are distributed through dif-
ferent voltage levels. However, this landscape is modified by alternative generators
with a power output that depends on weather conditions, and which are connected
to different parts of the network, with a wide range of sizes, and employing new
power conversion systems based on semiconductors.
As any technical evolution, this brings new challenges along, and modern power
systems will have to overcome the issues related to the intrinsic variability of these
energy sources, their limited contribution to the control of the grid, or the dynam-
ics introduced by the alternative power conversion systems that replace synchronous
generators, characteristics that threaten the stability of the network. To minimize the
possible adverse effect on the power grid of generating systems connected through
power electronics converters, transmission system operators define different strate-
gies, such as increasing the active power reserves for frequency control and power
balancing purposes, and require all connected systems to comply with various rules
and regulations. In an effort to better integrate these renewable sources in power sys-
tems, some power converter controllers have been proposed that aim at reproducing
certain features of conventional synchronous machines. This work deals with the
iii
iv Abstract
analysis of the impact that large power-electronics-based power plants, in the range
of hundreds of megawatts, have on the stability of power systems.
First, the main characteristics of these advanced controllers, sometimes referred
to as virtual synchronous machines, are reviewed, and their constituting blocks are
systematically classified. This classification allows performing a detailed compar-
ison of different aspects regarding their implementation and dynamics. Thus, the
proposals usually found in the literature are compared in terms of their need for an-
cillary synchronization systems, their ability to energize a grid, their effectiveness
to limit the current injected during a fault and keep the converters connected to the
grid, their capability to limit active power injections and to control the converter
capacitor voltage, or their performance regarding harmonic mitigation and voltage
balancing. Additionally, time-domain simulations comparing the response of power
converters employing these controllers are carried out and analyzed.
Afterwards, since the study of power system stability requires adequate mod-
els of the elements interacting with the system, the modeling of an actual 100 MW
photovoltaic power plant, consisting of 100 power converters, is addressed. Thus, a
detailed model of the power plant is developed in DIgSILENT PowerFactory®, con-
sidering a single-phase equivalent for transient stability studies in balanced systems.
This model includes the internal network buses, cables, and transformers, and the
power converters with their control systems and primary resources. Moreover, the
model is implemented in a flexible way that allows considering power converters
employing conventional controllers or synchronous power controllers, and the pho-
tovoltaic resource can be replaced by a storage system. Furthermore, a method to
derive an equivalent model of power plants employing these advanced controllers is
developed, and three equivalent models of the power plant, with different degrees
of detail, are implemented employing this method. These models allow reducing
the complexity of the original model and its associated computational burden, while
reproducing its dynamics with accuracy, making them more suitable for the analysis
of power systems with a large number of generating units, loads, passive elements,
and controllers.
Finally, the stability of power systems integrating this type of generating stations
is analyzed. A first analysis is carried out in a 12-bus test system, considering a
Abstract v
simpler model of the plant where the photovoltaic characteristics are modeled only
through an active power limitation, and comparing the impact of these plants as
the solar penetration grows, up to a 50% level. This is followed by the analysis of
the power system of northern Chile, considering the actual location of the power
plant previously modeled, and including the full detail of the photovoltaic resource.
Lastly, the impact of hybrid power plants consisting of a synchronous generator and
a photovoltaic system, with different configurations with the possibility of curtailing
the solar production or employing a storage system, is assessed. These analyses
comprise the study of the eigenvalues of the system and its response to different
types of events through time-domain simulation, and prove the ability of the studied
controllers to increase the damping of the system, to reduce the oscillations suffered
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T his chapter summarizes the main challenges that power systems are cur-rently facing, focusing on the integration of renewable energy sources andother distributed energy resources as one of the main drivers of an unprece-
dented paradigm shift in the electricity sector. This establishes a framework for this
thesis, which addresses the impact that renewable energy sources using power elec-
tronics have on power system stability. The chapter concludes with the objectives
and contributions of the thesis.
1.1 Background
The first power systems were built during the last decades of the 19th century. Since
then, the expansion of power systems, and the construction of new ones, have gone
hand in hand with social and economic progress, and these systems have been pro-
viding industries, public buildings, and households with electricity, which has be-
come an indispensable good for most human activities. During all these years,
power systems have been in constant evolution, developing safe, reliable, and ef-
ficient electricity networks. However, the main principles that define how power
systems are designed and operated have not changed much. Namely, large power
stations produce most of the electricity requested by all types of consumers, which
1
2 1 Introduction
is transported by a robust high-voltage grid through long distances from generation
to consumption centers. There, the power is distributed radially, with decreasing
voltage levels, supplying the connected loads. In addition, the control of the sys-
tem relies on generators, which must track demand variations and correct deviations
from the rated operated conditions, in order to achieve an acceptable quality of sup-
ply.
Nowadays, this power system picture is changing, driven by a global effort to
establish a more sustainable energy system, employing cleaner, renewable sources
which are expected to be more profitable than conventional ones in the long run.
The conventional generation mix, dominated by coal-fired power plants, natural gas
combined cycles, nuclear power stations, and hydro generators, is turning towards
a more diverse landscape, where it is possible to see wind and solar generation,
among other renewable sources. As technology matures, the installed capacity and
the annual generation by these sources is expected to increase, as can be seen in
Fig. 1.1, which shows the world annual electricity generation from alternative en-
ergy sources forecast by the U.S. Energy Information Administration for the period
2020–2040 [1]. The growing importance of these sources, whose characteristics
differ substantially from those of conventional resources, poses new challenges on
power systems, as discussed in the following.
1.1.1 Challenges of modern power systems
This change in the generation mix, which is nonetheless beneficial from the point
of view of carbon emissions and sustainability, also raises several issues for power
systems and their traditional control schemes, due to the nature of the resources
employed and the characteristics of the power conversion systems.
The main difference with respect to conventional generators, or at least the one
which affects electricity markets and bulk generation the most, is that the common-
est sources, i.e., wind and solar energy, are inherently variable. Their maximum
energy production depends to a large extent on weather conditions, like the aver-
age wind, wind gusts, the relative position of the sun, and the presence of clouds;
and this makes their power generation variable when they operate at their maximum
power point, which is the usual strategy. Thus, these sources are not fully con-
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Fig. 1.1. World electricity generation from non-hydro renewable energy sources forecast by
the U.S. Energy Information Administration [1].
trollable, or dispatchable, as conventional generators are. This works against the
traditional conception of power systems, where controllable generators maintain the
balance with a variable demand. In fact, many analyses consider these sources as
negative loads, and their variability must be compensated by the remaining conven-
tional generators.
Another important difference is the location of the generating plant. Conven-
tional generating units can concentrate a large amount of generation in a reduced
area, and can be located optimally taking into account the demand to be supplied,
the characteristics of the grid, and the availability of fuel. However, wind and solar
energy spread across regions, with a relatively low intensity, and sometimes the best
locations are far away from the main consumption zones or the existing transmission
infrastructure.
This has led to two main types of renewable generation systems. The first one
consists in the connection of a small generating unit to the distribution grid, inject-
ing the power produced in a limited area. Obviously, many power system users
can opt for this solution, resulting in a significant amount of generating units be-
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ing connected to distribution grids. This is the case of residential photovoltaic (PV)
systems connected to the low voltage network, or small plants consisting of some
PV modules or a small wind turbine which can be connected at the medium voltage
grid. The other type includes power plants that harvest energy from a wide area and
inject it into the power network through a single point, handling powers like those of
conventional generators. Typical examples of this are wind farms with many wind
turbines, concentrated solar power plants using a large steam turbine, or large PV
plants formed by a number of power converters, which can reach a rated power in
the range of 100 MW.
These two features of wind and solar resources have an impact on the way in
which power systems are controlled and operated. Their limited controllability af-
fects not only the longer-term balance between generation and demand, but also the
regulation of the power system frequency, which is achieved through active power
variations. Moreover, the installation of many small generating devices at distri-
bution systems alters their traditional operation with a unidirectional power flow,
which is the basis for their design, and may affect voltage profiles and protection
schemes.
An additional remarkable fact about wind energy and PV generation concerns
the power conversion technology. Nuclear, fossil-fuel-fired, and hydro power plants
employ Synchronous Generators (SG) to inject power into the grid. These machines
are able to operate in synchronism naturally, behave as voltage sources able to cre-
ate and maintain a working a grid, and withstand large short-circuit currents, among
other characteristics that shape the dynamics of power systems. On the other hand,
wind turbines and PV systems employ power electronic converters, with a very fast
response and able to synthesize alternating voltages, whose interaction with the grid
greatly depends on their control systems, and may be counterproductive if not cor-
rectly designed.
Apart from new renewable energy sources, power systems are also changing due
to the irruption of other technologies. Some of them are related to the integration of
renewable sources, and are meant to solve some of the issues introduced by them.
For instance, a solution to reduce the impact of the variability associated to these
sources, and make a better utilization of the available resources, is to reinforce the
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interconnection of power systems. This is done both with conventional ac lines and
with High-Voltage Direct Current (HVDC) links, which enable long-distance power
transmission in an efficient way not subject to the stability concerns of ac lines.
Furthermore, HVDC systems offer a new area for the evolution of power systems,
with multi-point systems where renewable generators can be directly connected,
and open a broad range of questions about their control and their interaction with
neighboring ac systems.
Another complementary technology is energy storage, which could compen-
sate the variability of renewable sources and enable more flexible power systems.
Moreover, these systems can be installed close to areas with overproduction during
certain intervals of the day, or in regions where there is an intensive consumption
during certain hours, so congestion issues are mitigated. In fact, the electric ve-
hicle, whose penetration is growing as more drivers turn towards electric mobility
on similar grounds as those investing on renewable generation, could be considered
a particular case of storage system, with its own additional complexity. If prop-
erly employed, storage systems and electric vehicles managing energy smartly can
alleviate the stress introduced by renewable production variations during some peri-
ods of the day. Moreover, these systems share some characteristics with renewable
generators, like their generally distributed nature, and the grid-interface technology
employed.
The proliferation of distributed energy resources at all voltage levels of sub-
transmission and distribution grids calls for a more detailed monitoring of these
networks, which raises new concerns about data privacy, and different operation
strategies that coordinate these agents and preserve the quality of supply. Thus, dis-
tribution systems take some characteristics of transmission systems, which opens
the door to considering the figure of distribution system operators in charge of the
control of the grid while other agents participate in the competitive energy business.
In any case, another challenge related to these distributed energy resources is their
integration in energy markets so power systems are operated efficiently. Markets
will have to enable the participation of a large number of small agents, perhaps in-
tegrating more regions as the level of interconnection increases, and the importance
of ancillary markets like those related to firm capacity, energy balancing, or conges-
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tion management could rise, while the energy market could be severely affected by
a large amount of suppliers with a near-zero marginal cost of energy.
1.1.2 Evolution of the integration of renewable energy sources in power
systems
The requirements for renewable generators have evolved with the development of
new technology and the penetration of more renewable units in power systems, es-
pecially in the case of low-power installations employing power electronic convert-
ers. Initially, these small generating units were connected to distribution systems
without many concerns. They had to fulfill requirements similar to those demanded
from loads connected to these systems, i.e., adequate protection of equipment and
persons, limits on the harmonic currents injected or absorbed by the devices, and,
in some cases, constraints on the exchanged reactive power or the installation of
capacitor banks for reactive power compensation. The control of these first grid-
feeding devices consisted basically of a fast current control loop and a maximum
power point tracking algorithm that ensured the injection of as much active power
as available from the source, and the minimum reactive power injection or absorp-
tion allowed, in order to reduce the size of the power conversion system and the
losses.
As their penetration grew, so did the concern about safety. This led to discussion
about the behavior that these devices should have under abnormal grid conditions;
namely, when its frequency or voltage deviate from their rated values. In the case
of voltage, this gave rise to the definition of Low-Voltage Ride-Through (LVRT)
requirements [2, pp. 21–23], which define how long a power converter must remain
connected during a voltage sag, depending on the depth of the sag and the evolution
of the voltage, as depicted in Fig. 1.2. Similar operation regions have also been
defined for the case of voltage surges. Nonetheless, the limited current characteristic
of power converters has required the upgrade of some short-circuit protections that
were not sensitive enough to detect faults fed only by these more moderate currents.
Additionally, when the generation from distributed sources in some parts of the
system became sufficient to maintain a portion of the grid in operation for a certain
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Fig. 1.2. Voltage versus time curve describing low-voltage ride-through requirements in [2].
raised, especially about the safety of operation and maintenance teams. Thus, anti-
islanding schemes were defined so these devices would be disconnected from the
grid upon the detection of abnormal conditions, so that the grid would remain deen-
ergized [3, 4]. However, distributed resources have also been considered a solution
to enhance the reliability of certain parts of the grid that are subject to disconnec-
tions from the main energy supply. This has encouraged the study of control systems
able to maintain those portions of the grid in operation, or to reenergize them, until
they can be reconnected.
Besides, system operators and regulators have realized that distributed gener-
ation may play a beneficial role in the control of voltage in distribution feeders,
so new standards modify the way in which reactive power is controlled, allowing
distributed power converters to regulate the voltage [4, 5]. Something similar hap-
pens with the regulation of frequency in the case of larger power plants connected
at higher voltage levels. In many countries, renewable generators are required to
participate in frequency regulation when frequency increases, decreasing their ac-
tive power proportionally to the frequency error, as a conventional generator would
do [2, p. 19]. In fact, some grid codes consider the participation of renewable units
in frequency regulation in both senses if they operate with a small active power
margin [2, p. 26]. Additionally, it has been proposed that these generators provide
a synthetic inertial response, emulating the behavior of synchronous machines that
naturally limits frequency deviations.
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Therefore, the requirements for renewable generators tend to be similar to the re-
quirements for conventional generators based on synchronous machines, especially
for systems above a certain power rating. Except for the possibly limited availability
of the resource, this should not be an issue for renewable generating systems em-
ploying synchronous machines, like hydro or concentrated solar power plants, but
requires a careful design of the controllers of power electronic converters, the usual
interface of the booming PV and wind energy.
1.1.3 Challenges of the integration of variable energy sources using
power electronics
Besides the constrained dispatchability, and the reserve and balancing requirements
due to the variability inherent to many renewable sources, most wind and solar PV
generating systems present new control challenges in the range of a few seconds and
below. This is due to the fact that their grid interface consists of power electronic
devices, whose dynamics are completely different from those of synchronous ma-
chines, which play a crucial role in the design of power systems and their control
layers. If not correctly addressed, these differences in the dynamics may affect the
stability of the system.
First, it is worth noting that the fast response of power electronic devices al-
lows power converters to synthesize a voltage reference almost instantaneously, and
to control the injected current in a few milliseconds. Therefore, the dynamics of
the interaction between a power converter and the grid to which it is connected de-
pend fundamentally on the power converter control layers above the current control
loop. The final output of these layers is precisely a current reference correctly syn-
chronized with the grid and fulfilling the control objectives of the power conversion
system, that is to say, following a given power or voltage reference, and maintain-
ing the dc voltage, and the ac voltage and current magnitudes within safe operation
limits.
Contrary to synchronous machines, which naturally synchronize themselves
with the power grid, power converters require a synchronization system, which is
usually implemented as an ancillary block that extracts information about the phase
of the voltage at the point of connection of the converter. This kind of system is sub-
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ject to errors induced by noise, but especially by abnormal grid conditions. This is
the case when the system is tuned for a particular frequency and the grid frequency
diverges from this reference value or, more commonly, by grid faults that involve a
voltage sag or a phase jump.
Additionally, this lack of natural synchronization results in a lack of inertial
contribution when there is a frequency event. Synchronous generators naturally
contribute to limiting the frequency deviation, releasing or absorbing energy stored
as rotational kinetic energy in their rotors in opposition to the frequency deviation.
Power converters, unless explicitly designed to do so, are insensitive to this kind of
disturbance.
Going further, the friction of mechanical parts, and the addition of damper wind-
ings are able to increase the damping of the response of a synchronous machine to
a certain extent, which, together with other controllers, can contribute to the reduc-
tion of harmful power and frequency oscillations. Once again, power converters will
have a similar effect on the power system only as a consequence of their controller
dynamics.
Power system stability is also favored by an adequate regulation of frequency
and voltage. Due to their fast and flexible response, power converters have a large
potential capability to contribute to the regulation of both magnitudes, only limited
by the maximum power available from the resource in the case of underfrequency
events. But, as in the case of conventional generators, the corresponding control
systems must be installed and properly tuned.
Finally, it is worth noting the significant differences in the short-circuit capa-
bility of synchronous machines and power converters. In this case, the constraints
are physical and the behavior of a synchronous machine cannot be reproduced with
a power converter. The reason for this is that the power electronic devices usually
employed in these systems cannot withstand more than twice their rated current for
a few seconds without being damaged, whereas a synchronous generator is able to
inject currents over five times its rated current.
Taking all these facts into account, the provision of synchronous generator ser-
vices by power-electronics-based renewable systems requires a sound design of their
controllers and, in most cases, a design tradeoff between sizing all the elements of
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the power conversion system only for maximum power generation and letting the
power converter inject greater currents and keep an active power reserve, which is
more expensive but more useful for the power grid. In any case, some features could
only be reproduced by power converters at a extraordinary cost, like the injection
of large short-circuit currents, so the design of the whole power conversion sys-
tem must consider which features of synchronous machines are essential, or more
valuable, for a correct integration of this energy resources.
1.2 Objectives and outline of the thesis
This thesis presents the most relevant work carried out during my enrollment in
the PhD Programme in Electric Energy Systems at the Universitat Politècnica de
Catalunya - BarcelonaTech (UPC) between 2014 and 2017. My PhD project was
defined as an industrial PhD project in collaboration with Abengoa, Seville, Spain,
where I carried out most of the research presented here. In addition, I visited the
University of Waterloo, Ontario, Canada, during the period from September 2015 to
June 2016. During my PhD, I participated in several research projects related to the
control of renewable power plants employing power electronics and their impact on
power systems. Namely, Abengoa’s PV síncrona and Power analysis projects, and
the UPC Renewable Electric Energy Systems group Control of virtual synchronous
photovoltaic power plants with energy storage project.
The definition of the PhD project took into account Abengoa’s interest in PV
plants able to provide the services of conventional generators, and focused on the
analysis of the impact of this kind of plants on the stability of power systems. Fur-
thermore, it considered the utilization of the Synchronous Power Controller (SPC)
to embed certain characteristics of synchronous generators in power converters, and
a 100-MW PV power plant actually being built in Chile. Thus, the objectives of the
PhD project included the study of the SPC and similar controllers, the modeling of
this PV plant, and the assessment of the impact of the plant on the Chilean system,
as well as the analysis of the impact of similar PV plants in standard test power sys-
tems considering scenarios with different solar penetration levels, or different plant
configurations with storage or an adjacent synchronous generating unit.
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This document is structured as follows. Chapter 2 describes the state of the art
on some topics of interest for the PhD project. First, an introduction to power con-
verters and the basic controllers that enable an adequate connection of these devices
to the grid is presented. This is followed by a summary of the characteristics of
controllers that aim at reproducing the dynamics of synchronous generators, based
on the droop or the virtual synchronous machine concept. Afterwards, the problem
of power system stability is presented, including a description of the types of sta-
bility usually studied. Then, the prior art on wind farm and solar plant modeling is
reviewed, with emphasis on the development of equivalent models for power sys-
tem analysis. Finally, the previous work on the analysis of the impact of renewable
energy sources on power systems is reviewed.
The following two chapters deal with aspects of the control and modeling of PV
plants like the studied one. Chapter 3 presents a classification of droop controllers
and virtual synchronous machines. It includes a comparison of their implemen-
tation details and dynamic responses. Then, Chapter 4 details the model of the PV
plant employed, as well as its implementation in the power system analysis software
DIgSILENT PowerFactory®. This chapter also includes the derivation of equivalent
models of the PV plant with different degrees of aggregation, and the modeling of
other types of resources like supercapacitors or batteries.
The remaining chapters address the analysis of the impact of these PV plants.
Thus, Chapter 5 presents the analysis of the impact of PV plants with synchronous
power controllers on a 12-bus test system for three different penetration levels.
Chapter 6 includes the analysis of the impact of the actual PV plant being built
in Chile on this system, and the study of a future scenario with an increased solar
penetration level. As an introduction to this study, two other scenarios are analyzed
in the 12-bus system. And Chapter 7 is devoted to the analysis of the impact of
power plants considering a PV generation system and other elements. Namely, the
capabilities of battery energy storage systems to reproduce the response of larger
PV plants, and the interaction with synchronous machines forming a hybrid power
plant with the PV system are studied in different test power systems.
Finally, Chapter 8 draws the main conclusions of this work, and identifies those
areas where more research is needed, proposing several options for future work.
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1.3 List of publications and contributions
This section lists the main contributions of the PhD project, classified as journal or
conference papers, and contributions on related topics that deviate slightly from the
main theme of the thesis.
The selected journal papers present the main results of this thesis. Their topics
range from the study of the SPC and similar controllers to the analysis of their
impact on large power systems, including also the development of adequate models
for this analysis. The theory and the results presented in these papers are discussed
in detail in the following chapters. Additionally, the conference papers listed here
provide additional insight on these and similar topics, presenting partial results of
the study of the SPC, the development of power plant models, and the impact of
power converters using the SPC on small power systems.
The remaining contributions address different aspects of the control of power
converters for renewable energy sources and their impact on power systems, which
have been studied in collaboration with other PhD students and researchers in an
interdisciplinary work environment. Several of these publications focus on the study
of the current control loop of power converters, whose correct operation is essential
for a good performance of the SPC and higher-level controllers. Other contributions,
including two patents, are devoted to the control of different renewable resources, as
is the case of wave energy, and to the control of power systems involving different
generating units and loads; whereas other papers analyze the impact of HVDC links
emulating inertia on power systems.
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Chapter
2.
State of the art
T his chapter presents an overview of several topics of interest for this thesis.The first section summarizes the main aspects of power converters and theircontrol are summarized, whereas the second section introduces new control
approaches designed to achieve a harmonious interaction between these devices and
the power grid. This is followed by an overview of power system analysis, including
the main aspects of power system stability. Finally, the last two sections present
a literature review of renewable power plant modeling and the analysis of power
system stability under the presence of this kind of generators, respectively.
2.1 Power converters for renewable generation
An important fraction of renewable energy sources and storage systems operate
in dc. Therefore, they are connected to the ac grid through conversion systems
based on power electronics. These conversion systems differ substantially from
synchronous machines, which have traditionally been the interface between en-
ergy sources and power systems. Thus, they introduce different dynamics, and also
new control capabilities, that must be taken into account when the impact of these
sources on power systems is analyzed.
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2.1.1 Power converter hardware
Power converters consist of a set of switches that connect different electrical points.
The devices acting as switches are normally thyristors or transistors.
Thyristor technology was developed first and became widespread for many ap-
plications. Their behavior shares several similarities with diodes, but a thyristor
is turned on only when it receives a turn-on signal while the voltage drop across
the device is positive; it is turned off when the current reverses. A particular type,
gate turn-off thyristors, can be turned off by an additional signal. To operate prop-
erly, thyristors require a current source, whose current is forced into another circuit.
Therefore, converters employing thyristors are usually referred to as current source
converters. They are able to handle large currents and power flows, but they lack
reactive power control, and their switching frequency is of the order of the grid fre-
quency, which results in harmonic currents or voltages, and large filters are required.
Converters based on transistors work differently. Transistors can be switched
on and off by a gate signal, and they require a voltage source, forming then Voltage
Source Converters (VSC). Although some converters may use metal-oxide-semicon-
ductor field-effect transistors, with switching frequencies over tens of kilohertz,
insulated-gate bipolar transistors are preferred in power applications because they
can handle relatively large power flows with moderate switching frequencies around
a kilohertz. The principle of operation of a VSC is to connect a point of the circuit to
different voltages in such a way that the average value is equal to a reference. Their
increased switching frequency reduces the harmonic injection and the size of filters,
and the switching flexibility allows the bidirectional transfer of active and reactive
power. The following discussion will focus on this type of converters. More details
about the devices forming power converters can be found in [6, pp. 16–32].
Depending on the application, different converter topologies are employed. It is
possible to build single-phase converters, and use three of them to obtain a three-
phase converter, but it is also possible to build a three-phase converter, with a single
dc bus capacitor and requiring less switches. Three-phase converters may allow
connecting three or four wires if a neutral conductor is required. However, two basic
VSC topologies must be remarked. One of them is the half-bridge topology, shown
in Fig. 2.1a, which consists on a voltage source and two switches that determine











































Fig. 2.1. Basic converter topologies [6].
whether their midpoint is connected to the positive or the negative terminal. A very
simple three-phase converter is obtained when three half-bridge branches are used.
The other one is the full-bridge topology, depicted in Fig. 2.1b, which is able to
force a positive, negative or zero voltage between the midpoints of both branches.
Reference [7] presents several topologies for wind and PV systems which are based
on these basic two.
Other configurations, with more than two levels, have also been studied. They
allow increasing the power rating of the converter with the same kind of transistors,
at the expense of a greater number of devices. Moreover, they reduce the harmonic
content for the same switching frequency because the voltage steps are shorter than
in the case of a two-level converter. Common examples are diode-clamped, flying
capacitors and cascaded converters [8], or a generalized topology based on cells
constituted by half-bridge converters [9]. In recent years, modular multilevel con-
verters are gaining research interest, especially in their application to HVDC links,
where large voltages and currents must be managed. They are formed by different
cells, each of which is itself a VSC with a capacitor, usually with a full-bridge or
half-bridge topology [10, 11]. Apart from their ability to handle large powers, this
topology is of special interest because the cell capacitors can be used to store energy.
2.1.2 Power converter control
The control architecture of a VSC for renewable generation is usually divided in
several layers, controlling different magnitudes in different ranges of time.
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2.1.2.1 Modulation
The modulation constitutes the lowest control layer of a converter. It is an algorithm
that transforms a voltage reference into on and off signals for the switches. The
switching signals are calculated in such a way that the average voltage synthesized
by the power electronics devices during a switching period is equal to the specified
reference, taking into account the time that the output terminal is connected to each
dc terminal and the voltage of each of these dc terminals.
The commonest modulation technique applied to VSC is Pulse Width Modula-
tion (PWM) [12]. It defines a fixed switching frequency, and, during a switching
period, the output terminal is connected to each dc voltage level for the adequate
time to obtain the desired average. This strategy enables a fast control of the power
converter voltage, and it results in signals with low distortion, except at frequencies
around multiples of the switching frequency, which can be easily filtered.
2.1.2.2 Voltage controller
Although a modulation algorithm allows tracking a voltage reference, it operates in
open loop. Therefore, the control system can be subject to steady-state errors, and it
cannot control any variable other than the voltage at the internal converter terminals.
A first solution to these problems is the use of a closed-loop voltage controller
that feeds back a voltage measurement, which can be taken at different points of the
power conversion system, and generates a reference for the modulation aiming to
correct the measured error. This controller allows identifying the power converter
with a controlled voltage source, and can be useful for certain applications where the
power converter is the only electrical source. However, this control strategy does not
have any control on the current circulating through the power electronics devices,
which will cause the activation of overcurrent protections and the disconnection of
the converter when there is a fault in the system to which the converter is connected.
Additionally, when the converter is connected to a power system with other voltage
sources or to a strong grid, there may be undesired interactions among different
elements trying to control the same magnitude.
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2.1.2.3 Current controller
Alternatively, taking into account that the controller immediately above the modu-
lation establishes an equivalence between the converter and a controlled source, the
controlled variable should be defined by the type of source that the power conversion
system represents in the power system. For a converter associated to a generating
unit, and connected in parallel to a working grid, the simplest option is to connect it
as a current source, so as not to compete with the grid voltage. Moreover, using ade-
quate higher level controllers, this option can also be adapted to the case of isolated
operation.
The objective of a current controller is thus to generate voltage references for
the modulation block such that the current injected by the converter follows a given
reference. The following description will be oriented to the control of three-phase
converters, since these are the ones used in the plants studied in this thesis.
The simplest controller that can be included in the control loop is a Proportional-
Integral (PI) controller [12, pp. 25–30], [7, pp. 317–318]. It uses as input the instan-
taneous current error, and it generates the references for the modulation. These con-
trollers can have a fast response, automatically compensate any dead time effects
and their performance can be easily enhanced by anti-windup systems. However,
due to the sinusoidal nature of the reference, they are not able to reproduce it ex-
actly, and thus they cannot make the steady-state error zero, as shown in Fig. 2.2.
Additionally, their ability to reject disturbances is limited.
Three-phase four-wire systems can directly apply independent single-phase cur-
rent controllers, but three-phase three-wire systems have to ensure a zero sum of the
phase currents. The commonest current control strategies for that case are based on
αβ and dq frames, which are explained in the following.
These reference frames are useful because they take profit of the fact that the
sum of three-phase currents is zero for three-wire systems, which allows reducing
the number of variables to control to two. The principle behind this reduction is to
consider currents and voltages in three-phase systems as three-dimensional vectors
with coordinates xabc = (xa,xb,xc), and projecting them onto a plane.
The αβ frame is based on projecting the vectors directly on the plane defined by
(2.1), which represents all three-phase signals whose sum is equal to zero. Further,
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Fig. 2.2. Sinusoidal reference tracking by proportional-integral controller.
two axes are defined on this plane, the α axis has the same direction and sense as
the projection of the a axis onto the plane, and the β axis leads the latter by 90◦,
which means that a set of direct-sequence voltages or currents will pass over the β
axis a quarter of a cycle after passing over the α axis. A third axis can be defined
perpendicular to the plane and such that the resulting reference frame is positively
oriented, in order to obtain an equivalent three-dimensional reference frame; this
allows studying systems with nonzero homopolar components. The corresponding
transform is defined by the orthogonal matrix in (2.2) and the relationships in (2.3).





































Fig. 2.3. αβ and dq frames.
xαβ0 = Tαβ0 xabc
xabc = T Tαβ0 xαβ0
(2.3)
This transform maintains the magnitude of the vectors and the expression of the
active power as a scalar product. Moreover, the projection onto this plane allows
considering the current vector as the sum of its projection on the direction of the
voltage and its projection on the perpendicular direction. These projections generate
active and reactive power respectively.
Three-phase direct-sequence sinusoidal signals rotate in this plane at their an-
gular frequency, and they define sinusoidal signals, with a phase-shift of 90◦, on
each axis. In some cases, it might be interesting to consider a new reference frame
where they are stationary, which leads to the widespread dq frame, whose relation
with the αβ frame is shown in Fig. 2.3. It is defined subtracting the turn caused by
the angular frequency from the αβ signals, as shown by (2.4) and (2.5), and can be
obtained directly from the three-phase signals using (2.6) and (2.7).
Tdq0 =
 cos(θ) sin(θ) 0−sin(θ) cos(θ) 0
0 0 1
 (2.4)
xdq0 = Tdq0 xαβ0
xαβ0 = T Tdq0 xdq0
(2.5)




























xdq0 = Tθ xabc
xabc = T Tθ xdq0
(2.7)
There is a degree of freedom in the choice of the rotation angle θ , which can
be modified by a constant, and it is normally chosen to be related to the voltage
phase-angle, in such a way that the voltage is aligned to the d axis or the q axis. In
this case, the current components in each axis will be associated to active or reactive
power. In Fig. 2.3, the voltage defines the d axis.
Taking into account that for constant power references and voltage, the current
references in dq will also be constant, current controllers in the dq frame can use a
simple PI controller, which can be tuned with conventional methods [12, pp. 93–98],
[7, pp. 319–320], [13]. Controllers defined in the dq frame are called synchronous
controllers.
However, the equations describing the current produced by the converter are
coupled in the dq frame, as obtained in (2.8), which correspond to a converter with
a simple filter formed by a resistance R and an inductance L, and where v refers
to the voltage at the point of connection, u indicates the voltage at the converter
terminals, and ω is the pulsation of the grid voltage. Because of this coupling, it is
necessary to include two decoupling branches in the block diagram of the controller,















Additionally, in a real implementation, it is necessary to estimate the angle of
the voltage in order to apply the dq transform and obtain constant signals. This
is done through a synchronization block, like the widely used Phase-Locked Loop
(PLL) included in Fig. 2.4. The phase-angle of the voltage is continuously varying
and its estimation is subject to the PLL dynamics, which have some influence on the












































Fig. 2.4. Proportional-integral current controller in the dq frame.
controller performance [7, 14].
In the previous discussion, only the case of perfectly sinusoidal signals has been
considered. However, real systems must take into account the negative sequence and
harmonics. To control each of these currents, an additional control loop analogous
to the fundamental frequency controller, must be introduced.
In order to simplify the resulting control diagram, and to reduce the influence
of the phase-angle estimation dynamics, the controllers can be translated to the αβ
frame, dividing the integral term in two branches, one controlling the positive se-
quence and another taking care of the negative, as considered in Fig. 2.5a in the dq
frame. Utilizing (2.9), where f is a time-domain function and L is the Laplace
operator, and considering θ = ωt, the integral terms become first order transfer





(s) = L [ f (t)] (s−a) (2.9)
Adding the effect of both integral controllers, a single transfer function that
controls both the positive and the negative sequence is obtained, as shown in (2.10).
This leads to a much simpler control diagram that corresponds to a resonant con-
troller [13,15,16]. Moreover, this controller only needs an estimation of the system
frequency, and the phase-angle is not required. This estimation can be obtained
from a Frequency-Locked Loop (FLL), whose effect on the controller dynamics is


































































Fig. 2.5. Equivalence between current controllers in different frames.










The ability of this resonant controller to track sinusoidal references follows the
internal model principle, which states that including a model of the reference in the
feedback loop ensures the reference is correctly tracked. Additional information on
this kind of notch filter can be found on many references [7, pp. 74–80, 326–329,
381–384], [16], and its discrete-time implementation is discussed in [19]. The same
controller can be applied in parallel for different harmonics, by simply replacing
the resonance frequency [7, p. 331], [13, 16], and phase-delays can be included to
increase the damping of the response for some frequencies [12, pp. 103–106].
2.1.2.4 Cascaded voltage and current controllers
A solution to control the three-phase voltage at a particular electrical point without
losing the capability to limit the injected current is to define a voltage controller that
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works above the current controller, generating the current reference to be tracked.
In this case, if there is a fault that would require a large current injection in order
to maintain the reference voltage, the current reference can be limited taking into
account the power converter rating and avoiding an undesired trip.
Nevertheless, a careful design of the whole control loop is necessary, since the
voltage controller must be several times as slow as the current controllers in order
to avoid any coupling between the dynamics of both controllers. And, as any other
voltage controller, it may suffer some instability issues when it is connected to a
strong grid and tries to control the grid voltage.
2.1.2.5 Other low-level control techniques
Other strategies have been applied to the control of the basic magnitudes that can be
handled by a power converter, especially the current.
A deadbeat controller, which belongs to the family of predictive controllers, is
one such strategy that has been applied to the control of converter currents [12, pp.
64–78], [7, pp. 320–325]. The principle of operation of this kind of controllers is
to predict the evolution of the controlled quantity in order to determine the required
average voltage at the converter terminals, i.e., the modulation reference. Deadbeat
controllers are able to cancel the error at the end of the following sampling period,
and it can be proved that they are the fastest current controllers that achieve zero
error in two sampling periods. To predict the behavior of the controlled variable,
these controllers are designed using a model of the filter and the grid. Therefore,
they are sensitive to any variations in the parameters, but an observer can be added
to reduce the derived problems.
A different approach is hysteresis control [12, pp. 30–31]. This controller gen-
erates the switching signals directly, without using a modulation algorithm. This
is a type of bang-bang nonlinear control and has a very fast response because the
state of the switches is directly determined by the comparison of the converter cur-
rent with its reference. However, its use is not widespread in converters connected
to power systems, mainly because this strategy results in a variable switching fre-
quency, which increases the cost of the filtering equipment and can result in unde-
sired resonances.
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2.1.2.6 Synchronization systems
Like any other generator connected to the grid, power converters have to be synchro-
nized with the grid voltage. Therefore, they usually incorporate a grid synchroniza-
tion block that supports the operation of the other blocks forming the control system
of the power converter. Grid synchronization techniques can be based on frequency-
domain methods, or, more commonly, on time-domain methods. The latter is the
case of phase-locked loops used in most applications, and also of frequency-locked
loops. The following summarizes the aspects of interest of these two types of syn-
chronization system from the point of view of this thesis, following [7, ch. 4 and
8].
The basic structure of a PLL consists of a phase detector, a filter and an oscil-
lator. The phase detector generates an error signal that is proportional to the phase
difference between the input signal and the oscillator output signal. This error is
then filtered, and the output modifies the frequency of the oscillator. Canceling this
error ensures that the oscillator is correctly tracking the input signal.
For grid-connected applications, the cut-off frequency of a PLL is close to the
grid frequency to be detected, and thus the phase detector is key to remove errors
and oscillations in the output. For single-phase systems, phase detectors based on
a quadrature signal generator are common, ranging from a simple delay of 14 cycle
to the use of the inverse Park transform. Additionally, adaptive filters can be em-
ployed to facilitate the phase detection. A special case is the use of a Second-Order
Generalized Integrator (SOGI), whose bandwidth is not affected by the frequency
being detected, and can be used in conjunction with the Park transform to define a
SOGI-based PLL with very good performance. A schematic of a SOGI-based PLL
is presented in Fig. 2.6.
In three-phase systems, a similar approach can be taken, without the need for
a quadrature signal generator, given the fact that the Park transform can be applied
directly to the set of three-phase voltages. However, the straightforward applica-
tion of the transform to translate the signals into the Synchronous Reference Frame
(SRF) gives rise to an SRF-PLL that is subject to large detection errors when the in-
put signal is distorted. In order to overcome the issues introduced by this distortion,
the design of the PLL can take into account the SRF corresponding to different se-
































































Fig. 2.7. SOGI-FLL diagram [7].
quences and harmonics, and include decoupling networks to remove the distortion.
This results in a Decoupled Double Synchronous Reference Frame PLL (DDSRF-
PLL) with improved performance.
On the other hand, FLLs only have to detect the grid frequency, which is more
stable than its phase, and can fully exploit the characteristics of the SOGI. Namely,
as shown in Fig. 2.7 a SOGI-FLL uses the SOGI both as a quadrature signal genera-
tor and as an oscillator, thus reducing the complexity of the synchronization system
and improving its transient response. In a three-phase system, a structure employing
two SOGIs, each of them acting on one of the αβ components of the voltage, can be
employed to obtain a robust estimation of the grid frequency, constituting a Double
SOGI FLL (DSOGI-FLL).
Further details about PLLs and FLLs, and their dynamic response to different
events and grid conditions, are presented in [7, 14, 17, 18].
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2.1.2.7 Power controller
The active and reactive power injected by power converters are usually controlled by
simple techniques based on the Instantaneous Power Theory (IPT). Many of these
techniques are based on, or derived from, voltage oriented control, i.e., defining a
synchronous reference frame whose d axis is aligned with the grid voltage vector [7,
p. 219].
In general, in the dq frame, the instantaneous active and reactive power are given
by:
P = vd id + vqiq
Q = vqid− vd iq
(2.11)
When the d axis is aligned with the grid voltage, vq = 0 and the expressions of
active and reactive power are simply:
P = vd id
Q =−vd iq
(2.12)
This type of control can also be applied in the αβ frame, considering the corre-
sponding expressions, which are analogous to (2.11):
P = vα iα + vβ iβ
Q = vβ iα − vα iβ
(2.13)
In this case, the expressions cannot be simplified because vαβ has oscillating
components.
Given active and reactive power references and a voltage measurement, (2.11)
and (2.13) allow defining the current reference that the power converter should fol-



























































































Fig. 2.8. Active and reactive power controllers based on vector oriented control.
Employing these references, it is possible to define open-loop controllers of ac-
tive and reactive power, like the one shown in Fig. 2.8a, in both reference frames.
These controllers respond instantaneously and do not allow controlling the active
and reactive power dynamics. Alternatively, closed-loop controllers can be defined.
The simplest approach that guarantees zero steady-state error consists on two PI con-
trollers, acting on the active and reactive power error. In the dq frame, as indicated
in Fig. 2.8b, they directly generate the idq references, whereas in the αβ frame they
generate the current magnitude and phase-shift with respect to the voltage, whose
phase-angle is then required to compute the total phase-angle of the current and the
reference components [7, pp. 221–225].
Other power control techniques employ virtual flux to achieve synchronization,
or direct power control to compute the switching signals. In the latter case, a hys-
teresis controller can be applied to directly compute these signals from the active and
reactive power errors, or a conventional controller like a PI can be used to generate
the voltage reference for a modulation algorithm.
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2.1.2.8 DC voltage controller
Voltage source converters must keep their dc link voltage within a given range in
order to operate adequately. Excessively low voltages result in high dc currents
and may give rise to overmodulation, which reduces the quality of the synthesized
signals. On the other hand, very high voltages may damage the insulation and harm
the equipment.
Therefore, a dc voltage controller is usually included in the control system of
a power converter. The simplest approach consists of a proportional-integral con-
troller acting on the voltage error and generating a signal that should modify the
active power reference of the converter, as shown in Fig. 2.8. In this way, through
modifying the exchange of power between the converter and the grid, it is possible
to charge and discharge the dc link capacitor until the objective voltage is attained.
Alternatively, if the power generated by the resource feeding the converter is
controllable, as would be in the case of a battery, the active power reference of the
resource can be used for this purpose, thus not affecting the active power interaction
between the converter and the grid.
2.2 Grid-friendly power converter controllers
The conventional power converter controllers presented in the previous section are
useful to inject the maximum power available from the renewable resource at any
time, which is usually the objective of renewable power plants. In addition to them,
ancillary loops can be included to improve the power quality of the grid; for in-
stance, regulating the voltage at the point of connection, or reducing the harmonic
content in the grid voltage, as active filters do. However, this is not enough when
the penetration of generating units based on power electronics becomes important in
a power system. Like other generators, these units should contribute to the control
and stability of the system, but this is not possible if they inject power regardless
of the system state, and if their dynamics differ from those traditionally taken into
account in the design of the controllers that guarantee the stability of the power
system. Among these differences, it is possible to cite the lack of mechanical in-
ertia, which may result in larger frequency excursions for a given power imbalance
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as more conventional generating units are replaced by this kind of generators; and
their strong dependence on the dynamics of their synchronization systems, which
are not based on a natural synchronization system that automatically contributes to
the power system balance.
Therefore, research efforts have been directed at the design of power controllers
that emulate the behavior of synchronous generators during the last years. The
objective of these controllers is to make power converters participate in the con-
trol of the system and react to disturbances in the grid like synchronous machines.
Synchronous generators are naturally synchronized with the grid when frequency
variations occur, and their inertia contributes to frequency stability, limiting its vari-
ations. Moreover, a synchronous machine behaves as a voltage source behind an
impedance, and can therefore form a grid from a deenergized system. Taking this
into account, the converter controller system should emulate the inertia of a syn-
chronous machine and make the converter behave as a voltage source behind an
impedance.
2.2.1 Droop controllers
A first step in this direction is taken by droop controllers. The objective of this type
of controllers is to participate in primary frequency regulation, or load sharing, in
the same way as synchronous generators do through their droop characteristics, i.e.,
modifying the active power they inject proportionally to the frequency deviation.
Therefore, inertia emulation is not considered in their design, although the response
obtained with some implementations is equivalent to emulating inertia, as proven
in [20].
Two main classes of droop controllers can be identified. The first one is basically
a conventional power converter controller, with an additional block that modifies the
active power reference of the converter through a proportional action that uses the
frequency deviation as an input. Taking this approach, a grid-feeding converter with
controllable active and reactive power can become a grid-supporting converter [21],
with external droops determining its power references, as depicted in Fig. 2.9.
The other approach makes the converter behave as a voltage source whose fre-
quency is determined by the active power error, as shown in Fig. 2.10. The resulting








































Fig. 2.10. Droop controller defining a voltage source [21].
voltage can then be reproduced by conventional converter inner controllers as ex-
plained in Subsection 2.1.2, directly or after being modified by a virtual impedance
[21], and the voltage source frequency and angle can be used for synchronization
purposes. In this way, the electrical model consists of a voltage source behind an
impedance, and no additional synchronization system is necessary, which are fea-
tures of synchronous machines. However, the dynamics are significantly different
due to the lack of inertia.
This type of droop controller has been widely studied in the literature, with
many applications in microgrids. Some examples can be [22], which is one of the
first proposals and combines the droop with flux control, or [23–26], which address
different aspects of the controller and its implementation in detail. Apart from these,
it is possible to observe that other controllers, which are not usually classified as
droop controllers, give rise to equivalent dynamics, like the Power-Synchronization
Control in [27, 28].
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2.2.2 Virtual synchronous machines
The goal of reproducing other features of synchronous generators, with special at-
tention to their inertia, is sought by other controllers that incorporate more complex
dynamics in their control loops than droop controllers. Authors have proposed dif-
ferent implementations and given them different names, like Virtual Synchronous
Machine (VSM), Virtual Synchronous Generator (VSG), synchronous converter, or
Synchronous Power Controller (SPC), but it is possible to identify common features
among them.
Some designs aim only at emulating the inertial response of a synchronous ma-





where H is the inertia constant of the machine in seconds, and the frequency
f and input and output power Pmech and Pelec are expressed in per unit (p.u.). Tak-
ing this into account, the active power reference of a conventional power converter
controller can be modified in the following way:




This is the approach taken in [30], where a virtual synchronous generator is
presented. This idea is expanded in [31], where the energy and the inertia of a virtual
rotating mass are considered and some simulation results are presented, and [32],
where the converter PLL is modified to include inertia and emulate the behavior of
a synchronous generator, also including a damping coefficient. This controller was
developed within a 6th EU-Research Framework project, which led to additional
developments and results: real-time simulation [33, 34], experimental results [35,
36], study of measurement systems [37], and an implementation based on an energy
storage system [38]. This controller is also applied to the control of a battery energy
storage system by other authors in [39], and the contribution of that system to the
frequency stability of an autonomous grid is documented in [40].
This type of controller, usually named simply inertia emulation controller, has
been applied to the control of wind turbines, and has reached commercial uses in
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grid-connected wind power plants. One of these commercial implementations is
presented in [41–43] and analyzed in [44, 45].
However, power converters that use this controller do not reproduce other fea-
tures of synchronous machines, especially their voltage source behavior. An oppo-
site approach leads to the virtual synchronous machine presented in [46]. In this
case, the authors embed a complete model of a synchronous machine in the control
of the converter. On the one hand, a virtual rotating mass is considered and its angle
and angular speed depend on the active power balance. The virtual inertia effect
of this mass, and the resulting energy variations, are supported by a storage system
connected to the dc bus of the power converter. On the other hand, a virtual excita-
tion system is included to control the reactive power injection. As explained in more
detail in [47], the model considers, not only the swing equation of the machine, but
also the flux linkage equations, including damper windings. This requires setting
a large set of parameters, mainly consisting of resistance and inductance values, as
those defining the dynamics of actual synchronous machines.
Therefore, in addition to the complexity of the controller, the converter dynam-
ics inherit other features of synchronous machines, including their weakly damped
nature. Further work by the same authors, included in [48, 49], considers a sim-
pler model, shown in Fig. 2.11, where the excitation and flux linkage equations are
replaced by a voltage source corresponding to the electromotive force and a vir-
tual impedance. The resulting current reference, as in the original implementation
in [46], is fed to a hysteresis controller that does not require a modulation block.
The ability of this controller to operate in island mode is studied in [50], and this
implementation is compared with another one that provides voltage references for a
modulation algorithm in [51].
Most proposals follow this intermediate approach, considering the swing equa-
tion of the synchronous machine and a simplified model where it is represented only
as a voltage source. The main differences reside in how this voltage is synthesized,
and whether an ancillary synchronization block is used or not.
The virtual synchronous generator in [52] uses the voltage signals obtained from
the virtual electromotive force directly as the input of the modulation block. Its
swing equation includes a damping term, considering the frequency deviation with


























(b) Phase a voltage source model.
Fig. 2.11. Simplified version of the virtual synchronous machine presented in [48].
respect to the grid frequency, which is estimated with a PLL. Moreover, it uses
an external frequency droop that modifies the active power reference in order to
participate in primary regulation. This structure is extended to include a reactive
power control loop in [53], and a scheme with variable inertia is considered in [54].
The contributions to stability and power oscillation damping of this controller are
studied, respectively, in [55, 56].
A similar approach is followed by the synchronverter presented in [57, 58]. In
this case, the voltage is also directly fed to the modulation, but the damping term in
the swing equation is calculated with respect to the rated frequency. However, the
controller still uses a PLL in order to achieve the initial synchronization between the
converter and the grid. As shown in Fig. 2.12, no external droop loop is considered,
so the contribution to frequency regulation depends directly on the damping coef-
ficient, leading to a tradeoff between a sufficiently damped response and a natural
participation in the control of frequency. This controller is applied to control, not






























Fig. 2.12. Main synchronverter diagram [57].
only generating units, but also a STATCOM, in order to reproduce the behavior of a
synchronous condenser [59]. Further developments include a virtual impedance that
is used during the initial synchronization, thus removing the need for a PLL [60],
and the performance of this controller is compared with a synchronous generator
in [61].
A different structure is used by the virtual synchronous machine proposed in
[62]. Instead of directly employing the voltage as a reference for the modulation, the
control system includes a voltage and a current controller. The virtual machine volt-
age is thus used to generate a current reference, which the current controller tracks
by sending the right reference to the modulation block. Thanks to this scheme,
the current to be injected by the converter can be limited, avoiding undesired trips.
Furthermore, the controller flexibility is enhanced with a virtual impedance block
in [63]. In this case, a PLL is also used to determine the frequency deviation damp-
ing the response defined by the swing equation. Further developments of this con-
troller include a synchronization controller to be used during the initialization [64],
and an adaption to single-phase systems [65].
A third alternative implementation of the voltage source is introduced with the
synchronous power controller in [66–68]. This controller does not aim at control-
ling the voltage directly with the modulation or through a voltage controller. Instead,
it considers the current induced through the virtual machine impedance due to the
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Fig. 2.13. General SPC diagram.
voltage difference between the virtual electromotive force and the grid voltage. In
fact, this impedance works as a virtual admittance, with the form of a first-order
low-pass filter that processes the voltage error, as in Fig. 2.13. The current ref-
erence thus generated, which can be easily limited, is sent to the converter inner
controllers, avoiding control issues related to the control of voltage in strong grids,
and enabling the simple inclusion of this controller as an outer layer for commercial
converters. Furthermore, different virtual admittances can be considered for differ-
ent frequencies and sequences, allowing the converter to perform functions of an
active filter [66]. The SPC can use the virtual frequency as an input for the external
droop loop, and the synchronization of the converter with the grid can be achieved
through the modification of the virtual admittance, so no additional synchronization
systems are required either during normal operation or during the initialization of
the system.
Many other contributions related to virtual synchronous machines and similar
controllers can be found in the literature. For instance, [69] studies the control
of a full-converter wind turbine where the generator side converter emulates the
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turbine of a conventional plant, and the grid side converter reproduces the associated
synchronous generator, whereas the DC link acts as a virtual transmission shaft.
Other examples include the study of the low-voltage ride-through capability of this
type of controllers [70], their application in a microgrid [71], and inertia emulation
for HVDC controllers [72]. And it is also possible to find overview papers that
compare some of these controllers, like [73, 74].
Finally, it is worth noting that most of these controllers focus on controlling the
active and reactive power injected by the power converter. If the dc link voltage
must be controlled while using one of these controllers, two main alternatives arise.
One of them is to modify the active power generated by the primary source, which is
analogous to modifying the mechanical power produced by the turbine associated to
an actual synchronous machine, but this requires an independent controller for this
primary source. The other one would be to modify the active power reference of the
converter, which may interact with the dynamics defined by the virtual synchronous
machine, but does not require an additional controller. Other strategies can be de-
signed to share the contribution to dc link voltage control among different devices,
especially in the case of HVDC.
2.3 Power system analysis
The analysis of power systems involves a wide range of topics related to the correct
operation of these systems. These topics range from the determination of the system
state in static conditions to the assessment of its ability to withstand certain distur-
bances, also including the quality of the electricity service, the correct operation
of the power and protection equipment, and the optimal utilization of power. This
thesis focuses on the analysis of the stability of power systems with large penetra-
tions of renewable generators employing power electronics, and the present section
will focus on this kind of analysis. This involves mainly the study of the system in
dynamic conditions, but it is also necessary to take into account some steady-state
analyses that are employed when the stability of a power system is analyzed.
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2.3.1 Static analyses
The objective of static analyses is to determine or estimate the state of a power
system at a given point of time. In a real power system, this time can be in the
present for monitoring and operation purposes, in the past in order to study the
evolution of the system during a given period, or in the future for scheduling and
planning purposes.
The state of a power system usually refers to a set of voltage magnitudes and an-
gles, currents, active and reactive power flows, or injections that describe the system
under study completely. Strictly speaking, the state of a power system is constantly
changing due to connections, disconnections, variations in the power exchanged by
the elements connected to the system, or changes in the external conditions. How-
ever, most of these disturbances are sufficiently small to consider that the power
system operates normally in steady-state conditions, that is to say, with negligible
state variations during short time intervals. This justifies the use of static models to
determine the state of the system under normal operation, i.e., when the system is
not subject to an important disturbance [75, p. 1].
2.3.1.1 Power flow
The basic power system analysis tool is power flow analysis, sometimes also referred
to as load flow analysis. Its goal is to determine the voltage magnitude and angle at
all the nodes in a given power system, given the voltage magnitude at some of these
buses, the active power generated by each generating unit, and the active and reactive
power consumed by all the loads in the system. The data allow writing a system
of nonlinear equations with as many equations as unknown variables. In its most
conventional form, this requires that the active power generated by one unit is not
taken into account, and its voltage angle is fixed instead; this bus becomes then the
slack bus. Other implementations allow using a distributed slack bus, which shares
the possible active power imbalance among selected generators, and also different
types of data, like current injections, or voltage-dependent power consumption.
Power flow equations correspond to the active and reactive power balance at
each node between flows through lines and injections, and have a characteristic
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shape given by the equations describing the power flows through lines and trans-
formers. In the case of a line connecting nodes k and m, described by a π model with





the k node and ymk = gshmk + jb
sh












Where Uk and Um stand for the voltage magnitude at buses k and m, respectively,
and θkm = θk−θm is their phase-angle difference.
These equations can be generalized to include the effect of tap-changing and
phase-shifting transformers, and the admittances connected at and incident to a
given bus can be grouped in a generalized term Ykm =Gkm+ jBkm that allows writing
the power balance at node k as:
Pk =Uk [∑mUm (Gkm cos(θkm)+Bkm sin(θkm))]
Qk =Uk [∑mUm (Gkm sin(θkm)−Bkm cos(θkm))]
(2.19)
This results in a clearly nonlinear problem with a product of two voltage vari-
ables multiplied by a trigonometric function of the difference between two angle
variables. Nevertheless, a classical method like Newton-Raphson’s can solve power
flow problems in most situations. In fact, simplified versions of this method are usu-
ally employed to speed up the calculation process. In ill-conditioned cases, where
the solution lies in a narrow region, far from the initial guess, or is a bifurcation
point, robust methods can be employed. Details about power flow models and solu-
tion methods can be found in power system books; as concise summaries, [75, pp.
1–66] and [76, pp. 61–101] may be cited.
2.3.1.2 Continuation power flow
Continuation power flow methods are employed to determine how far a power sys-
tem is from its maximum loadability limit. They are based on a homotopy function
of which this loadability limit is a variable, and obtain solution curves through a
predictor-corrector method.
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These methods allow identifying limit-induced bifurcations, operation points
that may lead to a collapse because the operating limit of a device is reached; saddle-
node bifurcations, at the maximum loadability point; and other bifurcations. Fur-
thermore, continuation power flows based on homotopy allow calculating the power
curve beyond the saddle-node bifurcation. A detailed explanation of continuation
power flows methods can be found in [76, pp. 103–130].
2.3.1.3 Optimal power flow
The power flow equations are usually combined with optimization problems in or-
der to determine optimal operation actions. For instance, a power system operator
may want to reduce the system losses through a correct setting of voltage references,
or the amount of power to be generated by the generating units in the system may
be scheduled for the following day, or week, in an economically optimal way tak-
ing into account technical constraints. Furthermore, this operation might take into
account security constraints that increase the robustness of the system, for instance,
fulfilling the N-1 criterion that guarantees the devices in the system will continue
working in their safe operation area in steady state even if any other device is dis-
connected from the grid. This means that any solution must fulfill the power flow
equations for all the considered scenarios.
Therefore, this usually results in an optimization problem with a large number
of nonlinear equations and, very often, also with integer variables, which requires
specific optimization methods and a large computation capability. The complexity
of this problem, its formulation, and some solution methods are discussed in [76, pp.
131–153].
2.3.1.4 State estimation
The objective of state estimation is similar to the power flow problem, i.e., to de-
termine the voltage magnitude and angle at all the buses in the system, and all the
magnitudes that can be calculated from them, like power flows. However, state es-
timation methods take into account that, in transmission systems, there are usually
many more measurements than unknown variables, and that these measurements
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are subject to certain error. Therefore, the state obtained from a power flow problem
may inherit the error in the data, and is not taking profit of the available redundancy.
State estimation methods [77–79], on the other hand, consider all the available
data, which results in an overdetermined problem. This problem can be solved by a
least squares method in order to obtain the approximate solution that minimizes the
total error of the available measurements, which in fact is a more reliable solution
than one obtained from a power flow if there is uncertainty in the measurements.
Furthermore, this error can contain weight coefficients that take into account the
reliability of each measurement, and the results of the estimation may give hints
about errors in the measurements, the parameters defining some elements of the
power system, or even the state of some elements like switches.
2.3.1.5 Short-circuit analysis
Despite short circuits cause large disturbances in electrical systems, followed by ap-
preciable transients, usually they are studied in a planning stage, and their objective
is to determine the rating of different elements and how protections must be coordi-
nated. In these studies, only particular values of the resulting currents are of interest,
such as their peak value, and they can be obtained with simplified methods that do
not consider the dynamics of the power system. These methods are usually defined
in standards, which may have different applications. An introduction to the theory
underlying these methods can be found in [75, pp. 57–76].
2.3.1.6 Other analyses
Many other analyses are carried out in power systems considering it is in a steady
state, especially for planning purposes. This is the case, for instance, of protection
coordination, or harmonic analysis and mitigation.
2.3.2 Power system stability
The stability of a power system is the property that enables the system to remain in
a state of operating equilibrium under normal operating conditions and to reach an
acceptable state of equilibrium after a disturbance [29, p. 17]. Due to the importance
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of power systems in everyday life, maintaining them in a stable operating point is
one of the main concerns of their operators.
Instability may arise in weak systems, especially when a large generation or load
area is connected to the rest of the system by a reduced number of long lines. How-
ever, it may also occur in totally developed and well interconnected systems which
are operated close to their limits for economic reasons. Therefore, prevention of
instability is a task that must be carried out during the planning stage. Nonetheless,
serious events leading to the loss of supply or other malfunctions of the power sys-
tem are normally caused by disturbances in the grid, and the response of the system
control elements and operators can contribute to the stability of the system after the
disturbance, so stability must also be taken into account at the operation stage.
The stability of conventional power systems has been deeply studied. Adequate
models of power system elements and the response of the main types of power plants
are widely known (see, for instance, [76]). Moreover, past power system events
have been analyzed in detail. With this knowledge and experience, power systems
are planned to fulfill security constraints, controllers are tuned to keep the system
in a safe operating point, and operators are trained to react properly to disturbances,
which results in a high degree of security and reliability of power systems.
Nevertheless, the inclusion of new power sources and generation technologies
might modify this picture. First, some sources depend on weather conditions and are
therefore variable and not fully controllable, opposite to conventional power plants,
which usually employ a fuel that can be stored and spent as necessary. Secondly, the
systems employed to generate electric power are in many cases power converters,
whose natural behavior is different from that of synchronous generators. Thirdly,
in many cases, the resource is dispersed and electricity is injected into the grid by
small generating units in distribution networks, which are designed only to deliver
power to customers and may behave strangely if power flows are reversed. Fourthly,
in other cases, the resource is located far away from consumption centers, requir-
ing long transmission lines, for which HVDC, also employing power converters, is
becoming a common technology. These characteristics, if not correctly taken into
account, may generate problems for conventional power systems, but they can also
enhance system performance if they are managed properly, due to the increased con-
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trol flexibility of power converters, and the benefits that moving generation closer to
consumption has.
Until recently, this kind of new systems used to have a negligible impact on
the grid because of their limited penetration. However, their growth during the last
years, which is expected to continue, has made this impact significant. Therefore,
the concern about the effects that these systems have on power systems is increasing,
which reflects on a larger number of reports being published, and more stringent
connection requirements being set by system operators.
The increase of distributed generation and nonlinear loads has led to a grow-
ing trend in the study of distribution systems. The typical concerns of these studies
are power quality, voltage profiles, phase imbalances, current and voltage harmon-
ics, protections, and islanded operation of some parts of the grid, which may be
unplanned and become dangerous for power system users and workers.
Despite the interest for the impact on distribution systems, power system sta-
bility is understood as a transmission system issue, concerning the ability of all
generators to maintain synchronism and the capability of the power system to main-
tain adequate values of voltage and frequency throughout, and it is also affected by
the connection of new generating units based on power electronics at all voltage lev-
els. A basic introduction to each of these different aspects of power system stability
follows.
2.3.2.1 Angle stability
Angle stability is the ability of synchronous machines connected to a power system
to remain in synchronism [29, p. 18]. The principle underlying the synchronous
operation of these machines is the relation between the electrical power output and
the angle difference between the machine and the grid, and between this electrical
power output and the machine speed.
When a machine accelerates with respect to the grid, its relative angle increases,
and so does its electrical power output. In turn, this output increase tends to deceler-
ate the machine. In a stable case, the machine eventually reaches a new equilibrium
for which the input and output powers are equal, and the machine speed remains
constant and equal to the grid frequency. However, in an unstable case, the increase
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in the power output of the accelerated machine may not be enough to counter the
initial acceleration and get the machine back to an equilibrium point, so its rotor
angle continues increasing until synchronism is lost. This phenomenon can be ex-
perienced both by one machine against the rest of the power system, and by different
groups of synchronous machines against each other.
To study angle stability, the variations in the electrical torque that acts as a brak-
ing torque on the rotor of a synchronous machine are usually split into two compo-
nents. One of them is in phase with rotor angle variations and is called synchroniz-
ing torque, whereas the other one is in phase with the speed deviation and is called
damping torque. For stable operation, it is necessary that both components of the
braking torque are positive. Otherwise, instability will occur in the form of an ape-
riodic drift if synchronizing torque is not enough, and through growing oscillations
if there is a lack of damping torque. Examples of these different cases can be seen
in Fig. 2.14.
Furthermore, angle stability phenomena are classified taking into account the
characteristics of the disturbance originating them, which defines the analysis tech-
niques that can be used. Small-disturbance phenomena are those that involve small
deviations from a base operating point, and they can be analyzed employing a lin-
earized system; whereas large-disturbance phenomena comprise large or sudden
variations, and the analysis cannot neglect the nonlinearities in the equations.
Namely, in small-disturbance angle stability analyses, the perturbations that al-
ter the system performance are considered small enough to linearize the system
around an initial point of operation, and small-signal techniques can be applied. In
practical power systems, this instability usually arises as a problem of insufficient
damping of oscillations [29, p. 25]. These oscillations are normally classified in four
types: local modes, interarea modes, control modes, and torsional modes. The main
differences among them are their origin and their frequency.
To analyze the dynamics of a system, it can be described by its state space, which
consists of a set of differential and algebraic equations that define the evolution
of the state of the system from a given initial state with given inputs. For small
disturbances, these equations can be linearized and written in matrix form, and the
eigenvalues of the state matrix determine the natural response of the system. In


























Fig. 2.14. Time-domain evolution of the angle of a synchronous machine depending on the
synchronizing and damping torque [29].
general, these eigenvalues are complex numbers. Eigenvalues whose imaginary part
is not zero give rise to oscillations, whereas real eigenvalues correspond to non-
oscillatory responses. The real part of the eigenvalues determines their damping. If
it is positive, the response will grow indefinitely, leading to instability, whereas for
negative values the associated response will decay until it has no influence on the
system.
On the other hand, when large disturbances, like a short circuit, a line trip, the
loss of a big generator, or the loss of a large amount of load, are considered, large
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Fig. 2.15. Equal area criterion application example [29]. When area A1 is greater than
area A2, the system may experience first-swing instability. Otherwise, the area equality
determines an upper bound for the maximum angle deviation.
currents, torque values, or rotor angle deviations are involved, and the result depends
on the nonlinear behavior of the power system. A simplified approach to the study
of the stability after a fault usually considers a synchronous machine connected to an
infinite bus, and the balance between its mechanical input and its electrical output.
The stability of this system can be assessed with the equal-area criterion [29, pp.
831–835], an example of which can be seen in Fig. 2.15, or more advanced direct
methods based on Lyapunov theory [80, pp. 222–237].
However, direct methods only determine whether the stability of a system is
guaranteed or not, and they provide very limited information about the reasons for
instability, or the available stability margin. An alternative strategy to analyze this
type of stability is based on simulating the system behavior by numerically inte-
grating the constituting equations. First, it overcomes the main drawback of direct
methods, since simulations always show if the system is stable or unstable, as long
as the model is accurate. Secondly, the results of the simulations include data about
the speed, the angle and the voltage of the machines, which can be more useful to
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determine the causes for instability or to prevent it.
2.3.2.2 Frequency stability
The study of frequency stability is concerned with large imbalances in generation
and consumption within a power system. The origin of these imbalances might be
the sudden connection of a large load, the unplanned disconnection of an important
generating unit, or the separation of the system into different electrical islands after
a fault.
The time constants involved in these phenomena may range from several sec-
onds to hours. Therefore, the models that might be required to simulate this kind
of events would include the energy supply systems, and the protections and con-
trols that are activated under these circumstances [29, pp. 1085–1086], in addition
to the models used to study angle stability, which are normally designed to study
contingencies in the range of a few seconds.
The analysis of the response of a power system to a large energy imbalance that
originates a frequency deviation can be divided in four stages taking into account the
nature and the duration of the different contributions to the system response [80, pp.
350–357]. The first stage corresponds to the rotor swings that generators suffer
when their mechanical input or the characteristics of their electrical output change
suddenly after an event. These variations modify the equilibrium point of each
generator, but their load angle cannot change instantaneously. If the generators
are able to remain in synchronism and they have enough damping, they reach the
new equilibrium point after a few seconds, as shown in Fig. 2.16. Then, a second
stage can be identified where the mechanical input and electrical output mismatch
affecting the generators causes them to accelerate or decelerate as a result of their
torque balance and their moment of inertia.
The resulting frequency deviation activates turbine governors and other primary
controllers, so a third stage begins where the input power is modified according to
the action of these controllers, usually following a droop curve. This action estab-
lishes a new equilibrium point for which the frequency is stabilized, but not at the
rated value in general. Finally, the fourth stage comprises the activation of sec-
ondary controllers to restore the frequency to its rated value, through the variation



























Fig. 2.16. Rotor swings after the disconnection of a neighboring generator [80].
of the power references of selected generators. Furthermore, in interconnected sys-
tems, it is important to control the power flows through the tie-lines in addition to
the frequency. This requires setting appropriate values for the secondary control
parameters, as discussed in [29, pp. 601–610] and [80, pp. 364–368].
This allows identifying several factors that affect frequency stability. On the one
hand, during the second stage, the frequency deviation is mainly influenced by the
inertia of the machines in the system. Therefore, a system with a large inertia con-
stant will suffer limited frequency deviations, reducing the stress set on primary and
secondary controllers. In modern power systems, the inclusion of power generation
based on converters may have therefore a detrimental effect. On the other hand,
primary control is fundamental during the third stage, and the influence of generator
limits must be considered. In this stage, defense plans based on load shedding can
play a crucial role to avoid a frequency collapse, and they must take into account
that some generators may be tripped by underfrequency protections.
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2.3.2.3 Voltage stability
Voltage stability is the ability of the power system to maintain all the bus voltages
within a given operating range, and it can be affected by short-term or long-term
phenomena.
The commonest short-term phenomena are voltage sags, i.e., short duration volt-
age reductions. They are usually the result of connecting large loads or electric mo-
tors, energizing transformers, or power system faults. The reverse phenomenon can
also happen, normally after the disconnection of a large load. Due to the large mag-
nitude and short duration of the transients involved, the study of this type of events
requires electromagnetic models that take into account the interaction of inductors
and capacitors, whereas the output of slow controllers can be considered constant.
Additionally, it is often necessary to use multi-phase models since the event may
affect only one or two phases, or do it in different degrees for each one.
When such contingencies are analyzed, the main objective is to assess the ability
of generators and other power system elements to withstand the disturbance without
being damaged or being disconnected from the grid. Therefore, emphasis is set
on calculating maximum currents and verifying the fault ride-through capability of
devices.
Long-term phenomena include brownouts and voltage collapses. A brownout
is a reduction of voltage that lasts for several minutes or even hours, and it can be
caused by a problem in a power system lacking reactive power resources or trans-
mission capacity, or induced by the system operator in order to reduce the total
power demand. A voltage collapse is the worst outcome of a lack in reactive power
generation and transmission capacity, and it may end up in the disconnection of
loads and generators, and even a total blackout. The classical study of voltage sta-
bility focuses on this type of phenomenon, assessing the distance to the instability
and the mechanisms leading to it.
This classical analysis considers the characteristics of power transmission, i.e.,
the relation between the power transmitted through one line and the voltage at the
end of that line is studied. Due to the quadratic form of the associated curve, shown
in Fig. 2.17, the same amount of active power can be transmitted for two different
voltage values. However, only the highest one allows a stable operation, and power
2.3 Power system analysis 53



























Fig. 2.17. PV curves and dynamic voltage collapse [81].
systems normally operate in the upper part of the curve, where an increase in the
active power transfer can be achieved by decreasing its voltage. Nevertheless, there
is a maximum power that can be transmitted and if it is reached both an increase
and a decrease in voltage will result in a decrease in the power transfer. Moreover,
the shape of the curve is strongly dependent on the line impedance, which limits the
maximum power that can be transferred, as happens in Fig. 2.17 for the pre- and
post-fault curves.
Therefore, a voltage collapse can be induced by a progressive increase of the ac-
tive power demand until it exceeds the line capacity, but it can also be a consequence
of the fact that one device reaches its operation limits, thus altering the shape of the
curve describing the transmission characteristics. Furthermore, when a transmission
line is operating close to its maximum loadability, a fault in the transmission line,
which will modify this curve, can render the maximum power transfer smaller than
the power to be transmitted after the fault, or the subsequent load recovery can take
the system beyond its new maximum loadability point, as depicted in Fig. 2.17.
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The analysis requires adequate models of the elements that influence voltage sta-
bility. This implies modeling loads, conventional and power-electronics-based gen-
erators, tap-changing transformers, capacitor banks, Flexible Alternating Current
Transmission Systems (FACTS), secondary frequency controllers, and protections.
2.3.3 Dynamic analyses
Power system stability studies employ different kinds of analysis depending on the
phenomena under study. In fact, the stability can be assessed through static analyses
that consider only algebraic equations, like continuation power flows employed in
classical voltage stability in order to determine the voltage vs active power curves
of the system; or dynamic analyses that take into account the differential equations
that describe the dynamics of the system.
Among the dynamic analyses, it is possible to find conventional techniques like
Laplace-domain and frequency-domain analyses. These techniques are usually ap-
plied to simple systems; for instance, they are usually applied to tuning the controller
of one generator, or to study long-term frequency stability, considering secondary
frequency control and load following issues [29, pp. 595–609]. However, due to the
size and complexity of real power systems, the commonest techniques when the sta-
bility of the whole system is studied are based on modal analysis and time-domain
simulation.
2.3.3.1 Modal analysis
Modal analysis is usually employed to determine how stable a power system oper-
ating in a particular state is in front of small disturbances. A disturbance is consid-
ered small when a linearized version of the equations describing the behavior of the
power system can be employed to analyze its effects [29, pp. 699–825]. In that case,




2.3 Power system analysis 55
Where x is the state vector, u is the input vector, y is the output vector, and matrices
A, B, C, and D describe the dynamics of the system around a particular operating
point. In particular, the stability of the system depends on the eigenvalues of matrix
A, which are complex numbers in general. The imaginary part determines whether
an eigenvalue gives rise to an oscillatory mode, and the frequency of the correspond-
ing oscillations; whereas the real part determines whether the mode is stable or not,
and how fast it fades away or develops. Namely, only eigenvalues with a negative
real part result in stable dynamics, and the closer their real part is to zero, the longer
its dynamics affect the state of the system. In the case of oscillatory modes, the
ratio between the real part and the absolute value of the eigenvalue also defines the
damping of the resulting oscillations.
Furthermore, modal analysis provides information about the state variables, i.e.,
the power system elements, that are involved in each mode, and the input variables,
i.e., the control actions, that can affect each mode. This employs the eigenvectors of
matrix A, which for each eigenvalue λi are defined as:
Right eigenvector: Aφi = λiφi (2.21)
Left eigenvector: ψiA = λiψi (2.22)
In order to avoid the possible disparity of the orders of magnitude of different
eigenvectors, they can be normalized and grouped in matrices Φ and Ψ. In those
conditions, right eigenvectors show how state variables vary when their correspond-
ing mode is excited. Thus, the k-th element of the right eigenvector φi, φki, measures
the degree of activity of the state variable xk when the i-th mode is excited. On the
other hand, left eigenvectors express the linear combination of state variables that
form the corresponding mode, so the k-th element of the left eigenvector ψi, ψik, is
the relative weight of the state variable xk in the i-th mode. Furthermore, the net
participation of the state variable xk in the i-th mode can be obtained as the product
ψikφki, which is usually referred to as participation factor of state k in mode i.
Due to these properties of eigenvectors, it is possible to determine whether a
particular mode is controllable or observable. Namely, the elements of the i-th row
of matrix Φ−1B measure the effect of each input on the i-th mode, i.e., its control-
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lability. On the other hand, the elements of the i-th column of matrix CΦ represent
the weight of the i-th mode on each output, i.e., its observability. This information
can be employed in the design of controllers that aim at correcting the behavior of
certain modes.
2.3.3.2 Time-domain analysis
Time-domain analysis is based on integrating the equations that describe the system
in order to simulate its response to different events. The integration can take into
account the full nonlinear behavior of the system, and thus be used to analyze large
disturbances. Thus, simulations allow studying whether the system can withstand
severe events like a significant loss of generation or consumption, a short-circuit
fault, or the disconnection of one or more lines. Furthermore, given the detailed
information about the evolution of the system that simulations provide, they can be
very useful to identify the mechanisms that lead to instability. And, although they
cannot be used to calculate how far the system is from instability directly, this can
be assessed through an iterative process where the severity of the event is modified
depending on whether it leads to a stable or an unstable situation, until the critical
condition is found. For instance, this can be employed to determine the critical
clearing time for the protections of a generator.
In order to perform an analysis of this type, it is necessary to model the power
system as a set of differential and algebraic equations that describe its behavior
and can be integrated by a solver. The equations to be considered depend on the
focus of the analysis, which usually leads to two types of models: ElectroMagnetic
Transient (EMT) models and transient stability models. In both cases, the equations
are usually handled by a power system analysis tool that allows easily introducing
the model data and visualizing the results of the simulation.
EMT programs focus on the electromagnetic interactions that take place in a
power system immediately after a large disturbance takes place. These interactions
involve energy exchanges between capacitors and inductors, the actuation of system
protections, sudden changes in the impedance or the topology of the system due
to faults or resulting from the operation of protections, or the effects of external
events like lightning. EMT models are multi-phase and include dynamics with short
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time constants. The resulting detail and range of time in which the interactions of
interest take place require short integration steps that, in turn, are able to capture
the behavior of the system at very high frequencies. Thus, EMT analysis allows
studying also grid imbalances, harmonics, peak voltages and currents, and the exact
moment when protections are activated.
On the other hand, transient stability models focus on the electromechanical in-
teractions that occur in a power system, i.e., the interactions between voltage and
current, and generator power input and speed. They do not usually reach the same
degree of detail as EMT models, and consider a single-phase representation of the
power system unless an imbalanced system is studied. Furthermore, they do not
work with instantaneous voltage and current values, but Root Mean Square (RMS)
values are used instead. The dynamics of interests are those of synchronous ma-
chines and different controllers, like voltage regulators, governors, power system
stabilizers, power converter controllers, load controllers, or transformer tap chang-
ers; the dynamics of the generation resources, power conversion systems, or loads
may be included depending on the time horizon of the study.
These models reproduce how the elements in the power system exchange ac-
tive and reactive power, and how the speed of the synchronous machines is affected
by this; thus, they allow studying angle and frequency stability. Furthermore, they
employ longer integration steps, in the order of milliseconds, that capture what hap-
pens for the fundamental frequency and below, like power oscillations; in this way,
the size of the analyzed power system and the simulated time can be extended with
respect to EMT analysis, enabling the study of the evolution of power system with
hundreds or even thousands of buses for many seconds or even a few minutes. This
time horizon can be further increased in order to calculate the long-term response of
the system; this may require, however, using simpler models, for instance, lineariz-
ing some equations and considering that the fastest dynamics are instantaneous.
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2.4 Modeling of renewable power plants employing power
electronics
In the study of stability, it is necessary to employ adequate models that capture
the phenomena under study. In the case of classical power system elements, like
synchronous machines, transformers, shunt devices, or loads, and even in the case of
typical FACTS, the models required for stability studies have been widely addressed
in the literature [29,76]. However, when renewable energy sources employing power
electronics are concerned, the availability of models is constrained by the quick
evolution of the technology and the multiple configurations in which the devices
may appear.
2.4.1 Modeling of power converters
Given the fast response of power electronics devices, and some of their associated
controllers, the model of a dc-ac power converter as those used for wind and solar
generation can vary depending on the goal of the analysis. On the one hand, the
hardware model can have different degrees of detail. It can include each individ-
ual component of the power conversion system, i.e., dc capacitor, power switches,
grid-connection filter and transformer, and protections, considering the losses of all
devices, and employing a complete three-phase representation. For EMT analysis,
this may be a useful approach, or it can be simplified slightly, neglecting the losses
of some components, and assuming that transistors behave as ideal switches with
certain blanking time to avoid short circuits. However, this model can be further
simplified considering part of the hardware as a voltage or a current source, behind
the filter or at the point of connection, depending on the controllers and nature of
the analysis. Furthermore, a single-phase equivalent model can be used. In transient
stability studies, it is common to represent converters as current injections, or even
as active and reactive power injections.
On the other hand, certain control systems may admit different representations.
This is especially visible when the converter is controlled through a hierarchical
structure, where lower levels can be considered very fast for a type of analysis and
higher levels may be very slow for another kind of study. Namely, the modula-
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tion can be modeled in full detail, including exactly the same equations that are
programmed in the device, and sending the resulting signals to the hardware, as is
typical in EMT analyses, for instance, to study the harmonic content of the gen-
erated signals; alternatively, an average model may replace it with a short delay,
and consider the aggregation of the converter power switches and the modulation
as a voltage source connected behind the grid-connection filter and following the
modulation voltage reference with this short delay.
The current controller, or voltage controller, may also be considered in full de-
tail, with its transform to the αβ or the dq frame, and generation of three-phase
signals, as would be done for EMT analysis; or it can be aggregated with the mod-
ulation, the power switches, and the grid-connection filter, as a current source that
follows its reference with a delay that reproduces the settling time of the original
current loop. This latter approach can be applied both to three-phase and single-
phase models. In the case of single-phase models, the real and imaginary parts of
currents and voltage can be easily linked to dq, and thus also αβ , components. In
most transient stability studies, whose integration step is of several milliseconds, and
which do not aim at capturing dynamics at frequencies higher than the fundamental
grid frequency, this degree of detail is enough. In fact, some models may focus on
the active and reactive power the exchange with the grid [76, pp. 400–403].
The modeling of controllers above this one, for which there may be more diver-
sity, will follow a similar approach: detailed for EMT studies, including the use of
three-phase measurements and the generation of three-phase references, and simpler
for transient stability, keeping the dynamics but employing RMS values of voltages,
currents, and power injections. However, high-level controllers like those involved
in frequency and voltage regulation, especially those that correspond to secondary
control, may be neglected in an EMT study if they are deemed sufficiently slow to
have any influence on the period of time that is analyzed, or if the variables they
regulate are assumed to be fixed by a stronger system.
Ancillary controllers, like synchronization systems or dc voltage controllers,
may play an important role for the current controller, the modulation, or the correct
operation of the hardware. Therefore, their models must be as detailed as the models
of the main controllers that depend on them. Otherwise, it would not be possible to
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obtain significant results about the specific performance of the current controller, the
modulation, or the hardware. When this degree of detail is not necessary, ancillary
systems may be replaced by simplified equivalents that introduce the corresponding
time constant.
With respect to the resource, similar guidelines can be given. A slow-varying
resource, for instance, can be considered a constant power source in short-term anal-
yses, whereas the variations of a fast-varying resource can be considered instanta-
neous in analyses that take into account slow dynamics. However, the adequate
model will depend on the nature of the resource and the type of analysis. In the case
of wind, the resource model may take into account the wind speed, the turbine rotor
speed, and the turbine blade angle in order to determine the power actually extracted
from the incoming wind. Similarly, in the case of PV, the power may be calculated
as the product of the dc voltage and current, where the current is a function of the
voltage, the solar irradiance, and the temperature; in many cases, a simple two-diode
model [82] is enough to capture how the PV resource conditions affect the stabil-
ity of a power system. Different examples of resource models, considering PV and
wind, but also storage devices, are presented in [76, pp. 403–408, 435–456].
2.4.2 Modeling of distributed power plants
Conventional power plants consist usually of a small number of synchronous gen-
erators with a large power handling capability, which are electrically close and are
connected to the grid at a common point. However, renewable power plants based
on wind turbines or solar PV have a totally different topology. The main reason for
this is the fact that the energy density of the resource they employ is low and dis-
tributed over wide areas, and it is not technically feasible or economically viable to
concentrate it in a single point of conversion. Therefore, many wind turbines or PV
converters are deployed to harness the power that can be generated in those areas,
each of them with a power rating normally limited to one or two megawatts. In the
case of transmission-system-scale power plants, whose power rating can range from
50 MW to 100 MW and beyond, the number of power converters involved can reach
the hundreds. Furthermore, the internal network that connects each of these devices
with the grid covers long distances, and the impedance of the cables and lines cannot
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(a) Original model. (b) Equivalent model.
Fig. 2.18. Wind farm equivalent model.
be neglected. Therefore, it is not possible to assume that all the power converters
are connected at the same point and their voltage is the same.
Power plant models may consider this complexity in full detail, including the
internal network impedance and the model of each power converter. However, this
degree of detail is not necessary in many cases when the stability of the power
system, and the aggregate impact of the plant on the system, but not the internal
state of the plant, are studied. Moreover, the amount of data to introduce and results
to analyze, and the time taken by numerical methods employed to determine the
stability of the power system or to simulate its evolution, grow with the degree of
detail of the model. Therefore, it is interesting to reduce the complexity of the
model, as in Fig. 2.18, in such a way that it retains the necessary information to
reproduce the aggregate behavior of the plant, but speeding up calculation processes,
and facilitating the preparation of the model and the analysis of the results.
In fact, this approach is sometimes taken with conventional power plants em-
ploying synchronous generators. Several machines with common characteristics,
which can be considered coherent, are grouped and represented by an aggregate
equivalent [83]. In the case of distributed power plants using renewable energy, this
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aggregation is not as direct. This is due to the already mentioned effect of the inter-
nal network, which introduces certain impedance between the point of connection
of the plant and the generating units, and to the nature of the resource, which may
produce different amounts of power for each power converter. In any case, it is still
possible to determine equivalent models that reproduce the desired dynamics with
enough accuracy, and the literature provides several works in this sense.
A wind power plant equivalent model for EMT analysis is presented in [84].
The model is divided in two parts. The first one is a frequency-dependent equivalent
model of the plant passive components in the frequency range 0–50 kHz, which is
obtained from a frequency scan. The second part is a dynamic equivalent model
of the plant control and the aggregated low-frequency dynamics of the generating
units, considering a single power conversion system with the total power rating.
The complete model considers both parts are connected in parallel at the point of
connection of the plant.
A different approach is to focus on slower dynamics, as those of interest for
transient stability analysis, and consider a scaled-up wind generator model plus an
equivalent network impedance. The differences among models usually reside in the
type of wind generator employed, and how the equivalent impedance is calculated.
In [85], wind turbines are classified in groups depending on the technology they
employ and also on their operating point, which may vary substantially and affects
the response of the generating unit; whereas the equivalent model of the network is
obtained from the reduction of a static model. [86, 87] present equivalent models of
wind power plants employing doubly-fed induction generators, and [88] considers
permanent-magnet synchronous generators.
Furthermore, [87,88] define different aggregation levels in order to allow certain
flexibility when wind turbines operate in different conditions, whereas the equiva-
lent network considers only the impedance of the transformers, which is equal for
all the units. An example of a single-machine, multi-turbine model would be given
by Fig. 2.19.
Institutions like the National Renewable Energy Laboratory and the Western
Electricity Coordinating Council have worked in the development of equivalent
models and published their own guidelines [89–91], which have been employed
2.4 Modeling of renewable power plants employing power electronics 63







Fig. 2.19. Wind farm equivalent model considering multiple equivalent wind turbines with
different incoming wind and a common inverter.
by some of these works. Other approaches include calibration and validation with
measurements [92,93], sensitivity [94], perturbation theory [95,96], and probabilis-
tic clustering [97]. In [98], different aggregation methods are compared against a
detailed model; namely, a single-machine equivalent, a cluster representation of the
plant, an intermediate compound aggregation level, and a probabilistic clustering
model are considered.
In the case of PV plants, equivalent models usually focus on the steady-state
behavior of the power plant and the calculation of losses. For instance, a method
to determine the equivalent model of a PV plant taking into account active and
reactive power losses is presented in [99], where it is conceived as a tool for plant
design. Nevertheless, it is possible to find initial works that address dynamic models,
like [100], where both the internal network and the converter controllers are taken
into account. And, as in the case of wind, the Western Electricity Coordinating
Council has developed a series of guidelines for PV plant dynamic modeling [101],
where they also discuss the assumptions of equivalent models.
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2.5 Impact of renewable power plants
The production of electricity from renewable energy sources has many benefits for
power systems. First, it makes the generation mix more sustainable, thus diluting the
threaten that the depletion of fossil fuel reserves poses on energy systems. Secondly,
most of the renewable sources employed for electricity generation are clean, with
zero emissions during operation. Thirdly, their marginal generation cost is low,
so once the investment is recovered, they are sources of very economic electricity.
Fourthly, sources like wind and solar energy are widespread, and allow bringing
generation closer to consumption, thus reducing transmission losses. Lastly, they
allow countries with limited nuclear or fossil fuel resources to have their domestic
sources and to reduce their dependence on third countries.
Nevertheless, they also have an impact that may be negative for power systems,
especially when the penetration of renewable sources reaches significant values.
This impact is caused by two main factors: the characteristics of the source, and
the power conversion technology. Renewable resources like wind and solar energy
are not available when requested, but depend on weather conditions or the time of
the day. Furthermore, this dependence on weather conditions, and the inability to
store their energy efficiently as in water reservoirs, make them intermittent sources,
subject to variability. Besides, their energy density is low and spread over vast exten-
sions of land, thus requiring the deployment of a large number of energy conversion
systems, perhaps connected to parts of the electricity grid that were not designed
for hosting generation. On the other hand, wind turbines and solar PV systems are
connected to the power system through power converters instead of synchronous
generators, which are the technology employed by conventional power plants and
have traditionally defined how power systems are designed and controlled. One of
the main concerns of system operators is the resulting loss of inertia, which makes
the system more prone to larger frequency excursions.
Therefore, it is necessary to analyze the impact that these sources have on power
systems, and to study the controllers involved in the conversion of energy from these
sources and the coordination of different generating units, in order to mitigate any
adverse effect and fully utilize their strengths. This is even more important in the
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case of wind and solar PV, which are expected to reach important penetration levels
in the near future [102]. This has led many researchers to explore how these sources
affect power systems, and a wide range of research works address the impact of
these sources from different points of view.
Many authors have focused on the effects of these sources on the design and
operation of power systems. For instance, the consequences of high penetration
levels of wind generation on different aspects of the design and operation of power
systems, like load following and frequency regulation, voltage regulation, technical
characteristics of thermal plants, or the response of wind generators during contin-
gencies, are explored in [103]. And power system planning is addressed in [104],
taking into account the optimal location of wind power plants for a good power
system performance.
Other authors pay attention to the impact of variable sources on the power
system generation and demand balance. This is the case of [105], which stud-
ies necessary changes in the energy dispatch to accommodate large amounts of
PV; [106], where wind power curtailment is proposed as a solution in certain sit-
uations; or [107], which reviews several methods to reduce fluctuations in the active
power generated by PV plants.
Distribution systems have also been a matter of interest for researchers as dis-
tributed energy resources proliferate. This interest has normally focused on voltage
profiles, which are altered with active power injections, power flow reversal, and
the possibility of unintended islanding when the local generation matches the con-
sumption. However, other topics have also been addressed. This is the case of the
interaction of distribution system equipment like tap-changing transformers or ca-
pacitor banks with distributed PV systems [108], or how these systems may affect
the power quality with the injection of harmonics [109].
Taking into account the scope of this thesis, other works that focus on power
system stability are more interesting. For example, the low-voltage ride-through
capability of PV systems, and their short-term effects on voltage stability are ad-
dressed in [110]. Other papers study the transient stability of a test power system
with an important penetration of wind or PV. [111] analyzes the rotor angle stability
of a power system with a large penetration of doubly-fed induction generator wind
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turbines, whereas [112] analyzes the transient stability of a system with an important
amount of PV generation, also comparing the performance of the system depending
on the LVRT capability of the PV system. With respect to small-signal stability and
system oscillations, [113] studies a system with high wind penetration rates, and the
analysis is sometimes extended to the identification of subsynchronous resonance in
the presence of series-compensated lines [114]; whereas the transient stability of a
system with PV is studied in [115], and oscillatory phenomena are identified.
Furthermore, system operators are usually concerned about the maximum in-
stantaneous penetration of renewable generators that the power system can integrate
without harming its stability, taking into account the reduction of the total system
inertia and regulation capability. The impact of wind penetration on frequency reg-
ulation is analyzed in [116], whereas the effects of high penetrations of both wind
and PV in the frequency response of a power system are addressed by [117].
Controllers that coordinate the response of conventional and alternative gener-
ators have been proposed in order to overcome the issues originating from such
high penetration scenarios [118]. With similar objectives, the use of fast-responding
storage systems is presented in [119], where the storage system injects or absorbs
active power, opposing to the frequency variations, as a synchronous machine would
naturally do due to its inertia.
Another approach is to control the power electronics systems interfacing re-
newable generators in such a way that they emulate the inertial response of a syn-
chronous generator. The impact of wind turbines employing such technique on a
transmission system is analyzed in [42]. Further steps would include considering
virtual synchronous machines like those described in Section 2.2. However, the
analyses that can be found about the impact of these controllers are restricted to
small microgrids or a single unit connected to the distribution grid, and do not ad-
dress the impact on transmission systems.
Taking into account the type of plants and systems studied, it is possible to de-
fine two main types of works in the literature. In many cases, the analyses focus on
theoretical power plants and test power systems. For instance, [111] and [112] study
the transient stability of a 9-bus system, depicted in Fig. 2.20, under the presence
of wind and PV sources, respectively. In other papers, the impact of renewables
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Fig. 2.20. 9-bus test system analyzed in [111, 112].
on the operations and economics of real systems is considered. This is the case
of [106], with wind curtailment in Spain; [120], which analyzes reactive power re-
serves in Denmark; [121], where load-following, regulation, and associated markets
in California are discussed; or [122], considering generation imbalances in Finland.
Additionally, the stability of real systems has also been studied. [123] focuses on the
impact of renewable generation on the inertia of the European interconnected sys-
tem, whereas [124] addresses the western interconnection in North America and the
impact of PV on its small-disturbance and transient stability. Weaker systems, usu-
ally corresponding to islands, have also been studied, considering the possible insta-
bility problems that may arise under the presence of wind generators [119,125,126].
The schematic diagram of one such system is shown in Fig. 2.21.
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Jeju Island
Mainland S. Korea
Fig. 2.21. Jeju island power system analyzed in [125].
Chapter
3.
Classification of virtually rotating
controllers for power converters
T his chapter presents a classification of power converter controllers basedon droop and virtual synchronous machines. After analyzing their struc-ture, the main features and the performance of these controllers are com-
pared in theoretical discussions and time-domain simulations.
The evolution of power systems, with increasing numbers of renewable sources
using power electronics interfaces, has led to the development of a wide range of
power converter controllers that aim at achieving a harmonious interaction between
these generating units and the power grid. Among them, those with the objective
of reproducing certain features of synchronous machines, like their contribution to
frequency regulation, their inertial response, or their ability to energize a grid, which
are summarized in Section 2.2, are of special interest.
Despite sharing common objectives, it is possible to identify differences in their
design that have a translation into their performance and their impact on power sys-
tems. In the following, a common general structure is defined, and the design and
capabilities of several kinds of grid-friendly power converter controllers are com-
pared, taking into account how they embed the functions defined in this structure.
Furthermore, their response to different grid events is studied through simulations
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Fig. 3.1. Power converter connected to the grid through an LCL filter.
and analyzed.
3.1 General description of advanced power converter con-
trol structures
The power converter controllers studied here usually rely on conventional low-level
current/voltage controllers, like those described in [21]. The objective of these low-
level controllers is to generate the switching signals Sk employed by the converter in
order to synthesize a reference voltage, or to inject a reference current, such that the
desired active and reactive power injection takes place. As shown in Fig. 3.1, where
the diagram of a typical power converter connected to the grid through a harmonic
filter is depicted, the voltage or current to be controlled may be chosen among sev-
eral options, depending on the filter topology and the connection requirements. In
addition to the signal that is fed back to the controller, other measurements can be
considered in order to calculate the active and reactive power exchanged with the
grid, and the dc voltage is also monitored to ensure a correct performance of the
power conversion system. The following discussion will not dwell on the points
where measurements are taken since it is focused on the higher-level converter con-
trollers.
The advanced power converter controllers discussed in this chapter present a
variety of control structures, but these structures follow certain patterns that can
be considered common to all of these controllers. First, it is possible to identify a
controller core, which includes the functions that give the power converter its ad-
vanced characteristics, and thus introduces the main differences among this kind of









































Fig. 3.2. General control structure of advanced power converter controllers.
controller. In addition to this core, other control functions are necessary to make
the converter work safely, to manage the services provided for the power grid ac-
cording to the system operator requirements, and to support the correct operation of
the controller core. A general control structure of power converters with advanced
functionalities can be seen in Fig. 3.2.
As shown in Fig. 3.2, the converter frequency, voltage, and power references
are set by higher-level controllers, which comprise a power plant or system operator
dispatcher that schedules the references, and secondary and even tertiary controllers
performing frequency and voltage regulation at a wide grid scope. In general, the
rate of execution of these functions is slow from the point of view of the converter
control, with time constants in the range of minutes, and they can be performed
manually by a plant operator. Therefore, their outputs can be considered constant
when the controller core is analyzed.
At the opposite end of the control hierarchy, the low-level control of the power
converter ensures that the conversion system behaves as dictated by the controller
core. This usually involves a PWM algorithm that generates the switching signals
required to obtain, in average through a switching period, the voltage requested by
the converter controller, plus sensors, signal processing devices, and the equipment
that protects the converter hardware from damage. In the analysis of the power
converter controller, functions like the PWM, which work in a range below mil-
liseconds, can be considered to have an instantaneous response.
The core of the controller defines the main characteristics of the power converter
response and the dynamics of its interaction with the grid. In Fig. 3.2, different
blocks are identified. The first one, receiving references from higher-level con-
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trollers, performs functions related to the control of the grid, like primary frequency
and voltage regulation, which takes place in the range of several seconds. The ob-
tained active and reactive power, or alternatively voltage, references are processed
by a power controller that generates a three-phase voltage signal. This voltage is a
virtual version of the electromotive force of a synchronous generator, and the power
controller defines the electromechanical characteristic of the virtual machine, with
a time constant of some tenths of a second or a few seconds. The output of the
power controller is optionally processed by an electrical link controller that gener-
ates the voltage or current references to be followed by the converter. Finally, the
voltage and/or current controller ensures that these references are properly tracked
by the converter, generating the adequate output for the low-level controllers, with a
response range that can vary between a few milliseconds and a few grid cycles, de-
pending on the controller structure. The functions performed by the blocks forming
the controller core, and the different implementations employed by advanced power
converter controllers are defined in the following paragraphs.
Running in parallel with the main control functions, some structures incorpo-
rate ancillary functions, such as a synchronization system providing frequency and
angle measurements that may be used by the controller core blocks, or a dc volt-
age controller that maintains the dc-side voltage within a safe range that allows the
correct operation of both the converter and the primary source of power. The dc
voltage controller output may act on the converter active power reference or other
variables of the controller in order to fulfill its control objectives. Therefore, despite
these functions are not included in the controller core, it is necessary to analyze the
impact they may have on the complete control structure. Additionally, a resource
controller, whose characteristics are strongly dependent on the nature of the primary
resource, is usually employed to achieve a power production objective taking into
account the availability of the resource.
It is worth noting that conventional power converter controllers, composed of
the blocks described in Section 2.1.2, may respond to the same higher-level con-
troller references, and use the same low-level control and ancillary functions as
the advanced power converter controllers whose control structure is represented in
Fig. 3.2. In fact, the main differences reside in the core of the controller. Namely,
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a conventional controller is formed by a power reference processor that generates
the current reference to be injected by the converter. This current reference may
be obtained algebraically from the active and reactive power reference and the volt-
age measurement, operating in open loop, or through a PI controller that takes into
account the power error [7, pp. 221–225]. Optionally, primary regulation and low-
voltage ride-through modules can be appended to the conventional controller.
3.1.1 Voltage and current controllers
The lowest control level in the controller core generates a PWM reference such
that the power converter behaves as dictated by the upstream control blocks, which
may constitute an advanced controller or a conventional one. The objective of this
controller is to track the voltage or current reference as fast as possible, without in-
troducing any additional dynamics. However, its speed of response limits the perfor-
mance of the whole power conversion system, and depends greatly on its structure,
which can take four main approaches:
3.1.1.1 By-pass
The voltage reference is directly sent to the PWM algorithm. Therefore, the con-
troller works in open loop, which has several drawbacks like the possible steady-
state error and the lack of control on current and voltage.
3.1.1.2 Voltage control
A voltage measurement is fed back and compared with the reference to obtain an
error signal, which is cancelled by the controller. Operating in closed loop, the
controller is able to correct errors due to losses and other steady-state effects, and
compensate voltage variations. However, this type of control may result in hunting
phenomena as a consequence of its interaction with the grid and the controllers of
other devices, and it does not have any control over the injected current. The com-
bination of a controlled voltage and an uncontrolled current may result in damage
or unintended disconnection of the converter during faults.
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3.1.1.3 Current control
In this case, the output of the electrical link control block must be a current refer-
ence, and the controller feeds back a measurement of the current being injected by
the converter, so it is possible to close the loop. The response of this type of con-
troller lies in the range of a few milliseconds up to a grid cycle, depending on the
converter rated power and switching frequency. With this structure, the converter
interacts in a more natural way with the grid as a current source, avoiding hunting
phenomena, and simple current limitation strategies can be implemented to avoid
overcurrent problems. In fact, this is the commonest control strategy in commercial
converters.
3.1.1.4 Voltage and current control
This solution aims at controlling the converter voltage without losing control of
the injected current, so it can be properly limited to prevent overcurrent issues. It is
based on the sequential connection of a voltage controller, which generates a current
reference, and a current controller, which generates the final PWM reference. Its
speed of response is thus constrained by the speed of the current controller and a
requisite on the voltage controller speed, which should be five to ten times as slow
in order to avoid the coupling of the dynamics of both controllers. Therefore, its total
time of response can be of several grid cycles, which may introduce an undesired
delay in the complete control structure. In addition, as any other voltage controller,
it may be subject to hunting phenomena.
Voltage and current controllers are usually implemented in the synchronous dq
frame through PI controllers, or in the stationary αβ frame using proportional-
resonant controllers. Alternative approaches can also be applied, like hysteresis
control, which allows removing the PWM block, but introduces a variable switch-
ing frequency.
3.1.2 Electrical link controller
The electrical link controller determines how the virtual electromotive force inter-
acts with the grid, and, in some controllers, it allows transforming a voltage refer-





























































(d) Algebraic virtual admittance in [70].
Fig. 3.3. Comparison of virtual impedance and virtual admittance implementations.
ence into a current reference, so a current controller can be directly applied. It is
possible to define the following types of electrical link controllers:
3.1.2.1 Virtual impedance
The block considers a virtual impedance formed by a resistor and an inductor con-
nected in series between the electromotive force and the point of connection of the
converter. As shown in Fig. 3.3a, the measured current is used to calculate the volt-
age drop through the virtual impedance, which is subtracted from the electromotive
force to determine the converter voltage reference. The inductance introduces a
derivative in the control system.
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3.1.2.2 Virtual admittance
The underlying idea is the same as in the case of the impedance, but the virtual ad-
mittance follows a different approach. Namely, it considers the difference between
the virtual electromotive force and the converter voltage measurement as the voltage
drop through the virtual admittance, which is then used to calculate the induced cur-
rent taking into account the resistance and inductance value, following the scheme in
Fig. 3.3b. In this case, the virtual admittance acts as a low-pass filter on the voltage
error.
3.1.2.3 Algebraic versions
In an effort to avoid the dynamics introduced by the virtual impedance and admit-
tance, especially those related to the derivative term in the impedance case, alge-
braic versions have also been considered. These alternative approaches, respectively
shown in Fig. 3.3c and 3.3d, produce very similar results to their differential coun-
terparts in steady state, but may introduce differences when the frequency deviates
(although it may be taken into account in the calculation of X) or during transients.
3.1.3 Power controller
The power controller controls the active and reactive power injected by the power
converter, generating the virtual electromotive force, and giving advanced power
converter controllers their main dynamics. The magnitude of the electromotive force
is modified taking into account the output of the reactive power controller. Alter-
natively, this magnitude can be the output of a controller regulating the voltage at
the point of connection of the converter. On the other hand, the angle of the virtual
voltage source is used to control the active power injection. In fact, the active power
controller defines a virtual rotor speed, which is subsequently integrated to deter-
mine the angle. This loop defines the electromechanical characteristics of the power
conversion system, and its ability to work in synchronism with the grid. Different
types of active power controllers can be identified:
3.1 General description of advanced power converter control structures 77
3.1.3.1 Droop control
A proportional controller is applied to the active power error to generate the virtual
speed. It allows power converters to participate in primary frequency regulation.
3.1.3.2 Swing control
The controller consists of a first-order low-pass filter that reproduces the swing equa-







−D∆ f , (3.1)
where f is the speed of the machine, H is its inertia constant, D is its damping
coefficient, and Pin, Pout are the input and output power, with all variables given in
per unit. Taking into account that f takes values close to 1 p.u., its effect on the
denominator is usually neglected.
3.1.3.3 Other controllers
Different control structures, with a general transfer function C(s), can be applied to
the control of active power. Some examples can be the PI controller in (3.2), where
the integral term defines the inertia of the machine, and the proportional term defines
its damping; or the generalized controller in (3.3), which allows defining the inertia,
















The grid-support controller modifies the active and reactive power references sent
by higher-level controllers taking into account local measurements, in order to par-
ticipate in primary regulation. The following structures can be employed:
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3.1.4.1 Proportional action
A proportional controller determines a steady-state droop, usually applied when
more than one unit control the same variable; i.e., the system frequency or the volt-
age of a single bus.
3.1.4.2 Integral action
This type of controller cancels the steady-state error, but it may lead to stability
problems when more than one generating unit try to control the same variable in
this way.
3.1.4.3 Derivative action
Neglecting the damping term in (3.1), it is possible to identify the inertia of a syn-
chronous machine with a derivative response to frequency variations. Therefore, a
derivative controller reproducing (3.4), or a simplified version utilizing the fact that
f is close to 1 p.u., can be used to reproduce the inertial response of the machine.
Pre f = Pre f 0−2H f d f
dt
(3.4)
Obviously, these actions can be combined depending on the control objective.
For instance, a proportional-integral controller could cancel the steady-state error
while keeping a good dynamic response, or a proportional-derivative controller
would reproduce the steady-state droop and inertia of a synchronous generator.
3.2 Overview of advanced power converter controllers
This section reviews several advanced power converter controllers, which have been
presented or widely used in recent years, and are representative of different imple-
mentations using the previously discussed structure. These controllers have usually
been classified as droop controllers or virtual synchronous machines. The former
aim at reproducing a given steady-state droop characteristic, which allows them to
participate in primary regulation or load sharing; whereas the objective of the latter
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is not only to perform a steady-state droop but to emulate several aspects of syn-
chronous machines, including their inertia and operation in synchronism with the
grid. Nonetheless, it is worth noting that, depending on the particular implemen-
tation of a droop controller, it may be able to generate also an inertial response, as
proven in [20].
3.2.1 Classical droop
The basic structure of this controller is that of a conventional power converter con-
troller, with current references generated by a power reference processor, plus a
grid support controller that gives the power conversion system its droop charac-
teristic through a proportional action on the frequency deviation. In this way, the
active power-frequency droop is implemented like in the case of conventional syn-
chronous generators [29]. However, due to the widespread use of the converter
droop controller discussed next, this classical approach to the droop has been named
sometimes inverse or reverse droop [26, 128]. Analogously, the control of voltage
and reactive power can be based on modifying the reactive power as a result of volt-
age deviations, but it could also employ a more general voltage or reactive power
controller.
Following this approach, a grid-feeding converter with controllable active and
reactive power can become a grid-supporting converter [21], with external droops
determining its power references, as shown in Fig. 3.4, where Sk corresponds to the
switching signals received by the converter in Fig. 3.1.
3.2.2 Converter droop controller
This controller, commonly employed with power converters contributing to the con-
trol of weak grids, considers a model based on a voltage source, which could be
conceived as a virtual electromotive force, and thus can be described through the
structure depicted in Fig. 3.2. In this case, the grid support controller does not alter
the active and reactive power references, but the droop characteristics are embedded
in the power controller. Thus, the frequency of the voltage source is determined
from the given droop characteristics, taking into account the active power error.
Similarly, its magnitude is defined by the reactive power deviation. Although some


















Fig. 3.4. Conventional converter controller with active power-frequency and reactive power-


































Fig. 3.5. Converter droop controller defining a voltage source whose voltage is generated
by the converter, being controlled by cascaded voltage and current controllers, or directly
applied to the modulation.
authors have proposed variations of this structure that take into account the grid
impedance and its influence on the relation between the power flows and the voltage
magnitude and angle, the study here will focus on the conventional structure, which
has more similarities with virtual synchronous machines.
With respect to the associated voltage or current controllers, the resulting voltage
can be directly used as a reference for a modulation algorithm, or controlled with
cascaded voltage and current controllers, and an electrical link control block may
be included in the form of a virtual impedance [21]. The overall control structure
would be like in Fig. 3.5, where dashed lines indicate optional blocks. Alternatively,
an electrical link controller based on a virtual admittance and a current controller
could also be employed.




















Fig. 3.6. Small-signal model of the active power loop resulting from a converter droop
controller defining a voltage source.
The resulting active power loop is shown in Fig. 3.6. The plant model depicted in
this figure represents the interaction of the converter with the grid, assuming the con-
verter reproduces the model of the electromotive force E∠θ behind an impedance,
and considering an equivalent model of the grid where it is seen as another volt-
age source V∠φ behind an equivalent impedance, such that the total impedance is





where δ = θ −φ is the angle difference between the voltage sources. This expres-
sion can be linearized around an initial operating point where active power variations
are proportional to the angle difference variations:







The diagram depicted in Fig. 3.6 results in a first-order closed-loop transfer
function. However, the equivalence with the virtual synchronous machine reported
in [20] requires the active power measurement used in the feedback loop to be fil-
tered through a first-order low-pass filter, whose time constant introduces an inertial
effect while the order of the closed-loop transfer function becomes two.
The literature about this controller is extensive, and some examples can be [22],
which is one of the first proposals and employs flux control, or [23–26], which
discuss the controller and its implementation in detail. Additionally, it is worth
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mentioning other controllers, which are not usually classified as droop controllers
but give rise to equivalent dynamics. This is the case of the Power-Synchronization
Control presented in 2010 [27, 28]. Its active power loop, which generates the volt-
age source angle directly from an integrator that cancels the active power error, can
be divided in two blocks; one is simply a gain that generates a frequency value,



















A controller with a conventional structure plus a grid support controller with a
derivative action can be considered a first example of virtual synchronous machine.
Through this derivative action, the converter can emulate the inertial response of
a synchronous machine following (3.4). Nevertheless, this kind of controller does
not reproduce other features of synchronous generators, like their natural ability to
operate in sychronism and to form a grid.
The active power reference variation defined in (3.4) can be modified to include
the effect of the damping of the virtually rotating machine, which is usually con-
sidered proportional to its speed deviation, or a droop to participate in frequency
regulation with other generators, which results in an active power variation propor-
tional to the frequency error. Therefore, these two effects can be represented as a
proportional gain multiplying the frequency error, and the final reference would be
given by a proportional-derivative action:
Pre f = Pre f 0−2H f d f
dt
−K f ∆ f , (3.8)
where ∆ f = f − f0 for a constant f0, normally equal to the rated frequency.
In the generation of the modified reference, the factor f multiplying the deriva-
tive term can be neglected, taking into account that f is close to 1 p.u. Moreover,
in order to decouple the effects of damping, which is usually a transient effect, and
frequency regulation, for which a contribution must be maintained as long as there
is a deviation, it is possible to include complementary high-pass and low-pass filters




















Fig. 3.7. Conventional converter controller emulating inertia through its active power refer-
ence.
of the frequency error, whose output is respectively employed by the damping and
droop terms.
Additionally, the controller can also include a block to regulate voltage or reac-
tive power, for instance through a proportional droop, generating the reactive power
reference for the lower-level controllers of the power converter. The resulting dia-
gram is then given by Fig. 3.7. It is worth noting that the classical droop controller
described in Section 3.2.1 can be considered a particular case of this controller for
H = 0 s.
The inertia emulation approach is the basis for the virtual synchronous generator
proposed within the VSYNC project in 2008 [31], usually applied to energy stor-
age systems [32], and also used by other authors to support isolated systems with
renewables [39, 40], or directly to control a renewable generator [129]. In [130], a
central VSG is considered for each frequency control area, and the resulting addi-
tional active power contribution is shared among the storage systems in that control
area. Similar controllers have been proposed by other authors, like in [131], and
some have had a commercial application for wind generators [43]. In [132], a more
complex model obtaining a virtual frequency and angle is considered; the angle is
used to calculate the corresponding active power to be injected by the converter, and
is then used as a reference.
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3.2.4 Full-order virtual synchronous machines
Despite reacting to frequency variations similarly to synchronous generators, the
controllers based on inertia emulation do not share other characteristics of syn-
chronous machines that are beneficial for the power system and define its natural
characteristics to a great extent. Namely, they do not work in synchronism with
the grid intrinsically, but they require an additional synchronization system, and
the converters would have to switch from one control mode to another if they are
required to work as either a grid-supporting generator or a grid-forming generator.
These issues are overcome by more detailed proposals that consider more as-
pects of synchronous generators than only their inertial response. The first proposals
of virtual synchronous machines, in fact, embed a complete synchronous machine
model, as in the case of the virtual synchronous machine presented in 2006 [133] and
known as VISMA [46,47]. This controller is based on a synchronous machine model
that receives virtual mechanical torque and excitation voltage inputs and includes the
swing equation and flux linkage equations of the electrical machine, considering the
stator, excitation and damper windings. These equations, using the speed and angle
resulting from the virtual mechanical interactions, determine the current that the ma-
chine would generate depending on the grid voltage. This current is then employed
as the current reference for the power converter, which is tracked by a hysteresis cur-
rent controller in this particular case. Additionally, the input torque and excitation
voltage may be given respectively by frequency and voltage regulators, resulting in
the complete diagram in Fig. 3.8.
The use of this model allows the controller to eliminate the additional synchro-
nization system and to generate a set of three-phase currents even when the converter
is the only generator in an electrical island. However, it is rather complex, requir-
ing the definition of multiple parameters and larger computation times, and inherits
other characteristics of synchronous machines which may be undesired, like a weak
damping or a relatively slow response to changes in the excitation.
Taking this into account, many authors, including those presenting the VISMA,
have opted for simpler models that retain the main features of synchronous genera-
tors, considering a model where their electromotive force is represented as a voltage
source behind an impedance. The magnitude of this voltage source is then given by

























































Fig. 3.9. Small-signal model of the active power loop resulting from a virtual synchronous
machine based on a voltage source.
a voltage or reactive power controller, whereas its angle is defined by the machine
swing equation. Nevertheless, the way in which the converter is controlled to repro-
duce this voltage source has resulted in different proposals, which are explained in
the following.
In any case, regardless of the implementation approach, the way in which these
controllers interact with the grid is determined by a common set of equations. In par-
ticular, the dynamics of active power and frequency, which are those related to the
inertial response of the generator, can be summarized by the control loop in Fig. 3.9.
Within the virtual synchronous machine model, the swing equation determines the
virtual speed of the machine f , taking into account the active power balance (as-
suming the speed is around 1 p.u.) and the effective damping. The voltage source
angle θ is directly calculated through the integration of the machine speed.
In some proposals, the D coefficient performs also the function of a steady-
state droop, whereas in others, an external loop is added for frequency regulation



























Fig. 3.10. Converter controller based on a virtual synchronous machine represented by its
electromotive force and an optional virtual impedance, where the resulting voltage is directly
used by the modulation.
purposes. Similarly, certain controllers use an estimation of the grid frequency by
an additional synchronization system, fest in order to calculate the damping power,
or to determine the contribution to frequency regulation.
3.2.5 VSM with direct modulation
The simplest solution to reproduce the virtual machine electromotive force E∠θ is
to use the associated three-phase voltage provided by the power controller as the
reference for the modulation block, without considering an electrical link controller,
nor voltage or current controllers. In such a case, the source impedance is deter-
mined by the grid-connection filter. This approach normally includes a voltage or
reactive power controller that determines the voltage magnitude E within the power
controller, and some authors have considered also a grid support block formed by a
governor, a synchronization system, or an electrical link controller based on a vir-
tual impedance. A general diagram observing the main possible configurations is
given in Fig. 3.10. As commented next, several controllers commonly found in the
literature follow this approach.
The synchronverter presented in 2008 [58], and extended in further works [57,
59,60], considers the swing equation and a simple reactive power controller, without
employing any of the optional blocks represented by dashed outlines in Fig. 3.10.
In particular, these control blocks use active and reactive power measurements cal-
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culated from the measured current and the virtual electromotive force. Since no
additional governor is considered, the D term in the active power loop is designed to
provide the desired steady-state droop, which may result in a relatively low damp-
ing of the transient response. The issue of low damping is dealt with in [134], using
communications between two converters to increase the effective damping. Another
drawback of this controller, common to other controllers based on direct modula-
tion, is the lack of direct control of the injected currents. This is identified in [135],
where an auxiliary loop is activated when an overcurrent is detected. The additional
loop calculates the current that would be injected taking into account the grid volt-
age and the filter impedance, and limits the obtained value before using it as the
reference of a current controller. Additional current controllers are also considered
in [136], however, their objective is to control the injection of harmonics.
Another controller based on the direct modulation solution is the virtual syn-
chronous generator presented in [52] in 2011. In this case, an external governor is
considered, so the term D in the virtual synchronous machine is reserved for damp-
ing purposes. In fact, the frequency deviation that causes the damping is calculated
with respect to the frequency estimation fest provided by an additional synchro-
nization system. In this way, the steady-state injection of active power due to the
internal loop does not depend on the grid frequency. On the other hand, the active
power-frequency droop block uses the virtual machine speed f . This control system
is completed with a reactive power controller in [53]. Other works by the same au-
thors present different variations of the controller, for instance, the use of a variable
moment of inertia depending on the machine speed and acceleration is considered
in [137], or a modified swing equation that takes into account the reactive power is
introduced in [56] to attenuate oscillations. As in the previous case, overcurrents
may be a concern, and additional blocks are added to the controller in [138] to limit
the active power reference and adapt the synthesized voltage depending on the grid
conditions.
References [139–141] present a family of controllers based on calculating the
signals defining the voltage source and applying directly a modulation algorithm.
In [139], an additional droop/damping branch that takes into account the virtual
machine angle is included, and in [140], the active power balance is analogously
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affected by the dc link voltage. The controller in [141] presents a more complex
structure with cross terms between the P-θ and Q-E branches.
Finally, the virtual impedance block with a direct modulation approach is con-
sidered in [71]. Although it does not provide full control of the current being in-
jected by the power converter, the use of the virtual impedance allows limiting this
current indirectly. Furthermore, it allows modifying the total impedance in the con-
nection of the virtual electromotive source, thus modifying the dynamics of its in-
teraction with the grid. In the implementation in [71], the voltage drop in the vir-
tual impedance is calculated only for the fundamental-frequency, positive-sequence
component of the current, and uses derivative terms.
3.2.6 VSM with voltage and current controllers
A different option to emulate the behavior of the voltage source modeling the virtual
machine, with the objective of controlling the current injected by the converter, is
given in [62] in 2013. The controller presented in this paper uses the three-phase
voltage determined by the virtual synchronous machine as a reference for a voltage
controller, which in turn determines a current reference. This current reference can
easily be limited and fed to a current controller that calculates the reference to be
followed by the modulation. The voltage and current controllers are defined in the
synchronous dq frame defined by the virtual machine angle. The control structure
is complemented with a virtual impedance block in [63], so the functional structure
may be represented by the diagram in Fig. 3.11. In this case, the virtual impedance
does not require the calculation of time derivatives, since it is applied algebraically,
utilizing the fact that the time derivative of a sinusoidal signal is in quadrature with
the original signal in the dq frame, like in Fig. 3.3c.
The virtual synchronous machine model in [62, 63] includes a damping branch
where the frequency deviation is calculated with respect to a frequency estimation
fest given by an additional synchronization system, and considers an external droop
block for frequency regulation, which uses the virtual machine speed f . Further
developments of this controller include its extension to a single-phase conversion
system [65], and the design of a synchronization controller to be used before the
converter is connected to a working grid [64].








































Fig. 3.11. Converter controller based on a virtual synchronous machine represented by its
electromotive force and a virtual impedance, where the resulting voltage is controlled by
cascaded voltage and current controllers.
Other authors have also proposed solutions in this way. For instance, the con-
troller in [139], considering droop/damping as a function of both the virtual machine
speed and its angle, is presented in a more general design that accounts for optional
cascaded voltage and current controllers in [142]. Another alternative, for which
the damping is obtained proportionally to the frequency deviation with respect to a
constant value, is studied in [143]. Finally, it is worth noting that converter droop
controllers like those in Section 3.2.2 can be considered a particular case of this type
of VSM, with H = 0 s.
3.2.7 VSM with virtual admittance
The third main group of virtual synchronous machines that consider a simplified
model with a virtual electromotive force consists of those controllers that generate
a current reference to be tracked by a current controller. This is achieved through
a virtual admittance block that calculates the current that would flow through the
virtual admittance taking into account the voltage of the virtual electromotive force
and the voltage at the point of connection of the converter. The complete control
structure would then be like the one shown in Fig. 3.12.
Despite an admittance and an impedance can be electrically equivalent as long
as they have a finite, nonzero value, the use of one component model or the other
has an important effect on the control system. The main impact is related to the
use of time derivatives of the current measurements in the impedance-based imple-






























Fig. 3.12. Converter controller based on a virtual synchronous machine represented by its
electromotive force and a virtual admittance, where the resulting current is the reference of
a current controller.
mentation approach of Fig. 3.3a. This is particularly important when the nature of
the waves generated by power converters, due to the high-frequency switching, is
taken into account. In order to avoid problems of noise amplification or instability,
the derivative term in the virtual impedance should probably consider some addi-
tional filtering elements, which would affect the overall dynamics. This is avoided
by adopting the virtual admittance approach of Fig. 3.3b, which in fact is naturally
filtering any noise in the voltage measurement. Alternatively, the use of derivative
terms can be avoided if the voltage drop through the impedance is calculated al-
gebraically, utilizing the relations between quadrature signals in the stationary αβ
frame or the synchronous dq frame, like in Fig. 3.3c. Although not necessary to
avoid these problems affecting the control, a similar technique can be applied in the
case of the admittance, as shown in Fig. 3.3d. In both cases, the reactance X = ωL
can be calculated taking into account the instantaneous value of the frequency given
by the virtual machine or a synchronization system.
The choice between the impedance or admittance implementation approach also
affects the control and limitation of the converter current. With a virtual impedance,
it is possible to limit the current generated or absorbed by the converter indirectly,
setting a large impedance value. Alternatively, cascaded voltage and current con-
trollers can be used, as in Section 3.2.6. On the other hand, with a virtual admittance,
the current reference is directly available, and can be limited in case it exceeds the
converter limits. Furthermore, the current-source character of the power conversion
system does not reduce its capability to form a grid, since the virtual admittance is


































Fig. 3.13. Small-signal model of the active power loop resulting from a virtual synchronous
machine implemented as a voltage source and a virtual admittance, where the damping is a
function of the machine acceleration.
acting as a voltage controller in practice. Additionally, using a virtual impedance
or a virtual admittance may provide different options for the synchronization of the
converter prior to its connection to the grid, or to control the harmonics injected by
the power conversion system, as discussed in Section 3.3.
Among the proposals taking the virtual admittance approach, it is possible to
cite a simplified version of VISMA, presented in 2011 [49], and compared with the
direct modulation alternative in [51]. In both cases, a generalization of the swing
equation is considered, and the damping torque is calculated as a function of the vir-
tual machine acceleration through transfer function FD(s), which modifies slightly
the active power loop, as shown in Fig. 3.13. The usual loop can be obtained from
this one if FD(s) consists only of an integrator.
Another controller utilizing a virtual admittance is the synchronous power con-
troller presented in Spanish in [66] in 2011, and described in English in [67, 68].
This controller considers an internal damping branch applied to the frequency de-
viation measured with respect to a constant value f0, and an outer droop branch
that adjusts the contribution to frequency regulation [144]. In this way, it is pos-
sible to obtain a sufficiently damped response and the expected steady-state droop.
The current controller may be defined in the stationary αβ frame, employing the
virtual frequency of the machine [145], or in the synchronous dq frame, using the
virtual machine angle [146]. Additionally, [66] considers the use of parallel current
controllers and different admittance values for each harmonic or sequence. Other
implementations of the SPC have also been proposed; for instance, the effect of the
swing equation is replaced in [127] by a more general active power controller that al-
lows fixing the inertia, damping, and steady-state droop without an external branch,
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and a dc voltage controller based on the equivalence between the virtual rotor kinetic
energy and the dc link capacitor electrostatic energy is proposed in [147].
Finally, an alternative application of the virtual admittance concept is presented
in [70], where the low-pass filter is replaced by the algebraic structure in Fig. 3.3d.
3.3 Comparison
The power converter controllers discussed in the previous sections present several
common characteristics, since they are all designed with the objective of reproduc-
ing certain aspects of synchronous machines. In particular, their active power loops,
which determine the inertial and frequency regulation contribution of the power con-
version system, share a common structure and differ in some details. Similarly, all
the controllers offer a great flexibility in the selection of parameters like the inertia
or the damping, which is not available for conventional synchronous machines, and
even for the machine impedance in the cases with a virtual impedance or admittance.
In this way, it is theoretically possible to apply the same parameter optimization al-
gorithms to most of the studied controllers.
In this section, the main differences between the controllers are discussed, focus-
ing on the design details that affect the implementation of the whole power converter
control system, or constrain the response of the power conversion system.
3.3.1 Synchronization system
Opposite to synchronous machines, power converters usually require an additional
synchronization system to operate adequately in a grid-connected mode. This syn-
chronization system is usually based on a PLL that provides an estimation of the
grid frequency and angle, or, less frequently, on an FLL, which produces only a fre-
quency signal but has usually a faster and more stable response than a PLL. Under
adverse grid conditions, these systems may negatively impact the behavior of the
power conversion system, with phase jumps, or bad definitions of the frequency and
angle for very low voltages. Therefore, for power converters emulating the behav-
ior of synchronous generators, it would be interesting to utilize the natural ability
of synchronous machines to operate in synchronism with the grid, and reduce their
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dependence on an additional synchronization system, at least for the lower layers of
the control system whose dynamics could be affected by transient variations or by
the filters applied as a countermeasure.
During normal operation, the converter droop controller (Section 3.2.2) and the
controllers referred to as VSMs (Sections 3.2.4 to 3.2.7) are able to generate a volt-
age or current reference without using an additional synchronization system, and,
when needed, they provide a frequency and angle estimation that can be used by the
inner controllers to track the corresponding reference. There are two cases, how-
ever, that deserve especial attention: the VSG with direct modulation in [52], and
the VSM with cascaded voltage and current controllers in [62]. These two pro-
posals use the frequency estimation provided by a PLL to calculate the damping
torque of the virtual synchronous machine. The external synchronization system
should not lead to severe problems in the control system, since the instantaneous
value is not necessary and the estimation can be properly filtered. This is also the
case of the controllers that consider an external active power-frequency droop block
for active power regulation, which can use a slowly-varying frequency estimation
instead of the virtual machine frequency. On the other hand, the controllers per-
forming a classical droop or emulating inertia, based on conventional controllers,
as in Sections 3.2.1 and 3.2.3, do not generate their own frequency or angle sig-
nals, and require a synchronization system for their inner controllers. Moreover, the
emulation of inertia based on calculating the time derivative of the measured fre-
quency, requires a relatively fast and smooth estimation of the frequency to be able
to provide an adequate inertial response without ripple.
Additionally, the power converter, or the synchronous machine, must be prop-
erly synchronized before the generating system is connected to the grid in order
to avoid a voltage mismatch that results in large currents. Synchronous generators
usually rely on synchronization systems for this purpose. In the case of the studied
controllers, different designs provide alternative ways to perform the connection to
the grid. On the one hand, the controllers based on conventional inner controllers,
like those in Sections 3.2.1 and 3.2.3, rely on the synchronization system that they
use during normal operation. On the other hand, the controllers in Sections 3.2.2
and 3.2.4 to 3.2.7, which are not necessarily equipped with such a system, require
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a different connection procedure, normally consisting in synchronizing the internal
voltage with the grid voltage at the point of connection of the converter. This can
be done with an additional controller that modifies the frequency reference signal
taking into account the grid frequency and angle, and makes the voltage magnitude
equal to the measured value, as is done in [64].
EDIT Add reference to paper with Weiyi about presynchronization when ac-
cepted.
Alternatively, those controllers considering a virtual admittance, like the sim-
plified VISMA or the SPC, can activate the controller, measuring the grid voltage,
and use the reference current as a virtual measurement for calculating virtual values
of the exchanged active and reactive power, which are fed back to the controller
and allow the natural synchronization of the system as in normal operation. In fact,
the use of a temporary virtual admittance to synchronize a synchronverter before
connecting it to the grid, is the alleged contribution of [60].
Another possible procedure when a virtual admittance is considered is to set it
to a sufficiently low value, and to connect the converter without a prior synchroniza-
tion of the internal voltage source. A sufficiently low value of admittance results
in a small current injection, regardless of the voltage drop between the virtual elec-
tromotive force and the grid voltage. Once the converter is connected to the grid
through this high impedance path, the admittance value can be steadily increased to
its normal operation value, while the virtual electromotive force gets synchronized
with the grid.
It must be noted that these procedures cannot be employed if a virtual impedance
is used. In the first case, the grid voltage is not fed back to the controller, and the
current measurement is zero because the circuit is open, so the controller does not
have information about the grid state. In the second case, the virtual impedance
would only limit the current indirectly, after measuring it, which can result in an
initial current spike that trips the conversion system.
3.3.2 Response to grid events
The response of a synchronous machine to grid events, especially to frequency devi-
ations, oscillations, or faults, defines the dynamics of power systems and how they
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are operated to a great extent. Virtual synchronous machines are thus expected to
behave similarly, allowing a harmonious integration of power conversion systems in
conventional power systems.
3.3.2.1 Damping
A simple analysis of the dynamics of synchronous machines based on a swing equa-
tion with no damping shows that their active power response is marginally stable.
To avoid the associated problems, synchronous machines are usually equipped with
damper windings, but their effectiveness is limited because there is a tradeoff be-
tween damping and losses. In the case of a virtual synchronous machine, damping
can be introduced without incurring in losses. However, each of the studied con-
trollers has particularities that result in different damping values. For instance, in
the case of the synchronverter, the lack of an external loop forces the damping co-
efficient D to be calculated as a function of the desired steady-state droop, which
normally results in a very low damping ratio for the closed loop. Other virtual syn-
chronous machines, like the VSG with direct modulation or the VSM with cascaded
voltage and current controllers, determine the damping with respect to the actual
grid voltage and have a separate external droop for frequency regulation purposes.
This allows decoupling the steady-state and the transient response, so large damp-
ing coefficients may be defined without altering the steady-state characteristic of
the machine, but may lose effectiveness when dealing with oscillations that involve
more than one machine. In the case of the simplified VISMA or the SPC, for which
the damping is calculated with respect to a constant frequency value, the external
droop must compensate the resulting inherent steady-state droop.
3.3.2.2 Speed of response
The speed of the response, which shows the inertial effect introduced by the con-
trollers, can be assessed through the study of the active power loop transfer function
for each of the main controllers studied in previous sections. To compare only the
effects of the outer loops responsible for the virtual synchronous machine, the dy-
namics of the inner loops are considered to be ideal in the following analysis.
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Taking into account the similarities of the active power loops, it is possible to
define a general transfer function. Nevertheless, this transfer function will depend
on the effectively operating control blocks in each design, and the measurements
being used. To this respect, it is worth taking into account that the external active






or from the machine speed f through




Depending on the signal being used, one of these transfer functions is zero, and
the other one has a steady-state gain equal to one. As a particular case, the trans-
fer function is exactly one when the signal is directly used or the dynamics of the
measurement processing can be neglected. Similarly, the damping term can be cal-
culated with respect to an estimation of the grid frequency fg through




with H f (0) = 1, or simply with respect to a constant f0, which can be represented
by H f (s) = 0.
With this, it is possible to derive general expressions for the active power re-
sponse of the converter under variations of the modified active power reference Pr1
or the grid frequency fg. In fact, the response to grid frequency variations can be
obtained as the product of the transfer function linking P and Pr1 and an auxiliary
function GP f (s) such that:
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(s) = 1 (3.13)
GP f (s) =−(2Hs+K f )Ff (s), (3.14)
where H is different from 0 if there is inertia emulation.
On the other hand, for the controllers based on a virtual voltage source as in
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(3.16)
The transfer functions of the main controllers are summarized in Table 3.1,
where F ′D is the steady-state gain of FD(s)s, used in the simplified VISMA.
The analysis of the transfer functions allows identifying different effects. First,
the inclusion of the swing equation in the controller introduces certain dynamics in
the controller. Actually, its order increases by two with the inertia, and only by one
when the converter droop is considered. As could be expected, larger inertia values
cause slower responses. This does not occur when the emulation is done through
the active power reference. Second, the inertial effect appears as a derivative term
acting on frequency variations, which adds to the proportional effect of the droop.
In this case, the response of the machine grows proportionally to the inertia. Third,
the damping and external droop branches are intertwined: the droop modifies the
response damping if it is based on the machine speed (G f (s) 6= 0), and the damping
coefficient affects the steady-state droop when the speed deviation is calculated with
respect to a constant value (H f (s) = 0).
Additionally, the response of the virtual synchronous machines depends on the
total grid impedance. Controllers using a virtual impedance or admittance have
another degree of freedom to define how they interact with the grid.
The time-domain response of these controllers to different events has been stud-
ied through simulation with PSCAD®. The studied system consists of a 100 kW






































































































































































































































































Table 3.2. Virtually rotating controller parameters for simulation.
Parameter Symbol Value
Base power Sb 100 kVA
Base voltage Vb 400 V
Base frequency fb 50 Hz
Inertia constant H 5 s
Resistance R 0.1 p.u.
Reactance X 0.3 p.u.










Frequency regulation constant 1/R f 20 p.u.
Voltage regulation constant 1/RV 0
converter, with a maximum transient current corresponding to 125 kVA at 400 V,
fed by a dc voltage source, and connected to an ideal 400 V, 50 Hz grid with a
1 MVA short-circuit power and a 0.1 resistance-to-reactance ratio.
The converter control system allows comparing the different studied grid-friendly
controllers. Namely, it considers classical droop (Section 3.2.1), conventional droop
(Section 3.2.2), inertia emulation (Section 3.2.3), VSM with direct modulation (Sec-
tion 3.2.5) with and without virtual impedance, VSM with voltage and current con-
trollers (Section 3.2.6), and VSM with virtual admittance (Section 3.2.7) using the
SPC. Their dynamics are defined by the parameters in Table 3.2; it is worth noting
that some parameters apply only to certain controllers.
The active power response of the converter, employing different controllers, is
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Fig. 3.14. Power converter active power response to a step in the active power reference.
shown in Fig. 3.14. The converter is initially injecting 0.4 p.u. active power and
0.6 p.u. reactive power, and the active power reference is increased to 0.8 p.u. at
t = 1 s.
In general, the converter exhibits a fast response regardless of the employed
controller, but the transient response is significantly affected by the controller. On
the one hand, both types of controllers based on droop, and the inertia emulation
controller reach a steady state in approximately 200 ms. On the other hand, the three
other controllers, which embed the swing equation in the converter control system,
have an oscillating response that takes longer to achieve a steady state. In fact, there
are significant differences among them. The VSM with direct modulation, due to
the contribution to damping only through frequency regulation, shows a very weakly
damped response; whereas the SPC presents smaller oscillations that fade out faster,
and the VSM with voltage and current controllers has a slow evolution, similar to a
first-order system, but suffers a low frequency oscillation that delays it steady state
until 5 s after the event. In addition to the dynamic behavior, it is worth mentioning
that the controllers adding droop or inertia to conventional controllers, which are
based on open loop control of active and reactive power, have an appreciable steady-
state error both before and after the reference step.
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Taking into account that these controllers aim at improving the power system
performance when there are large generation and demand imbalances that affect the
frequency stability of the system, it is also interesting to study the response of the
converter when there is a grid frequency variation. The results of one such study are
presented in Fig. 3.15. Once again, the converter is initially injecting 0.4 p.u. active
power and 0.6 p.u. reactive power, an the event consists on a grid frequency ramp of
-1 Hz/s, starting at t = 1 s and finishing at t = 1.5 s.
As shown in Fig. 3.15a, all the controllers respond to this event by increasing
the output of the power converter. However, two types of response can be clearly
identified. The controllers not including a swing equation, i.e., those described in
Section 3.2.1 to 3.2.3, increase their power almost linearly, proportionally to the
frequency deviation as defined by their droop response. In the case of the controller
emulating inertia, it is possible to see a slightly stronger contribution than in the case
of the droop controllers, but limited compared with the response of the remaining
controllers. Indeed, the natural embodiment of inertia through the swing equation
causes the other three controllers to respond in a much more appreciable way at the
beginning of the transient. Furthermore, the total contribution is given not only by
the emulated inertia constant, but also by the damping introduced by the controller.
Thus, the VSM with direct modulation contributes about one half as much as the
other two controllers. Furthermore, the VSM with direct modulation and the SPC
exhibit a more oscillating response than the VSM with voltage and current con-
trollers. Once again, it is possible to see a steady state error for those controllers
acting on active and reactive power in open loop.
The virtual speed calculated by those controllers that consider one is shown
in Fig. 3.15b. It is possible to see that the controllers emulating inertia oppose to
changes more firmly than the controller based on droop and, when the frequency
ramp finishes, present some oscillations. When analyzing both graphs in Fig. 3.15
together, it is interesting to see how the VSM with voltage and current controllers
provides a large injection of active power during the ramp but does not suffer os-
cillations once the frequency is stabilized again, which is not the behavior of the
other two VSMs. This is due to the way in which the damping is calculated. In the
case with voltage and current controllers, the frequency deviation is calculated with
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(b) Virtual rotor speed.
Fig. 3.15. Power converter response to a grid frequency ramp.
respect to the frequency of the grid, detected by a PLL, so the effect of the damp-
ing term fades away as the virtual speed converges to the grid frequency value. In
the other two cases, the deviation is calculated with respect to the rated frequency,
which results in larger damping torque values and relative variations; this affects
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the virtual machine to a greater extent, and this more aggressive action brings a re-
sponse with more oscillations. Furthermore, the SPC damping is larger than for the
VSM with direct modulation, which results in larger amplitude oscillations at the
beginning of the transient, and a faster reduction of this amplitude.
3.3.2.3 Behavior during faults
The controllers based on an electromotive force source will have a response similar
to synchronous machines, supporting the grid voltage, increasing their current in-
jection, and accelerating as a result of the active power balance, and will present a
similar oscillating behavior after the fault is cleared, depending on their damping.
Nevertheless, it must be noted that power converters based on power electronics
cannot reach the same short-circuit current levels as conventional electromechanical
synchronous machines and thus the injected current must be limited before an unin-
tended trip occurs. As in the previous case, the converters using a virtual impedance
or admittance have an additional design parameter to constrain the current values
during a fault. On the other hand, virtual synchronous machines can avoid some
of the problems that affect their conventional counterparts, and their speed can be
limited, since it is not linked to any physical magnitude.
The solutions that emulate the response of conventional generators only through
their power reference rely on their inner controllers and must incorporate conven-
tional low-voltage ride-through schemes.
The response of the 100 kW converter to grid faults has also been studied in
simulation, and Fig. 3.16 and 3.17 show the results obtained when this converter
suffers a voltage sag. In this event, the converter is initially injecting 0.4 p.u. active
power and 0.6 p.u. reactive power, and the voltage is initially 1 p.u. At t = 1 s, it
starts decreasing, reaching a minimum value equal to 0.2 p.u. in 60 ms; it remains at
this level for 140 ms; and finally it recovers in 100 ms, so that the voltage is back at
its rated value at t = 1.3 s.
The active and reactive power injected by the converter are shown in Fig. 3.16.
During the sag, the active power output of the converter, which can be seen in
Fig. 3.16a, is constrained by the low voltage, and all the controllers reduce this
magnitude. After the voltage recovery, however, there are important differences
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Fig. 3.16. Power converter response to a grid voltage sag.
among controllers. The classical droop and inertia emulation controllers, based on
conventional control loops, reach back their initial operation point soon and with-
out oscillations; whereas the other controllers exhibit an oscillating behavior, as a
synchronous machine would. The SPC presents a moderate overshoot and very well
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Fig. 3.17. Power converter current during a grid voltage sag.
damped oscillations, and the VSM with direct modulation has a slightly larger over-
shoot and longer oscillations. The remaining controllers, which employ cascaded
voltage and current controllers, give rise to larger overshoot and oscillation ampli-
tude. In fact, the VSM with voltage and current controllers reacts to the voltage
recovery by injecting the maximum allowed power, then suffers a large swing that
results in absorbing the maximum allowed power, and finally goes back to the initial
active power injection with better damping. In the case of the droop controller, the
severity of the swing results in a loss of synchronism, and a pulsating active power
injection that should be avoided through the disconnection of the converter.
The reactive power injected by the converter is shown in Fig. 3.16b. In this
case, the controllers behave differently, not only after the voltage recovery, but also
during the sag. The classical droop and inertia emulation controllers absorb reactive
power when the voltage is low, which further pushes the voltage down, thus having
a detrimental effect on the system performance. On the other hand, the VSM with
direct modulation injects a large amount of reactive power, which might require
extremely large currents and be harmful for the converter. The other controllers
reduce their reactive power injection slightly with respect to the pre-fault level, and
the SPC is able to maintain it almost constant. After the recovery, the VSM with
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voltage and current controllers does a large reactive power injection when the active
power magnitude is low, exploiting its full power capability; whereas the droop
controller injects a large amount of reactive power in a pulsating way due to the loss
of synchronism.
Finally, Fig. 3.17 presents the evolution of the magnitude of the current injected
by the converter with each controller. During the sag, the controllers based on con-
ventional control systems maintain their current injection around its initial value,
does not contributing to support the grid voltage; whereas the other controllers in-
ject large amounts of current. Indeed, the droop controller, the VSM with voltage
and current controllers, and the SPC inject the maximum current that the converter
can withstand during transients, around 1.25 p.u., because the current magnitude is
limited by the control system. However, the VSM with direct modulation, which
lacks a current limitation, induces a current injection of more than 1.6 p.u. during
the sag, which cannot be withstood by the converter and would activate overcurrent
protections. After the sag, the SPC smoothly recovers the initial current injection
level, with well damped oscillations; whereas the VSM with voltage and current
controllers remains at the maximum current magnitude for almost 1 s, and then sud-
denly recovers the initial value with a large swing and a relatively well damped
oscillation. The VSM with direct modulation recovers its initial value with signifi-
cant oscillations, and the droop controller current remains at a high level even after
synchronism is lost.
3.3.3 Ability to maintain a grid
The ability of these controllers to form a grid, or to keep it in stable operation af-
ter its disconnection from a larger system, also depends on whether they employ a
voltage source model or not. In this way, the controllers described in Sections 3.2.2
and 3.2.4 to 3.2.7 are theoretically able to energize their own system, since they
are able to fix a given voltage. This is not the case, however, of the controllers de-
scribed in Sections 3.2.1 and 3.2.3, which require an external voltage source to oper-




A power converter controller must take into account the limited capability of the
power electronics switches to handle large currents. Although, in a properly de-
signed power conversion system, overcurrent protections would open the circuit
before the converter suffers any damage, it is usually required that the converter
remains connected for a minimal period of time. To avoid an undesired trip, the
converter controller must limit the injected current so that it does not exceed the
permissible values. This can be effectively done with a fast current controller, and
properly saturating the current reference, which can be applied to most of the studied
controllers. The exceptions are found among those that consider a voltage source
whose three-phase signals are directly used as the reference of a modulation al-
gorithm, discussed in Section 3.2.5. Namely, it affects the controllers proposed
in [52, 57, 139], and, for some of them, these issues have already been identified
in [135, 138].
3.3.5 Active power limitation and dc bus control
Coordinating the active power injected by the converter and generated by the pri-
mary source connected to the dc bus is critical in practical applications. Despite the
performance of the studied controllers is only demonstrated for a power conversion
system connected to a dc voltage source or a storage system in most of the papers
presenting them, it is possible to analyze how the design of each controller could
affect the control of the actual amount of active power being injected or the dc bus
voltage.
The controllers emulating inertia or a droop response through the active power
reference of the converter are limited only by the speed of the inner controllers
and the final active power reference can be limited or affected by the dc voltage
controller directly, so it is possible to assume that the active power injection can be
controlled instantaneously. This changes for the other controllers, which introduce
additional dynamics. In the case of the converter droop control in Section 3.2.2, the
dynamics are those of a first-order system and it is possible to determine a bound
for the active power variations given the frequency deviation.
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However, the controllers that model a virtual synchronous machine in Sec-
tions 3.2.4 to 3.2.7 have more complex dynamics, with a possibly oscillatory sec-
ond-order response, plus the derivative effect due to the inertia. Thus, the transient
power injection depends on the parameter choice and the magnitude of the grid
event. One approach to limit this injection is to determine a value of H that ensures
that the active power remains within the allowed limits for any admissible frequency
deviation. Alternatively, the selection of H can follow different criteria that take into
account the stability of the system, but a fast dc voltage controller should override
the orders of the virtual synchronous machine when the dc voltage is out of its safe
range.
The steady-state active power injection, which can depend on the frequency de-
viation, or may be limited by variations in the primary source, is easier to control,
but still not straightforward in all cases. It can be directly limited when the machine
response effect is achieved through the active power reference, or when the damping
is calculated with respect to the grid frequency as in the VSG with direct modulation
or the main VSM with cascaded voltage and current controllers. In the other cases,
the damping generates an intrinsic droop that must be taken into account, for which
it is necessary to feed back the value of the frequency. The generalized SPC pre-
sented in [127] includes an interesting particular case where the active power error
is processed by a proportional-integral controller determining the emulated inertia
and damping, while an external droop can perform the steady-state contribution to
frequency regulation. In this way, the resulting active power reference can be limited
to effectively limit the steady-state injection of active power without an additional
feedback branch.
3.3.6 Distortion and imbalances
One of the objectives of the controller of a power conversion system may be to
control the generation of distorted or unbalanced voltages or currents. In some ap-
plications, it may be required that the converter injects purely sinusoidal currents
into the grid, whereas in other cases it might be interesting to inject certain har-
monics to mitigate the impact of local loads on the power quality of a wider grid,
participating as an active filter. However, this aspect has not been studied deeply
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when different models of virtual synchronous machines have been proposed.
In the case of the controllers analyzed in Sections 3.2.1 and 3.2.3, the perfor-
mance of the power conversion system regarding distortion and imbalances depends
on the inner controllers employed. This is not the case of the other controllers stud-
ied, whose model is a voltage source. Without auxiliary controllers, the injected
current will simply be the result of the interaction of the electromotive force of
the virtual synchronous generator with the grid voltage, affected by the connection
impedance. In [136], a virtual synchronous machine controller based on direct mod-
ulation is enhanced with additional proportional-resonant current controllers tuned
for different frequencies that ensure the corresponding current injection is zero. In
some cases, the virtual impedance has been designed to reject harmonic currents,
reproducing the effect of a large inductor. However, these solutions are not flexible,
and they do not allow the operation of the converter as an active filter that injects har-
monic currents for local nonlinear loads. The virtual admittance approach, together
with selective filtering of the grid voltage, is exploited in [66] to allow different
types of interaction for different harmonics and sequences, using separate admit-
tances and current controllers for each frequency of interest. Theoretically, a similar
idea could be applied with virtual impedances, but it would not be as effective to
totally cancel the injection of a particular harmonic, since that would require the use
of large impedance values, which could be an issue for the controller, instead of a
zero admittance.
The main characteristics of each controller regarding the aspects compared in
this section are summarized in Table 3.3.
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(3.2.5) protections with f feedback
VSG direct PWM Used for Depends on current
Yes No Steady-state
(3.2.5) damping protections
Cascaded V&I Used for Constrained by
Yes Yes Steady-state






(3.2.7) limited current with f feedback
Chapter
4.
Models of photovoltaic power plants
using synchronous power controllers
T he power plant models used in the analyses carried out in this thesis arepresented in this chapter. The detailed model of an actual PV plant is devel-oped, and a method to obtain equivalent models of different groups of con-
verters using the SPC is derived. Finally, different equivalent models are obtained
and compared with the original model in terms of both accuracy and computation
effort. This chapter extends and improves the work in the MSc thesis D. Remon,
“Model of a distributed PV plant for power system stability analysis,” University of
Seville, 2015, considering the model of the resource and dc side, and new versions
of the controllers. It includes the work presented in D. Remon, A. M. Cantarellas,
and P. Rodriguez, “Equivalent model of large-scale synchronous photovoltaic power
plants,” IEEE Transactions on Industry Applications, vol. 52, no. 6, pp. 5029–5040,
Nov.–Dec. 2016.
4.1 Reference PV plant
The PV plant model employed in the analyses carried out in this thesis is based
on an actual 100 MW photovoltaic power plant connected to the power system of
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Fig. 4.1. Simplified diagram of the PV power plant.
northern Chile (Sistema Interconectado del Norte Grande, SING).
The PV power plant is connected to a 50 Hz, 220 kV grid. It is formed by
100 power conversion units whose rated voltage and power are, respectively, 365 V
and 1 MW. These converters are connected to the power system through an internal
33 kV network and a 33/220 kV, 110 MVA transformer. The connection of the power
converters to the internal network is done through 50 three-winding transformers
that allow the connection of two power converters to two equal 365 V, 1.15 MVA
terminals.
As shown in Fig. 4.1, the internal network is formed by 5 rings, each of them
connecting approximately 20 conversion units. The cable distance between trans-
formers is approximately 300 m, and rings 1 and 2, which are located further from
the plant substation, are connected through additional 1700 m overhead lines.
The plant is controlled in two levels defined by a central plant controller and
100 station controllers, each of them controlling one power converter independently
from the others. The behavior of each of these control levels is assumed to be as
follows.
The central plant controller sends a global active power reference to all the sta-
tion controllers, which react to this reference taking into account their own partici-
pation coefficient. This plant controller is also in charge of regulating the voltage at
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the Point Of Interconnection (POI) of the plant. This is achieved through a global
reactive power reference sent to all the station controllers, also shared by means of
different participation coefficients. In addition to the active and reactive power sig-
nals, the plant controller sends the value of the frequency measured at the point of
interconnection to all the station controllers.
On the other hand, each station controller determines the dynamics of its associ-
ated power converter. The plant model will consider that the power converters will
be able to respond both to a conventional PV converter controller and to the SPC
discussed in Sections 2.2.2 and 3.2.7, allowing the plant operator to choose between
them depending on the desired power plant performance.
The following sections present the model developed taking into account the
characteristics of this PV plant, and including a more general control structure and
additional types of primary power sources. The objective of the model is to carry
out power flow, dynamic, and transient stability analyses, under the assumption of
balanced power systems. Therefore, it is implemented in DIgSILENT PowerFac-
tory® (DSPF) by means of a single-phase equivalent of the PV plant useful for both
modal analysis and RMS simulation.
4.2 PV plant static model
The definition of the PV plant static model is straightforward in DSPF. The elements
forming the PV plant can be introduced and connected graphically, describing the
single-line diagram of the plant; afterwards, it is necessary to define their character-
istics, which can be done through a type definition which can be used by multiple
elements. The following steps allow defining the electrical model of the PV plant.
First, 160 terminal elements are created, and their voltage is defined. They cor-
respond to the point of connection of the PV plant, at 220 kV; the common Medium
Voltage (MV) bus, at 33 kV; 50 other MV buses forming the different PV rings, with
8 additional MV buses at the endpoints of the four overhead lines connecting rings 1
and 2 to the common MV bus; and 100 power converter buses, with a rated voltage
of 365 V.
Secondly, line and cable elements forming the MV network, i.e., the rings and
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Table 4.1. PV plant conductor data.
Conductor R′ (Ω/km) X ′ (Ω/km) C′ (µF/km)
95 mm2 0.4096 0.1913 0.153
120 mm2 0.3238 0.1854 0.165
150 mm2 0.2637 0.1797 0.178
185 mm2 0.2099 0.1747 0.191
240 mm2 0.1600 0.1681 0.209
300 mm2 0.1280 0.1630 0.226
400 mm2 0.1009 0.1561 0.252
500 mm2 0.0774 0.1511 0.274
Overhead line 0.2087 0.2940 0.018
Table 4.2. PV plant transformer data.
Parameter Plant transformer Converter transformer
High voltage 220 kV 33 kV
Low voltage 33 kV 365 V
Rated power 110 MVA 1.15 MVA
Short-circuit impedance 12.5% 6.2%
Copper losses 0.3% 0.8%
their connection to the common MV bus, are connected, each one linking a pair
of 33 kV terminals. The definition of each element requires setting its length and
choosing a line type that defines its impedance. The types employed are summarized
in Table 4.1.
Thirdly, a two-winding transformer is defined to connect the plant POI and the
common MV bus, and 50 three-winding transformers are created, connecting each
intermediate bus within a ring with two 365 V terminals. Their characteristics are in-
troduced through the transformer type, following the data summarized in Table 4.2.
Fourthly, 100 static generator elements, which correspond to power converters,
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are created and connected, each one to a different 365 V terminal. A rated power
of 1 MW and power factor of 1 are defined, so DSPF employs an internal apparent
power base of 1 MVA. The actual active and reactive power operational limits are
defined in the load flow tab of the element definition.
Lastly, it is necessary to define the initial operating point of the plant. In this
case, this supposes setting the active power initially injected by each static generator,
and creating a steady-state voltage controller that defines which voltage is controlled
and how much each converter participates.
4.3 PV plant dynamic model
The dynamic model of the PV plant considers both the devices forming the power
plant and the different controllers ensuring a correct operation of each device and the
whole power plant, focusing on the interactions that affect power system stability in
a range of 10 s to 1 min. Furthermore, it assumes that magnetic saturation effects
of inductors and transformers are negligible, so the internal network is formed by
passive elements represented by constant impedances; whereas the power converter
dynamics are fast enough to model these devices as current sources whose current
follows the given reference, only modified by a first-order lag representing the time
delay introduced by the current control loop. Therefore, the main modeling require-
ments concern the power converter controllers, other controllers in the plant, and the
power converter dc side and primary resource dynamics.
The PV plant control structure considers a more general configuration with three
layers, including an additional level between the plant and station controllers. The
top layer is the central plant controller that handles active and reactive power ref-
erences, and controls the voltage at the POI. The middle layer is formed by cluster
controllers, each one in charge of a group of different power converters. For this PV
plant, five clusters are defined, each one corresponding to one of the rings forming
the MV internal plant network. Lastly, the bottom layer consists of the individual
power converter control system defining the dynamics of each generating unit.
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4.3.1 Plant level
The plant controller ensures that the plant follows a given active power reference,
and regulates the voltage at its POI. Alternatively, the reactive power injected by the
power plant can be controlled instead of the voltage. For this purpose, this controller
measures the voltage and the active and reactive power injected by the PV plant at
the POI, and sends active and reactive power reference signals to the control layers
below. Additionally, it sends frequency and voltage references for local regulation,
and parameters that define the response of the power converters in the power plant
that are common to all the generating units in the plant.
In DSPF, the plant controller is described by a composite model employing sev-
eral common models, and interacting with subordinated composite models. Each
composite model is described by a frame, where the interaction between different
blocks are indicated; whereas each common model is defined by a block definition
that includes a set of differential and algebraic equations reproducing the dynamics
of the modeled element.
4.3.1.1 Control frame
The control frame describing the relations among blocks in the plant control level is
depicted in Fig. 4.2. It contains two main blocks, “References” and “Parameters”,
25 subsystem blocks, and ancillary blocks to obtain the voltage, active power, and
reactive power measurements. The frame is defined in such a way that the plant
controller can receive references and parameters from a higher control layer, and
it sends references and parameters to its subsystems, using a compatible format
for both connections. This feature allows employing the same frame for different
control levels; in particular, the plant and the cluster level.
Furthermore, in order to enable the use of this frame both at the plant and the
cluster level, it allows calculating the total active and reactive power at a given
point when it flows through one or two elements like a line or a transformer, and a
sufficient number of subsystems is considered for both applications. In case more
current measurements or subsystems should be considered, the frame could easily
be updated.
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Fig. 4.2. Plant and cluster level control frame.
At the plant control level, the voltage is measured at the POI, and only one
current measurement is employed, monitoring the current flowing through the high-
voltage side of the plant transformer. With respect to the subsystems, they corre-
spond to the cluster level, and thus only five blocks are used.
4.3.1.2 References
The reference block sends active and reactive power reference signals, and fre-
quency and voltage references for local regulation to subsystems. The model as-
sumes that the plant controller sends a common signal to all the subsystems down-
stream, and each of them reacts accordingly. For compatibility between the plant
and the cluster levels, an analogous set of signals can be received from an upstream
layer, or introduced in the common model as DSPF parameters.
Therefore, the block receives three different groups of signals:
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• A set of references from an upstream layer, consisting of active power, reac-
tive power, frequency reference for regulation, voltage reference for regula-
tion.
• Voltage, active power, and reactive power measurements.
• Parameters set by the parameter block, including the base voltage and appar-
ent power, the active and reactive power limits, and gains and time constants
of controllers.
On the other hand, it produces four output signals: active power, reactive power,
frequency, and voltage reference, matching the format of the group of signals re-
ceived from upstream layers. And it considers five DSPF parameters, which also
correspond to the references optionally received from higher control levels, with an
additional parameter setting the plant voltage reference.
Internally, the block employs the per-unit system corresponding to the plant
control level. However, the input and output signals that carry power magnitudes
are converted to MVA, so each controller can easily employ its own power base.
In general, in this block, the output signals are generated in different ways de-
pending on whether references are received from a higher control layer or not. For








That is to say, if an active power reference is received, it is directly transmitted;
when no signals are received from a higher control layer, the corresponding DSPF
parameter is used instead. The latter is the case of the plant level, whereas the
former corresponds to the cluster level. The frequency and voltage references for
local regulation are handled in the same way as the active power reference. However,
in the case of the reactive power reference, the output is calculated in a different way
when no reference is received, i.e., at the plant level. Thus, it is possible to define
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Here, Qre fcontrol requires a more complex calculation process, optionally involving





param−V if V re fparam is active
0 otherwise






And then it is used to determine a proportional control action so different power
plants can contribute to the control of the voltage at the same point. This modifies
the plant reactive power reference set as a DSPF parameter (note that ∆Vf ilt = 0
when voltage control is disabled):











The resulting value is the reactive power to be injected by the plant at the POI,
and takes into account the PV plant capability at this point. The correct tracking
of this reference is enforced by a PI controller, which generates a common reactive
power reference signal indicating power converters to adapt their injection, and is
limited taken into account the capability of the power converters at their point of
connection:
∆Q = Qre fplant −Q






The calculation of the initial state of the system for simulations or modal analy-
sis requires special attention in DSPF. It uses the results of the system power flow,
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but each dynamic model must also be initialized, giving values to its input and out-
put signals, and its state variables.
For this block, the initial state is calculated taking into account that errors are
initially zero, assuming the analysis starts from a steady state. When references
are received from higher control layers, they are transmitted unmodified. Other-
wise, the output active and reactive power reference signals are also made equal
to zero, so they represent variations with respect to the initial operating point, and
the frequency and voltage regulation references are initialized considering the cor-
responding DSPF parameters.
In the latter case, the initial values of the DSPF parameters setting the plant
active power, reactive power, and voltage references are ignored, and each of them is
taken into account only once it changes during a simulation. Before this happens, the
plant active power reference (variation) is equal to zero, whereas the plant reactive
power and voltage references are made equal to the values measured in the initial
conditions. The value of each of these parameters is only taken into account once it
is modified during the simulation.
4.3.1.3 Power calculation
The power calculation block generates the active and reactive power measurements
employed by the reference block. It is based on a simple definition that considers
a voltage measurement and one or two current measurements, and determines the
apparent power as the product of the voltage and total current phasors.
Current measurements in DSPF have a given sign depending on whether the
branch where the measurement is taken corresponds to a generator, or a load or
passive element. Therefore, this block includes a DSPF parameter for each current
measurement in order to adapt the sign of the measurement to the application.
At the plant level, the voltage measurement monitors the voltage of the bus
where the PV plant is connected, and only one current measurement is used. This
current measurement is located at the same bus, connected to the high-voltage side
of the PV plant transformer. The measurement sign is corrected so the calculated
active and reactive power are positive when the plant injects them into the grid.
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4.3.1.4 Parameters
The parameter block provides values to the reference block connected at the same
control level, and generates the parameter signals to be sent downstream and em-
ployed by power converters.
The parameters for the reference block are set only through DSPF parameters
of the parameter block, and include the base voltage and apparent power, the ac-
tive and reactive power limits, and gains and time constants of controllers. On the
other hand, the parameters that are sent downstream can be received or also set as
DSPF parameters. In order to handle them correctly, flag values are used. If the
received signal is equal to the flag, the DSPF parameter is used instead; otherwise,
the received signal is directly transmitted.
The parameters sent downstream are of different kinds:
• Converter characteristics, including base and rated voltage and power.
• Frequency and voltage regulation, with droop slopes, deadbands, and filter
time constants.
• Active and reactive power controller data, including gains and limits.
• Dc side characteristics and dc voltage controller parameters.
• Resource data, like rated power, irradiance, temperature, storage capacity, or
initial state of charge among others. Each resource will process only those
that are relevant.
At the plant level, the parameters employed by the plant reference block are defined,
like a base power of 100 MVA. Additionally, most parameters of stations, which are
common to all of them, are defined at this level. This include the converter charac-
teristics, their participation in frequency and voltage, and the control and resource
parameters that are equal for all of them. When different control parameters, types
of resource, or resource conditions are considered, the corresponding parameters are
given flag values and set by lower control layers.
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4.3.2 Cluster level
The cluster level transmits the references set by the plant level, and allows setting
different parameters for its associated group of converters. Thus, it receives active
and reactive power references, frequency and voltage references for regulation, and
converter parameters set at the plant level, and sends these references and converter
parameters, which may include additional data, to the converters that belong in that
cluster.
In DSPF, the cluster control level is also described by a composite model em-
ploying different common models. The design of the PV plant model discussed
here allows using the same frame as in the plant level, shown in Fig. 4.2, and also
the same block definitions. However, the behavior of the blocks is adapted to the
cluster level.
First, the reference block barely transmits the received signals to the converter
level, without modifying them. Nonetheless, it receives voltage and power measure-
ments taken at the cluster level, which can be used for monitoring purposes. In case
clusters were allowed to behave independently, with respect to active or reactive
power control, a flag value could be set at the plant level, and each cluster reference
block could assume the same role as the plant controller.
Secondly, the power calculation block employs the voltage measured at the MV
common bus, where the transformer MV side, and all five PV rings are connected. In
this case, each cluster employs two current measurements, located at this common
bus, but each one monitoring one of the lines that connect the ring to this common
bus. The power calculation block adapts their sign and sums both signals to obtain
the total current and, thus, the total active and reactive power reaching the common
MV bus.
Lastly, the parameter block defines the cluster reference block parameters, which
are not relevant when the cluster follows the plant references, but also the converter
parameters that are specific for that particular cluster. For instance, different clusters
may take different responsibility in frequency regulation, inertia emulation, or re-
active power control, or they might be composed of converters employing different
resources, as would be the case if storage were included in the plant.
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4.3.3 Converter level
The converter level processes the references and parameters received from higher
levels in order to determine the current reference of a power converter. For this
purpose, it also takes into account measurements of the ac grid, and the state of
the converter dc side and its associated resource. The dynamic model developed in
DSPF integrates the model of the power converter, and its connection to the grid, in
this level. Namely, the power converter is represented by a current source, whose
current follows the calculated reference modified by a first-order lag representing
the delay of the current loop.
Once again, each converter controller is represented by a composite model in-
volving different common models. The control frame describing the converter level
composite model, and thus the interactions among blocks in this level, differs from
the one used at the plant and cluster levels, and is shown in Fig. 4.3. In this case,
several blocks are defined. The reference and parameter blocks receive the signals
set by the plant and cluster levels, process these signals, and provide them for the
central block, called “SPC”, which corresponds to the converter controller and cur-
rent loop model. This block also interacts with the resource, whose characteristics
are described by parameters set by the parameter block, exchanging the active power
measurement and a control signal to correct the state of the dc side. And it gener-
ates the signals that a DSPF “Static generator” device reads to reproduce the current
source modeling the converter.
In addition to these blocks, several measurements are considered. A voltage
measurement provides the voltage phasor at the point of connection of the converter,
and the frequency of the bus that determines the angle reference for the phasors em-
ployed by DSPF. Two optional measurements for regulation are provided, one of
them is a voltage magnitude, and the other one is the frequency detected by a PLL.
These two measurements can be taken at the converter point of connection or at a
different point, like the common MV bus, or the plant POI, and then transmitted to
the converter control level; furthermore, they can be replaced by other signals gen-
erated by the converter controller itself, like the virtual frequency generated by the
SPC. Lastly, a current measurement is included to provide the converter controller
with the initial current measurement and allow its initialization.
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Fig. 4.3. Converter level control frame.
The need for this additional measurement is due to the particular configuration
of the initialization process, which does not allow obtaining this measurement from
the static generator. In fact, an additional connection between the converter con-
troller and the reference block is included to allow a correct initialization of the
reactive power reference for certain configurations of the reactive power reference
generation system.
4.3.3.1 References
At the converter level, the reference block updates the converter active and reac-
tive power reference taking into account the signals received, and transmits the fre-
quency and voltage reference employed for regulation. The power references are
received in MVA, and converted to p.u., so all the blocks in this level use a local
per-unit system.
The reference block receives parameters indicating the participation of the as-
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sociated converter in the active and reactive power control of the PV plant. Addi-
tionally, it may receive additional parameters if more complex control strategies are
defined.
The active and reactive power references generated by this block are given by:
Pre f = Pre f 0 + cP P
re f
input
Qre f = Qre f 0 + cQ Q
re f
input
Pre f 0 and Qre f 0 are the active and reactive power injected by the power con-
verter in the initial operating point, which are provided by the converter controller;
whereas Pre finput and Q
re f
input are the reference variations received from higher levels.
The coefficients cP and cQ indicate the participation of this converter in the plant ac-
tive and reactive power control. They can be set as parameters or, when a flag value
is set, calculated taking into account its participation in the initial plant conditions.
4.3.3.2 Synchronous power controller
The SPC block in the converter frame corresponds to the power converter controller.
Given the fact that the main purpose of the analysis is to study the behavior of PV
plants using the synchronous power controller, the frame is designed to embed the
SPC, but other types of controllers can be connected to the same frame.
The objective of this block is to generate the signals used by the DSPF static
generator. This element requires a current signal in the dq frame, and the cosine
and sine of the angle that relates this frame with the phasor reference. Alternatively,
the real and imaginary part of the current phasor can be directly provided, setting
the cosine and sine equal to one and zero, respectively. Furthermore, DSPF may
introduce the static generator directly as a current source, or as a voltage source,
which may be interesting from a numerical point of view. Two additional signals,
corresponding to the real and imaginary part of the voltage phasor are thus also
considered, so it is possible to choose between both models.
The synchronous power controller block definition can be divided in different
sections, corresponding to frequency and voltage regulation, active and reactive
power control, the virtual admittance, or the converter model. These are explained
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in the following.
Frequency regulation is performed following a droop curve. The first step is to
calculate the frequency deviation:
∆ f = f re f − f
The resulting error signal can be optionally filtered to avoid interactions between
the droop response and the inertial response of the synchronous power controller
which may reduce its damping:
d∆ f f ilt
dt
=
∆ f −∆ f f ilt
Tf
With the resulting signal, a modified active power reference is determined, mod-
ifying the active power reference received from the reference block, Pre finput internally,
in an amount proportional to the frequency deviation. The droop response may con-
sider a deadband, and an asymmetric response to overfrequencies and underfrequen-
cies, both in terms of deadband and droop slope. In this way, PV converters are able
to operate at their maximum power point and participate in regulation only when





∆ f f ilt−δ upf
Rupf




∆ f f ilt+δ downf
Rdownf
if ∆ f f ilt <−δ downf
Pre finput otherwise
(4.1)
Taking into account the fact that the steady-state gain of the active power loop
introduces an intrinsic droop when the equilibrium frequency is not equal to its
rated value, the droop coefficients Rupf and R
down
f should be modified to achieve the
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where k is the active power controller gain.
Voltage regulation is carried out analogously, modifying the reactive power ref-
erence with the voltage error. In the case of voltage, since the reactive power con-
troller performs an integral action, no correction of the droop coefficient is consid-
ered.
After applying the droop, the active power reference is limited, taking into ac-
count the power conversion system capabilities in steady state. In the case of a PV
converter, this means considering, not only the converter ratings, but also the max-
imum power point of the PV system in the actual conditions, and its inability to
absorb power. Limiting the reference is straightforward for the rated frequency, and
must take into account the active power controller gain when there is a frequency
deviation because the steady-state active power injection for a given steady-state
frequency deviation would be




Finally, the reference is modified by adding the control signal sent by the re-
source and dc voltage controller Pre fdc , which adapts the amount of power exchanged
by the converter and the grid in order to keep the dc voltage within its desired range.
However, the inertia introduced by the SPC may render the active power loop too
slow to control the dc voltage correctly. Therefore, this additional control signal is
also fed forward as an angle variation that immediately modifies the injected active
power. For that purpose, the signal is processed by a high-pass filter that removes
the contribution of the feed-forward branch in steady state:





= ω f f ∆Pf ilt
And the corresponding angle variation is calculated through an approximation
of the relation between generated power and phase-angle difference, taking into
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account the virtual reactance introduced by the SPC:
θ f f = X ∆Pf ilt
In the original implementation of the SPC, the active power controller takes the








where H is the inertia constant, X is the virtual reactance, ζ is the desired damping
coefficient, and ωg is the base grid frequency in rad/s.
The active power error is calculated as ∆P = Pre f −P, and may also include
additional signals to limit the angle lead or lag of the controller with respect to the
grid. The resulting signal is filtered to obtain the frequency increment with respect
to the initial value, which is then added to obtain the absolute frequency:
d finc
dt
= ωc (k ∆P− finc) ∈
[





f = f0 + finc
This value can be converted to rad/s using the base grid frequency, and integrated
to obtain the absolute angle of the virtual machine. The corresponding phasor phase-




= ωg ( f − fsyst)
On the other hand, the reactive power controller applies a proportional-integral
action to the reactive power error ∆Q = Qre f −Q to obtain the magnitude of the
electromotive force:
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The resulting magnitude and angle define a voltage phasor. The electrical model
embedded by the SPC considers that this voltage is applied behind a virtual ad-
mittance that is connected to the grid at the point of connection of the converter.
Therefore, the current reference is obtained as:
I re f =
E (cos(θ +θ f f )+ j sin(θ +θ f f ))−V
R+ j f X
where R is the virtual resistance, and the reactance at the actual frequency is given
by the product of this frequency and the virtual reactance at the rated frequency.
This reference is then saturated, taking into account the maximum transient cur-
rent capability of the converter. The saturation modifies the current reference mag-
nitude, thus not giving priority to active nor reactive power:
I re fsat =
I re f I
max
I re f if I
re f > I max
I re f otherwise
And the components of the saturated reference I re fsat = i
re f
r + j i
re f
i are filtered to









ire fi − iconvi
Tconv
The resulting converter current components I conv = iconvr + j i
conv
i are thus sent
to the DSPF static generator. Additionally, in case the static generator is chosen to
work as a voltage source behind an impedance Rs + j Xs, the voltage that results in
the desired current injection is given by:
U s =V +(Rs +Xs)I
conv
Besides the equations describing the dynamics of the model, the block definition
monitors the grid voltage and generates a warning signal when it is below certain
threshold, and processes tripping signals due to overcurrents, or dc voltage excur-
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sions out of its safe operation range.
The initialization of the block takes a bottom-up approach. The initial current
measurement determines the initial current value, and the voltage drop through the
virtual admittance, which is then used to calculate the electromotive force magnitude
and angle. Furthermore, the active and reactive power measurements are used to
determine the initial references, assuming that the error of the controllers is initially
zero.
Synchronous power controller with PI active power controller
The alternative implementation of the SPC considering a PI controller in the active
power loop has also been developed in DSPF. The block definition is very similar to
the original one, with only a few changes that are explained here.
First, the active power controller is modified to include the PI controller. How-
ever, this only requires defining a new parameter ωz instead of the low-pass filter
gain and cut-off frequency, and replacing the equation defining the frequency incre-























Secondly, as a direct consequence of the utilization of a PI controller, the active
power injected by the converter in steady state follows its reference regardless of
the frequency deviation. Therefore, the frequency droop coefficient and the active
power reference saturation do not require any corrections related to the active power
loop gain.
Lastly, the PI controller introduces a zero that results in a larger overshoot of the
response to an active power reference step. This zero can be canceled with a filter
applied to the active power reference input Pre finput , which would then be replaced by









4.3 PV plant dynamic model 131
4.3.3.3 Conventional controller
In order to compare the performance of the PV plant using the SPC with the results
that would be obtained with a conventional power converter controller, an additional
block definition is considered, where the converter control is based on voltage ori-
ented control in open loop.
The main differences with respect to the SPC affect the active and reactive power
controllers, which are replaced by a simple calculation of the reference current:





Furthermore, since this loop introduces no additional delay, the dc voltage con-
trol signal is applied only to the active power reference and does not require a feed-
forward branch.
Other sections of the block definition, like the frequency and voltage droop, and
the current saturation and converter model, are not modified. Regarding the fre-
quency droop it is worth noting that the conventional controller does not require any
modification of the droop slope, nor any active power reference filter; likewise, the
active power saturation does not have to take into account any steady-state deviation
induced by the active power controller.
4.3.3.4 Parameters
The parameter block processes the information received from higher control levels,
and the values set as DSPF parameters for each converter parameter block. As in the
case of the plant and cluster levels, those parameters that are received from upstream
are directly used; otherwise, if a flag value is received, the DSPF parameters are
applied.
The converter parameters can be classified in several groups. One group de-
fines the behavior of the converter reference block; other groups define different
aspects of the converter controller, like its operating limits, the frequency and volt-
age droops, the active and reactive power controller, or the virtual admittance; and
two other groups describe the converter dc side and its control, and the resource.
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4.3.4 Resource models
The resource model introduces the dynamics of the converter dc side and its power
source. In the case of the PV plant, this is the PV system connected to each con-
verter. However, in order to have a sufficiently general plant model, simple models
of storage systems like a supercapacitor or a battery have also been developed.
In DSPF, the resource block receives the active power injected by the converter
as an input, includes the converter dc side model, and, taking into account the dc
voltage, determines the active power produced by the resource. The following sec-
tions describe the different resource models that have been considered.
4.3.4.1 Photovoltaic system
The converters are operated in such a way that they work in the stable part of the PV
characteristics, i.e., in the voltage range between the maximum power point voltage
and the open-circuit voltage. The model assumes that the PV system is correctly
protected with diodes that prevent active power being absorbed by the PV modules.
Taking into account both the PV characteristics and the converter operation
range, a valid dc voltage range is defined. Within its boundaries, the power converter
is allowed to inject the active power determined by the controller that determines its
interaction with the ac grid. However, if the voltage reaches one of the limits, a
PI controller is activated, and its output is sent to the converter controller as a dc
voltage control signal.
In addition to the signals exchanged with the converter controller, this resource
block receives signals from the parameter block. One group of parameters defines
the dc side capacitor, voltage limits, and controller gains; whereas the other group
determines the PV curve taking into account the solar irradiance and the tempera-
ture. Furthermore, a DSPF parameter is used to introduce the converter losses.
The dc voltage controller observes the dc voltage deviation with respect to the
maximum and minimum allowed voltage. Respectively, they correspond to the ac-
tive power margin with respect to its lower and upper bounds. The resulting error
signals,
ePl = vdc− vmaxdc (4.3)
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ePu = vdc− vmindc , (4.4)
are processed by independent PI controllers, which are limited so that they generate
a control signal only when the voltage is outside the desired range:
∆Pl = kpl ePl + kil
∫
ePl ∈ [0,Slim]
∆Pu = kpu ePu + kiu
∫
ePu ∈ [−Slim,0]
The total control signal is obtained as the sum of both PI output signals, which
cannot be different from zero simultaneously:
Pre fdc = ∆Pl +∆Pu
The model of the physical dc link of each converter considers the power balance
affecting its capacitor voltage. In this power balance, the converter losses can be






Besides the dc voltage limits for control, two operational limits are considered.
If the dc voltage reaches any of them, a trip signal is activated.
Finally, the PV model is described by an approximation of the two-diode model
proposed in [82], which allows a direct computation of the current injected by the










where Isc is the PV system short-circuit current for the rated irradiance, AT and BT
are temperature-dependent coefficients, and wI is a weighting factor used to correct
the open-circuit voltage given by the approximated PV curve. In addition, the effect
of a diode blocking reverse currents is considered, so Pin is constrained to be Pin ≥ 0.
The initialization of the model considers the controller states are zero, and deter-
mines the dc voltage as a function of the injected active power, taking into account
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the PV characteristics.
Photovoltaic system with maximum power point tracking
The dc voltage controller can be adapted to track the maximum power point of the
PV system. The necessary changes affect the way in which the dc voltage error is
calculated in (4.4), i.e., in undervoltage conditions. Thus, the lower dc voltage limit
vmindc is replaced by the maximum power point voltage vMPP:
ePu = vdc− vMPP
The maximum power point voltage is updated whenever the resulting error is
negative, and the variation of the objective voltage is positive or negative depending
on the relation between active power and dc voltage variations:
xMPP =










The update of the voltage reference uses an update rate ∆vMPP, which can be








It is worth noting that a zero update rate determines a constant lower dc voltage
limit, which corresponds to the previous control implementation.
4.3.4.2 Supercapacitor
Another type of resource whose model has been considered is a supercapacitor. Its
model considers it is a large capacitor connected to the converter dc link in series
with a dc resistance, which represents losses in the supercapacitor and the cables.
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Table 4.3. Supercapacitor current and dc voltage control actions.
Event Low i High i
Low vdc - Decrease Pre f
High vdc Increase Pre f -
The dc link model is the same as in the case of the PV system, and the dc voltage
control has the same structure as in that case, but also limits the current injected to,
or extracted from, the supercapacitor.
In order to coordinate both control objectives, the relation between the current
extracted from the supercapacitor and the dc link voltage must be analyzed. For
this purpose, it is worth taking into account that a large current will be extracted
from the supercapacitor only when the dc link voltage is too low, assuming that
the large capacitance prevents significant voltage variations in the supercapacitor.
Analogously, a large current will be injected into the supercapacitor only if the dc
link voltage is too high. In each case, a modification of the active power exchanged
between the power converter and the grid mitigates the contingency. The actions to
be taken in each case are summarized in Table 4.3, where the current is considered
positive if it is extracted from the supercapacitor.
Using this, the dc voltage error signals defined in (4.3) and (4.4) are modified to
perform the current control action. The current limits, and the weight of the current
in the control signal can be set differently in each direction:
ePl = max(vdc− vmaxdc ,wic (−imaxc − i))
ePu = max
(
vdc− vmindc ,wid (imaxd − i)
)
On the other hand, the supercapacitor model considers the supercapacitor and
dc link voltages, and the resistance connecting both points in order to calculate the
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With this current, the supercapacitor voltage is updated, and the power reaching





Pin = vdc i
The initialization considers an initial State Of Charge (SOC) of the supercapac-
itor, and its corresponding voltage. With this voltage and the initial active power
injection, the dc link voltage is calculated.
4.3.4.3 Battery
The last type of resource considered is a Battery Energy Storage System (BESS).
The model employed is a simple one that assumes that the battery is working in
a linear range where the voltage varies proportionally to the state of charge of the
battery, and the electrical model of the battery is that of a real voltage source.
In this case, the control of the dc voltage must take into account the battery
SOC, and keep it within the linear operation limits. Once again, due to the fact that
the battery voltage depends on the SOC, this variable is also related to the dc link
voltage and the current extracted from the battery. For instance, a low value of the
battery SOC will result in a low battery voltage; in that case, a high dc link voltage
would charge the battery and both problems would be naturally mitigated, whereas a
low dc link voltage could further discharge the battery and would require a decrease
of the power converter active power reference. The possible situations and actions
to take are summarized in Table 4.4
This can be used to further modify equations (4.3) and (4.4) and take into ac-
count the battery SOC in the control of the dc voltage, with independent weighting
coefficients:
ePl = max(vdc− vmaxdc ,wic (−imaxc − i) ,wSOCc (SOC−SOCmax))
ePu = max
(




The battery model itself considers the dependence of the battery voltage with
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Table 4.4. Battery state of charge, current and dc voltage control actions.
Event Low SOC High SOC
Low vdc Decrease Pre f -
High vdc - Increase Pre f
Event Low SOC High SOC
Low i - Increase Pre f
High i Decrease Pre f -
the SOC:
vs = v0 + kv SOC
and determines the current extracted from the battery taking into account the voltage
of the battery and the dc link, and the total dc resistance including the internal battery




The state of charge of the battery is updated taking into account the power ex-
changed by the battery voltage source, which already takes into account the internal





And the power fed to the dc link is calculated as in the previous cases:
Pin = vdc i
Once again, the initialization considers the SOC of the battery, and its corre-
sponding voltage, which is used to determine the initial dc link voltage taking into
account the active power injected by the power converter.
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Battery with soft saturation
An alternative battery control strategy considers variable current limits as the battery





















where the current limits are modified linearly when the SOC is close to its limits:
i limc =





max−δ maxSOC < SOC < SOCmax
0 SOC ≥ SOCmax
i limd =





min < SOC < SOCmin +δ minSOC
0 SOC ≤ SOCmin
4.4 Equivalent PV plant static model
As discussed in Section 2.4.2, when analyzing large power systems with PV plants
like this, it is interesting to employ an equivalent plant model with reduced com-
plexity but enough accuracy for the analysis. Taking this into account, a method
to aggregate several power converters employing the SPC has been studied, and
different equivalent models of the PV plant have been developed and compared.
Namely, four models, with different degrees of detail, are considered. The first one
is the complete model of the plant just described, whereas the other three aggregate
some converters at the cluster and even at the plant level. These models, depicted
schematically in Fig. 4.1 and Fig. 4.4, are the following:
1. 100×1 model (Fig. 4.1): Original model of the plant, including all the con-
verters.







































Fig. 4.4. Simplified representation of the equivalent power plant models.
2. 4×20+ 20×1 model (Fig. 4.4a): Rings 1, 2, 4, and 5 are each of them repre-
sented by their cluster equivalent, consisting of one equivalent converter. Ring
3 is modeled in its original form. This model allows reducing the number of
equations without losing all the information about the individual behavior of
each station.
3. 5×20 model (Fig. 4.4b): Each ring is represented by its cluster equivalent. A
further reduction in the number of equations is achieved, keeping track of the
power injected by each cluster.
4. 1×100 model (Fig. 4.4c): The power plant is modeled by a single equivalent
converter, and its equivalent impedance also includes the plant transformer.
In these models, each cluster or plant equivalent is controlled by one equiv-
alent converter controller whose parameters are calculated in such a way that the
equivalent model reproduces the aggregate response of the groups of converters
considered. In addition to the models of the controllers of converters or equiva-
lent converters, each of these power plant models contains the model of the central
controller generating the active and reactive power reference signals, and also the
cluster controllers of clusters that are not represented by an equivalent converter.
The remaining of the chapter presents the method employed to determine the
equivalent model of a group of power converters controlled by the SPC, and the
validation of the equivalent models of the studied PV plant. In particular, this section
addresses the calculation of the equivalent static model of a group of converters,
140 4 Models of PV power plants using synchronous power controllers
which basically consists on determining the impedance behind which the equivalent
converter is connected.
Unlike more complex methods as those discussed in Section 2.4.2, the equiv-
alent impedance calculation method presented here exploits the fact that the con-
ductors inside each ring of the PV plant are relatively short, and their impedance
is significantly smaller than the MV/LV transformer impedance. Thus, a simplified
calculation method can be applied without incurring in appreciable errors.
The first step is to define the correct per unit systems that allow an easy transla-
tion from the original model to the equivalent one, and expressing the impedance of
all cables and transformers in the corresponding per unit system.
The studied PV plant involves three different voltage levels. Namely, it is con-
nected to the grid at 220 kV, its internal network operates at 33 kV, and the converters
employ 365 V. These rated values are considered the base voltage for each of these
parts of the plant. The equivalent model takes the value corresponding to the level
where it is connected. The base power considered at the converter level is 1 MVA,
and for a group of converters it will be the sum of the individual values. For in-
stance, cluster 1 will employ a base power of 20 MVA, and the PV plant will use
100 MVA, which is also a typical base value for power system analysis.
When comparing the data in Tables 4.1 and 4.2 in a common per unit system,
it is possible to observe that the shunt impedance of the cables is very large with
respect to the cable and transformer impedance, so it can be neglected. Furthermore,
the impedance of the cables, considering the total distance involved, is two orders
of magnitude smaller than the transformer impedance. Thus, a first approximation
may neglect the effect introduced by the cables, and consider all the converters being
aggregated as if they were voltage sources, with a series impedance corresponding
to their transformers, connected in parallel, like in Fig. 4.5.
The Thévenin equivalent of a group of n real voltage sources connected in par-
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Z 2 Z nZ 1
U 1 U 2 U n









Equation (4.6) expresses the fact that the Thévenin impedance is the parallel of
all the source impedances. Taking into account that they correspond to the converter
transformers, which have the same impedance, the equivalent impedance is equal to
the impedance of one transformer divided by the number of power converters being
aggregated.
The approximate equivalent impedance of a cluster can thus be obtained as the
sum of this Thévenin impedance and the parallel of the impedance of the conductors
connecting the endpoints of the ring to the substation. In case one wants to take into
account the effect of the cables forming the rings, especially in order to account
for the conduction losses, it is possible to include it in approximate way, taking
into account the current circulating through each cable in the ring. Namely, the
impedance of each conductor, multiplied by a factor that takes into account the ratio
of the current circulating through that conductor to the total current of the group of
converters in nominal conditions, can be added to the equivalent impedance.
Finally, the plant equivalent impedance is calculated taking into account that all
clusters are connected in parallel, and adding the series impedance corresponding to
the plant transformer. The results obtained for each cluster of the studied PV plant,
and for the whole plant, are given in Table 4.5 in the plant per-unit system.
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Table 4.5. Equivalent plant model. Equivalent impedance of each group of converters, in
per unit for a 100 MVA power.
Group Devices Impedance (p.u.)
Cluster 1 20 0.0615+ 0.3040 j
Cluster 2 18 0.0613+ 0.3251 j
Cluster 3 20 0.0423+ 0.2763 j
Cluster 4 20 0.0437+ 0.2785 j
Cluster 5 22 0.0388+ 0.2539 j
Plant 100 0.0128+ 0.1707 j
4.5 Equivalent PV plant dynamic model
The derivation of a dynamic equivalent model requires taking into account the be-
havior of the converters, determined by their controllers. Therefore, each equivalent
converter will be controlled by an SPC, and it is necessary to determine the values of
its defining parameters. Namely, the equivalent inertia, damping, virtual impedance,
reactive power controller gains, and droop slopes must be calculated. In order to ob-
tain an accurate model, it is necessary that the converters being aggregated have
the same virtual impedance resistance-to-reactance ratio and a coherent active and
reactive power response.
Like in the case of the static model, it is convenient to express all variables
and parameters in per unit, both for the original and the equivalent model. For the
original model, a converter base voltage of 365 V and base power of 1 MVA are
employed. For the equivalent model, the rated voltage at the point of connection
and the sum of the base powers of all the converters being aggregated are used.
4.5.1 Mechanical equivalent
The first equivalent parameter to be determined is the SPC inertia. This is done
by taking into account that the total kinetic energy of the virtual rotors must be the
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where Jeq is the equivalent moment of inertia and Jk is the moment of inertia of
station k in SI units, and ωg is the rated angular speed in rad/s, corresponding to the
grid rated frequency. This means that the equivalent moment of inertia is equal to
the sum of the moments of inertia of all the stations. In per unit:
Heq Seq = ∑
k






i.e., the equivalent inertia constant is the weighted average for all the stations.
Now, if the objective of the dynamic equivalent is to reproduce the aggregate




= Pin−Pout −D∆ω , (4.9)
should correspond to the addition of the swing equations describing the dynamics










(∆Ptot −Deq∆ωeq)Seq = ∑
k
(∆Pk−Dk∆ωk)Sk (4.11)







which is again a weighted average with the total inertia of each station. The fre-
quency deviation ∆ω has an analogous expression because of the definition of Heq
in (4.8).
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Additionally, it is worth noting that the power balance of both models must be
the same and therefore:
∆Ptot Seq = ∑
k
∆Pk Sk, (4.13)
so (4.11) can be reduced to the terms related to the damping and the frequency
deviation. And substituting the equivalent frequency in the left hand side:


























This is possible if all the stations have the same D/H ratio, and determines the
value of the equivalent damping parameter. Otherwise, an approximate value of Deq
can be calculated introducing certain error.
4.5.2 Electrical equivalent
The objective of the equivalent model is to reproduce the active and reactive power
response of the power plant, so the control loops determining these responses must
be analyzed.
In the case of active power, it is necessary to model the injection resulting
from the voltage source magnitude and angle, the terminal voltage, and the vir-
tual impedance. Neglecting the effect of the resistance, and denoting the angle lead
















Fig. 4.6. Active power closed loop with the synchronous power controller.
For small angle variations, this injection would vary according to:






cos(δ )∆δ , (4.18)
where E, V are normally around its rated value of 1 p.u. and cos(δ ) is also close to
unity because δ is small.
This relation can be introduced in the closed loop of Fig. 4.6, from which it











If a single equivalent controller must reproduce the aggregate effect of several
units with this transfer function, it is necessary that their active power responses are
coherent in terms of (4.19), i.e., that they define the same poles.
This requires D/H and KP/H to be the same for all the stations. The first one is
already expressed by (4.16), whereas the second one introduces new constraints.
Assuming the voltages are around 1 p.u. and their phase-difference is small, the
second one can be expressed as:
Xeq Heq = Xk Hk ∀k, (4.20)
Therefore, if the product XH is the same for all the stations, the equivalent
reactance is the result of dividing that product by the equivalent inertia. And once
the equivalent reactance is defined, the equivalent resistance is obtained using the
same resistance-to-reactance ratio of all the converters that are aggregated. Like in
the case of the equivalent damping, an approximate value can be used if the product
XH or the resistance-to-reactance ratio are not exactly the same for all the stations.
146 4 Models of PV power plants using synchronous power controllers
With a similar analysis of the reactive power loop, taking into account the fact







⇒ ∆Q = V
X
cos(δ )∆E, (4.21)
both gains of the PI controller in charge of reactive power must keep a common
proportionality factor with respect to the virtual reactance, so the responses are co-
herent and a single equivalent controller can reproduce the same aggregate response.
In that case, the gains of the PI controller in the equivalent model are calculated from
the equivalent reactance, keeping the same proportionality factor. And otherwise, if
that condition does not hold, an approximate value can be used.
4.5.3 Equivalent droop
The droop response of the equivalent model, using the frequency measurement at




( fre f − f )Seq (4.22)
And it should match the aggregate response to frequency variations of the orig-







( fre f − f )Sk (4.23)
Therefore, the droop slope is obtained as a weighted average depending on the











The equivalent voltage droop slope, which is disabled in the particular case un-
der study, would be obtained in an analogous way.
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4.5.4 Resource equivalent
Finally, it is necessary to obtain an equivalent representation of the dc bus and the
photovoltaic system connected to it in order to model the impact that the resource
behavior could have on the grid.
For this type of analysis, considering an RMS model of the ac components,
the dc bus is modeled simply by a capacitor. In order to calculate the equivalent
capacitance, the electrostatic energy stored by the capacitor in the equivalent model









This equation is very similar to (4.7), used to determine the equivalent inertia.
Analogously, the per unit equivalent capacitance is the weighted average of the ca-
pacitance of each converter taking into account its rated power.
The photovoltaic system, introduced through a two-diode model, is reproduced
in the same way by the dynamic equivalent model. A single irradiance value is de-
termined for the equivalent model as a weighted average considering the irradiance
and rated power of each converter, whereas the dc voltage evolves as determined
by the resulting PV curve and the active power exchanged with the grid through the
equivalent converter. Similarly, supercapacitor and battery equivalents can be de-
fined using weighted averages of the parameters describing the original resources.
4.5.5 Discussion
As mentioned, the proposed method relies on hypotheses like a common virtual
impedance resistance-to-reactance ratio and coherent active and reactive power re-
sponses for all the converters being aggregated. When these conditions are not met,
depending on the degree of the deviations, approximate values can be used to de-
termine some parameters like the equivalent damping or reactance. Nevertheless,
under certain conditions the error resulting from these approximations may not be
admissible. In that case, different subgroups of converters working in similar con-
ditions can be defined, determining one equivalent converter for each subgroup.
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Similarly, the derivation of the equivalent droop response assumes that fre-
quency and voltage are measured at the point of interconnection and are common
for all the stations. If this is not true in a different application, where several mea-
surements are considered, the equivalent droop response can be obtained as the sum
of several terms, each one taking into account the contribution of one subgroup of
converters using the same measurement, or an average value can be used.
Finally, given the characteristics of the curve describing the power generated
by a photovoltaic system, it may be necessary to consider converters working in
different conditions of radiation, temperature or active power reference separately.
However, if their ac side response is similar, it is enough with modeling several
dc buses, each of them contributing to generate the active power requested by the
converter with a certain weight, and considering its own radiation, temperature or
operating point, as is done in [87] for wind.
4.6 Equivalent model validation
In this section, the effectiveness of the equivalent model of the PV power plant is
studied through simulation. In the tests presented here, the power plant is connected
to a very simple grid model that allows measuring the accuracy of the equivalent
model of the power plant in isolation, as well as the time taken to solve the equations
describing only the dynamics of the plant, without the interference of additional
elements.
The grid is modeled as a real voltage source of 220 kV with a short-circuit cur-
rent of 5 kA and a resistance-to-reactance ratio of 0.1, which approximately corre-
spond to the characteristics of the northern Chile grid at the point of interconnection
of the actual PV power plant. Furthermore, the control of the plant assumes that the
converter controller employs a measurement of the frequency at the POI, whereas
the voltage control is managed exclusively at the plant level and the converter droop
is disabled.
4.6 Equivalent model validation 149
4.6.1 Test scenarios
The accuracy of the equivalent models is tested under five scenarios with different
references and SPC parameters, following the information respectively summarized
in Table 4.6 and Table 4.7. The scenarios are defined in the following way:
1. Scenario 1: All the stations have an initial active power reference of 0.6 and
share the parameters corresponding to the plant in Table 4.7.
2. Scenario 2: The stations in each cluster have an initial active power reference
equal to the average of that cluster in Table 4.6 and all the stations share the
parameters corresponding to the plant in Table 4.7.
3. Scenario 3: Each station has the initial active power reference listed in Ta-
ble 4.6 and all the stations share the parameters corresponding to the plant in
Table 4.7.
4. Scenario 4: All the stations have an initial active power reference of 0.6 and
the stations in each cluster use the parameters corresponding to that cluster in
Table 4.7.
5. Scenario 5: All the stations have an initial active power reference of 0.6 and
the stations in clusters 1, 2, 4, and 5 use the parameters corresponding to that
cluster in Table 4.7, whereas stations 1 to 10 and stations 11 to 20 in cluster 3
respectively use the parameters corresponding to cluster 3a and cluster 3b in
Table 4.7.
The remaining SPC parameters are defined as a function of those of Table 4.7: The
damping coefficient is such that the damping ratio of the active power response de-
scribed by (4.19) is 0.7; the resistance-to-reactance ratio is 1/3; and the proportional
and integral gains of the reactive power controller are respectively obtained by mul-
tiplying the virtual reactance by 1/30 and 4/3. In these scenarios, the solar radiation
is considered to be 1000 W/m2 for all the PV systems feeding the converters. At the
plant level, the proportional gain applied to the voltage error is 1/40, whereas the pro-
portional and integral gains of the plant reactive power controller are respectively 5/3
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and 5. It must be noted that the active power references are shared proportionally
to the initial reference, so stations with a larger initial reference will do a greater
contribution to any plant active power reference change.
4.6.2 Model accuracy
The accuracy of the model is tested for four different events. The first two involve
plant reference variations; namely, an active power reference step, and a voltage
reference step. The last two correspond to grid events such as a frequency ramp and
a voltage sag.
4.6.2.1 Active power response
The active power response of the power plant is compared for all four models under
scenarios 1 through 5. The event consists in a plant active power reference step from
0.6 p.u. to 0.8 p.u. at t = 1 s.
As a response to this change in the active power reference, the PV plant mod-
ifies its current injection, which also has an effect on the grid voltage at the POI.
The evolution of this voltage and the current injected by the plant can be seen in
Fig. 4.7, where the voltage at the POI is the phasor angle reference that defines the
real (Ir) and imaginary (Ii) parts of the current phasor. The main effect of the active
power reference change is an increase in the real part of the current, accompanied by
transient variations of the voltage and the imaginary part of the current of reduced
magnitude, and the results obtained are very similar for the four proposed models.
In addition, Fig. 4.8 shows the evolution of the active power injected by the
PV plant under scenario 1 for the four models. In this figure, it is possible to see
that the response follows the trajectory defined by the SPC through (4.19) for all
the models, and there are slight differences among them. Corresponding results are
obtained for the dc voltage of the power converters in the plant; this is represented
in Fig. 4.9, considering the weighted average of each converter in the cases where
the plant model consists of more than one converter.
In fact, the small differences are not due only to the homogeneous conditions
of operation under scenario 1. Table 4.8 summarizes the information about the
maximum absolute error incurred by each aggregated model with respect to the
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Fig. 4.7. Power plant voltage and current response to an active power reference step for
different models in scenario 1.
original 100×1 model and shows a maximum error around 7·10-3 among all the
models and scenarios. The largest errors correspond to the two least detailed models
and the scenarios where the references or the parameters are less homogeneous, but
are in any case acceptable.
The maximum absolute errors occur approximately between t = 1.5 s and t =
1.9 s in all cases, which corresponds to the maximum of the response and the sub-
sequent decrease in the active power injection. Fig. 4.10 allows a graphical compar-
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Fig. 4.8. Active power injected by the power plant after an active power reference step for
different models in scenario 1.






















Fig. 4.9. Average dc voltage of the power plant converters after an active power reference
step for different models in scenario 1.
ison of the errors during this period for scenarios 2-5. In Fig. 4.10b it is possible
to see that the aggregated models overestimate the active power injection because
they are not able to capture the saturation of stations whose initial reference is over
0.75 p.u., which results in a final reference over 1 p.u. after the step. This can be
seen in greater detail in Fig. 4.11, where the active power injected by cluster 3 for
different models (20 MVA base) and by converters 1 and 13 of this cluster (1 MVA
base), and their dc voltage, are shown. In this figure, it is possible to see convert-
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Fig. 4.10. Detail of the active power injected by the PV power plant after an active power
reference step for different models in different scenarios.
ers 1 and 13 reach the lower dc voltage limit, set to 0.64 p.u., for an active power
injection slightly over 1 p.u., around their maximum power point. Furthermore, the
fast reaction of the dc voltage controller has a sudden effect on the active power
injection that is still appreciable in the cluster response of the most detailed models.
4.6.2.2 Reactive power response
The reactive power response of the different models is also compared for all five sce-
narios. In this case, the plant voltage reference is modified from 1 p.u. to 1.01 p.u. at
t = 1 s. For scenario 1, this causes a voltage variation, which is induced by a change
in the imaginary part of the current injected by the plant, as shown in Fig. 4.12. Since
the voltage controller is proportional, there is a steady-state error, but the response
is practically the same for all the models. The reactive power behaves similarly, as
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Cluster 3 - St 1
Cluster 3 - St 13
(a) Active power.



















Cluster 3 - St 1
Cluster 3 - St 13
(b) DC voltage.
Fig. 4.11. Response of cluster 3 and selected units to an active power reference step for
different models in scenario 1.
shown in Fig. 4.13, and the errors among models are very limited.
The maximum absolute reactive power error incurred by each model with re-
spect to the 100×1 reference model is given in Table 4.9 for all scenarios. In this
case, the largest error is below 2.5·10-3, and the largest discrepancies appear again
when models 5×20 and 1×100 are employed in scenarios 3, 4, and 5, with less
homogeneous conditions. Now, the maximum errors take place between t = 1.3 s
and t = 1.6 s, immediately before the maximum reactive power injection and the
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Fig. 4.12. Power plant voltage and current response to a voltage reference step for different
models in scenario 1.
different results for scenarios 2-5 can be seen graphically in Fig. 4.14.
4.6.2.3 Response to a grid frequency ramp
The response of the power plant to grid frequency variations is compared for all four
models under scenarios 1 through 5. The event consists in a grid frequency ramp
from 1 p.u. to 0.99 p.u., starting at t = 1 s and ending at t = 3 s.
As in the case of the active power reference step, the PV plant response affects
156 4 Models of PV power plants using synchronous power controllers

























Fig. 4.13. Reactive power injected by the power plant after a voltage reference step for
different models in scenario 1.




































































































Fig. 4.14. Detail of the reactive power injected by the PV power plant after a voltage refer-
ence step for different models in different scenarios.
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Fig. 4.15. Power plant voltage and current response to a grid frequency ramp for different
models in scenario 1.
the voltage at the POI. In this case, as shown in Fig. 4.15a, the amplitude of the
voltage variations is below 0.1%, and the main variations occur at the start and the
end of the frequency ramp.
Regarding the injected current, depicted in 4.15b, the real part of the current
phasor increases, following the frequency ramp, since the plant response consists
mainly of an active power variation, and the imaginary part remains approximately
at the same level, with transient variations in both components which agree with
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Fig. 4.16. Active power injected by the power plant after a grid frequency ramp for different
models in scenario 1.
the inertial response of the SPC. Once again, the results are very similar for all the
models when scenario 1 is considered.
Furthermore, Fig. 4.16 shows the evolution of the active power injected by the
PV plant as a response to this disturbance, under scenario 1. The inertial response
is added to the droop response, accelerating the response and contributing an extra
active power injection that counters the grid frequency variation. When the ramp
ends, the active power decreases to reach the steady-state value defined by the droop
response. The corresponding dc voltage evolution, with a ramp decrease safely over
the maximum power point voltage, is shown in Fig. 4.17, again considering the
weighted average of each converter in the cases where the plant model consists of
more than one converter.
The absolute error in the active power injection during this transient incurred by
each model with respect to the original 100×1 model is summarized in Table 4.10.
The errors are smaller than in the case of the active power reference step, and their
maximum is below 1.3·10-3. The largest errors correspond again to the two least
detailed models, but only the use of different parameters seems to have a slight
influence.
The maximum absolute errors, which can be compared in Fig. 4.18, occur ap-
proximately between t = 2.7 s and t = 3.7 s in all cases, which corresponds to the
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Fig. 4.17. Average dc voltage of the power plant converters after a grid frequency ramp for
different models in scenario 1.
































































































Fig. 4.18. Detail of the active power injected by the PV power plant after a grid frequency
ramp for different models in different scenarios.
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Cluster 3 - St 1
Cluster 3 - St 13
(a) Active power.
















Cluster 3 - St 1
Cluster 3 - St 13
(b) DC voltage.
Fig. 4.19. Response of cluster 3 and selected units to a grid frequency ramp for different
models in scenario 1.
end of the frequency ramp. In this case, the main errors take place under scenario 5,
shown in Fig. 4.18b, and the aggregated models slightly underestimate the amplitude
of the oscillations. This is due to the lack of detail about the different parameters
employed by different converters, which give rise to different dynamics for each of
them, as shown in Fig. 4.19 for cluster 3 (20 MVA base) and converters 1 and 13
of this cluster (1 MVA base). Nonetheless, the errors incurred by the aggregated
models are negligible in all the scenarios.
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Fig. 4.20. Power plant voltage and current response to a grid voltage sag for different models
in scenario 1.
4.6.2.4 Response to a grid voltage sag
Finally, the PV plant response to a fault is studied. The event is a grid voltage sag;
in the simulation, it is induced by the voltage source representing the grid, whose
voltage decreases from 1 p.u. to 0 p.u. at t = 1 s, remains at 0 p.u. for 0.2 s, and
recovers linearly its original value in 0.3 s.
The large disturbance at the POI can be seen in Fig. 4.20 for scenario 1. The
voltage at the POI drops suddenly, and is slightly greater than 0 for the first 0.2 s;
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Fig. 4.21. Reactive power injected by the power plant after a grid voltage sag for different
models in scenario 1.
afterwards, it recovers linearly, and slightly oscillates around 1 p.u. when the grid
voltage reaches this value. This has a corresponding response by the PV plant cur-
rent. Its real part decreases, proportionally to the voltage, and its imaginary part
increases until it reaches the maximum value the converters are allowed to inject
during a transient. When the voltage starts to recover, both current components
tend linearly to their original value, but the grid voltage trend variation when it
reaches 1 p.u causes some oscillations. These oscillations, which are nonetheless
well damped, match the expected behavior of a rotating machine.
On the other hand, despite the large current magnitude during the first part of
the sag, the reactive power injected by the plant is limited by the low voltage, as
shown in Fig. 4.21. Once the voltage starts to recover, the reactive power injection
is able to increase, until it reaches a maximum, since the voltage recovery reduces
the need for reactive power. When the voltage is back at 1 p.u., the oscillations seen
in the current are translated also into reactive power. In general, the errors among
models are very limited, but there is a visible difference in the peaks of the reactive
power oscillations following the end of the sag, where model 100 × 1 gives slightly
different results than the aggregated models.
The maximum absolute error incurred by each model with respect to the 100×
1 reference model, when the reactive power of the PV plant is concerned, is given in
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Fig. 4.22. Detail of the reactive power injected by the PV power plant after a grid voltage
sag for different models in different scenarios.
Table 4.11 for all scenarios. In this case, errors are in most cases around 1%, which
would be acceptable, but there are three values that are significantly above this fig-
ure. These correspond to the scenarios where different parameters are employed,
and affect the simplest two models, especially the 1 × 100 model. Therefore, these
two models are not the best option for analyses considering voltage sags if the pa-
rameters describing the behavior of the converters in the plant vary among devices.
Otherwise, if all the converters in the plant employ similar parameters, these two
models can still be of great value, giving rise to acceptable errors. The differences
among models, in the period between t = 1.6 s and t = 2.2 s where the largest errors
take place, can be seen in Fig. 4.22 for scenarios 2 to 5.
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Fig. 4.23. Response of the power plant to an active power reference step followed by a
voltage reference step in the tests executed to measure the computation time of different
models.
4.6.3 Computation time
The ability of the equivalent model to reduce the computation time is analyzed by
measuring the time employed by each model to simulate a 6 s period where two
events are included. The first one is an active power reference step at t = 1 s, and
the second is a voltage reference step at t = 4 s. The response of the plant during
this simulation is shown in Fig. 4.23.
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In order to obtain an accurate measurement of the time needed to initialize the
model and run the simulation, these processes are run from a Python script that mea-
sures the time before and after each process up to a precision of microseconds. For
each model, ten measurements are taken in the same CPU and RAM loading condi-
tions, and their average is calculated. The results are summarized in Table 4.12.
Table 4.12 shows an important reduction of the total simulation time with the
reduction in the number of stations. Namely, the 4×20+ 20×1 model is able to
reduce the computation time of model 100×1 to less than one half, with the 5×20
model reducing it further below one tenth of its original value. The reduction of
time achieved with the fully aggregated model is around a factor of 27. Despite the
total time is mainly due to the simulation, the time taken by the initialization process
also has an interesting behavior, with a significant decrease from the original 100×1
model to the 4×20+ 20×1 model that is not so evident for further reductions in the
size of the model.
The fact that both the initialization and simulation times are reduced when the
complexity of the model decreases, but not in the same proportion as the number
of stations of each model, can be explained by the presence of additional elements,
like the central controller, and how the simulation is handled by the software, with
processes that are independent of the complexity of the model, such as writing mes-
sages to the output window.
Taking into account the results presented in this section, an equivalent model
proves to be a very useful tool to reduce the simulation time without incurring in sig-
nificant errors. Moreover, the results show that, in case of having different groups of
converters working in different conditions, a model considering several groups, like
the 5×20 model, can be a good tradeoff solution for accuracy and time reduction.
Taking that into account, the detailed models considering the behavior of individual
units can be used for analyses with the main objective of studying the internal dy-
namics of the plant, applying the aggregated models to the analysis of the interaction
between the plant and the power system.
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Table 4.6. Equivalent plant model validation. Station active power references, in megawatts.
Station Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
1 0.64 0.72 0.81 0.53 0.64
2 0.54 0.64 0.78 0.77 0.49
3 0.57 0.50 0.52 0.39 0.38
4 0.73 0.67 0.63 0.77 0.45
5 0.67 0.70 0.41 0.63 0.69
6 0.74 0.61 0.52 0.58 0.59
7 0.64 0.61 0.69 0.72 0.50
8 0.48 0.68 0.37 0.44 0.71
9 0.74 0.60 0.56 0.23 0.48
10 0.65 0.66 0.71 0.58 0.73
11 0.57 0.59 0.68 0.62 0.51
12 0.21 0.41 0.56 0.72 0.56
13 0.33 0.45 0.39 0.66 0.71
14 0.66 0.62 0.54 0.65 0.28
15 0.68 0.67 0.80 0.74 0.64
16 0.62 0.55 0.41 0.63 0.61
17 0.52 0.61 0.64 0.75 0.73
18 0.56 0.69 0.82 0.66 0.50
19 0.56 0.45 0.62 0.67
20 0.49 0.71 0.75 0.72
21 0.73
22 0.66
Total 11.60 10.98 12.00 12.44 12.98
Average 0.580 0.610 0.600 0.622 0.59
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Table 4.7. Equivalent plant model validation. Controller parameters of each group of de-
vices.
Group H (s) X (p.u.) 1/R f (p.u.)
Cluster 1 5 0.3000 20
Cluster 2 2.5 0.6000 10
Cluster 3a 8 0.1875 10
Cluster 3b 2 0.7500 20
Cluster 3 5 0.3000 15
Cluster 4 5 0.3000 10
Cluster 5 2.5 0.6000 20
Plant 4 0.3750 15.2
Table 4.8. Maximum active power error for an active power reference step, in per unit, with
respect to model 100×1.
Scenario 4×20+ 20×1 5×20 1×100
1 3.705·10-4 4.090·10-4 4.465·10-4
2 3.614·10-4 4.285·10-4 5.199·10-4
3 2.732·10-3 7.278·10-3 7.208·10-3
4 3.640·10-4 5.971·10-4 3.666·10-3
5 4.441·10-4 2.875·10-3 6.328·10-3
Table 4.9. Maximum reactive power error for a voltage reference step, in per unit, with
respect to model 100×1.
Scenario 4×20+ 20×1 5×20 1×100
1 4.328·10-4 2.863·10-4 4.436·10-4
2 5.237·10-4 7.497·10-4 7.644·10-4
3 5.840·10-4 1.084·10-3 1.079·10-3
4 6.629·10-4 9.735·10-4 1.720·10-3
5 4.381·10-4 1.680·10-3 2.435·10-3
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Table 4.10. Maximum active power error for a grid frequency ramp, in per unit, with respect
to model 100×1.
Scenario 4×20+ 20×1 5×20 1×100
1 5.201·10-4 5.851·10-4 5.379·10-4
2 5.273·10-4 6.133·10-4 5.586·10-4
3 4.287·10-4 4.953·10-4 4.426·10-4
4 5.312·10-4 6.122·10-4 8.220·10-4
5 5.345·10-4 1.005·10-3 1.259·10-3
Table 4.11. Maximum reactive power error for a grid voltage sag, in per unit, with respect
to model 100×1.
Scenario 4×20+ 20×1 5×20 1×100
1 9.306·10-3 1.144·10-2 1.133·10-2
2 9.316·10-3 1.146·10-2 1.143·10-2
3 5.160·10-3 7.995·10-3 8.997·10-3
4 1.835·10-3 1.907·10-3 4.756·10-2
5 2.379·10-3 2.309·10-2 6.595·10-2
Table 4.12. Average computation time with different models, in seconds.
Model Initialization Simulation Total
100×1 1.648 83.384 85.032
4×20+ 20×1 0.483 36.344 36.827
5×20 0.232 6.780 7.012
1×100 0.173 3.013 3.186
Chapter
5.
Analysis of the 12-bus system under
increasing PV penetration scenarios
T he impact of PV power plants with synchronous power controllers on a 12-bus test power system is analyzed in this chapter. Different PV penetrationscenarios are defined, considering a base case without PV, a low penetra-
tion case with a 10% share of this type of generators, a case with a 30% penetration
level, and a prospective scenario where have of the load is supplied by photovoltaic
plants. The analysis addresses both the small-signal effects on the response of the
power system, and the impact on the frequency stability when large generators or
loads are disconnected. The work presented here is based on the paper D. Remon,
A. M. Cantarellas, J. M. Mauricio, P. Rodriguez, “Power system stability analysis
under increasing penetration of photovoltaic power plants with synchronous power
controllers,” IET Renewable Power Generation, vol. 11, no. 6, pp. 733–741, May
2017.
5.1 PV power plant model
The PV power plants considered in this study are formed by 100 power conversion
units of 1.1 MVA each, and are modeled following Chapter 4. In particular, the
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equivalent 1 × 100 model is employed. Taking into account the power and current
ratings of the original power plant converters, the equivalent aggregated converter at
the plant level has a steady-state apparent power limit of 110 MVA, and a transient
current limit corresponding to 125 MVA at the rated voltage. This equivalent con-
verter inherits the control of the original power plant converters, based on the SPC,
and a central plant controller handles the references and measurements at the POI
of the power plant.
5.1.1 Converter controller and model
Both the SPC and the conventional controller described in Sections 4.3.3.2 and
4.3.3.3 are used in this analysis. However, since the analysis focuses on short-term
phenomena that do not involve radiation variations, the dynamics of the PV arrays
and dc link are not considered in the model [148]. Instead, an active power reference
limiter is included to avoid unrealistic active power injections for a PV system.
5.1.2 Power plant controller
The central plant controller generates the active and reactive power references to
be followed by the equivalent converter and measures the frequency and voltage at
the POI. The frequency measurement is obtained from a conventional PLL [149]
connected at the POI, and filtered to remove high-frequency oscillations that are not
of interest for primary frequency regulation.
In the tests presented here, the active power reference is kept constant and equal
to 100 MW, whereas the frequency measurement is sent to the equivalent converter
controller to be used only by the frequency droop controller. On the other hand,
the voltage is controlled at the plant level through a proportional controller, and the
converter voltage droop is disabled.
5.2 Test power system and scenarios
The analysis of the impact of these PV plants is carried out on a 12-bus test power
system [150]. The system is adapted following [151], where typical generator, ex-
citer, and governor models are selected to define a benchmark for renewable energy
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Table 5.1. Power system stabilizer parameters.
Parameter Symbol Value
Stabilizer gain K 2 p.u.
Washout time constant T 10 s
Lead-lag zero time constant T1 0.8895 s
Lead-lag pole time constant T2 0.03 s
Output limit Hlim 0.2 p.u.
integration. This is a 230 kV, 60 Hz grid, where the generating units and their con-
trol systems are characterized by inertia constants in the range 3.2 s – 4.8 s, high-
transient-gain excitation systems performing a proportional control of the voltage at
the generator terminals, and a common frequency droop slope of 5%; whereas the
dynamic model of the loads is a constant impedance model. In addition, the control
systems of generators 3 and 4 are completed with Power System Stabilizers (PSS)
using a simple model [29], defined by the parameters given in Table 5.1.
To analyze the impact of the PV plants depending on the total share of solar gen-
eration in the power system, four different solar scenarios are defined by gradually
increasing the load and the number of PV plants connected to the system:
1. 0% PV scenario: Base case with four conventional generators and a total
demand of 1450 MW.
2. 10% PV scenario: Both generation and demand increase by 200 MW with the
connection of PV plants 1 and 2 at bus 5.
3. 30% PV scenario: The demand remains the same as in the 10% scenario but
the share of PV increases another 400 MW after the connection of PV plant 3
at bus 5, PV plant 4 at bus 3 and PV plants 5 and 6 at bus 4.
4. 50% PV scenario: The demand increases by 200 MW and PV plants 7, 8 and
9 are installed at buses 3, 7 and 6, respectively.
The resulting single-line diagram of the 12-bus system, indicating the location of the
PV plants, is shown in Fig. 5.1. These four scenarios are defined taking into account
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Fig. 5.1. 12-bus system diagram showing the location of the PV power plants.
the evolution of power systems, with increasing renewable penetration, and can be
considered respectively as a traditional power system totally based on conventional
generators (case 1), a currently realistic case of PV penetration in some power sys-
tems (case 2), a prospective case in the near future with a 30% PV penetration level
during certain hours of the day (case 3), and a futuristic scenario beyond the usual
renewable penetration limits (case 4).
In all the scenarios, generator 1 compensates the active power mismatch due
to the losses in the system and the synchronous generators control the voltage at
their terminals, i.e., at buses 9 to 12. The PV plants, on the other hand, control
the voltage at their POI, sharing the reactive power reference evenly when several
plants are connected at the same bus. The operating points of generators and loads
that define the initial state of the system are summarized in Table 5.2, employing a
base power of 100 MVA.
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Table 5.2. Operation scenario definition for different PV penetration levels, in per unit.
Element Variable 0% 10% 30% 50%
G1
P 4.77 4.47 1.72 3.32
V 1.00 1.00 1.00 1.00
G2
P 4.00 4.10 3.57 2.55
V 1.01 1.01 1.01 1.01
G3
P 2.70 2.77 2.41 1.72
V 1.01 1.01 1.01 1.01
G4
P 3.30 3.38 2.95 2.11
V 1.01 1.01 1.01 1.01
Load 1
P 3.00 3.41 3.41 3.83
Q 1.86 2.12 2.12 2.37
Load 2
P 2.50 2.84 2.84 3.19
Q 1.21 1.38 1.38 1.54
Load 3
P 3.50 3.98 3.98 4.47
Q 1.15 1.31 1.31 1.47
Load 4
P 3.00 3.41 3.41 3.83
Q 1.86 2.12 2.12 2.37
Load 5
P 1.00 1.14 1.14 1.28
Q 0.48 0.55 0.55 0.61
Load 6
P 1.50 1.71 1.71 1.91
Q 0.49 0.56 0.56 0.63
For each of the scenarios including PV, two different cases are considered in or-
der to assess the real impact of power plants using synchronous power controllers.
In the first case, the PV plants are controlled following a conventional strategy that
includes controlling the voltage at the POI and contributing to frequency regula-
tion through the frequency droop, but the converter controller is based on vector
oriented control using the IPT. In the RMS model, this means that the current refer-
ence is obtained from the division of the reference apparent power and the terminal
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voltage phasors. The second case considers the PV plant model with the SPC. For
simplicity, the parameters that define the behavior of the PV plants are given equal
values for all the plants and scenarios. The main parameters are an inertia constant
H = 5 s, counteracting the loss of inertia due to the connection of renewables with
a slightly higher inertia constant than the synchronous machines in the system; an
active power closed-loop damping ratio ζ = 0.7, which provides additional damp-
ing for the power system response; a virtual reactance X = 0.3 p.u., allowing a close
interaction between the SPC and the grid; and a frequency droop slope of 5%, so
the PV plants contribute to frequency regulation in the same proportion as the syn-
chronous generators.
5.3 Small-signal analysis
The amount and location of the PV plants connected to the power system and the
type of controller employed by these plants have an impact on the modes that de-
scribe the system dynamics, and could affect the damping of the oscillations that
occur in the system.
5.3.1 Base case
The results of the analysis show that three modes can be identified as critical, with a
damping ratio between 5% and 10% for most of the scenarios defined in Section 5.2;
whereas the other modes have damping ratios over 20% and can be considered well
damped. The eigenvalue plot in Fig. 5.2 and the data summarized in Table 5.3
allow studying the evolution of the critical modes under these scenarios. In general,
increasing the number of PV plants in the system, and therefore the total frequency
and voltage regulation capability, is beneficial for the system and results in a larger
damping of the critical modes.
Furthermore, the least damped mode, referred to as mode 1 in Table 5.3, shows
a special sensibility to the type of PV controller. This mode corresponds to the inter-
area oscillations between generators 1 and 3, as can be concluded from Fig. 5.2b,
which shows the contribution of each synchronous generator to this mode. Taking
into account the participating machines, it is reasonable that PV plants connected at
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(b) Controllability of mode 1 in the 0% PV scenario.
Fig. 5.2. 12-bus system critical eigenvalues.
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Table 5.3. 12-bus system critical eigenvalues and damping ratio for different scenarios.
Scenario Mode 1 Mode 2 Mode 3
0%
−0.4307±8.9666 j −0.4905±8.2269 j −0.4360±6.1293 j
4.80% 5.95% 7.10%
10% - IPT
−0.4805±8.9011 j −0.4988±8.2419 j −0.4659±6.1460 j
5.39% 6.04% 7.56%
10% - SPC
−0.6791±8.9665 j −0.4884±8.2466 j −0.4657±6.1481 j
7.55% 5.91% 7.55%
30% - IPT
−0.5713±8.7976 j −0.5536±8.1709 j −0.5271±6.2766 j
6.48% 6.76% 8.37%
30% - SPC
−0.9268±9.3348 j −0.5714±8.2136 j −0.5130±6.2707 j
9.88% 6.94% 8.15%
50% - IPT
−0.6424±8.7054 j −0.6307±8.2373 j −0.5821±6.3885 j
7.36% 7.63% 9.07%
50% - SPC
−1.1809±8.8526 j −0.6197±8.2964 j −0.5648±6.3252 j
13.22% 7.45% 8.89%
buses 3, 4, and 5, which are near generator 3, have an important impact on this mode.
In particular, its damping ratio improves significantly when the SPC is employed,
reaching values of 9.88% and 13.22% for the 30% and 50% penetration scenarios,
respectively; whereas it remains close to 7% when the IPT controller is used. On the
other hand, the controller does not have an important effect on the other two critical
modes.
Considering the least damped mode for each penetration level from Table 5.3,
it can be concluded that the SPC makes possible to increase the minimum damping
ratio of the modes in the system. This is mainly due to its effect on mode 1, that
does not require an equivalent reduction of the damping of the other critical modes.
The impact on the system modes can also be seen in its time-domain response to
a small disturbance. In this case, Fig. 5.3 shows the response of the system to a step
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(a) Generator 2 speed deviation.





















(b) Bus 1 voltage.
Fig. 5.3. 12-bus system response to a step in the voltage reference of generator 4.
variation in the voltage reference of generator 4, which is reduced from 1.01 p.u. to
1.00 p.u. at t = 1 s.
The system frequency is represented in Fig. 5.3a by the speed deviation of gen-
erator 2, which is one of the largest generators in the 12-bus system, and is con-
nected at a central bus considering other generators and loads, as shown in Fig. 5.1.
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When the voltage reference of generator 4 is decreased, the consumption in neigh-
boring buses, which depends on the voltage, automatically decreases. This results
in an excess of generation, which increases the system frequency. Due to the action
of the primary frequency controllers, the average frequency is stabilized around a
new value after 7 s. It is worth noting that the speed deviation is in all cases below
0.2 ·10-3 p.u., which justifies the study in small-signal terms and allows focusing on
the oscillatory behavior due to the excitation of different power system modes.
This makes possible to observe some differences among scenarios. First, both
the maximum deviation and the settling time of the response decrease as the PV
penetration increases, which agrees with the results shown about the eigenvalues of
the system in Table 5.3. Regarding the type of controller, the responses are very
similar for both controllers in the 10% PV scenario, whereas the SPC achieves a
slight damping improvement with respect to the IPT controller for a 30% penetration
level, and a more appreciable beneficial effect in the 50% case.
In Fig. 5.3b, the voltage magnitude at bus 1, which is closer to the origin of
the disturbance, is shown to have a similar behavior under all scenarios, with oscil-
lations during the first three seconds after the reference change, but within a close
range around the initial value. The slight voltage variation in steady state, below
0.5 ·10-3 p.u. in all the scenarios, is due to the fact that the voltage is not directly
controlled at bus 1, but at generator 1 terminals, and the voltage reference variation
at generator 4 affects the neighboring buses.
On the other hand, Fig. 5.4 shows the active power contribution of PV plant 1,
connected at bus 5. Responding to the frequency increase, the active power injected
by PV plant 1 decreases. The final active power variation is proportional to the
frequency deviation and decreases when the penetration rises regardless of the type
of controller. However, during the first seconds after the reference change, there are
important differences depending on the PV plant controller. With the SPC, the PV
plant absorbs part of the active power oscillations that the synchronous generators
suffer during this event and contributes to damping them, more effectively as the
number of PV plants increases.
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Fig. 5.4. PV plant 1 active power response to a step in the voltage reference of generator 4.
5.3.2 Contingencies
Large changes in the system, like the disconnection of a large generator or load,
or an important line, modify the system eigenvalues, and thus its natural response
to any disturbances taking place after this large disturbance. In this section, the
effect of three large disturbances on the eigenvalues of the system, calculated after
it reaches a new steady state, is analyzed for the different scenarios considered in
this chapter.
5.3.2.1 Disconnection of a generator
The eigenvalues of the 12-bus system after generator 4 is suddenly disconnected and
the system reaches a new steady state are plotted in Fig. 5.5. Comparing this plot
with Fig. 5.2a, the main difference is due to mode 3, which is not present in this
case. This is due to the fact that generator 4 has a great participation in it, so, when
it is disconnected, the mode associated to the oscillations involving this machine
disappears.
Regarding the other two critical modes, similar conclusions as in the base case
can be drawn. Namely, increasing the PV penetration improves the damping of the
power system, and the SPC also contributes to this effect. Furthermore, in this case,
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Fig. 5.5. 12-bus system eigenvalue plot after the disconnection of generator 4.
the beneficial effect of the SPC is evident, not only on mode 1, but also on mode
two, whose damping is significantly increased in all three scenarios when the SPC is
used, thus countering the weakness of the system because of the loss of an important
generator.
5.3.2.2 Disconnection of a load
The opposite contingency, the disconnection of a load, is considered here. In partic-
ular, Fig. 5.6 shows the eigenvalues of the system after the disconnection of load 4.
As in the base case, there are three critical modes, whose damping improves as PV
penetration grows, and the controller affects mainly mode 1.
Nevertheless, in this case the SPC is not able to improve the damping of mode
1 when the PV penetration is 10%. In the 30% and 50% penetration scenarios, the
effect of the SPC is to significantly increase the damping of this mode, making it
greater than 10%. Additionally, the damping of mode 3 practically doubles and
reaches 20% in the 50% scenario. Therefore, the SPC proves to be an effective
measure to improve the power system damping for high penetrations of PV in the
system.
Furthermore, the flexibility of the SPC parameters allows correcting the unde-
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Fig. 5.6. 12-bus system eigenvalue plot after the disconnection of load 4.

















Fig. 5.7. 12-bus system eigenvalue plot after the disconnection of load 4 for an alternative
tuning.
sired trend observed in the 10% scenario by considering a different tuning. For
instance, it is possible to modify the inertia constant of plants PV1 and PV2, which
are connected to the system in the 10% scenario, and whose controllers can have an
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Fig. 5.8. 12-bus system eigenvalue plot after an event on line 4-6.
influence on the power system modes for that scenario. Fig. 5.7 shows the eigen-
value plot obtained when the inertia constant of these two plants is set equal to 2 s,
keeping all other parameters at their original value. This change is enough to im-
prove the damping of mode 1 for all scenarios, and achieve a better performance
with the SPC than with the conventional controller. The damping of the other criti-
cal modes also increases slightly.
5.3.2.3 Event on a line
Finally, the consequences of an event on line 4-6, consisting of a short-circuit fault
and the disconnection of the line, are shown in Fig. 5.8. As usual, the damping
of modes 1 and 2 increases as the PV penetration grows, and the SPC achieves
significantly greater improvements in the damping of mode 1. In the case of mode
2, which is the least damped when this contingency is considered, the SPC achieves
better damping than the IPT controller in the 10% scenario, but it is not able to
match the results of the conventional controller for this mode for the scenarios with
higher penetration. Nonetheless, both the damping of the least damped mode, and
the sum of damping ratios of the critical modes in the 30% and 50% PV penetration
scenarios are better when the SPC is employed, because of the relatively weak effect
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of the conventional controller on mode 1.
Mode 3, which is well damped for this contingency under all the scenarios con-
sidered, exhibits an unusual behavior, with its damping decreasing for scenarios
considering 10% and 30% PV penetration, increasing for the 50% scenario when
the IPT controller is employed, and not appearing for this last scenario when the
PV plants use the SPC. To this respect, it is worth noting that the 50% scenario in-
volves connecting a PV plant at bus 6, one of the endpoints of the line suffering the
contingency.
5.4 Frequency stability analysis
This analysis will focus on the first few seconds after a large disturbance that alters
the active power balance in the system, like the disconnection of a generator or a
load, and will not address long-term effects. Therefore, the dynamics of interest
are those of machines and their primary regulators, and a secondary controller that
would modify the active power references of the generators in order to ensure that
the frequency returns back to its nominal value is not considered.
5.4.1 Disconnection of a generator
The first event studied in this analysis is the disconnection of generator 4 at t =
1 s. Depending on the scenario, this machine generates between 11% and 22% of
the total active power in the 12-bus system and its disconnection causes a severe
imbalance in the system before it reaches a new steady state, as can be seen in
Figs. 5.9 and 5.10.
The speed of generator 2, which is used as a measurement of the system fre-
quency, is shown in Fig. 5.9a. For a low penetration level of 10%, the presence of
PV results in a deeper frequency fall than in the original case, and the speed of the
response is approximately the same. However, in the 30% scenarios, although the
maximum deviation is similar to the previous cases, the recovery is faster and the
response is better damped. Finally, for a 50% penetration, the frequency deviation
and the amplitude of the oscillations are reduced significantly as compared to the
previous cases. As obtained from the eigenvalue analysis, the use of the SPC results
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(a) Generator 2 speed.




























(b) Generator 2 active power variation.
Fig. 5.9. 12-bus system response to the disconnection of generator 4.
in a better damping of the response for the 30% and 50% scenarios and, in the last
case, also reduces the maximum frequency deviation.
All the generating units connected to the system react to this event to a greater
or lesser extent. Fig. 5.9b shows the active power response of generator 2 for the
30% and 50% penetration cases. For these scenarios, the effect of the SPC on the
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damping of the oscillations is clearly beneficial and the stress of the synchronous
machines is reduced. In this particular case, the amplitude of the oscillations in the
active power generated by generator 2 after its first swing decreases by 0.05 p.u. to
0.10 p.u. when the SPC is employed, achieving relative amplitude reductions over
30% in the 50% penetration scenario.
On the other hand, Fig. 5.10a allows comparing the response of PV plant 1 in
the different scenarios with PV. In all cases, the PV injection is around 1 p.u., but its
behavior depends on the type of controller used. With the controller based on IPT,
the plant output power is almost constant before and after the event. However, when
the SPC is employed, it naturally oscillates to counteract the frequency oscillations
in the system. The amplitude and duration of the oscillations is larger when there
are fewer PV plants connected to the system, as also happens in the case of the
frequency.
These oscillations, which overload the PV plant, have a reduced amplitude and
the maximum overload is around 2% for a few tenths of a second in the worst case.
A power converter can safely withstand such an overload and the necessary active
power can be extracted from the PV system as long as it is operating with a narrow
reserve margin, or from a small, short-term storage device.
The energy extracted from the PV equivalent converter after the disconnection
of generator 4, expressed in time units considering the system base power, is shown
in Fig. 5.10b for the scenarios where the SPC is employed. The energy variation
depends on the system inertia and the parameters defining the SPC, and, for this
severe event, the total amount of energy delivered by the plant is below 10 ms. As
in the case of the oscillations, the amplitude of the energy variation decreases as
the number of PV plants connected to the system increases. Taking into account
the little amount of energy involved, the necessary storage can be integrated in each
converter through a proper design of its dc bus capacitance.
Therefore, there is a tradeoff where oversizing the power plant PV field or the dc
capacitance of the power converters results in an appreciable reduction of the torque
oscillations suffered by the synchronous machines in the system, which contributes
to reduce their mechanical and electrical wear.
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Fig. 5.10. PV plant 1 response to the disconnection of generator 4.
5.4.2 Disconnection of a load
The opposite event, i.e., the disconnection of a large load, is also considered in the
analysis. In this case, load 4, connected at bus 4, is disconnected at t = 1 s. Opposite
to generators, each load approximately represents the same share of the total demand
under all the scenarios–around 21% for load 4–and the relative severity of the dis-
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(a) Generator 2 speed.



























(b) Generator 2 active power variation.
Fig. 5.11. 12-bus system response to the disconnection of load 4.
connection is similar for all the PV penetration levels. Therefore, in order to allow
a better comparison of the responses depending on the type of PV controller em-
ployed, the following discussion focuses only on the results obtained for the highest
PV penetration levels. Taking this into account, Fig. 5.11 shows the response of the
system to this disturbance for the 30% and 50% PV penetration scenarios.
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The frequency of the system, which is represented by the speed of generator 2
in Fig. 5.11a, exhibits relevant differences between both types of controllers. First,
when the PV plants use the SPC, the frequency varies more slowly, due to the ad-
dition of their virtual inertia to the physical inertia of the synchronous generators.
This reduces the response slope and delays the moment when it reaches its maxi-
mum deviation for approximately 1 s for both scenarios. Moreover, the response is
more damped when the SPC is employed and, under the 50% scenario, the max-
imum speed deviation is visibly reduced, around 10%, without compromising the
speed of the recovery.
Furthermore, the type of PV controller used by the PV plants also affects the re-
sponse of the synchronous generators in the system, which suffer a more moderate
reduction of their active power injection when the controller is virtually synchronous
than when it is based on IPT, as shown in Fig. 5.11b for generator 2. In this figure,
it is possible to observe how the initial active power variation of the synchronous
machine is reduced to less than one half and the absolute value of its maximum
active power variation decreases by approximately 0.4 p.u. when the PV plants em-
ploy the SPC. In fact, the beneficial effects are not limited to the period immediately
following the disturbance, but the subsequent oscillations are also better damped,
with amplitude reductions around 60%.
Both the system frequency and the response of other generating units show that
the relative impact of the controller is larger in the case of the load disconnection
than in the case of the generator disconnection, and this can be explained through
Fig. 5.12, where the active power response of PV plant 1 is shown. In this case, the
plant can reduce its output as set by the SPC and it is not constrained by any active
power limitation. Therefore, the disconnection of the load automatically causes a
large reduction of the active power injected by the power plant, around 0.25 p.u.,
when the SPC is used. This response makes a significant difference in the initial
frequency slope with respect to the IPT controller, that only modifies the output of
the PV plant proportionally to the frequency deviation, which results in a slower
response and a faster acceleration of the system. It is worth mentioning that the
active power reduction determined by both controllers can be achieved due to the
fast dynamics of PV systems. Furthermore, this response is naturally stable when
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Fig. 5.12. PV plant 1 active power response to the disconnection of load 4.
the PV plant converters operate in the region of the PV characteristics where the
dc voltage is greater or equal than the maximum power point voltage, since any
reduction of the output active power results in a dc voltage increase, which reduces




Analysis of the power
system of northern Chile
T his chapter studies the impact of a PV plant with synchronous power con-trollers in a real power system. In this case, the PV plant model consid-ers the full model of the converter dc side and PV system. A preliminary
analysis considering two PV penetration levels and the extended PV plant model
is carried out in the 12-bus system. This is followed by a more detailed stability
analysis of the power system of northern Chile, where the influence of the PV plant
parameters on the power system eigenvalues and the power system time-domain re-
sponse are studied. The work presented here includes the results in the paper D. Re-
mon, C. A. Cañizares, P. Rodriguez, “Impact of 100-MW-scale PV plants with syn-
chronous power controllers on power system stability in northern Chile,” accepted
for publication in IET Generation, Transmission & Distribution, May 2017.
6.1 PV power plant model
As in Chapter 5, the PV power plant considered in this study employs the model
described in Chapter 4. Nonetheless, there are some changes that affect how the PV
plant is modeled and how it operates with respect to the previous analysis.
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On the one hand, the dynamics of the dc side and the PV system, as well as the dc
voltage controller, are taken into account here. Thus, the complete model, including
the resource explained in Section 4.3.4.1, is employed. For this analysis, the solar
irradiance and the temperature are considered constant, because their dynamics are
significantly slower than those of the magnitudes of interest. Thus, the maximum
power point tracking algorithm is not enabled, and the dc voltage controller uses
constant upper and lower voltage bounds.
On the other hand, the initial operating point of the power plant is such that it
has a 10% active power reserve margin, so it can contribute to frequency control.
With respect to the central plant controller, it is worth noting that it operates as in
Chapter 5, i.e., a common active power reference signal is sent to all the converters in
the plant, and the voltage at the POI is controlled through another common reactive
power reference signal sent to all these devices; whereas the frequency control is
done locally, but based on the frequency estimated at the POI.
6.2 12-bus test system results
A preliminary analysis is carried out in the 12-bus test system in order to compare
the results obtained in a realistic power system with those obtained in a test power
system that may be more prone to instability, considering in both cases the same PV
power plant model, i.e., taking into the dynamics of the dc side and the PV system.
The base 12-bus system is the same as in Section 5.2, including the adaption
for renewable integration studies done in [151], and the power system stabilizers
defined for generators 3 and 4 in Table 5.1. However, the number of PV plants and
scenarios is simplified with respect to the analysis described in Chapter 5.
Namely, two PV penetration scenarios are considered. In both cases, the to-
tal demand and the active power references of generators 2, 3, and 4 are given in
Table 6.1. As shown in Fig. 6.1, two PV plants are connected at buses 4 and 5,
regulating the voltage at these buses to 1 p.u. in both scenarios. The scenarios are
defined by the power rating of the PV plants and generator 1 as follows:
• 10% PV penetration: The rated power of the PV plants is 100 MW, and they
operate with a 10% reserve. Generator 1 balances generation and demand and
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Table 6.1. Initial operating point parameters for 12-bus system.
Element P (p.u.) Q (p.u.) V (p.u.)
G1 Slack - 1.00
G2 4.00 - 1.01
G3 2.70 - 1.01
G4 3.30 - 1.01
Load 1 3.41 2.12 -
Load 2 2.84 1.38 -
Load 3 3.98 1.31 -
Load 4 3.41 2.12 -
Load 5 1.14 0.55 -



























Fig. 6.1. 12-bus system diagram showing the location of the PV power plants.
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is the equivalent of six units as defined in [151].
• 30% PV penetration: The rated power of the PV plants is 300 MW, and they
operate with a 10% reserve. Generator 1 balances generation and demand,
with a reduced power injection, and only two of its six units are connected to
the system, reducing its total inertia.
In both scenarios, the PV plants contribute to frequency regulation with a frequency
droop defined by a 5% slope, like the other generators in the system, whereas the
voltage control is performed only by the central plant controller with the voltage
droop at the converter level disabled. Given that only short-term studies are per-
formed, no secondary frequency regulation scheme is taken into account. Addition-
ally, two study cases are considered within each scenario depending on whether the
PV plant controller is based on IPT or uses the SPC. In case of using the SPC, the
PV plant behavior is defined by a 5 s inertia constant, which is similar to the inertia
of the synchronous machines in the system, and a value of the damping coefficient
D that ensures a 0.7 damping ratio in the active power loop of the SPC.
The impact of the PV plants on this system, depending on the type of controller,
is studied here by means of the response of the system to two different disturbances,
as explained next.
6.2.1 Line contingency
This event is a short circuit at the midpoint of line 4-5, which starts at t = 1 s, and
the corresponding line trip at t = 1.05 s as the protections are activated. As a result
of the event, the power system is weakened. with the system eigenvalues getting
closer to a 5% damping. Figure 6.2 shows the location of the critical eigenvalues in
the complex plane, corresponding to the least three damped oscillatory modes. In
all cases, all the modes have a damping ratio over 5% and thus can be considered
sufficiently damped.
Additionally, some differences can be seen in Fig. 6.2 depending on the amount
of PV and the type of controller employed, and the corresponding numerical values
are given in Table 6.2. In general, the use of the SPC results in a significantly better
damping of the critical modes than the IPT controller for both penetration scenarios,
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Table 6.2. 12-bus system critical eigenvalues and damping ratio after the disconnection of
line 4-5 for different scenarios.
Scenario Mode 1 Mode 2 Mode 3
10% - IPT
−0.5455±8.6190 j −0.5878±7.9653 j −0.3810±5.8578 j
6.32% 7.36% 6.49%
10% - SPC
−0.5873±8.1977 j −0.8296±9.1724 j −0.7064±5.7498 j
7.15% 9.01% 12.19%
30% - IPT
−0.7702±10.5845 j −0.7250±8.1750 j −0.4061±5.8901 j
7.26% 8.83% 6.88%
30% - SPC
−0.8813±10.8013 j −0.8388±9.0672 j −0.7194±6.2435 j
8.13% 9.21% 11.45%

















Fig. 6.2. 12-bus system eigenvalue plot after a short circuit on line 4-5 and its trip for
different scenarios.
with some modes reaching damping ratios around 10%. In addition, it is possible
to see further damping improvements as the PV penetration grows, benefiting from
the fact that generation is more distributed throughout the system.
The time-domain response of the system to the disturbance is shown in Figs. 6.3
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Fig. 6.3. Plant PV 1 active power response to a short circuit on line 4-5 and its trip for
different scenarios, in a plant-per-unit system.
and 6.4. The differences in the plant response when both types of controllers are
compared are evident in Fig. 6.3. Thus, with the IPT controller, the plant suffers
large and fast oscillations during the short circuit and immediately after it is cleared.
After approximately 0.5 s, the active power injection basically goes back to its pre-
fault level with small oscillations. On the other hand, with the SPC, the immediate
response is more stable than in the IPT case, and the active power injection oscillates
like in a synchronous machine as a result of the inertia emulation.
Figure 6.4a shows the evolution of the system frequency during and after the
disturbance, represented by the speed of generator 2. In this case, the PV penetra-
tion level determines the main trend, with a rise in the 10% penetration case, and
a drop in the 30% case. As expected from the eigenvalue analysis, the SPC con-
tributes to damping the oscillations in the system for both penetration levels, which
results in a more stable frequency evolution. As shown in Fig. 6.4b, this is translated
into the active power generated by this machine, which presents significantly larger
oscillations when the conventional controller is used. Moreover, the amplitude and
stabilization time of these oscillations increases with the PV penetration.
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(a) Generator 2 speed.






















(b) Generator 2 active power.
Fig. 6.4. 12-bus system response to a short circuit on line 4-5 and its trip for different
scenarios.
6.2.2 Generator contingency
In this case, the disturbance is the disconnection of one of the three units that form
the generator 4 plant at t = 1 s, which causes a sudden generation-demand imbalance
in the system, and reduces the total inertia and regulation capability. The effects of
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Table 6.3. 12-bus system critical eigenvalues and damping ratio after the disconnection of
one unit at the generator 4 plant for different scenarios.
Scenario Mode 1 Mode 2 Mode 3
10% - IPT
−0.5467±8.2609 j −0.5935±8.8854 j −0.6345±6.5868 j
6.60% 6.67% 9.59%
10% - SPC
−0.5133±8.2642 j −0.6099±9.5857 j −0.7549±6.6137 j
6.20% 6.35% 11.34%
30% - IPT
−0.7720±10.6541 j −0.7711±8.6780 j −0.6612±6.7316 j
7.23% 8.85% 9.78%
30% - SPC
−0.7711±10.8033 j −0.8095±9.4320 j −0.7658±6.7424 j
7.12% 8.55% 11.29%

















Fig. 6.5. 12-bus system eigenvalue plot after the disconnection of one unit at the generator
4 plant for different scenarios.
the event on the eigenvalues can be seen in Fig. 6.5 and Table 6.3 for all four study
cases, where it can be observed that the damping ratio of the oscillatory modes is in
all cases over 5%.
For this contingency, the SPC slightly reduces the damping of modes 1 and 2,
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(a) Plant PV 1 active power in a plant-per-unit system.

















(b) Plant PV 1 equivalent converter dc voltage.
Fig. 6.6. PV plant 1 response to the disconnection of one unit at the generator 4 plant for
different scenarios.
whose damping ratio is nonetheless over 6% in the worst case. On the other hand,
it significantly increases the damping of mode 3, and thus the sum of the damping
ratios of these three modes is greater for the SPC than for the conventional controller.
The response of the system is shown in Figs. 6.6 and 6.7. The active power
injection of PV plant 1, which can be seen in Fig. 6.6a in a plant-per-unit system,
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shows two appreciably different types of behavior depending on the employed con-
troller. Namely, the initial response of the plant is improved by the effect of the
inertia emulated by the SPC, since the active power injection increases faster than
with the IPT controller, which only modifies the generated power as a result of the
frequency droop. The fast reaction caused by the SPC results in an early satura-
tion of the plant, which does not harm the stability of the system. In fact, the IPT
controller also saturates the PV plant in the 10% case, but this saturation occurs ap-
preciably later than in the case of the SPC, and it results in a delayed contribution
from the plant.
The effects of the active power response on the dc voltage of the equivalent con-
verter are shown in Fig. 6.6b. The faster reaction when the SPC is employed results
in a faster decrease of the dc voltage, and the activation of the dc voltage controller
when it reaches a value below 0.64 p.u. The moderate active power response of
the plant in the 30% penetration case when the conventional controller is used is
translated into a higher dc voltage level during this transient.
This effect of the controller on the oscillation damping can be seen in the active
power generated by generator 2, shown in Fig. 6.7a. In this case, the impact of
the controller is larger for the 30% scenario, where the utilization of the SPC by
PV plants allows the amplitude of the active power oscillations of generator 2 to
decrease by 27%.
Furthermore, the frequency is severely affected by the disturbance, as can be
seen through the plot of the speed of generator 2 in Fig. 6.7b. Thus, the frequency
drop is more significant for a 10% penetration level, and this causes the observed
larger contribution of the PV plants. Comparing both controllers, the SPC yields
a slight improvement on the maximum frequency deviation in the 10% penetration
scenario. For the 30% scenario, this contribution is again more evident, limiting
the frequency deviation during its first three swings, and reducing the maximum
deviation by approximately 20%. This is accompanied by a slight improvement in
the frequency oscillation damping.
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(a) Generator 2 active power.




















(b) Generator 2 speed.
Fig. 6.7. 12-bus system response to the disconnection of one unit at the generator 4 plant
for different scenarios.
6.3 Power system of northern Chile
The power system of northern Chile is a 50 Hz system with an average demand
around 2,000 MW [152]. Industrial loads associated with mining constitute the main
part of this demand, with relatively small hourly variations. The generation mix is























































Fig. 6.8. Simplified diagram of the power system of northern Chile [153].
mainly coal, natural gas, and diesel, although a significant number of PV plants are
being installed or are planned to be connected in the near future.
A schematic view of the central part of the system is illustrated in Fig. 6.8.
The main trunk of the system stretches from Tarapacá to Atacama, containing large
power plants connected electrically close to the Crucero bus. One of the studied
PV plants is a 100 MW PV power plant currently being constructed, connected to
one circuit of the Encuentro-Sierra Gorda line, as depicted in Fig. 6.8. This plant is
designed to use power converters that can operate with the SPC option.
The study here takes into account the power system model published by the
system operator [154]. A low demand operation scenario is considered, which cor-
responds to maximum existing PV power generation and no interconnection with
Argentina. This operation scenario is modified to add the planned 100 MW PV plant
at the same demand level, disconnecting a synchronous generator. Furthermore, in
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order to evaluate the impact of PV plants with SPCs for an increased penetration
level, the rated power of the planned PV plant is increased to 200 MW, and three
more 200 MW PV plants are added to the system, summing up a total of 800 MW,
and increasing the total demand accordingly. The additional PV plants are located at
future solar PV sites; thus, one of these plants is connected at Parinacota bus north
of Tarapacá, whereas the other two are connected at Domeyko and Laberinto buses.
In both scenarios, the solar radiation and temperature are such that the PV plants
are able to generate a maximum of 1.015 p.u. active power at 0.64 p.u. dc voltage,
and their open-circuit dc voltage is 0.79 p.u., considering a plant per-unit system.
Additionally, the initial operating point of the PV plants considers a 10% active
power reserve margin, so that they can contribute to frequency control and stability,
and both IPT and SPC controllers are considered.
The active power generation for the main generators in the modified scenarios
is slightly modified with respect to the June 2015 low demand data in [154], as
shown in Table 6.4. In both 100 MW and 800 MW PV scenarios, it is assumed that
the PV plant replaces unit U14 at Tocopilla, whereas unit U16, also at Tocopilla,
increases its active power injection to 211 MW. On the other hand, the setpoint of
unit U15 is modified in each scenario; in the 100 MW PV case, U15 operates at its
technical minimum of 75 MW, and in the 800 MW PV case, it generates 130 MW,
close to its maximum. The load increase that takes place in the 800 MW scenario is
compensated by both the increase of power generated by U15 and the additional PV
generation. It is worth noting that, although this high PV penetration scenario brings
benefits to the power system economics and sustainability, the resulting dispatch
causes a reduction of the ratio of power generated by conventional synchronous
machines, and thus the total system inertia decreases.
Taking into account the characteristic of the generators connected to the power
system of northern Chile, described in [154], the PV plants are assumed to con-
tribute to frequency and voltage regulation with a 5% and 2.5% droop respectively,
and the SPC considers an inertia constant of 5 s. Furthermore, a damping coefficient
D such that the damping ratio of the PV plant active power loop is 0.7, and a vir-
tual reactance equal to 0.3 p.u. are chosen, so that the plant response is sufficiently
damped, closely interacting with the grid.
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Table 6.4. Active power injections (p.u.) of the main generators in northern Chile for
different penetration scenarios.
Generator No PV 100 MW PV 800 MW PV
ANG1 2.05 2.27 2.23
ANG2 2.63 2.63 2.63
U16 1.70 2.11 2.11
CTH 1.58 1.58 1.58
CTM2 1.54 1.54 1.54
CTM1 1.49 1.49 1.49
CTTAR 1.40 1.40 1.40
NTO1 1.35 1.35 1.35
NTO2 1.35 1.35 1.35
CTA 1.30 1.30 1.30
U14 1.22 - -
U15 1.16 0.75 1.30
TG1A 0.95 0.95 0.95
TV1C 0.60 0.60 0.60
PV1 - 0.90 1.80
PV2 - - 1.80
PV3 - - 1.80
PV4 - - 1.80
6.4 Power system of northern Chile results
The impact of these PV plants on the system is analyzed in this section. First,
the sensitivity of the eigenvalues of the system to the PV plant parameters in the
100 MW scenario is studied. Afterwards, the stability of the system for three types
of disturbances is discussed for different penetration levels and converter controllers.
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6.4.1 Eigenvalue sensitivity
The influence of certain PV plant parameters on the eigenvalues of the power system
of northern Chile is analyzed here. The study considers only the actual case where
a 100 MW PV plant is connected to the Encuentro-Sierra Gorda line. The impact of
each parameter is assessed taking into account how the eigenvalues vary for different
values of that parameter, while the other parameters keep the values given at the end
of Section 6.3.
One of the main parameters describing the response of a converter controlled by
the SPC is its inertia constant. The influence of this parameter on the eigenvalues
of the power system can be seen in Fig. 6.9. For the inertia constant values con-
sidered, the weakest three modes are practically unaffected. A fourth mode, whose
eigenvalue is around −0.8±6 j (mode 4), shows a special sensitivity to the type of
controller, with the SPC reducing its damping, which is in any case well over 10%.
Furthermore, the real part of this eigenvalue has an interesting behavior with respect
to the inertia constant, and results in better damping for very low or very high val-
ues of this parameter, and a minimum when the default value of 5 s is considered.
The reverse trend can be seen in the eigenvalue around −1.14±4.5 j (mode 7), for
which 5 s–10 s lead to a clear maximum, and, more slightly, for the eigenvalues
around −0.97± 6.7 j (mode 5) and −1.15± 7 j (mode 6). Nonetheless, it can be
concluded that the impact of the SPC inertia constant is small, and all modes have
damping ratios over 10%.
The impact of the other parameter describing the electromechanical response of
the SPC, its active power closed-loop damping ratio, is visible in Fig. 6.10. Once
again, the damping of all modes is safely over 10%, and the same four modes are af-
fected. Mode 4 sees its damping reduced again when the SPC is employed, but now
it shows a clear trend with increasing damping as the SPC damping ratio increases,
and so does mode 6. On the other hand, the damping of mode 5 decreases when the
SPC damping ratio increases. Finally, like in the case of the inertia constant, mode
7 has a maximum of damping for intermediate values of this parameter.
Fig. 6.11 shows the eigenvalues obtained for different values of the SPC admit-
tance. In this case, the resistance-to-reactance ratio is equal to 1/3 for all the cases,
and the reactance takes the values indicated in the legend of the plot. Like in pre-
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Fig. 6.9. Eigenvalue plot of the power system of northern Chile for different values of the
SPC inertia constant.

















Fig. 6.10. Eigenvalue plot of the power system of northern Chile for different values of the
SPC damping ratio.
vious cases, the effect of the PV plant is very limited on the three critical modes,
but the other four modes visible in the plot have an interesting behavior. Mode 4
initially reduces its damping as the impedance increases, reaching a minimum for
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Fig. 6.11. Eigenvalue plot of the power system of northern Chile for different values of the
SPC virtual admittance.
X = 0.4, then it increases slightly for X = 0.6, and finally it decreases again for
X = 1.0. Modes 5 and 6 have clear trends of growing damping as the impedance
increases; whereas mode 7, like in the previous cases, has maximum damping for
an intermediate value of the parameter.
Finally, the impact of a PV plant parameter that is not directly related to the SPC
is considered. Namely, the PV plant voltage controller gain, inverse of the voltage
droop slope, is given different values for both the conventional controller and the
SPC, obtaining the eigenvalue plot of Fig 6.12. As in the case of the SPC parameters
studied previously, the three critical modes are not affected by the PV plant, but the
other four modes are. Mode 4 exhibits a steady trend of increasing damping as the
gain of the voltage controller increases when the IPT controller is employed. With
the SPC, it has similar values for moderate controller gains, with less damping than
in the case of the IPT controller, but its damping improves significantly when the
gain is high. Mode 5, on the other hand, shows very similar results in most cases,
with high gains reducing its damping. However, the highest gain, combined with
the SPC, gives rise to a significant reduction of the damping of this eigenvalue.
Something similar happens with mode 6, and even with mode 7 if the conventional
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Fig. 6.12. Eigenvalue plot of the power system of northern Chile for different values of the
PV plant voltage control gain.
controller is considered. When the SPC is used, there is again a maximum value of
damping for intermediate values of the studied parameter.
In general, the damping of the system is acceptable, with all modes over 10%,
and the PV plant parameters have a limited impact on the system. This reduced
influence is due to the small relative size of the PV plant respect to the whole power
system, and the well-damped nature of the system without PV.
6.4.2 Line contingency
The event is a short circuit on circuit 2 of the Crucero-Encuentro line, that starts at
t = 1 s, and is cleared when the affected circuit is tripped at t = 1.06 s.
The power system is well damped even when this line is tripped after the short
circuit, and the damping ratio of all the eigenvalues is still over 10%, as can be seen
in Fig. 6.13. In the 100 MW scenario, the modes seem to be just slightly affected
by the type of control of the PV plants, whereas in the 800 MW scenario, more
differences can be observed, with the SPC reducing the damping of mode 5, which
is nonetheless greater than 10%.
The response of the PV plants to this event is determined by the type of con-
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100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
Fig. 6.13. Eigenvalue plot of the power system of northern Chile after a contingency on
circuit 2 of the Crucero-Encuentro line for different scenarios.


















100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
Fig. 6.14. Plant PV1 active power response to a contingency on circuit 2 of the Crucero-
Encuentro line for different scenarios, in a plant-per-unit system.
troller, as shown in Fig. 6.14, where the active powers generated by the studied PV
plant are depicted in a plant-per-unit system. For the IPT controller, there is a short
active power spike when the line is tripped, followed by a steady recovery of the pre-
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100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(a) Generator ANG2 speed.














100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(b) Crucero bus voltage.
Fig. 6.15. Response of the power system of northern Chile to a contingency on circuit 2 of
the Crucero-Encuentro line for different scenarios.
fault level in 1 s. With the SPC, the plant exhibits the expected oscillatory behavior
of a synchronous machine, with the oscillations fading away in approximately 5 s.
Nevertheless, the general response of the system in terms of frequency and volt-
age is not especially affected by the type of controller, as shown in Fig. 6.15. Thus,
the impact of the line trip on the frequency of the system and the speed of syn-
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chronous machines can be seen in Fig. 6.15a, where the speed of generator ANG2
at the Angamos plant is shown. In this figure, the frequency evolution is affected
by the PV penetration level and slightly by the selected controller; the impact of the
100 MW plant is limited, with the controller type having practically no effect on the
system, but for the 800 MW case, the controllers have a visible influence, especially
during the first 2 s after the event, with the SPC limiting the acceleration of the sys-
tem. The effect on the voltage of the system is reduced in all cases, as shown in
Fig. 6.15b for the Crucero bus.
6.4.3 Generator contingency
This event consists on the disconnection of generator U15 at t = 1 s. This machine
is connected at the Tocopilla plant and its active power reference is adapted for each
scenario in such a way that it represents approximately 4% of the total generation
in both cases; hence, the severity of the disturbance is similar regardless of the
considered PV penetration level.
The active power imbalance in the system does not affect its eigenvalues signif-
icantly, and the damping ratio of all modes is around 10% or above. Nevertheless,
this disturbance has some effects on the response of the generating units in the sys-
tem as shown in Figs. 6.16 and 6.17.
Fig. 6.16a depicts the active power response of the studied PV plant, on a plant-
per-unit system, showing that the plant response depends fundamentally on the type
of controller. When the SPC is employed, the response is initially faster due to
the emulated inertia, and during the following 5 to 7 seconds, it has an oscillatory
behavior superimposed on the droop response to the frequency variation, as in the
case of a synchronous machine. With the IPT controller, a steadier active power
increase is seen, due to the droop response. Therefore, the inertia emulated by the
SPC enables the PV plant to respond faster to the frequency event.
The PV plant active power response is related to the dc voltage of the equivalent
converter, as can be seen in Fig. 6.16b. As a result of the additional injection of
active power, the dc capacitors discharge, and the voltage decreases. Furthermore,
since the PV plant is operating in the stable region of the PV characteristics, this
decrease of voltage results in a PV power increase, which rapidly balances the extra
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100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(a) Active power in a plant-per-unit system.















100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(b) Equivalent converter dc voltage.
Fig. 6.16. Response of plant PV1 to the disconnection of generator U15 for different sce-
narios.
power injected into the grid and maintains the active power balance. Comparing the
different scenarios, it is possible to see how, at the beginning of the transient, the
faster response of the SPC results in a faster dc voltage drop, i.e., a faster energy
release to compensate the frequency deviation, which is analogous to the inertial
response of synchronous machines. In any case, the dc voltage remains over the
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100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(a) Generator CTM1 active power.














100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(b) Generator ANG2 speed.
Fig. 6.17. Response of the power system of northern Chile to the disconnection of generator
U15 for different scenarios.
maximum power point voltage throughout the transient for all the scenarios, so the
plant operates safely within the stable region of the PV curve.
The fast active power response of the PV plants when the SPC is employed has
some beneficial effects for the power system, as shown in Fig. 6.17. In particular,
it alleviates the effort of the synchronous machines in the system, like unit CTM1
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at the Mejillones plant, whose active power injection is shown in Fig. 6.17a. In the
100 MW scenario, the use of the SPC by the PV plant contributes to a slight reduc-
tion of CTM1 active power oscillations with respect to the IPT controller. However,
this contribution is more evident in the 800 MW scenario, since the SPC keeps the
oscillations in the same range as for the 100 MW scenario, but the IPT results in
appreciably larger oscillations, especially during the first swing of the machine.
Additionally, the SPC response has an influence on the system frequency, as
can be inferred from the speed of generator ANG2 shown in Fig. 6.17b. The sys-
tem frequency is affected differently in each scenario, and the differences due to the
controller type are more evident as the PV penetration increases. In the 100 MW
scenario, the influence of the PV plant controller on the system response is limited
by the small relative size of the plant compared with the whole system, but the re-
sponse induced by the SPC makes possible a slight reduction of the frequency slope
and its maximum deviation. On the other hand, in the 800 MW scenario, there are
more visible effects; thus, the SPC contributes to a significant reduction in the rate of
change of the frequency, which eventually results in a reduced maximum frequency
deviation of 8%, taking place 3 s later than in the case of the IPT controller. In
this case, the voltage of the system is slightly affected, and exhibits slow dynamics
related to the active power response of the system.
6.4.4 Load contingency
This third event is defined by the disconnection of several loads connected near the
Crucero bus, which represent around 8% of total demand in all scenarios. Therefore,
the active power balance is significantly affected, with the power system frequency
increasing in this case, as expected. The response of the power system to this event,
which takes place at t = 1 s, is shown in Figs. 6.18 and 6.19.
The active power response of plant PV1 for this event is shown in Fig. 6.18a,
also on a plant-per-unit system. As in the case of the disconnection of the generator,
the response is clearly dependent on the employed controller, and the SPC results
in a faster reaction, with a sharp decrease of active power generation in order to
compensate the loss of load. With the IPT controller, the active power reduction is
slower, tracking the resulting frequency increase.
6.4 Power system of northern Chile results 215


















100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(a) Active power in a plant-per-unit system.













100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(b) Equivalent converter dc voltage.
Fig. 6.18. Response of plant PV1 to the disconnection of loads for different scenarios.
The effects of the event on the equivalent converter dc voltage can be seen in
Fig. 6.18b. In this case, the active power reduction charges the dc capacitors, in-
creasing their voltage and thus reducing the power generated by the PV system.
With the SPC, the plant absorbs more power at the beginning of the transient, thus
opposing the disturbance. In all scenarios, the dc voltage increase is moderate and
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100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(a) Generator CTM1 active power.













100 MW - IPT
100 MW - SPC
800 MW - IPT
800 MW - SPC
(b) Generator ANG2 speed.
Fig. 6.19. Response of the power system of northern Chile to the disconnection of loads for
different scenarios.
the PV system continues operating in its stable region.
The SPC response also brings benefits for the power system when a load is dis-
connected. On the one hand, the effort of the synchronous machines is reduced
once again, especially for the 800 MW scenario, as can be seen in Fig. 6.19a for
unit CTM1, which presents a significant reduction of oscillations when the SPC
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is employed. On the other hand, the additional inertia provided by the PV plants
employing the SPC contributes decisively to limiting the rate of change of the fre-
quency, and thus its maximum deviation, as shown in Fig. 6.19b. When the PV
penetration increases, the effect on the maximum frequency deviation becomes evi-
dent, delaying the occurrence of the maximum for approximately 2 s, and reducing
its value around 9%. With respect to the system voltage, the disconnection of the
load causes a small voltage increase, once again with slow dynamics in accordance




Analysis of the impact of a hybrid
SG-PV power plant on power systems
H ybrid power plants combining synchronous generators and power elec-tronics devices offer additional flexibility to integrate renewable energysources in power system. In this chapter, the impact of a hybrid power
plant consisting of a synchronous generator, PV, and a storage system is analyzed.
First, the hybrid power plant model is discussed, and the ability of a small storage
system to reproduce the response of a larger plant is studied. Afterwards, the sta-
bility of the 12-bus system is analyzed under the presence of a hybrid power plant
that may adopt several configurations and use different power converter controllers.
Finally, the impact of large renewable power plants on a simpler test power system,
more prone to oscillatory instability, is analyzed considering hybrid and only-PV
configurations with different penetration levels. This work has been partially pre-
sented in D. Remon, A. M. Cantarellas, J. Martinez Garcia, J. M. Escaño, P. Ro-
driguez, “Hybrid solar plant with synchronous power controllers contribution to 12-
bus system stability,” accepted in IEEE Energy Conversion Congress and Exposition
(ECCE), Cincinnati, OH, 2017.
Solar energy is usually converted into electric power and injected into the grid
through photovoltaic systems and power electronics interfaces, in a wide range of
219
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power from residential applications to transmission-level power plants such as those
considered in Chapters 4 to 6. Nevertheless, many installations also include certain
amount of energy storage in order to avoid the adverse effects of the intermittency
of the solar resource, usually employing batteries.
Furthermore, some transmission-level power stations combine different genera-
tion technologies in order to fully utilize a clean and economic power source while
ensuring firm and reliable power generation. Possible combinations blend PV with
solar thermal energy, which employs more conventional generating systems based
on a steam turbine and a synchronous generator, and have the potential to store ther-
mal energy for several hours; biomass, with a similar power conversion unit and
greater flexibility in terms of fuel availability; or natural gas, through efficient com-
bined cycles that allow the plant to easily adapt its production throughout the day.
Therefore, it is also necessary to analyze the impact that these hybrid power plants
have on power systems.
7.1 Hybrid power plant model
The hybrid power plants considered in the present analysis consider a thermal sec-
tion employing a synchronous generator, PV, and a battery energy storage system.
Different scenarios are considered, with different sections enabled and different con-
verter controllers for the PV and storage systems. In all cases, the PV plant and
the storage system share a common MV bus and step-up transformer; whereas the
synchronous machine is connected to the grid at the same point, but through an in-
dependent transformer, together with its ancillary loads. The main characteristics of
the models employed are explained next.
7.1.1 Synchronous generator
The conventional generation section of the hybrid power plant consists of a syn-
chronous generator fed by a steam turbine, which may correspond to a solar thermal
energy or biomass plant. The model considers a round-rotor synchronous machine
with governor, exciter, and power system stabilizer. Furthermore, some scenarios
take into account the consumption of the ancillary loads required to maintain the
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plant in operation.
7.1.2 PV plant
The PV plant considers the full model presented in Chapter 4, including the dc side
and PV system, through the equivalent 1×100 model. In this case, however, the
plant transformer impedance is not integrated in the equivalent impedance. Instead,
the plant transformer is kept in its original form, and the equivalent impedance rep-
resents the internal MV network and the converter transformers. The equivalent
impedance and converter take into account that they are connected in MV.
7.1.3 Storage system
The battery energy storage system also considers the model in Chapter 4, and em-
ploys a single-converter equivalent where the equivalent battery has a rated power
and capacity equal to the some of the individual values of all the units forming the
storage system. Due to the short cable distances involved with respect to the case of
PV, the equivalent impedance corresponds in practice to the converter transformer
impedance. The equivalent impedance and converter take into account that they are
connected in MV, at the PV plant common bus.
7.2 Plant inertia emulation with a BESS
The inclusion of a storage system allows increasing the flexibility of the power plant.
In particular, the PV plant can be relieved of some or all of its frequency control
duties. Thus, it can operate with no active power reserves, relying on the BESS
when an active power increase is needed. In fact, the BESS could also respond
when an active power reduction is necessary, absorbing active power and allowing
the PV plant to continue operating close to its maximum power point.
Employing the same parameters in per unit as the PV plant, but considering its
own per unit system, the response of the storage system would be similar to the PV
plant response, but scaled down according to the storage system rating. This can be
seen in Fig. 7.1, where the response of a 100 MW PV plant and a 7 MW BESS to
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(a) 100 MW PV plant.




















(b) 7 MW battery energy storage system.
Fig. 7.1. Active power response to a frequency decrease for different devices employing the
SPC.
the same frequency event caused by the loss of generation in a test power system is
shown.
Therefore, if the BESS is meant to reproduce the behavior of a larger unit, its
parameters must be defined accordingly. Since these parameters depend on the type
of converter controller being employed, their adaption to emulate the response of a













Fig. 7.2. Active power loop of the SPC with low-pass filter.
larger system will also be influenced by the type of converter controller employed.
With a conventional controller, it may suffice with scaling up the active power ref-
erence affected by the frequency droop (analogously, the reactive power reference
responding to voltage control). However, when the SPC is considered, it is neces-
sary to take into account the inertia and other parameters defining the active power
response.
7.2.1 SPC active power loop
The adaption of the BESS parameters when the SPC is employed requires studying
the SPC active power loop in detail. In the following, this loop is analyzed for both
SPC versions, modeled as in Section 4.3.3.2. This analysis considers that the grid
frequency measurement employed for primary regulation is ideally estimated by
an independent synchronization system, and evaluates the response to active power
reference and grid frequency variations.
7.2.1.1 SPC with low-pass filter
The resulting active power loop when the original SPC implementation is employed
is shown in Fig. 7.2, where the dynamics of the current control loop are modeled
simply as a first-order lag, as in the model described in Chapter 4, and KP is the












































Fig. 7.4. Active power loop of the SPC with PI controller.











On the other hand, the response to grid frequency variations, neglecting again
the current loop dynamics and considering an ideal estimation of the grid frequency











7.2.1.2 SPC with PI controller
The active power loop is slightly modified when the SPC version considering a PI
controller is employed, as shown in Fig. 7.4. In this case, the closed-loop transfer








































The response to grid frequency variations is described by the loop in Fig. 7.5
and the following transfer function:
∆P
∆ fgrid
(s) =− [(2H +





7.2.2 Corresponding SPC parameters
In order to obtain the same response but scaled up to a greater power level, the
adapted parameters should only affect the transfer functions (7.2)–(7.5) by intro-
ducing a multiplicative gain. Therefore, the denominator coefficients must remain
unchanged, i.e., KPωb2H , the ratio
D
H , and the zero given by ωz must keep their original
values.
A first consequence of this is that the active power closed-loop transfer functions
(7.2) and (7.4) with the adapted parameters would be identical to their counterparts
with regular parameters. Thus, the active power reference would have to be multi-
plied by the corresponding gain before using it as an input for this loop.
Given the way in which the SPC reacts to frequency variations, a similar solu-
tion cannot be employed for the response to grid frequency variations. Thus, the
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multiplicative factor must come from the terms multiplying KPωb2H in the numerator.
That is to say, H, D, and K f have to be multiplied by the scaling-up factor. However,
modifying the inertia constant H requires a corresponding variation of KP in order to
keep the same denominator. Theoretically, this variation can be introduced through
the virtual reactance, affecting the total reactance X that defines KP.
Alternatively, the BESS can use the same parameters and per-unit system as the
PV plant, but considering the current and power limits of the storage system. It
is worth noting that this approach is sensitive to the total impedance, whose value
changes among different per-unit systems, and may require further variations of the
virtual reactance.
7.2.3 Performance of the plant inertia emulation with a BESS
Due to several factors, the BESS is not able to reproduce the response of the PV
plant despite its parameters are defined to do so, as shown in Fig. 7.6, where the
response of a 100 MW PV plant and a 7 MW BESS to a grid frequency event is
compared. The PV plant initially injects 93 MW; whereas the BESS is initially not
injecting nor absorbing any power, and two ways to emulate the response of the PV
plant: the first one uses the same base power as the PV plant, and the second one
adapts the values of the inertia constant and frequency droop slope.
The factors altering the performance of the PV response emulation by the BESS
affect mainly the coefficient KP, which is obtained from the linearization of the
interaction between the SPC and the grid, and thus depends on the characteristics or
the state of both elements.
7.2.3.1 Total connection impedance
The factor having most influence on the different response of the BESS when it
tries to emulate the complete response of the PV plant with the SPC is the different
connection impedance. Despite the small differences due to the PV internal net-
work cable impedance, the total connection impedance is similar for the PV plant
equivalent and the BESS using the per-unit system corresponding to each section of
the plant. Nevertheless, the BESS impedance is larger when it is written in the PV
plant per-unit system, since the base impedance is inversely proportional to the base
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Fig. 7.6. Comparison of the active power response for PV and BESS emulating the response
of a larger system.
power. Thus, KP is reduced, affecting the transfer function poles and slowing down
the response.
The impact of the total connection impedance on the response to a grid fre-
quency variation can be seen in Fig. 7.7. In this case, the PV and BESS are initially
operating in the same conditions, with zero active power injection, and they do not
control the plant voltage, so the only differences are due to their power ratings. Fur-
thermore, the BESS uses the same parameters and base power as the PV. Neverthe-
less, the response of the BESS is substantially different from the PV plant response.
This is avoided just by reducing the BESS equivalent impedance and making it equal
to the PV plant impedance, which results in a response that matches the PV plant
response almost perfectly (BESS low Z). However, this cannot be done in a practical
application, since it would require oversizing the BESS transformer.
In order to overcome this issue, the virtual reactance should be reduced, or even
made negative, in such a way that the total reactance, and thus also KP, is unaltered.
However, as seen in Fig. 7.7 (BESS virtual Z), the effectiveness of this solution
is limited. This is due to the fact that the transfer function does not capture the
full complexity of the model; namely, it neglects the influence of the voltage at
the point of connection of the converter, which is affected by the actual connection
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Fig. 7.7. Comparison of the active power response for PV and BESS with different
impedance.
impedance.
7.2.3.2 Initial operating point
Another factor influencing the response of the SPC is the initial operating point
of the device. Normally, the plant sections whose response is being compared are
operating in a different point when their response is required. The PV plant is oper-
ating close to its maximum power point, injecting a large amount of active power;
whereas the BESS is neither injecting nor absorbing power, waiting for an event for
which its contribution is needed.
The initial operating point also affects the coefficient KP, since it determines the
SPC internal voltage E and angle relative to the grid δ0. Therefore, it also affects the
active power response, even if the connection impedance is assumed to be equal. As
an example, Fig 7.8 shows the active power response of the PV plant to the same grid
frequency event, but considering two operating points. The first one is the regular
operating point of the PV plant with an active power reserve for frequency control,
whereas the other one considers that the PV plant is not injecting any active power,
despite being able to do it, as the BESS would do. Additionally, the response of
the BESS with a reduced impedance equal to the PV plant impedance is shown. In
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Fig. 7.8. Comparison of the active power response for PV and BESS with different initial
operating points.
this figure, the response of the PV system and the BESS are almost identical when
none of them injects power. However, if the PV plant is initially injecting 93 MW,
its response is slightly different.
In practical applications, this situation cannot easily be avoided, since the PV
plant and the BESS will have totally different initial operating points. Nevertheless,
the differences in the performance are small and could be neglected.
7.2.3.3 Plant voltage control
Similarly, the participation of the PV plant or the BESS in the plant voltage control
may also influence the response of these systems and cause differences between
them. The plant voltage controller affects the SPC internal voltage E, and thus KP.
The different responses obtained for the PV plant with an active power reserve for
frequency control, but considering two cases in which it participates and does not
participate in the control of the plant voltage, are shown in Fig. 7.9. Once again,
there are differences between both responses, with larger oscillations in the case
considering plant voltage control.
From this analysis, it is possible to conclude that the BESS has certain limi-
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Fig. 7.9. Comparison of the active power response for PV with different plant voltage con-
trol options.
tations to reproduce the full response of the PV plant SPC, especially due to the
differences in the connection impedance, which have a physical cause that cannot
be overcome by modifications of the control. Therefore, the following studies will
consider that the BESS performs the duties associated with the droop response of
the PV plant when an active power increase is necessary, but it does not aim at
emulating its inertial behavior; instead, the SPC BESS considers a regular inertia
constant between 2 s and 10 s.
7.3 Impact on the 12-bus system
The impact of a hybrid plant consisting of a synchronous generator and PV, and sup-
ported by a BESS, is analyzed in the 12-bus test power system employed in previous
chapters. Here, the system introduced in [150] is adapted taking into account [151],
and no other additional controllers, such as the PSS employed in Chapters 5 and 6
are considered.
The assessment of the impact of the hybrid plant on this system considers a
single location for this plant, taking into account that the weakest mode in the system
involves generators 1 and 3, and the fact that bus 4 has the second lowest short circuit





































Fig. 7.10. 12-bus system diagram showing the location of the hybrid power plant.
power among the 12-bus system buses. The study comprises the modal analysis of
the system and its response to events of different nature, such as load variations or
voltage events, and compares the results obtained for a wide range of hybrid plant
configurations and controllers.
7.3.1 Hybrid power plant scenarios
The analysis of the impact of a hybrid plant on the 12-bus test system considers a
single plant connected to bus 4, as shown in Fig. 7.10. Several scenarios sharing
a common operating point for the 12-bus system are defined. In these scenarios,
the studied power plant injects 200 MW, whereas the remaining generators and the
system loads follow Table 7.1, where a base power of 100 MVA is considered. The
factors determining the different scenarios are the hybrid plant configuration and the
power converter controllers employed.
One the one hand, five different configurations are considered:
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Table 7.1. Initial operating point parameters for 12-bus system with a hybrid power plant.
Element P (p.u.) Q (p.u.) V (p.u.)
G1 4.66 - 1.00
G2 4.00 - 1.01
G3 2.70 - 1.01
G4 3.30 - 1.01
Load 1 3.41 2.12 -
Load 2 2.84 1.38 -
Load 3 3.98 1.31 -
Load 4 3.41 2.12 -
Load 5 1.14 0.55 -
Load 6 1.71 0.56 -
1. Fully synchronous power plant: The power plant is formed by two equal
100 MW synchronous generators, connected to bus 4 through independent
transformers and each one feeding its ancillary loads.
2. Fully photovoltaic power plant: The power plant is formed by a 200 MW PV
generation system represented by a single-converter equivalent.
3. Hybrid power plant: The power plant is formed by one 100 MW synchronous
generator and one 100 MW PV generation system.
4. Hybrid power plant with PV reserve: The power plant is formed by one
100 MW synchronous generator and one 100 MW PV generation system. The
PV system injects only 93 MW into the grid, keeping a 7% reserve margin.
5. Hybrid power plant with energy storage: The power plant is formed by one
100 MW synchronous generator, one 93 MW PV generation system, and one
7 MW battery energy storage system.
In the last two cases, generator 1 compensates the reduction in active power gener-
ation from the PV plant, injecting 474 MW.
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Table 7.2. Code describing the hybrid power plant controllers.
Code x : SG y : PV z : BESS




4 SPC, no droop
r PV reserve
On the other hand, three types of controllers are considered for PV converters.
The simplest one considers a non-contributing open-loop vector oriented control
with constant active and reactive power references. The second one also consists
of an open-loop vector oriented control, but the PV plant controls the voltage at the
MV side of the plant transformer, and contributes to frequency regulation. The third
one considers the SPC with PI active power control, and the PV plant also controls
the voltage at the MV side of the plant transformer. In the case of the BESS, the
last two controllers, which enable the participation of the converters in the control
of the grid, are also considered. When both the PV plant and the BESS participate
in grid control, they share the duties of frequency regulation in such a way that
the PV plant responds to overfrequency and the BESS mitigates underfrequency.
Furthermore, a particular case where the PV plant is controlled by the SPC but does
not contribute to frequency regulation through a droop, and the BESS uses the full
SPC with bidirectional droop, is defined.
This wide range of scenarios allows analyzing the impact of different controllers
and the performance of the plant when the BESS frees the PV plant from certain
control tasks. In order to easily identify them, each scenario is given a code xyz,
where x, y, and z are defined according to Table 7.2. Specifically, a 0 means that the
corresponding section of the plant is out of service, and letter r is used to indicate
that the BESS is not connected but the PV plant operates with a reserve margin
(configuration 4).
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Table 7.3. Main parameters of the hybrid plant synchronous generator in the 12-bus system.
Parameter Symbol Value
Rated power Sr 144 MVA
Rated voltage Vr 15 kV
Power factor PF 0.85
Inertia constant H 4.8 s
Droop slope R f 5%
Voltage controller
kAV RP 12 p.u.
proportional gain
Voltage controller
kAV RI 6 s
-1
integral gain
In the scenarios including the synchronous generator, its main parameters are
the ones summarized in Table 7.3, and its initial active power generation is 112 MW,
with 12 MW consumed by the ancillary loads and transformer, and injecting 100 MW
at bus 4. In configuration 1, two equal synchronous generators are connected at bus
4 through independent transformers.
The main parameters of the PV plant are BESS are those of their controllers. The
main ones, taking into account that some of them apply only for certain controllers,
are given in Table 7.4. The power rating and initial active power injection of the PV
plant depends on the hybrid plant configuration. Thus, for configuration 2 a base
power of 200 MVA is used, for configurations 3 and 4 a base power of 100 MVA is
employed, and for configuration 5 the base power is reduced to 93 MVA. The PV
plant equivalent converter has a rated power of 1.06 p.u., and a maximum transient
power of 1.3 p.u. Furthermore, its maximum power point is around 1.02 p.u., and,
when no reserve is considered, it generates 1.013 p.u., which results in an injection
of 1 p.u. at bus 4. In the case of the BESS, a base power of 7 MVA is employed,
with the same converter ratings, and a capacity of 15 min is considered.
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Table 7.4. Main parameters of the hybrid plant PV and BESS in the 12-bus system.
Parameter Symbol Value
Inertia constant H 7 s
Damping coefficient ζ 0.7
Virtual resistance R 0.1 p.u.
Virtual reactance X 0.3 p.u.









The analysis of the 12-bus system considering the different scenarios involving the
hybrid power plant includes both modal analysis and time-domain simulation of
important disturbances affecting the stability of the power system and the response
of the studied plant.
7.3.2.1 Eigenvalue analysis
The tuning of the PV plant voltage controller and the SPC inertia constant has taken
into account the damping of the critical modes of the power system for different
values of these key parameters. The results obtained for the values finally selected
can be seen in Fig. 7.11 for all the considered scenarios.
As expected, the hybrid plant has an important influence on the weakest mode
of the system, which represents inter-area oscillations between generator 3 and gen-
erators 1 and 4. For configuration 1, considering two synchronous machines and no
power electronics devices, this mode is poorly damped, with a damping ratio around
3%. However, if the synchronous machines are replaced by PV, as in configuration
2, the corresponding eigenvalue is significantly affected, moving to the surround-
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Fig. 7.11. 12-bus system eigenvalue plot considering different hybrid plant scenarios.
ings of −0.55±9.0 j, and increasing the damping and frequency of the mode, when
a controller fixing the output of the PV, or a controller contributing to frequency reg-
ulation is considered; when the plant employs the SPC, this mode does not appear
among the weakest damped ones.
For actually hybrid configurations, like 3–5, different results are obtained de-
pending on the converter controller. Thus, when neither the PV plant nor the BESS
contribute to the control, as in scenario 110, the damping of the mode improves,
but it is still below 5%. For the cases where the PV plant or the BESS provide a
frequency droop response and voltage regulation (120, 12r, 112, 122), a further im-
provement is achieved, and the damping ratio of this mode is close to 5%. On the
other hand, when the SPC is employed by the PV plant (130, 13r, 133, 143), great
improvements of damping are seen, reaching values around 7%. Additionally, it is
worth noting that, when the PV plant has a constant power injection and the BESS
employs the SPC, the damping of this mode is only slightly better than the cases
using the frequency droop.
The other critical modes are not so influenced by the hybrid plant configurations
and controllers. Thus, a second mode with a damping ratio around 6% is very
similar for all the scenarios considered, and a third one, whose damping approaches
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10%, is similar for all the scenarios except without a synchronous machine. Finally,
a fourth mode appears only in scenario 100, but its damping ratio is almost 10%.
7.3.2.2 Load increase contingency
The study of the response of the hybrid plant and the whole test power system to an
increase in the consumption allows assessing their ability to respond to frequency
events that require increasing the active power output. In this case, a 34% increase
of both the active and reactive power consumed by load 6, which generates an active
power imbalance around 60 MW, is considered. The event starts at t = 1 s and the
effect on the system frequency and the hybrid power plant active power is discussed
next.
The response of the system and the hybrid plant is shown in Fig. 7.12 for config-
urations 1–3. Namely, the speed of generator 3, considered an indicator of the sys-
tem frequency and the oscillations due to the critical mode, is depicted in Fig. 7.12a.
Three main trends can be distinguished, one for each configuration, and the differ-
ences due to the controller employed by the PV plant are very limited. Basically,
the amplitude of the frequency deviation increases as synchronous machines are
replaced by PV.
The evolution of the frequency is the result of the different amounts of active
power reserve available for the hybrid plant, which can be seen in further detail
in Fig. 7.12b. The synchronous generator can be overloaded to a greater extent
than the PV plant and, therefore, the hybrid plant does a larger contribution when
there are two synchronous machines. When one of them is replaced by PV, this
contribution is reduced to one half, corresponding to the synchronous generator that
remains connected; whereas, in the case with no synchronous machines, the hybrid
plant cannot increase its active power injection over its initial value, and the only
appreciable response is the absorption of oscillations when the SPC is considered.
In this case, it is worth noting that the PV plant is able to ride through this fre-
quency event despite having no active power reserve and not being able to contribute
to a great extent. Anyway, the SPC allows the plant to contribute to the damping of
the power system without compromising the stability of the power plant.
The results change when the PV plant operates with active power reserve, as
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(a) Generator 3 speed.






























(b) Hybrid plant active power variation.
Fig. 7.12. 12-bus system response to a load increase for hybrid plant configurations 1–3.
seen in Fig. 7.13. In this case, the evolution of the power system frequency im-
proves with respect to the scenarios without reserves, but also to the case with two
synchronous machines. Furthermore, more differences are seen depending on the
controller employed, and the SPC reduces the maximum deviation slightly. This
is due to the response of the plant, which can now react to the event, as shown in
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(a) Generator 3 speed.




























(b) Hybrid plant active power variation.
Fig. 7.13. 12-bus system response to a load increase considering PV active power reserve.
Fig. 7.13b. With droop, the response of the plant is similar to the case with syn-
chronous generators after 2 s. However, at the beginning of the transient, it is not
able to match the fast reaction of the synchronous machines. With the SPC and
its additional inertia, the hybrid plant is able to reproduce the fast response of the
synchronous machine, which allows reducing the maximum frequency deviation.
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(a) Generator 3 speed.






























(b) Hybrid plant active power variation.
Fig. 7.14. 12-bus system response to a load increase considering the BESS.
Moreover, in both cases with PV considering reserve, the hybrid plant output is less
oscillating than in configuration 1.
The response of the system, comparing the cases with PV reserve and BESS, is
shown in Fig. 7.14. The response of the plant, and its effect on the system, is similar
for all cases, with the only difference of the additional inertia provided by the PV
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(b) Employing the SPC.
Fig. 7.15. Hybrid power plant active power variation after a load increase considering dif-
ferent controllers and configurations.
plant when it operates with reserve and employs the SPC.
Finally, a comparison of different configurations employing the same controllers
is given in Fig. 7.15. In Fig. 7.15a, the cases considering a frequency droop are
compared. The response of the hybrid plant is almost identical in scenarios 12r
and 122, where the PV plant and the BESS respectively contribute to the control
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of the system; whereas it is reduced in scenario 120, where this contribution comes
only from the synchronous generator. When the SPC is employed, as in Fig. 7.15b,
there is again an important difference between scenario 130 and the other three
scenarios. However, these give rise to different responses depending on whether
the contribution is done by the PV plant or the BESS, due to the additional inertia
emulated by the PV plant.
7.3.2.3 Load decrease contingency
The opposite event is studied here. In this case, the plant must respond to a fre-
quency rise by reducing its active power output, which can be done by the PV plant
without active power reserve. In this case, a 60% reduction of load 6, occurring at
t = 1 s, is considered, causing an imbalance of more than 100 MW.
The system response for hybrid plant configurations 1–3 is shown in Fig. 7.16.
The system frequency represented by the speed of generator 3 in Fig. 7.16a shows
that the worst cases are those that consider a non-reacting PV plant, 010 and 110.
Otherwise, the maximum frequency deviation and the amplitude of the oscillations
are reduced in a greater extent as the amount of PV increases. Furthermore, the
use of the SPC contributes to reducing the frequency deviation and increasing the
damping in the system.
The effects on the frequency agree with the hybrid plant response shown in
Fig. 7.16b. The low contribution of the grid-feeding PV contrasts with the response
when more participating controllers are used. Furthermore, the SPC enables a faster
initial reaction of the plant that eventually results in a reduction of the maximum
deviation. It is worth noting that the SPC gives the PV plant a more oscillating be-
havior in configuration 2, compared with the case with droop, but the oscillations are
similar for both controllers when the actually hybrid configuration 3 is considered.
The independence from active power reserves can be checked in Fig. 7.17,
which shows how the active power response of the PV plant, and thus the system
frequency, is not affected by the availability of active power reserves. The response
of the PV plant, in this case, is defined only but the type of controller employed,
and it is not constrained by the active power handling capability of the PV plant.
Therefore, no active power reserves nor BESS would be needed to respond to over-
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(a) Generator 3 speed.






























(b) Hybrid plant active power variation.
Fig. 7.16. 12-bus system response to a load reduction for hybrid plant configurations 1–3.
frequency events.
When the BESS is considered, as in Fig. 7.18, there are also slight differences
among controllers and configurations. The cases with a full contribution by the PV
plant, with the SPC and droop, result in faster and larger active power responses of
the hybrid plant and slight reductions of the maximum frequency deviation; whereas
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(a) Generator 3 speed.




























(b) Hybrid plant active power variation.
Fig. 7.17. 12-bus system response to a load reduction considering PV active power reserve.
the cases considering only droop differ from the previous during the first 2 s after the
event, but follow a similar evolution afterwards. Midway between these two types
of response, it is possible to find scenario 143, with a large initial contribution that
later decays as the droop is provided by the BESS instead of the PV plant. Finally,
the cases considering a constant PV injection and contribution only from the BESS
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(a) Generator 3 speed.






























(b) Hybrid plant active power variation.
Fig. 7.18. 12-bus system response to a load reduction considering the BESS.
have a weaker response, but are still able to improve the response of the purely
synchronous configuration 1 slightly.
The low incidence of the availability of reserves can be seen in Fig. 7.19. The
main differences are due to the employed controller, but the configuration of the
hybrid plant does not introduce appreciable variations. In fact, the only visible dif-
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(b) Employing the SPC.
Fig. 7.19. Hybrid power plant active power variation after a load reduction considering
different controllers and configurations.
ferences when a same controller is used arise in scenario 143, when the PV plant is
controlled by the SPC, but it does not perform a frequency droop, transferring this
task to the BESS. In this scenario, the initial contribution is similar to all the other
cases employing the SPC. Afterwards, this effect is lost as the inertial response of
the PV plant fades away and the contribution of the BESS is constrained. This is
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Fig. 7.20. Bus 4 voltage after a contingency on line 4-5 for hybrid plant configurations 1–3.
due to the limited size of the BESS, which does not allow reducing the total active
power output of the hybrid plant as much as in the cases where the PV plant reduces
its active power injection. Finally, during the last stage of the transient, the power
rating of the BESS is enough to provide the expected droop response, and the total
hybrid plant active power injection is similar to the other cases with the SPC.
7.3.2.4 Line contingency
This event involves a short-circuit fault and the disconnection of the affected line,
which affects severely the power system and modifies its topology and power trans-
fer capability. The fault, a symmetrical short circuit to ground, takes place on line
4-5, 30 km away from bus 4, at t = 1 s, and is cleared 50 ms later, after the line is
open at both endpoints.
The fault and the disconnection of the line cause a severe impact on the voltage
at bus 4, where the hybrid plant is connected. The evolution of this voltage for
configurations 1–3 can be seen in Fig. 7.20. Immediately after the line is tripped,
the voltage recovers with some oscillations. When the PV plant participates in the
control of the power system, this recovery results in a transient overvoltage at bus 4,
greater when there is no synchronous generator and when the converter controller
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(a) Generator 3 speed.





























(b) Hybrid plant active power variation.
Fig. 7.21. 12-bus system response to a contingency on line 4-5 for hybrid plant configura-
tions 1–3.
employs only droop. However, the succeeding oscillations are better damped with a
grid-supporting PV plant, with better results again for the SPC.
The evolution of the system frequency, given by the speed of generator 3 in
Fig. 7.21a, is defined by oscillations, which are, in agreement with the results ob-
tained for the voltage, better damped when the PV plant contributes to the control of
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Fig. 7.22. Bus 4 voltage after a contingency on line 4-5 considering PV active power reserve.
the system. It is worth noting that hybrid plant scenarios 120 and 130 give rise to a
more damped response that configurations without PV or a synchronous generator,
thus showing some benefits of combining both technologies.
The active power response of the hybrid plant, which is depicted in Fig. 7.21b,
shows a sharp decrease in the active power injection during the fault, due to the low
voltage level. After the line is disconnected, the active power injection recovers,
with some oscillations in the cases where the hybrid plant includes synchronous
generation.
Once again, since the hybrid plant does not require an important additional in-
jection of active power to respond to this event, the responses obtained when the
active power reserve margin is considered are practically the same as in the scenar-
ios without reserve. Namely, there is a small overvoltage after the fault is cleared,
as shown in Fig. 7.22, and the speed of generator 3 and the active power injection
by the hybrid plant experiment better damped oscillations than for configuration 1,
as can be seen in Fig. 7.23.
Similar conclusions can be drawn for configuration 5, whose results are given
in Figs. 7.24 and 7.25. In this case, however, there are slight differences among
scenarios.
On the one hand, scenarios 112 and 113, with a passive PV plant, show a visibly
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(a) Generator 3 speed.



























(b) Hybrid plant active power variation.
Fig. 7.23. 12-bus system response to a contingency on line 4-5 considering PV active power
reserve.
different behavior, with less damping, especially in the case of the system frequency.
Additionally, scenarios considering the BESS exhibit some differences with respect
to their corresponding ones considering an active power reserve margin for the PV
plant. Basically, the first swing of the speed of generator 3 is similar for correspond-
ing scenarios, but the oscillations that follow are slightly less damped when the PV
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Fig. 7.24. Bus 4 voltage after a contingency on line 4-5 considering the BESS.
plant reserve is replaced by the BESS.
This can be seen in more detail in Figs. 7.26 and 7.27, where different configu-
rations employing the same controllers are compared.
Thus, in Fig. 7.26a, the voltage at bus 4 shows a similar behavior for scenar-
ios 120 and 12r, both of them considering only a synchronous machine and the PV
plant, but no BESS, and with the only difference of the initial active power injection
of the PV plant. However, this measurement changes when the BESS is connected
in scenario 122. Initially, the connection of the BESS is able to limit the maximum
voltage, but this is done at the expense of a larger amplitude of oscillations after-
wards. In any case, these oscillations are faster and soon fade away, resulting in a
similar response two seconds after the event takes place.
When the SPC is used, as in Fig. 7.26b, the connection of the BESS does not
achieve the same improvement in reducing the overvoltage. In scenario 133, where
the PV plant still develops the full SPC response with droop, the maximum volt-
age is delayed for a few instants, but larger amplitude, fast oscillations occur once
more. In scenario 143, where the PV plant emulates inertia but does not perform a
droop response, the maximum voltage increases, and so does the amplitude of the
oscillations that follow, which are nonetheless well damped.
The active power injection by the hybrid plant also shows a different behav-
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(a) Generator 3 speed.





























(b) Hybrid plant active power variation.
Fig. 7.25. 12-bus system response to a contingency on line 4-5 considering the BESS.
ior during the first second after the short circuit occurs. For the cases considering
droop, this can be seen in Fig. 7.27a, where scenario 122 exhibits a more oscillating
behavior of the plant during the first two swings.
The cases with the SPC show a greater variety of responses in Fig. 7.27b. First, it
is possible to identify slight differences between scenarios 130 and 13r, i.e., a slight
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(b) Employing the SPC.
Fig. 7.26. Bus 4 voltage after a contingency on line 4-5 considering different controllers and
configurations.
influence of the active power reserve. Namely, when the PV plant has a reserve
margin, it is able to increase its active power output around the maximum of the
oscillation, whereas it becomes constrained by the dc voltage controller in case there
is no reserve.
Furthermore, adding the BESS also enables this active power increase, but it is
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(b) Employing the SPC.
Fig. 7.27. Hybrid power plant active power variation after a contingency on line 4-5 consid-
ering different controllers and configurations.
accompanied by a delay in the maximum active power injection which is also seen
in the following minimum. Afterwards, the hybrid plant does not recover the same
active power level, and the second minimum is lower. In scenario 143, for which
the PV does not provide frequency regulation, the hybrid plant oscillates at a lower
level with respect to all the other scenarios during the first second after the event.
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Fig. 7.28. PV power plant active power employing the SPC after a contingency on line 4-5
for different short-circuit clearing times.
Additionally, for an event of this kind, it is worth studying the impact of the
clearing time on the response of the system, and especially, of the power plants. In
this case, the stability of the synchronous generators in the system and the hybrid
plant does not seem severely affected by the duration of fault. However, the PV
plant suffers certain problems when the SPC is used, as shown in Fig. 7.28.
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For a short-circuit clearing time of 275 ms, as in Fig. 7.28a, the PV plant sees
its active power injection reduced. In fact, during the last part of the event, it starts
absorbing active power, which charges the dc link capacitor. However, this voltage
is kept within safe limits and the PV plant is able to continue operating after the fault
is cleared, rapidly increasing its active power output, and reacting with the typical
oscillations of a synchronous machine.
Nevertheless, when this clearing time is increased to 290 ms, as in Fig. 7.28b,
the fault is too long and the PV plant equivalent converter is tripped because its dc
voltage reaches its maximum operating voltage. Scenario 030, where the PV plant
does not work in conjunction with a synchronous machine, withstands this event,
but cannot do it for clearing times of 350 ms or longer.
On the other hand, as shown in Fig. 7.29 for a clearing time of 350 ms, the PV
plant is able to survive long short circuits when other controllers are used. With a
conventional controller injecting constant power, the PV plant reduces its output,
but it is constantly over zero, so no overvoltage is generated in the dc side, and the
PV plant soon recovers its initial injection, almost with no oscillations.
The response during the fault is similar when the droop is considered, as de-
picted in Fig. 7.29b, and the PV plant is also able to remain connected. However,
with this controller, the PV plant does not recover its initial injection immediately,
but it follows a steady recovery with over-imposed oscillations.
These results indicate that the SPC may induce an undesired behavior during a
voltage sag, overcharging the dc capacitor. Thus, adequate measures to avoid this
should be considered in the control loop, and the model should reach this degree of
detail if reliable conclusions about the response of the plant to this type of events
are to be drawn. Furthermore, it is worth noting that the models of the conventional
controllers employed in this analysis are very simple and assume an ideal synchro-
nization with the grid. Therefore, a detailed comparison of the response of the PV
plant during voltage sags should also include the dynamics of the PLL or FLL by
the conventional controller.
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Fig. 7.29. PV power plant active power employing different controllers after a contingency
on line 4-5 with a short-circuit clearing time of 350 ms.
7.3.2.5 Voltage surge
Finally, the consequences of a voltage surge are analyzed. The disturbance is caused
by the connection of a 120 Mvar capacitor at bus 4 for 2 s, starting at t = 1 s. As
shown in Fig. 7.30, this causes two transients. First, the voltage rises sharply and
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Fig. 7.30. Bus 4 voltage after a voltage surge for hybrid plant configurations 1–3.
reaches a maximum around 1.08 p.u., and it slowly tends towards a lower value
which depends on the hybrid plant configuration. Thus, for scenario 100 and those
considering a PV plant that participates in the control of the grid, the voltage oscil-
lates around 1.04 p.u.; whereas this value, and the amplitude of the oscillations, are
greater when the PV does not contribute to the control of the system, especially if
no other generating units are considered as in case 010.
Further conclusions can be drawn from the study of the system response, in par-
ticular, the speed of generator 3 depicted in Fig. 7.31a. The larger voltage variations
observed when the PV plant provides a constant power injection result in larger
load variations, which, together with the reduced participation by the hybrid plant,
contribute to greater frequency deviations. On the other hand, the PV converter con-
troller or the hybrid plant configuration appear to have only a slight influence on the
system frequency, and the results are very similar to those obtained when the plant
consists only of synchronous machines.
The active power of the hybrid plant, shown in Fig. 7.31b, oscillates for the sce-
narios including a synchronous machine, but it remains constant during the period
when the capacitor remains connected when it is formed only by a PV plant. This is
due to the lack of active power reserve of this plant. When the capacitor is removed,
the SPC induces a fast response of the PV plant, and this response is slower when
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(a) Generator 3 speed.
































(b) Hybrid plant active power variation.
Fig. 7.31. 12-bus system response to a voltage surge at bus 4 for hybrid plant configurations
1–3.
only droop is considered. In scenario 010, with a non-reacting PV plant, the hybrid
plant active power remains almost constant. In the cases considering an actually
hybrid configuration, the participation of the PV plant in the control allows reduc-
ing the oscillations of the whole plant, slightly more effectively when the SPC is
considered.
260 7 Analysis of the impact of a hybrid SG-PV power plant on power systems




















Fig. 7.32. Bus 4 voltage after a voltage surge considering PV active power reserve.
For this event, the comparison of configurations 3 and 4 is more interesting than
for the previous two. On the one hand, the reserve margin does not seem to have a
visible influence on the evolution of the voltage at bus 4 in Fig. 7.32. In fact, both
controllers, droop and SPC, give rise to a very similar evolution of the voltage, which
only differs from the response of the synchronous machine because the damping of
the latter is weaker.
On the other hand, the availability of this active power reserve margin produces
certain differences in the speed of the system and the active power response of the
hybrid plant, which could be expected taking into account the stronger relation be-
tween active power and frequency than it has with voltage.
The differences in the speed of generator 3 in Fig. 7.33a are more significant
during the first 2 s of the transient. During this period, the voltage increases, and
so does the load. The frequency decreases, which would require an active power
increase from the hybrid plant. However, in scenarios 120 and 130, this increase is
limited because the PV plant is operating around its maximum power point. This
is not the case, when the PV plant has certain reserve margin, enabling its contri-
bution to limiting the frequency deviation. Furthermore, the SPC achieves a slight
improvement in the maximum deviation with respect to the droop controller.
After the capacitor is disconnected again, the responses for different configura-
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(a) Generator 3 speed.




























(b) Hybrid plant active power variation.
Fig. 7.33. 12-bus system response to a voltage surge at bus 4 considering PV active power
reserve.
tions are more similar, and the main differences are due to the employed controller.
Namely, the SPC is able to achieve slight improvements of the damping that results
in a small reduction of the maximum overfrequency.
The hybrid plant active power response explaining the differences in the system
frequency evolution is shown in Fig. 7.33b. During the first 2 s, the hybrid plant
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Fig. 7.34. Bus 4 voltage after a voltage surge at considering the BESS.
considering PV reserve is able to contribute more active power, and the SPC natu-
rally provides an additional contribution during the first second, in such a way that
both factors mitigate the frequency decrease. After the capacitor is disconnected,
both configurations allow the PV plant to react in the same way, since the response
expected from the plant is a reduction in the active power injection. In fact, after the
first instants in which the responses with a same controller are different due to the
previous evolution of the active power injected by the plant with different configura-
tions, they follow very similar trajectories, and the main differences are dictated by
the controller choice, with larger oscillations when the droop controller is employed.
The introduction of the BESS gives rise to a wider range of different responses,
as can be seen in Fig. 7.34. Its presence allows reducing the voltage after the con-
nection of the capacitor, with a slightly better damped response when the SPC is
employed. These two effects, however, require the PV plant to participate in the
control of the power system. In scenarios 112 and 113, where the BESS is the only
power electronics device performing this task, the voltage is higher than in all the
other scenarios considered in Fig. 7.34.
This phenomenon is seen again after the disconnection of the capacitor. The
BESS, in cooperation with the PV plant, allows reducing the initial reduction of
voltage and driving it faster and with small oscillations towards its original level.
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(a) Generator 3 speed.






























(b) Hybrid plant active power variation.
Fig. 7.35. 12-bus system response to a voltage surge at bus 4 considering the BESS.
However, when the PV plant injects constant power, the voltage requires a longer
recovery period and exhibits more oscillations.
Similar effects are seen in the system frequency in Fig. 7.35a. Namely, its devi-
ation is reduced when the BESS is connected, obtaining very similar responses for
both the SPC and the droop, but it is increased when the PV plant is given a constant
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(b) Employing the SPC.
Fig. 7.36. Bus 4 voltage after a voltage surge considering different controllers and configu-
rations.
grid-feeding control, with slightly better results when the BESS employs the SPC.
After the capacitor is disconnected, the opposite trend is seen. Furthermore, in this
case there is a visible reduction of the maximum frequency deviation when both
hybrid plant sections use the SPC.
In Fig. 7.36, the evolution of the system voltage with the same controller for
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different hybrid plant configurations can be seen. In this case, the influence of the
BESS is evident again, and it is the only factor causing any differences among the
responses. In both cases, it gives rise to fast but well damped oscillations immedi-
ately after the capacitor is connected or disconnected, that do not appear without the
BESS, and it also reduces the high voltage level slightly.
On the other hand, the active power injected by the hybrid plant shows more
differences depending on the configuration, as can be seen in Fig. 7.37. This is
especially remarkable during the first 2 s of the event, when the plan is required to
increase its active power after the increase in voltage and load. Without reserve nor a
BESS, the response of the hybrid plant is limited to the response of the synchronous
generator in scenarios 120 and 130. However, when reserve is considered, its contri-
bution increases through the PV plant, opposing to the system frequency variations.
Lastly, in the cases with a BESS, the maximum contribution of the hybrid plant is
reduced. This reduction is not caused by a limitation of the hybrid plant; instead,
the necessary contribution is reduced by the effect of the BESS on the control of the
voltage, which allows reducing the frequency deviation, as observed in Fig. 7.35a.
During the last part of the transient, after the capacitor is disconnected, these differ-
ences are not so evident, and the main change is an increase of the damping of the
oscillations as more devices contribute to the control.
7.4 Impact on Kundur’s test system
Kundur’s test power system, presented in [29, pp. 831–816], has a simpler topology
than the 12-bus system and is more prone to instability due to the presence of an ex-
tremely weakly damped oscillatory mode. Therefore, it can be employed to further
analyze the impact of hybrid plants on power systems, and to compare the results
for those obtained with power plants consisting exclusively of PV for different pen-
etration levels.
This system consists of 11 buses with a linear topology, four generators, two
loads, and two shunt capacitors boosting the voltage at the load buses. A diagram
of the system is given in Fig. 7.38, indicating the length of the lines and the reac-
tive power rating of the shunt capacitors. The initial operating point, summarized
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(b) Employing the SPC.
Fig. 7.37. Hybrid power plant active power variation after a voltage surge at bus 4 consider-
ing different controllers and configurations.
in Table 7.5, defines a similar active power injection from each of the generators,
with G3, which is chosen as the reference machine, compensating the losses in the
system. Furthermore, the different consumption at buses 7 and 9 causes an active
power flow of approximately 400 MW between these two buses.
Complete data of line impedance, generators, and control systems are given
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Fig. 7.38. Kundur’s test system diagram [29].
Table 7.5. Initial operating point parameters for Kundur’s test system [29].
Element P (p.u.) Q (p.u.) V (p.u.)
G1 7.00 1.85 1.03
G2 7.00 2.35 1.01
G3 7.19 1.76 1.03
G4 7.00 2.02 1.01
Load 7 9.67 1.00 -
Load 9 17.67 1.00 -
in [29, pp. 813–814]. In this analysis, the thyristor exciter with transient gain, which
gives rise to very weakly damped modes is considered, whereas the PSS described
in [29, p. 814] is defined for G4 in order to employ it selectively in different study
cases. Furthermore, in order to obtain a realistic response to frequency variations,
the control systems of the synchronous generators are completed with a typical
speed governor for large generating units; namely, governor F20 in [155, apdx. D]
is used. The main parameters describing the generators and their controllers are
summarized in Table 7.6. To this respect, it is worth noting that generators G1 and
G2 have an inertia constant of 6.5 s, whereas the value of 6.175 s corresponds to G3
and G4.
7.4.1 Scenarios
The scenarios considered in Kundur’s test system are simpler than those defined in
Section 7.3 for the 12-bus system. In this case, only PV systems are added to the sys-
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Table 7.6. Main parameters of the synchronous generators in Kundur’s test system.
Parameter Symbol Value
Rated power Sr 900 MVA
Rated voltage Vr 20 kV
Inertia constant H 6.5 s / 6.175 s
Droop slope R f 5%
Voltage controller
kAV R 200 p.u.
proportional gain
tem, and they replace the synchronous machines in the original scenario, inheriting
the corresponding initial active power injection, apparent power rating, and inertia
constant. Namely, one or two synchronous generators among G1, G2, and G4, are
replaced in different scenarios; this allows assessing the impact of the PV plants
depending on their location and total penetration. Furthermore, an additional case
is considered in which G4 is downsized to a 450 MVA machine, and a 450 MVA PV
plant, is connected at bus 10, thus defining a hybrid power plant connected at this
bus. In all cases, the active power reference of the PV plants is limited to 0.9 p.u.
in its local per-unit system, and its maximum power point corresponds to a slightly
higher value.
For clarity, the results discussed next focus on a reduced number of scenarios,
including the base case and the following three scenarios with PV plants:
1. G4 is replaced by plant PV4.
2. G1 and G4 are respectively replaced by plants PV1 and PV4.
3. G4 is downsized to 450 MVA and a 450 MVA plant PV4 is connected at bus
10, forming a hybrid plant H4 (scenario label: h).
In the base scenario (scenario label: 0), two cases are considered for comparison
purposes. In the first one, the control systems of the synchronous machines include
voltage regulators and speed governors, but no PSS. In the second one, the control
of G4 includes a PSS; this stabilizer is not considered for any other scenario, i.e., in
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the scenarios with PV plants, no PSS is considered. On the other hand, the control
of the PV converters considers again the same three types as in Section 7.3: constant
PV injection (case label: ctt), droop (dro), and SPC (spc). The comparison among
scenarios focuses on the cases considering SPC-based PV power plants.
7.4.2 Results
The main results concerning the effect of the PV and hybrid plants on the eigenval-
ues and time-domain response of Kundur’s test power system are presented in this
section.
7.4.2.1 Eigenvalue analysis
In the analysis of Kundur’s test system presented in [29], this system has three
critical modes whose damping depends on the controllers of the synchronous ma-
chines [29, pp. 813–816]. The scenarios considered here are built upon one of the
worst cases considered in [29], the one employing high gain exciters, which results
in an unstable mode and two other modes with a damping ratio around 7%. Ad-
ditionally, the scenarios employed in the present analysis include speed governors
that were not defined in [29]. Nevertheless, this variation does not affect the modes
significantly, and these modes are only slightly affected, with a small increase in
their damping that does not alter their unstable or weakly damped nature.
On the other hand, the presence of PV and the dynamics introduced by the con-
trollers of these alternative generators have a significant impact on these modes.
The results obtained for the scenarios defined in Section 7.4.1 are summarized in
the eigenvalue plot in Fig. 7.39.
Each of these three modes exhibits a particular behavior under scenario varia-
tions. Thus, the local mode concerning interactions between generators G1 and G2,
whose corresponding eigenvalue is close to −0.6± j 7.0, is practically identical for
all the cases shown, with the exception of scenario 2. In this scenario, G1 is replaced
by PV1 and the weakly damped mode associated to the oscillations between G1 and
G2 disappears.
The other local mode, associated to the interactions between generators G3 and
G4 is affected more severely by a similar phenomenon. Namely, it is present only
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Fig. 7.39. Kundur’s system eigenvalue plot considering different scenarios with PV.
for scenarios 0 and h, i.e., when G4 is connected to the system. Furthermore, when
G4 equips a PSS in the base case, its damping ratio increases significantly over
10%. For scenario h, as a result of the connection of the PV plant next to one of
the machines interacting through this mode, the frequency of the mode is increased,
and the PV converter controller gives rise to visible variations in its damping. Thus,
a non-participating PV achieves a maximum damping ratio close to 10%, and a PV
employing droop has less damping than with the other two controllers, but still more
than the base case.
Lastly, the inter-area mode representing the interaction between G1 and G2 on
the one hand, and G3 and G4 on the other, has the most diverse behavior of these
three mode depending on the scenario and the PV controller. First, it must be noted
that the mode is unstable in the base case, whereas it becomes stable and suffi-
ciently damped when G4 equips a PSS. The addition of PV has an important effect,
which also depends on the controller. In scenario h, which corresponds to the low-
est PV penetration level, the frequency of the mode increases for constant and droop
controllers, remaining in the unstable region, whereas this frequency is practically
unaffected by the SPC; quite the opposite, this controller increases the damping of
the mode, making it positive, although still very low. As the PV penetration grows,
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in scenario 1, the effect of the controllers aggravates. Thus, the constant injection
and droop controllers further increase the frequency of the unstable mode, whereas
the SPC increases its damping, almost reaching the 5% damping ratio requirement.
Finally, when two PV plants are connected, the frequency of this mode is maxi-
mum for the conventional controllers, with a significant increase of the real part in
the constant PV case, whereas the SPC is able to boost the damping of the mode,
reaching almost a 10% damping ratio.
7.4.2.2 Load increase contingency
This event allows studying the response of the power system to a frequency event
requiring an increase of the generated active power. It is caused by load 7, whose
active power increases 300 MW, without affecting its reactive power consumption,
at t = 1 s.
This disturbance has a different impact depending on the scenarios and the con-
trollers considered. Fig. 7.40 shows the evolution of the system frequency, repre-
sented by the speed of the reference machine G3, and the response of the PV plant
connected at bus 10 for scenario 1, i.e., when PV4 is the only PV plant in the sys-
tem. The speed of G3 is clearly unstable when the PV plant is controlled in order
to inject constant active and reactive power. Due to the lack of response from the
PV, it falls deeper than with the other two controllers and, furthermore, growing
oscillations are superimposed on this trend, with a period around 1.5 s, matching
the eigenvalues obtained for this case. On the other hand, the droop and SPC, after
reaching a minimum and experimenting some oscillations, are able to drive the sys-
tem to a steady state. As expected, the system frequency presents some oscillations
that are damped after several seconds when the SPC is employed. When the PV
plant controller is based only on droop, these oscillations are also damped away,
although more slowly. However, this contradicts the results of the modal analysis,
which predict an unstable behavior through growing oscillations. This discrepancy
might be caused by the modification of the operating point after the load increase,
and the effect of nonlinear dynamics that are not included in the modal analysis.
The active power variation of the PV plant, shown in Fig. 7.40b, responds to
the frequency changes. With a constant injection controller, the plant maintains its
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(b) PV4 active power variation.
Fig. 7.40. Kundur’s system response to a load increase in scenario 1.
active power around the original value, with oscillations around this point due to the
growing instability in the system. In the other two cases, the PV plant adapts its
output to regulate the frequency, reaching its maximum power point and saturating
during 10 s when the frequency is lowest. Furthermore, when the SPC is used, the
PV plant exhibits a fast inertial reaction anticipating the droop reference variation,
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(b) PV4 active power variation.
Fig. 7.41. Kundur’s system response to a load increase in scenario 2.
and it absorbs active power oscillations in order to increase the damping of the
system.
The differences among controllers are accentuated when two PV plants are con-
nected. The speed of generator G3 in Fig. 7.41a shows a larger fall of the system
frequency in the case with constant PV, and also larger oscillations when it becomes
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unstable. On the contrary, the maximum frequency deviation stays around 0.995 p.u.
for both the droop and the SPC, which present fewer oscillations. Once again, the
droop results in a stable system, contradicting the results of the modal analysis. The
PV plant response, depicted in Fig. 7.41b, shows more visible oscillations for the
case with constant injection, as a result of the larger oscillations suffered by the
whole power system, but also a softer response when the other two controllers are
used. This is due to the faster reaction of the PV plants compared to the synchronous
machines, given the ability of power converters to modify not only active power but
also reactive power injections in a timely manner. The efficient damping achieved
by the SPC allows it to reduce the active power oscillations to be absorbed by the
PV plant.
Finally, the results of the hybrid case are shown in Fig. 7.42. The loss of con-
trollability, compared to the previous scenarios, is obvious in this figure. Despite
the frequency of the system does not fall as deep as in the other scenarios when
the PV does not participate in its control, the growing oscillations eventually render
the system unstable. With the other two controllers, the oscillations are larger and
worse damped than before, but they are still able to achieve a steady state. This
oscillating behavior of the frequency is translated into the combined output of G4
and PV4 depicted in Fig. 7.42b.
Given the fact that the constant injection controller gives rise to an unstable re-
sponse, and the response of the droop and SPC have a similar impact on the system,
with a damping advantage for the SPC, the following analysis focuses on the re-
sponse achieved with the SPC for different scenarios. In this analysis, H4 will be
used to refer also to G4 and PV4 when only one of these generating units is con-
nected to the system.
Fig. 7.43 allows comparing the response of the system for different scenarios.
Namely, it depicts the evolution of the system for the base case considering no PSS,
its variation including a PSS for G4, and scenarios 1, 2, and h for PV plants using
the SPC. The speed of generator G3, representing the system frequency, can be seen
in Fig. 7.43a. After the load increase, it decreases sharply for a few seconds. In the
base case without PSS, it continues falling, reaching a minimum at around t = 9 s,
which is followed by a slow recovery. Furthermore, growing oscillations build and
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(b) H4 active power variation.
Fig. 7.42. Kundur’s system response to a load increase in scenario 3.
eventually render the system unstable.
As PV replaces part of the synchronous generators in the system, the behavior
of the frequency improves. Thus, when the hybrid plant is considered, it achieves
a reduction of the maximum frequency deviation and a slight improvement in the
speed of recovery; more importantly, the PV plant SPC is able to add enough damp-
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(b) H4 active power variation.
Fig. 7.43. Kundur’s system response to a load increase for different scenarios.
ing to make the oscillations fade away slowly and avoid instability. These effects
are stronger when G4 is totally replaced by PV4, with a further reduction in the
frequency deviation, a faster recovery, and better damped oscillations. Lastly, the
replacement of a second synchronous machine results in a significant improvement
of the system performance. The frequency fall is quickly stopped, reducing the
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maximum frequency deviation to approximately one third of the value in the base
case, and making it similar to the steady-state value after the transient, with small
oscillations only during the first 6 s after the event takes place. A similar response,
however more oscillating, can be obtained in the base scenario if G4 employs a PSS.
Therefore, the connection of two PV plants with the SPC allows the frequency of
the system to experiment a similar response to the case with purely synchronous
generation with a PSS, and, additionally, it improves the damping.
The response of the plant connected at bus 10, H4, is seen in Fig. 7.43b. The
initial response of the plant is almost identical in all scenarios, regardless of the na-
ture of the generating unit being used, but for the case in which a PSS is considered.
Afterwards, the plant oscillates, as a synchronous machine would do, but the damp-
ing of the oscillations increases with the penetration of PV, like in the case of the
frequency. It is worth noting that in scenarios 1 and 2, where this plant is formed
exclusively by PV, the maximum active power injection is attained during certain
intervals, but the plant is correctly controlled and this does not harm the stability of
the system.
The study of the reactive power injected by G3 and H4 provides further insight
into the response of the system, especially when G4 employs a PSS. The reactive
power response of these units is shown in Fig. 7.44. Apart from the oscillatory
behavior already observed in the frequency and the active power injected by H4,
Fig. 7.44 allows observing the significant changes in the reactive power injected by
these units when the PSS is connected. Thus, with a PSS, G4 reacts to the distur-
bance with a fast reactive power reduction, which is compensated by the injection
from G3. Therefore, the improvement achieved with the connection of the PSS
comes at the expense of a larger effort in the management of reactive power. On
the other hand, in the scenarios considering PV, the reactive power injection is ini-
tially similar to the base case without PSS, and differences appear as the effect of
the damping becomes evident.
7.4.2.3 Load decrease contingency
The disturbance considered in this case is a 300 MW of the active power consumed
by load 7 at t = 1 s. This allows studying the response of the system to an over-
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Fig. 7.44. Reactive power variation after a load increase for different scenarios.
frequency, thus requiring a reduction of the generated active power, which is not so
constrained by the plant capability limits.
The power system response can be seen in Fig. 7.45. As in the previous case,
there is a fast initial frequency variation, and its maximum deviation decreases as
the PV penetration grows and when the PSS is enabled. However, there are visible
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(b) H4 active power variation.
Fig. 7.45. Kundur’s system response to a load reduction for different scenarios.
differences in the oscillatory behavior, and the load reduction results in a more sta-
ble state with reduced oscillations. In fact, the base case without PSS has weakly
damped oscillations, but tends towards a steady state.
The response of H4 is depicted in Fig. 7.45b. In the base case, there is a sharp
active power reduction followed by slow-decaying oscillations. Both the amplitude
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of the initial active power reduction and the oscillations are significantly reduced
when the PSS is employed. Furthermore, this response has an interesting evolution
as the PV penetration grows. In the hybrid case h, there is a larger contribution to
frequency control from H4 than in the cases without PV; additionally, the combined
response of H4 exhibits certain oscillations due to the synchronous machine. In
scenario 1, the reaction of the plant is stronger, and its oscillations are better damped.
Finally, in scenario 2, as the amount of fast-responding PV plants increases, the
individual effort to be done by each of these plants decreases, and the contribution by
H4 is back at the level of scenario h, but with the best damping of all the considered
cases.
Once again, it is worth observing the reactive power injected by G3 and H4
in Fig. 7.46. In all the scenarios without PSS, G3 reacts to the event with a small
reactive power reduction; however, when the PSS of G4 is enabled, it responds with
a fast reduction of reactive power that slowly tends towards a similar steady-state
value. On the other hand, G4 provides an opposing reactive power injection when
its PSS is enabled; in the remaining scenarios, it does a minimal contribution, with
small oscillations like those seen in the frequency.
7.4.2.4 Line contingency
The effect of a short circuit is studied here. The fault affects line 9-10, whose mid-
point is connected to ground at t = 1 s, and is cleared 100 ms later without tripping
the line.
The voltage at one of the endpoints of the affected line, and with close gener-
ators, bus 10, is shown in Fig. 7.47. The first seconds after the disturbance can be
seen in greater detail in Fig. 7.47a. Basically, during the fault, the voltage at this bus
falls around 0.2 p.u. and below, and it recovers quickly after the fault is cleared, with
certain overshoot. This overshoot is larger when all the generators are synchronous
machines, is reduced when a hybrid plant is considered, and is further limited in
scenarios 1 and 2, when G4 is replaced by PV4. The longer-term evolution of this
voltage, focusing on the surroundings of the initial value, can be seen in Fig. 7.47b.
The base case with no PSS leads again to growing oscillations, which are mitigated
when the PSS is enabled or PV is considered, especially in scenarios 1 and 2.
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Fig. 7.46. Reactive power variation after a load reduction for different scenarios.
The frequency of the system is given in Fig. 7.48a through the speed of G3.
The short circuit does not cause a large imbalance that affects the mean value of the
frequency of the system, but it gives rise to important oscillations. In the base case
with no PSS enabled, they lead to instability, but this is prevented in the other cases.
In scenario h, the oscillations are weakly damped but eventually fade away; whereas
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Fig. 7.47. Voltage at bus 10 after a 100 ms short circuit for different scenarios.
the use of the PSS in the base case results in a slightly better damping. When G4 is
replaced by a full PV plant in scenarios 1 and 2, the damping of the system further
improves. In this case, the active power response of the plant, limited during the
fault due to the low voltage, does not require a fast reaction in terms of large active
power injection, and the main contribution of the plant is related to the damping
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(b) H4 active power variation.
Fig. 7.48. Kundur’s system response to a 100 ms short circuit for different scenarios.
after the short circuit is cleared, as shown in Fig. 7.48b. The observed oscillations
agree with those seen in the frequency.
For this event, the presence of the PSS does not induce important changes in
the reactive power injected by G3 and H4, as can be seen in Fig. 7.49. Once again,
the main differences among scenarios are seen in the oscillations. Nonetheless, it is
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Fig. 7.49. Reactive power variation after a 100 ms short circuit for different scenarios.
worth observing the response of H4 during the fault. In scenarios 0 and h, for which
H4 consists of at least one synchronous machine, this plant increases significantly
its reactive power output during the fault, in an effort to boost the voltage at its con-
nection bus. This is possible due to the high short-circuit capability of synchronous
machines. However, in scenarios 1 and 2, when the only plant connected at bus
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Fig. 7.50. Voltage at bus 10 after a voltage surge for different scenarios.
10 is PV4, its reactive injection during the fault increases more modestly. This is a
consequence of the limited current capability of power electronics, which constrains
the reactive power that can be injected during a voltage sag.
7.4.2.5 Voltage surge
In addition to voltage sags, power plants must be able to withstand and mitigate
voltage sags that may occur in their surroundings. The capability of the studied
plants to do so is studied here by means of the connection of a 1000 Mvar capacitor
at bus 10. Despite the proximity of generating units controlling the voltage at close
buses, such a capacitor is able to increase the voltage at this bus 0.1 p.u. In this case,
the capacitor is connected at t = 1 s and disconnected at t = 3 s. Thus, not only does
the capacitor increase the voltage in the meantime, but it also causes two transients
that excite the oscillatory modes of the system.
The voltage at bus 10 is depicted in Fig. 7.50. The connection of the capacitor
causes a sudden voltage surge with a peak around 1.25 p.u. After the initial stage of
the transient, the voltage oscillates between 1.07 p.u and 1.10 p.u., or slightly lower
values when the PSS is employed. Before the voltage has completely stabilized,
the disconnection of the capacitor takes place, forcing a sudden voltage reduction,
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(b) H4 active power variation.
Fig. 7.51. Kundur’s system response to a voltage surge for different scenarios.
with a minimum value between 0.80 p.u. and 0.85 p.u. depending on the scenario.
Afterwards, it recovers the initial value with some oscillations, more slowly in the
case with a PSS. These oscillations are sustained in the base case considering no
stabilizer, and are better damped in the scenarios with PV.
The variations in the voltage affect the consumption of close loads, such as
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load 9, which in turn alters the active power balance in the system and its frequency.
Thus the voltage surge causes a frequency reduction, which can be inferred from the
speed of G3 in Fig. 7.51a. This is mitigated more effectively as the PV penetration
grows, or with the PSS. After the disconnection of the capacitor, the speed recovers,
exhibiting the usual oscillations in this system. Once again, the connection of two
PV plants proves to be the best solution to increase the damping of the system,
followed by the base scenario with a PSS acting on G4, and the other cases with PV.
In the base case with no PSS, it is possible to see sustained oscillations.
The main trait of the active power response of H4, shown in Fig. 7.51b, is its
oscillatory behavior, which agrees with the results previously analyzed. However,
it is also possible to distinguish an increase of the average power output while the
capacitor is connected. In fact, this increases saturates the PV plant in scenarios 1
and 2.
In this case, as a reaction to the voltage surge, both G3 and H4 reduce their reac-
tive power injection and start absorbing reactive power, as can be seen in Fig. 7.52.
With the PSS, this reaction is weaker for G3 and stronger for G4, and visible, but
well damped, oscillations appear. Furthermore, in scenarios 1 and 2, PV4 reaches
its maximum current for a short interval. Thus, both its active and reactive power
injection are limited, but this does not compromise the stability of the system.
7.4.2.6 Angle variation
Finally, the response of the system to a sudden voltage angle variation is studied.
The disturbance is caused by a 400 MW, -200 Mvar load switched on at bus 10 at
t = 1 s, and switched off at t = 6 s. The connection of this load decreases the angle of
G3 and G4 approximately 20° with respect to the other two synchronous machines
in the system.
The impact of this disturbance on the speed of G3 can be seen in Fig. 7.53a.
With the connection of the load, the speed falls, and the first swing of the machine
is similar for all the scenarios. However, differences are found in the subsequent
swings. Thus, the base case with no PSS, and scenarios 1 and h exhibit similar os-
cillations and reach a minimum frequency around 0.99 p.u., whereas the base case
with PSS reduces the frequency deviation and the amplitude of the oscillations, and
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Fig. 7.52. Reactive power variation after a voltage surge for different scenarios.
scenario 2 cuts the frequency deviation down by about one half and practically pre-
vents oscillations. When the load is disconnected, the rated speed is soon recovered
in average, but the oscillatory effects are aggravated, with scenario 2 providing the
best performance in terms of system frequency, and scenario 1 showing also a good
damping of oscillations.
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(b) H4 active power variation.
Fig. 7.53. Kundur’s system response to a voltage surge for different scenarios.
The evolution of the active power injected by H4 in Fig. 7.53b is affected by the
same kind of oscillations. Furthermore, the required active power increase during
the interval when the load is connected causes the PV plant to saturate in scenarios
1 and 2. Once again, this saturation does not harm the stability of the system, and
it occurs only for very short intervals in scenario 2, which shows a great ability to
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Fig. 7.54. Reactive power variation after a voltage surge for different scenarios.
counter both the frequency variation and its oscillations.
As in previous cases concerning the active power balance of the system, the
response of G3 and H4 is also determined by their reactive power injection, which
is depicted in Fig. 7.54. Thus, G3 increases its reactive power injection during
the connection of the load in all scenarios, with a significantly larger contribution
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when the PSS is enabled. Afterwards, its reactive power returns to the initial value
with some oscillations. As in other cases, the damping of these oscillations is best
for scenario 2, followed by scenario 1, whereas the base case with no PSS gives
rise to sustained oscillations. H4 also increases its reactive power production for
all the scenarios not considering a PSS, with a different performance regarding the
damping of the system. However, when the PSS is connected, its reactive power





Conclusions and future work
8.1 Conclusions
The increasing penetration of renewable energy sources connected to power systems
through power electronics converters brings new challenges to the design and oper-
ation of electricity networks. Power system operators are concerned by the reduced
contribution of this type of generating units to the control of the power system, espe-
cially in the case of frequency regulation, and the fact that they replace conventional
generators usually performing these tasks. Furthermore, the possible adverse effects
are aggravated by the loss of inertia in the power system, as synchronous machines
naturally contribute to limiting frequency excursions, whereas power electronics
converters replacing these machines do not respond to disturbances in a harmonious
way unless explicitly programmed to do so.
This has attracted the attention of, not only system operators, but also generation
companies and academia, and different controllers aiming at reproducing some of
the features of synchronous machines have been proposed. However, in most cases,
the behavior of power converters employing these new controllers has been studied
in particular cases considering a single power converter connected to a strong grid,
or a small microgrid with few devices; whereas the impact of large penetrations
of power electronics converters with this type of controllers has not received much
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attention.
In this context, the work presented in this thesis, partially developed within an
industrial PhD project in Abengoa, arises from the interest in exploiting the fea-
tures of these controllers in commercial PV power plants with a power rating in the
range of hundreds of megawatts, and aims at analyzing the impact of such plants on
transmission power systems.
Therefore, the first step could be no other than studying the control system of
power converters providing advanced control functions that reproduce certain as-
pects of the response of synchronous machines. This study included a wide range
of control systems, from the modulation and current controllers that constitute the
lower control layers of a power converters, to power system control functions such
as frequency primary and secondary regulation, but focusing on the synchronous
power controller that gives the power plants under analysis their advanced features.
This was later extended to other power controllers with similar objectives, whose
definitions and main properties had been presented, and sometimes reviewed, in the
literature, but which had not been systematically classified and compared. Covering
this gap, a classification of advanced controllers taking into account the design of
their constituting blocks was defined, and the main implementations were critically
reviewed and compared both analytically and through time-domain simulation. The
resulting classification and the main results of the comparison are given in Chap-
ter 3. In general, as they partially reproduce the model of synchronous machines,
these controllers are inspired by similar equations describing the inertia or damping
introduced by these machines. However, the details of the implementation define
certain aspects of the response of these controllers and capabilities such as opera-
tion without an ancillary synchronization system, current limitation, or harmonics
mitigation.
After studying the power converter control, it was possible to develop an ade-
quate model for power system stability analysis which considered the power con-
verter as a controlled current source. This enabled the construction of the model
of an actual 100 MW PV power plant in DIgSILENT PowerFactory®, as explained
in Chapter 4. Furthermore, since a fully detailed model is not necessary in power
system stability studies, and the computational burden would hinder the analysis, a
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method to obtain equivalent models of such a power plant was derived. By means
of this method, several equivalent models of the studied PV plant, with different
degrees of detail, were obtained. The ability of these models to reproduce the re-
sponse of the detailed model under different situations, and to reduce initialization
and simulation times was also proven in that chapter.
Once the main tool for power system stability analysis, i.e., this power plant
model, was available, it was possible to start analyzing the impact of this kind of
power plants on power systems. The first analysis was carried out in a test power
system consisting of 12 buses and four generators, and adapted for renewable en-
ergy penetration studies addressing dynamic and transient stability. As covered in
Chapter 5, this analysis considered several PV penetration levels, ranging from a
base case with no renewable generation to a futuristic case with 50% solar pene-
tration, and employed an early version of the plant model that did not include the
full model of the PV resource, but only an active power limitation. Furthermore, it
allowed comparing the performance of plants using the SPC with a more conven-
tional control technique considering only primary regulation. The results obtained
show great improvements in the damping of the critical modes when the SPC is
employed, which become more evident as the solar penetration grows. This damp-
ing improvement mitigates the stress suffered by the synchronous machines in the
system when there is a disturbance, reducing their active power oscillations. More-
over, the emulation of inertia allows the SPC to limit maximum frequency deviations
more efficiently than the conventional controller; this is more evident for overfre-
quency events, during which the PV plant response is not constrained by its active
power limit as the plants only require decreasing the active power output.
Afterwards, the PV plant model was completed with the inclusion of the dc side
and PV source model, and further analyses were carried out letting the PV plants
some headroom to respond to events requiring additional active power injections. In
these analyses, the number of scenarios with different penetration levels is reduced
to two cases, which allow verifying which effects are magnified as PV penetration
grows. Chapter 6 presents the main results of these analyses. First, a new test
in the 12-bus system with the complete model confirmed the results obtained with
the simpler model with respect to the plant contribution to damping and frequency
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excursion mitigation. This test was followed by a detailed study of the impact of the
actual 100 MW PV power plant on the power system of northern Chile, which also
included a scenario with 800 MW of PV for comparison purposes. In this case, the
power system exhibits a good damping of oscillatory modes in all scenarios, and the
PV plants have little influence on the associated eigenvalues. The dynamic response,
however, shows more differences. Namely, the SPC is able to compensate the loss
of inertia that occurs with the conventional power controller as more plants using
power electronics are connected, as can be seen in the system frequency during
the first seconds after a large disturbance occurs. This also has an effect on the
maximum frequency deviation and the instant when it takes place, and this effect
becomes more evident as PV penetration grows.
Lastly, the impact of hybrid power plants considering a PV system and a syn-
chronous generator, optionally with an additional battery storage system, was stud-
ied. Before starting the power system stability analyses, the ability of the battery
storage system to reproduce the response of a larger system, like a PV plant, in-
cluding its synthetic inertial response, was assessed. This allowed verifying which
factors define the response, and finding the large influence of the total connection
impedance when the whole loop including the swing equation is considered. Thus,
it was considered that the inertia constant of the storage system would be in accor-
dance with its power rating, and would not try to reproduce the total inertia of a
larger system. The stability analysis, which can be found in Chapter 7, was divided
in two parts. The first one was carried out in the 12-bus test system, and considered
different configurations with and without PV active power reserve, with and with-
out an energy storage system, and with different controllers. The PV plant proves to
be able to respond correctly to usual events affecting the bulk power balance of the
system in all cases, and the results show again the ability of the SPC to increase the
damping. On the other hand, the second part focused on comparing different con-
figurations in Kundur’s test power system, considering the case of a hybrid plant, a
25% penetration of PV plants, and a 50% penetration, without severe active power
constraints in any case. In this test system, the usual damping improvement when
the SPC is considered is especially remarkable in the 50% penetration case, where
the PV plants are able to suppress power oscillations more effectively than a PSS.
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Furthermore, this oscillation mitigation occurs more naturally, and does not require
an additional effort in terms of reactive power injection as the PSS requires from the
synchronous machines in its surroundings.
In general, PV plants with synchronous power controllers contribute to increas-
ing the damping of the power system, thus reducing the oscillations suffered by
other synchronous machines, as well as reducing maximum frequency deviations
and delaying the moment when these maximum values take place after a distur-
bance, which would reduce the speed requirements for other generating units. The
effects observed become more important as the relative size of the PV plants and
their total penetration in the system increase; additionally, the plant location and
the existence of critical modes in the base case also play an important role on the
effects observed on the damping, as occurs for other devices aiming at mitigating
oscillations, such as a PSS. Furthermore, PV plants with synchronous power con-
trollers can safely operate at their maximum power point as long as their converter
control systems include correct protections for extended voltage sags; in this op-
erating point, these plants cannot contribute significant amounts of active power
during underfrequency events, but they are still able to reduce the oscillations in
the power system in those circumstances, while providing an enhanced response for
other types of events.
8.2 Future work
Although the study of the impact of PV plants with synchronous power controllers
on the stability of power systems carried out in this thesis has provided a wide range
of results and conclusions pointing to a beneficial effect of this kind of power plants,
more research is needed in this and related subjects. Some topics that deserve further
attention in order to achieve an optimal integration of renewable energy sources in
power systems are described here.
An aspect that was left out of the scope of this thesis, as it focused on the dy-
namic response of the plants and their effect on the response of the power system
under large active power imbalances affecting the system frequency, is the response
of the PV plants using synchronous power controllers to prolonged voltage sags.
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The response of these plants, both with the SPC and conventional controllers, to
short-circuit faults should be analyzed in detail considering all the hardware and
control elements that may have an influence in this response; namely, synchroniza-
tion systems employed by conventional controllers should be included. This anal-
ysis probably requires a model adapted for electromagnetic transient analysis and
allowing the study of asymmetric faults, and, depending on the action of the plant
voltage controller, may consider a reduced number of power converters. In any
case, this analysis should provide feedback about the performance of the SPC dur-
ing voltage sags, especially those with an extended duration, and it should evaluate
controller enhancements to overcome the issues generated by this kind of faults.
Further studies should be devoted to the optimization of the plant controller
parameter tuning. The presence of the SPC gives rise to an increased flexibility,
allowing to set the virtual machine inertia constant, damping coefficient, and grid-
interface impedance in addition to other controller parameter often employed to
shape the response of generating units, such as voltage regulator gains. Adequate
tuning methods considering both the dynamics of the power system and the plant ca-
pabilities should be derived, based on a solid theoretical framework, and supported
by results. Furthermore, the optimization could be extended to the design of the
power plant, taking into account the tradeoff between increased plant performance
and increased cost due to the oversizing of certain elements such as the power con-
verters or their dc capacitors.
Additionally, the internal behavior of the plant should be analyzed, taking into
account the contribution of each device for given responses at the point of connec-
tion of the plant, and also the response of these devices to disturbances taking place
both outside the power plant and within its internal network. This analysis might
render further constraints on the power plant controller parameters. Moreover, as in
the previous case, it can also be extended to an economic optimization of the design
of the power plant, considering the power rating of different devices, or the need for
PV reserve or storage. In fact, taking into account that the availability of storage
would allow the PV plant to provide its services throughout the day, it would be
interesting to study whether oversizing the PV field for reserve or including stor-
age is more profitable. The complexity of this analysis increases if different storage
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configurations are considered, from a centralized approach with dedicated power
converters, to a fully distributed solution where the storage elements are connected
to the dc side of PV converters.
Other analyses may consider the effect of higher-level plant controllers that de-
termine how references are shared among units, or system controllers such as auto-
matic generation control. These controllers usually have longer time constants; thus,
they would not normally interact with the dynamics of power converter controllers
like the SPC. However, in a context of larger and faster active power variations due
to the variability of the employed energy sources, the speed of these higher-level
controllers could be increased, and this could lead to new interactions among dif-
ferent controllers and devices. Furthermore, it may be interesting to design new
controllers that take into account the characteristics of modern power systems.
Moving away from bulk power systems, microgrids have attracted the attention
of many researchers. Indeed, microgrids are another interesting field where the ap-
plication of advanced power controllers could have an important impact, as they
usually constitute weak power systems with large amounts of renewable energy and
power electronics converter. Thus, in this context of reduced inertia, and taking into
account the trend observed as PV penetration grows, the emulation of synchronous
generator features could play an important role in these systems that is worth ana-
lyzing in detail.
Finally, the results of the analyses have to be validated with experiments. These
tests must include the actual primary resource and the dynamics of the power sys-
tem, and could employ hardware-in-the-loop techniques or, ideally, field tests. The
latter is more feasible in the case of a microgrid, or studying the short-circuit re-
sponse of a single converter, than when the response of a large power plant con-
nected to a transmission system is assessed.
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