Modelling the BRICS Exchange Rates Using the Vector Autoregressive (VAR) Model by Metsileng, Lebotsa Daniel et al.
Journal of Economics and Behavioral Studies (ISSN: 2220-6140) 
Vol. 10, No. 5, pp. 220-229, October 2018  
220 
 
Modelling the BRICS Exchange Rates Using the Vector Autoregressive (VAR) Model 
 
Lebotsa Daniel Metsileng, Ntebogang Dinah Moroke, Johannes Tshepiso Tsoku 
North West University, Corner Dr Albert Lithuli, Mmabatho, South Africa 
Dan.metsileng@gmail.com, Ntebo.moroke@nwu.ac.za, Johannes.tsoku@nwu.ac.za 
 
Abstract: The paper modelled the BRICS exchange rates using the Vector Autoregressive (VAR) model. 
Monthly time series data ranging from January 2008 to January 2018 was used. All the analysis was 
computed using the R programming software. The study aimed to determine a suitable VAR model in 
modelling the BRICS exchange rates and determine the linear dependency between the financial markets (in 
particular BRICS exchange rates). Optimal lag length of one (1) was selected using the SIC. The VAR model 
with lag length one was fitted and the parameters were estimated. The results revealed that there is a 
unidirectional relationship amongst the BRICS exchange rates. The VAR (1) model did not satisfy all the 
diagnostic tests, therefore forecasting future values of the BRICS exchange rates could not be computed. 
Recommendations for different approaches were formulated. 
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1. Introduction  
 
The volatility and interdependence in the BRICS exchange rates play a key role in inter-trade relations. 
According to Wang and Zivot (2006) interdependence is referred to as “observed behavioral pattern on a 
variable due to the influence of another variable”. The Vector Autoregressive (VAR) model is used to model 
the behavioral pattern. The VAR models are basically useful for examining the dynamic behavior and 
interdependency by modelling the conditional mean of the financial time series data. The VAR model is 
effective in modeling the mean or the first order moment of the series (Lama et al., 2016). It creates a better 
understanding of the series, modelling and forecasting volatility. VAR models assume a constant one-period 
forecast variances. The paper hopes to build on previous studies conducted to look into the performance of 
VAR, models on the time-varying integrated data specifically BRICS exchange rates. The VAR model is chosen 
due to its ability to deal with data containing heteroskedastic problems as it is a problem contained in 
exchange rates. The buying power of the BRICS countries is dependent on the set exchange rates and inter-
government trade is also influenced by the exchange rates. BRICS have a set Memorandum of Understanding 
(MOU) governing their market efficiencies. In the main, exchange rates data are volatile in nature and 
therefore the variance and covariance ought to be included in modelling any volatile data.  
 
The exchange rates in foreign economies are regarded as the most liquid of all the asset market. These sectors 
play a major role in all trades involving the cross-border trading, more specifically in the BRICS economies. It 
is therefore important that there is cooperation and MOUs among inter-trading countries signed to regulate 
trade. The signed MOUs allow for interdependence among financial markets and it brings about possible 
gains of two or more interrelated countries. Losses may be contained by taking into account time-varying 
variance and covariance’s. MOUs therefore create a clear understanding and linkages between different 
economies. Exchange rates increase the will for the BRICS countries to work together to formulate and 
implement relevant policies that helps in governing trade. The paper investigates and reviews the 
characteristics of the time-series models that shall be considered. The paper also wishes to determine an 
appropriate VAR (p) model and estimate the linear dependency between the financial markets (in particular 
BRICS exchange rates). The rest of the paper is arranged as follows: In Part 2, the literature review is 
presented; Part 3 gives an outlines of the methodology. In Part 4, results and discussions are presented. Part 5 
provides the conclusion of the paper. 
 
2. Literature Review 
 
The VAR processes are well known in economics and other sciences since they are flexible and simple models 
for multivariate time series data. Sims (1980) advocated “for VAR models as alternatives since he questioned 
the way classical simultaneous equations models were specified and identified”. VAR model is a 
generalization or natural expansion of the univariate autoregressive (AR) model to dynamic multivariate time 
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series. The VAR models provide for interesting features that assist in analyzing dynamics within the time 
series (Adenomon et al., 2013). McMillin (1991) and Lu (2001) are of the view that the model can be used to 
determine the relationship between the lagged values and the current values of all variable in the system. The 
VAR model has turned out to be particularly helpful for describing the dynamic conduct of financial and 
economic time series and for predicting future values. It regularly gives superior forecasts than those from 
univariate time series models and elaborate theory-based simultaneous equations models.  
 
The causal impacts that follow from the unexpected shocks or innovations to specified variables on the 
variables in the model are summarized. These causal impacts are normally compressed with impulse 
response functions and forecast error variance decomposition. As of late, because of its flexibility, VAR model 
is every now and again utilized for financial and economic data modelling. Furthermore, they have been 
utilized in many empirical studies of a different discipline. VAR model was utilized to study different variable 
by different authors including amongst other but not limited to: Bessler (1984); Estenson (1992); Backus 
(1986); Ono (2011); and Enders and Sandler (1993). Freeman et al. (1989) on the other hand drew a 
comparison between the VAR model and Structural equation (SEQ) to study politics. Bagliano and Favero 
(1998) used a VAR model to measure monetary policy as an evaluation. In fact, the empirical literature of the 
VAR process is numerous. Athanasopoulos et al. (2011) conducted a study in which a joint determination of 
the lag-length, the dimension of the cointegrating space and the rank of the matrix of short-run parameters of 
VAR model using model selection criteria.  
 
Monte Carlo simulations were used to measure the improvements in the accuracy of the forecasts. The study 
applied two empirical of inflation of Brazil and macroeconomic aggregates growth rates of U.S. respectively 
and the results showed the usefulness of the model-selection strategy proposed in the study. VAR model was 
utilized to examine the dynamic relationship between the Nigerian rainfall and temperature time series data. 
The data used was of the Meteorological station covering periods January 1981 to December 2010. The VAR 
model was further interpreted using the impulse response function and the forecast error variance 
decomposition. The lag eight for the VAR model was selected by Akaike Information Criterion (AIC) and 
Hannan-Quinn Information Criterion (HQ). The results showed that modelling the Nigerian rainfall and 
temperature together will improve the rainfall predictions and temperature respectively (Adenomon et al., 
2013). VAR model has had numerous successes in the modelling and forecasting of time series data. Eklund 
(2007) considered modelling and forecasting Icelandic business cycles. The study used the VAR model to 
model the general business cycle. The method of selecting monthly variables, coincident and leading, that 
mimic the cyclical behavior of the quarterly Gross Domestic Product (GDP) is described.  
 
Using the estimated VAR model bootstrap forecasting procedure was applied, point and interval forecasts of 
the composite coincident were estimated. The findings revealed that there is a positively significant 
difference response of the oil price indicators to Russia, India and China. The results further revealed a 
significant asymmetric effect of oil shocks on Indian returns. The association among ISE 100 Index and four 
macroeconomic variables were examined by Başçı and Karaca (2012) using the VAR model. Those 
microeconomic variables are Exchange, Gold, Import and Export. A total of 190 observations were used for a 
period ranging from January 1996 to October 2011. The one standard deviation shock for each series and 
their response were given after determining the optimal lag order. The results from the variance 
decomposition revealed that 31% of the exchange was explained by the share indices. Similarly, the study by 
Chamalwa and Bakari (2016) used VAR cointegration and Vector Error Correction Model (VECM) approach to 
investigate the association between economic growth (GDP), money supply and credit to the private sector 
for the period 1981 to 2012.  
 
The findings of the study indicated that all the three variables are stationary after the first differencing. The 
VAR (1) was selected as the optimum length. The three variables are cointegrated with at most one 
cointegrating equation. The findings of the study further revealed that there is a b-bidirectional causality 
running between the three variables. The VECM model found a long run relationship amongst the three 
(Chamalwa and Bakari, 2016). Enisan and Olufisayo (2009) explored “the long run and casual relationship 
between stock market performance and economic growth from seven sub-Saharan Africa. The study reported 
a bidirectional relationship between the development of stock markets and economic growth for Cote 
D'Ivoire, Kenya, Morocco and Zimbabwe.”  
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The stock market indexes of South Africa (SA), Indian and the USA was explored by Mohanasundaram and 
Karthikeyan (2015) to see if there is any association and existence of short-run and long-run relationships 
between them. Monthly data of stock indexes of JALSH (S.A), NIFTY (India) and NASDAQ (USA) was used 
covering the period of April 2004 to March 2014. The lag length of order one was selected by Final Prediction 
Error criterion (FPE), the AIC, the HQ and the Schwarz Information Criterion (SIC). According to the VAR 
model the results obtained shows that the USA and the SA stock markets are estimated by their own past lags. 
Ijumba (2013) studied the multivariate analysis of the BRICS financial markets using the BRICS weekly 
returns ranging from the first month of 2000 to last month of 2012. The VAR model was used to determine 
the linear dependency between the BRICS markets. The study fitted the VAR model with a lag length of order 
one selected by AIC, HQ and SIC. The VAR model revealed that there is one directional dependency of the two 
markets (India and China) on the Brazil market. However, the study did not forecast the BRICS markets since 
the VAR (1) model failed to satisfy all the diagnostic tests features. 
 
3. Methodology 
 
The data used cover the scope before the inception of BRICS ranging from January 2008 to January 2018 and 
it has 121 observations. The paper employed the monthly exchange rates of the five BRICS countries. The 
data involves currency exchange rates monthly average. The data used in this paper is a national currency of 
each of the five countries per US Dollar. It was obtained from the Organization for Economic Cooperation and 
Development (OECD) website. The BRICS countries are also known as emerging economies. Data analyses in 
this paper are carried out using R 3.4.4 programming language. Most of the time series used in modelling are 
non-stationary in nature. By non-stationary, the mean, variance, and autocovariance may depend on time t. A 
time series is said to be stationary if its mean, variance, and autocovariance are independent of time. In Box-
Jenkins setting, if the mean of the series is less than its corresponding standard deviation, it is representable 
as: 
 
𝑋𝑡 = ∑ 𝜙𝑗
𝑝
𝑗=1 𝑋𝑡−𝑗 + 𝜀𝑡 + ∑ 𝜃𝑘𝜀𝑡−𝑘
𝑞
𝑘=1 ,        (1) 
        
where 𝜙𝑗: j=1,2,3,….p are the AR parameters of order p, and  𝜃𝑘: k=1,2,3,…q are the moving average 
parameters of order q. Formal tests for non-stationary have now become a standard starting point in applied 
time series analysis. Several test statistics have been proposed to test the need for differencing the series 
before modeling. Notable among these are due to Dickey and Fuller (1979), Phillips and Perron (1988), and 
Hall (1989). The unit root test procedures reviewed in this paper are the Augmented Dickey-Fuller (ADF) test 
and Phillips-Perron (PP) test. The computed ADF and PP test statistic are given by the following equations 
respectively: 
 
τ̂𝑎𝑑𝑓 =
ϕ̂1−1
𝑆𝑒(ϕ̂1−1)
,           (2)  
 
τ̂pp = (
tϕ1−1
ξ
) Γ0
1
2  −  
N
2
(
ξ2−Γ0
ξσ̂
) Se(ϕ1 − 1),        (3) 
 
where tϕ1−1 is the t-statistic of ϕ1 − 1, Se(ϕ1 − 1) is the standard error of  ϕ1 − 1, and σ̂ is the standard error 
of the test regression. The asymptotic distributions of the PP test statistics are the same as those of the ADF 
test statistics. The null hypothesis of a unit root is rejected if the ?̂? (tau) p-values are less than 5% significance 
value.  
 
The Vector Auto Regression Model: This section discusses both the univariate and multivariate VAR 
models. Multivariate time series use models such as VAR for their ease of utilization nature.  The model can 
also be used as a tool to describe the behaviour of time series and predicting its future occurrences. The 
model is however effective in describing the different behaviour of the time series and their related forecasts. 
It gives better forecasts to those from univariate time series models. Zhang et al., (2016) highlighted that “the 
forecasts derived from VAR models are flexible and can be made conditional on the potential future paths of 
specified variables in the model”. VAR model was introduced by Sims (1980) and are used to capture the 
dynamic behaviour and multivariate time series interdependency. It is considered as a generalization of 
Journal of Economics and Behavioral Studies (ISSN: 2220-6140) 
Vol. 10, No. 5, pp. 220-229, October 2018  
223 
 
univariate AR models or a combination between the two or more models and the univariate time series 
models. Each variable in a VAR is explained by its own lagged values and the lagged values of all the other 
variables in the equation. The basic VAR (p) model is: given by: 
 
Yt =  G + E1Yt−1 + E2Yt−2 + ⋯ + EpYk−p + εt       (4) 
 
where, G is n × 1 vector of intercepts, EI is 𝑘 ×  𝑘 matrices of parameters where 𝑖 = 1, 2, … , 𝑝  and εt ∼
iid, N(0, S). The number of parameters to be estimated in the VAR model is 𝑘(1 + 𝑘𝑝) which increases with 
the number of variables (k) and number of lags (p). The inclusion criterion of the lags (p) in the equations is 
done using a test of system reduction and the AIC is used to determine the lag length of VAR model. The  
following criterions are also used: HQ and SIC. The AIC, HQ and SIC and they are represented using the 
following equation respectively: 
 
AIC (p) =  ln|∑̅(p)| +
2
T
pk2         (5) 
HQ (p) =  ln|∑̅(p)| +
2lnlnT
T
pk2         (6) 
SIC (p) =  ln|∑̅(p)| +
lnT
T
pk2         (7) 
 
where T is the sample size and ∑̅(p) =  T−1 ∑ μ̂tμ̂t
′T
t−1 . According to Liitkepohl (1991), the AIC criterion 
asymptotically is said to be overestimating the positive probability of the lag order, while the HQ and BIC 
criterions do not overestimate. Therefore, the selection is based on the lowest value of the minimum value of 
the three criterions.  
 
Model Parameter Estimation: The VAR (p) coefficients can be estimated efficiently using either the 
Maximum Likelihood Estimation (MLE) or the Ordinary Least Squares (OLS) methods. Tsay (2005) confirms 
that the OLS or the MLE methods are asymptotically similar. This study uses the MLE method to draw an 
approximation of the coefficients of VAR (p). The matrix process of the VAR model can be presented as: 
 
R = DW +  ξ           (8) 
where  
R = (r1 … … … rZ)
′          (9) 
D = (c. G1 … … … Gp)
′          (10) 
Wt = (1. rt … … … rt−p+1)          (11) 
W = (W0 … … … WZ−1)
′          (12) 
ξ = (μ1 … … … μZ)
′          (13) 
 
R, D, W and ξ are (M × Z), (M × (Mp + 1)), ((Mp + 1) × Z) and (M × Z) matrices respectively. The MLE of the 
VAR (p) model is given as: 
 
r = vec (R)                      (14) 
d = vec (D′)                      (15)  
μ = vec (ξ)                      (16) 
R∗ = (r1−μ … … … rZ−μ)                     (17) 
X = (R0
∗ , … … … , RZ−1
∗ )                                (18) 
α = (G1 … … … Gp)                     (19) 
 
where r, d, μ and α are (MZ × 1), ((M2p + M) × 1), (MZ × 1), and (M2p × 1) vectors respectively.  R∗ and X 
are (M × Z) and (Mp × Z) matrices. The probability density function of μ is presented as follows: 
 
fμ(μ) =
1
(2π)
MZ
2
|∑μ|
−
1
2 exp (−
1
2
μ′∑μμ)                   (20) 
 
where 
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μ = r − μ∗ − (X′ ⊗ IM)α                     (21) 
 
such that 
 
μ∗ = (μ′, … , μ′)                      (22) 
 
Equation (23) is obtained from equation (21)  
fr(r) = |
∂μ
∂r′
| fμ(μ) 
             =
1
(2π)
MZ
2
|IZ ⊗ ∑u|
−
1
2exp (−
1
2
(r − μ∗ − (X′ ⊗ IM)α)
′(IZ ⊗ ∑u
−1) (r − μ∗ − (IM ⊗ X
′)α)′  (23) 
 
Therefore, the likelihood function 
 
logL(μ, α, ∑u) =  −
MZ
2
log(2π) −
Z
2
(∑u) −
1
2
(r − μ∗ − (X′ ⊗ IM)α)
′((IZ ⊗ ∑u
−1) × ((IZ ⊗ ∑u
−1) 
                           = −
MZ
2
log(2π) −
Z
2
log|∑u| −
1
2
∑((rt − μ) −
Z
t=1
∑ Gi
P
i=1
(rt−i − μ))
′∑μ × ((rt − μ)
− ∑ Gi
P
i=1
(rt−i − μ)) 
                           = −
MZ
2
log(2π) −
Z
2
log|∑u| −
1
2
∑ (rt − ∑ Girt−i
i
)
′
t
∑u
−1 (rt − ∑ Girt−i
i
)
+ μ′ (IM − ∑ Gi
i
)
′
∑u
−1 ∑ (rt − ∑ Girt−i
i
)
t
−
Z
2
μ′ (IM − ∑ Gi
i
)
′
∑u
−1 (IM − ∑ Gi
i
) μ 
                            = −
MZ
2
log(2π) −
Z
2
log|∑u| −
1
2
tr[(R∗ − GX)′∑u
−1(R∗ − GX)]               (24) 
    
To find the MLE of μ, α, ∑μ, first order of the ∂f(x; r) ∂x of the likelihood function is considered: 
 
∂logL
∂μ
= (IM − ∑ Gi
i
) ∑u
−1 ∑ (rt − ∑ Gi
i
rt−i) − (IM − ∑ Gi
i
)
′
t
∑u
−1 (IM − ∑ Gi
i
) μ 
             = (IM − G[k ⊗ IM])
′∑u
−1 (∑(rt − μ − GRt−1
∗ )
t
) 
∂logL
∂μ
= (X ⊗ IM)(IZ ⊗ ∑μ
−1)(r − μ∗ − (X′ ⊗ IM)α) 
            = (X ⊗ ∑u
−1)(r − μ∗) − (XX′ ⊗ ∑u
−1)α 
∂logL
∂∑u
= −
Z
2
∑u
−1 +
1
2
∑u
−1(R∗ − GX)(R∗ − GX)′∑u
−1       (25) 
 
where k is a s × 1 vector of 1’s. The following MLE will result from equating the system of derivatives to zero: 
 
μ̂ =
1
Z
(IM − ∑ Ĝii )
′
∑ (ri − ∑ Ĝii rt−i)t         (26) 
α̂ = ((X̂X̂′)
−1
X̂⨁IM) (r − μ̂
∗)         (27) 
∑̂u =
1
Z
(R̂∗ − ĜX̂)(R̂∗ − ĜX̂)
′
         (28) 
 
Diagnostic Tests: Diagnostic tests are meant to test the adequacy of the model. After fitting VAR (p) model it 
is important to ensure that the fitted residuals satisfy the assumptions of the model. Edgerton and Shukur 
(1999) introduced the test called Portmanteau to test the nonexistence of serial correlation. Null hypothesis 
Journal of Economics and Behavioral Studies (ISSN: 2220-6140) 
Vol. 10, No. 5, pp. 220-229, October 2018  
225 
 
H0: the residual is not serially correlated is tested against the alternative H1: the residual is serially correlated. 
The test statistic is given as: 
 
Qh =  T
2 ∑
1
T−i
tr(Ĉi
′Ĉ0
−1Ĉj
′Ĉ0
−1)hi=1                     (29) 
 
where Ĉi =  
1
T
∑ ût
T
t=i+1 ût−i. The test statistic Qh is asymptotically distributed as a χ
2(N2h − n) where n 
denotes deterministic term of a VAR (p) model. Lütkepohl (2007) introduced ma ultivariate Jarque-Bera (JB) 
test which was firstly introduced by Jarque and Bera (1980). According to Pfaff (2008), “the test can be 
computed using the residuals standardized by a Choleski decomposition of the variance-covariance matrix of 
a VAR (p) model”. It is also based on the third and fourth (E(y3 = 0) and E(y4 = 3)) moments of a Gaussian 
distribution. The following are the hypothesis tested for the above test: 
 
H0: The residual is symmetrically distributed.  
H1: The residual is not symmetrically distributed. 
 
The JB test statistic in a multivariate setting is described as follows: 
 
JBmv =  τk + τs                      (30) 
 
where τk and τs are computed as  
 
τk =  
T(b1−3N)
′(b1−3N)
24
             (31) 
  
τs =  
Tb0
′ b0
6
                      (32) 
 
where b0 and b1 are 3rd and 4th non–central moment vector of the standardized residuals μ̂t
s =  P̂ − (μ̂t − μ̅̂t) 
and P̂ denotes a lower triangular matrix. It comprises of diagonal positive values such that P̂P̂′ =
∑̂urepresenting the Choleski decomposition of the residual covariance matrix. Breusch (1978) introduced 
Multivariate ARCH-LM test and it is used to test for heteroskedasticity in the fitted residuals. The test is based 
on the following equation: 
 
ût = d + G1yt + ⋯ + Gpyt−p + ⋯ + Eût−1 + ⋯ + Eiût−i + ϵt               (33) 
 
where Gi and Ei are coefficients matrices and ϵtis the error term from the regression model. The null 
hypothesis tested is E1 = E2 = ⋯ = Ei = 0  (absence of ARCH errors) against the alternative H1 which test 
that Ei ≠ 0. The ARCH-LM test statistic in a multivariate setting is denoted as: 
 
LMi = Td̂i
′∑̂d
−1d̂i                     (34) 
 
where di = (D1 … … Di)
′ such that Di =
1
T
∑ utut−i
′T
t=i+1 ,∑̂d is the covariance matrix of the residuals. 
 
Forecasting: Amongst others the multivariate time series analysis aims to predict future values based on the 
past observed values of a time series. After a VAR model is found adequate from the relevant diagnostic tests, 
it may be used for predicting future values. For a given VAR (p), h-step ahead forecast is computed using the 
chain-rule of forecasting as: 
yT+i|T = d + G1yT+i−1 + ⋯ + GpyT+i−p|T                   (35) 
 
where yT+j|T = tT+j for j ≤ 0. The h-step prediction errors are expressed as follows: 
yT+i − yT+i|T =  ∑ Ψsut+i−s
i−1
s=0                     (36) 
 
The matrices Ψs are determined by a recursive substitution  
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Ψs = ∑ Ψs−jGj
p−1
j=1                      (37) 
 
where Ψ0 = IN and Gj = 0 for j > 𝑝. If all the forecast errors have a zero expectation value then the forecasts 
are unbiased and MSE matrix of yt+i|T is 
 
∑(i) = MSE(yT+i − yT+i|T)        
= ∑ Ψj∑Ψj
′i−1
j=0                       (38) 
   
The confidence interval of the forecasts was represented as follows: 
 
[yk,T+i|T − d1−γ
2
σk(𝑖), yk,T+i|T + d1−γ
2
σk(i)]                  (39) 
 
where d1−γ
2
 implies the (1 −
γ
2
) relative point of the symmetry and the σ (std dev) of the kth variable h-step 
ahead is denoted by σk(𝑖). 
 
4. Results and Discussion  
 
This section presents the results of the procedure carried out for fitting a VAR model. The lag length selection 
is presented in Table 1 below. 
 
Table 1: Lag Length Selection 
Fit Model AIC HQ SC 
1 VAR(1) -38.653 -38.362 -37.937 
2 VAR(2) -39.083 -38.550 -37.770 
3 VAR(3) -38.922 -38.147 -37.012 
4 VAR(4) -39.749 -37.732 -36.243 
5 VAR(5) -38.751 -37.492 -35.645 
6 VAR(6) -38.828 -37.326 -35.128 
Table 1 above shows that AIC and HQ selected lag length 2, while SC selected lag length 1 as an optimal 
length. Therefore, VAR (1) was computed and presented with its parameters in Table 2.  
 
Table 2: Parameter Estimation 
BRICS 
Exchange rate 
Parameter Variable Estimate Std. Error t-value p-value 
Brazil AR(1)11 Brazilt-1 0.906     0.075   12.017   < 2e-16 *** 
AR(1)12 Chinat-1 -0.375     0.119   -3.154   0.002 ** 
AR(1)13 Indiat-1 -0.154    0.082   -1.873   0.064 ∙ 
AR(1)14 Russiat-1 0.030     0.033    0.909   0.365     
AR(1)15 SouthAfricat-1 0.137     0.073    1.879   0.063 ∙ 
China AR(1)21 Brazilt-1 0.009    0.013    0.740     0.461     
AR(1)22 Chinat-1 0.968    0.020   48.782    <2e-16 *** 
AR(1)23 Indiat-1 -0.004    0.014   -0.306     0.760     
AR(1)24 Russiat-1 0.001       0.005 0.213     0.832     
AR(1)25 SouthAfricat-1 -0.002    0.012   -0.188     0.851     
India AR(1)31 Brazilt-1 -0.020    0.039   -0.524 0.601     
AR(1)32 Chinat-1 -0.214    0.061   -3.504 0.001 *** 
AR(1)33 Indiat-1 0.843    0.042   19.942   < 2e-16 *** 
AR(1)34 Russiat-1 -0.002    0.017   -0.114 0.909     
AR(1)35 SouthAfricat-1 0.098    0.037    2.618 0.010 *   
Russia AR(1)41 Brazilt-1 0.052    0.092   0.565    0.573     
AR(1)42 Chinat-1 -0.364    0.145   -2.517    0.013 *   
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BRICS 
Exchange rate 
Parameter Variable Estimate Std. Error t-value p-value 
AR(1)43 Indiat-1 -0.162    0.100   -1.620    0.108     
AR(1)44 Russiat-1 0.923     0.040   23.123    <2e-16 *** 
AR(1)45 SouthAfricat-1 0.127    0.089    1.426    0.157     
South Africa AR(1)51 Brazilt-1 0.146     0.076    1.916   0.058 ∙ 
AR(1)52 Chinat-1 -0.297     0.120   -2.469   0.015 *   
AR(1)53 Indiat-1 -0.117     0.083   -1.400   0.164     
AR(1)54 Russiat-1 -0.035     0.033   -1.047   0.298     
AR(1)55 SouthAfricat-1 0.930     0.074   12.604   < 2e-16 *** 
Note: ‘***’, ‘**’, ‘*’ and ‘∙’ indicate significant codes at 0.001, 0.01, 0.05 and 0.1 respectively 
 
Table 2 presents the parameter estimates of the VAR (1) model. All the estimated parameters with the 
probability values less the 0.1 are considered significant and are flagged with an asterisk. From the above 
Table 1, the following are the significant autoregressive matrix coefficients: AR(1)11, AR(1)12, AR(1)13, 
AR(1)15, AR(1)22, AR(1)32, AR(1)33, AR(1)35, AR(1)42, AR(1)44, AR(1)51, AR(1)52, and AR(1)55 implying that 
there exists a linear dependency between Brazil and its own lagged values, Brazil and lagged values of China, 
Brazil and lagged values of India, Brazil and lagged values of South Africa, China and its own lagged values, 
India and lagged values of China, India and its own lagged values, India and lagged values of South Africa, 
Russia and past values of China, Russia and its own lagged values, South Africa and lagged values of Brazil, 
South Africa and lagged values of China and lastly South Africa and its own lagged values. All the linear 
dependencies take one direction. The study by Mohanasundaram and Karthikeyan (2015) revealed similar 
results of the VAR model. The equations of the VAR (1) model for every variable which possesses the 
significant parameters are written as follows: 
 
Brazil =  0.906(±0.075) Brazil1,t−1 − 0.375(±0.119) China2,t−1 −                   0.154(±0.082) India4,t−1 +
0.137(±0.073) SouthAfrica5,t−1 + μ1,t        (40) 
China = 0.968(±0.020) China2,t−1 + μ2,t                    (41) 
India = −0.214(±0.061) China2,t−1 + 0.843(±0.042) India3,t−1 +                 0.098(±0.037) SouthAfrica5,t−1 +
μ3,t            (42) 
Russia = −0.364(±0.145) China2,t−1 + 0.923(±0.040) Russia4,t−1 + μ4,t    (43) 
SouthAfrica = 0.146(±0.076) Brazil1,t−1 − 0.297(±0.120) China2,t−1 +
                            0.930(±0.074) SouthAfrica5,t−1 + μ1,t      (44) 
 
Table 3 below presents the covariance matrix of the BRICS exchange rates. 
 
Table 3: Covariance Matrix 
Variable BRAZIL  CHINA  INDIA  RUSSIA  SOUTH AFRICA 
BRAZIL   1.393e-03  5.877e-05 0.0004356 6.990e-04    9.318e-04 
CHINA  5.877e-05  3.882e-05 0.0000138 7.618e-05    4.497e-05 
INDIA  4.356e-04  1.380e-05 0.0003683 2.545e-04    4.135e-04 
RUSSIA  6.990e-04  7.618e-05 0.0002545 2.067e-03    5.456e-04 
SOUTH AFRICA  9.318e-04  4.497e-05 0.0004135 5.456e-04    1.431e-03 
The results presented as equations 40 to 44 illustrate that there is a presence of concurrent relationship 
amongst all the BRICS exchange rates. Table 4 presents the model diagnostic tests of the VAR (1). 
 
Table 4: Diagnostic Tests 
Test Statistic DF p-value 
Portmanteau Test 243.75 125 <0.001*** 
JB-Test 381.00 10 <0.001*** 
Skewness 52.783 5 <0.001*** 
Kurtosis 328.220 5 <0.001*** 
ARCH 1468.100 1350 0.0131** 
Note: ‘***’, ‘**’, ‘*’ and ‘∙’ indicate significant codes at 0.001, 0.01, 0.05 and 0.1 respectively 
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Table 4 above gives the summary of the diagnostic tests results for the fitted VAR (1) model. All the 
probability values including the ARCH p-value are significant at 5%. This implies that serial correlation was 
observed from the residuals of the model fitted, there is the presence of ARCH errors and is not symmetrical. 
The model does not satisfy all the diagnostic tests and cannot be further utilized to predict the following 
BRICS exchange rates.  
 
5. Conclusion 
 
The paper modelled the BRICS exchange rates using the VAR model. The paper used monthly time series data 
ranging from January 2008 to January 2018. The estimated model and their parameters were presented. All 
the parameter estimates with the p-values less the 0.1 were considered significant. The model does not 
satisfy all the diagnostic tests and cannot be used to predict future values of the BRICS exchange rates. The 
study by Mohanasundaram and Karthikeyan (2015) and Ijumba (2013) revealed similar results of the VAR 
model. The paper recommends that a similar study could be undertaken to compare the univariate and the 
multivariate settings. The paper also recommends that a similar study could be reproduced using a high-
frequency data (daily or weekly) using the same methodology. The study recommends that BRICS countries 
should develop policies that allow for the very slow increase of the exchange rates to encourage trade 
amongst the BRICS countries. The weak exchange rate makes currency more attractive and volatile exchange 
rates negatively affect trade and reduce investor confidence. 
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