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Elc(x, ,..., x,) IS decked by Ek.(a2 ,..., an) = 1 if and only if cy=, ai = k. We 
determine the periods of sequences generated by the shift registers with the 
feedback functions x1 + I&(x% ,.. ., x,) and x1 + &(x2 ,. . ., xc) + Elc+l(xz ,.. ., x,) 
over the field GF(2). 
1. INTRODUCTION 
In this paper we study only shift registers over the field Gfi(2) = (0, l> 
characterized by 1 + 1 = 0 + 0 = 0 and 0 + 1 = 1. Let S(x, ,..., x,) 
be a symmetric polynomial. Figure 1 shows a symmetric shift register of n 
x, is (x,,... > X”) 
FIGURE 1 
stages with feedback function x1 + S(x, ,..., xn). If the contents of the 
register at a certain time instant are x = (x1 ,..., ~3, then the succeeding 
contents of the register are x’ = (x1’,..., x,‘) given by the formula: 
xi ‘- - xi+1 if icrt and x,’ = xl + S(x, ,.,., x,). 
The form xn’ = x1 + function of (xz ,..., xn) is necessary and sufficient 
for periodicity for all initial states. 
The general problem is: If the contents of the shift register are 
a = (aI ,..., an) how many times must the register be shifted before its 
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contents again are The minimal number of times the register must be 
shifted until this happens, is called the minimal period of a. The general 
problem is equivalent to finding the minimal periods of the sequences 
(a,)Ez satisfying the nonlinear difference equation 
a n+t = a, + s4,L 9.,.> an-l-l-t) for t > 0. 
For a general treatment of nonlinear shift registers see [2]. 
We shall in this paper determine the periods of the sequences generated 
by some symmetric shift registers. The paper is inspired by Kjeldsen who 
studied such registers in [3]. 
The weight w(a) of a vector a = (nl )..., aJ is defined by w(a) -= Cd, ai . 
We define &(x2 ,..., x,) for k E (0, . . . . y1 - 1) by the following equivalence: 
-&(a, ,.-, 4 = 1 if and only if w(a, ,..., an) = k. 
We give a brief outline of the paper. In Section 2 we show that it suffices 
to determine the periods when S = CE$ Et . If these periods are known, 
the periods of all the symmetric shift registers can be determined. In 
Section 3 we determine the periods when S = & and give an alternative 
proof of some of the results given by Kjeldsen in [3]. In Section 4 we 
determine the periods when S = E,, + I&, . 
We denote b = (b, ,..., b,) E {O, I} also by b = b, ,..., b, . 
2. REDUCTKIN OF THE GENERAL 
Let S, be the homogeneous symmetric polynomial of degree p in the 
variables x, ,..., aa,& wherep E (0, l,..., n -- l}; 
The next lemma shows that (Ek: k f {O,..., n - I}} is a basis for the 
vector space of all the s~r~~~~tri~ polynomials in the variables -7~~ ?.‘.? X, I 
esides the lemma shows bow to o tain the coordinates with ~~s~ect to 
this basis. 
s, = (mod 2) & . 
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Proof. Suppose w(az ,..., an) = k and aj = *v= = a++ = 1. 
Then, 
since every term in the sum is equal to 1, and since there are (“,) terms 




and we have proved the assertion. Q.E.D. 
We define intervals in the set of the integers Z in the usual way by 
[q, t] = {i: i E Z and q < i < t}. 
THEOREM 2.2. Let 5’ be the symmetric polynomial in the variables 
x2 ,..., x, given by 
S=cEl, 
kEM 
and A4 = ui=, [qi , ti] where qi and ti are integers such that ti + 1 < qi+l 
for i l (l,...,f- I). 
Let a = (a, ,..., an) be fixed and let P(S, a) be the minimal period of a 
with respect to the shif register with feedback function x1 + S(x, ,..., x,). 
(a) If w(a) E [qi , ti + 11, then P(S, a) is equal to the minimal period 
of a with respect to the sh$t register generated by x1 Jr C2=,, EJC .
(b) rf w(a) $ ui=, [qi , ti + 11, then P(S, a) is equal to the minimal 
period of a with respect to the pure cycling shif register with feedback 
function x1 . 
By Lemma 2.1 every symmetric polynomial is of the form 
n-1 
S = c a,E, 
k=O 
where a, E (0, I}. 
By Theorem 2.2 it is sufficient to determine the periods of the sequences 
generated by polynomials on the form 
4+s 
s = c E7c where O<q<q+s<n-1. 
7c=g 
In the last chapters we shall solve this problem for s = 0 and s = 1. 
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Proof of Theorem 2.2. If bn) are the contents of the shift 
register with feedback function S, b’ = (bl’,..., b,‘) are the succeeding 
contents of the register. 
If w(b) E [qi , ri -I-- I], we observe that 
and 
b, + S(b, ,...) 6,) 7 b, -I- #$ &(b, 2 .. . . b,). 
7c=q i 
By this observation (a) follows. 
If w(b) $ uf=, [qi , ti + I], we observe that 
and 
bl + S(b, ,..., bn) = b, . 
By this observation (b) follows. QED. 
3. THE SITUATION WHEN S = El, 
THEOREM 3.1. Suppose n > 3. Let = (a, ,.~., a,) E (0, l}% and k E 
lo, 1,..., IZ - I). Further, let P(E,, , e ~~ni~~~~e~~od of a with respect 
to the sh<ft register with the feedback,function x1 + .&(x2 ,~.., x& 
(a) ~~(~) E {k, Ic + I}, P(& ) a) divides n -t 1. 
) ~6 {k, k + I}, P(E;, , a) divides n. 
(c) There exist3 is equal to respectively n and 
n /- 1. 
~~~INI~O~ 3.3. /a: (0, 1)” ,---+ (0, l}” 
is the successor of in the shift register with the 
x1 + Ek(x2 9...j x,). Let be coordinate number p of p! 
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LEMMA 3.4. Let a = (a, ,..., an) E (0, 1)“. Suppose w(a) = k + 1 and 
a = l,O$ where $31 and t>l. 
Then 
p”+“(a) = BOl,O,-, . 
Proof. Since w(ug ,.. ., an) = k, we have 
p(a) = I,-,O,BO. 
When s 3 2, we have w&,(a),..., &a)) = k - 1, which implies 
$(a) = l,-,O$Ol. 
We argue in the same way and get 
pE-Ls(a) = O,BOl,-, , 
Since w&“(a),..., pns(a)) = k, we have 
ps+l(a) = O,-$01, . 
When t 3 2, we have w@;+‘(a),..., pf$l(a)) = k + 1, which implies 
p”+“(a) = O&IO1 ,O. 
We argue in the same way and get 
ps+*(a) = BOl,Ot-I . Q.E.D. 
Proof of Theorem 3.1. (a) Suppose w(a) = k and a = 1 ,OB. By using 
the same method as in the proof of Lemma 3.4, we get 
pS+l(a) = Bl s+l . 
Therefore we can without loss of generality assume that w(a) = k + 1. 
We can also assume that a, = 1. 
Suppose now that 
a = 1 SlOt, . . * 1 s Ot 2, 9 
where si > 1 for i E { 1 ,..., p}, ti > 1 foriE{l,..., p - l},andw(a) = k+ 1. 
p = 1 is a special case which follows directly from Lemma 3.4. Suppose 
therefore that p > 1. We define for 1 d i < p - 1 
Qi = lsiOti and Qi’ = Ol,,O,,-, . 
y Lemma 3.4 we get 
pl’Q1’(a) = Q2 *.- Q&I&‘* 
By induction we get 
y+l(“) :: p HOI-.. o,,.~l)+s,+t,+l(a) _ Q. 
(b) Tf b = (b, ,s.., b,) E (0, 11” and w(b) $ {k, k + I}, we get 
w(p.(b)) = w(b) $ f/c, k + I> 
and 
b, + WW, ,..., b,) = b, . 
From this observation (b) follows. 
(c) It is readily verified that a = On--k--llk+l has minimal period 
n + 1. If k > 1, a = O,-,I has minimal period n. If k = 0 or k = 1, 
a = 01 72.-1 has minimal period n, since n > 3. Q.E.D. 
The following theorem has Kjeldsen proved in [3]. We give an alternative 
proof of his theorem. 
THEOREM 3.5. Let S, be the homogeneous polynomial in the variables 
x2 ,..~, x, oJdegree k. Suppose 
rind 
Ben the ~in~~~~i periods of the sequences genera fed by g and la dfuides 11 or 
IE !- 1. 
and q and p are nonnegative integers. This impiies 
= 0 (mod 2) 
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and 
(ii T i) = (2q,$ ‘) (mod 2). (2) 




Accordingly, g = CsEd E, for some d C {I, 3,...). 
Suppose 0 < p < (n - 2)/2. (2) (3), and Lemma 2.1 imply that 
Accordingly, h = Cscd E, for some d C (0,2,...}. 
By Theorem 2.2 and Theorem 3.1 the theorem follows. Q.E.D. 
4. THE SITUATION WHEN S = EI, + E,,, 
In this section we let n > 4 and k E {O,..., n - 2} be fixed. We shall study 
only the shift register with feedback function x1 + (Ek: + Ek+&xz ,..., xn). 
DEFINITION 4.1. If b = (b, ,..., &J E (0, l}” are the contents of the 
shift register with feedback function x1 + (Ek + E,+J(x, ,..., x3, we shall 
denote the succeeding contents with e(h): 
Q-9 = (b, ,..*, b, > b, + 6% + -&+&be ,..., b3). 
Let eDi be the coordinate number p of P(b). 
We first sketch the idea of the proofs in this section. The next definition 
of the isolated ones and the blocks of vectors is essential. If we know the 
blocks and the isolated ones of , we are able to determine the blocks and 
the isolated ones of c 7 Bn+-tza where a(b) is an integer dependent on b. 
a(b) is often equal to zero. Next ke determine the blocks and the isolated 
ones of 
etc. At last we obtain a vector I!@ 
as b. Because every 1 in b is iso 
andp is a period of b. 
ith the same blocks and isolated ones 
or contained in a block2 &(b) = b, 
A block of the vector is a segment bj ,..., 6, of b such that bf_l = 0 
or .i = 1, the segment starts with more than one 1, does not contain 00 
and is succeeded by more than one 0, unless we consider the last block 
in b. In that case it need not be succeeded by zeros. 
The isolated ones in b, which are not contained in the blocks, are l’s 
which are not contained in any block and with a 0 before and after the I. 
The isolated ones in b, which are contained in a block, are the l’s in the 
block which are succeeded by a 0 also lying in the block. 
The blocks and the isolated ones are defined precisely in the next 
definition. 
DEFINITION 4.2. Let b = 6, )~.., 6, E (0, I}” and define the blocks and 
the isolated ones of b inductively as follows: 
Suppose that the blocks and the isolated ones of b, ,.... b, arc defined. 
In the basis step let i = 0. 
Let j > i be the first j > i such that bj = 1. We have two cases. 
(1) bj = 1 and b,,, = 0 orj = IL By de~~itio~ E = bi is an isolated 
one. 
(2) b, = bj+l =zz I ~ e let y be the tist p > j such that b,,, = 
b -- 0. By de1inition n+2 - = bi ,.~., b, is a block. If  no such p exists, the 
block B is dehned by 
A@ = {y E (,j,..., p); b, :=z 
E == cr,-, is an isolated one if and only if ~1 t ~87. 
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We illustrate the definition by the example below. *‘s are placed above 
the isolated ones of b and the blocks are underlined. 
b = 0~01~01~010011100~0011 ___ _ - 
Now we state the results. 
MAIN LEMMA 4.3. Suppose b E (0, l}“, w(b) = k + 2 and 
b = O,,B,O,, ... B,O,. 
where Bi is a block or an isolated one not contained in any block. We also 
suppose that b does not start with 10. 
Then 8n+2(b) is equal to the vector obtained by the following changes of b: 
(1) If Bi is an isolated one, permute Bi and the preceeding 0. 
(2) If Bi = 1Q is a block, substitute Bi’ = Ql for Bi . 
THEOREM 4.4. Suppose b E (0, 11” and w(b) = k + 2. Let E(b) be the 
number of isolated ones in b and B(b) the number of blocks in b. 
If E(b) > 0 and B(b) > 0, 
2E(b) + (n + 1 - 2B(b) - 2E(b))(n + 2) 
is a period of b with respect to the feedback function x, + (Elc + E,,,) 
(42 ,.a., x3. 
A cycle of the shift register with feedback function x1 + (Eic + Efi+l) 
(x2 ,..., x,) is 
B(b) + @b) + a-. ---f fF(b) = b. 
where P is the least positive integer such that P(b) = b. The minimal 
period of b is equal to the length of the cycle containing b. 
THEOREM 4.5. Let b E (0, l}“, and let P = P(E, + E,,, , b) denote the 
minimal period of b with respect to the shift register with feedback function 
XI + (Gc + &+d(xz >.a.> ~4. 
(1) Zf w(b) ${k, k + 1, k + 2}, P divides n. 
(2) There exist c on the cycle of b such that w(c) = k + 2. Let E(c) 
and B(c) be respectively the number of the isolated ones and the blocks of c. 
If E(c) = 0, P divides n + 2. 
If B(c) = 0, P divides n + 1. 
If E(c) f 0 and B(c) + 0, P divides 
2E(c) + (n + 1 - 2E(c) - 2B(c))(n + 2). 
(3) G-w(b) E {k, k + 11, and if there does not exist any c m the cycle 
containing b such that w(c) : k + 2, P divides n + 1. 
THEOREM 4.6. Let b E (0, Ijn and P = P(E, + &, , b) be the mi?CnaZ 
period of with respect to the shift register with feedback function 
xl f (I& t &+,)(x2 y...7 x3. Let 
A = (2e + (n + 1 - 2e - 2b)(n + 2): e, b are positive integers; 
26 $- e < k + 2; 2e -}- 4b - 2 < n}. 
(1) P divides one oJ’ the embers ipz the set AT’ u {a, n + 1, n + 2). 
(2) Every element of A% is the minimal period for a suitably chosen 
cycle of our shif register. 
Now we illustrate by an example how the Main Lemma is used to prove 
the theorems. First we make an observation. 
OBSERVATION 4.7. If w(b) = k + 2 and b = IOQ, 02(b) .= QOl. 
In the following example we put a * above the isolated ones and 
underline the blocks to see how they move and change. We use the 
Main Lemma 4.3 and the Observation 4.7 several times. We put n = 22. 
b = 0T011*01~010011100T0011 __-- __ 
tw(b) = 100l0110J 1001110100011 
BrL’-2.‘2(b) = 0l”o~3*ol10011~010001~01 -___ __ __ 
fw’~2”“(b) = 1001011100110110001011 
@'n+2'-t"(b) = 0~0111001~~11000~~~~0~ 
) = 100~110010~1~00~00~0~1 
@'-+2)+6(b) = oi~~ooio~~~oo~oo~o~~o~ 
) -= 011 ;‘01001~ i010~iQ0i011 -__ - 
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This implies that 8 + 9(n + 2) is a period of b. The number of the 
isolated ones and blocks of b is repsectively E(b) = 4 and B(b) = 3. 
We put this into the formula of Theorem 4.4, and get 
2E(b) + (n + 1 - 2E(b) - 2B(b))(n + 2) 
= 8 + (23 - 8 - 6)(n + 2) = 8 + 9(n + 2). 
Now we present the proofs of the Main Lemma and the theorems. 
But first we introduce some notations. 
DEFINITION 4.8. If C = bi ,.. ., bj is a segment of b = (b, ,..., b,) E (0, I}“, 
we define 
Mb, C> = .A v(b, C) = i, and Place(b, C) = i ,..., j. 
DEFINITION 4.9. Let ~(10) = 1010 .a* 10 denote a string of p consec- 
utive bigrams 10. 
If b = Pp(lO)Q where p > I, P does not end with 10, and Q does not 
start with 10, then ~(10) is called a sequence of isolated ones in b. 
DEFINITION 4.10. Let B be a block of b, x the number of O’s in B, 
and y the number of l’s in B. Then the mass of B is defined by 
m(b, B) = y - x. 
DEFINITION 4.11. Suppose 19~+~(b) = p(lO)D where p >, 0 and D does 
not start with 10. We define 
0) = P and 4(b) z &+2+2db)(b). 
DEFINITION 4.12. Let B be a block and F = ~(10) a sequence of 
isolated ones in b. In the following three situations we say that F and the 
isolated ones in F follow B: 
b = CBOOFD or b = OFQB or b = 1FQB. 
DEFINITION 4.13. Let E be an isolated one and B a block in b. 
Define K(b, E) = 1 if E follows a block in b, otherwise K(b, E) = 0. 
Define K(b, B) = p if B is followed by a sequence of p isolated ones, 
otherwise I@, B) = 0. 
Tn the rest of this section b wit1 usually satisfy the following claim. 
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CLAIM 4.14. (1) E {0, 1)” and w(b) = k + 2. 
(2) b contains at least one block and at least one isolated one. 
(3) b ends with a block which we denote BEND . 
(“2) does not begin with 18. 
h3MMA 4.15. Let 
(2) If w(b) = k + 2 and b = IQOOC where Q = 1 s,O1,l **a 01 Sn , 
then Bz(@+3(b) = COOQl. 
Proof. (1) We show (1) by induction with respect to the number of 
zeros in Q. If Q = 1,) (1) is proved as the first part of the proof of the 
induction step. Suppose (1) is proved forp = q -- 1 zeros in Q, and let Q 
containp = q zeros. Since w(b2 ,..., b,) = k we have 
B(b) = l,$l,lo ... ol,qaco. 
If s,, 3 2, w(~(~)~ ,.‘., 19(b),) = k --- 1, which implies 
y the same ar~Irner~t we get 
L&J-k-;-l, e( =: QOO~O. Since 
k -+ 1 it follows from (I) that 
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Simple calculation shows that 
ez(Q)+3@) = COOQl. Q.E.D. 
Proof of the Main Lemma 4.3. If b = BI, b = B,O or b = OS,, 
the claim follows from Lemma 4.15.1 by trivial computations. We assume 
b f BI , b # B,O and b # OB, . We deGne 1% = l(O,OBI *.a BiO,J. 
Observation 4.7 and Lemma 4.15.2 imply by induction 
w(@“(b)) = k + 2 for i < s. (4) 
Suppose i E {O,..., s - 11. If Bi+l is an isolated one, &i(b) is on the form 
B”<(b) = B,+,OR. (5) 
If Bi+I is a block, @i(b) is on the form 
O”<(b) = Bi+lOOR, (‘5) 
because (6) is true trivially for i < s - 1 since a block is succeeded by 
two zeros. Since b does not start with 10, d2(b) = TB,OO which implies (6) 
for i = s - 1. 
Suppose Bi+l = 1 is an isolated one. We observe that Place(b, B,+l) = 
Zi + 1. From (4), (5), and Observation 4.7 we get 
Ozit2(b) = ROl. 
Since n + 2 = (n - 4) + Zi + 2, there is a one in the coordinate 
n - (n - &) = Zi = Place@ B,+I) - 1 in 0fi+2(b). 
By (4) and (5), w(8zi+2(b)) = k + 2, which implies &+3(b) = ROlO 
for suitable R’. Since IZ + 2 = (n - li - 1) + li + 3, there is a zero in 
the coordinate 
n - (n - Zi - 1) = Zi + 1 = Place(b, B,+& in t?“+2(b). 
That corresponds to the change (1). 
Suppose next Bi+l = 1Q is a block. We observe that u(b, B,+l) = li + 1. 
From (4) (6), and Lemma 4.15.2 we get dzi+z(Bi+l)+2(b) = ROOQl. We have 
40 zi+z(Bi+1)+2(b), Ql) = n + 1 - Z(B,+,). 
n + 2 = n - Zi - l(Bi+l> + (4 + Z(B,+,) + 2) 
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f@“+yb), Ql) = ?z + 1 - I(&+,) - (n - Ei - E(Bi,,)) 
hat corresponds to the change (2). 
LEMMA 4.16. Suppose b satisfies the Claim 4.14. 
(1) If’E is an isolated oae in b, following a block d@erent from BEND , 
there is an isolated one in coordinate number Place( ) E) - 3 in 0”-+“(b). 
(2) If E is an isolated one in b,.following BEND or E does not follow any 
block in b, there is an isolated one in coordinate number Place(b, E) - 1 in 
W2(b). 
(3) If B is a block in b d$jSerent from BEND ~ there is a block B’ in 
W2@) such that 
m(8n+2(b), B’) = m(b, B) and h(8”+2(b), B’) = h@, B) + 2K(b, B). 
(4) There is a block Bk,, in 8n+2(b) such that 
and h(0n+2(b), BLND) = n. 
Proof. (1) Suppose b 1 CBOOp(IO)D where B = 1Q is a block and 
D does not start with IO. The isolated ones, following B, are in the 
coordinates 
h(b, B) + 3 + 2i for i = O,..., p - 1. (71 
y Lemma 4.3 
where l(C’) = k(C). 
ends witb 1, IO(p -- l>(l@~l is a segment of a block B’ in 8n+2( 
occupymg the coordinates 
for i = ,~..,P -- 1, @I 
since they are succeeded by zeros in I. (7) and (8) imply (I). 
(2) We consider iirst the isolated ones which follow BE,, _ Su 
:- ~~(l~)~, where D does not start with 10. y Lemma 4.3, &+a 
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p(lO)D’. We observe that the p isolated ones has been shifted one 
coordinate to the left as claimed. 
Suppose E is an isolated one in b, which does not follow any block. 
Then b = COOp(lO)EOD where p > 0 and C might be empty. By 
Lemma 4.3 
t++2(b) = C’Op(lO)EOD’ where Z(C’) = I(C) 
and where C’ is empty or ends with a zero. We see that E is an isolated one 
in 8n+2(b) shifted one coordinate to the left in relation to its position in b. 
(3) Suppose now that b = CBOOp(lO)D where D does not start 
with 10. We assume p > 0. Observe that p = K(b, B). We assume B = 1 Q 
where Q = q(lO)T and T does not start with 10. By Lemma 4.3 we get 
Bn+2(b) = C’QlOp(lO)OD’ = C’q(lO)T10p(lO)OD’ 
where C’ ends with two zeros or is empty and Z(C) = Z(C). We notice that 
B’ = TlO(p - l)(lO)l is a block in Om+2(b) such that 
h(@+‘(b), B’) = h(b, B) + 2p. 
Let x,, and x1 be respectively the nubmer of O’s and l’s in T. We have 
m(W2(b), B’) = (x1 + 1 + p) - (x, + p) = x1 + 1 - x0 , 
and 
m(b, B) = (1 + 4 + XI> - 6, + 4) = xl + 1 - x,, , 
and we are done. The case p = 0 is similarly proved. 
(4) The proof of (4) is analogous to the proof of (3). Q.E.D. 
LEMMA 4.17. Let b E (0, l}” satisfy Claim 4.14. 
(1) If B is a block in b, there is a block B’ in #(b) such that 
h(#(b), B’) = h(b, B) + 2K(b, B) - 24b) and m($(b), B’) = m(b, B). 
(2) If E is an isolated one in b, there is an isolated one E’ in $(b) such 
that 
Place(#(h), E’) = Place(b, E) - 1 - 2K(b, E) - 2a(b) (mod(n + 1)). 
(3) The blocks B’ and the isolated ones E’ will constitute all the blocks 
and ones in z&b). 
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DEFINITION 4.18. Let E be an isolated one and B a block in 
where b satisfies Claim 4.14. We define #J(E) -= E’ and 4(B) = B’ where 
E’ and 13’ are as in Lemma 4.17. 
Proof oj’ Lemma 4.17. fW2(b) = ~~~)~l~)~ where D does nst start 
y observation 4.7 
d4b) = ~&NW where c@)(Ol) = 01 ... 01 
and ~~~(~)(~~)) = 2a(A). e divide the proof in 4 cases. 
(a) .B is a block different from BEND . By Lemma 4.16 there is a 
block C in 0n+z(h) such that 
h(@+“(b), C) = h(b, B) + 2K(b, B) and m(dnf2(b), C) = m@, B). 
This implies that there is a block B’ in qlr(b) = 6”+2+2a(b)(b) such that 
h($(h), B’) = h(b, B) + 2K(b, B) - 2a(b) and m(@), B’) = m(b, B). 
(b) Let B = BEND. We observe that a(b) = K(b, BEND). By 
Lemma 4.16 there is a block C in 8pL+2(b) such that 
h@“+“(b), C) = 72 and m(f@+z(b), C) = m(b, C). (9) 
have 8” 1 2(b) = ol(lO)DC where D does not start with 10. 
ervation 4.7 we have tj(b) z DGa(Ol). ‘we have 
Bk,, = Ca(Ol) is a block in 
Let x,, and xi be the ~~mber of O’s and I’s in C res~e~t~veiy, then by (9) 
We observe that there also is an isolated one E’ in #( 
that 
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(d) We finally assume that al(h) # 0. If LX@) = 0, we are finished. 
We show the lemma for the a(b) ones in b which follows BEND . Those 
isolated ones are in the coordinates 
2 >..-> 2a(b) in b. 
By (10) there are isolated ones in the coordinates 
(11) 
n - 2,..., n - 2ol(b) in Bj& . (12) 
Let E be one of the isolated ones in (11). Place(b, E) = 2i for suitable 
i E (l,..., a(h)]. By (12) there is an isolated one E’ in $(b) such that 
Place($(b), E’) = n - 2(a(b) + 1 - i) 
= Place(b, E) - 3 - 2oI(b) + (n + 1) 
= Place(b, E) - 1 - 2K(b, E) - 201(b) (mod@ + 1)). 
This completes the proof of (1) and (2). 
(3) We observe that 
w(b) = I{isolated ones in b}l + c m(b, B) = k + 2, 
B block in b 
and the same is true for #@). I A j denotes the number of elements in A. 
Also 
I{E’: E isolated one in b}j + c m(#(b), B’) = k + 2 = w(#(b)) 
B block in b 
Accordingly the isolated ones E’ and blocks B’ will constitute all the 
blocks and ones in #(b). Q.E.D. 
COROLLARY 4.18. If b E (0, 11” satisJies CIaim 4.14, #(b) also satisfies 
Claim 4.14. 
DEFINITION 4.19. Let b E (0, 1)” satisfy Claim 4.14 and let E and B 
be an isolated one and a block of B respectively. If p(E) follows p(B) in 
f(b), we say that E and B meets at time i + 1. 
j A j denotes the number of elements of A. 
DEFINITION 4.10. Let b E (0, l>” satisfy Claim 4.14, and let E and B 
be an isolated one and a block in b respectively. 
(1) Define the distance between E and B by 
DIST,,(E, B) = Place(b, E) - h(b, B) - 2 (mod@ + 1)). 
(2) IIf E is to the right of B, we define 
) = l{E’: E’ is an isolated one in b such that 
h@, I?) < Place(b, E’) < Place@, E)}I 
and 
’ is a block in such that 
h(b, 23) < h(b, B’) < Place(b, I?)}\. 
f E is to the left of 
a@, B) = I{E’: E’ is an isolated one in such that 
Place& E’) < Place& E) or Place(b, E’) > h(b, B)}l 
and 
b&Y, B) = I(B’: B’ is a block in b such that 
h(b, B’) < Place(b, E) or h(b, B’) > h(b, @>I. 
(3) We define the meeting time between E and B by 
TM,@, B) = DIST,,(E, B) - 2a,,(E, B) - 2b,,(E, B). 
The following lemma justifies the definition of TM,(E, B). 
b3vfMA 4.21. Le 
let E be thefirst isolated oni 
I>” satisfy Claim 4.14, let R be a block, and 
in a sequence of isolated ones in 
Then E and 6: meet at the time TM,& B). 
ProuJ We prove it by induction with respect to j = ~T~T~(~, B). 
Then we have one of the following two situations, 
lace(b, E) = 2 or B + BE,, and 
cases DTST,(E, B) = TM@, .B) = 1. 
meet at the time 1. ~on§~~uently the basis step is correct. 
e the lemma is true for ~~~~T~(~~ B) < ,i and that 
calculate rnod~~~~ n + I and get 
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We have 
and 
km(W), WN = ME, B> - m% a. 
By the induction hypothesis #(E) and #(B) meet at the time 
TMdW), W% = DISTdE, B) - 2K(b, E) - 2H.h B) - 1 
- X4-K B) - K(b, B)) - WdE, B) - Ic(b, -9 
= TM,,(E, Z?) - 1. 
Hence E and B meet at the time TM,,(E, B). Q.E.D. 
LEMMA 4.22. Le b E (0, l}” satisfy Claim 4.14 and E(b) and B(b) be 
the number of isolated ones and the number of blocks in b respectively. 
Then an isolated one and a block in b meet at most once during the time 
n + 1 - 2E(b) - 2B(b). 
Proof. Suppose F is the first sequence of isolated ones to the right of B. 
If such a sequence does not exist, let F be the first sequence of isolated 
ones in b. We suppose F = E,O **a OE,O and that E1 and B meet at the 
time x. We have 
p(B) = Qp(El) OyP(E,) -a. Op(E,)Ol. 
We calculate modulo n + 1 and get 
DIST,z,,,(P@), P(4)) = Place(P@), #%%N - h(P(b), P(B)) - 2 




b,~,,,WYb), P(E,N = B(b) - 1. 
By Lemma 4.21 E1 and B meet at the time 
TM,oc#Y&>~ P’(B)) 
= DIST,~,,,(P:(E,), $W) - KW) - d - W(b) - 1) 
= n - 1 - 2q - 2(E(b) - q) - 2(B(b) - 1) 
= n + 1 - 2E(b) - 2B(b). 
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Hence El and B meet for the second time at the time x + m + 1 - 
2E(b) -- 2B{b) > n f- 1 - 2E(b) - 2&b). Q.E.D. 
Imm~ 4.23. Let b E {O, 1:” saEisfy Chzim 4.14. %qpose F is Ehe jimt 
sequence of isolated ones to the left of a block B in . If 170 such sequence 
exists, we Jet P be the last sequence of ones in b. 
OE,O, andE(b) and B(b) is the number of isolated ones 
respectively. Tlze~~ 
TM,,(El , B) d n -I- 1 - 2E(b) ~~ 223(b). 
Proof. We let q = B(b) - b,(E, B). We make the following obser- 
vation. 
Between two blocks there are at least two 0’s. A block 
occupies at least two places. If B’ is a block and E is an 
isolated one such that Place@, E) < h(b, B’), then h(b, B’) 3 
Place& E) + 2. (13) 
We do not calculate modulo y1 + 1 this time. First we suppose El is to the 
left of B. (13) implies 
Hence 
h(k B> 3 Place@, I%,> + 2(q - 1) + 2(q - 1) + 2 
) El) +- 2(p -- 1) + 4(q -- I) + 2. 
DIST,(E, , B) = PIace(b, EJ - h(b, B) -- 2 j-- y1 + 1 
lace(b, El> -~. 2(p - I) 
- 4(q 1) 2 - - -- 2 + n $- 1 
: n -i- 1 - Z(p --- 1) - 4q. 
This meqilality implies (since q > I) 
s; n -; 1 ~~. 2(p - I) --- 4q -- 2(E( 
Next we suppose E 
blocks B' such that Iz( 
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These inequalities implies that 
Place@, E1> 6 n - 4(q” - 1) - 1 
and 




2(P - 1) 
1) - 4q’ + 2 - 2 
TM&-% , B> < ~1 - 4q - 2~ + 5 - 2(-f@) - P) - 2(B0 - q> 
= n + 1 - 2qb) - 2qb) - 2q + 4 
< n + 1 - 2E(b) - 2&b), 
since q > 2. q 3 2 because q = q’ + q”, q’ 3 1 since h(b, B) < h(b, B), 
and q” > 1 since h(b, BEN=) > Place(b, El). 
As a consequence of the preceeding three lemmas, Lemma 4.24 follows. 
LEMMA 4.24. Let b E (0, 11” satisfy Claim 4.14 and let E(b) and B(b) 
be the number of isolated ones and blocks in b respectively. 
Then every one and every block will meet exactly once during the time 
n + 1 - 2E(b) - 2B(b). 
Proof of Theorem 4.4 By using 8 some times on b we can suppose 
that b starts with a block B. If b = B, b satisfies Claim 4.14. If b = BO, 
W(b) satisfies Claim 4.14. Finally we assume b = BOOp(lO)D where D 
does not start with 10 andp 3 0. D might be empty. We assume B = 1Q. 
By Lemma 4.15.2 and Observation 4.7 
6z(B)+2+2p(b) = DOOQlp(Ol), 
which satisfies Claim 4.14. Hence we can assume that b satisfies Claim 4.14. 
Put T = n + 1 - 2E(b) - 2B@). If E and B is an isolated one and a 
block in b respectively, Lemma 4.24 implies 
T-l 
z. K(P@>v P(B)) = E@) 
T-l 
and c K(@(b), p(E)) = B(b). 
i=O 
In particular we have 
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Let E be an isolated one and B a block. y calculating module n + 1 
we get, by Lemma 4.17, 
T-l 
, #J=(E)) = Place( ,E)- c (!+2K(+ ), 
= Place(b, E) - T - U?(b) - L?(b) 
= Place(b, E) - (n + 1) = Place(b, E) (143 
and 
T-l 
h($T@), VW) = 4% J.9 + c CW$Yb), P(B)) 
i=O 
and 
= Iz(b, B) + E(b) - E(b) = h(b, B) 
244YbN) 
(15) 
@P-(b), #T@N = m@, a. (16) 
(14), (15), and (16) imply t,F(b) = b. Thus, we have 
T-l 
Q!F=Jp9 ?~+2+2&b"(b)) = (jT(ni 2)+%3(b) 2 
i=O 
is on a cycle of period 
P? ’ Theorem 4.5. (1) In this case the shift register will only 
ence n is a period of 
(2) If c contains only blocks, Lemma 4.3 implies P+“(e) -= C. 
Bf c contains only isolated ones, we have two cases: 
(a) 62 ~ont~i~§ two succeeding o’s or g: start with 
cart assume c start with 0 by using Observ 
Lemma 4.3 On+Z(c) is obtained from c by 
isolated one in c one ~~o~d~~ta~ to the left. 
(“u) B: does not COntLiiIl tWO S~~~~~~~~~~ 0’S tUXj C dOC5 lloi start 
with 0. Bf n is odd, a: = 10 *~. 101. bservation 4.7 
P(C) = c. 2 divides n .-/- 1 and we are done. Tf ~1 is even, 
@ = 1010 ..; 10. By observation 4.7 02(e) = IO ~0~ 1001, and 
we are in the case (a). If E(e) > 0 and (c) > 0 the claim 
follows from Theorem 4.4. 
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(3) Suppose w(b) = k + 1. b cannot contain two succeeding O’s 
and b cannot start with 0, because in both these cases there is a c on the 
same cycle as b such that w(c) = k + 2. If b = la10 *-* Ol,p, then 
&l(b) = 1 al+lO em* Ola8 and w(F(b)) = k + 2. Hence b must have the 
form b = la10 .a. O& . By Lemma 4.15.1 
Hence, 
8”(b) = Ol,,O .‘. Ol,s-l, 
t!F+l(b) = l,,O ... Ola8 = b. Q.E.D. 
LEMMA 4.25. Let b E (0, 1)” satisfy Claim 4.14, and suppose b = 
O,s(l lOO)l,p(Ol) where ~(1100) = 1100 ... 1100 such that Z(s(llO0)) = 4s, 
a > 0, q > 2, and 2s + q + p = k + 2. Let E(b) and B(b) be the number 
of isolated ones and blocks in b respectively. Then the minimal period of b is 
P = 2p + (n + 1 - 2(s + 1) - 2p)(n + 2) 
= 2E(b) + (n + 1 - 2B(b) - 2E(b))(n + 2). 
Proof. We only give the idea of the proof since it is simple but technical. 
We use Lemma 4.3 to show that 
dz@) # b for I E {i(n + 2): 0 < i < n + 1 - 2(s + 1) - 2p)). 
It is not difficult to show that this is true for all I E {O,..., P - l}. Q.E.D. 
Proof of Theorem 4.6. Suppose b satisfy Claim 4.14. We observe that 
a block occupies at least two coordinates, between two bolcks there are 
at least two O’s and that an isolated one is succeeded by a 0. Hence, an 
isolated one occupies two coordinates. Let E(b) and B(b) be the number 
of isolated ones and blocks in b respectively. By the observations we get 
2&b) + 2@(b) - 1) + 2E(b) < fi. (17) 
Since w(b) = k + 2 we have 
(17), (18), and Theorem 4.5 imply that P divides one of the numbers in J&‘. 
If the cycle containing b does not contain a c which satisfies Claim 4.14, 
we have by Theorem 4.5 that P divides one of the numbers n, n + 1, and 
n + 2. 
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We have now proved the first part of the theorem. By Lemma 4.25 
every element in .M will be the minimal period of some cycle containing 
a suitable b E (0, I>“= ED. 
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