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Zusammenfassung
Das Gebiet der semideﬁniten Programmierung (SDP) ist eines der am ak-
tivsten erforschten Gebiete der mathematischen Optimierung der letzten 20
Jahre. Bei der Sensitivitätsanalyse dieser Probleme, die zum Beispiel für das
Konvergenzverhalten von Lösungsmethoden grosse Bedeutung hat, bleibt je-
doch noch vieles unerforscht. Im Unterschied zu nicht-polyedrischen Kegeln,
wie zum Beispiel die Kegel der semideﬁniten Matrizen, ist die Sensitivitäts-
analyse von Optimierungsproblemen über polyedrischen Kegeln gut abgedeckt.
Um diese Lücke für SDP-Probleme zu schliessen, erweitern wir das Kalkül auf
das Gebiet der nicht-polyedrischen Kegel.
In der vorliegenden Arbeit untersuchen wir parametrische Modelle von SDP-
Problemen und analysieren das Störungsverhalten der Parameter. Verschie-
dene Konzepte der Lipschitz-Stabilität von stationären und zulässigen Punk-
ten von SDP-Problemen werden diskutiert, namentlich die Calmness, die
strenge Regularität und die lokal Lipschitz-Oberhalbstetigkeit. Zur Charak-
terisierung der Sensitivität arbeiten wir mit zwei unterschiedlichen Methoden
der Variationsanalysis:
Der erste Ansatz verfolgt das Ziel, ein SDP-Problem als verallgemeinerte
Abbildungen umzuschreiben. Davon werden verallgemeinerte Ableitungen
gebildet, die an einem gegebenen Punkt injektiv sind, falls die gesuchte starke
Stabilität oder lokal Lipschitz-Oberhalbstetigkeit gegeben ist. Wir konstru-
ieren eine lokal Lipschitz-stetige Funktion der Karush-Kuhn-Tucker (KKT)
Bedingungen, eine Kojima-ähnliche Funktion, des SDP-Problems. Die Kojima
Funktion ist das Produkt einer stetig diﬀerenzierbaren und einer nichtglatten
Funktion, wovon letztere die Projektion auf den Kegel der positiv semideﬁ-
niten Matrizen beinhaltet. Wir untersuchen die Konstruktion der Kontingent-
Ableitung (graphische Ableitung) und der Thibault-Ableitung (strenge graph-
ische Ableitung), und vergleichen die Thibault Ableitung mit der verallge-
meinerten Jacobimatrix von Clarke.
Im zweiten Ansatz wird gezeigt, dass die Calmness-Eigenschaft direkt mit
der Konvergenzgeschwindigkeit von einem Lösungs-Algorithmus zusammen
3
hängt. Wir betrachten ein SDP-Problem als ein endliches Ungleichungssystem
mit rechts-seitigen Störungen und einer ﬁxierten algebraischen Nebenbeding-
ung. Für dieses gestörte System untersuchen wir die Calmness-Eigenschaft
der Menge der stationären Lösungen und konstruieren einen algorithmischen
Ansatz, mit dessen Hilfe die Calmness gezeigt werden kann.
In dieser Arbeit konstruieren und diskutieren wir die Thibault Ableitung
für verschiedene Abbildungen in SDP-Problemen, leiten neue Ergebnisse zu
Calmness der Projektionsabbildung her und geben hinreichende und notwen-
dige Bedingungen für die Calmness-Eigenschaft von SDP-Problemen. Unsere
Ergebnisse umfassen nicht nur SDP da sie teilweise sogar für allgemeinere
nicht-polyedrische Kegel und konvexe Mengen anwendbar sind.
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Abstract
Semideﬁnite programming (SDP) problems are among the most active areas
of research in mathematical optimization in the past 20 years. However,
sensitivity and stability analysis of the solution sets of SDP problems, which
tells us about the behavior of solution methods, is still being uncovered.
While stability has been well covered for optimization problems with polyhe-
dral cone constraints, several results for the nonpolyhedral case, such as the
cones of semideﬁnite matrices, are still missing.
We try to close this gap in the SDP toolbox by extending the calculus to the
case of nonpolyhedral cones.
In this thesis, we construct a parametrized model for the SDP problem and
analyze the disturbance of the parameters. We discuss conditions for Lip-
schitz properties, namely: calmness, upper regularity, and strong regularity
of nonlinear SDP problems at feasible and stationary points, and present re-
sults that even apply to more general nonpolyhedral cones and convex sets.
We work with two diﬀerent techniques from the ﬁeld of variational analysis
to show diﬀerent sensitivity characteristics.
Our ﬁrst approach is to rewrite the problem as a generalized function and
construct generalized derivatives that are injective at a given solution if the
stability of concern is given - upper and strong regularity. We construct a
locally Lipschitz function of the Karush-Kuhn-Tucker conditions, a Kojima-
like function, for an SDP problem. The Kojima function is the product of
a continuously diﬀerentiable and a nonsmooth function. The latter contains
the projection function onto the cone of positive semideﬁnite matrices. We
look at the construction of its contingent derivative (graphical derivative) and
Thibault derivative (strict graphical derivative). Moreover, we examine the
relations between the Thibault derivative and the Clarke generalized Jacobian
of these projections.
In the second approach, we show that calmness is directly related to the con-
vergence speed of a solution algorithm. We look at an SDP problem as a
mapping of a system of ﬁnitely many inequalities with perturbations on the
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right-hand side and a ﬁxed algebraic constraint. For this perturbed system,
we study the calmness property of stationary points and create the structure
of an algorithm to show calmness.
In this thesis, we construct and discuss the elements of the Thibault derivative
for some mappings in SDP, give new results on calmness of the projection
mapping, and present suﬃcient and necessary conditions for calmness in SDP
problems. Our results even apply to more general problems, beyond SDP.
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1 | Introduction
Semideﬁnite programming problems have arguably been the most active area
of research on optimization in the past 20 years. While it can be seen as an
extension of linear and nonlinear optimization problems, its history is almost
as old as mathematical programming itself, and the tools and analysis of
semideﬁnite matrices date back even further.
For the sake of brevity the abbreviation SDP will be used for semideﬁnite
programming throughout this thesis.
1.1 History of SDP and Related Work
The study of the geometry of semideﬁnite cones goes back to the 1940s to
Bohnenblust, eigenvalue problems even date back to Lagrange in 1773 (for
overviews cf. Wolkowicz, Saigal, and Vandenberghe [53], and Lewis and Over-
ton [35]).
Its recent popularity, since the 1990s, is both due to big advances in solv-
ing these problems, strong numerical results, and many diverse applications.
Independent of each other, Nemirovskii and Nesterov, Alizadeh, and Kar-
markar and Thakur developed eﬃcient solution methods for SDP by extend-
ing polynomial-time interior-point methods for linear optimization to solve
SDP problems (cf. [53] and references therein).
In the late 1980s, Nemirovskii and Nesterov implemented the ﬁrst interior-
point method for SDP. They extended many of the interior-point methods and
theoretical results from linear programming to a much broader class of convex
programming problems. They created polynomial-time algorithms for a wide
range of convex optimization problems, and applied this theory successfully
to semideﬁnite programming.
Alizadeh also proposed such generalizations for SDP. It appears that he intro-
duced the terminology semideﬁnite programming, which has previously also
been called linear matrix inequalities (LMI).
The success of these interior-point methods for SDP attracted researchers
of interior-point methods in linear programming. The seminal compendium
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Handbook of semideﬁnite programming: Theory, Algorithms, and Applications
[53] gives an excellent overview of the research done in this ﬁeld by the year
2000.
The burst of activities is partly due to the many applications such as con-
trol theory, combinatorial optimization, complexity, generalized convexity and
nonlinear programming.
SDP solution methods give solutions of linear matrix inequalities in control
theory, strong approximation results to hard combinatorial problems such as
the max-cut problem.
Since linear SDP belongs to cone programming and convex optimization prob-
lems, other related areas are such diverse ﬁelds as e.g. traditional convex con-
strained optimization, statistics (covariance matrices, clustering), engineering,
eigenvalue functions, ﬁnancial applications etc. Because a linear SDP problem
is a convex program it is solvable via interior-point methods to any desired
accuracy in polynomial time. Most of these applications can usually be solved
very eﬃciently in practice as well as in theory.
Interest has grown further in the beginning of the 21st century. There is a
close connection between semideﬁnite matrices and polynomial optimization
problems, hence, the ﬁeld has expanded to algebraic geometry (cf. the hand-
book edited by Anjos and Lasserre [1]).
An important ﬁeld in optimization is sensitivity and stability analysis. Over
100 years ago Lyapunov studied stability analysis of diﬀerential equations.
For solutions to optimization problems over polyhedral cones this analysis is
well covered (cf. Rockafellar and Wets [45], Bonnans and Shapiro [5], Klatte
and Kummer [26], Faccchinei and Pang [14], Dontchev and Rockafellar [13]).
However, when extended to nonpolyhedral cones such as in SDP problems a
complete analysis of stability is still emerging.
Strong regularity conditions have been studied (cf. [8, 37, 42]) and diﬀerent
generalized derivatives have been constructed and analyzed (cf. [36, 48]).
In several recent papers, such as Bonnans and Ramírez [4] and in Bonnans
and Shapiro's monograph [5] C2−cone-reducible sets, such as the cone of
symmetric positive semideﬁnite matrices and the second order cone (ice-cream
cone or Lorentz cone) have been studied  especially strong regularity for
linear and nonlinear SDP problems for C2 functions.
Shapiro [46] summarizes an analysis of nonlinear semideﬁnite programs. He
gives ﬁrst-order necessary conditions for nonlinear programming under cone
constraints. Furthermore, he shows necessary and suﬃcient second order con-
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ditions under MF-condition (an extension of the Mangasarian-Fromowitz Con-
straint Qualiﬁcations (MFCQ)) and when the ﬁrst order condition is given.
He also looks at the geometry of the cone in SDP and shows that the transver-
sality condition is a suﬃcient condition for uniqueness of the Lagrange multi-
pliers. Shapiro [47] gives suﬃcient and sometimes necessary conditions for the
uniqueness of the Lagrange multiplier, and hence of the solution of the dual
problem in general Banach spaces. He discusses the diﬀerentiability properties
of the optimal value and optimal solution of parametrized semideﬁnite pro-
grams in the convex and C2 cases. In the special case of assuming unique and
strictly complementary optimal solutions (under Slater's condition), Freund
and Jarre [15] show a simple approach for the sensitivity of the perturbation of
the solution of a linear SDP problem. They show that the solution functions
of the perturbed SDP problem are diﬀerentiable, and that its derivatives are
solutions of a system of linear equations. This, however, is not true for more
general convex programs in conic form.
Several papers have supplied us with basic tools for SDP. Sun and Sun [49]
calculate the directional derivative of the matrix absolute-value function and
show that it, as well as the matrix projection function (onto the cone of
positive semideﬁnite matrices) and the matrix projective residual function,
is strongly semismooth. Chen, Qi, and Tseng [9] give an analysis on certain
nonsmooth symmetric matrix-valued functions.
Both linear and nonlinear SDP has been looked at under strong regularity
(cf. [8,16,48]). Assuming Robinson's constraint qualiﬁcation (MFCQ for con-
ventional nonlinear problems) D. Sun [48] proves that for a locally optimal
solution, strong second order suﬃcient condition and constraint nondegen-
eracy are equivalent to nonsingularity of Clarke's Jacobian of the Karush-
Kuhn-Tucker (KKT) system, and also equivalent to strong regularity of the
KKT points. Chan and D. Sun [8] give more insightful characterizations for
stationary points in the case of linear SDP problems, by proving that strong
regularity is equivalent to nonsingularity of the B-subdiﬀerential.
Fusek [18] shows that in nonlinear SDP strong and metric regularity are equiv-
alent under certain conditions. For second-order cone programs, Outrata
and D. Sun [41] describe the Aubin property by applying the limiting (Mor-
dukhovich) coderivative, and Outrata and Ramírez [40] present the Aubin
property in terms of a strong second-order optimality condition. However,
their results have not been extended to semideﬁnite cones.
While both Clarke's generalized Jacobian and the B-subdiﬀerential have been
extended to SDP, there seem to be no results regarding the Thibault deriva-
14
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tive in this ﬁeld. The nonsingularity of the Thibault derivative of the KKT
system characterizes suﬃcient and necessary conditions for stationary points
for nonlinear SDP problems. Furthermore, we are not either aware of any re-
sults for the weak regularity condition calmness regarding SDP. In the current
thesis, we try to bridge these gaps.
1.2 Current Thesis
Consider the following nonlinear optimization problem
min
x∈X
f(x) subject to g(x) ∈ K (1.1)
where f : X → R and g : X → Y are continuously diﬀerentiable functions,
X and Y are two ﬁnite-dimensional real vector spaces, each equipped with
a scalar product denoted by 〈., .〉 and K is a closed convex set in Y . In
the following chapters, more speciﬁc and necessary restraints for the sets and
functions given above are introduced.
We are interested in writing necessary optimality conditions of the above
problem (1.1) as a model deﬁned by a system of equations with a right-hand
parameter p. Sensitivity analysis of problem (1.1) looks at disturbances of p
in this model.
Solution methods of the problem (1.1) depend heavily on the deﬁnition of the
set K. If the set K is a polyhedral set, e.g. cone of nonnegative real vectors,
then the constraint can be rewritten as ﬁnitely many inequalities. Regarding
K as a polyhedral set is a classical topic and a considerable amount of research
has been done on sensitivity and stability analysis (cf. Robinson [44] and
references therein and Section 1.1). However, for the nonpolyhedral case,
such as the cone of negative semideﬁnite matrices, the applications from the
polyhedral case are often not transferable.
Assume K is the set of negative (or positive) semideﬁnite matrices, then
problem (1.1) is a semideﬁnite programming problem. In this case several
advances in its analysis are currently being made (cf. Section 1.1). We wish to
explore stability conditions for solution sets of SDP problems by extending and
adapting applications and results from nonlinear complementarity problems
to its semideﬁnite counterpart. This leads to new results both on generalized
derivatives for the SDP case, and the extension of recent results on calmness
to cone programs.
15
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The main motivation behind this thesis is the sensitivity analysis of SDP
problems by looking at the behavior of its solution sets, however, some results
even apply to problems with more general sets K, such as general cones and
convex sets.
In order to study critical points and solutions of the cone problem, we apply
two diﬀerent approaches. In the ﬁrst approach, we look at generalized func-
tions of the KKT conditions and work with generalized derivatives. In the
second case, we study the convergence of an appropriate algorithm. These
methods give us a sensitivity analysis of cone problems, more precisely, we
show strong regularity, upper regularity, and calmness.
In our approach over generalized derivatives, we construct a Kojima-like lo-
cally Lipshitz function F(x, Y ) = p of the KKT conditions for C1,1- and
C2-optimization problems over the space of symmetric matrices. We study
generalized derivatives of this Kojima function, in order to show regularity of
our problem at p = 0. The Kojima function is the product of a continuous
function dependent on Df(x) and Dg(x) and a nonsmooth function. The
latter is nonsmooth due to the projection function onto the cone of positive
semideﬁnite matrices. We look at the construction of its Thibault derivative
(strict graphical derivative) and its contingent derivative (graphical deriva-
tive), and the resulting stability statements.
For our second approach, we are basically interested in calmness of a con-
straint system. For a multifunction F , such that 0 ∈ F (x) where x ∈ K, we
get the parametrized model
Σ(p) := {x ∈ K | p ∈ F (x)}.
Assume F (x) contains all p that fulﬁll g(x) ≤ p and rewrite Σ(p) := {x ∈ K |
g(x) ≤ p}. Here, g : X → Rn is a continuously diﬀerentiable vector-valued
function. Then, we arrive at the following optimization problem
min
x∈X
f(x) subject to x ∈ Σ(0). (1.2)
While problem (1.2) is slightly diﬀerent from problem (1.1), it has the advan-
tage of being written in the form of the KKT conditions. This enables us to
even study calmness at stationary points for the entire optimization problem.
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The set Σ(p), the solution set of the above perturbed problem, is a mapping
of a system of ﬁnitely many inequalities with perturbations on the right-hand
side and a ﬁxed algebraic constraint. Adding a ﬁxed algebraic constraint
to this parametrized model is new and is inspired by the structure of SDP
problems. It enables us to consider an SDP problem in problem (1.2) by
applying the cone of negative semideﬁnite matrices for the algebraic constraint
K.
For this perturbed system, we study the calmness condition (cf. Klatte and
Kummer [28] and references therein). We look at characteristics of calmness,
the inﬂuence of the ﬁxed algebraic constraint on the solution set, as well
as a necessary and suﬃcient condition for this special multivalued mapping.
Finally, we create the structure of an algorithm to show calmness.
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Looking at semideﬁnite programming problems means working with real sym-
metric matrices. However, in the calculus of symmetric matrices, we loose cer-
tain conditions and rules which are given in the vector case, as known from
classical linear and nonlinear optimization. Furthermore, we encounter the
hardship of algebraically representing the constraint of positive or negative
semideﬁniteness. For instance, we neither have polyhedral conditions nor the
total ordering condition.
In this chapter, we give an overview and some basic characteristics of matrix
analysis and SDP problems.
2.1 Semideﬁnite Programming (SDP)
Conic optimization is a general class of problems with variables or function val-
ues belonging to a cone. The classic optimization problems look at constraints
over the nonpositive orthant Rn−, which is a cone in Rn. The polyhedrality
of this cone enables us to write the constraint conditions of an optimization
problem as inequalities (gi(x) ≤ 0) and equalities. For the sake of simplicity,
we omit the equality constraints.
Semideﬁnite programming problems are a special case of conic optimization
problems. A matrix A is negative semideﬁnite if
xTAx ≤ 0 for all vectors x ∈ Rn, (2.1)
and negative deﬁnite if the inequality is strict whenever x is nonzero. In
the space Sn of symmetric n × n matrices, the cone of negative semideﬁnite
matrices plays the analogous role to Rn− above.
For points x and y in Rn, we write x ≤ y if x−y ∈ Rn− and x < y if x−y ∈ Rn−−
(the deﬁnition is analogous for ≥ and >). In the ordering of matrices X and
Y in Sn, the Loewner partial ordering, we write X  Y if X − Y ∈ Sn− and
X ≺ Y for X − Y ∈ Sn−− (the deﬁnition is analogous for  and ).
While both cones are convex, the major diﬀerence between these two cones
is that the negative semideﬁnite cone is not a polyhedron (for n > 1). A
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polyhedron can be deﬁned with the help of ﬁnitely many linear inequalities,
while a nonpolyhedral cone is described with polynomial inequalities (2.1) .
For proofs in variational analysis, e.g. for the simplex method, the polyhe-
drality of the cone describing the constraints is used. It is unclear whether
similar results apply to SDP.
In the case that the matrices are constrained to be diagonal, an SDP problem
is reduced to a linear or nonlinear optimization problem over Rn.
2.2 Notations
Sn is the linear space of all n × n symmetric real matrices and Sn+⊂ Sn
(Sn−⊂ Sn) the cone of its positive (negative) semideﬁnite matrices. In a matrix
X ∈ Rn×n, the element in the i-th row and j-th column is denoted as xij .
Furthermore, we write
X := (xij)i ∈ N
j ∈ N
and XIJ := (xij)i ∈ I
j ∈ J
where we have the index set N = {1, . . . , n} and I and J are subsets of N .
We often just write X = (xij)NN . The dimension of an n × n matrix X
is denoted as dimX= n and #N= n is the cardinality of N . For any two
matrices X,Y ∈ Sn, we have 〈X,Y 〉 the standard inner product
〈X,Y 〉 := trXTY =
∑
ij
xijyij ,
where trX:=
∑
i xii is the trace of a matrix X and X
TY is the standard
matrix multiplication. Note, that the transpose symbol can be omitted in
the case of symmetric matrices. Furthermore, the operator ◦ gives us the
Hadamard product X ◦ Y := (xijyij)NN .
For a vector z ∈ Rn, we denote the diagonal matrix Z with z on the main
diagonal as Diag z:= Z; its dual diagZ:= z writes the main diagonal of Z
as a vector. The vector vecX is obtained by stacking all the columns of a
matrix X. We easily see that Diag xDiag y = Diag(x ◦ y) for x, y ∈ Rn and
〈X,Y 〉 = 〈vecX, vecY 〉.
The matrix X ∈ Sn has a spectral decomposition
X = PTΛP
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where Λ is a diagonal matrix of the eigenvalues of X and P a corresponding
orthogonal matrix. We have PPT =1 which is the identity matrix. The
number of nonzero eigenvalues (counting multiplicities) is the rank of a matrix.
Let O(X) be the set of all orthogonal matrices of a spectral decomposition of
X, and let
SPEC(X) := {(P,Λ) | P ∈ O(X),Λ = PXPT }
be the set of all tuples of the spectral decomposition of X.
The vector
λ := diag Λ
contains all eigenvalues of X. We sort the eigenvalues with index sets I(+):=
{i ∈ N | λi > 0}, J := {i ∈ N | λi = 0} and I(−):= {i ∈ N | λi < 0}. These
sets do not have to yield a certain order.
The vector of eigenvalues of a symmetric matrix is a Lipschitz continuous
function λ(X) of the matrix entries. For a sequence Xk and given (P k,Λk) ∈
SPEC(Xk), λki (Xk) returns the i-th eigenvalue of Xk in relation to P k. In
this thesis the elements in the vector λ(X) of all eigenvalues of X are not
necessarily arranged in any certain order.
Let Λ(+) ∈ Sp (Λ(−) ∈ Sm, and Λ(0) ∈ Sz) be a diagonal matrix that only
contains the positive (negative and zero, respectively) eigenvalues of a (p +
m+ z)× (p+m+ z) matrix, where p,m, z ∈ N. These matrices are not to be
confused with the diagonal matrices of all positive and, respectively, negative
eigenvalues Λ+,Λ− ∈ Sn where Λ = Λ+ + Λ−.
The absolute value function |.| : Sn → Sn+ (cf. also Deﬁnition 2.3) with the
following deﬁnition
|X| :=
√
X2,
returns the matrix with the same eigenvectors as X and the eigenvalues given
by the absolute value of the eigenvalues of X. For any (P,Λ) ∈ SPEC(X) we
get
|X| = PT |Λ|P.
The projection of a symmetric matrix onto the cone of positive semideﬁnite
matrices is well deﬁned (cf. [22, Theorem 2.1]), by replacing the negative
eigenvalues of the concerning matrix with zero, and we denote
X+ :=P
T Diag (max{λ1, 0}, . . . ,max{λn, 0})P = PTΛ+P.
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The same approach, by replacing the positive eigenvalues with zeros, leads
to the projection onto the cone of negative semideﬁnite matrices, and clearly
X+ +X− = X. We easily see that
X+ = |X|+X− = 1
2
(|X|+X). (2.2)
The deﬁnitions above are independent of the choice of (P,Λ) ∈ SPEC(X).
Furthermore, we use the Lyapunov operator,
LC(Z) := CZ + ZC, Z ∈ Sm
and its inverse operator L−1C , if it exists.
Finally, let us take a closer look at the diﬀerential of matrix-valued functions.
Deﬁnition 2.1. Let F : X → Y, where X ,Y are matrix spaces, and X,H ∈
X . If DF : X → Y is a linear operator that satisﬁes
lim
H→0
‖F (X +H)− F (X)−DF (X)H‖
‖H‖ = 0,
then F is said to be F(réchet)-diﬀerentiable at X and DF (x) is the F-
derivative of F at X.
For a mapping f : Rn → R, the F-derivative Df(x) is written as a column
vector
Df(x) =
Dx1f(x)...
Dxnf(x)
 ,
whereDxif(x) is the partial derivative with respect to xi. For a matrix-valued
mapping F : Rn → Sp, with p ∈ R, the partial derivative with respect to xi
is the matrix
DxiF (x) =
DxiF11(x) . . . DxiF1p(x)... ...
DxiFp1(x) . . . DxiFpp(x)
 .
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For h ∈ Rn, we have vec(DF (x)h) = 〈D(vecF (x)T ), h〉, and the F-derivative
DF (x) in a direction h is
DF (x)h =
n∑
i=1
DxiF (x)hi.
Let us now assume F : Sp → Sp, then the F-derivative DF (X) in a direction
H ∈ Sp is
DF (X)H =
n∑
i,j=1
DxijF (X)Hij ,
where vec(DF (X)H) = 〈vecD(vecF (X)T ), vecH〉.
For a block-matrix with F-diﬀerentiable matrix-valued mappings
A(x) =
(
A11(x) A12(x)
A21(x) A22(x)
)
,
we write
DA(x) =
(
DA11(x) DA12(x)
DA21(x) DA22(x)
)
for the F-derivative. Considering a second F-diﬀerentiable block matrix map-
ping B(y) and directions h, u, then the product rule is
D(A(x)B(y))(u, h) = [DA(x)u]B(y) +A(x)[DB(y)h].
There are similar result for the contingent derivative CA(x)(u), CB(y)(h) and
Thibault derivative TA(x)(u), TB(y)(h), which we look at in detail in Chapter
3.
2.3 Toolbox
While working with SDP problems, a basic knowledge of matrix analysis is
useful. In this section, a few characteristics from this ﬁeld are reviewed, as
well as some basic lemmata. Furthermore, a few interesting counterexamples
are presented.
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First of all, let A be a symmetric matrix, hence A = AT , where AT is the
transposed matrix. We have the spectral decomposition A = PΛPT with
(P,Λ) ∈ SPEC(A) and the Euclidean norm
‖A‖ =
√
tr(A2) =
√∑
i∈N
λ2(A) =
√∑
i∈N
∑
j∈N
a2ij =
√∑
i∈N
(a2)ii.
By multiplying all the eigenvalues ofA with each other, we get the determinant
detA =
∏
i∈N
λi(A),
while from the sum of the eigenvalues, we have the trace
trA =
∑
i∈N
λi(A) =
∑
i∈N
aii.
The eigenvalues are closely related to the diagonal of a matrix. It follows
directly, that for H ∈ Sn we have∑
i∈N
λi(H) =
∑
i∈N
λi(Diag(hii)i∈N ).
However, we do not have ‖H‖ = ‖Diag((hii)i∈N )‖, as can easily be seen in
Example 2.2.
Example 2.2. The matrix
H =
(
1 −1
2 4
)
has the eigenvalues λ1 = 3 and λ2 = 2. Then we get
∑
λ2i (H) = 13 but∑
λ2i (Diag(1, 4)
T ) = 17.
By calculating the spectral decomposition of A, we get its following description
A =
(
n∑
s=1
pispjsλs
)
i∈Nj∈N
, (2.3)
where pij are the entries of P and λs := λs(A). In Chapter 3, we put eﬀort
into the absolute value function of symmetric matrices, which is deﬁned with
help of the square root of a positive semideﬁnite matrix.
Let A ∈ Sn be positive semideﬁnite. Then, there exists a unique symmetric
positive semideﬁnite matrix B ∈ Sn such that B2 = A. We call B the square
root of A and denote it by B =
√
A. Note, that A2 = AAT .
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Deﬁnition 2.3. The matrix absolute value of a matrix X ∈ Sn is deﬁned as
|X| :=
√
X2.
For this function, many conclusions seem to follow automatically from the
absolute value function for vectors. However, in several cases an extension
to matrix calculus can lead to incorrect assumptions. In Lemma 2.4, we list
useful tools for working with the absolute value of symmetric matrices.
Lemma 2.4. Let A,B ∈ Sn, X ∈ Rn×n, and D = Diag d for d = (d1 . . . dn)T ∈
Rn. Then we get the following statements:
(i) |X|  0 and |X| ∈ Sn.
(ii) |X|2 = (X)2.
(iii) |A| |D|+ |D| |A| = (|di|+ |dj |)NN ◦ |A| ∈ Sn.
(iv) AD +DA = (di + dj)NN ◦A ∈ Sn.
(v) |A| |B| = |AB| if O(A) ∩ O(B) 6= ∅.
(vi) |A| |B|+ |B| |A| ∈ Sn.
(vii) |AB|+ |BA| ∈ Sn.
(viii) (Schur product theorem1) If A,B  0 then A ◦B  0.
(ix)
∣∣PAPT ∣∣ = P |A|PT for any orthogonal matrix P .
(x) Suppose A,B  0, then we get the following equivalence:
〈A,B〉 = 0 ⇐⇒ AB = 0.
(xi) A = (A+B)+ ⇐⇒ B = (A+B)−
⇐⇒ A  0, B  0, 〈A,B〉 = 0.
Proof. (i) Let X ∈ Rn×n, then |X| =
√
XXT , where XXT ∈ Sn and
XXT  0. Then there exists a unique Y  0 such that Y 2 = XXT ,
which fulﬁlls Y =
√
XXT = |X|.
1Also known as Hadamard's theorem.
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(ii) By deﬁnition, we have |X|2 =
√
XXT
2
. Since
vXXT vT = vX(vX)T ≥ 0 ∀v ∈ Rn,
we have XXT  0 and hence |X|2 = XXT = X2.
(iii) The statement follows automatically by expansion and calculation. Let
A = PΛPT be a spectral decomposition of A, where P = (pij)NN ,
N = {1, . . . , n}, and λi are the eigenvalues of the diagonal matrix Λ.
Then, with (2.3), we have
|D| |A| =
 |d1|
∑
s p1sp1s |λs| . . . |d1|
∑
s p1spns |λs|
...
...
|dn|
∑
s pnsp1s |λs| . . . |dn|
∑
s pnspns |λs|

and
|A| |D| =
|d1|
∑
s p1sp1s |λs| . . . |dn|
∑
s p1spns |λs|
...
...
|d1|
∑
s pnsp1s |λs| . . . |dn|
∑
s pnspns |λs|
 ,
which gives us the Hadamard product |A| |D|+|D| |A| = (|di|+|dj |)NN ◦
|A| .
(iv) The proof is similar to the proof of (iii) above.
(v) W.l.o.g., we choose P ∈ O(A) ∩ O(B) then
AB = PΛ(A)Λ(B)PT ,
where (P,Λ(A)) ∈ SPEC(A) and (P,Λ(B)) ∈ SPEC(B). Then, we get
|AB| =P |Λ(A)Λ(B)|PT = P |Λ(A)| |Λ(B)|PT
=P |Λ(A)|PTP |Λ(B)|PT = |A| |B| .
(vi) Since (|A| |B|)T = |B| |A| and |A| |B|+(|A| |B|)T ∈ Sn, we have |A| |B|+
|B| |A| ∈ Sn.
(vii) Since |AB|T = |BA| and |AB|+|AB|T ∈ Sn, we have |AB|+|BA| ∈ Sn.
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(viii) See e.g. the proof by Bernstein [3, Fact 8.22.12] for this well-known
theorem by I. Schur2.
(ix) For (Q,Λ) ∈ SPEC(A) and any orthogonal matrix P , we get∣∣PAPT ∣∣ = ∣∣PQΛQTPT ∣∣ .
Since PQ is an orthogonal matrix, it follows from the deﬁnition of the
absolute value function and the spectral decomposition that∣∣PQΛQTPT ∣∣ = PQ |Λ|QTPT = P ∣∣QΛQT ∣∣PT = P |A|PT .
(x) For A,B  0 there exist matrices C,D such that A = CCT and B =
DDT . Since tr(XY ) = tr(Y X) for any X,Y ∈ Sn, we can rewrite the
trace of AB as
〈A,B〉 = tr(CCTDDT ) = tr(DTCCTD) =
n∑
i=1
n∑
j=1
[(CTD)ij ]
2.
Hence, if tr(AB) = 0 then we get CTD = 0, and
AB = CCTDDT = 0.
The inverse direction, that 〈A,B〉 follows from AB = 0 is trivial, hence,
the equivalence is proven.
(xi) Suppose, we have A = (A+B)+ then we can write
(A+B)− = A+B − (A+B)+ = B.
Evidently, this is also true in the inverse direction, and the ﬁrst equiva-
lence follows.
Now, let us suppose A = (A + B)+ and B = (A + B)−, then, clearly,
we have A  0, B  0 and
〈A,B〉 = 〈(A+B)+, (A+B)−〉 = 0,
which is a suﬃcient condition for the last equivalence. For the necessary
condition (the `left-arrow' direction) consider A,−B  0 and −〈A,B〉 =
2Also known as J. Schur
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−∑i λi(AB) = 0. As proven in (x), it follows that AB = 0, and
the two matrices are simultaneously diagonalizable and have the same
eigenvectors. Hence, we have the spectral decomposition
ATB = PΛPT = P (ΛAΛB)P
T = PΛAP
TPΛBP
T = 0,
where ΛAΛB = 0 and the matrices ΛA and ΛB are perpendicular to
each other. Since A  0, we get ΛA  0 and (A+B)+ = PΛAPT = A.
The same result follows for B and the equivalence is proven.
The downside of working with matrices is, that we loose some nice calculation
laws that apply for vectors. This makes working with matrices more diﬃcult
and several results, that appear to be trivial, quite complicated. A few of
these nontrivialities are listed in the following lemma.
Lemma 2.5. In general, the following statements are not true for matrices
A,B ∈ Sn:
(i) If A  0 and B is component-wise positive, hence, bij ≥ 0 for all i, j,
then A ◦B  0.
(ii) If A,B  0 then AB +BA  0.
(iii) |A+B|  |A|+ |B|.
(iv) (Not a lattice ordering) There exists a matrix C ∈ Sn such that for all
X ∈ Sn, we have the following equivalence
X  A and X  B ⇐⇒ X  C.
Proof. (i) The statement can be disproved with the counterexample
A =
(
2 1
1 2
)
and B =
(
0 2
2 0
)
,
since in this case A ◦B is indeﬁnite.
(ii) The statement can be disproved with the same counterexample as in
(i).
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(iii) This statement was originally pointed out by Nemirovski, and the follow-
ing counterexample is given by Jarre [53, Chapter 2.3]. Let u = (1, 0)T
and v = (1, ε)T for some small positive ε. Deﬁne A = uuT and
B = −vvT . Then
|A|+ |B| =
(
2 ε
ε ε2
)
and A+B = −
(
0 ε
ε ε2
)
.
The eigenvalues of |A| + |B| are approximately 2 and ε22 , while the
eigenvalues of A + B are approximately ±ε. Hence, |A+B| ≈ ε1,
the eigenvalues of |A+B| are about 2ε -times larger than the smallest
eigenvalue of |A|+ |B|.
(iv) The following counterexample is from Borwein and Lewis [6, Chapter
1.2]. Consider the matrices
A =
(
1 0
0 0
)
and B =
(
0 0
0 1
)
.
For A = 1, the matrix C must be 1, too. However, for
A =
2
3
(
2 1
1 2
)
,
the choice of C = 1 contradicts the assumption.
Finally, we need the following lemma by Tseng [52, Lemma 6.2] to construct
the Thibault limiting set of the absolute value function in Chapter 3.3.
Lemma 2.6. Fix any C ∈ Sn+ and any orthogonal matrix P such that
PCPT =
(
C˜II 0
0 0
)
holds for some I ⊂ {1, . . . , n} and some positive deﬁnite submatrix C˜II . For
each W ∈ Sn with C2 +W ∈ Sn+, upon letting Z := (C2 +W )
1
2 − C and
W˜ =
(
W˜II W˜IJ
W˜TIJ W˜JJ
)
:= PWPT , Z˜ =
(
Z˜II Z˜IJ
Z˜TIJ Z˜JJ
)
:= PZPT ,
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where J := {1, . . . , n} \ I, we have∥∥∥Z˜JJ∥∥∥ ≤ n 14 ∥∥∥W˜JJ∥∥∥ 12 ,
Z˜IJ = C˜
−1
II W˜IJ + o(‖W‖),
Z˜II = L
−1
C˜II
[W˜II ] + o(‖W‖).
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In this chapter, we look at the generalized derivatives to characterize regu-
larity conditions for SDP problems and the calculus thereof. Furthermore,
we construct the parametrized model F(x, Y ) = p, a Kojima-like locally Lip-
schitz function of the Karush-Kuhn-Tucker (KKT) conditions for C1,1- and
C2-optimization problems of SDP. The disturbances of the right-hand para-
meter p is analyzed with the help of generalized derivatives and enables us to
study critical points and solutions of SDP problems.
We use the contingent derivative (graphical derivative) to study upper reg-
ularity, and the Thibault limit set (strict graphical derivative or Thibault
derivative) to study strong regularity, respectively, of this Kojima function
at a solution. Furthermore, we look at the Clarke generalized Jacobian in
relation to the Thibault limit set.
Special attention is given to the construction of the concerned generalized
derivative of the projection function onto the cone of positive semideﬁnite
matrices, which is an important component of this SDP Kojima function.
First, a short overview of existing results concerning Kojima systems and
generalized derivatives is given, and our results are embedded therein.
The structure of the current chapter is as following: After giving a motivation
in Section 3.1, we look at the deﬁnition of upper regularity and the construc-
tion of the contingent derivative for the projection function on to the Sp+-cone
in Section 3.2. In Section 3.3 we look at strong regularity and construct the
Thibault limit set of the projection. In the Sections 3.1.2, 3.2.3 and 3.3.3
we explore the Kojima system for SDP and the conditions needed to show
regularity. Finally, in Section 3.4 we give a short overview on the Clarke
generalized Jacobian of the projection mapping and strong regularity.
3.1 Motivation and basic settings
In this subsection, we give our motivation for looking at generalized derivatives
and the framework for the construction and application thereof. We give a
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short overview of the state of the art and later describe the Kojima system
for SDP.
3.1.1 Motivation
Analysis of Lipschitz functions and their generalized derivatives
In the current chapter, we look at an analysis of Lipschitz functions and a se-
lection of their generalized derivatives, to show certain regularity conditions.
There are classical answers for solving optimization problems with suﬃciently
smooth functions and even certain nonsmooth ones, by deﬁning reasonable
derivatives and working with inverse function theorems. In the case of classi-
cal nonlinear programing over polyhedral sets, the application of calculus of
generalized derivatives can be found in the work by Rockafellar and Wets [45],
Klatte and Kummer [26], and references therein.
However, we are interested in sensitivity and stability analysis of solution sets
of nonlinear optimization problems under set or cone constraints. We wish
to extend this calculus to the case of nonpolyhedral cones such as the cone of
positive or negative semideﬁnite matrices.
Bonnans and Ramírez [4] look at nonpolyhedral cones and give a character-
ization of strong regularity for nonlinear second order cone1 programming
(SOCP) problems (in terms of second order conditions), and Outrata and
Ramírez [40] characterize Aubin property in terms of a strong second-order
suﬃcient condition for nonlinear SOCP problems. show strong regularity in
terms of a strong second-order optimality condition. However, this does not
apply to SDP problems. Strong regularity of the KKT point for a locally
optimal solution to the nonlinear SDP (NLSDP) problem has been given by
D. Sun [48], but for stationary points, Chan and D. Sun [8] only refer to linear
SDP problems. Freund, Jarre, and Vogelbusch [16] characterize stability for
a nonlinear SDP problem, however, only the constraint mappings are nonlin-
ear, and they refer to local solutions and assume local uniqueness of the KKT
points. For all these regularity characterizations it has been assumed, that
the critical points are also local minima of NLSDP problems.
We are interested in strong regularity of a KKT point for stationary points
of NLSDP problems, without requiring that the points are local extrema.
We look at the basic tools for working with the contingent derivative and
1Second order cone:= {s ∈ Rn+1 | s0 ≥ ‖(s1, . . . , sn)‖}
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Thibault limit set such as chain rules, where the involved problem-functions
are not necessarily twice diﬀerentiable, and the derivatives of the projection
function onto a cone. The chain rules enable the computation of generalized
derivatives. Often, composed generalized derivatives of functions or multifunc-
tions do not fulﬁll the standard chain rules but only a weaker form thereof.
For a C1,1-optimization problem in the classical case mentioned above, injec-
tivity of the Clarke generalized Jacobian gives us strong regularity, however,
the inverse direction does not follow in general. Kummer [32] shows that by
replacing this generalized derivative with the more restrictive Thibault limit
set, we get a suﬃcient and necessary condition for strong regularity. Hence,
the Thibault limit set can be regarded as an essential tool for locally Lipschitz
functions.
We are interested in applying this theory to the SDP case. The Clarke gen-
eralized Jacobian and the directional derivative for projection functions onto
the cone of positive semideﬁnite matrices have already been analyzed, and
the Thibault limit set is roughly between these two generalized derivatives.
Meng, Sun and Zhao [38] use the Thibault derivative of the Kojima system
of a conic program to characterize strong regularity, however, they restrict
their results to suﬃcient conditions by studying Clarke's generalized Jaco-
bian. Malick and Sendov [36] use tensors to give a detailed account on the
Clarke generalized Jacobian of the projection onto the Sp+-cone, while Chan
and D. Sun [8] give a more abstract description of the Clarke generalized Ja-
cobian, based on the convex hull of the B-diﬀerential. The main diﬀerence
between the B-diﬀerential in a certain direction and the Thibault limit set
is, that in the Thibault case we also consider sequences converging towards
the solution, where at points of the sequence the function of concern is not
necessarily diﬀerentiable. This gives the Thibault limit set a construction,
that includes the B-diﬀerential; the reverse, however, is not necessarily true.
We do not go into the relationship between strong regularity and metric regu-
larity. For optimization problems over polyhedral cones, Kummer [33] proved
that strong regularity and metric regularity of the Kojima function are equiv-
alent, which is mainly due to the structure of the polyhedral cone, as shown
by Dontchev and Rockafellar [11]. For SDP problems the situation is unclear,
since the positive semideﬁnite cone of symmetric matrices is not polyhedral.
In the convex case, Klatte and Kummer show equivalence [29]. For nonlinear
SDP programs, Fusek [18] looks at this problem in more detail.
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Kojima system
In order to study critical points and solutions in SDP, we construct parametr-
ized models of locally Lipschitz functions of the KKT conditions for C1,1- and
C2-optimization problems over the space of symmetric matrices. These func-
tions are the Kojima function or Kojima system introduced by Kojima [30].
To show regularity of our problem, we study generalized derivatives of this
Kojima function, which can be written as the product of a continuous function
dependent of the F-derivative of the problem functions and a nonsmooth func-
tion. The nonsmooth function - which reﬂects the complementarity problem
that arises from the KKT conditions - contains the projection function onto
a cone. For SDP this is the projection onto the cone of positive (or negative)
semideﬁnite matrices, a nonpolyhedral cone - Pang, Sun and Sun [42] give an
extensive analysis on this projection mapping. As mentioned above, we look
at the construction of its contingent derivative and Thibault limit set.
Similar approaches for programs with polyhedral cone constraints have been
researched (cf. Klatte and Kummer [26, 31, 32]). Depending on what kind
of regularity of the Kojima system we want to show, diﬀerent generalized
derivatives are used, such as the Clarke generalized Jacobian, the contingent
derivative, and the Thibault limit set.
3.1.2 Kojima System
The Kojima system is an approach to rewrite KKT points and stationary
points of an optimization problem as the zeros of a particular nonsmooth
function, which is adapted from Kojima's form of the KKT conditions [30].
Generalized derivatives of this function enable us to characterize the regularity
of its zeros and to study the stable behavior of these critical points in an
analytical way.
As shown by Kummer [31,32], and Klatte and Kummer [26], and the references
therein, the Kojima system is useful for showing strong regularity of locally
Lipschitz mappings. Klatte and Kummer [26] rewrite the KKT conditions
for feasible points of a nonlinear optimization problem (NLP) as the zeros of
some nonsmooth function F sending Rd, d ∈ N, into itself. The function F
can be reformulated as a product containing a projection function.
We rewrite the Kojima function for SDP over C2- and C1,1-functions as the
product of two functions which are either dependent of the primal variable or
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the Lagrange multiplier, respectively.
A similar approach to the Kojima function for SDP can be found in Fusek's
work [18].
Consider a nonlinear semideﬁnite optimization problem (NLSDP)
min f(x) s.t. G(x) ∈ Sp−, (3.1)
where the functions f : Rn → R, g : Rn → Sp are continuously diﬀerentiable
near some point of interest. For certain cases in this section, we need C1,1-
functions (diﬀerentiable functions with Lipschitz continuous derivatives). We
write Df(x):= (Dx1f(x), . . . , Dxnf(x))
T for the F(réchet)-derivative of f at
x, where Dxif(x) is the partial derivative with respect to xi. The F-derivative
of matrix-valued functions and the following notations are covered in more
detail in Chapter 2.2.
The KKT conditions, i.e. a ﬁrst-order optimality condition for the NLSDP,
are constructed with help of the Lagrange function L: Rn × Sp → R
L(x,Γ) := f(x) + 〈Γ, G(x)〉
and are
DxL(x,Γ) = 0, Γ ∈ NSp− (G(x)) , (3.2)
where NA(b):= {x | 〈x, a − b〉 ≤ 0, ∀a ∈ A} is the normal cone of a set A
at a point b ∈ A. By deﬁnition of N , the matrix G(x) must be in Sp−. Any
point (x,Γ) satisfying (3.2) is a KKT point of the problem (3.1), and x is
its stationary point, respectively. The inclusion Γ ∈ NSp−(G(x)) is clearly
equivalent to
G(x)  0, Γ  0, 〈Γ, G(x)〉 = 0.
By introducing Y := Γ + G(x), the function F˜ : Rn × Sp → Rn × Sp can be
assigned to (3.1) with the following components
F˜1(x, Y ) = Df(x) +Dx(〈Y+, G(x)〉)
F˜2(x, Y ) = G(x)− Y−.
This function F˜ is called the Kojima function to the program (3.1). By
placing F˜ in a matrix, we get the SDP Kojima function F .
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Note that vecA for an n × m matrix A is the nm × 1 vector obtained by
stacking all columns of A and in this case Diag (vecY+, . . . , vecY+) is the
np2 × n diagonal block-matrix. Then, F has the form
F(x, Y ) =
(
Diag (Df(x) +Dx(〈Y+, G(x)〉)) 0
0 G(x)− Y−
)
= M(x)N(Y ),
(3.3)
where
Diag(Dx(〈Y+, G(x)〉)) = Diag
〈vecY+, Dx1 vecG(x)〉...
〈vecY+, Dxn vecG(x)〉
 .
The matrix M is an (n + p) × (n + np2 + 2p) matrix and N an (n + np2 +
2p)× (n+ p) matrix with the following construction
M(x) =
(
Diag(Df(x)) Diag(D(vecG(x)T )) 0 0
0 0 G(x) −1
)
=
Dx1f(x) 0 0 vec(Dx1G(x))T 0 0 0 0
0
.
.
. 0 0
.
.
. 0
.
.
.
.
.
.
0 0 Dxnf(x) 0 0 vec(DxnG(x))
T 0 0
0 0 0 0 0 0 G(x) −1

and
N(Y ) =

1 0
Diag (vecY+, . . . , vecY+) 0
0 1
0 Y−
 ,
where 1 is an n× n matrix.
If F(x, Y ) = 0, which is equivalent to F˜(x, Y ) = 0, then we call (x, Y ) a
critical point of F and immediately see that
(x,Γ) KKT point ⇒ (x,Γ +G(x)) critical point of F
(x, Y ) critical point of F ⇒ (x, Y+) KKT point.
N(Y ) can be rewritten as
N(Y ) =

1 0
Diag (vecY+, . . . , vecY+) 0
0 1
0 Y − Y+
 .
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Note, that Y+, the projection onto Sp+, is the nonsmooth part of our function.
To show diﬀerent regularity conditions of F(x, Y ), we look at generalized
derivatives of F . For f, g ∈ C2, the mappingM(x) is F-diﬀerentiable and any
generalized derivative of M(x) coincides with DM(x). What remains to be
examined are the generalized derivatives of F(x, Y ) and especially N(Y ) or
more precisely of Y+, and the chain rule for these generalized derivatives.
3.2 Upper Regularity
We are interested in the regularity of a function F , to study the stable behavior
of critical points in a solution set S := F−1 of an optimization problem.
Upper regularity of F is shown with an approach over generalized derivatives,
in this case the contingent derivative. In the following section, we look at the
deﬁnitions for upper regularity and its relation to the contingent derivative.
Furthermore, we look at the contingent derivative and its application to the
SDP Kojima function.
3.2.1 Deﬁnition
Before looking at the deﬁnition for upper regularity, we discuss certain local
Lipschitz properties. For metric spaces X and Y , we indicate by the symbol
f ∈ C0,1(X,Y ), that f is a locally Lipschitz function, and say that f is locally
Lipschitz (continuous) on some neighborhood U(x0) of x0 with a Lipschitz
constant L > 0 (and with rank L) if
d(f(x′), f(x′′)) ≤ Ld(x′, x′′) ∀x′, x′′ ∈ U(x0),
where d(xa, xb) is the metric distance between two points and dist(xa, A) the
shortest distance between a point xa and a set A. For Banach spacesX and Y ,
f ∈ C1(X,Y ) (f ∈ C1,1(X,Y )) indicates that f is a function with continuous
(locally Lipschitz) ﬁrst F-derivatives.
Let now F be a multivalued mapping F : X ⇒ Y for normed spaces X and
Y . The inverse S := F−1, which is in general a multivalued mapping, deﬁnes
the set S(y) := {x ∈ X | y ∈ F (x)} for y ∈ Y . Furthermore, U := U(x0) and
V := V (y0) deﬁne neighborhoods of x0 and y0 in X and Y , respectively. The
mapping S is said to be lower semicontinuous (l.s.c.) at (y0, x0), if x0 ∈ S(y0)
and dist(x0, S(y)) → 0 for each sequence y → y0. The following somewhat
stricter deﬁnition is a Lipschitz property.
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Deﬁnition 3.1. S is called Lipschitz lower semicontinuous (Lipschitz l.s.c.)
at (y0, x0) if for a neighborhood V we have
dist(x0, S(y)) ≤ LdY (y0, y) ∀y ∈ V.
In other words, the solution set S(y0), when y0 is disturbed, does not shrink
too fast in reference to x0 ∈ S(y0).
Another Lipschitz property, locally upper Lipschitz, refers to the rate that a
solution set expands.
Deﬁnition 3.2. S is called locally upper Lipschitz (locally u.L.) at (y0, x0)
with rank L > 0 if L and neighborhoods U and V exist such that for y ∈ V
we have
x ∈ S(y) ∩ U ⇒ dX(x, x0) ≤ LdY (y, y0).
In other words, the local solution set cannot grow too fast. Locally upper
Lipschitz is often referred to as isolated calmness.
Now, let us look at upper regularity.
Deﬁnition 3.3. F is called upper regular at (x0, y0) if there exist L > 0 and
neighborhoods U and V such that
∅ 6= F−1(y) ∩ U ⊂ B(x0, LdY (y, y0)) ∀y ∈ V.
We easily see that upper regularity of F requires that F−1 be Lipschitz l.s.c.
at (y0, x0). Furthermore, if F−1 is locally upper Lipschitz at (y0, x0) and
F−1(y) ∩ U 6= ∅ for all y ∈ V then F is upper regular at (x0, y0). This leads
to the following lemma, which was proven by Klatte and Kummer [26, Lemma
3.2 ] (cf. Lemma 3.7 below).
Lemma 3.4. F is upper regular at (x0, y0) if and only if F−1 is locally u.L.
and Lipschitz l.s.c. at (y0, x0).
Next, we see that the contingent derivative can be used to show upper regu-
larity.
3.2.2 Contingent Derivative
To get a picture of the contingent derivative, we ﬁrst look at the tangent
cone as deﬁned by Rockafellar and Wets [45]. This cone is the graph of the
contingent derivative.
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Deﬁnition 3.5 (Tangent cone). Let C ⊂ X and x0 ∈ C. The tangent cone
TB(x
0, C) consists of all w ∈ X such that for some t ↘ 0 and some wt → w
there holds x0 + twt ∈ C. In other words, we have
TB(x
0, C) = lim sup
t↘0
t−1(C − x0)
=
⋂
ε>0
⋂
α>0
⋃
t∈]0,α]
(t−1(C − x0) + εB).
The idea of the tangent cone dates back to Bouligand's contingent in 1932 [7],
which is the set x0 + TB(x0, C), and is also called the Bouligand cone or
the contingent cone (for more details refer to e.g. Aubin [2], Klatte and
Kummer [26]). Rockafellar and Wets [45, p.198-199] give a nice geometrical
interpretation of the tangent cone by describing it as a local approximation
around x0 through global magniﬁcation of C, if these magniﬁcations converge
to something. However, they also show that this geometric derivability is not
always applicable and give the counterexample, where C = {(x1, x2) | x1 6=
0 ∧ x2 = x1 sin( 1x1 )} ∪ {(0, 0)} and look at the tangent cone TB((0, 0), C).
Let us now look at the contingent derivative of F : X ⇒ Y , a multifunction
between normed spaces as deﬁned by Aubin and Ekeland [2]. Rockafellar and
Wets [45] introduced it as the graphical derivative.
Deﬁnition 3.6 (Contingent derivative). The mapping CF (x, y) : X ⇒ Y
is called the contingent derivative and v ∈ CF (x, y)(u) if there exist certain
tk ↘ 0 and (x, y) ∈ graphF and (uk, vk) → (u, v) such that y + tkvk ∈
F (x+ tku
k).
Assuming that F is a locally Lipschitz function with rank L near x, we rewrite
the deﬁnition of the contingent derivative with
CF (x)(u) =
{
v
∣∣∣∣ v = lim t−1k [F (x+ tku)− F (x)]for certain tk ↘ 0
}
. (3.4)
Consider F locally Lipschitz and Y = Rm, then CF (x)(u) is nonempty, closed,
and bounded.
The graph of the contingent derivative is the tangent cone; hence,
graphCF (x, y) = TB ((x, y), graphF (x)) .
We call the contingent derivative of F injective at (x, y) if 0 /∈ CF (x, y)(u)
for all u 6= 0.
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The following lemma by Klatte and Kummer [26, Lemma 3.2], which is based
on a result by King and Rockafellar [25], shows the connection between the
contingent derivative of a function and its local properties.
Lemma 3.7 (King, Rockafellar 1992, Klatte, Kummer 2002). Let F be the
multivalued mapping F : X ⇒ Y between normed spaces, and let (x, y) ∈
graphF . If F−1 is locally upper Lipschitz at (x, y) then CF (x, y) is injective.
If X = Rn, then it holds
CF (x, y) is injective ⇐⇒ F−1 is locally upper Lipschitz at (y, x)
and
F is upper regular at (x, y) ⇐⇒ CF (x, y) is injective and
F−1 is Lipschitz l.s.c. at (y, x).
Referring to Lemma 3.7, we look at the contingent derivative of the Kojima
function to show upper regularity.
Corollary 3.8. The Kojima function F˜ is upper regular at ((x0, Y 0), z0) if
and only if CF˜(x0, Y 0) is injective and F˜−1 is Lipschitz l.s.c. at (z0, (x0, Y 0)).
Proof. From Lemma 3.4, we know that F˜ is upper regular at ((x0, Y 0), z0) iﬀ
F˜−1 is locally u.L. and Lipschitz l.s.c. at (z0, (x0, Y 0)).
What remains to be shown is that locally upper Lipschitz continuity of F˜−1
at (z0, (x0, Y 0)) is equivalent to injectivity of CF˜(x0, Y 0). In Lemma 3.7 the
suﬃcient condition for injectivity is proven, and the equivalence is given when
the domain is Rn. However, the proof in Lemma 3.7 is also valid for F˜ . For
consistency, we give the proof for the necessary condition.
Suppose, the locally upper Lipschitz condition cannot be satisﬁed for each
choice of U, V , and L, this means that there are sequences
((xk, Y k), zk)→ ((x0, Y 0), z0) in graph F˜ for k →∞
such that tk := d
(
(xk, Y k), (x0, Y 0)
)
> k d(zk, z0).
The quotients vk := 1tk d(z
k, z0) are vanishing and the bounded sequence
uk := 1tk ((x
k, Y k) − (x0, Y 0)) has an accumulation point u. Hence, the limit
of vk can be written by means of the contingent derivative of F˜ as
0 ∈ F˜(x0, Y 0)(u) for some u 6= 0.
This concludes the proof.
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The following Lemma 3.9 enables us to work with the SDP Kojima system.
Lemma 3.9. We have injectivity for CF˜ at (x, Y ) if and only if we have
injectivity for CF at (x, Y ).
Proof. Assume CF˜ is injective at (x, Y ), then if 0 ∈ CF˜(x, Y )(u,H) we only
have the trivial solution (u,H) = 0.
Injectivity of CF˜ at (x, Y ) is equivalent to writing, that if
0 ∈ C (Df(x) +Dx〈Y+, G(x)〉) (u,H) and
0 ∈ C(G(x)− Y−)(u,H),
then (u,H) = 0. We have
C (Df(x) +Dx〈Y+, G(x)〉) (u,H) =
Cx (Df(x) +Dx〈Y+, G(x)〉)u+ CY (Dx〈Y+, G(x)〉)H
and
C(G(x)− Y−)(u,H) = C(G(x)− Y + Y+)(u,H)
= DG(x)u−H + CΠ+(Y )H.
Whence the reformulation of the assumption above, that if
0 ∈ CF(x, Y )(u,H)
= (CxF(x, Y ), CY F(x, Y ))(u,H)
=
(
Diag(Cx
(
Df(x) +Dx〈Y+, G(x)〉
)
u + CY
(
Dx〈Y+, G(x)〉
)
H) 0
0 DG(x)u −H + CΠ+(Y )H
)
,
then (u,H) = 0; hence, F is injective at (x, Y ).
Finally, from Corollary 3.8 and Lemma 3.9 we get Corollary 3.10 to charac-
terize upper regularity with the help of the SDP Kojima system.
Corollary 3.10. F˜ is upper regular at ((x0, Y 0), z0) if and only if CF(x0, Y 0)
is injective and F˜−1 is Lipschitz l.s.c. at (z0, (x0, Y 0).
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Directional Derivative for the Projection Function Π+
A locally Lipschitz function F is said to be directionally diﬀerentiable if
F ′(x)(u) = lim
t↘0
F (x+ tu)− F (x)
t
exists. Consider F a locally Lipschitz function having directional derivatives.
Then, the choice of sequences tk as given in equation (3.4) for the contingent
derivative is arbitrary and the contingent and directional derivatives coincide.
As mentioned above, we are interested in the local properties of the SDP
Kojima function, in particular the projection function.
We will note
Π+ : Sn → Sn+
as the projection function onto the cone of positive semideﬁnite matrices.
The projection function is covered in more detail in Chapter 2.2.
Note, that the projection function is directionally diﬀerentiable, so it suf-
ﬁces to look at the directional derivative to show injectivity of the contingent
derivative. Sun and Sun [49, Theorem 4.7] give a formula for the directional
derivative of the absolute value function |Y | for Y ∈ Sn, whence the projec-
tion function, since Π+(Y ) = 12 [|Y | − Y ].
We recall the notations in Chapter 2.2 and for X ∈ Sn consider (P,Λ) ∈
SPEC(X) such that
Λ =
(
D 0
0 0
)
,
where D is a nonsingular diagonal matrix and C := |D|. Let m denote the
rank ofX, and we have the index setsK := {1, . . . ,m} and J := {1, . . . , n}\K.
The inverse operator of the Lyapunov function L−1C is deﬁned for matrices in
Sm. Furthermore, let H˜ := PTHP .
Theorem 3.11 (Sun, Sun 2002). Let Φ: Sn → Sn be deﬁned by Φ(Y ) = |Y |
for Y ∈ Sn. Then, Φ is directionally diﬀerentiable at any X ∈ Sn and for
any H ∈ Sn, and the directional diﬀerential has the following form
Φ′(X)(H) = P
(
L−1C [DH˜KK + H˜KKD] C
−1DH˜KJ
H˜TKJDC
−1
∣∣∣H˜JJ ∣∣∣
)
PT . (3.5)
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The existence of the directional derivative of Φ was already proven earlier by
Bonnans et al. (cf. Bonnans and Shapiro [5] and references therein), and
since Π+(Y ) = 12 [|Y |+ Y ], we have
Π′+(X)(H) =
1
2
[Φ′(X)(H) +H]. (3.6)
3.2.3 Upper Regularity of the Kojima System
In order to show upper regularity of the SDP Kojima system F , the contingent
derivative of F must be injective. We need a chain rule for the contingent
derivative, to work with the product representation of the Kojima function F ,
as shown in (3.3). This has been studied by Klatte and Kummer [26, Chapter
6.4.1] and leads to the following lemma. For completeness, we give a short
proof.
Lemma 3.12. Let G : Sm → Sn and F : Sn → Sp be locally Lipschitz, and
we deﬁne Φ(·) := F (G(·)) and Y := G(X). Then, we have
CΦ(X)(U) ⊂ CF (Y ) (CG(X)(U)) :=
⋃
V ∈CG(X)(U)
CF (Y )(V ).
If F or G is directionally diﬀerentiable, then we get
CΦ(X)(U) = CF (Y ) (CG(X)(U)) .
Proof. For any W ∈ CΦ(X)(U), we have
W = lim
t↘0
t−1 [F (G(X + tU))− F (G(X))] .
We can choose a subsequence Vt := t−1[G(X+tU)−G(X)], henceG(X+tU) =
G(X)+tVt, with the limit V ∈ CG(X)(U), since G is locally Lipschitz. Then,
by replacing G(X) = Y , we get
W = lim
t↘0
t−1[F (Y + tVt)− F (Y )],
and since F is locally Lipschitz, we get W ∈ CF (Y )(V ).
If F or G is directionally diﬀerentiable, then V ∈ CG(X)(U) and W ∈
CF (Y )(V ) do not require diﬀerent sequences t↘ 0, and we get
CΦ(X)(U) = CF (Y ) (CG(X)(U)) .
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As a product rule, this yields Theorem 3.13 [26, Corollary 6.12].
Theorem 3.13. (Klatte, Kummer 2002, Contingent product rule) Let F (x, y) =
M(x)N(y), where M(·) and N(·) are locally Lipschitz matrix-valued functions
of related size. Suppose, that one of them is directionally diﬀerentiable. Then,
CF (x, y)(u, v) = [CM(x)(u)]N(y) +M(x)[CN(y)(v)].
Since the projection function Π+ is directionally diﬀerentiable, as mentioned
above, so is N(Y ) of the SDP Kojima function. Furthermore, we have M ∈
C0,1. Hence, we get
CF(x, Y )(u,H) = [CM(x)(u)]N(Y ) +M(x)[N ′(Y )(H)]
and Theorem 3.14 on the SDP Kojima system.
Theorem 3.14. The Kojima function F˜ is upper regular at ((x, Y ), 0) if and
only if F˜−1 is Lipschitz l.s.c. at (0, (x, Y )), and for (u,H) 6= 0 we have
0 /∈CF(x, Y )(u,H) = M(x)[N ′(Y )(H)] + [CM(x)(u)]N(Y ). (3.7)
The statement in (3.7) is true if and only if for each solution of the system
DG(x)u = H −Π′+(Y )(H),
0 ∈ D(vecG(x)T ) vec(Π′+(Y )(H)) + C(Df(x) +D(vecG(x)T ) vecY+)(u)
we have (u,H)=(0, 0), where
Π′+(Y )(H) =
1
2
P
(
L−1C [DH˜KK + H˜KKD] + H˜KK (C
−1D + 1)H˜KJ
H˜TKJ(DC
−1 + 1) 2Π(H˜JJ)
)
PT .
If f, g ∈ C2, then we can write DM(x)u instead of CM(x)(u).
Proof. From Corollary 3.10, we know that F˜ is upper regular at ((x0, Y 0), 0)
if and only if F˜−1 is Lipschitz l.s.c. at (0, (x0, Y 0)) and CF(x0, Y 0) is in-
jective; hence if 0 is included in the following equations for CF(x, Y )(u,H),
then (u,H) must be 0. It remains to prove that the system stated below
has only trivial solutions. For this, we compute the contingent derivative
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CF(x, Y )(u,H). The equivalence follows from Theorem 3.13.
CF(x, Y )(u,H)
=M(x)[N ′(Y )(H)] + [CM(x)(u)]N(Y )
=
(
Diag(Df(x)) Diag(D(vecG(x)T )) 0 0
0 0 G(x) −1
)

0 0
Diag(vec(Π′+(Y )(H)), . . . , vec(Π
′
+(Y )(H))) 0
0 0
0 H −Π′+(Y )(H)

+
(
Diag (CDf(x)(u)) Diag
(
CD
(
vecG(x)T
)T
(u)
)
0 0
0 0 DG(x)u 0
)

1 0
Diag (vecY+, . . . , vecY+) 0
0 1
0 Y−
 .
We have
Diag(D(vecG(x)T )) Diag(vec Π′+(Y )(H), . . . , vec Π
′
+(Y )(H))
= Diag(D(vecG(x)T ) vec Π′+(Y )(H))
and
Diag (CDf(x)(u))
+ Diag
(
CD
(
vecG(x)T
)
(u)
)
Diag (vecY+, . . . , vecY+)
= Diag(C(Df(x) +D(vecG(x)T ) vecY+)(u)).
Whence, the following reformulation of CF(x, Y )(u,H)
CF(x, Y )(u,H) =
(
A 0
0 DG(x)u−H + Π′+(Y )(H)
)
,
where
A := Diag(D(vecG(x)T ) vec Π′+(Y )(H)
+ C(Df(x) +D(vecG(x)T ) vecY+)(u))
and 0 ∈ CF(x, Y )(u,H) iﬀ 0 ∈ A and DG(x)u = H −Π′+(Y )(H).
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3.3 Strong Regularity
A stricter regularity condition, that can also be described with generalized
derivatives, is strong regularity. Strong regularity of a mapping F at x0
comes to be identiﬁed with the property that F has pseudo regularity at
x0, and that the inverse mapping F−1 is (locally) uniquely deﬁned. After
exploring the properties of strong regularity, we take up its connection to the
Thibault limit set.
3.3.1 Deﬁnition
Consider S = F−1 the inverse of a given multifunction F : X ⇒ Y , as deﬁned
above.
In order to describe strong regularity, we need the deﬁnition of the generally
weaker pseudo regularity. This regularity is characterized by pseudo Lipschitz.
Deﬁnition 3.15 (Pseudo regularity). S is called pseudo Lipschitz or has the
Aubin property with rank L at (y0, x0) if there exists neighborhoods U and V
of x0 and y0, respectively, such that for any (y, x) ∈ (V × U) ∩ graphS and
y′ ∈ V there exists an x′ ∈ S(y′) such that
dX(x
′, x) ≤ LdY (y′, y).
If S is pseudo Lipschitz at (y0, x0), then F is called pseudo regular at (x0, y0).
Obviously, a locally single-valued multifunction S is pseudo Lipschitz at x0 if
and only if it is Lipschitz continuous on some neighborhood of x0.
The condition pseudo regularity states, that S has Lipschitz behavior near
(y0, x0), respectively, that a Lipschitzian error estimate holds true locally
around (x0, y0). The pseudo Lipschitz property was deﬁned by Aubin and
Ekeland [2], and the term Aubin property was introduced in Rockafellar and
Wets [45].
A weaker regularity, where the Lipschitz behavior is only guaranteed at the
solution point itself, is calmness, which is pursued in Chapter 4.
Provided with the deﬁnition of pseudo regularity, we can now deﬁne the con-
dition strong regularity.
Deﬁnition 3.16 (Strong regularity). For metric spaces X and Y , we call
F : X → Y strongly regular at a point (x0, y0) if its inverse set-valued mapping
F−1 is pseudo Lipschitz at (y0, x0) and there exist neighborhoods U and V
of x0 and y0, respectively, such that U ∩ F−1(y) is single valued for y ∈ V .
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3.3.2 Thibault Derivative
The Thibault limit set or the Thibault derivative is a set valued mapping
ﬁrst considered by Thibault [50, 51] for Lipschitz functions. Rockafellar and
Wets [45] introduce it as strict graphical derivatives. Our interest lies in the
Thibault derivative for functions in real matrix spaces.
Deﬁnition 3.17 (Thibault derivative). The mapping TF (x, y) : X ⇒ Y
is called the Thibault derivative and v ∈ TF (x, y)(u) if there exist certain
tk ↘ 0 and assigned points (xk, yk) ∈ graphF with (xk, yk) → (x, y) and
(uk, vk)→ (u, v) such that yk + tkvk ∈ F (xk + tkuk).
Assuming that F is a locally Lipschitz function with rank L near x, we rewrite
the deﬁnition of the Thibault derivative with
TF (x)(u) =
{
v
∣∣∣∣v = limk→∞ t−1k [F (xk + tku)− F (xk)]for certain tk ↘ 0 and xk → x
}
.
Consider F locally Lipschitz and Y = Rm, then TF (x)(u) is nonempty, closed,
and bounded.
We call the Thibault derivative of F injective at a point (x, y) if we have
0 /∈ TF (x, y)(u) for all u 6= 0.
The convex hull of the Thibault limit set gives us the Clarke generalized
Jacobian, which we discuss in Section 3.4.
While for a continuously diﬀerentiable function f : Rn → Rn, the contingent
and the Thibault derivative coincide, hence Cf = Tf = Df , in general, we
have Tf 6= Cf , as can be seen in the following example.
Example 3.18. Let f(x) = |x|. Then we get Tf(0)(u) = [− |u| , |u|] but
Cf(0)(u) = f ′(0;u) = |u|, where f ′(x;u) is the usual directional derivative.
Condition for Strong Regularity
Kummer [31], and Klatte and Kummer [26, Theorem 5.14] show the connec-
tion between strong regularity of a locally Lipschitz function F ∈ C(Rn,Rn)
and injectivity of the Thibault derivative. In Theorem 3.19, we get a similar
result for functions in Sp.
Theorem 3.19. A function F ∈ C(Sp,Sp) is strongly regular at x0 if and
only if there exists a c > 0 such that
‖F (x)− F (x′)‖ ≥ c ‖x− x′‖ ∀x, x′ ∈ B(x0, c). (3.8)
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Moreover, if F ∈ C0,1(Sp,Sp) and U is some neighborhood of X0, then the
following statements are equivalent:
(i) F is strongly regular at X0.
(ii) TF (X0) is injective.
Proof. The proof closely follows the proof of Theorem 5.14 by Klatte and
Kummer [26], since Sp is isomorphic to Rn (let n := p2+p2 ).
Remark 3.20. It is not necessary to require Lipschitz continuity for F in
Theorem 3.19.
Since we are interested in strong regularity of the SDP Kojima system, we
need a condition to show its injectivity at a given point. Corollary 3.21 shows
the equivalence of injectivity of F˜ and F by replacing the contingent derivative
with the Thibault derivative in the proof of Lemma 3.9.
Corollary 3.21. We have injectivity for T F˜ at (x, Y ) if and only if we have
injectivity for TF at (x, Y ).
Corollary 3.22, which follows directly from the proof of Theorem 3.19, results
by Klatte and Kummer [26, Theorem 5.14], and Lemma 3.21 enables us to
apply Theorem 3.19 to the Kojima functions F and F˜ .
Corollary 3.22. Theorem 3.19 is also valid for a mapping F between Rn×Sp
and Rn × Sp.
And ﬁnally we get:
Corollary 3.23. Suppose F˜ ∈ C(0,1)(Rn × Sp,Rn × Sp) and U is some
neighborhood of X0, then:
F˜ is strongly regular at (x, Y ) if and only if F is injective at (x, Y ).
Our aim is to show stability of the SDP Kojima system by looking at its
Thibault derivative, in particular the Thibault derivative of the projection
onto the cone of positive semideﬁnite matrices in Sn (we use Sn instead of Sp,
to avoid double usage of p). For the construction of the Thibault derivative,
we make use of the spectral decomposition of a matrix and a certain setMH ,
which is deﬁned below.
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Deﬁnition 3.24. Let H,X ∈ Sn and diag Λ is the vector with eigenvalues
λi of X arranged in nonincreasing order. Ip, Im, J are index sets of these
positive, negative, and zero eigenvalues, respectively, N := {1, . . . , n}, z :=
#J , m := #Im, and p := #Ip.
We deﬁne MH as the set of matrices M ∈ Sz such that we have (PM ,Λ) ∈
SPEC(X), H˜ = PMHPTM and
M =(αij)JJ ◦ (H˜2)JJ
+
 H˜I˜(+)I˜(+) H˜I˜(+)J˜ (βij)I˜(+)I˜(−) ◦ H˜I˜(+)I˜(−)H˜J˜ I˜(+) (??) 0
((βij)I˜(+)I˜(−) ◦ H˜I˜(+)I˜(−))T 0 0

with αij = αji ∈ [0,+∞), βij ∈ (0, 1). I˜(+), I˜(−), and J˜ are any index sets
that fulﬁll I˜(+) ∪ I˜(−) ∪ J˜ = {p+ 1, . . . , p+ z}, z˜ := #J˜ , I¯ := N \ J˜ and
(??) =
1
2
([
H˜2
J˜J˜
−
(
H˜J˜ I¯ + (H˜
2)J˜ I¯A
)2
+ H˜2
J˜ I¯
] 1
2
+ H˜J˜J˜
)
−(αij)J˜J˜ ◦ (H˜2)J˜J˜ ,
where A = (aij)I¯ I¯ is a diagonal matrix with aii ∈ R for i ∈ I˜(+) ∪ I˜(−) and
else zeros.
Theorem 3.25 gives us a representation for the elements of the Thibault deriva-
tive of the projection onto the cone of positive semideﬁnite matrices in Sn.
Theorem 3.25. Let Π+ : Sn → Sn be deﬁned by Π+(X) = X+. Then, each
element of the set TΠ+(X)(H) of the Thibault derivative of Π+ at any X ∈ Sn
and for any H ∈ Sn belongs to the set of matrices
PTM

H˜IpIp H˜IpJ
(
λi
λi+|λj |
)
IpIm
◦ H˜IpIm
(H˜IpJ)
T M 0((
λi
λi+|λj |
)
IpIm
◦ H˜IpIm
)T
0 0
PM
with M ∈MH .
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Proof. Consider Xk ∈ Sn near X, such that Xk → X, and p (m) the number
of positive (negative) eigenvalues of X. Let us choose (Qk,Γk) ∈ SPEC(Xk)
in order to deﬁne
QkXk(Qk)T = Γk =

Γkp
Γkm
Γkε+
Γkε−
Γkε0
 , (3.9)
for Xk suﬃciently close to X. The diagonal matrix Γk is constructed as
described below. The vector γk := diag Γk is the vector of eigenvalues γki ,
∀i ∈ {1, . . . , n}, of Xk, however, in this case the eigenvalues are not sorted
throughout.
To construct Γkε+,Γ
k
ε−, and Γ
k
ε0 ﬁx ε > 0 that fulﬁlls
min
λi 6=0
|λi| > 2ε,
where λi are the eigenvalues of X. Γkε+ (Γ
k
ε−) is the diagonal matrix with all
positive (negative) eigenvalues ofXk smaller (larger) than ε (−ε, respectively)
and Γkε0 is the remaining matrix with the zero eigenvalues. Consequently, Γ
k
p
and Γkm are diagonal matrices with eigenvalues not smaller than ε and not
larger than −ε, respectively.
For suﬃciently large k, Γk,Γkp, and Γ
k
m stay constant in size. The matrices
Γkε+,Γ
k
ε−, and Γ
k
ε0 may change in size, however, the sum of the number of
their rows (or columns) always adds up to z. We choose (Q,Γ) ∈ SPEC(X)
such that limk→∞ Γk = Γ as follows.
By taking a subsequence, if necessary, we can assume that {Qk} is a conver-
gent sequence with the limit Q¯ ≡ limk→∞Qk. Then
X = lim
k→∞
Xk = lim
k→∞
(Qk)TΓkQk = Q¯TΓQ¯,
and we can identify Q¯ with Q. Note, that Q is dependent on the order of
the eigenvalues in diag Γk for suﬃciently large k. For z > 1, there are several
possible matrices for Q.
If Xk is suﬃciently close to X = QTΓQ, then the matrix Γkp is a p× p matrix
and Γkm an m ×m matrix, respectively. This justiﬁes the deﬁnition in (3.9)
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for Xk near X. Furthermore, we denote
Dk :=
Γkp Γkm
Γkε±
 ,
which is regular, and Γkε± is the diagonal matrix constructed with Γ
k
ε+ and
Γkε−. We deﬁne
Ck :=
∣∣Dk∣∣ .
The body of the proof consists of three parts. In the ﬁrst part, we reformu-
late the diﬀerence Π+(Xk + tkH)−Π+(Xk) in deﬁnition 3.17 of the Thibault
derivative to a suitable term. In the second part, we study the block matrices
of this diﬀerence and its convergence characteristics. In the ﬁnal part, we
show what happens, when this reformulation converges.
Part 1
Assume H 6= 0, otherwise Theorem 3.25 follows trivially. Let
∆(k) := (Xk + tkH)+ − (Xk)+
=
1
2
(
Xk + tkH +
∣∣Xk + tkH∣∣−Xk − ∣∣Xk∣∣) ,
then, since Qk
∣∣Xk∣∣ (Qk)T = ∣∣Γk∣∣ and
Qk
∣∣Xk + tkH∣∣ (Qk)T = ∣∣QkXk(Qk)T + tkQkH(Qk)T ∣∣
by Lemma 2.4 (ix) we get
2∆˜(k) := 2Qk∆(k)(Qk)T =
∣∣∣Γk + tkH˜k∣∣∣− ∣∣Γk∣∣+ tkH˜k, (3.10)
where H˜k := QkH(Qk)T .
Let Ik = Ik(+) ∪ Ik(−) be the union of the index sets of positive and negative
eigenvalues of Xk, and let Jk be the set of its zero eigenvalues, respectively.
We have N = Ik ∪ Jk for any k.
Let us concentrate on
z(k) :=
∣∣∣Γk + tkH˜k∣∣∣− ∣∣Γk∣∣ = √(Γk + tkH˜k)2 −√(Γk)2. (3.11)
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We have
(
Γk + tkH˜
k
)2
=
( ∣∣Γk∣∣ )2 + W k  0 where ∣∣Γk∣∣ is the n × n matrix
with Ck in the top left corner and else zeros, and W k is deﬁned as follows
(for convenience we write I, J instead of Ik, Jk)
W k =
(
W kII W
k
IJ
W kJI W
k
JJ
)
=tk(Γ
kH˜k + H˜kΓk) + t2k(H˜
k)2
=tk
(
DkH˜kII + H˜
k
IID
k DkH˜kIJ
(DkH˜kIJ)
T 0
)
+ t2k
(
(H˜kII)
2 + H˜kIJH˜
k
JI H˜
k
IIH˜
k
IJ + H˜
k
IJH˜
k
JJ
(H˜kIIH˜
k
IJ + H˜
k
IJH˜
k
JJ)
T H˜kJIH˜
k
IJ + (H˜
k
JJ)
2
)
.
(3.12)
Note, that z(k) =
√
(|Γk|)2 +W k − ∣∣Γk∣∣ which is equivalent to (z(k) +∣∣Γk∣∣ )2 = (∣∣Γk∣∣)2 +W k, and expanded we get
z(k)
∣∣Γk∣∣+ ∣∣Γk∣∣ z(k) = W k − z(k)z(k)T . (3.13)
Part 2
Consider ∆˜(k) as a block matrix for some ﬁxed k suﬃciently large. We look
at its matrices ∆˜IkIk , ∆˜IkJk and ∆˜JkJk .
Block matrix ∆˜IkIk
From Lemma 2.6 [52, Lemma 6.2]) and (3.12), it follows that
z(k)IkIk = L
−1
Ck
(W kIkIk) + o
(∥∥W k∥∥)
= tkL
−1
Ck
(
DkH˜kIkIk + H˜
k
IkIkD
k + tk(H˜
k)2IkIk
)
+ o
(∥∥W k∥∥) ,
where L−1
Ck
is the inverse operator of the Lyapunov operator LCk(Y ) = C
kY +
Y Ck, for any symmetric matrix Y of appropriate size. L−1
Ck
is invertible
because Ck is positive deﬁnite. This leads to
tkL
−1
Ck
(
DkH˜kIkIk + H˜
k
IkIkD
k + tk(H˜
k)2IkIk
)
= 2∆˜(k)IkIk − tkH˜kIkIk + o
(∥∥W k∥∥) ,
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which is equivalent to
tk
(
DkH˜kIkIk + H˜
k
IkIkD
k
)
= 2Ck∆˜(k)IkIk + 2∆˜(k)IkIkC
k − tkCkH˜kIkIk
− tkH˜kIkIkCk + Cko
(∥∥W k∥∥)+ o (∥∥W k∥∥)Ck
− t2k(H˜k)2IkIk .
For any i, j ∈ Ik, this means
2
tk
(∣∣γki ∣∣ ∆˜(k)ij + ∆˜(k)ij ∣∣γkj ∣∣)
= γki h˜
k
ij + h˜
k
ijγ
k
j +
∣∣γki ∣∣ h˜kij + h˜kij ∣∣γkj ∣∣+ (∣∣γki ∣∣+ ∣∣γkj ∣∣)
(
o(
∥∥W k∥∥)
tk
)
ij
+ tk(H˜
k)2ij ,
and we get
∆˜(k)ij
tk
=
1
2
γki +
∣∣γki ∣∣+ γkj + ∣∣γkj ∣∣∣∣γki ∣∣+ ∣∣γkj ∣∣ h˜kij + 12 tk(H˜
k)2ij∣∣γki ∣∣+ ∣∣γkj ∣∣ +
(
o(
∥∥W k∥∥)
tk
)
ij
=
max{0, γki }+ max{0, γkj }∣∣γki ∣∣+ ∣∣γkj ∣∣ h˜kij
+
1
2
tk(H˜
k)2ij∣∣γki ∣∣+ ∣∣γkj ∣∣ +
(
o(
∥∥W k∥∥)
tk
)
ij
.
(3.14)
Note, that for tk → 0 and k →∞ we have
∥∥W k∥∥→ 0 and o(‖Wk‖)tk → 0.
Either (case 1) (
∣∣γki ∣∣+∣∣γkj ∣∣) > ε for all k, hence, at least one of the eigenvalues
converges towards a nonzero eigenvalue, or (case 2) (
∣∣γki ∣∣ + ∣∣γkj ∣∣) → 0 when
both eigenvalues converge towards zero. In the ﬁrst case, we have
lim
k→∞
∆˜(k)ij
tk
=
(
lim
k→∞
max{0, γki }+ max{0, γkj }∣∣γki ∣∣+ ∣∣γkj ∣∣
)
h˜ij .
Assuming that both eigenvalues eventually converge towards zero (case 2), we
must take a closer look at
ζkij :=
tk∣∣γki ∣∣+ ∣∣γkj ∣∣ .
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If (
∣∣γki ∣∣+ ∣∣γkj ∣∣) converges faster than tk, then limk→∞ 1tk ∆˜(k)ij =∞, and we
are not looking at an element in the Thibault set. Hence, we assume that tk
converges at least as fast as
∣∣γki ∣∣+ ∣∣γkj ∣∣. Then, ζkij can converge to any ζij ≥ 0,
depending on the choice of tk, and we have
lim
k→∞
∆˜(k)ij
tk
=
(
lim
k→∞
max{0, γki }+ max{0, γkj }∣∣γki ∣∣+ ∣∣γkj ∣∣
)
h˜ij +
ζij
2
(H˜2)ij .
Block matrix ∆˜IkJk
To determine ∆˜(k)IkJk , we take a similar approach as above for ∆˜(k)IkIk .
Let us choose k big enough such that Jk ⊆ J . From (3.13), we get for any i
and j (∣∣γki ∣∣+ ∣∣γkj ∣∣) z(k)ij = W kij − (z(k)z(k)T )ij . (3.15)
For i ∈ Ik and j ∈ Jk, we have from (3.12) W kij = tkγki H˜kij + t2k((H˜k)2)ij ,
γkj = 0, and when applied to (3.15), we get
z(k)ij =
1∣∣γki ∣∣
(
tkγ
k
i H˜
k
ij + t
2
k((H˜
k)2)ij − (z(k)z(k)T )ij
)
.
Furthermore, by using (3.11) and N = Ik ∪ Jk, we get
z(k)z(k)T =
(∣∣∣Γk + tkH˜k∣∣∣− ∣∣Γk∣∣)2
=t2k(H˜
k)2 + (Γk + tkH˜
k)Γk + Γk(Γk + tkH˜
k)
−
∣∣∣Γk + tkH˜k∣∣∣ ∣∣Γk∣∣− ∣∣Γk∣∣ ∣∣∣Γk + tkH˜k∣∣∣
=t2k(H˜
k)2 + (γki + γ
k
j )NN ◦ (Γk + tkH˜k)
− (∣∣γki ∣∣+ ∣∣γkj ∣∣)NN ◦ ∣∣∣Γk + tkH˜k∣∣∣ ,
and, hence (IJ is IkJk), with Lemma 2.4 we get
z(k)IJ =tk(C
k)−1DkH˜kIJ + t
2
k(C
k)−1((H˜k)2)IJ
− (Ck)−1
[
(t2k(H˜
k)2)IJ +D
k(Γk + tkH˜
k)IJ
− Ck
∣∣∣Γk + tkH˜k∣∣∣
IJ
]
.
53
3.3. Strong Regularity Chapter 3. Generalized Derivatives
From Lemma 2.6 by Tseng [52, Lemma 6.2], one has by (3.12)
z(k)IkJk =(C
k)−1W kIkJk + o(
∥∥W k∥∥)
=tk(C
k)−1DkH˜kIkJk + t
2
k(C
k)−1((H˜k)2)IkJk + o(
∥∥W k∥∥),
hence,
(Ck)−1
[
(t2k(H˜
k)2)IJ +D
k(Γk + tkH˜
k)IJ − Ck
∣∣∣Γk + tkH˜k∣∣∣
IJ
]
= o(
∥∥W k∥∥).
With 2∆˜(k) = z(k) + tkH˜k, we then write
2∆˜(k)IkJk =tk(C
k)−1DkH˜kIkJk + tkH˜
k
IkJk
+ t2k(C
k)−1(H˜k)2IkJk + o(
∥∥W k∥∥). (3.16)
Deﬁne by
Ek :=
(
(Ck)−1Dk
)
ij
=
 1 i = j, γ
k
i > 0
−1 i = j, γki < 0
0 i 6= j.
This is a diagonal matrix with 1 and −1 in the diagonal and, depending on
γki , we get (E
kH˜kIkJk + H˜
k
IkJk)ij = 2h˜
k
ij or 0. From (3.16), we get
1
tk
∆˜(k)ij =

h˜kij +
tk
2|γki | (H˜
k)2ij +
(
o(‖Wk‖)
tk
)
ij
γki > 0
tk
2|γki | (H˜
k)2ij +
(
o(‖Wk‖)
tk
)
ij
γki < 0.
(3.17)
We must distinguish between diﬀerent cases, depending on how fast the rate
of convergence is for Ck when it contains eigenvalues that converge towards
zero.
If
∣∣γki ∣∣ converges faster than tk, then limk→∞ 1tk ∆˜(k)ij = ∞, and we are not
looking at an element in the Thibault set. Hence, if
∣∣γki ∣∣ → 0 then tk must
converge at least as fast as
∣∣γki ∣∣, and (since γkj = 0) we have
lim
k→∞
tk
2
∣∣γki ∣∣ = limk→∞ ζ
k
ij
2
=
ζij
2
,
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where ζij ≥ 0 depends on the choice of tk. Then, for suﬃciently large k, we
get
lim
k→∞
1
tk
∆˜(k)ij =
{
h˜ij +
ζij
2 H˜
2
ij γ
k
i > 0
ζij
2 H˜
2
ij γ
k
i < 0.
Block matrix ∆˜JkJk
For the construction of ∆˜(k)JkJk for suﬃciently large k, we have by γ
k
i =
γkj = 0 and (3.13)
W kJkJk =
(
z(k)z(k)T
)
JkJk
= z(k)TIkJkz(k)IkJk + z(k)
2
JkJk .
From the formulation of z(k)IkJk in (3.16), this implies (IJ is I
kJk)
z(k)2JJ = W
k
JJ − z(k)TIJz(k)IJ
=t2k
(
(H˜kJI)
2 + (H˜kJJ)
2
)
−
(
tkE
kH˜kIJ + t
2
k(C
k)−1((H˜k)2)IJ + o(
∥∥W k∥∥))T(
tkE
kH˜kIJ + t
2
k(C
k)−1((H˜k)2)IJ + o(
∥∥W k∥∥))
=t2k(H˜
k
JI)
2 + t2k(H˜
k
JJ)
2 − t2k(H˜kJI)2
− t3k(H˜kIJ)T (Dk)−1((H˜k)2)IJ − t3k((H˜k)2)TIJ(Dk)−1H˜kIJ
− t4k
(
((H˜k)2)JI(C
k)−1
)2
− tk(H˜kIJ)TEko(
∥∥W k∥∥)− o(∥∥W k∥∥)tkEkH˜kIJ
− t2k((H˜k)2)TIJ(Ck)−1o(
∥∥W k∥∥)− o(∥∥W k∥∥)t2k(Ck)−1((H˜k)2)IJ
− o(∥∥W k∥∥2).
(3.18)
Consider Ak := tk(Dk)−1 i.e. Ak is a diagonal matrix with diagonals tkγki
, then
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z(k)2JJ = t
2
k
[
(H˜kJJ)
2 − (H˜kIJ)TAk((H˜k)2)IJ − ((H˜k)2)TIJAkH˜kIJ
− ((H˜k)2)2JI(Ak)2
− (H˜kIJ)TEk
o(
∥∥W k∥∥)
tk
− o(
∥∥W k∥∥)
tk
EkH˜kIJ
− ((H˜k)2)TIJ
∣∣Ak∣∣ o(∥∥W k∥∥)
tk
− o(
∥∥W k∥∥)
tk
∣∣Ak∣∣ ((H˜k)2)IJ
− o(
∥∥W k∥∥2)
t2k
]
= t2k
[
(H˜kJJ)
2 − (H˜kIJ)TAk((H˜k)2)IJ − ((H˜k)2)TIJAkH˜kIJ
− ((H˜k)2)2JI(Ak)2 +
o(
∥∥W k∥∥)
tk
]
and
1
tk
∆˜(k)JJ =
1
2
(
1
tk
z(k)JJ + H˜
k
JJ
)
=
1
2
[(H˜kJJ)2 − (H˜kJI + ((H˜k)2)JIAk)2 + (H˜kJI)2 − o(∥∥W k∥∥)tk
] 1
2
+H˜kJJ
)
.
(3.19)
For a suﬃciently large k (then Ik = Ik+1), we deﬁne I¯ := Ik, J˜ := Jk and
A := AI¯ I¯ such that limk→∞(Ak)IkIk = A.
That is
lim
k→∞
∆˜(k)JkJk
tk
=
1
2
([
H˜2
J˜J˜
−
(
H˜J˜ I¯ + (H˜
2)J˜ I¯A
)2
+ H˜2
J˜ I¯
] 1
2
+ H˜J˜J˜
)
.
Note, that A must be bounded.
If lim tk
γki
→ ∞ for k → ∞, then we are not looking at an element in the
Thibault set.
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Part 3
Assuming limk→∞ 1tk∆(k) exists, we give a formula for its value.
We need a diﬀerent spectral decomposition of X and Xk, where Xk → X.
Let (P,Λ) ∈ SPEC(X) and (P k,Λk) ∈ SPEC(Xk) such that the eigenvalues
in Λ are sorted by size in descending order and limk→∞ Λk = Λ. Of course,
Λ is just the matrix with a permutation of the diagonal of Γ. We see that P
is dependent on the order of the eigenvalues in diag Λk for suﬃciently large
k. For z > 1 there are several possible matrices for P . Let k be suﬃciently
large, then we have
Λk =
Λkp Λkε
Λkm
 ,
where the eigenvalues of Λkp (Λ
k
m) are not smaller (not bigger) than ε (−ε),
and the eigenvalues of Λkε are in absolute value smaller than ε. Let Λp ∈ Sp,
Λm ∈ Sm, and Λz ∈ Sz be the diagonal matrices that only contain the
positive, negative and zero, respectively, eigenvalues of X. We easily see
that rank Λkp = rank Λp and rank Λ
k
m = rank Λm, respectively. Note, that
the eigenvalues of Λk are not necessarily sorted by size and for the re-sorted
eigenvalues, we have the index sets Iˆk(+), Iˆ
k
(−), and Jˆ
k. Let us assume w.l.o.g.
that
Λkε =
Λkε+ Λkε0
Λkε−
 .
By taking a subsequence, if necessary, we assume that {P k} is a convergent
sequence with the limit P¯ ≡ limk→∞ P k . Then,
X = lim
k→∞
Xk = lim
k→∞
(P k)TΛkP k = (P )TΛP,
and we can identify P¯ with P . Let now H˜k = P kH(P k)T 2, then, from (3.14)
we get
1
tk
∆˜(k)ij = h˜ij +
tk
2
(H˜k)2ij∣∣λki ∣∣+ ∣∣λkj ∣∣ +
(
o(
∥∥W k∥∥)
tk
)
ij
2W.l.o.g. the terms Wk, Dk, Ck and Ak from part 1 and 2 are considered with this new
order.
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if i, j ∈ Iˆk(+),
1
tk
∆˜(k)ij =
λki∣∣λki ∣∣+ ∣∣λkj ∣∣ h˜ij + tk2 (H˜
k)2ij∣∣λki ∣∣+ ∣∣λkj ∣∣ +
(
o(
∥∥W k∥∥)
tk
)
ij
if i ∈ Iˆk(+) and j ∈ Iˆk(−) and ﬁnally
1
tk
∆˜(k)ij = 0 +
tk
2
(H˜k)2ij∣∣λki ∣∣+ ∣∣λkj ∣∣ +
(
o(
∥∥W k∥∥)
tk
)
ij
if i, j ∈ Iˆk(−).
Together with (3.17) and (3.19), we get the following representation
1
tk
∆(k) = (P k)T
[
H˜k
(++)
H˜k
(+0)
 λki
λk
i
+
∣∣∣λkj ∣∣∣

(±)
◦ H˜k
(±)
(H˜k
(+0)
)T 1
2
(√
(H˜k
(00)
)2 − F + H˜k
(00)
)
0
 λki
λk
i
+
∣∣∣λkj ∣∣∣

(±)
◦ H˜k
(±)

T
0 0

+
tk
2

(
(H˜k)2
λki+λ
k
j
)
(++)
(
(H˜k)2
λki
)
(+0)
(
(H˜k)2
λki+|λkj |
)
(±)(
(H˜k)2
λkj
)
(0+)
0
(
(H˜k)2
|λkj |
)
(0−)(
(H˜k)2
|λki |+λkj
)
(∓)
(
(H˜k)2
|λki |
)
(−0)
(
(H˜k)2
|λki |+|λkj |
)
(−−)

+
1
tk
 o(∥∥W k∥∥) o(∥∥W k∥∥) o(∥∥W k∥∥)o(∥∥W k∥∥)T 0 o(∥∥W k∥∥)
o(
∥∥W k∥∥)T o(∥∥W k∥∥)T o(∥∥W k∥∥)
]P k, (3.20)
where we have the abbreviations (++) := Iˆk(+)Iˆ
k
(+), (−−) := Iˆk(−)Iˆk(−), (+0) :=
Iˆk(+)Jˆ
k, (−0) := Iˆk(−)Jˆk, (±) := Iˆk(+)Iˆk(−), (00) := JˆkJˆk and
(?) :=
(
H˜kJI + ((H˜
k)2)JIA
k
)2
− (H˜kJI)2 +
o(
∥∥W k∥∥)
tk
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with IJ = IˆkJˆk. Note, that (?) can be smaller than a z × z matrix.
As mentioned above, all eigenvalues of Λkp (Λ
k
m) stay positive (negative, re-
spectively) for Xk suﬃciently close to X.
Assume that Xk → X and for Xk the eigenvalues λi of Λkε for certain i change
their sign when they converge to 0, hence,
∀m ∈ N ∃s, t > m : λi(Xs) > 0, λi(Xt) < 0.
Then limk→∞
∆(k)
tk
does not exist for chosen Xk. This is easily proven (cf.
Malick and Sendov [36, Lemma 2.12(b)] for a proof).
Hence, if we assume that limk→∞ 1tk∆(k) exists, then it has the form
PTM

H˜IpIp H˜IpJ
(
λi
λi+|λj |
)
IpIm
◦ H˜IpIm
(H˜IpJ)
T M 0((
λi
λi+|λj |
)
IpIm
◦ H˜IpIm
)T
0 0
PM
with a matrix M ∈ Sz, and PM depends on the order of the eigenvalues
converging towards zero. The index sets Iˆk(+) (Iˆ
k
(−)) can be bigger than Ip
(Im) for all k.
To get the structure of M , we have to take a closer look at the behavior of
the sequence Xk in relation to the eigenvalues that converge towards zero.
If all eigenvalues of Λkε are equal zero for X
k near X, then M = (H˜JJ)+.
Suppose, these eigenvalues are also greater and/or smaller than zero, then
for k suﬃciently large we proceed with a construction based on the second
summand of (3.20). Similar to above, let
ζ˜kij :=
{
tk
|λki |+|λkj | if
∣∣λki ∣∣+ ∣∣λkj ∣∣ 6= 0,
0 else,
then Mij contains lim 12 ζ˜
k
ij(H˜
k)2ij =
1
2 ζ˜ijH˜
2
ij . Furthermore, from the ﬁrst
summand of (3.20), we deﬁne
βij := lim
k→∞
λki
λki +
∣∣λkj ∣∣ ∈ (0, 1) for i, j ∈ J.
Since the Thibault derivative considers any appropriate Xk → X, we can
choose w.l.o.g. any three pairwise disjunct index sets I˜(+), I˜(−), and J˜ that
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fulﬁll I˜(+) ∪ I˜(−) ∪ J˜ = {p + 1, . . . , p + z}, and a PM ∈ O(X). Note, that
ζ˜ij = 0 for i, j ∈ J˜ and for certain αij ∈ [0,+∞[ we get
M =(αij)JJ ◦ (H˜2)JJ
+
 H˜I˜(+)I˜(+) H˜I˜(+)J˜ (βij)I˜(+)I˜(−) ◦ H˜I˜(+)I˜(−)H˜J˜ I˜(+) (??) 0
((βij)I˜(+)I˜(−) ◦ H˜I˜(+)I˜(−))T 0 0

and
(??) =
1
2
([
H˜2
J˜J˜
−
(
H˜J˜ I¯ + (H˜
2)J˜ I¯A
)2
+ H˜2
J˜ I¯
] 1
2
+ H˜J˜J˜
)
−(αij)J˜J˜ ◦ (H˜2)J˜J˜ ,
for I¯ := N \ J˜ . Note, that αij = αji and the sets I˜(+), I˜(−), J˜ , the value
of each βij and αij depend on the sign and on the convergence speed of the
eigenvalues in Λk. This completes the proof.
Remark 3.26. Theorem 3.25 gives us a superset of the Thibault limit set TΠ+
at X for H.
Remark 3.27. The contingent derivative lies in the Thibault limit set for Π+.
This is easily seen: If Xk is chosen such that no eigenvalue in Dk converges
towards zero and limk→∞ tk|γki | = 0 for all i ∈ I
k, then we have A = 0 in (??)
and
M = lim
k→∞
1
tk
∆˜(k)JkJk = (H˜JJ)+.
Remark 3.28. Note, that A must be bounded for any H, since from (??) we
get
H˜2
J˜J˜
+ H˜2
J˜ I¯

(
H˜J˜ I¯ + (H˜
2)J˜ I¯A
)2
. (3.21)
Remark 3.29. From the following considerations, we get a condition for the
construction of the Thibault limit set. Choose αij = 0 for i, j ∈ J˜ and αij =
limk→∞ tk|λki |+|λkj | for i, j ∈ I˜(+) ∪ I˜(−). Furthermore, let aii = limk→∞
tk
λki
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for i ∈ I˜(+) ∪ I˜(−) and else (for i 6= j) aij = 0 and consider (3.21). If we
now construct matrices M , for all tk ↘ 0, then we get a subset M˜H ⊂MH .
By replacing MH with M˜H in Theorem 3.25, we get a condition for the
construction of TΠ+(X)(H).
Remark 3.30. Known results of the Thibault derivative for vectors can also
be deduced from Theorem 3.25. Here, we show that
Diag(Tpi+(x)(h)) ⊂ TΠ+(Diag x)(Diag h),
where pi+(x) := x+ is the Euclidean projection of a vector x to the nonnegative
orthant in Rn. The following result is calculated by Klatte and Kummer [26]:
Tpi+(x)(h) =
(r1h1, . . . , rnhn) | ri = 1 if xi > 0,ri = 0 if xi < 0,
ri ∈ [0, 1] if xi = 0.
 .
SinceX andH are diagonal we can writeX := Diag x andH := Diag h. Note,
that xi are the eigenvalues of X. For an appropriate permutation matrix PM
we get
TΠ+(X)(H) = P
T
M
(h˜i)IpIp 0 00 M 0
0 0 0
PM .
Clearly the matrix M is also a diagonal matrix. Let us choose the index sets
as following
J˜ = ∅,
I˜(+) = {i | xi = 0 and h˜i < 0},
I˜(−) = {i | xi = 0 and h˜i ≥ 0}.
For appropriate tk ↘ 0, we choose xki → xi such that αi := limk→∞ tk2|xki |
fulﬁlls
αih˜i + 1 ∈ [0, 1] if i ∈ I˜(+) and αih˜i ∈ [0, 1] if i ∈ I˜(−).
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Then, for
ri = 1 if i ∈ I(+),
ri = αih˜i + 1 if i ∈ I˜(+),
ri = αih˜i if i ∈ I˜(−),
ri = 0 if i ∈ I(−)
we get Diag(Tpi+(x)(h)).
3.3.3 Strong Regularity of the Kojima System, Simple
We are interested in the stable behavior of critical points of the SDP Kojima
function F , as deﬁned above. In the following section, we show that the
Thibault limit set provides us with suﬃcient and necessary conditions for
strong regularity of F .
Chainrule and Simple
According to Theorem 3.19, in order to show strong regularity of the SDP
Kojima function F at (x0, Y 0), we need to prove injectivity of TF(x0, Y 0).
As shown above, F can be written as the product of a Lipschitz function
M(x) and the matrix of projections N(Y ). However, in general, the product
rule of diﬀerentiation for Thibault derivatives does not hold. Kummer [32]
shows the following lemma for functions in Rn.
Lemma 3.31. Let f(·) = g(h(·)), where g and h map Rm into Rp and Rn
into Rm, respectively. Then, the following statements hold:
(i) Tf(x)(u) ⊂ Tg(h(x))(Th(x)(u)).
(ii) If g is a C1-function, then (i) holds as an equation:
Tf(x)(u) = Dg(h(x))(Th(x)(u)).
A similar result can be achieved for a mapping between symmetric matrix
spaces.
We are interested in the equality of (i) in Lemma 3.31 without assuming diﬀer-
entiability of g. In order to show equality for the product rule of the Thibault
derivative of the SDP Kojima function, the property simple is helpful.
The term simple was ﬁrst deﬁned by Kummer [32].
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Deﬁnition 3.32. A locally Lipschitz function F : Sp → Sq, p, q ∈ N, is
called simple at X0 if for all H ∈ Sp and V ∈ TF (X0)(H) and each sequence
sk ↘ 0, there is a sequence Zk → X0 such that
V = lim s−1k
[
F (Zk + skH)− F (Zk)
]
holds for at least some subsequence of k →∞.
Now, we prove that Π+ is simple for certain X0.
Lemma 3.33. Π+ is simple at any X
0, if X0 has at most one zero eigenvalue.
Proof. Given any H ∈ Sn and V ∈ TΠ+(X0)(H), let tk ↘ 0 and Xk =
(P k)TΛkP k → X0 be a sequence such that
V = lim
k→∞
t−1k
[
F (Xk + tkH)− F (Xk)
]
.
For any sk ↘ 0 and by using the representation (3.20), we construct an ap-
propriate sequence Zk → X0 to attain the same V .
We take a closer look at representation (3.20) and replace tk and Xk with
sk and Zk. The terms in (3.20) that are of relevance are the limits of
Ak := tk(D
k)−1, tk|λki |+|λkj | , and
λki
λki+|λkj | .
First, assume that X0 is nonsingular and let Zk := Xk. Then,
lim
k
Ak = lim
k
sk(D
k)−1 = 0 = lim
k
tk(D
k)−1,
and
lim
k
sk∣∣λki ∣∣+ ∣∣λkj ∣∣ = 0 = limk tk∣∣λki ∣∣+ ∣∣λkj ∣∣ .
We plug these results into (3.20), and are done.
Now, let us assume that X0 has one zero eigenvalue λz = 0, i.e. λj 6= 0 for
j 6= z.
If we have λkz = 0 for all k, or a subsequence thereof, then we can choose
Xk = Zk, or a subsequence of Zk, and get the same situation as above
(λkz = 0 does not appear in A
k).
Now, let us assume λkz 6= 0 and construct Zk as follows:
Zk = (P k)TΘkP k,
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where P k comes from the spectral decomposition of Xk and Θk is a diagonal
matrix, which is deﬁned below. Then, H˜k stays the same in (3.20).
Furthermore, we know from part 2 of the proof of Theorem 3.25 that for all
l satisfying λkl 6= 0 (for suﬃciently large k)
tk
λkl
→ cl ∈ R.
We distinguish between cz 6= 0 and cz = 0, and get the following two cases:
Case 1. Suppose cz 6= 0 then sktk λkz → 0. For k → ∞, we deﬁne Θk with the
diagonal entries θkl , l = 1, . . . , n, such that
(i) θkl = λ
k
l , if l 6= z,
(ii) θkz = λ
k
z , if λ
k
z = 0,
(iii) θkz =
sk
tk
λkz , if λ
k
z 6= 0.
We construct a subsequence θkzz of θ
k
z such that θ
kz
z fulﬁlls (iii) for all kz.
W.l.o.g. let k := kz.
By construction of Zk, it follows directly that Zk → X0.
For the construction of A = limk Ak, we have for j 6= z
lim
k
sk(θ
k
j )
−1 = 0 = lim
k
tk(λ
k
j )
−1 (3.22)
and for j = z
sk(θ
k
z )
−1 = sk(
sk
tk
λkz)
−1 = tk(λkz)
−1.
For the construction of tk|λki |+|λkj | , we have
lim
k
sk∣∣θki ∣∣+ ∣∣θkj ∣∣ = 0 = limk tk∣∣λki ∣∣+ ∣∣λkj ∣∣ . (3.23)
Finally, for λ
k
i
λki+|λkj | we get (for λi, λj 6= 0 the case is trivial) for i = z
lim
k
θkz
θkz +
∣∣θkj ∣∣ = limk
sk
tk
λkz
sk
tk
λkz +
∣∣λkj ∣∣ = 0 = limk λ
k
z
λkz +
∣∣λkj ∣∣
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and for j = z
lim
k
θki
θki + |θkz |
= lim
k
λki
λki +
sk
tk
|λkz |
= 1 = lim
k
λki
λki + |λkz |
.
Case 2. Let us assume that cz = 0, i.e. limk
tk
λkz
= 0. Similar to case 1, we
construct a subsequence of Θk, however, for (iii) we write θkz =
√
sk. Then,
Zk → X0 is true. For the construction of A, we have (3.22) and
lim
k
sk(θ
k
z )
−1 = lim
k
sk(
√
sk)
−1 = 0 = lim
k
tk(λ
k
z)
−1.
For the construction of tk|λki |+|λkj | , we have (3.23).
Finally, for λ
k
i
λki+|λkj | we get (for λi, λj 6= 0 the case is trivial) for i = z
lim
k
θkz
θkz +
∣∣θkj ∣∣ = limk
√
sk√
sk +
∣∣λkj ∣∣ = 0 = limk λ
k
z
λkz +
∣∣λkj ∣∣
and for j = z
lim
k
θki
θki + |θkz |
= lim
k
λki
λki +
√
sk
= 1 = lim
k
λki
λki + |λkz |
.
We plug the results of case 1 and 2 into (3.20), and are done.
Since the choice of sk is arbitrary, the condition for simple is fulﬁlled, and Π+
is simple at any X0 with at most one zero eigenvalue.
Remark 3.34. Case 2 in the proof above is not applicable for an X0 with
two or more zero eigenvalues. Whence, another approach is necessary, which
remains an open question.
Remark 3.35. The mapping N(Y ) is simple when Π+(Y ) is simple. This
follows from its construction, and we have
TN(Y )(H) =

0 0
Diag(vecTΠ+(Y )(H), . . . ) 0
0 0
0 H − TΠ+(Y )(H)
 .
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Simple gives us the chain rule for the Thibault derivative. For more de-
tails see Klatte and Kummer [26], and Fusek [17]. Theorem 3.36 by Klatte
and Kummer [26, Corollary 6.10] gives us the equality of the product rule of
the Thibault derivative. Hence, when N(Y ) is simple, we can calculate the
Thibault derivative of the SDP Kojima function more easily.
Theorem 3.36. (Klatte, Kummer 2002, Thibault product rule) Let F (x, y) =
M(x)N(y), where M(·) and N(·) are locally Lipschitz matrix-valued functions
of related size. Suppose, that one of them is simple. Then the product rule of
diﬀerentiation holds for TF , i.e.,
TF (x, y)(u, v) = [TM(x)(u)]N(y) +M(x)[TN(y)(v)].
For the SDP Kojima system, M and N are locally Lipschitz. Assume N is
simple. Let (u,H) ∈ Rn × Sp be a nontrivial direction, and we get
TF(x, Y )(u,H) = [TM(x)(u)]N(Y ) +M(x)[TN(Y )(H)].
This leads to Theorem 3.37.
Theorem 3.37. Let f, g ∈ C1,1 and N be simple at Y . The Kojima function
F˜ , as given in (3.3), is strongly regular at (x, Y ) if and only if
0 /∈ TF(x, Y )(u,H) = [TM(x)(u)]N(Y ) +M(x)[TN(Y )(H)] (3.24)
for nontrivial directions (u,H). The statement in (3.24) is true if and only if
for each solution of the system
DG(x)(u) ∈ H − TΠ+(Y )(H),
0 ∈ D(vecG(x)T ) vec(TΠ+(Y )(H)) + T (Df(x) +D(vecG(x)T ) vecY+)u
we have (u,H) = (0, 0).
If f, g ∈ C2, then we can write DM(x)u instead of TM(x)(u).
Proof. Suppose F˜ is strongly regular at (x, Y ). From Corollary 3.23, we know
that regularity of F˜ is equivalent to injectivity of F at (x, Y ). Since N(Y ) is
simple, Theorem 3.36 enables the application of the product rule, whence a
suﬃcient and necessary condition for strong regularity of the Kojima system.
The rest of the proof follows from the similarity to the proof of Theorem
3.14.
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Theorem 3.37 shows us a similar procedure to show ﬁrst-order optimality
conditions in Sn, as already exists in Rn for i.a. polyhedral cones. An inter-
esting question that remains is whether the Clarke generalized Jacobian and
the Thibault limit set are the same. We do not yet have an answer to this
question, but give a short overview on the topic in the next section.
3.4 Related Work
In the previous section, we saw that the injectivity of TF is a suﬃcient and
necessary condition for strong regularity. Another generalized derivative, the
Clarke generalized Jacobian ∂CF , also guarantees strong regularity if ∂CF is
injective at a zero. We use the following deﬁnition for the Clarke generalized
Jacobian and the B-diﬀerential.
Deﬁnition 3.38. Let F be a mapping between two normed spaces. Then,
∂CF (x) is the Clarke generalized Jacobian if
∂CF (x) = conv{∂BF (x)},
where ∂BF (x) is the B-diﬀerential of F if
∂BF (x) =
{
lim
k→∞
DF (xk) | F is F-diﬀerential at xk}.
In general, however, the Clarke generalized Jacobian is not a necessary con-
dition for strong regularity. Clearly, if TF and ∂CF coincide, then looking
at ∂CF is both suﬃcient and necessary for strong regularity. The Clarke
generalized Jacobian can be constructed as the convex hull of TF . Hence, if
the Thibault limit set of the projection function is convex, then it coincides
with ∂CΠ+. Unfortunately, TΠ+ is a subset of the set of matrices given in
Theorem 3.25.
Another approach would be to compare TΠ+ to existing calculations of the
Clarke generalized Jacobian of the projection onto Sp+. In e.g. Malick and
Sendov [36], and Chan and Sun [8] ∂CΠ+ has been studied and even calcu-
lated.
Malick and Sendov
Malick and Sendov [36] explicitly compute the Clarke generalized Jacobian
for the projection onto the cone of positive semideﬁnite matrices. They give a
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complete description with help of the tensor notation. To show their result, we
need a few deﬁnitions. Similar to the construction of a diagonal matrix Diag v
from a vector v, they have the following deﬁnition for a diagonal 4-tensor of
an n× n matrix M
(
Diag(12)M
)i1i2
j1j2 =
{
M i1i2 if i1 = j2, i2 = j1
0 otherwise.
Let O(n)X be the set of orthogonal matrices that give the ordered spectral
decomposition of X, and the matrix Λ has the entries Λij :=
λi
λi+|λj | .
The set D{01}(z) is a set of z × z symmetric matrices with zeros and ones,
where the entries form nonincreasing sequences (from top to bottom and left
to right) as illustrated below for D{01}(2)
D{01}(2) =
{(
0 0
0 0
)
,
(
1 0
0 0
)
,
(
1 1
1 0
)
,
(
1 1
1 1
)}
.
Theorem 3.39 (Malick, Sendov 2006). The Clarke generalized Jacobian of
Π+, the projection map onto the cone of positive semideﬁnite matrices, at
X ∈ Sn is
∂CΠ+(X) = conv
{
P
(
Diag(12)D{01}(X)
)
PT | P ∈ O(n)X
}
,
where
D{01}(X) :=

 1p×p 1p×z Λ1z×p D 0z×m
ΛT 0m×z 0m×m
 | D ∈ D{01}(z)
 ,
and 1p×p is the p × p matrix with all entries equal one. p, z, and m are the
number of positive, negative, and zero, respectively, eigenvalues of X.
For the Clarke generalized Jacobian ∂CΠ+(X)H, we see a similarity with the
Thibault derivative TΠ+(X)(H). However, D{01}(z) only contains zeros and
ones, hence, even though the convex hull of the Thibault derivative might
coincide with the Clarke generalized Jacobian for a given direction, the gen-
erating system P (Diag(12)D{01}(X))PT is not the Thibault limit set. An
interesting approach, that remains an open problem, would be to calculate
TF with 4-tensors, which might also enable a more precise comparison to
∂CΠ+.
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B-diﬀerential and Clarke's generalized derivative by Chan and Sun
Chan and D. Sun [8] stay in the two-dimensional space to deﬁne ∂CΠ+, by
always looking at the Clarke generalized Jacobian in a direction H. They give
the same structure as we give in Theorem 3.25 for the Thibault derivative (we
use the same deﬁnitions for the index sets), however, their instructions are for
calculating the B-diﬀerential ∂BΠ
|J|
+ (0) for a |J |×|J |matrix, where |J | := #J .
The convex hull of ∂BΠ
|J|
+ is the Clarke generalized Jacobian. For an element
V ∈ ∂CΠ+(X), they write
V (H) = P
 H˜IpIp H˜IpJ Λ ◦ H˜IpImH˜TIpJ V|J|(H˜JJ) 0
H˜TIpJ ◦ ΛT 0 0
PT ∀H ∈ Sn
and concentrate on V|J|(H˜JJ), when X is the zero matrix.
For p(t) ≡ max{0, t}, t ∈ R, they deﬁne
[p[1](z)]ij =
{
p(zi)−p(zj)
zi−zj ∈ [0, 1] zi 6= zj
p′(zi) ∈ {0, 1} zi = zj
and
U|J| :=
{
Ω | Ω = lim
k→∞
p[1](zk), zk → 0, zk ∈ R|J|>
}
,
where R|J|> :=
{
z ∈ R|J| | z1 ≥ · · · ≥ z|J|, zi 6= 0 ∀i
}
.
They prove the following lemma
Lemma 3.40 (Chan, Sun 2008). The matrix V|J| is an element of ∂BΠ
|J|
+ (0)
if and only if there exists an orthogonal matrix Q and an Ω ∈ U|J| such that
V|J|(U) = Q
[
Ω ◦ (QTUQ)]QT ∀U ∈ S|J|.
Aside from mentioning, that Ωij ∈ [0, 1], they do not go into further details.
The Clarke generalized Jacobian follows by constructing the convex hull of
∂BΠ
|J|
+ (0).
In U|J|, the sequence zk → 0 is required. The values in the vectors zk can be
compared to the eigenvalues λki that converge to zero in Theorem 3.25. How-
ever, since zki 6= 0, we do not have a comparison to the term containing (??)
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inM , and we cannot compare the results with the Thibault derivative. Look-
ing at the convex hull of ∂BΠ
|J|
+ (0) gives us the Clarke generalized Jacobian,
however, also here we can not compare.
Whether the Clarke generalized Jacobian in a given direction H coincides
with the Thibault derivative remains an open question.
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Given a set valued mapping S : P ⇒ X, where X is a complete metric space
and P a Banach space, we are interested in calmness of S in a closed set
C ⊂ X, a kind of Lipschitz property. In particular, we characterize calmness
by means of the convergence behavior of solution methods.
We recall that S is called calm at a point (p¯, x¯) ∈ graphS if there exists
ε, δ, L > 0 such that for all p ∈ B(p¯, δ) we have
x ∈ S(p) ∩B(x¯, ε)⇒ B(x, L ‖p− p¯‖) ∩ S(p¯) 6= ∅,
where B(p¯, δ) is the closed δ-ball and graphS:= {(p, x) ∈ P ×X | x ∈ S(p)}.
Our basic parametrized model is
S(p) := {x ∈ X | p ∈ F (x)},
where F is a closed multifunction from X to P . S can be the solution set of
e.g. an optimization problem or its constraint system.
Considering the additional constraint, that our solutions must be in a closed
set C, we write
SC(p) := S(p) ∩ C.
Let S be the solution set of nonlinear inequality systems, deﬁned by (dif-
ferentiable) Lipschitz functions, and C a (convex) closed cone (however not
necessarily a polyhedron), e.g. the cone of positive semideﬁnite matrices. In
this chapter, we are, in particular, interested in calmness of solution sets SC
of such cone programs.
A considerable amount of research regarding calmness of multifunctions or
metrical subregularity of the inverse (which is equivalent to calmness) has
been done, dating back to the 1970s in papers by e.g. Clarke [10], Robinson
[43], and Ioﬀe [23], or in more recent papers by e.g. Rockafellar and Wets
[45], and Dontchev and Rockafellar [12]. We use the calmness property of
a multifunction as introduced by Rockafellar and Wets [45]. Overviews on
calmness can be found inter alia by Ioﬀe, Outrata, and Henrion (cf. [20, 24]).
A historical overview is given in Section 4.4.
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So far, we are not aware of any calculations for calmness concerning cone pro-
grams. While the approach by Ioﬀe and Outrata [24] concerns calmness over
a set in a Banach space, the more general approach to calmness by Klatte and
Kummer [28], which interests us, only deﬁnes calmness on the whole space.
As Kummer [34], we consider the more general Hoelder-calmness, when pos-
sible.
This chapter is built up as follows: In Section 4.1, we look at the deﬁnition
of calmness of S restricted to C, and generalize the deﬁnition of calmness, by
looking at Hoelder-calmness. In Theorem 4.3, we show equivalent conditions
for Hoelder-calmness, and, furthermore, demonstrate that neither SC inherits
the calmness properties of S, nor vice versa.
In Section 4.2, we look at the approach of projecting S(p) onto C, and how
calmness is preserved.
Finally, in our main section, Section 4.3, we interpret Theorem 4.3 and Corol-
lary 4.8, and look at necessary and suﬃcient conditions for calmness of SC .
We compare stability of a generalized equation 0 ∈ F (x) to the application of
solution methods, and look at examples of procedures to show calmness for
semideﬁnite programs. This chapter is concluded with an overview on related
work in Section 4.4.
4.1 Calmness
Consider a closed multifunction S : P ⇒ X, where X is a complete metric
space, P is a linear normed space over R, and S is said to be closed if graphS is
a closed set. Given a closed subset C ofX, we consider SC(p) = S(p)∩C. This
map plays a role below in the study of solution sets of parametric inequality
systems intersected with a ﬁxed set. Furthermore, B(x) is the closed unit ball
around x of the related space and B(x, ε) the ε-ball.
4.1.1 General Characteristics of Calmness
The following deﬁnition generalizes calmness, which is a local Lipschitz type
property of S. For q = 1, we get the deﬁnition of (proper) calmness.
Deﬁnition 4.1 (Hoelder-calmness). Let (p¯, x¯) ∈ graphS and q > 0. S is
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called calm [q] at (p¯, x¯) if ∃ε, δ, L > 0 :
x ∈ S(p) ∩B(x¯, ε)⇒ B(x, L ‖p− p¯‖q) ∩ S(p¯) 6= ∅ ∀p ∈ B(p¯, δ).
Note, that if S(p)∩B(x¯, ε) = ∅ for all p ∈ B(p¯, δ)\{p¯} then S is (automatically)
calm at (p¯, x¯). Of course, we can reduce the variables in Deﬁnition 4.1 by
substituting δ with ε. We have d(xa, xb) for the metric distance between two
points and distA(xa) for the shortest distance of xa to a set A.
Consider the following algorithm:
Algorithm (ALG1). Put (p1, x1) = (p, x) ∈ graphS and choose for k =
1, 2, . . . (pk+1, xk+1) ∈ graphS in such a way that for a given λ ∈ (0, 1)
λ d(xk+1, xk) ≤ ∥∥pk − p¯∥∥q − ∥∥pk+1 − p¯∥∥q (4.1)∥∥pk+1 − p¯∥∥ ≤ (1− λ)∥∥pk − p¯∥∥ . (4.2)
We call ALG1 applicable (with respect to S) if (pk+1, xk+1) exist in each step.
Then, we have the following remark and results:
Remark 4.2. If ALG1 is applicable, hence for a λ > 0 and any (p1, x1) ∈
graphS near (p¯, x¯) there exists a p2 and an x2 ∈ S(p2) such that d(x2, x1) ≤
1
λ (
∥∥p1 − p¯∥∥q − ∥∥p2 − p¯∥∥q), then by complete induction we get
d(xn+1, x1) ≤
n∑
k=1
d(xk+1, xk) ≤ 1
λ
(∥∥p1 − p¯∥∥q − ∥∥pn+1 − p¯∥∥q).
Since
∑n
k=1 d(x
k+1, xk) is uniformly bounded by
∥∥p1 − p¯∥∥q /λ for each n, a
Cauchy sequence {xk}k≥1 in X is generated. Thus, by completeness of X,
there is a limit xp¯ := limk→∞ xk ∈ X. Inequality (4.2) lets the sequence
{pk}k≥1 converge towards p¯, and since S is closed, we get xp¯ ∈ S(p¯).
Theorem 4.3. Let f : X → P be locally Lipschitz near x¯ ∈ X, S = f−1 and
q ∈ (0, 1].
Then, the following are equivalent:
(i) S is calm [q] at (p¯, x¯) = (f(x¯), x¯).
(ii) ALG1 is applicable for some ﬁxed λ ∈ (0, 1) and any (p1, x1) near (p¯, x¯).
Furthermore, if S is calm [q] at (p¯, x¯) = (f(x¯), x¯), then the following two
equivalent statements are true:
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(iii) There exists a µ ∈ (0, 1) such that for each x1 near x¯ there exists a
sequence {xk}k≥1 with xk → xp¯ ∈ S(p¯) satisfying
∥∥f(xk)− f(x¯)∥∥q − ∥∥f(xk+1)− f(x¯)∥∥q ≥ µ d(xk, xk+1)
and d(xk+1, xk) ≥ µ ∥∥f(xk)− f(x¯)∥∥ . (4.3)
(iii)' There exists a µ ∈ (0, 1) such that for each x near x¯ there is some x′
satisfying
‖f(x)− f(x¯)‖q − ‖f(x′)− f(x¯)‖q ≥ µ d(x, x′)
and d(x′, x) ≥ µ ‖f(x)− f(x¯)‖ . (4.4)
For q = 1, all statements above are equivalent.
Proof. (i)⇒ (ii) If calmness [q] is satisﬁed with related constants L, ε, δ > 0
then for pk ∈ B(p¯, δ) we get
∀x ∈ S(pk) ∩B(x¯, ε)⇒ B(x, L∥∥pk − p¯∥∥q) ∩ S(p¯) 6= ∅.
Choose pk+1 = p¯; then we get∥∥pk+1 − p¯∥∥ = 0 ≤ (1− λ)∥∥pk − p¯∥∥ < δ
for each λ ∈ (0, 1). Further, for any xk in the local solution set S(pk)∩B(x¯, ε)
there exists an xk+1 in S(p¯) such that d(xk+1, xk) ≤ L ∥∥pk − p¯∥∥q, hence,
λ d(xk+1, xk) ≤ ∥∥pk − p¯∥∥q − ∥∥pk+1 − p¯∥∥q
with λ := 1L and ALG1 is applicable.
(ii) ⇒ (i) If calmness [q] is violated and L, ε > 0, such that L = 1λ , then for
all δ > 0 there exists a p ∈ B(p¯, δ) and an x ∈ S(p)∩B(x¯, ε) such that for all
xp¯ ∈ S(p¯) we get d(x, xp¯) > L ‖p− p¯‖q . According to Remark 4.2, we have
d(x, xp¯) ≤ L ‖p− p¯‖q. Hence, (p, x) is near (p¯, x¯) but ALG1 is not applicable.
(ii) ⇒ (iii) According to Remark 4.2 and S = f−1, we can write p as f(x).
The ﬁrst inequality in (4.3) follows from (4.1). The operator f is locally
Lipschitz. Hence, the triangle inequality and (4.2) yield
d(xk+1, xk) ≥ K (∥∥f(xk)− f(x¯)∥∥− ∥∥f(xk+1)− f(x¯)∥∥)
≥ λK ∥∥f(xk)− f(x¯)∥∥ ,
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for some positive constant K and x1 close enough to x¯. Let µ := min{λK, λ}
and the assertion follows.
(iii)⇒ (iii)′ This direction follows by choosing x := xk and x′ := xk+1.
(iii)′ ⇒ (iii) By deﬁning x := xk and denoting x′ as xk+1, one gets a sequence
{xk}k≥1 such that (4.3) holds. For all initial points x1 suﬃciently close to x¯,
d(xn, x1) ≤
n−1∑
k=1
d(xk+1, xk) ≤ 1
µ
(∥∥f(x1)− f(x¯)∥∥q − ‖f(xn)− f(x¯)‖q)
shows that xn belongs to an arbitrarily small neighborhood of x¯, and xk →
xp¯ ∈ S(p¯) follows from the argument in Remark 4.2.
If q = 1, then we have:
(iii) ⇒ (ii) Suppose (4.3) is satisﬁed for the conditions given above. Let
f(xk) := pk and λ = µ2 then inequality (4.1) follows directly from the ﬁrst
inequality in (4.3). Furthermore, (4.3) yields∥∥pk − p¯∥∥− ∥∥pk+1 − p¯∥∥ ≥ µ2 ∥∥pk − p¯∥∥ ,
which is equivalent to ∥∥pk+1 − p¯∥∥ ≤ (1− λ)∥∥pk − p¯∥∥ .
Remark 4.4. For q < 1, we generally do not have (iii)⇒ (ii) in Theorem 4.3.
From (4.3) we only get (4.2) and
∥∥pk+1 − p¯∥∥ ≤ (1−λk)∥∥pk − p¯∥∥ for a λk → 0
when k →∞.
Remark 4.5. Taking into account, that the proof of Corollary 2 in [28] also
works for complete metric spaces X  not only for Banach spaces as shown
by Klatte and Kummer [28]  Theorem 4.3 coincides with Corollary 2 [28] in
the case q = 1. Further, note that Kummer's Proposition 3.3 in [34] applied
to S = f−1 is very similar to our Theorem 4.3, however, we are interested in
a statement which generalizes Corollary 2 [28] and therefore added our proof
of Theorem 4.3 for completeness.
Remark 4.6. If q = 1 and we have calmness as given in Theorem 4.3, then
f(xk) converges linearly towards f(x¯), since∥∥f(xk+1)− f(x¯)∥∥ ≤ (1− µ2)∥∥f(xk)− f(x¯)∥∥ .
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Remark 4.7. For a locally Lipschitz operator f , S = f−1 is not calm [q] for
q > 1.
Theorem 4.3 directly applies to the multifunction SC , since a closed subset C
of a complete metric space X is itself a complete metric subspace of X with
the induced metric, and we immediately have Corollary 4.8.
Corollary 4.8. Let C be a closed subset of X and f : X → P be locally
Lipschitz on C near x¯ ∈ C, and let S = f−1 and q ∈ (0, 1]. Then, the
following statements are equivalent:
(i) SC is calm [q] at (p¯, x¯) = (f(x¯), x¯).
(ii) ALG1 is applicable with respect to SC for some ﬁxed λ ∈ (0, 1) and any
(p1, x1) near (p¯, x¯).
Furthermore, if SC is calm [q] at (p¯, x¯) = (f(x¯), x¯), then the following two
equivalent statements are true:
(iii) There exists a µ ∈ (0, 1) such that for each x1 ∈ C near x¯ there exists a
sequence {xk}k≥1 ⊂ C with xk → xp¯ ∈ SC(p¯) satisfying (4.3).
(iii)' There exists a µ ∈ (0, 1) such that for each x ∈ C near x¯ there is some
x′ ∈ C satisfying (4.4).
For q = 1, all statements above are equivalent.
Remark 4.9. If x¯ ∈ intC, the interior of C, then calmness of S is equivalent
to calmness of SC (easily proven by choosing an ε > 0 suﬃciently small).
4.1.2 Calmness of S versus SC
In this section, we show that in a linear space calmness of S and SC do not
have to be related. Calmness of SC does not necessarily imply calmness of S,
as the following Example 4.10 shows. Nor is the reverse the case, as can be
seen in Example 4.11.
Example 4.10. Given is the multifunction S : R+ ⇒ R+ with S(p) = {√p}
and C = {0}. Then, SC is calm at (0, 0) since for ε, δ > 0 SC(p)∩B(0, ε) = ∅
for all p ∈ (0, δ], but S is not calm at (0, 0).
In Example 4.11, we consider the space of symmetric matrices (however,
shorter examples in R2 such as Example 4.13 would also fulﬁll the purpose),
since our initial motivation is to look at sensitivity analysis for semideﬁnite
programming problems.
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Example 4.11. In the space of real symmetric matrices S2, the following sys-
tem is given: 〈(
1 0
0 0
)
,
(
x11 x12
x12 x22
)〉
= t,〈(
0 0
0 1
)
,
(
x11 x12
x12 x22
)〉
≡ 1.
This system is valid for all matrices with the speciﬁc entries x11 = t, x22 = 1.
Let C be the set of all positive semideﬁnite symmetric matrices S2+ and the
norm be the maximum absolute row sum norm ‖.‖∞.
Assuming X0 ∈ C, we look at calmness for S and for SC at (0, X0).
Calm for S: The solution set S(t) is the set of all symmetric matrices that
fulﬁll the system from above:
S(t) :=
{(
t x12
x12 1
)∣∣∣∣x12 ∈ R} .
It is easily shown, that this solution set is calm at (0, X0) for any X0 ∈ S(0):
Take any x˜12 ∈ R and denote
X˜ =
(
t x˜12
x˜12 1
)
.
For X˜0 ∈ S(0) with
X˜0 =
(
0 x˜12
x˜12 1
)
,
we get
∥∥∥X˜ − X˜0∥∥∥∞ = |t|. Hence, S is calm at (0, X0).
Calm for SC : The next question is whether SC is calm at (0, X0), and C is
the set of positive semideﬁnite matrices. We look at the solution set in C
which is, for t ≥ 0,
SC(t) :=
{(
t x12
x12 1
)∣∣∣∣ |x12| ≤ √t} ,
and consequently the solution set SC(0) is a singleton containing
X0 =
(
0 0
0 1
)
.
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Then, for t > 0 and
X˜ =
(
t
√
t√
t 1
)
one has for any L > 0 and t suﬃciently small∥∥∥X˜ −X0∥∥∥∞ =
∥∥∥∥( t √t√t 0
)∥∥∥∥
∞
= t+
√
t > L t.
Hence, SC is not calm at (0, X0).
Remark 4.12. In the above Example 4.11, SC is calm [q] at (0, X0) for q = 12 .
Example 4.13. Consider S(p) := {(x, y) ∈ R2 | y ≤ p} and
C := {(x, y) ∈ R2 | y ≥ x2}
and the Euclidean norm. Then, S is calm at (0, 0), since for any (x, y) ∈
S(p) ∩B((0, 0), ε) and y > 0 (y ≤ 0 is trivial) we get
dist((x, y), S(0)) = y ≤ p = Lp
for L = 1. However, in the case of SC(p) where SC(0) = {(0, 0)}, we can
choose for any L > 0 a p > 0 such that
(
√
p, p) ∈ SC(p) ∩B((0, 0), ε)
but dist((
√
p, p), SC(0)) > Lp. Hence, SC is not calm at (0, 0).
4.2 Projection of S onto C
Here, our focus is to study calmness of mappings that project the sets S(p)
onto C, the set of solutions in C closest to S(p). In this section, let S : P ⇒ X
be a closed multifunction, where X is a real Hilbert space with the metric
d(·, ·) induced by the inner product and P a linear normed space over R, with
some appropriate norm ‖·‖, respectively. Let C be a closed convex set in X.
Furthermore, we have the projection mapping
piC(x) := argmin{d(x, c) | c ∈ C}
and the multifunction
projC(A) := {piC(a) | a ∈ A}
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for any A ⊂ X.
As an example, consider a mapping S = F with F (p¯) ∩ C = ∅ and F (p) =
{(x, y) ∈ R2 | f(x) − y ≤ p}, where f is a continuous function on R and
C ⊂ R2 is a closed convex set. Note, that if F is calm [q] at (p¯, x¯) then so is
projC F at (p¯, pi) for a pi ∈ piC(x¯). We show that this suﬃcient condition is in
fact not true in general, however, a slightly weaker condition is.
In this section, we state and prove a projection theorem with two corollaries
and a helping lemma. The lemma shows us the inheritance of calmness [q] to a
smaller neighborhood. In the theorem, we prove that the calmness properties
of a mapping at a point outside of C are inherited when projecting both
the image of the mapping and the point onto C, however, the projection is
restricted to a local part of the image and certain given conditions. With the
help of examples, we show that neither a generalization nor the inverse of the
theorem is possible.
Consider Sε(p) := S(p) ∩B(x¯, ε).
Lemma 4.14. If S is calm [q] at (p¯, x¯) then so is Sε for suﬃciently small
ε > 0.
Proof. If S is calm [q] at (p¯, x¯) then ∃ε, δ, L > 0 such that ∀p ∈ B(p¯, δ) we get
x ∈ Sε(p) ⇒ S(p¯) ∩B(x, L ‖p− p¯‖q) 6= ∅.
We choose δ ≤ ( ε2L )
1
q and apply this δ from here on.
For any x ∈ S ε
2
(p), we get S(p¯) ∩ B(x, L ‖p− p¯‖q) 6= ∅ for all p ∈ B(p¯, δ).
Thus, there is an x˜ ∈ S(p¯) such that
d(x˜, x) ≤ L ‖p− p¯‖q ≤ Lδq ≤ ε2 .
Since d(x, x¯) ≤ ε2 , we have d(x˜, x¯) ≤ ε and Sε(p¯) ∩ B(x, L ‖p− p¯‖q) 6= ∅ for
all p ∈ B(p¯, δ). Hence, Sε is calm [q] at (p¯, x¯).
Remark 4.15. In Lemma 4.14, both X and P can be considered as metric
spaces. However, for the following proofs it is required that X be a Hilbert
space.
Theorem 4.16. If S is calm [q] at (p¯, x¯) then for projC Sε at (p¯, piC(x¯)), with
ε > 0 suﬃciently small, there exists δ, L > 0 such that
pi ∈projC S ε2 (p)⇒
projC Sε(p¯) ∩B(pi, L ‖p− p¯‖q) 6= ∅ ∀p ∈ B(p¯, δ).
(4.5)
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Proof. Since S is calm [q] at (p¯, x¯), it follows from Lemma 4.14 that for suf-
ﬁciently small ε > 0, Sε is calm [q] at (p¯, x¯), too. This means that there are
δ, L > 0, such that for all p ∈ B(p¯, δ) we have
x ∈ Sε(p) ∩B
(
x¯,
ε
2
)⇒ Sε(p¯) ∩B(x, L ‖p− p¯‖q ) 6= ∅.
Since piC is a projection onto a convex set, we have
d
(
piC(xa), piC(xb)
) ≤ d(xa, xb) ∀xa, xb ∈ X.
Then, for any pi ∈ projC S ε2 (p) there is an x ∈ S ε2 (p) with pi := piC(x), and
we get
distprojC Sε(p¯)
(
pi
) ≤ distSε(p¯)(x) ≤ L ‖p− p¯‖q ∀p ∈ B(p¯, δ).
This completes the proof.
It is necessary to look at Sε and not at the projection of all elements of S,
since S might contain points which are not near x¯, but have projections close
to piC(x¯) as in Example 4.17.
Example 4.17. The multifunction S : R⇒ R2 is deﬁned as follows
S(p¯) =
{
(0, 0), (0, b)
}
,
S(p) =
{
[−√p,√p]× {p+ b}} for p > 0,
S(p) = ∅ for p < 0,
for a positive b > 0 and p¯ = 0. For x¯ = (0, 0), we easily see that S is calm at
(p¯, x¯), hence, it fulﬁlls property (4.5), since S(p) ∩B(x¯, ε) is empty for p 6= p¯
and ε suﬃciently small. If we look at the projection onto C = R× {0}, then
the projection of Sε˜ for a suﬃciently small ε˜ is calm at
(
p¯, piC(x¯)
)
.
However, for suﬃciently small ε and p (
√
p < ε) we can choose an
x ∈ projC S(p) ∩B
(
piC(x¯), ε
)
=
{
[−√p,√p]× {0}}
with x =
√
p such that distprojC S(p¯)(x) =
√
p > Lp for any L > 0, whence
projC S is not calm at
(
p¯, piC(x¯)
)
.
In the following Corollary 4.18, a suﬃcient condition for calmness is given,
such that property (4.5) can be replaced by calmness in Theorem 4.16.
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Corollary 4.18. Assume S is calm [q] at (p¯, x¯). Furthermore let ε∗, δ > 0 be
suﬃciently small, such that for any ε′ ∈ (0, ε∗] there exists a µ′ > 0 such that
B(piC(x¯), µ
′) ∩ (projC B(x¯, ε′) \ projC B
(
x¯,
ε′
2
)
)
= ∅, (4.6)
and for all p ∈ B(p¯, δ)
pi ∈ projC B(x¯,
ε′
2
) ∩ projC S(p)⇒ ∃x ∈ S(p) ∩B(x¯,
ε′
2
) : piC(x) = pi. (4.7)
Then projC Sε is calm [q] at (p¯, piC(x¯)) for suﬃciently small ε > 0.
Proof. We choose ε′ and µ′ suﬃciently small. If pi ∈ projC(S(p) ∩B(x¯, ε′)) ∩
B(piC(x¯), µ
′) then from (4.6) we get pi ∈ projC B(x¯, ε
′
2 ). Since we clearly have
pi ∈ projC S(p), we obtain from (4.7) that there exists an x ∈ B(x¯, ε
′
2 ) ∩ S(p)
such that piC(x) = pi. Following the proof of Theorem 4.16, with ε := ε′, we
get, for any pi ∈ projC Sε(p) ∩ B(piC(x¯), µ′) there is an x ∈ Sε(p) ∩ B(x¯, ε2 )
with pi = piC(x), and we get for an L > 0
distprojC Sε(p¯)
(
pi
) ≤ distSε(p¯)(x) ≤ L ‖p− p¯‖q ∀p ∈ B(p¯, δ).
This completes the proof.
A special case of Corollary 4.18 is when C is the cone of positive semideﬁnite
symmetric matrices C = Sn+.
Corollary 4.19. Let S : X → Sn, C := Sn+ and S be calm [q] at (Y¯ , X¯).
Furthermore, let δ > 0 be suﬃciently small, such that for any ε′ > 0 (4.7) is
fulﬁlled. Then projC Sε is calm [q] at (Y¯ , X¯+) for a suﬃciently small ε > 0.
We recall, that in Lemma 2.4, we showed that for matrices A,B ∈ Sn we have
A = (A+B)+ ⇐⇒ B = (A+B)− ⇐⇒ A  0, B  0, 〈A,B〉 = 0. (4.8)
Proof. It suﬃces to show that for suﬃciently small ε > 0 there exists µ > 0
such that
Aµ,ε := B
(
X¯+, µ
) ∩ (projC B(X¯, ε) \ projC B(X¯, ε2)) = ∅.
For X¯  0 (i.e. X¯ ∈ C = Sn+) and µ := ε2 , we get
B(X¯, µ) ∩ projC B(X¯, ε) ⊆ B(X¯, µ) ∩ C ⊆ projC B(X¯,
ε
2
)
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and Aµ,ε = ∅.
For X¯ ≺ 0 choose ε suﬃciently small, then projC B(X¯, ε) = 0, and it follows
directly that Aµ,ε = ∅.
For X¯  0 and X¯ ⊀ 0 assume that Aµ,ε 6= ∅ for all ε > 0 and µ > 0, then
there exist Zi ∈ Aµi,ε such that
Zi → X¯+
when µi → 0, but clearly Zi 6= X¯+ for all i.
Furthermore, there exist Z¯i ∈ B(X¯, ε) \ B◦(X¯, ε2 ) with the same orthogonal
matrices in their spectral decomposition as for X¯, such that Z¯i+ = Z
i, and
w.l.o.g.
Z¯i → X∗ ∈ B(X¯, ε) \B◦(X¯, ε
2
),
where B◦(X¯, ε2 ) is the open
ε
2 -ball, because of compactness. For the projection
of this limit, we get X∗+ = X¯+, since the projection is a continuous mapping.
Now, let X¯ = PΛPT be a spectral decomposition of X¯, P an orthogonal
matrix and Λ the diagonal matrix with the eigenvalues λi(X¯) sorted in de-
scending order. We choose an appropriate s = (s1, . . . , sn) where si ∈ (−ε, ε),∑
i s
2
i ∈ [ ε2 , ε] and si = 0 if λi(X¯) ≥ 0, and write
X∗ = P (Λ + Diag(s))PT ∈ B(X¯, ε) \B◦(X¯, ε
2
)
(if necessary choose a smaller ε), which is possible because Z¯i → X∗ ∈ B(X¯, ε)
and Z¯i+ = Z
i → X¯. W.l.o.g. we have a subsequence Xk → X∗, Xk ∈
B(X¯, ε) \B(X¯, ε2 ) and Xk+ 6= X¯+ with
Xk := βkX∗ + (1− βk)X¯ for βk > 1, lim
k→∞
βk = 1
and we get Xk = PΛkPT .
Note, that X∗ = X¯+ +X∗− and 〈X¯+, X∗−〉 = 0. Then, we get
Xk =βk(X¯+ +X
∗
−) + (1− βk)(X¯+ + X¯−)
=X¯+ + β
kX∗− + (1− βk)X¯−.
(4.9)
It follows directly that
〈X¯+, βkX∗− + (1− βk)X¯−〉 = βk〈X¯+, X∗−〉+ (1− βk)〈X¯+, X¯−〉 = 0.
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Furthermore, since Xk and X¯ share the same orthogonal matrices, and for
suﬃciently small ε > 0, we have λi(X¯) + si < 0 if λi < 0 and we get
βkX∗− + (1− βk)X¯−  0
for suﬃciently large k since X∗− 6= 0. From (4.8) and (4.9), the contradiction
Xk+ = X¯+ follows. Hence, Aµ,ε = ∅ for suﬃciently small µ and ε. This
concludes the proof.
Remark 4.20. Corollary 4.19 also holds for Rn+.
If projC Sε is calm at
(
p¯, pi(x¯)
)
, then that does not necessarily mean that S
is calm at a point (p¯, x¯). This is easily shown by considering C as the origin.
4.3 Calmness Conditions for Inequality Systems
For a ﬁnite set of locally Lipschitzian functions gi : X → R, where X is a
complete metric space and i ∈ I = {1, . . . ,m}, and a closed set C ⊆ X we
study calmness [q] of the following multifunction ΣC : Rm ⇒ X
ΣC(p) := {x ∈ C | gi(x) ≤ pi ∀i ∈ I}
at (p¯, x¯) with a ﬁnite index set I.
One possibility is to include distC(x) to the inequality system describing ΣC ,
and deﬁne
Σ˜(p˜) := {x ∈ X | (g(x),distC(x)) ≤ p˜} ,
where p˜ ∈ Rm+1. Calmness of ΣC is even equivalent to calmness of Σ˜, as
shown in Lemma 4.21. However, the mapping distC(x) is not diﬀerentiable,
and in the Banach space we focus on continuously diﬀerentiable gi to look at
a necessary and suﬃcient algorithmic approach for calmness (in the classic
sense, where q = 1) and the speed of convergence in such a case.
Lemma 4.21. Let X, C, ΣC , and g be given as mentioned above and q ∈
(0, 1]. Let x¯ ∈ ΣC(0). Then, at (0, x¯) the mapping ΣC is calm [q] if and only
if at (0, x¯) the mapping Σ˜ is calm [q].
The following proof of Lemma 4.21 was given by an anonymous reviewer.
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Proof. The if-part being evident, let ΣC be calm at (0, x¯). Then, for some
L, ε > 0,
distΣC(0)(x) ≤ L ‖p‖q ∀p ∈ B(0, ε) ∀x ∈ ΣC(p) ∩B(x¯, ε). (4.10)
Let K > 0 be a Lipschitz constant of g on B(x¯, δ) for some δ > 0. Put
ε˜ := min{ ε4 , ε4K , δ4 , 1} > 0.
For arbitrary p˜ ∈ B(0, ε˜) in Rm+1 and x ∈ Σ˜(p˜) ∩B(x¯, ε˜), we write p˜ = (p, t)
and consider the maximum norm in Rm+1, hence, x ∈ B(x¯, δ2 ), g(x) ≤ p, and
distC(x) ≤ t ≤ ε˜ ≤ δ4 .
Choose x˜ ∈ C such that d(x, x˜) ≤ 2t. Then, d(x, x˜) ≤ δ2 and x˜ ∈ B(x¯, δ),
whence ‖g(x)− g(x˜)‖ ≤ K d(x, x˜). Since g(x˜) ≤ p+ (g(x˜)− g(x)), it follows
that x˜ ∈ ΣC(u) where u := p+ (g(x˜)− g(x)). Since ‖p‖ ≤ ε2 and |t| ≤ ε4K , we
get
‖u‖ ≤ ‖p‖+K d(x, x˜) ≤ ε
2
+K2t ≤ ε, (4.11)
whence u ∈ B(0, ε).
Finally, from d(x, x¯) ≤ ε4 , |t| ≤ ε4 and d(x, x˜) ≤ 2t ≤ ε2 , we see that x˜ ∈
B(x¯, ε). This allows us to apply (4.10) with respect to x˜. Combined with
(4.11) and the fact that t < 1 by deﬁnition of ε˜, we get
distΣ˜(0)(x) ≤ d(x, x˜) + distΣC(0)(x˜) ≤ 2t+ L ‖u‖q
≤ 2t+ L(‖p‖+K2t)q ≤ 2tq + L(‖p˜‖+ 2K ‖p˜‖)q
≤ [2 + L(1 + 2K)q] ‖p˜‖q .
This shows calmness of Σ˜ at (0, x˜).
4.3.1 Convergence Speed for a Calm System
Let gm(x) := maxi∈I gi(x), α+ := max{0, α} for α ∈ R and the relative slack
of gi(x) in comparison with gm(x) be si(x) := max{0, g
m(x)−gi(x)
gm(x) }.
We deﬁne Σ˜C(r) := {x ∈ C | (gm)+(x) = r}.
Lemma 4.22. ΣC is calm [q] at (0, x¯) iﬀ Σ˜C is calm [q] at (0, x¯).
Proof. W.l.o.g. we consider the maximum norm in Rm. Obviously, ΣC(0) =
Σ˜C(0).
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(⇒) If ΣC is calm [q] at (0, x¯) then we have positive ε, δ and L that, for all
p ∈ B(0, δ), satisfy
x ∈ B(x¯, ε) and gi(x) ≤ pi ∀i ∈ I ⇒ distΣC(0)
(
x
) ≤ L ‖p‖q .
Then, for all r ∈ [0, δ] (for negative r calmness is trivial), we choose a p ∈
B(0, δ) with pi = r for all i and get
x ∈ B(x¯, ε) and gi(x) ≤ (gm)+(x) = r
⇒ distΣC(0)
(
x
) ≤ L ‖p‖q = L |r|q ,
which proves the if-part.
(⇐) Suppose, Σ˜C is calm [q] but ΣC is not calm [q] at (0, x¯). Then, for
all positive ε, δ and L there exists some x˜ ∈ B(x¯, ε) and p ∈ B(0, δ) that
satisfy gi(x˜) ≤ pi for all i and distΣC(0)
(
x˜
)
> L ‖p‖q . We deﬁne p˜ such that
p˜i = min{pi, (gm)+(x˜)}.
Then, we get (gm)+(x˜) = max{p˜i} =: r˜ but
distΣC(0)
(
x˜
)
> L ‖p‖q ≥ L |r˜|q ,
which contradicts the assumption.
Similarly to Klatte and Kummer [28, Theorem 3], we get the following neces-
sary respectively equivalent condition for calmness for ΣC . In Theorem 4.24,
we consider q = 1.
Theorem 4.23. Let gm(x¯) = 0. If ΣC is calm [q] at (0, x¯), then there exists
some µ ∈ (0, 1) and a neighborhood Ω of x¯ such that the following holds: for
any x ∈ Ω ∩ C with gm(x) > 0 suﬃciently small, we have some x′ ∈ C with
x 6= x′ such that
(gi)+(x
′)q − (gi)+(x)q
d(x, x′)
≤ g
m(x)q − (gi)+(x)q
d(x, x′)
− µ ∀i ∈ I
and µ gm(x) ≤ d(x, x′) ≤ 1
µ
gm(x)q.
(4.12)
Proof. ΣC is calm [q] at (0, x¯) if and only if Σ˜C is calm [q] at (0, x¯) as shown
in Lemma 4.22. This means by Corollary 4.8 (iii)′ that if ΣC is calm [q] then
for some µ ∈ (0, 1) and any x ∈ C near x¯ that fulﬁlls gm(x) > 0 there is some
x′ ∈ C such that
gm(x)q − (gm)+(x′)q ≥ µ d(x, x′) and d(x, x′) ≥ µ gm(x). (4.13)
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We have
(gm)+(x
′)q ≤ gm(x)q − µ d(x, x′) ⇐⇒
(gi)+(x
′)q ≤ gm(x)q − µ d(x, x′) ∀i ∈ I.
Hence, the inequalities (4.13) are, for suﬃciently small gm(x), equivalent to
µ gm(x) ≤ d(x, x′) ≤ 1
µ
gm(x)q
and
(gi)+(x
′)q − (gi)+(x)q
d(x, x′)
≤ g
m(x)q − (gi)+(x)q
d(x, x′)
− µ ∀i ∈ I
whence the assumption in (4.12).
Theorem 4.24. Let gm(x¯) = 0. Then ΣC is calm at (0, x¯) if and only if
there exists some µ ∈ (0, 1) and a neighborhood Ω of x¯ such that the following
holds: for any x ∈ Ω ∩ C with gm(x) > 0, we have some x′ ∈ C with x 6= x′
such that
(gi)+(x
′)− (gi)+(x)
d(x, x′)
≤ g
m(x)− (gi)+(x)
d(x, x′)
− µ ∀i ∈ I
and µ gm(x) ≤ d(x, x′) ≤ 1
µ
gm(x).
(4.14)
Moreover, let us assume X is a Banach space, C a closed convex set, and
g ∈ C1(X) with gm(x¯) = 0. Then, ΣC is calm at (0, x¯) if and only if there
exists some µ ∈ (0, 1) and a neighborhood Ω of x¯ such that the following holds:
for any x ∈ Ω∩C with gm(x) > 0, we have some u ∈ bdB(0) and t > 0 such
that x+ tu ∈ C and
Dgi(x¯)u ≤ si(x)
µ
− µ ∀i ∈ I. (4.15)
Proof. ΣC is calm at (0, x¯) if and only if Σ˜C is calm at (0, x¯) as shown in
Lemma 4.22. This means by Corollary 4.8 (iii)′ that ΣC is calm if and only
if for some µ ∈ (0, 1) and any x ∈ C near x¯ that fulﬁlls gm(x) > 0 there is
some x′ ∈ C such that
gm(x)− (gm)+(x′) ≥ µ d(x, x′) and d(x, x′) ≥ µ gm(x).
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These inequalities are equivalent to
µ gm(x) ≤ d(x, x′) ≤ 1
µ
gm(x)
and
(gi)+(x
′)− (gi)+(x)
d(x, x′)
≤ g
m(x)− (gi)+(x)
d(x, x′)
− µ ∀i ∈ I,
whence the assumption in (4.14).
Let X be a Banach space with the norm induced metric d(x, x′) := ‖x− x′‖.
Here, we can consider gi(x) instead of (gi)+(x) in (4.14). For all x ∈ Ω ∩ C,
there exists a u ∈ bdB(0) and t > 0 such that x+ tu = x′ ∈ C and
gi(x+ tu)− gi(x)
t
≤ (gi)+(x+ tu)− gi(x)
t
≤ g
m(x)− gi(x)
t
− µ
≤ g
m(x)− gi(x)
µ gm(x)
− µ
=
si(x)
µ
− µ ∀i ∈ I, t ∈ [µ, 1µ]gm(x).
For x→ x¯ and t↘ 0, we have uniform convergence and get
sup
i∈I,‖u‖=1
∣∣∣∣gi(x+ tu)− gi(x)t −Dgi(x¯)u
∣∣∣∣→ 0,
whence
Dgi(x¯)u ≤ si(x)
µ
− µ ∀i ∈ I (4.16)
for a possibly smaller µ.
The reverse direction, that (4.14) follows from (4.15), is proven by applying
t = µ gm(x) to the equation (4.15), looking at the deﬁnition of Dgi(x¯) without
the limes and choosing a possibly smaller µ.
Remark 4.25. Consider gm, µ, and Ω as in Theorem 4.24. Note, that if for all
x ∈ Ω ∩ C with gm(x) > 0 there exists an x′ ∈ X, x′ 6= x, such that (4.14)
is fulﬁlled but x′ ∈ C is not guaranteed for x suﬃciently close to x¯, then we
have a necessary however not suﬃcient condition for calmness of ΣC .
For a more general approach to calmness [q] and applications to C2 systems
for q = 12 , we refer to Kummer [34], who proves the following theorem which
includes Clarke's generalized Jacobian ∂C .
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Theorem 4.26 (Kummer [34] Theorem 4.11). ΣRn is calm [ 12 ] at (0, x¯) if
0 /∈ ∂Cgm(x¯).
However, ΣC is not necessarily calm [ 12 ] at (0, x¯) for an appropriate C even if
0 /∈ ∂Cgm, as shown in Example 4.27.
Example 4.27. Let g(x, y) = y + cosx, (x¯, y¯) = (pi, 1) and C = R × {1}.
Furthermore, we have ΣC(p) = {(x, 1) | 1 + cosx ≤ p} and ΣC(0) = {(x, 1) |
cosx ≤ −1} = {((2z + 1)pi, 1) | z ∈ Z}.
Since gm(x, y) = g(x, y) = y+cosx, we have gm ∈ C2 and Clarke's generalized
Jacobian coincides with the F-derivative, hence
∂Cg
m(x, y) = (− sinx, 1).
Clearly, 0 /∈ ∂Cgm(pi, 1) = (0, 1). However, for any δ > 0, we can choose
p ∈ B(0, δ) and (x, 1) ∈ ΣC(p) ∩ B((pi, 1), ε), ε > 0, such that 1 + cosx = p,
and for L > 0 we get
distΣC(0)
(
(x, 1)
)
= ‖(x, 1)− (pi, 1)‖ = |x− pi|
> L |cosx− cospi| 12 = L |p| 12 .
So ΣC is not calm [ 12 ] at
(
0, (x¯, y¯)
)
.
In the remaining part of Section 4.3.1 we assume that X is a Banach space
and C a closed convex set in X.
Remark 4.28. If we add ε ‖x− x¯‖2 to all gi(x), then we get a perturbed system
in C (cf. Klatte and Kummer [28]). If the perturbed system is calm at (0, x¯)
in X, then the original system is also calm in C.
Remark 4.29. Let the conditions be given as in Theorem 4.24. If x′ ∈ C and
x′ + tu ∈ C then x′ + µ gm(x′)u ∈ C since µ gm(x′) ≤ t and C is convex.
Algorithm (ALG2). Given xk ∈ C ⊂ X and µk > 0 for suﬃciently large k,
solve the system
Dgi(x
k)u ≤ si(x
k)
µk
− µk ∀i, ‖u‖ = 1,
xk + µk g
m(xk)u ∈ C.
Having a solution u, put xk+1 = xk + µk g
m(xk)u, µk+1 = µk
otherwise put xk+1 = xk, µk+1 =
1
2µk.
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Theorem 4.30. Let g ∈ C1(X) and C be closed and convex. ΣC is calm
at (0, x¯) if and only if there exists some α > 0 such that for
∥∥x1 − x¯∥∥ small
enough and x1, x¯ ∈ C, and µ1 = 1, it follows µk ≥ α for all k, for an
appropriate u, such that (ALG2) is applicable.
In this case, the sequence xk converges to some xpi ∈ ΣC(0) and
gm(xk+1) < (1− β2) gm(xk) whenever 0 < β < α and gm(xk) > 0.
Proof. We assume calmness of ΣC at (0, x¯), which is, according to Corollary
4.8, for f(x) := gm(x), equivalent to the inequalities
d(xk+1, xk) ≥ α gm(xk) and gm(xk)− gm(xk+1) ≥ α d(xk+1, xk)
for appropriate {xk} ⊂ C and a ﬁxed α > 0. Hence, for every xk we can choose
a µk ∈ [α, µk−1] with µ1 := 1. With Theorem 4.24 and x1 possibly closer to
x¯, we get the inequality of ALG2. This proves the suﬃcient condition and
xk → xpi ∈ ΣC(0). The necessary condition follows directly from Theorem
4.24.
The estimate follows from Theorem 4.24 (4.14) which is equivalent to
gm(xk+1) ≤ gm(xk)− αt and α2gm(xk) ≤ αt ≤ gm(xk),
where gm(xk) > 0.
Then, for all β with 0 < β < α, we have
gm(xk+1) ≤ (1− α2)gm(xk) < (1− β2)gm(xk),
whence gm(xk+1) < (1− β2)k+1gm(x1) and gm(xk)→ 0 for k →∞.
To get a convex auxiliary system, it suﬃces to claim ‖u‖ ≤ 1 in ALG2.
We get a theorem similar to Theorem 4.30 with the new constant D = 1 +
supi ‖Dgi(x¯)‖ and the estimate
gm(xk+1) < (1− β2)gm(xk) whenever 0 < β < α
2
D
and gm(xk) > 0. (4.17)
The proof is similar to the proof of Theorem 4 in [28].
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4.3.2 Applications to Semideﬁnite Programming
The algorithm ALG2 solves problems that require the solution to be in a
closed convex set. This makes semideﬁnite programming (SDP) problems an
obvious client, considering the nonpolynomial cone of positive semideﬁnite
matrices as C. In this section, we give a few examples of frameworks for
procedures to solve SDP problems, provided that we have calmness.
The following SDP problem is given
min f(X) s.t. X ∈ Sn+, gr(X) ≤ 0 r = 1 . . .m. (4.18)
The functions f, g = (g1, . . . , gm) are speciﬁed below, Sn+ is again the set of
real symmetric positive semideﬁnite matrices.
First, we concentrate on the constraint set of the problem, considering ei-
ther C1-functions or only linear functions. Finally, we look at the complete
optimization problem and a procedure to calculate the Karush-Kuhn-Tucker
points.
C1 constraints
Let the constraints gr be any C1-functions, then the maximum function gm
and the slack sr are deﬁned as shown above. Suppose Xk is a sequence in
Sn+ near a feasible point. The multifunction ΣC(p) := {X ∈ Sn | gr(X) ≤
pr ∀r} is calm at a solution if and only if the sequence Xk converges to a
feasible point at a convergence speed that fulﬁlls inequality (4.17). In other
words, the following inequalites are true for a suﬃciently small µk and a
U ∈ Sn, ‖U‖ ≤ 1:
〈Dgr(Xk), U〉 ≤ sr(X
k)
µk
− µk ∀r.
Hence, we are looking for uij , i = 1 . . . n, j = i . . . n such that
n∑
i=1
∂gr(X
k)
∂xii
uii + 2
n∑
i=1
∑
j>i
∂gr(X
k)
∂xij
uij ≤ sr(X
k)
µk
− µk ∀r
n∑
i=1
u2ii + 2
n∑
i=1
∑
j>i
u2ij ≤ 1.
(4.19)
90
4.3. Inequality Systems Chapter 4. Calmness
The quadratic inequality comes from
n∑
i=1
n∑
j=1
u2ij = tr(U
2) = tr(PΛPTPΛPT )
= tr(PΛ2PT ) =
n∑
i=1
λ2i = ‖U‖2 ,
where U = PΛPT is the spectral decomposition of U . P is an orthogonal
matrix and Λ the diagonal matrix with the eigenvalues λi of U .
We get an inequality system with (n+1)n2 variables and m+ 1 inequalities.
Linear constraints
From problem (4.18), let the constraints be linear functions. If we only look
at the constraint set, then we get the following equation
gr(X) = 〈Ar, X〉 Ar ∈ Sn+.
Clearly, gm(X) := maxr〈Ar, X〉 denotes the maximum of all functions gr.
The choice of Ar in gm depends on X as Example 4.31 illustrates.
In this case, a direction U = (uij)i,j∈N where N := {1, . . . , n}, as above and
Ar = (arij)i,j∈N must fulﬁll
〈Ar, U〉 ≤ sr(X
k)
µk
− µk ∀r.
Hence, we are looking for uij , i = 1 . . . n, j = i . . . n such that
n∑
i=1
ariiuii + 2
n∑
i=1
∑
j>i
arijuij ≤
sr(X
k)
µk
− µk ∀r
n∑
i=1
u2ii + 2
n∑
i=1
∑
j>i
u2ij ≤ 1.
(4.20)
We have an inequality system with (n+1)n2 variables and m+ 1 inequalities.
Example 4.31. We want to show that the choice of Ar in gm depends on the
choice of X. By choosing
A1 =
(
1 0
0 2
)
, A2 =
(
2 0
0 1
)
, X1 =
(
3 0
0 2
)
, X2 =
(
2 0
0 3
)
,
91
4.3. Inequality Systems Chapter 4. Calmness
we get maxr〈Ar, X1〉 = 〈A2, X1〉 but maxr〈Ar, X2〉 = 〈A1, X2〉.
Karush-Kuhn-Tucker points
In the following case, the entire problem (4.18) is considered. For this opti-
mization problem, the Karush-Kuhn-Tucker (KKT) points (X, y) ∈ Sn+ ×Rm
fulﬁll
DXL(X, y) = DXf(X) +
m∑
r=1
yrDXgr(X) ∈ −NSn+(X), X ∈ Sn+
g(X) ≤ 0, y ≥ 0, 〈y, gr(X)〉 = 0,
where NSn+(X) is the normal cone of Sn+ at X. This can be rewritten as
DXL(X, y), X ∈ Sn+,
h1(X, y) = 〈X,DXL(X, y)〉 ≤ 0,
h2(X, y) = −〈X,DXL(X, y)〉 ≤ 0,
h3(X, y) = g(X) ≤ 0,
h4(X, y) = −y ≤ 0,
h5(X, y) = 〈y, gr(X)〉 ≤ 0,
h6(X, y) = −〈y, gr(X)〉 ≤ 0.
Let f and g be twice diﬀerentiable, h = (h1, . . . , h6). We deﬁne
ΣSn+(p) := {(X, y,DXL(X, y)) ∈ Sn+ × Rm × Sn+ | h(X, y) ≤ p}.
We then get the following theorem:
Theorem 4.32. ΣSn+ is calm at (X, y,DXL(X, y)) if and only if a minimizing
sequence (Xk, yk, DXL(X
k, yk)) ∈ Sn+ × Rm × Sn+ exists, that converges to-
wards a KKT point (including DXL) and for h
m(Xk, yk), the maximum of all
functions, the convergence properties given in (4.17) are fulﬁlled. This means,
there exist suﬃciently small µk > α for a ﬁxed α > 0 and (U, v) ∈ Sn × Rm
with ‖(U, v)‖ ≤ 1 such that the following inequalities for (Xk, yk) are true:
DXhi(X
k, yk)(U, v) ≤ si(X
k)
µk
− µk
(Xk+1, yk+1) := (Xk, yk) + µkh
m(Xk, yk)(U, v) ∈ Sn+ × Rm
DXL((X
k+1, yk+1)) ∈ Sn+.
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Now the next point of the sequence is (Xk+1, yk+1).
4.4 Related Work
The deﬁnition calmness was ﬁrst used by Clarke [10] in the context of optimal
value functions in 1976, while Robinson [43] introduced the multifunction
property upper Lipschitzian in 1979 which precedes calmness at x¯ for u¯. This
is a calmness variant of the Aubin property, as introduced by Rockafellar
and Wets [45], whose calmness property of a multifunction we use in the
current chapter. Ioﬀe [23] introduced and characterized the property presently
called metric subregularity (which is equivalent to calmness of the inverse)
for single valued mappings, and Dontchev and Rockafellar [12] suggested the
terminology metric subregularity.
Several diﬀerent approaches have been made to analyze calmness for multi-
functions, such as constraint set mappings, bilevel programs, and MPECs (cf.
Henrion and Surowiec [21]).
Henrion and Outrata [19] prove a suﬃcient criteria for calmness of the map-
ping S(y) = {x ∈ Ω | g(x) + y ∈ Λ}, where Ω is a neighborhood in X and
Λ ⊂ Y a closed subset. It is based on Morduhkovich's approach to the Aubin
property (or metric regularity of the inverse) via the so-called limiting (Mor-
dukhovich) coderivative (cf. Morduhkovich [39]), and guarantees calmness,
under mild assumptions on Ω and g. However, if x¯ is not a boundary point
of the considered neighborhood Ω in X, then x¯ must either be an isolated
point or the condition has the Aubin property. Henrion and Outrata [20] give
weaker conditions for calmness, but only in relation to special applications.
Furthermore, an equivalence between calmness and the Abadie constraint
qualiﬁcation is shown when x¯ is the only local solution.
These, however, are mainly suﬃcient but not necessary conditions for calm-
ness. Ioﬀe and Outrata [24] show a suﬃcient condition for calmness of set
valued ﬁnite dimensional spaces with help of a newly introduced derivative-
like outer coderivative.
For mappings with closed and convex graphs, when replacing the limiting
coderivative with the outer coderivative, one gets an equivalence for metric
subregularity instead of metric regularity. If convexity of the graph is not
given, then we still have a suﬃcient condition for calmness.
Zheng and Ng [54] look at generalized equations for a closed multifunction
between Banach spaces. They show that calmness for the intersection of a
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closed, convex multifunction S and a convex set A can be characterized with
the help of the normal cone of S and A in a point near the solution, and
the coderivative of S−1. Furthermore, Zheng and Ng [55] look at a suﬃcient
condition for calmness in the nonconvex case. Assuming F : X → Y convex,
they get a necessary condition for metric subregularity, and by considering X
an Asplund space and Y a ﬁnite Hilbert space or a reﬂexive Banach space,
the suﬃcient and necessary conditions can be characterized with more general
coderivatives.
Klatte and Kummer [27,28] show the equivalence between the calmness prop-
erty and the convergence behavior of a procedure for solving a constraint prob-
lem for multifunctions in arbitrary Banach spaces. Kummer [34] extended the
analysis for calmness to multifunctions mapping into complete metric spaces
and for the more general Hoelder-calmness.
So far, we are not aware of any work on suﬃcient and necessary conditions
for calmness in cone programs, such as SDP problems. Ioﬀe and Outrata [24]
observe calmness over a set in a Banach space, hence calmness for a solution
set intersected with a cone could be regarded. But equivalent conditions to
show calmness, as proven by Klatte and Kummer [28] only apply to calmness
on solution sets of inequality systems.
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This thesis is set out to explore sensitivity analysis in semideﬁnite program-
ming. Our aim is to look at the stability of solution sets of disturbed SDP
problems by rewriting the problems as parametrized optimization problems
with a right-hand parameter. We seek to extend the toolbox for solution
methods in SDP by characterizing strong regularity, upper regularity, and
calmness in this ﬁeld.
5.1 Results
In this thesis, two ﬁelds of mathematics are combined, namely sensitivity anal-
ysis and semideﬁnite programming. While sensitivity analysis for standard
optimization problems with polyhedral cone constraints is an exhausted ﬁeld,
working with semideﬁnite programming problems is still unfolding.
The main results are chapter speciﬁc and summarized within the respective
chapters. In this section, we illustrate the results of our research.
In the ﬁrst approach, sensitivity of SDP problems is characterized with the
help of generalized derivatives. This approach over Kojima functions is still
quite new in SDP, and we introduce the product form F(x, Y ) = M(x)N(Y ),
which is new for Y ∈ Sp. We show upper and strong regularity of the SDP
Kojima functions by looking at the solutions of a certain given system.
Furthermore, in the second approach, we are interested in showing a suﬃ-
cient and necessary condition for calmness at feasible and stationary points
of SDP problems. Results on calmness are even new for polyhedral cone pro-
gramming. We extend an algorithmic structure to compare calmness with
convergence conditions to SDP, by observing calmness and Hölder-calmness
for the solution set of an inequality system intersected with a ﬁxed algebraic
constraint. Our results give suﬃcient and necessary conditions for calmness,
and the framework for an algorithmic approach to show calmness at feasible
and solution points of SDP problems. A few examples are given to demon-
strate the results.
95
5.2. Open Questions Chapter 5. Conclusion
While working on the thesis research problems, we obtain several useful and
new results. We appear to be the ﬁrst to look at the contingent derivative of
the Kojima system in the SDP context. Furthermore, we are neither aware of
any previous attempts to calculate the Thibault derivative for the projection
function Π+ onto the cone of positive semideﬁnite matrices, nor looking at
the Thibault derivative of the Kojima system, nor showing the simple char-
acteristic thereof.
In the course of looking at calmness regarding a ﬁxed algebraic constraint,
we gain knowledge on calmness, or a weakened form thereof, for projection
functions piC onto convex sets C.
5.2 Open Questions
As a direct consequence of our study, several limitations were encountered,
which encourage future research. Let us give a few questions that remain
open or have arisen in the process of our work.
• Can we give a more precise description of the Thibault limit set of the
projection function Π+, which is described in Chapter 3.3? Would an
approach over tensors, similar to Malick and Sendov's [36] calculation
of the Clarke generalized Jacobian, be useful?
• Is the projection function Π+ simple at a matrix with more than one
zero eigenvalue?
• Are the Clarke generalized Jacobian and the Thibault limit set the same
for the matrix projection function?
• Can we get more precise results for calmness of the projection function
piC from Chapter 4.2, for convex sets that are not semideﬁnite cones?
• In Chapter 4.3.1, we had to reduce our results to (proper) calmness in
order to get a suﬃcient condition to show calmness in Theorem 4.24.
Can we achieve similar results for Hölder-calmness?
While these questions do remain open, in this thesis we successfully expand
results from polyhedral cone programming to SDP problems and contribute
to closing the gap of its sensitivity analysis.
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