We report a computer-simulation study of homogeneous gas-liquid nucleation in a Lennard-Jones system. Using umbrella sampling, we compute the free energy of a cluster as a function of its size. A thermodynamic integration scheme is employed to determine the height of the nucleation barrier as a function of supersaturation. Our simulations illustrate that the mechanical and the thermodynamical surfaces of tension and surface tension differ significantly. In particular, we show that the mechanical definition of the surface tension cannot be used to compute this barrier height. We find that the relations recently proposed by McGraw and Laaksonen ͓J. Chem. Phys. 106, 5284 ͑1997͔͒ for the height of the barrier and for the size of the critical nucleus are obeyed.
I. INTRODUCTION
The spontaneous formation of liquid droplets in a supersaturated vapor is probably the best known example of homogeneous nucleation. In view of its great practical importance, a large number of experimental studies of gas-liquid nucleation has been reported and the earliest theoretical description dates back to the 1920s. 1, 2 In recent years, research on gas-liquid nucleation has received a new impetus. This is partly due to the emergence of sophisticated experimental techniques that make it possible to measure nucleation rates with unprecedented accuracy. 3, 4 The so-called nucleation theorem 3, [5] [6] [7] makes it possible to deduce, from the experimental data on the nucleation rate, detailed information about the size and composition of the critical nucleus. 3, [8] [9] [10] In parallel, modifications and extensions of the classical nucleation theory have been proposed [11] [12] [13] [14] [15] and novel theoretical tools 16 have made it possible to go beyond the essentially macroscopic description that lies at the basis of classical nucleation theory. In particular, expressions for the height of the barrier and the size of the critical nucleus have been proposed that could provide a possible explanation for the systematic discrepancies between classical nucleation theory ͑CNT͒ and experiment. 17, 18 Furthermore, much theoretical progress has been made in calculating the Tolman length, 19 which is an important quantity in nucleation as it describes how the surface free energy changes with droplet size.
However, despite the fact that nucleation rate measurements have become increasingly accurate, many of the theoretical predictions are difficult to test directly in an experiment as they are concerned with the microscopic structure of the critical nucleus. Computer simulation is a natural tool to study the details of the nucleation process, because it yields essentially exact microscopic information about the model studied.
Liquid clusters in vapor have been studied in detail by computer simulation. [20] [21] [22] [23] [24] [25] [26] [27] Most of these simulations were done in the canonical ensemble, that is, at constant number of particles N, constant temperature T, and constant volume V. A simple analysis 22, 25 of the change in Helmholtz free energy when a liquid droplet is formed from the vapor shows that a liquid cluster can be in equilibrium with the vapor in a constant volume simulation. However, in most nucleation experiments the pressure or, equivalently, the chemical potential of the vapor, is held constant. Classical nucleation theory also usually considers the nucleation of a liquid drop from the vapor at constant chemical potential, i.e., at constant pressure of the vapor. Therefore, one would like to perform a simulation at constant pressure rather than at constant volume. At constant pressure a liquid cluster can be in equilibrium with the vapor at the top of the nucleation barrier. However, this equilibrium is unstable. If a cluster, due to spontaneous fluctuations, becomes larger than the critical size, it will grow, because in that way it can minimize its excess free energy. On the other hand, if a cluster by chance becomes smaller than this critical size, it will shrink, again because in that way it can lower its excess free energy.
Hence, in a standard NPT simulation it is virtually impossible to study a critical cluster. However, using the umbrella-sampling scheme 28 it is possible to stabilize the critical cluster at constant pressure. But, more importantly, it also makes it possible to stabilize the precritical ͑and postcritical͒ nuclei, thus allowing us to compute the excess free energy of a cluster as a function of its size at constant pressure. Hence, with the umbrella-sampling technique we obtain not only structural information about the precritical and critical nuclei, but also about the height of the nucleation barrier. Moreover, the umbrella sampling technique can be combined with a thermodynamic integration scheme, which enables the efficient computation of the height of the barrier as a function of supercooling.
This integration scheme is not only efficient, but also very accurate and allows us to test several theoretical predictions. First, we examine to what extent the nuclei behave like small droplets of bulk liquid, which is one of the main assumptions of classical nucleation theory. We then compare the size of the critical nuclei and the height of the nucleation barrier with the corresponding predictions of classical nucle-ation theory. Furthermore, we have investigated whether the deviations from classical nucleation theory can be accounted for by a curvature correction to the surface tension, as proposed by McGraw and Laaksonen. 17, 18 We have also computed the Tolman length, 29 which describes the lowest-order correction to the surface tension. As will be discussed in more detail below, the Tolman length is defined as the difference in position between the equimolar dividing surface and the thermodynamically defined surface of tension. It is possible to give both a mechanical definition and a thermodynamic definition of the surface tension and surface of tension of a liquid droplet ͑see Refs. 30, 31͒. However, we find that both definitions are not equivalent, which means that we cannot obtain the Tolman length from the mechanical description of the droplet. More importantly, this also implies that we cannot use a simple ''mechanical'' expression to compute the height of the nucleation barrier. Our simulations illustrate the fact that the thermodynamic and mechanical definitions cannot be used interchangeably, and that any attempt to do so leads to an incorrect estimate of the height of the nucleation barrier.
We have performed our simulations for a Lennard-Jones system. The choice for this system was motivated by several factors. First, the phase behavior of this system is known. 32 Second, gas-liquid nucleation in this system has also been studied extensively with density functional theory. [33] [34] [35] Finally, the Tolman length has been computed both numerically and theoretically for the Lennard-Jones system. 19, 26, 36 The rest of the paper is organized as follows. In the next section, we give relations for the cluster-size distributions in terms of the free energy of the clusters. We then describe the numerical techniques to calculate the cluster-size distributions and the nucleation barriers. In Sec. IV we discuss how we can obtain the mechanically and thermodynamically defined surface tension and surface of tension. We then give the computational details of the simulations in Sec. V, and in Sec. VI we discuss the results.
II. CLUSTER-SIZE DISTRIBUTION
In order to perform a numerical study of the formation of a liquid-like droplet from the vapor phase, we need an unambiguous definition of an incipient liquid-like cluster. In the following, we use an approach that is quite similar, but not quite identical, to the one introduced more than 30 years ago by Stillinger. 37 Consider a vapor in a constant volume V, at constant temperature T, and at constant chemical potential . In gas-liquid nucleation, the density of liquid-like clusters is usually so low that the interactions between them can be neglected. Furthermore, let us assume that we have a criterion that enables us to define which particles make up a liquid cluster. As shown in Appendix A, the average number N n of clusters of size n is then given by ͗N n ͘ϭZ n exp͓␤n͔.
͑1͒
Here, ␤ϵ1/k B T is the reciprocal temperature, k B is Boltzmann's constant, and Z n is the partition function of the nmer. It is given by
Here, ⌳ϵh/ͱ2mk B T is the thermal De Broglie wavelength, rЈ nϪ1 denotes the coordinates with the prime indicating that the coordinates are taken with respect to the centerof-mass of the cluster, and W is the potential of mean force. The potential of mean force is obtained by carrying out the integration over the coordinates of the vapor particles. That is, all possible configurations of the vapor particles will contribute to W; it is the average potential the particles in the liquid clusters feel, due to all interactions with the ''solvent'' particles. As shown in Appendix A, our cluster criterion is absorbed into the definition of the potential of mean force. All configurations of the particles in the cluster that do not satisfy the cluster criterion will not contribute to the partition function. To illustrate this, let us consider a cluster of noninteracting particles. The partition function of such an n-mer is
where the function w(r nϪ1 ) is defined to be one, if its arguments satisfy the cluster criterion, and zero otherwise. Note that the volume of this ''ideal-gas cluster'' is well defined and that the cluster criterion provides a natural volume scale for the cluster. 38 If we define the free-energy of an n-mer as
Eq. ͑1͒ can be rewritten as ͗N n ͘ϭexp͓Ϫ␤͑F n Ϫn ͔͒ϭexp͓Ϫ␤⌬F͔.
͑5͒
An expression very similar to the one above has been obtained by Reiss et al. 27, [39] [40] [41] [42] [43] The only difference is that we make fewer assumptions; Reiss et al. assumed that the surrounding gas is ideal and that there is no interaction between molecules that are inside the cluster and those outside. Instead, we have carried out the integration over the coordinates of the noncluster ͑solvent͒ particles, and the effect of the surrounding phase is adsorbed into the effective interactions between the particles that make up the cluster. Note also that, in the present description, we need not introduce the concept of a ''shell-molecule'' to arrive at an unique definition of the clusters 27, [40] [41] [42] [43] -whether or not a molecule belongs to a cluster is uniquely defined by our cluster criterion. In particular, the present approach allows for monomeric clusters. Of course, we still have to specify the cluster criterion. Our choice for this function is described in detail in Sec. V. Here, it suffices to say that it enables us to identify which particles in the system have a liquid-like density; all liquid-like particles that are connected make up a cluster. An added advantage is that the present approach does not suffer from the problem of redundant counting of configuration space. [38] [39] [40] Furthermore, the present scheme can easily be used to study crystal nucleation. 44, 45 In crystal nucleation, the density difference between the crystallite and the surrounding liquid is usually so low that the interactions between the cluster and the surrounding medium cannot be ignored.
In practice, it is useful to express the number of clusters of size n ͑which is extensive͒ in terms of a probability ͑which is intensive͒
where N is the total number of particles in the system. This, in turn, defines an intensive Gibbs free-energy of the cluster ͑where the reference state is the homogeneous phase͒:
The average number of clusters of size n is then given by ͗N n ͘ϭN exp͑Ϫ␤⌬G n ͒.
III. NUCLEATION BARRIER

A. The free-energy barrier as a function of droplet size
The probability distribution function P(n), as defined in Eq. ͑6͒, is an equilibrium property and can be measured both by Monte Carlo ͑MC͒ and molecular dynamics ͑MD͒. However, at experimentally accessible degrees of supersaturation, the brute force approach, in which we would simulate the supersaturated vapor, either by MC or MD, and simply count the liquid clusters that spontaneously appear, would never yield an accurate measure of the nucleation barrier. In experiments, the height of the nucleation barrier is typically in the order of 75k B T. This means that the probability of finding a cluster that has the critical size is extremely small, of the order of 10
Ϫ30
. Hence, the numerical accuracy of any direct simulation will be very poor. To obtain good statistics for all values of n, we therefore use the umbrella sampling scheme of Torrie and Valleau. 28 The basic idea of this scheme is to bias the sampling of configuration space and correct for the bias afterward.
We can bias the sampling by adding a fictitious potential to the true potential of our original system. In a previous study 46, 47 on crystal nucleation in a Lennard-Jones system, we used a biasing potential that was a function of a global order parameter, Q 6 . This order parameter measured the overall degree of crystallinity in the system and served as a reaction coordinate from the liquid to the solid. By using the biasing potential, we could move the system along the reaction coordinate from the liquid to the solid, and vice versa. In the same spirit, we could now apply a biasing potential that depends on an order parameter which is sensitive to the total number of liquid particles in the supersaturated vapor. By increasing the value of this order parameter, using the biasing potential, we could then cross the nucleation barrier and force the system to condense.
However, as explained in detail in Ref. 44 , the use of a global order parameter has some serious drawbacks from a computational point of view. The reason is the following: if we use the total amount of the new phase as a reaction coordinate, then the value of this reaction coordinate tells us how much of the new phase ͑say, liquid͒ we have, but not how it is distributed in space. In particular, the new phase need not be concentrated in one cluster. In fact, in a sufficiently large volume it is always entropically favorable for a cluster to break up in smaller fragments. However, for the nucleation process, we are interested in the properties of the largest connected cluster.
Rather than using a global order parameter, we therefore use a local order parameter. We define the order parameter to be the size, n, of the largest liquid cluster present in the system. The advantage of this scheme is that by using a biasing potential which is a function of this order parameter, we can directly control the size of one cluster and sample all sizes of this cluster with equal accuracy. The functional form of the biasing potential W was taken to be harmonic,
where r N denotes the atomic coordinates. The result of adding this potential to the true potential of our model system is that, in every run, a ''window'' of cluster sizes will be sampled. The width and ''location'' of this window depend on k n and n 0 . By increasing n 0 we can increase the size of the cluster.
B. The free-energy barrier as a function of supersaturation
In principle, one could compute the height of the freeenergy barrier for every degree of supersaturation by the scheme discussed in the previous section. However, calculating the free-energy curve all the way up to the top of the barrier is rather time consuming because a lot of windows have to be simulated.
We therefore followed a different approach. Only for one pressure did we compute the full nucleation barrier by the umbrella-sampling technique as outlined in the previous section. This free-energy barrier is then used as a reference for the calculation of the height of the free-energy barrier at other supersaturations. The main idea is that for every pressure we only have to perform two simulations: one in the metastable vapor phase and one at the top of the barrier. For both states we can determine the variation of the free energy with pressure, from which we obtain how the height of the nucleation barrier changes with pressure. By linking the variation of the barrier height with the height of the barrier at the reference pressure, we then obtain the height of the nucleation barrier as a function of total pressure.
To make this more explicit, consider the ͑Landau͒ Gibbs free-energy G, which is a function of the number of particles N, the pressure P, the temperature T, and the size of the cluster n. The first differential of the Gibbs free-energy is dG͑N, P,T,n ͒ ϭ͑n ͒dNϩV͑ n ͒dPϪS͑ n ͒dTϩ ‫ץ‬G ‫ץ‬n
where is the chemical potential, V is the volume, and S is the entropy of the system. At a constant total number of particles and temperature, Eq. ͑9͒ reduces to dG͑N, P,T,n ͒ϭV͑ n ͒dPϩ ‫ץ‬G ‫ץ‬n
Using the above equation, we can now compute the change in free-energy when the pressure is varied. When we alter the pressure, the position of the top of the barrier, denoted by n*, can change. However, at the top of the barrier, the partial derivative of the free-energy G with respect to size n, ‫ץ‬G/‫ץ‬n, is zero, so the last term in Eq. ͑10͒ drops out. In the metastable vapor, nϭ0 and remains zero, so for the vapor phase the last term is also zero. So we have for the top of the barrier dG͑n*͒ϭV͑n*͒dP, ͑11͒
and, similarly, for the vapor phase,
from which we obtain for the variation of the barrier height ⌬G* with pressure d⌬G*ϭd͓G͑n*͒ϪG͑0 ͔͒ϭ͓V͑ n*͒ϪV͑0 ͔͒dP. ͑13͒
The height of the free-energy barrier at a pressure P can now be obtained by taking the height of the barrier at the reference pressure P ref , as obtained by the umbrella-sampling technique, and by integrating Eq. ͑13͒:
In order to obtain a good measure for the volume at the top of the barrier, we have to determine the top of the barrier with a high accuracy, as the volume of the system strongly depends on the value of the order parameter, i.e., the size of the largest cluster. We therefore performed, for every pressure, not one but three simulations near the top of the barrier: one at the estimated top, and one at each side. The clustersize probability distribution functions of these three simulations were fitted to a polynomial to get the relative freeenergies ͓via Eq. ͑7͔͒ of the droplets in the vicinity of the top of the barrier. From this we could then deduce the position of the top of the barrier. Finally, to obtain the volume at the top of the barrier, the value of the critical droplet size was inserted into the expression for the volume as a function of droplet size, which was obtained by fitting the volume histograms to a polynomial.
IV. TOLMAN LENGTH AND SURFACE OF TENSION
The surface of a droplet in the vapor is not sharp. Rather, it is a transition layer of physical inhomogeneity in which the properties of the fluid change smoothly. However, it is convenient to treat the actual droplet in the vapor as being uniform up to an imaginary surface of zero thickness, the socalled dividing surface, which separates the droplet from the ͑uniform͒ vapor.
The position of this dividing surface can be obtained via a thermodynamic route and via a mechanical route. However, both approaches are not equivalent. Below, we indicate how we have computed both the thermodynamically and mechanically defined surface tensions and surfaces of tension. In Sec. VI E we show that the mechanical route cannot be used to compute the height of the nucleation barrier.
A. Thermodynamic description
In the thermodynamic approach, introduced by Gibbs, 48 one can derive the generalized Laplace equation, 30, 31 which relates the pressure difference over the drop ⌬p to the location, R, of the dividing surface, and to the surface tension ␥:
Here, ⌬pϭp l Ϫp v , with p l and p v the pressure in the liquid and vapor region, respectively. Of course, the pressure in the vapor is always well defined and is equal to the pressure of a homogeneous ͑bulk͒ vapor phase with the same density as the density in the vapor region far away from the drop. When the droplet is large enough, the pressure inside the drop is then also well defined and equal to that of a bulk liquid phase with a density which equals that of the density in the core of the drop. However, for smaller droplets the pressure in the core may differ from the bulk liquid pressure. Yet it is important to realize that the generalized Laplace relation is derived from the hypothetical model system, in which the actual droplet is replaced by a droplet that has bulk properties; i.e., it is uniform in density and pressure up to the dividing surface. Therefore, the pressure p l in the drop is that of a hypothetical bulk liquid phase which has a chemical poten-
The thermodynamically defined surface of tension is the surface for which the second term on the right-hand side of Eq. ͑15͒ vanishes. Another natural choice for the dividing surface is the so-called equimolar dividing surface, which is defined as the surface for which the excess number of particles at the surface is zero. The Tolman length 29 ␦ T is usually defined as the difference ␦ between these two dividing surfaces in the planar limit
where R e is the radius of the equimolar dividing surface and R s is the radius of the surface of tension. For any choice of the dividing surface, the ͑Gibbs͒ freeenergy of a droplet with radius R is given by 30 
⌬G*ϭϪ
where ⌬p is given by the generalized Laplace equation, i.e., Eq. ͑15͒. If we take for the dividing surface the surface of tension, then Eq. ͑17͒ reduces to
or, equivalently,
We have used the above equation, with ⌬G* and ⌬ p obtained from the simulations, to compute the thermodynamical surface tension and surface of tension.
B. Mechanical description
The thermodynamic description of droplets is macroscopic in nature. In order to establish a link with molecular properties, it would seem more natural to use a mechanical picture. This approach would allow one to relate the surface tension and surface of tension of a droplet to microscopic quantities, such as the pressure tensor. However, the mechanical and thermodynamic definitions are not equivalent. As a result, the surface tension and dividing surface that are computed mechanically cannot be used to predict the height of the nucleation barrier. In fact, our simulations show that the mechanical route may lead to unphysical results. Below we discuss the mechanical description.
By considering the force and moment acting on a hypothetical strip cutting the surface of the drop, Buff showed that is possible to obtain a mechanical definition of the surface tension. 30, 31, 49 The position, R s,m , of the surface of tension is given by
and the surface tension, ␥ s,m , acting on the surface of tension is given by
and also by
In the above equations, p T (r) is the tangential pressure and There are two logical choices for p l Ј : the first is the one introduced below Eq. ͑15͒, namely the pressure of the bulk liquid at the chemical potential of the vapor. The second is the actual, local pressure in the core of the droplet. For some of the relations that we will employ, we can choose either definition. However, as we indicate below, in some equations the choice is not free-only the second definition can be used.
From the hydrostatic equilibrium condition ٌ•pϭ0 we obtain 30, 31 
͑23͒
where p N (r) is the normal component of the pressure tensor, r v denotes a position far away from the drop in the vapor, and r l is a position in the drop. Integrating the step-function p lv (r;R * ) yields
͑24͒
Far away from the drop the local pressure is equal to the vapor pressure, i.e., p N (r v )ϭp T (r v )ϭp v . Furthermore, if we take r l at the center of the drop, i.e., r l ϭ0, then Eq. ͑23͒ can be subtracted from Eq. ͑24͒ to give
The actual value of p N (r l ) drops out of the above equation provided that r l ϭ0 and n 0. Under those conditions we are free to choose our definition of p l Ј . However, for nϭ0 the choice of p l Ј is no longer free. In that case, we must take p l Ј equal to the normal component of the local pressure in the center of the droplet, i.e., p l Јϭp N (0). Note that with this choice for p l Ј , we need not choose r l ϭ0 to arrive at Eq. ͑25͒. In the following, we therefore take p l Ј to be the local pressure in the center of the droplet. We stress that, except for very large droplets, this definition differs from the thermodynamic one. For nϭ2 Eq. ͑25͒ reduces to
This relation is valid for any position of the dividing surface. If we position the dividing surface at the thermodynamic surface of tension with radius R s , we obtain
If the core of the droplet behaves as a bulk liquid, that is, if the actual pressure p l Ј in the droplet is equal to the pressure p l of a bulk liquid with a chemical potential that is equal to that of the vapor phase, then we can combine the above equation with the Laplace equation, Eq. ͑15͒, to arrive at
This equation has the same structure as Eq. ͑21͒. However, this does not imply that the thermodynamic and mechanical surface tensions and surfaces of tensions are equal. In fact, Blokhuis et al. 19 have shown that the positions of the surfaces can differ significantly, and our simulations show that in fact they do.
It is possible to relate R s,m and ␥ s,m to p l ЈϪp v in an expression, which, to increase the confusion, looks like the Laplace relation. We take R*ϭR s,m in Eq. ͑26͒ and combine the resulting expression with Eq. ͑21͒, to arrive at
So also for the mechanically defined surface tension and surface of tension, a Laplace-type relation is fulfilled. We can now exploit this relation to express R s,m and ␥ s,m in terms of p N (r)Ϫ p v , from which we can compute the mechanically defined surface tension and surface of tension. We start by combining the above equation and Eq. ͑25͒ with nϭ3 and with R*ϭR s,m , and subtract the resulting expression from Eq. ͑22͒, to obtain
This equation can be combined with Eq. ͑22͒ to yield
In Refs. 30 and 31 it is suggested that a similar expression can be derived for the thermodynamically defined surface tension by combining the expression following from Eq. ͑25͒, with nϭ3 and RϭR s , and the generalized Laplace equation ͓Eq. ͑15͔͒ with Eq. ͑22͒. However, in order to arrive at this result, one has to make the assumption that the mechanical and thermodynamic descriptions are equivalent. We do not make the identification between the thermodynamic and mechanical descriptions. Instead, we make use of the fact that for the mechanically defined surface of tension a Laplace-type relation also holds, and use the relations that follow from the hydrostatic equilibrium condition for this dividing surface. For instance, it is possible to obtain another expression for the mechanically defined surface tension by combining Eq. ͑29͒ with Eq. ͑25͒ for nϭ0 and R* ϭR s,m
We can obtain the position of the mechanical surface of tension by combining the above equation with Eq. ͑31͒
The above three equations can be rewritten using
which follows from the condition of hydrodynamic equilibrium, ٌ•pϭ0. We then obtain
where ⌬pϭ p l ЈϪp v . We have used these equations to compute the mechanically defined surface tensions and surfaces of tension. In the thermodynamic model, the height of the barrier is given by Eq. ͑19͒. It is clear that if the mechanical and thermodynamic descriptions were equivalent, combining Eq. ͑19͒ with Eq. ͑35͒ would yield a microscopic expression for the height of the barrier ͓Eq. ͑37͒, see Refs. 17 and 50͔.
However, as the mechanical and thermodynamic pictures cannot be mixed, the height of the barrier cannot be expressed in terms of an integral of the pressure profile, Figure 5 illustrates the kind of errors that may result if the mechanical and thermodynamic pictures are confused. We stress that the distinction between mechanical and thermodynamic expression for the surface tension should not be confused with the ambiguity in the definition of the microscopic stress tensor. Schofield and Henderson 51 have proposed a general expression for the stress tensor. This expression reflects the freedom that we have in defining the momentum flux density in a fluid. The commonly used Irving-Kirkwood pressure tensor, 52 and the Harasima pressure tensor, 24, 51, 53, 54 are special cases of the SchofieldHenderson expression. Both from simulations 54 and from theory, 51 these expressions are known to give the same surface tension for a planar interface, as the surface tension is related to the zeroth moment of p N (r)Ϫ p T (r). However, the position of the mechanical surface of tension, which is related to the first moment, is not insensitive to the choice of the pressure tensor. The Irving-Kirkwood expression appears to be the most natural choice, as the contour joining two interacting particles, which determines where the force is acting, corresponds to a straight line. Furthermore, Blokhuis et al. 19 showed that the Irving-Kirkwood pressure tensor, in contrast to the Harasima pressure tensor, leads to expressions for the pressure difference, the surface tension, and the Tolman length, that agree with expressions found using microscopic sum rules. We have therefore used the Irving-Kirkwood expression for the pressure tensor to compute the pressure profiles.
V. COMPUTATIONAL DETAILS
We have studied homogeneous gas-liquid nucleation in a Lennard-Jones system in which the interaction potential was truncated and shifted at a cutoff radius r c ϭ2.5, where is the particle diameter. We made no long-range corrections and applied cubic periodic boundary conditions. In the following, we use reduced units, such that the Lennard-Jones well depth ⑀ is the unit of energy, while the Lennard-Jones diameter is the unit of length.
In most experimental studies of homogeneous nucleation, the volume is fixed and nucleation of liquid droplets from the vapor phase leads to a decrease of the vapor pressure. However, as the concentration of nuclei is very small, the drop in vapor pressure is negligible and the pressure and chemical potential effectively remain constant during the nucleation process. In principle, we could simulate the experimental situation by performing a NVT simulation. A large excess number of vapor particles would then be needed in order to keep the vapor pressure constant, which can be achieved by simulating a very large system. However, this would make the simulations unnecessarily expensive. It is much more natural to work in the NPT or in the VT 55 ensemble. In the NPT ensemble, as the droplet is formed, the volume is adjusted such that the pressure ͑and the chemical potential͒ in the vapor will remain constant. In this ensemble it is therefore not necessary to simulate a large number of vapor particles. The same holds for the VT ensemble. However, in this approach insertions and removals of particles from the system are required, which can be inefficient or even impossible at high densities. We have chosen to work in the NPT ensemble.
In our simulations, we need an operational definition of liquid-like clusters. We do this by making a distinction between particles that have a liquid-like and a vapor-like environment. Liquid-like particles are particles that experience a local density that is significantly higher than that of the vapor. There is no unique definition of the local density surrounding a particle. In the following, we use the number of particles within a spherical shell of radius q c as a measure of the local density. The distribution functions of the number of neighbors per particle in the liquid and in the vapor are shown in Fig. 1 . Note that the distribution functions hardly overlap. We have therefore adopted the criterion that all particles which have more than four neighbors are considered to be liquid-like.
After we have identified which particles in the system are liquid-like, we can determine the liquid-like clusters. We have applied the criterion that any two liquid-like particles which have a distance less than q c ϭ1.5 ͑which corresponds to the first minimum in the radial distribution function of the liquid͒ belong to the same liquid cluster. Note that our definition of a cluster is close to the one used by Stillinger, 37 but not quite equivalent. Stillinger adopted the criterion that any two particles that are within a certain cutoff distance belong to the same cluster. So even particles that, in our definition are considered to be vapor particles, can be part of a liquid cluster according to Stillinger's criterion.
The nucleation barrier can be measured both by MC and MD. The advantage of MD is that it gives faster equilibration of pressure gradients through collective particle motions. However, with MD the diffusion of the system through the order-parameter window in the umbrella-sampling simulations is rather slow. The density in the vapor is very low and in MD both the liquid and vapor particles move on the same time scale. Therefore, in MD the fluctuations in the size of the largest cluster, i.e., the order parameter, are limited by the influx of particles from the vapor.
The advantage of MC is that it is particularly suited for the umbrella-sampling scheme as, in contrast to MD, the forces associated with the biasing potential do not have to be calculated. Furthermore, one can perform tricks to facilitate the sampling of configuration space. In order to speed up the diffusion of particles in the vapor, the particles in the vapor phase are given a different maximum displacement from the particles in the liquid phase. Of course, this introduces a bias which needs to be corrected in order to satisfy detailed balance. This is described in Appendix B.
We have tested both MD and MC by determining the ''diffusion constant'' of the order parameter at the top of the barrier. It was found that per MD timestep or per MC cycle ͑in which, on average, every particle is given one trial displacement͒
However, the number of cycles performed per unit of CPU time was three times higher for MD, so that the effective diffusion constant for MC was about two to three times that of MD. We did use MD to speed up the equilibration, but most of the actual simulations were performed using MC sampling.
In the umbrella-sampling scheme, the system should sample configuration space according to the potential
where U 0 (r N ) is the potential of the original model system and W͓n(r N )͔ is the biasing potential as defined in Eq. ͑8͒. In principle, we could recompute the size of the largest cluster and the biasing potential after every MD or MC cycle, or even after every particle displacement in the MC simulations. However, this would be far too time consuming. We therefore adopted a staged scheme. In the first stage, a series of MD or MC cycles is performed without the biasing potential. In the second stage, after the unbiased trajectory, the size of the cluster and the biasing potential are recalculated. To ensure that configuration space will be sampled in accordance with the potential in Eq. ͑39͒, the trajectory is then accepted with a probability which is determined by exp͓Ϫ␤⌬W͓n(r N )͔͔, where ⌬W͓n(r N )͔ is the difference in biasing potential before and after the trajectory.
In the MC simulations, each trial move consisted either of an attempted particle displacement or a trial volume change. The choice between trial particle moves and trial volume moves was made at random. As we used a fixed cutoff in real coordinates for the intermolecular interactions, the potential energy did not scale with a volume move, and we had to recalculate the total potential energy from scratch after every trial volume move. Therefore, an MC cycle consisted on average of only one trial volume move and one trial displacement per particle. The acceptance ratio for both types of MC moves was kept at 50% by adjusting the maxi-
The length of the trajectories depends on the computational cost of evaluating the order parameter and the average probability with which the trajectories are accepted. To be more precise, the efficiency is proportional to
Here, l is the length of the trajectories and a and b denote the computational costs of performing an MD/MC cycle and a cluster analysis, respectively. P acc (l) is the acceptance probability of the trajectories, which depends on the trajectory length and on the force constant of the biasing potential ͑as well as on the steepness of the underlying free-energy barrier͒. Typically, for k n ϭ0.01-0.02, a trajectory length of 50 MC cycles was optimal. To speed up the simulations, we used both a linked list and a neighbor list for the calculation of the energies and the identification of the clusters. 56 The number of umbrella windows for the free-energy barrier was 15. A typical simulation in a window consisted of an equilibration period of 100 000-250 000 MD steps, followed by a production run of 250 000 MC cycles. The individual probability distribution functions P(n) obtained in the different runs were fitted simultaneously to a polynomial. We used a polynomial fit rather than the self-consistent scheme of Ferrenberg and Swendsen, 57 because not all adjacent histograms overlapped.
VI. RESULTS AND DISCUSSION
We studied the nucleation of liquid droplets from the vapor as a function of supersaturation. All simulations were performed for one temperature, Tϭ0.741, which is 32% below the critical temperature (T c ϭ1.085).
58 At this temperature, the pressure and densities of the coexisting phases are known. 58 Furthermore, in order to make a comparison with nucleation theories, we have to know the surface tension. The temperature of our simulations is in the range of temperatures for which Chapela et al. 59 and, more recently, Holcomb et al. 60 computed surface tensions for planar gasliquid interfaces.
The number of particles was Nϭ864. As the size of the largest critical nucleus obtained in the simulations is around 300 particles, corresponding to the smallest degree of supersaturation, and, more importantly, the density in the surrounding vapor is very low, with this number of particles the size of the simulation box was always large enough compared to the size of the critical droplets for system-size effects not to be present.
A. The nucleation barrier
We first computed the full nucleation barrier with the umbrella-sampling technique for a reference pressure. This reference pressure was chosen to be Pϭ0.012 02, which corresponds to a supersaturation Sϭ P/ P coex ϭ1.53. Figure 2 shows the nucleation barrier for this degree of supersaturation.
In our simulations we are able to study not only critical droplets, but also pre-and postcritical droplets. Visual inspection revealed that precritical droplets consisting of only 10-25 particles are already quite spherical. We therefore computed the density as a function of r, the distance to the center-of-mass of the cluster. Figure 3 shows the radial density profiles for several precritical and critical clusters. For the smallest droplets, the density already approaches a bulk liquid density in the core. We stress that this is not due to our choice of the cluster definition, which requires that a cluster particle should have at least five neighbors. A radial profile of the number of connections per particle shows that, in the core of the liquid droplet, the number of connections per particle is much larger than the threshold value of our cluster definition. In fact, it also approaches a bulk liquid value, i.e., around 12 neighbors per particle. Hence, our results are not very sensitive to the choice of the threshold value. Figure 3 also shows that the density in the core hardly increases when the cluster grows to its critical size n* ϭ280. Furthermore, the density profiles show that the width of the interface remains essentially constant at approximately 3.5.
Using the Irving-Kirkwood expression for the pressure tensor, 52 we also computed the pressure profiles for the precritical and critical nuclei. In Fig. 4 , we show the radial profiles of the normal component of the pressure tensor. It is seen that all pressure profiles smoothly go to a bulk vapor value for large values of r, i.e., far away from the center of the droplet. In the center of the droplet, the statistical accuracy with which the pressure can be determined is low, as the volume is small. Nevertheless, the data suggests that, except for the smallest droplets, the pressure profiles approach a plateau value in the core. In fact, the pressure in the core, as well as the density ͑see Fig. 3͒ , approaches that of a hypothetical bulk liquid at a chemical potential that is equal to the chemical potential in the vapor phase. This indicates that the interior of the droplets shows bulk liquid-like behavior.
From the normal component of the pressure tensor we can also obtain the transverse component of the pressure tensor using Eq. ͑34͒. This equation shows that, when the derivative of the normal component of the pressure tensor with respect to the radius is positive, the transverse component is larger than the normal component of the pressure tensor. Under these conditions the surface would be under compression, rather than under tension. When the normal component is larger than the transverse component, the surface is under tension. Figure 4 shows that most of the surface of the droplets is under tension. However, at the vapor side of the interface the normal pressure becomes smaller than the vapor pressure. As the profile subsequently approaches the bulk vapor value, it is clear that there is a small region in which the derivative of the normal-pressure profile is positive. In this region the interface is under compression, rather than under tension. This behavior is also found in theoretical calculations, for different potentials, [61] [62] [63] as well as in a computer-simulation study of liquid droplets by Thompson et al., 24 and in the computer simulations of a flat interface by Walton et al.
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B. Dependence on supersaturation
Using the method described in Sec. III B, we computed the height of the nucleation barrier as a function of supersaturation. Figure 5 shows the free-energy barrier as a function of supersaturation. We could not continue our simulations beyond Sϭ2.2, because at this point the height of the barrier is so low that spontaneous nucleation of additional droplets occurs in the vapor. But, before we discuss the height of the nucleation barrier as a function of supersaturation in more detail, let us first describe qualitatively how the critical nucleus changes as the supersaturation is increased.
In Figs. 6 and 7 we show, respectively, the density and pressure profiles for three critical nucleus sizes. In the legends, we have also indicated the excess number of particles defined as where v is the density in the vapor ͑far away from the droplet͒. Because of the diffuse nature of the interface, the size of the critical nucleus is ambiguous and depends on the position of the dividing surface. However, the excess number of particles is independent of the position of the dividing surface and is therefore a more meaningful quantity. Figures 6 and 7 show that as the supersaturation is increased, the density and pressure in the core slowly decrease. This indicates that the droplet already starts to lose bulk behavior in the core. If the core of the droplet showed bulk liquid behavior, then, in order for the chemical potential in the bulk liquid core to be equal to the chemical potential in the vapor, the density and pressure in the core of the droplet would have to increase when the pressure in the vapor increased. Indeed, this behavior has been observed by Thompson et al. 24 and Nijmeijer et al. 26 in their simulations of liquid droplets. However, the droplets for which this behavior was seen were much larger ͑larger than 2000 particles͒ than the droplets studied here. In fact, in the simulations of Thompson et al., 24 a clear crossover in behavior was seen for smaller droplets. In line with the present results, they found that once the droplets are smaller than a certain size, the density and pressure in the core of the droplets decrease with increasing vapor pressure. This loss of bulk behavior is also found in several molecular theories. 16, [61] [62] [63] Figures 6 and 7 suggest that the width of the interface remains constant over the range of droplet sizes studied. Note that when the droplets become smaller, the region for which the normal pressure is smaller than the vapor pressure increases. Moreover, the region for which p T Ͼp N increases as well; that is, the interface is progressively under more compression. In fact, for the smallest droplets studied, most of the interface is under compression rather than tension. This trend has also been observed by Falls et al.
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C. The nucleation theorem
The nucleation theorem is a powerful tool to analyze experimental data on homogeneous nucleation. 3, [8] [9] [10] The nucleation theorem states that the excess number of molecules of a given component in the critical nucleus can be obtained from the variation of the height of the barrier with the chemical potential, v,i , of that component in the vapor phase:
where ⌬n i * is defined as in Eq. ͑41͒ above.
As nucleation is a rare event, it is impossible to measure the size and composition of critical nuclei directly in an experiment. However, if one assumes that the prefactor in the expression for the nucleation rate depends only weakly on supersaturation, the nucleation theorem makes it possible to determine the size and composition of the critical nuclei as a function of the activities of the components in the vapor phase.
Several derivations of the nucleation theorem have been presented in the literature. The original derivation by Kashchiev 5 and a later one by Viisanen et al. 9 were based on a thermodynamic model in which the reversible work of formation of a cluster is written as the sum of a bulk term and an excess free-energy term, which includes contributions from the surface free-energy. The nucleation theorem was obtained by assuming that the variation of the excess freeenergy of the cluster depends only weakly on the chemical potential. However, in the approach of Refs. 5 and 9, the variation of the barrier height with the gas phase activities yields the total number of particles in the cluster, and not the excess number of particles in the cluster. Also, an analysis based on classical nucleation theory by Strey et al. 8 suggests that, from the variation of the height of the barrier with the chemical potential in the vapor phase, the total number of particles, rather than the excess number of particles, is obtained. However, Oxtoby and Kashchiev, 6 who also used a thermodynamic approach, showed that the variation of the surface free-energy with the chemical potential in the vapor phase is related to the surface density of the molecules, and that the nucleation theorem gives the excess number of particles and not the total number of particles in the critical cluster. All these derivations are based on thermodynamic models. It is conceivable that such an approach fails for very small droplets. However, Ford 7 gave a derivation, using small system thermodynamics, which confirmed that the excess number of particles in the cluster is obtained from the variation of the height of the barrier with the gas phase activities. Moreover, the same result was obtained from a statistical mechanical analysis by Viisanen, Strey and Reiss.
3 In Appendix C, we give a compact derivation which is also based on statistical mechanics. Furthermore, this derivation also shows that the variation of the height of the Gibbs freeenergy barrier with the pressure is related to the excess volume of the system at the top of the barrier, and that the variation of the barrier height ͑both in the grand-canonical and in the isothermal-isobaric ensemble͒ with T and ␤ gives the excess entropy and excess internal energy, respectively.
In our simulations, we compute the barrier height as a function of pressure. However, for comparison with the nucleation theorem, we need to know the variation of the Fig. 8 we show the excess number of particles in the cluster obtained via the nucleation theorem and by directly integrating the density profiles. It is seen that for all droplets sizes studied the agreement is excellent. This indicates that the method to measure the height of the barrier as a function of supersaturation described in Sec. III B is not only efficient, but also very accurate.
D. Deviations from classical nucleation theory
Recent experiments on gas-liquid nucleation indicate that the sizes of the critical nuclei are accurately predicted by classical nucleation theory. 3, 10, 64 However, the rate of nucleation was found to be consistently higher than that predicted by classical nucleation theory. In fact, it was observed that the ratio of the experimentally determined nucleation rate and the nucleation rate as predicted by CNT, although depending on temperature, was nearly independent of the supersaturation. 64 In two recent papers, McGraw and Laaksonen derived relations for the height of the barrier and the size of the critical nucleus that could provide an explanation for these observations. 17, 18 In their first paper, 17 they gave a derivation which was based on the nucleation theorem. In the second paper, they gave a derivation which was based on the nonuniform spherical droplet model. 18 They showed that if the nucleus has an incompressible core with a density equal to that of the bulk phase and the number of particles within the equimolar dividing surface is correctly predicted by CNT, then the difference between the actual barrier height and the height of the barrier as predicted by CNT is independent of the supersaturation and depends only on temperature. Using the techniques discussed in Sec. III B, we are able to test these predictions directly.
In classical nucleation theory, the size of the critical droplet is given by
where ␥ ϱ is the surface free-energy of the planar interface and l is the density of the bulk liquid at coexistence. ⌬ is the difference between the chemical potential v in the vapor phase and the chemical potential l in the bulk liquid phase, both at the pressure P in the vapor phase, i.e.,
In classical nucleation theory, the height of the nucleation barrier is given by
As the cube of the surface free-energy enters the expressions for the height of the barrier and for the critical nucleus size, we need an accurate estimate for the surface freeenergy. Chapela et al. 59 and Holcomb et al. 60 have calculated surface free-energies for a Lennard-Jones system with the same potential cutoff used in our simulations, and for a range of temperatures that encompasses our temperature. In order to obtain the surface free-energy at our temperature, we made a polynomial fit to their data and found ␥ ϱ ϭ0.494.
The chemical-potential difference ⌬( P) was computed by integrating the difference in the inverse density between the liquid and vapor phase from the coexistence pressure:
͑46͒
Here, P coex is the coexisting pressure and v and l are the densities of the bulk vapor and bulk liquid phase, respectively. As the chemical potential of the vapor phase depends very strongly on pressure, the difference in chemical potential is very sensitive to the exact location of the coexistence point. We found that the data of Smit 58 was not accurate enough for our purpose, and we therefore performed a more extensive Gibbs ensemble simulation 66 to calculate the coexistence point. We found that the coexistence pressure P coex ϭ0.007 83, and that the density of the liquid at coexistence l ϭ0.766. Figure 9 shows the number of particles in the critical nucleus as a function of 1/⌬ 2 . In the figure, we compare the predictions of CNT and the numerical results for n e * , the number of particles within the equimolar dividing surface:
Here, v is the density in the vapor, and ͑0͒ is the density in the core of the droplet. The statistical error in ͑0͒, the density in the core, is relatively large. However, as v Ӷ(0), this inaccuracy has little effect on the value of n e * . For the same reason, n e * is nearly equal to the better defined quantity ⌬n*, which is shown in Fig. 9 . But more importantly, it is seen that, for all droplet sizes studied, CNT gives a good estimate for the number of particles in the critical cluster. Surprisingly, the predictions of CNT are excellent down to the smallest droplets, which consist almost exclusively of interface.
In Fig. 10 , we show that the simulation results support the McGraw-Laaksonen predictions for the height of the barrier: the barrier height found in the simulations differs by a constant offset from the value predicted by CNT. This result appears to hold even for critical nuclei consisting of only 50-100 particles. Again, this finding is surprising because, as discussed in Sec. VI B, the cores of these nuclei do not show bulk behavior. In fact, McGraw and Laaksonen gave two derivations of their expressions for the height of the nucleation barrier and for the critical nucleus size: one made use of the assumption that the nucleus had an incompressible core, 18 the other did not. 17 Our simulations suggest that the relations proposed in Refs. 17 and 18 are quite robust. If we have the right theoretical tools to predict the offset, a better agreement between experiment and ͑ex-tended͒ CNT can be obtained.
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McGraw and Laaksonen 18 showed that, within their nonuniform droplet model, the offset D(T) is related to the rigidity coefficient k s :
͑48͒
where k s /R 2 is the elastic curvature free-energy per unit area͒ From our simulations we estimate k s ϭϪ0.31⑀ ϭϪ0.42k B T. This is smaller than the value that McGraw and Laaksonen obtained in their density functional calculations. 18 However, the discrepancy could well be due to the fact that we used a truncated Lennard-Jones potential, whereas in the density functional calculations, the full Lennard-Jones potential was used.
E. Tolman length
We computed the thermodynamically defined surface tension and surface of tension using Eqs. ͑18͒ and ͑19͒. As explained in Sec. IV A, ⌬p is the difference between the pressure in the vapor and the pressure in a hypothetical bulk liquid with a chemical potential equal to that of the vapor phase. We therefore performed a series of simulations of the bulk liquid to obtain the chemical potential of the liquid as a function of P. In Figs. 11 and 12 , we show the thermodynamic surface tension and the location of the surface of tension, respectively. For small droplets, the surface tension increases rapidly with droplet size, and then smoothly approaches its planar limit. Such behavior has also been found in theoretical studies. 35, 61, 62 For the sake of comparison, we have also calculated the mechanical surface tension and surface of tension using Eqs. ͑35͒ and ͑36͒. The results are shown in Figs. 11 and 12 , respectively. The figures show that both the surface tension and the surface of tension become negative for clusters smaller than 100 particles. The reason for this can be understood from Fig. 7 . As can be seen from this figure, small droplets have a progressively larger region where the pressure is lower than the vapor pressure. As discussed in Sec. VI B, this implies that the surface of small droplets is increasingly under compression. For clusters smaller than 100 particles, compression dominates and the integral in Eqs. ͑35͒ and ͑36͒ becomes negative. For a cluster size of about 100, the integral in Eqs. ͑35͒ and ͑36͒ vanishes, and both R s,m and ␥ s,m cross zero. Figure 12 also shows that the mechanically defined surface of tension and thermodynamically defined surface of tension are shifted with respect to one another. If we ignore the smallest droplets for which the radius of the mechanical surface tension becomes negative, the displacement is found to be constant over the range of droplet sizes studied, and equals approximately 1 . It is thus clear that the two surfaces cannot be identified with each other. This was first pointed out by Blokhuis and Bedeaux, 19 and later also found by Haye and Bruin 36 in their computer simulation study of a planar interface. Haye and Bruin 36 observed the displacement to be strongly depending on temperature, but for T ϭ0.75, which is quite close to the temperature of the present simulations, they also found a displacement close to 1 , i.e., 0.92 . Figure 11 shows that not only the position of the surface of tension is different for the two definitions, but also the magnitude of the surface tension. In the planar limit the surface tensions should become equal, 30, 31 but for smaller droplets the difference becomes quite significant. In Fig. 11 , we also show the surface tension at the equimolar dividing surface. McGraw and Laaksonen 18 showed that within their nonuniform droplet model, the surface tension at the equimolar dividing surface can be obtained from the offset between the actual barrier height and the height of the barrier as predicted by CNT:
Here, ␥ e is the surface tension at the equimolar dividing surface and R e is the radius of the equimolar dividing surface, which is given by
The thermodynamically defined surface of tension is the surface for which the surface tension is at its minimum; 30, 31 hence, ␥ s should be smaller than ␥ e . For the larger droplet sizes, the ͑Tolman͒ length ␦ϵR e ϪR s becomes small compared to the radius of the droplet. In that limit, we should expect the surface tensions to approach each other, as the surface tension varies quadratically with RϪR s . 30, 31 We find that ␥ e and ␥ s are equal to within the accuracy of our simulations.
In Fig. 13 , we have plotted ␦ as a function of the size of the droplets. It is seen that ␦ is a strong function of the size of the droplet. In fact, our results are in fair agreement with the density functional calculations of Talanquer and Oxtoby. 35 We can obtain the Tolman length by fitting ␦ to a polynomial and extrapolating the result to the planar limit.
We find that ␦ T is zero to within the accuracy of our simu- 68 Kalikmanov performed calculations for a variety of nonpolar substances, 68 ␥͑R e ͒ϭ␥ ϱ ϩ2kC 0
͑51͒
Here, C 0 is the spontaneous curvature, k is the bending rigidity associated with the principal curvature, and k is the bending rigidity constant associated with Gaussian curvature. Comparing Eqs. ͑51͒ and ͑53͒ shows that k s ϭ2kϩk . We stress that k s can be negative. The condition that must be fulfilled is that ␥(R e ) is positive. If ␥ was not positive, it would be energetically favorable for a cluster to break up into smaller clusters. For vesicles, ␥ ϱ is close to zero, and k s must be positive, which implies Ϫ2kϽk Ͻ0. For the liquid Lennard-Jones droplets, however, ␥ ϱ is positive, and k s can be negative. We note that the Helfrich expansion to second order, and the relation of McGraw and Laaksonen, break down if ␥(R e ) becomes negative. Then, higher-order terms in the expansion of the surface free-energy in the inverse radii have to be taken into account. However, in the present case this only occurs for droplets containing fewer than five to ten particles.
VII. CONCLUSIONS
In our simulations, we have studied the structure and thermodynamics of the ͑pre͒ critical nuclei that play a role in the homogeneous nucleation of the liquid phase from the vapor. We found that the dependence of the size of the critical nucleus on the degree of supersaturation is in excellent agreement with the nucleation theorem. Furthermore, our simulations show that liquid-like clusters larger than 200 particles show bulk behavior in the core. That is, the pressure and the density in the core of the droplets are those of a bulk fluid with a chemical potential equal to that of the vapor phase. However, smaller droplets start to lose this bulk behavior. Nevertheless, the critical-nucleus sizes are still correctly predicted by classical nucleation theory. The simulation results for the height of the nucleation barrier differ by a constant amount from the prediction of classical nucleation theory, not only for large droplets, but even for quite small droplets. This constant offset can be accounted for by assuming that the surface tension depends quadratically on 1/R. 17, 18 For the range of droplet sizes studied here, we find a significant discrepancy between the thermodynamic and mechanical descriptions of the surface tension. Of course, one could argue that the thermodynamic description should fail for very small droplets. But even for larger droplets, which do show bulk liquid behavior in the core, we find that the respective surfaces of tension cannot be identified with each other, and that the surface tensions that follow from the different definitions are different. This implies that the height of the nucleation barrier cannot be obtained from Eq. ͑37͒. The failure of this equation is clearly illustrated by Fig. 5 . The discrepancy between the free-energy barriers obtained by the thermodynamic and mechanical approaches is quite large, around 10-40k B T. In fact, as this figure shows, the mechanical route leads to an estimate for the height of the barrier that even becomes negative-this is due to the fact that the integral of the pressure profile in Eq. ͑37͒ becomes negative. Hence, at present, there seems to be no ''cheap'' numerical alternative to the direct ͑umbrella-sampling͒ approach to compute nucleation barriers.
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APPENDIX A: CLUSTER SIZE DISTRIBUTION
Consider a system in a volume V, at temperature T and at constant chemical potential ͑i.e., a system in the grandcanonical ensemble͒. The partition function is given by
where N is the number of particles, ␤ϵ1/k B T is the reciprocal temperature, k B is Boltzmann's constant, and Q(N,V,T) is the canonical partition function:
Here, U(r N ) is the potential energy of the configuration with the coordinates r N , and ⌳ϵh/ͱ2mk B T is the thermal De Broglie wavelength. Now we will assume that we have a criterion that enables us to define which particles make up a liquid cluster. The total number of particles in a liquid-like environment will be denoted by N l , and the remaining particles in the vapor will be denoted by N v ; hence, NϭN l ϩN v . Clearly, the potential energy U depends on r N v and r N l , i.e., U ϭU(r N l ;r N v ), and we rewrite the grand-canonical partition function as
where we have used the fact that there are N!/(N l !N v !) ways to select N l liquid-like and N v vapor-like particles from a total number of N l ϩN v particles. In the above equation, we have introduced a weight function W which is defined such that it equals one when the number of particles that is liquid-like according to our definition equals N l , and zero otherwise. It should be stressed that we do not assume that there is only a single liquid-like cluster in the system. Hence, we have to consider later the number of ways in which we can distribute N l particles over the total number of liquid clusters. In fact, W contains products of single-cluster weight functions. If we label the clusters by their size n and by j n ϭ1,...,N n , where N n is the number of clusters of size n, it can be written as
where ͚ indicates that we consider all cluster distributions and w j n equals one if its arguments satisfy the criterion for a single j n -particle cluster, and zero otherwise. With these definitions, we can rewrite Eq. ͑A3͒ as
Here, R j n denotes the center-of-masses of the clusters and the primes indicate that the coordinates are taken with respect to the center-of-mass of the cluster. Note that we have not split the potential energy function yet. The product ⌸ n ⌸ j n ϭ1 N n w j n contains ⌸ n N n distinct cluster functions w n . In this equation, we have somewhat arbitrarily introduced a maximum cluster size n max .
For any given configuration of clusters, we can define a potential of mean force W(r N l ;) as
All possible configurations of the vapor particles will contribute to W(r N l ;). It is the average potential the particles in the liquid clusters feel due to all interactions with the ''solvent'' particles. With the above definition for the potential of mean force, the grand-canonical partition function can be rewritten as
The potential of mean force depends on the interactions between particles of the same cluster and on the interactions between particles of different clusters. In gas-liquid nucleation, the density of liquid clusters is usually so low that the interactions between them can be neglected. However, at this stage we will not yet ignore these, but assume that the intercluster interaction energy is pair-wise additive and only depends on the positions of the center-of-mass of the clusters. The interaction energy W(r N l ;) can then be written as
The constant W 0 is a measure for the grand potential in the absence of clusters. W n denotes the intracluster interaction energy of cluster j n of size n, and W n,n Ј is a measure for the effective interaction between clusters j n and j n Ј . With this assumption for the potential of mean force, the grand partition function becomes 
͑A9͒
We now define the partition function Z n of an n-mer, as 
͑A11͒
We can interchange the order of the product and the summation to obtain for the partition function ⌶͑,V,T ͒ϭexp͑ Ϫ␤W 0 ͒ ͟ n exp͑exp͓␤n͔Z n ͒ ϭexp͑Ϫ␤W 0 ͒exp ͚ͩ n exp͓␤n͔Z n ͪ .
͑A12͒
The average number of clusters of size n is then simply given by ͗N n ͘ϭZ n exp͓␤n͔.
͑A13͒
APPENDIX B: DETAILED BALANCE
The detailed balance condition for the transition between state i and j is i P i→ j gen P i→ j acc ϭ j P j→i gen P j→i acc . ͑B1͒
Here, i is the Boltzmann weight of configuration i, P i→ j gen denotes the transition matrix which determines the probability to perform a trial move from state i to state j, and P i→ j acc is the probability with which this trial move is accepted.
In the standard Metropolis scheme, the transition matrix is symmetric and the acceptance criterion only depends on the Boltzmann factors of state i and j. However, in the present scheme, liquid particles and vapor particles have different maximum displacements, which affects the transition matrix for the trial moves and needs to be taken into account in the acceptance criterion.
We rewrite Eq. ͑B1͒ as
The probability to generate a move from i to j is proportional to the inverse cube of the maximum displacement, denoted by drmax, and depends on the state of the particle, s. The acceptance criterion now becomes
͑B3͒
There are many possible choices for P i→ j acc that satisfy this condition ͑and the obvious condition that the probability cannot exceed 1͒. We have adopted the Metropolis rule
͑B4͒
However, there is one other condition that we have not mentioned yet. If a particle makes a transition from the vapor to the liquid and its displacement is larger than the maximum displacement in the liquid, then the move should be rejected. The reason is that when this move would have been accepted ͑and the particle would have become a liquid particle͒, the reverse move could never be made ͑because the maximum displacement for liquid particles is smaller than the maximum displacement for vapor particles͒.
APPENDIX C: THE NUCLEATION THEOREM
Consider a system in the grand-canonical ensemble. The probability to find n particles in the system is given by P͑n ͒ϭexp͑ ␤n͒Q͑n,V,T ͒/⌶͑ ,V,T ͒, ͑C1͒
where ⌶ is the grand-canonical partition function defined in Eq. ͑A1͒. The total grand potential ⍀(ϭϪPV) is given by ⍀ϭϪk B T ln ⌶. ͑C2͒
We can associate a Landau free-energy ͑strictly speaking, a Landau ''grand potential''͒ (n) with the probability distribution P(n) ͑n ͒ϭϪk BT ln͓exp͑␤n ͒Q͑ n,V,T ͔͒
ϭϪnϩF͑n,V,T ͒, ͑C3͒
where F(n,V,T) is the Helmholtz free-energy of a system of n particles in volume V at temperature T. The free-energy difference between two states with different numbers of particles, say n 1 and n 2 , is ⌬ϵ͑n 2 ͒Ϫ͑ n 1 ͒ ϭϪ͑n 2 Ϫn 1 ͒ϩF͑ n 2 ,V,T ͒ϪF͑ n 1 ,V,T ͒. ͑C4͒
Let us now consider how ⌬ varies with . Note that the Helmholtz free-energy does not depend on . Hence, ‫⌬ץ‬ ‫ץ‬ ϭϪ͑n 2 Ϫn 1 ͒ϵϪ⌬n. ͑C5͒
This result is general. Hence, it also holds for the case where n 1 corresponds to the ͑local͒ maximum of P(n), i.e., the homogeneous metastable phase, while n 2 corresponds to the top of the ͑nucleation͒ barrier. In that case, it is immediately clear that ⌬n corresponds to the excess number of particles in the critical nucleus. The extension to mixtures is straightforward.
In a sense, this result is so trivial it is easy to extend it to other ensembles. Consider first the N,P,T ensemble. In that case, the fluctuating quantity is the volume, the Landau freeenergy has the form of a Gibbs free-energy, and we obtain ‫⌬ץ‬g ‫ץ‬ P ϭ͑V 2 ϪV 1 ͒ϵϪ⌬V. ͑C6͒
Hence, the variation of the barrier height with pressure is given by the ͑usually negative͒ excess volume of the critical nucleus. However, although that quantity is well defined, it is intuitively not very appealing. It is worth pointing out that, in practice, the observable quantity is ␤⌬G; hence the second relation is more useful. Note that although ⌬n in Eq. ͑C5͒ is a useful order parameter for small systems, it becomes less meaningful for larger systems. To be more specific, it becomes meaningless if the volume V is so large that the spontaneous fluctuations in the number of particles become comparable to ⌬n. In general,
͗N
2 ͘Ϫ͗N͘
where denotes the isothermal compressibility. For an ideal gas,
Hence, a problem arises when n nucleus * is of order ͱN. When this happens, the change in free-energy associated with a small, homogeneous fluctuation in the density is smaller than the change in free-energy due to the formation of a liquidlike droplet, and ⌬n is no longer a useful order parameter. Note that this situation can always arise when the volume is large enough and that it becomes even more serious close to the critical point or the spinodal. However, in practice, the problem is less serious because nucleation experiments do not probe the probability of arbitrary density fluctuations, but only those that result in the formation of a critical nucleus.
