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Abstract--In this paper an optimum procedure, based on the maximum-likelihood criterion, fo r  clas- 
sification into one of two populations has been studied when multiple observations are available on the 
same variable for each individual. The distribution of the classification statistic, which turns out to be 
a nonlinear function of the mean and variance of the observations of the individual, are derived, and 
formulae (exact and approximate) for the computation of the conditional probability of misclassification 
are given when the parameters are known, as well as when the parameters are unknown. This procedure 
is further extended to more than two populations. 
1. THE MODEL AND NOTATION 
Classification models are used to categorize an object or individual on the basis of the information 
of a profile of its characteristics. Here it is assumed that each individual belongs to one of 
several specified groups or populations, but it is not known to which one he belongs. One such 
model is considered below. Let Y~ik be the kth measurement on the jth individual in the ith 
population "tri (i = 1, 2). The basic model for population "rri is assumed to be 
Y~jk = la.i + l~j + E~i~, j = 1 . . . . .  n~, k = 1 . . . . .  n, (1.I) 
where izi is a fixed constant, lij and E~j, are distributed independently as N(0, v~) and N(0, 
-r~). That is, the observation of the jth individual in the ith population is made up of a portion 
~ common to all observations, a contribution lij common to all measurements on the jth 
individual and a deviation E~jk particular to the kth measurement of the jth individual. The 
variances v~ and r~ can be interpreted as the variances due to individual differences and that 
due to different observations, respectively. This model was considered by Choi[7]. The un- 
derlying model is for a two-factor mixed hierarchical design. 
There is vast literature on classification and discrimination (see Anderson et a/.[2]). Fisher[9] 
suggested the use of discriminant function as a basis for classification decisions. Other bases 
for classification i clude likelihood ratio tests (e.g. see Anderson[l], Chap. 6: Basu and Gupta[3,4]); 
information theory (Kullback[ 171), Bayesian techniques[ 111, nonparametric techniques (Stoller[211, 
Govindarajulu and Gupta[13l and Gupta and Kim[15,16]) and heuristic criteria (Gupta and 
Govindarajulu[14]), to mention but a few. However, as pointed out by Choi[7], no results 
appear to be available when each individual observation is made in replication, although one 
often encounters such situations in biomedical applications. 
In this paper, Sec. 2 sets forth a decision-theoretic model of the classification problem, 
assuming there are losses, a priori probabilities for each possible population, and known 
probability distributions for the random variables in each of the populations. In Section 3. the 
distribution of the classification statistic is considered and the probability of misclassification 
is computed. In Sec. 4, two special cases of the problem are studied when (i) 'ri = "r! and (ii) 
'r~ = "r~, and v~ = v i. In Sections 5 and 6. the problem is considered when the parameters of 
the underlying distribution are unknown and is extended to m (>21 populations, respectively. 
2. OPTIMUM CLASS IF ICAT ION PROCEDURE 
The best regions of classification are determined in such a way as to minimize the math- 
ematical expectation of losses, In the case of two populations, such regions Si for population 
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~ (i = 1, 2) are given by 
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pt(x) c(l/2)q,. 
St: -> 
pz(x) c(2 / l )qt '  
pt(x) c( 1 /2)q2 
S,_: < 
p~(x) c (2 / l )q l '  
(2.1) 
where c(i/ j) is the cost of erroneous classification of an individual to population -try, when in 
reality it belongs to population ~rj, and qi is the a priori probability that the individual in question 
has been extracted from population wi with density function p~(x), i = 1, 2 (with respect o 
some tr-finite measure). Further, if 
p~p,(x)  c( l /2)q:  } 
I.p2(x) = ~ "rr, = O, i = 1,2,  
then the procedure is unique except for sets of probability zero (see Anderson[l l, p. 202). 
Now consider the problem of classifying an individual with observations X = (X~ . . . . .  
X,) into one of the two populations w~, i = 1, 2, when the basic model is described by (!. 1). 
Let the density of population "tr~ (i = 1, 2) be p(x; I~, "r~, v~) which will be denoted by p~(x)" 
and is given by 
T? T7 + nw 1 /  J 
p~(x) = (2"rr)""-rT-1('r~ + nv~) n'" , -~c < x < ~c, (2.2) 
where 2 = E~' xi/n and s 2 = E"i=t (xi - ~)"/(n - 1). 
The following theorem is a direct consequence of the above results. 
THEOaF-M 2.1 
If the probability density function of ~ is given by (2.2), then the best regions of clas- 
sification are given by 
S~: aS'- + bX" - 2c,T( - d >-0, 
S~.: aS" + bX-' - 2cX - d < 0, 
(2.3) 
where the constants a, b, c and d are defined by 
a = (n - l)(-r_c-' - r/-'), (2.4) 
b = n(rz_" - r?-'), r~ = "r~ + nv~,. i = 1,2,  (2.5) 
c = n(Ix,./ri - ~j/r~), (2.6) 
and 
c( l /2)q,_ r~ r~ ( ~--;i, ~--:~1 
d = 21nc(2 / l )q j  + 2(n - l) ln~._, + 21nr_, + n\rT r_~/" (2.7) 
For simplicity of notation we will write U(X) = aS'- + bX'- - 2cX - d. Hence the 
classification rule in this case, as illustrated by Choi[7] using certain medical data, is given by 
R: Classify X to "rr~ iff U(X) -> O. (2.8) 
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3. D ISTRIBUTION OF THE CLASS IF ICAT ION STATISTIC AND THE 
PROBABIL IT IES  OF MISCLASS IF ICAT ION 
First we state the following lemma which can be easily proved and will be useful in the 
sequel. 
LEMMA 3.1 
If (X~ . . . . .  X,) is a random sample from population rr~, then 
(i) (X, S'-) is a set of minimal sufficient and jointly complete statistics for ~.~, "r~ z and 
v?; 
(ii) X ~ N(Id, i, rZfln); 
(iii) (__n - 1)S z~ r,'-X~,_j,; 
(iv) X and S-" are independently distributed. 
As a consequence of Lemma 3.1, given X E xr~, the classification statistics U(X) can be 
written as the weighted difference of two independent noncentral chi-squared variates plus a 
constant as 
C 2 
U(X) = et~Zi - 13~Z,. -- d - -if, (3. l) 
whereZ, ~ X~,-,.0, Zz ~ X ~.¢ , 8 ~ = n( ~ - c / b ) '- / r~ , ai = av~ / ( n - 1), and t3i = - br~ /n. 
Hence we need to find the distribution of otZ~ - 13Z_,. We first prove a more general result. 
THEOREM 3.1 
Let the noncentral chi-squared random variables Zj and Z., be independently distributed as 
Z~ ~ ×~,.~ and Z,. ~ X~,.6~. The probability density function o fZ  = otZt - ~Z2, ot > 0, ~ > 0, 
is given by 
tlfm÷n)/21+i+j- le-¢t/2a) 
f(t) ~ " 2 = p~(80p j (89  • 
. . _ / /m + 2i'~ 
[2  m+n e~+13 ] × 0 + j , - ' -~  + i+ j , -~t  , t_> 0, (3.2) 
~ t)l('n+"):21÷i'~J-le t/2fl 
= ~ p,(8Opj(8;)" ( -  ..~.(n + 2j l  
i.j c(i, j ] .  ~- - -~ 
/ 
+ i + j ,  t , t - -<0,  
2 2al3 
(3.3) 
where 
and 
pi(~z) = e-~:,z (82 /2 ) i  
i! ' 
c(i, j) = 21("+"'/~'l+i+~ot''/"'+i~(n/2) + j, 
l"(a)d:(a, b; x) = e-~'ta-l(l - t) ° -" - t  dt. 
(3.4) 
(3.5) 
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Proof. Let Y = Z/d, ~ = f3/a, g(t) be the density of Y and fj(t), f:(t) be the densities 
of Zt and Z:, respectively. We have 
g(t) = f~ f=(t + "¢x)f2(x) dx. 
Then, for t >- O, g(t) reduces to 
i,j 2t(,._.)~.l+,÷jr(n + 2j~ (m + 2i~ 
\ 2 ] r \  2 ] 
fo : ( /  + ~tx)('n/2)÷i-lx{"~2)+)-Ie -[(x+t+~x)/21 dx. 
Substituting u --- (~l/t)x, and introducing the function +(a, b; x) for a > 0, x > 0 [also denoted 
by U(a, b; x)] which can be expressed in terms of the more common hypergeometric function 
as (see Erdelyi[8]) 
F(I - b) F(b - 1) 
~(a ,b ;x )  = F(I + a - b) lF~(a' b; x) + F(a) - -  x I -b IFt ( l  + a - b, 2 - b;x) ,  
where 
z 
tFt(a, b; x) = ~ (a).x"/(b).n!; 
r t=O 
(a), = a(a + 1) . .  • (a + n - l), 
after some algebra one obtains (3.2). It may be noted that the function ~(a, b; x) is finite for 
all x. The result for t - 0, is similarly proven. 
The probability density function of the difference of two weighted independent chi-squared 
random variables is obtained from (3.2)-(3.3) for 5~ = ~_, = 0. It may be noted that Press[18] 
has studied the distribution of linear function of independent noncentral X-'-variates with positive 
coefficients. 
As a special case of Theorem 3.1, we derive the distribution of the classification statistic 
U0(X) = U(X) + d + c'-/b'-. 
THEOREM 3.2 
If "r~ > "ri and ri < ri ,  the conditional probability density function of the classification 
statistic U0(X) given that X E "rri is given by 
, u'"2'+J-te-~""-"' [ 1 n a, + 13i ] 
~ c(j)F(L~2 1) t~ J + ~' 2 + J' 2et'f3"--'-~ u ' u >- O' 
~ PJ(8?) (-u)'"'2)'J-te";~ [ ] 
j c( j ) r ( j  + I /2) ~ n - ! n (xi + 13...............~, S '2  + j '  2ai[3i u , u -<0,  
(3.6) 
where c(j) = 2 '"- ' ' ' j  a~"-'"'-13~ +'''2) and pj is given by (3.4) and Ib by (3.5). 
Proof. In (3.2) substituteS~ = 0,~)~ = 8;;,m = n - l andn  = l. lt may be noted that 
the case when -r~ < "ri and ri > r-: is very similar. 
The density (3.6) is exact and is useful in many theoretical problems, e.g. in studying the 
properties of quadratic estimators of variance components. However, it is complicated for 
numerical computation of the probability of misclassification P(MC). One can use many ap- 
proximations. Here we give one such easy approximation for the distribution of the classification 
statistic. 
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If "ri > v_~ and ri > ri (the case when"r~ < "r:, and r~ < r" is similar) a possible way is to 
approximate the conditional distribution, given X ~ "~,, of U,,IX) by e,~(i • where the constants 
e, and f, are determined by equating the means and variances of the two distributions, giving 
~(n - I) + 137~1 + 2E)  
e, = (3.7) 
oq(n - I) + 13,(1 + 8~) 
and 
[a,fn - I) + 13AI + ~) l :  
f '  et](,'t - I) + 13,(1 + 2&)" (3.8) 
The number f, of degrees-of-freedom (d. f.) is then generally no longer an integer. Nevertheless, 
one can use the tables of chi-squared istribution to compute P(MC). 
[ c: ] 
P( I /2)  = P Uo(X) >-d + ~[X~' r r2  
1 - F~ [(d + c2/bZ)/e,_] 
(3.9) 
where Fc~(') is the c.d.f, of xZ-distribution with f d.f., and e_,. fz are given by (3.7) and (3.8), 
respectively, for i = 2. Similarly 
P(2/1) -~ Fx} [(d + cZ/b")/e,l, (3.10) 
and P(IvlC)/R) = q~P(2/1) + q,_P(l/2). 
4. SPECIAL CASES 
Case (i) "ri = H. 
The classification rule R, in this case, reduces to 
Rfi Classify X to ,rr~, iff bX-' - 2cX - d > 0, (4.1) 
where b, c and d are obtained from (2.5)-(2.7) by substituting ,~ - ,, - "r (say). 
It is interesting to note that S-" has no contribution in classification when "r~ = T_,, however 
would contribute ven if la.~ = Ix_, (Choi[7]). Assuming, without loss of generality, that vi > 
vi, the inequality (4.1) can be written as 
- ___g + ~,  (4.2/ 
where X/rr, ~ N(IXi, v~ + ":"In), i = !, 2. Hence, the distribution of the classification statistic 
is simple in this case and is given by 
(4.3) 
where 13~ = (IX~ - c/b)'-/(v~ + H/n), i = 1, 2. 
The P(MC) can be easily computed by the following formulae. 
-F  d+c'- (4.4) 
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t. '2 , + 
(4.5) 
where F~.B ?denotes the cumulative distribution function (c.d.f.) of the noncentral chi-squared 
distribution with one degree-of-freedom and noncentrality parameter 131. Thus one can use the 
tables of noncentral chi-squared distribution to obtain P(MC), such as the tables in Fix[ 10] and 
in Burington and May[6]. Or, equivalently, one could use the c.d.f, dp(.) of the standard normal 
variate. We have, 
P(I/2) = dp ~v~' - -~7) " i t ' - '+  " + ( ' -v - )  i7 ' ' ]+n  , (4.6) 
P(2/I) = • -+ ' - ~ ~u~--+n)~"~-'~ V,. , (4.7) 
and 
P(MC/Rt )  = q iP (2 / l )  + q,_P(l/2). 
Case (ii) "r~ = r-' and v~ = v:, i = 1, 2. 
The classification rule R, in this case, reduces to 
R,: Classify X to xrt, iffX < ~ + ~'- r" c(2/ l)q~ . - -  + l n ~  
2 n (~2-  ~j) c(1/2)q2 
where, without loss of generality, we assume that ~ < ~_,. This rule, for the univariate normal 
populations, when c( 1/2)q,. = c(2/ l )qt ,  has been studied in detail by Sedransk[ 19]and Sedransk 
and Okamoto[20]. The conditional distribution of the classification statistic is X/~rl ~ N(I.t~, 
r2/n), where r 2 = "r 2 + nv 2, and the probabilities of misclassification in that case are given 
by 
P(I/2) = P(2/I) = ~[~n(~ - p.:)/2r] 
as n ---> ~, 
which in fact gives a lower bound for P(MC/R,.) .  
5. PARAMETERS UNKNOWN 
Up to now we have assumed complete knowledge of the probability distributions for the 
random variables in each of the two populations. Unfortunately, the distributions can hardly 
ever be specified exactly because the parameters are usually unknown. When P,i, % and v~ are 
unknown, it seems intuitively reasonable to use the rule R, as in the discriminant function, by 
substituting the following unbiased estimates (e.g. see Brownlee[5], p. 319) obtained from prior 
samples from ~ (i = 1, 2): 
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~, = y~.., 
÷, = s~, 
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(5.1) 
(5.2) 
and 
Vr = (S,., ' "" " - S , ) /n ,  (5.3) 
where 
~r 
ro = r , ;  n. r ,  = y~ r,i / . i . 
k=l  J=l 
= ( r , j , -  r , j ) : , . , ( .  - 1) 
j=l  k=l  
and 
ni 
s~: =.  X (r,.~. ' - Yc . ) - / (n i -  
j=l 
1). 
The classification rule R, when the parameters are estimated using (5.1)-(5.3) becomes 
R*: Classify X to ~,  iff V(X) > O, (5.4) 
where V(X) = dS 2 + /~X-' - 2dX - d and d, /~, ~ and d are given by (2.4)-(2.7) with the 
unknown parameters I~i, % and vl replaced by their estimates (5.1)-(5.3), respectively. It is 
assumed that c( i / j ) ,  (i, j = 1, 2, i # j )  and q~ (i = 1, 2) are either known or are equal. The 
distribution of the classification statistic V(X) is quite complicated. However, asymptotically 
V(X) converges stochastically to U(X), and one can use the result of Sec. 3 only approximately 
(e.g. see Basu and Gupta[3]). Similar remarks apply to the rules Rt and R2, also. It may be 
noted that the rule R., when c(1/2)q2 = c (2 / l )q t ,  simply becomes 
R*:. Classify X to *rl, iff X < Yv_.......7_,+ Y" (5.5) 
and the probabilities of misclassification for this rule (5.5) have been estimated by Sedransk 
and Okamoto[20], in the case of univariate normal populations. Glick[12] has shown the 
asymptotic optimality of "plug-in" estimators of correct classification rates. 
6. CLASS IF ICAT ION INTO ONE OF SEVERAL  POPULATIONS 
The problem of classifying an individual into one of several groups is considered here. 
The results of previous ections are extended to the case of more than two populations. Let 
there be m (>2) populations ,r~ (i = l . . . . .  m). The basic model remains (1.1), where now 
i = l . . . . .  m. To classify an individual X to "tri, the best regions of classification, S~ (i = 
1 . . . . .  m) (see Anderson[l], Chap. 6), are given by 
Si = Uit(X) >-0 ,  1 = 1 ,2  . . . . .  m; l # i, 
where 
U.(X) = a.S" + b.2"  - 2c.V~ - d. 
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ai/ = (n - I ) ( rE :  - rT : ) ,  
c(i/ I)ql 
d, = 2 I n - -  + 2(11 - 
c(I/ i)q, 
b,, = n(rt-: - ri-Z), c,, = n |~ 
\r?  
l ) ln % r, \f l't~r; ~)  - + ~ In  + 1 _ - i i  -7  
t I r l  
r ; /  
Hence,  the classif ication rule is g iven by 
R~:C lass i fyXtor r~.  i f fU ,  t(X) > 0, I = 1 . . . . .  m; / -~ i .  
The probabi l i ty of  misclassif icat ion i  this case is given by 
in  m 
P(MCIR3) = ~ 2 qp lU , t (X)  >- O. 
i= l  I=1 
i~ l  
/ = I . . . . .  m; / # il~r,} 
and can be computed using the results of  Sec. 3 or 4, as the case may be. If the parameters  
are unknown,  U~(X) will be replaced by Vi~(X), as in Sec. 5, for c lassi fying an individual and 
the asymptot ic  theory remains the same. 
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