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Abstract
One of the challenges in the wireless sensor 
applications which are gaining much attention is 
the real-time transmission of continuous data 
packets across the network. Though advances in 
communication in sensor networks are providing 
guaranteed quality data packet delivery they still 
have some drawbacks. One such drawback is 
transmission of incessant data packets over high 
speed networks. Here in this paper we have 
designed a concentric sensor network having 
buffer just not at the sink but also in selected 
intermediate nodes to minimize the packet loss 
caused due to congestion.  This approach results 
in haggle congestion and less packet loss in the 
designed network. 
Keywords: jitter, congestion, jitter control, 
metrics, delay time, CBR (constant bit rate). 
I. Introduction 
In a sensor network the nodes are spatially 
distributed. These nodes or sensors work in 
a coordinated mode to monitor physical or 
environmental changes like variation in 
temperature – prediction of a forest fire, 
vibration – occurrence of an earthquake and 
prediction of landslides etc. These networks 
are now employed in habitable monitoring, 
health care applications and traffic control. 
 
The nodes are deployed according to the 
network topology, geographical conditions 
and the nature of application. These nodes in 
the network are equipped with wireless 
communication device or transceiver 
microcontrollers, and a battery as an energy 
source. This network is usually comprised of 
wireless ad-hoc system meaning that each 
sensor supports a multihop routing 
algorithm. The information is transmitted in 
bit streams and later is packetized. This 
causes some packetization delay at the nodes 
in the network that collects information and 
transmits to the sink node for further 
processing. 
 
The performance of the network is estimated 
based on the rate of delivery of the packets 
to the desired node in the network. There are 
various parameters which affect the quality 
of a sensor network among which jitter is 
one of the factor which leads to loss of 
synchronization of packets down stream 
from an active node. As the packets have to 
be transmitted through a sequence of nodes 
jitter accumulates and intensifies in the 
network leading to delay in delivery of the 
packets and which might cause congestion. 
Congestion in a network will lead to 
dropping of packets, at times some of the 
high priority packets will also be lost. 
Congestion also increases the consumption 
of energy as links become saturated. 
In this paper we present a network topology 
with a buffer integrated with selected nodes 
to minimize jitter in the sensor network.  
Section II presents the literature survey on 
Quality of service and the performance 
metrics applied to estimate the network 
efficiency. The problem definition, the 
design of the network and related analysis 
are presented in section III. Section IV is 
about conclusion and future work. 
NCVN-09 9th and 10th october 2009 KCG College of Technology 
43Of 81 
 
 
II. Quality of Service Metrics 
The set of service requirements that need to 
be provided by the network at the time of 
transferring packets from the source to the 
destination reflects on the performance of 
the network. The network is expected to 
assure a set of measurable service attributes 
to the user in terms of bandwidth, 
probability of packet loss, energy and delay 
variation, and end to end delay [1, 6]. The 
QoS metrics are classified as additive 
metrics, concave metrics, and multiplicative 
metrics.Bandwidth and energy are 
considered as concave metrics while cost, 
delay and jitter as to additive metrics. The 
end-to-end delay is an additive constraint 
because it is the accumulation of all delays 
of the links along the path and link the break 
probability is a multiplicative metric [2]. 
 
A. Performance metrics 
Several performance metrics are 
evaluated under various mobility speeds 
on the following calculation [4]. 
 Throughput  
The amount of data that is 
received through the network 
per unit time, i.e, data bytes 
delivered to their destination 
per second. 
TimeTotal
receivedbytesTotal
Throughput   
 End-to-end delay 
This indicates the time taken 
for a packet to travel from 
CBR (constant bit rate 
source) to the application 
layer of the destination. 
It represents the average data 
delay of an application or a 
user experiences while 
transmitting a data packet. 
 
  Jitter 
It is the time variation of a 
characteristic of the latency 
packets at the destination. 
 
 Packet delivery fraction         
 
100*
packetssent
packetsreceivedtotal
fractiondeliverypacket 
 
III. Problem Definition and Design 
Architecture 
Problem definition 
Jitter is one of the parameters which affect 
the performance of the sensor network 
leading to a delay in packet delivery and 
also the loss of the packets.The Figure1 
shows the solution adopted to minimize the 
delay in the network. Here we have 
incorporated a preemptive FIFO stack in the 
transport layer. In this buffer the packets are 
first accumulated and synchronized [7, 8] 
before transmitting to the next intermediate 
node or to the sink. If there is a packet in the 
buffer, it will be preempted by the newly 
arriving high priority packet (router). 
 
 
 
 
Figure 1. Design architecture 
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Buffer size of selected node    (4-n)×packet 
size. 
       for n<4, 
       for n> 4, Buffer size = 1. 
  n= layer in the 
network…..Eq. 1 
 
The Figure 2 shows the topology, to 
minimize the cost and the delay, selected 
nodes [9] are integrated with the buffer.   
Tl = life time of a packet 
Pi = prioritized packets 
If the packet is ahead of schedule, it is held 
just long enough to get it back on schedule 
[3]. Here, the packet is behind the schedule 
due to the packetization delay. The 
intermediate node having a buffer tries to 
send the packet at the earliest. Steps to be 
followed by the overcrowded node with a 
buffer integrated in it 
 
 If intermediate node is 
overcrowded with undelivered 
packets then  
 
 
 For a packet Pn check the life 
time and packet priority. 
 if Tl <= 0 && Pi is high then 
preempt the packets in buffer 
then transmit the packet Pn 
Assumptions 
1. The bits arrive at variable bit 
rate. Prior to transmission 
towards the destination node, 
they are packetized. The 
buffer output will be of CBR 
causing packetization delay 
shown in figure 3. 
 
4 
3 
2 
Intermediate nodes 
Sensor node 
Sink node 
Layer 1 
Figure 2. Network Topology 
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2. Buffer size is fixed.  
 
Performance Evaluation 
 
The transmitted packet size and the 
buffer size are the prime parameters 
considered to evaluate jitter. From 
Table 2 it is observed that when in 
the absence of a buffer at any node in 
the communication channel, the jitter 
associated with the packets are 
increased with the increase in the 
number of packets transmitted. 
 
This may lead to loss in the data to 
be reached to the destination. This 
scenario is graphically depicted in 
Figure 4.  
 
Table 2.Jitter without buffer at  
              intermediate nodes 
 
Delay in   
     ms  
No. of 
packets 
Jitter in ms 
0.2 10 1 
0.4 20 2 
0.6 30 3 
0.8 40 4 
0.9 50 5 
1 60 6 
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Table 1. Simulation Parameters 
 
Simulation area 2500000m
2
 
Number of nodes 100 
Node communication 
range 
50m 
Traffic model CBR 
Packet size  512bytes 
Node Energy 100J 
 
Constant bit rate 
input stream 
Mean packet 
transfer delay 
Received 
packet 
stream 
Packetized 
input stream 
Figure 3. Transmission of a constant bit 
rate stream [2] 
TP= packetization delay 
TN = mean network packet transfer  
        delay   
TB = buffering delay at destination  
          (to overcome worst-case jitter)  
Tt = total input-output delay 
Tt  = Tp + TN + TB 
Jitter = variation in store-and-forward delay 
about the mean. 
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Table 3. Jitter  buffer at             
               intermediate nodes 
 
Delay due to 
packetization 
       ms 
No. of 
packets 
Jitter in ms 
3.5 10 5 
4 20 5 
4.5 30 5 
5 40 5 
5.5 50 5 
 
 
Jitter control with buffer
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e
ts transmission
delay in ms
No. of packets
Jitter in ms
 
 
On observing the Table 3 it is 
evident that on including the buffer 
size as estimated using Eq. 1 at 
selected node in the communication 
channel of the sensor network the 
jitter associated with the packets 
arrived can be controlled to have a 
constant value of jitter of 05ms. The 
packet stream with 50 packets is 
having a jitter of about 05ms Figure 
5 depicts the graphical representation 
of the above situation.  
Though the over all delay is 
increased due to packetization and 
also due to the store and forward 
process at the buffer, there is no 
packet loss and also congestion is 
under control.  
 
 
 
           IV.  Conclusion and future work 
Our solution does not require an 
active queue management, 
maintenance of multiple queues or 
the use of a specified MAC protocol. 
It is for real time application for 
which we have used a scheduling 
technique where in the high priority 
packets are transmitted first. By 
introducing the buffer we have fixed 
the jitter to a particular level, though 
the delay is increased due to the 
packetization process the packets are 
not lost. In our future work we would 
like to achieve the technique of 
identifying the intermediate nodes to 
introduce the buffer to enable 
synchronization of the packets. 
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