For a K-stage cyclic queueing network with N customers and general service times we provide bounds on the n th departure time from each stage. Furthermore, we analyze the asymptotic tail behavior of cycle times and waiting times given that at least one service time distribution is subexponential.
Introduction
We consider a cyclic K-stage (K ≥ 2) queueing system as shown in Figure 1 . There is a single server at each station i (i = 1, . . . , K) and the service discipline at all stations is First Come First Served (FCFS). The capacity of the buffer between any two consecutive stations is infinite.
There are N customers in the system, who cyclically visit station 1 to station K. We assume that at time zero there are N i customers in front of station i, i = 1, . . . , K. Hence, K i=1 N i = N . Service times at station i are independent and identically distributed random variables {B i n } with distribution function B i (·), and the sequences {B 1 n }, . . . , {B K n } are assumed to be mutually seen by an arriving customer are main objects of our interest. Relatively few mathematical methods are available for treating these quantities in closed queueing networks. The reason for this is that a customer passing through the system experiences the whole space-time structure of the network state process. One can use general methods for closed Gordon-Newell networks [23] , Laplace transform techniques [11, 14, 29] , reversibility arguments [15] , standard embedded Markov chain techniques [18] , or the theory of point processes [19] . All of these results are valid under the assumption that service times are exponential random variables. Boxma [11] derives an expression for the Laplace-Stieltjes transform of the distribution of the stationary cycle time in a two-stage cyclic queueing network with one exponential and one general station. This result reveals a surprising phenomenon: in general, the distribution of the cycle time depends on the order in which two stations are visited. As Boxma [11] noted, this is because of the dependence between successive response times at two queues. As far as the open networks with subexponential service times are concerned, Baccelli, Schlegel and Schmidt [8] consider the tail behavior of stationary response times in irreducible stochastic event graphs. In a similar paper, Huang and Sigman [24] focus on the asymptotics of sojourn times and queue lengths in tandem queues and split-match queues.
More recently Baccelli and Foss [5] compute upper and lower bounds for the tail asymptotics of the stationary maximal dater in more general monotone-separable stochastic networks. Moreover, they obtain exact asymptotics for various special cases of these networks. Baccelli, Foss and Lelarge [6] compute the exact tail asymptotics of stationary response times for both irreducible and reducible open stochastic event graphs under the assumptions that the arrival process is a renewal process and the service times have subexponential distributions.
In this paper we first provide upper and lower bounds on the n th departure epoch from any given station (for similar results in open networks see e.g. [8] ). Then we obtain the subexponential asymptotics of the n th cycle time at station i which is denoted by C i n . In particular, we have
where f (x) ∼ g(x) as x → ∞ means that lim x→∞ f (x)/g(x) = 1 for two functions f (x) and g(x).
Note that the cycle time asymptotics is the same for each station. This is different for the cycle time distribution, which indeed depends on the station where the cycle starts; see [11] . Next we study the tail behavior of the distribution of the n th waiting time at station i for i = 1, . . . , K.
Using Harris recurrence methods we prove that if the service times at any of the stations have infinite support, then there exists a random variable C i such that
holds as n → ∞ where
The sequence C i n couples with C i in finite time for all initial conditions N 1 , N 2 , . . . , N K such that (1) and (2) we obtain the subexponential asymptotics for C i :
Results similar to the one in (3) are also obtained for stationary waiting times. To the best of our knowledge, our results are the first of this kind for cyclic queues with more than two stations and non-exponential service times.
The paper is organized as follows. In Section 2, we introduce the notation and derive upper and lower bounds on the n th departure time from station i. We obtain the subexponential asymptotics for the n th cycle time C i n in Section 3. Section 4 is devoted to the asymptotics of the n th waiting time at station i. In Section 5, we prove (3) and also obtain the results on tail behavior of stationary waiting times. Finally, in the appendix we recall some properties of subexponential distributions used in this paper.
In this section, we introduce the notation used throughout the paper and develop upper and lower bounds on the n th departure time from station i ∈ {1, . . . , K} denoted by X i n . Location of the customers in the network at time 0 is called the initial marking. We will see that the stationary regime does not depend on this initial marking. Without loss of generality we assume that no customers are being served at time 0.
We use the following notation
where K is the number of stations as defined above. Furthermore, we use the symbol ⊕ for maximization, and the symbol ⊗ for addition. Thus, we write a ⊕ b for max{a, b}, and a ⊗ b (or shortly ab) for a + b where a and b are real numbers. This is the standard (max,+) algebra notation (see [4] for more details on this formalism). Note that as in conventional algebra ⊗ has precedence over ⊕. Even though cyclic tandem queue is an example of a (max,+) linear system, general (max,+) linear systems and (max,+) algebra are beyond the scope of this paper. We use these symbols simply for notational convenience. Throughout our developments we set X i n = 0 and B i n = 0 for all n ≤ 0 and i ∈ {1, . . . , K}. One can easily see that in any cyclic queueing network for all i ∈ {1, . . . , K}
The following proposition provides an upper bound on X i n for i ∈ {1, . . . , K}.
with the convention that ⊗ over an empty set is 0.
Proof First assume that n > N and n mod N = 0 and apply the following service mechanism.
First the server at station [i + 1] serves all the N [i+1] customers while the other servers remain idle.
Then the server at station
customers while the other servers remain idle. Servers at successive stations work in this sequential manner until the n th customer departs from station i. Under this service mechanism, the departure time of the n th customer from station i is equal to U i n which is clearly greater than X i n since the servers work sequentially. Next assume that n > N and n mod N = 0. In this case, add n mod N customers to N [i+1] and apply the sequential service mechanism described above but eliminate the n mod N additional customers after their first service at station i. The departure time of the n th customer from station i is again equal to U i n . Finally, suppose that n < N . In this case, apply the sequential service mechanism starting from the station where the n th departing customer (from station i) is at time 0 but at that station only serve this customer (n th departing customer from station i) and the ones in front of him.
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The next proposition provides a lower bound on X i n for i ∈ {1, . . . , K}.
with the convention that ⊕ over an empty set is −∞ and ⊗ over an empty set is 0.
Proof The proof follows from the observation that until X i n at least (n−
Propositions 2.1 and 2.2 can also be obtained from the explicit representation of X i n given in [2] .
Cycle Times
Recall that C i n denotes the n th cycle time at station i ∈ {1, . . . , K}. By a cycle time we mean the time between two successive departures of the same customer from a given station. Thus, the n th cycle time at station i is computed as
The next proposition provides the tail asymptotics of the n th cycle time.
Proof We first derive an upper bound for C i n . Define the set of service times J as
Note that at least one of the service times in J must be in progress at any time in the interval [X i n , X i n+N ] and there is no other service time (other than those in J ) that could take place in this time interval. Then from (5)
Thus, from Corollary 6.1, for all
Next we obtain a lower bound on C i n . Note that all service times in J take place within the time interval
and observe that the service times that occur in the interval from X i n−N to X i n do not have an effect on C i n . Hence,
where the second inequality follows since from the definition of T i n and (7), we have
Note that the upper bound on T i n is independent of the service times in set J . Therefore, from Lemmas 6.3, 6.4 and Corollary 6.1, for
which together with (8) completes the proof for the asymptotics of the n th cycle time at station i.
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Since the convergence in (8) and (9) is uniform in n, one can conclude the uniformity of convergence in n in Proposition 3.1.
Remark 3.1
The cycle time asymptotics is the same for each station. Thus, it does not matter at which station a cycle starts. This is different for the cycle time distribution, for which indeed one gets different results depending on where the cycle starts; see [11] . 
Hence, the asymptotics depends only on the service time distribution with the heaviest tail.
Waiting Times
Let W i n denote the n th waiting time at station i ∈ {1, . . . , K}. Thus, W i n is the time from the arrival of the n th customer at station i to the beginning of his service at this station and it is computed as
The next proposition provides the tail asymptotics of the n th waiting time.
Proposition 4.1 For i ∈ {1, . . . , K} with B i ∈ S and n ≥ N , we have
Proof We again start by obtaining an upper bound on W i n . Define the set of service times K as
Note that at least one of the service times in K must be in progress on station i at anytime in the
(otherwise W i n = 0) and there is no other service time (other than those in K) that could take place on station i in this time interval. Then from Thus, from Corollary 6.1, for n ≥ N lim sup
Next we obtain a lower bound on W i n . Note that all service times in K take place on station i in the time interval [X i n−N , X i n−1 ]. Moreover, completed service times that take place in the interval from
do not have an effect on W i n (in order to see this note that (n − N ) th customer departing from station i is the same as the (n − N i ) th customer departing from station [i − 1]). It follows from (4) that
. As in the proof of Proposition 3.1, let
where the upper bound on T 
Since B i (x) ∼ c i F (x) as x → ∞, the assertion follows. 2
Since the convergence in (12) and (13) is uniform in n, one can conclude the uniformity of convergence in n in Proposition 4.1.
Stationary Results
In this section, we assume that the service time distribution at any one of the stations, say station i 0 , has infinite support. Clearly, this assumption holds for subexponential distributions. We observe the state of the cyclic network at the time of the departures. Note that we consider the departures from all the stations in the network and number the departure times according to the order that they happen. Let
be the system state vector, where Y (k) and Y K+ (k) ( = 1, . . . , K) represent, respectively, the number of customers and the elapsed service time at station at the time of the k th departure.
consistent with the initial condition defined in Sections 1 and 2. Note that
The event R means that at a departure epoch from station i 0 the departing customer leaves all the other N − 1 customers behind at station i 0 . Note that for any m > 0 there exists k > m such that
for some n such that (n − N )K > m. Hence, the set R is a regeneration set such that, for any initial marking,
where the last step follows from (4). Similar to (7), we have
, and therefore
since the service time distribution at station i 0 has infinite support. Moreover, the sequence of
} constitute a stationary sequence (in n) for all n ≥ N − 1 and they are (N − 1)-dependent (see also [22] for more on Harris ergodic Markov chains). Note also that in this case the inter-regeneration times have finite mean. Thus, {Y(k), k = 0, 1, 2 . . .} is a Harris ergodic Markov chain and has a unique stationary distribution. Namely, from (14) and Theorem 3.6 and Proposition 3.13 of [1] (see also [3, 4, 9] ) we have the following theorem. [7, 10, 30] .
Note that the n th cycle time at station i, C i n = X i N +n −X i n , can be expressed in terms of Y(M n ), where M n is the time the of n th departure from station i, and the completed services taking place in the time interval [X i n , X i n+N ). At the n th departure epoch from station i, the number of completed services since time 0 at the individual stations depends on the initial marking. Each station l has completed at least max{n − N i , 0} ≥ max{n − N, 0} and at most n + N − N i − 1 ≤ n + N − 1 services. We define the following sequence of random vectors for n ≥ N B (n) = (B n−N +1 , B n−N +2 , . . . , B n+2N −1 ) , = 1, 2, . . . , K.
Since ⊕ and ⊗ are continuous operators, we have
for n ≥ N and some continuous function
Thus, since convergence in total variation implies weak convergence, from the continuous mapping theorem and Theorem 5.1 we obtain the following result. Since the convergence in Proposition 3.1 is uniform in n, for all n ≥ N − N [i+1] and any ε > 0 there exists L (which does not depend on n) such that for all x > L we have
for i ∈ {1, . . . , K}. Taking limits as n → ∞ and ε ↓ 0 we obtain the following corollary.
Corollary 5.1 If service time distribution at any one of the stations has infinite support, then for all i ∈ {1, . . . , K} we have that
Note also that
for some continuous function 
Subexponential distributions
As before, we write f (x) ∼ cg(x) to express that lim x→∞ f (x)/g(x) = c for two functions f (x), g(x), and some constant c ≥ 0.
Definition 6.1 A distribution function F on IR + = [0, ∞) with F (x) < 1 for all x > 0 is called subexponential (F ∈ S) if
where F (x) = 1 − F (x) and F * 2 denotes the convolution F * F .
The class S has some very useful properties. Those which are used in this paper are the following ones.
Lemma 6.1 Let F and G be two distribution functions on IR + and assume that there exists a constant c ∈ (0, ∞) with G(x) ∼ cF (x). Then, F ∈ S if and only if G ∈ S. The results stated in Lemmas 6.1 and 6.2 are well-known. For a proof see for example [17] and [20] .
Lemma 6.3 Let X and Y ≥ 0 be independent random variables with distribution functions F X ∈ S and F Y , respectively. Then
For the proof of Lemma 6.3, see [27] . We further need the following lemma which is standard.
Lemma 6.4 Let F and G 1 , . . . , G n , n ≥ 1, be distribution functions on IR + such that G i (x) ∼ c i F (x) as x → ∞; c i ≥ 0. Then,
The following corollary follows from Lemma 6.2 by induction.
functions on IR + such that F i (x) ∼ c i F (x) with c i > 0, 1 ≤ i ≤ n, and G i (x) = o(F (x)) for 1 ≤ i ≤ m. Then,
