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Abstract
Starting with a formalism of operators in extended Hilbert space we reformulate a two dimensional
quantum harmonic oscillator in such a way the ground state is explicitly maximally entangled. Being
a vector in the Hilbert space, it has also a non-trivial expansion in a bigger extended space, which
is not free of negative norm states by itself, but allows to interpret the ground state geometrically
in terms of AdS3. The interpretation is based solely on the form of the expansion, revealing certain
structures at the boundary and in the bulk of AdS3. The former correspond to world lines of
massless particles at the boundary. The latter resemble worldsheets of interacting closed strings.
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I. INTRODUCTION
ER=EPR [1–4] conjecture provides an interesting link between quantum entanglement
and gravity, relating connected black holes to quantum entanglement. This utilizes earlier
observations presented in [5, 6], suggesting that quantum entanglement may be the fun-
damental concept explaining spacetime. In particular, it was shown that connectivity of
space is closely related with entanglement. Breaking it causes disconnection of regions in
space. In a broader sense, the connection predicted by the ER=EPR hypothesis can be
extended to an even larger class of maximally entangled states, including e.g. the vacuum
of relativistic QFT. What is more, recently it was suggested [7] that quantum mechanics
and gravity are actually not separate subjects. Even if the gravitational field is weak, their
presence can be regarded as a manifestation of some quantum effects and vice versa. The
last observation emerges from combination of various aspects of ER=EPR, AdS/CFT and
black hole physics. There is a missing point, however. Namely, we still cannot say much
about the connection itself. For instance, if a maximally entangled state can be interpreted
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geometrically, what is the exact form of the corresponding geometry and how can it be
found?
Trying to answer this, we propose a novel derivation of a quantum harmonic oscillator.
The idea is to associate each state in the Hilbert space with a vector in some bigger space,
such that this can reveal some information about the connection with geometry. As a
candidate for the space we consider the concept of an extended Hilbert space, i.e. a Hilbert
space without positive definite scalar product. This is for two reasons. First, the extended
space is a more general concept. In particular, a Hilbert space of a given physical system
can be always identified with a positive definite sector of some abstract extended Hilbert
space. Second, the presence of negative norm states can be intuitively motivated by the
fact that timelike directions in spacetime are represented by negative norm vectors. Still
any physical state is expected to be positive definite.
To implement this into practice, we start with analogous of position and momentum,
constructed as operators in the extended Hilbert space. Adopting several simple postulates,
we construct the quantum harmonic oscillator as a nothing but a positive definite sector
in that space. We show that states in the Hilbert space have a unique expansion in the
extended Hilbert space. This provides some additional information about quantum system.
The goal of this paper is to examine their potential meaning, identifying the connection
with geometry.
This paper is organized as follows. In section II we introduce the formalism, defining
the operators and finding the algebra. We identify the Hilbert space of quantum harmonic
oscillator as a positive definite sector in a more general extended Hilbert space. Consider-
ing the two dimensional oscillator we reformulate it in such a way, the ground state will
be maximally entangled. We show that breaking the entanglement in the vacuum leads to
creation a quantum of energy in a process similar to the Hawking effect. In section III we
examine the internal structure of the maximally entangled vacuum, provided by its expan-
sion in the extended space. We observe that the expansion is nothing but a superposition of
another orthogonal maximally entangled states, identified as representing points in AdS3.
Taking this into account we find geometric interpretation of the vacuum in a form of two
distinct geometric structures. The first looks like worldlines of massless particles at the
boundary. The second resemble interacting closed strings in the bulk. We suggest they are
equivalent, since they reflect the same quantum system. Finally, we consider generalization
of the background geometry to the case of a D2 black brane. In section IV we discuss and
summarize the results.
II. EXTENDED SPACE
Below we show that the Hilbert space of quantum harmonic oscillator can be found at
a quantum level as a subspace of a bigger Hilbert space without positive definite scalar
product. This will be find starting with some abstract postulates and then examine the
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consequences. In words, we start wit some ”guess” to be checked examining the potential
physical applications.
A. External operators
We start with the following definitions
Definition 1 Let F0 be an extended Hilbert space, i.e. the Hilbert space with no necessarily
positive definite scalar product. Let {ei, ∂i}Ni=1 stands for a set of pairs of operators acting
on F0, and defined such that for any |φa〉 ∈ F0, one has
〈φb|en1i1 ...e
nk
ik
|φa〉 = 〈φb|∂n1i1 ...∂
nk
ik
|φa〉 := 0, (1)
[ei, ej ] := 0, [∂i, ∂j ] := 0, (2)
∂i ej1 ...ejn |φa〉 := δij1ej2 ...ejn |φa〉+ ...+ δijnej1 ...ejn−1 |φa〉, (3)
ei ∂j1 ...∂jn |φa〉 := − δij1∂j2 ...∂jn |φa〉 − ...− δijn∂j1 ...∂jn−1 |φa〉, (4)
e†i := ei, (5)
for N , ik, jk nk ∈ N. We call ei and ∂j the external operators.
The definition above is to be understood as follows. The extended Hilbert space stands for
a Hilbert space which is not necessarily positive definite, i.e. it may contain negative norm
states. As mentioned in the introduction, the main reason for considering this lies in the
belief this could be an option to incorporate gravity. If so, the next step of the construction
is defining the operator content ans specifying the structure we wish to discuss. This is done
defining operators of two types, denoted as ei and ∂j . The were called external because
if, in particular, F0 stands for a positive definite Hilbert space, then they go outside the
space resulting in zero norm states of the form e1e2|φa〉, ∂1|φa〉, etc, as a consequence of
the rule (1). However, eq. (1) is more than to say the external operators generate zero
norm states. All expectation values of operators of the same type vanish as well. In fact,
the postulate (1) was dictated by technical simplicity. Considering complicated expressions
built out of external operators, it would be extremely convenient to make some of them
vanishing identically; something which is guarantied adopting the condition (1).
What makes the definition definition 1 non-trivial are the rules (3)-(4), supplementing
the construction with operations decreasing the number of external operators in a given
state. In particular, they allow transformations of the zero norm states back into the
original vectors in F0. For instance, if |v〉 = ∂21 |φ〉 then 12∂21 |v〉 = |φ〉. Introducing (3) we
require each of the operators ∂i is defined as eliminating one ei from the state. The same
holds for ei, however, the transformation comes with the extra minus sign. Its origin can be
justified by the following observation. Let E[F0] stands for a vector space over the complex
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numbers, spanned by the zero norm states given by the products of ei acting on states of
F0. Similarly, let D[F0] be an analogous space built out of ∂i operators. Note that all
states in E[F0]⊕D[F0] space are orthogonal to states in F0. In what follows E[F0]⊕D[F0]
decouples from F0. What is more, it can be checked that eqs. (3)-(4) imply the following
relation
[∂i, ej ] = δij , (6)
The last holds true restricting solely to E[F0]⊕D[F0]. The later will be of special importance
and we call it the extended space. Now, what justifies the minis sign in (4) is that the
commutator [∂i, ej ] would not specify a well defined algebra in the extended space if the
sign is chosen incorrectly. In particular, instead of (4) one may consider a modified rule
ei ∂j1 ...∂jn |φa〉 := c δij1∂j2 ...∂jn |φa〉+ ...+ c δijn∂j1 ...∂jn−1 |φa〉 (7)
where c is some constant. Taking into account the commutator [∂i, ej ] one finds the algebra
to be closed in the extended space if and only if c = −1.
The reason why we are interested in the commutator (6) is that the relation can be
used identifying the external operators as some analogs of position and momenta; the basic
ingredients needed to construct the harmonic oscillator (as needed for constructing creation
and annihilation operators). Indeed, rewriting (6) as [ei,−i∂j ] = iδij , one identifies ei as
playing the role of the position, whereas −i∂j momentum. This is also supported by the
condition (5). This is not to say ei are Hermitian operators in the standard sense. Instead,
this is only definition of a Hermitian conjugate of the object ei. Similarly, combining eqs.
(4)-(5) leads to the corresponding conclusion for ∂i
∂†i = −∂i. (8)
In fact, this is the only way of making the conjugate ∂†i consistent with the definition (1).
It can be shown that both ei and −i∂i are indeed Hermitian operators, finding explicitly
the space of their eigenstates. However, the analysis is beyond the scope of this paper and
will be neglected. We restrict only to the observation that the external operators, being
analogs of position and momenta, are potentially interesting elements of a more complicated
construction.
Talking about the analogy we should keep in mind it is incomplete since ei and ∂i are not
operators in the Hilbert space. Instead, they belong to a bigger, extended space of the form
F0 ⊗ E[F0]⊕D[F0]. We call it the maximally extended space. It differs from its subspace,
the extended space E[F0] ⊕ D[F0], only by F0. It turns out, this is a huge difference. In
particular, the relation (6) takes a more complicated form in the maximally extended space
[∂i, ej ] = δij ηˆ, (9)
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where
ηˆ|φ〉 := 2|φ〉 : |φ〉 ∈ F0,
ηˆ|φ〉 := |φ〉 : |φ〉 ∈ E[F0]⊕D[F0]. (10)
The fact the external operators satisfy the well known algebra in the extended, but not
in the maximally extended space suggests that the former is of special importance. As we
shall see, in practical applications F0 is completely meaningless. The only what matters
will be the structure in the extended space.
B. Creation and annihilation operators
Despite the external operators were defined as generating zero norm states, their super-
positions can be normalized. For instance, it is easy to check that 1√
2
(ei ± ∂i)|φ〉 are unit,
respectively negative and positive norm states. This reflects the fact that a combination of
states built out of a pair of operators (ei, ∂i) and acting on a given vector |φ〉 ∈ F0, specifies
a pair of orthogonal vectors. Requiring they are unit vectors, one finds them in the form
α†θi |φ〉, αθi |φ〉, where
αθi := (θ
1
i + iθ
2
i )ei +
(
1− 2θ2i θ3i
2θ1i
+ iθ3i
)
∂i. (11)
stands for the operator combination and (θai ) := (θ
1
i , θ
2
i , θ
3
i ) are real coefficients
1, θ1i ∈
R \ {0}, θ2i , θ3i ∈ R. For the sake of simplicity, we adopt a simplified convention writing
in short αi := αθi . To be more specific, the form (11) was found searching for a linear
combination of external operators specifying orthonormal vectors. Each pair (ei, ∂i) acting
on a vector |φ〉 ∈ F0 specifies two normalized states, αi|φ〉 and α†i |φ〉. What is interesting
is that both they are given by a single operator αi and its Hermitian conjugate. The states
are orthonormal in the sense that
〈φ|αi αj |φ〉 = 〈φ|α†i α†j |φ〉 = 0,
〈φ|αi α†j |φ〉 = −〈φ|α†j αi|φ〉 = δij‖φ‖, (12)
where
‖φ‖ := 〈φ|φ〉. (13)
Note that αi|φ〉 are negative norm states. This is because the maximally extended space,
as a extended Hilbert space, is not positive definite. In particular, there is no linear com-
bination of external operators leading to two positive norm states.
1 Do not confuse the label i in θai with the imaginary number i multiplying θ3i in (11).
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The operators (11) satisfy the following commutation relations:
[αi, α
†
j ] = δij ηˆ, (14)
[αi, αj ] = [α
†
i , α
†
j ] = 0. (15)
Eqs. (14)-(15) were derived under the assumption the operators are taken at a single, fixed
point in the parameter space θai (i.e. the real parameters θ
1...3
i are fixed). For different
points, θai , θ
′a
i , one can always express αθ′i in terms of αθi by using the identity
αθ′i = −‖φ‖−1〈φ|α
†
θi
αθ′i |φ〉αθi + ‖φ‖−1〈φ|αθiαθ′i |φ〉α
†
θi
. (16)
Restricting to the extended space, the commutation relations (14)-(15) take the simpler
form of the standard algebra of creation and annihilation operators for bosons
[αi, α
†
j ] = δij ,
[αi, αj ] = [α
†
i , α
†
j ] = 0. (17)
Again, the analogy is incomplete since αi|φ〉 6= 0 in general, and the negative norm states are
present. Nevertheless, somewhat abusing the terminology, we call αi, α
†
j ladder operators.
As in case of position and momentum, the relations (17) emphasize the importance of
the extended space. It is worth to underline that the algebra (17), or a more general
commutation (14)-(15) were not postulated, but are direct consequence of the form (11)
and the rules given by definition 1. Also note that the ladder operators were found searching
for the simplest normalized states built out of combination of external operators. Hence,
despite we have found the algebra (17) in the end, the finding procedure is qualitatively
different.
We close the discussion observing that either in the form (17), as well as in the initial
definition (1), the operators are discrete. However, this is not the only possibility. A
consistent generalization to the continuous case is presented in appendix A. Still, due to
technical simplicity in the rest of this paper we restrict ourselves to the operators labeled
by at most two discrete labels.
C. Positive definite sectors
We now continue examining the maximally extended space specified by pairs of external
operators acting on states in the fixed extended Hilbert space F0. Having found the algebra
(17), we will try to identify positive definite sectors in the extended space, looking for a
candidate for a well defined Hilbert space. This bases on a simple observation that once we
have found the algebra, we should be ready to construct also the Hilbert space.
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For the sake of simplicity consider pairs of operators (ei, ∂i) acting on a single normalized
vector |φ〉 ∈ F0. We call it the fiducial vector. Note that a single pair acting on the fiducial
vector specify infinitely dimensional maximally extended space of the form F0 ⊕ E[F0] ⊕
D[F0], where F0 is a one-dimensional space composed of a single fiducial vector. Now,
suppose we wish to identify a positive definite sector in the extended space E[F0]⊕D[F0].
Recalling the algebra (17), the simplest and most natural way is to construct a state |θ+i 〉 ∈
E[F0]⊕D[F0], defined so that it is annihilated by αi:
αi|θ+i 〉 = 0. (18)
As a vector in the extended space, |θ+i 〉 is orthogonal to the fiducial vector
〈φ|θ+i 〉 = 0. (19)
The algebra (17) guaranties that any state of the form (α†i )
n|θ+i 〉, n ∈ N, has a positive
norm if the same holds for |θ+i 〉 as well. Hence, being able to find it, we get the positive
definite sector related directly to the algebra. Note that the state is labeled by by the
index i labeling the pair of external operators (ei, ∂i). For different pairs we expect to get
different states.
It turns out that eqs. (18)-(19) uniquely determine the vector |θ+i 〉. The solution has
the form |θ+i 〉 = θˆ+i |φ〉, where
θˆ+i = b
+(θi)
∞∑
n=0
κ−1(n)
(
(−1)nβni e2n+1i + β−n−1i ∂2n+1i
)
(20)
and
βi :=
2(θ1i )
2 + 2iθ1i θ
2
i
1− 2θ2i θ3i
, κ(n) :=
n∏
k=0
(2k + 1) =
(2n+ 1)!
2nn!
. (21)
Here b+i (θi) stand for normalization coefficients. Letting
2 βi = rie
iϕi , one finds
‖θ+i ‖ = 〈φ|(θ+i )†θ+i |φ〉 = −
|b+(θi)|2
ri
(
arcsinh(e−iϕi)√
1 + e−2iϕ1
+
arcsinh(eiϕi)√
1 + e2iϕ1
)
‖φ‖, (22)
where (ri, ϕi), are functions of θai . Recalling the exact form of βi given by (21), it can be
checked that ‖θ+i ‖ ∝ −‖φ‖. The last holds independently of the choice of θai . In conclusion,
|θ+i 〉 is a positive norm state for the negative norm fiducial vector. Since the choice of the
norm is arbitrary, from now on, we let ‖φ‖ = −1. Applying to (22), the normalization
condition ‖θ+i ‖ = 1 gives the normalization coefficient
b+i (θi) =
√
ri
(
arcsinh(e−iϕi)√
1 + e−2iϕi
+
arcsinh(eiϕi)√
1 + e2iϕi
)−1/2
. (23)
2 Do not confuse the imaginary number with the labels of ri and ϕi.
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In principle, we should write |b+i (θi)| on the left. However, without losing the generality,
one can assume b+i (θi) are real. Now, let H+i stand for positive definite sectors determined
by the vectors |θ+i 〉. With the choice of normalization coefficients (23), the corresponding
orthonormal bases read { 1√
n!
(α†i )
n|θ+i 〉}∞n=0. Clearly, eachH+i is nothing but a Hilbert space
of (one-dimensional) quantum harmonic oscillator, where the state |θ+i 〉 plays a role of the
vacuum3. This is the vacuum of the Hamiltonian
Hˆi = H0i(α
†
iαi + bi), (24)
where H0i > 0 and bi are real parameters. The form (24) can be justified searching for
a Hermitian operator built out of minimal number of ladder operators and reproducing
the whole Hilbert space as a space of its eigenstates. This means that each state in the
orthonormal basis { 1√
n!
(α†i )
n|θ+i 〉}∞n=0 is found to be nothing but the eigenvector of the
Hamiltonian. Identifying H0i = ~ωi and bi = 12 , we get exactly what is expected for the
quantum harmonic oscillator. However, with the lack of classical system, we cannot say
much about these parameters except the fact they are fixed recalling standard results. Still,
we keep calling the resulting positive definite sector the harmonic oscillator. This includes
identifying |θ+i 〉 as the vacuum and treating (24) as the Hamiltonian.
At this point it is worth mentioning an additional difference compared to standard
derivation of the harmaonic oscillator. Namely, (18) gives a non-trivial constraint in the
extended space. Solving it one finds the vacuum as a superposition of infinite number of
states, specified by products of external operators acting on the fiducial vector. Alterna-
tively, the expansion can be expressed in terms of ladder operators αi, α
†
i . Regardless of
the parametrization, the vacuum has a unique internal structure. Here the internal refers
to the fact the structure is meaningless from perspective of the Hilbert space, but it is
present in the extended space, provided by the structures (20) of the vacuum. This is the
place where some additional information can be stored. This will be examined in the next
section, discussing geometrical interpretation of the vacuum.
In addition to H+i , there are another positive definite sectors related with the algebra.
Consider the following modified version of the condition (18):
α†i |θ−i 〉 = 0. (25)
That is, we now require the states to be annihilated by α†i . Demanding they are orthogonal
to the fiducial vector (as they are vectors in the extended space), one finds |θ−i 〉 = θˆ−i |φ〉,
where
θˆ−i = b
−
i (θi)
∞∑
n=0
κ−1(n)
(
β∗i
ne2n+1i + (−1)n+1β∗i −n−1∂2n+1i
)
. (26)
3 In this paper we will use the terms ground state and vacuum interchangeably.
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Here b−i (θi) are the corresponding normalization coefficients. One can check that
|b−i (θi)| = |b+i (θi)|, (27)
and
‖θ+i ‖ = −‖θ−i ‖, 〈θ−i |θ+i 〉 = 0. (28)
As a result, letting ‖φ‖ = −1 one concludes that |θ−i 〉 are negative norm states. However,
each of them specifies a positive definite sector H−i , spanned by the basis
{ 1√
(2n− 1)!α
2n−1
i |θ−i 〉}∞n=1. (29)
In contrast to H+i the state |θ−i 〉 is not a part of the sector. The space H−i has also no clear
physical meaning. It looks like a quantum harmonic oscillator for which only every second
excited state is taken into account. Possibly, a more interesting question would be whether
the two sectors H±i overlap or are independent. In the latter case, one could consider a
bigger space H−i ⊕H+i asking if this is a well defined Hilbert space. It can be verified that a
general superposition of states belonging to the two corresponding spaces, i.e. H−i and H+i ,
is not a well defined vector in the Hilbert space. For instance, for |v〉 = c1α†i |θ+i 〉+c2αi|θ−i 〉,
c1, c2 ∈ C, one finds4 ‖v‖ = −∞, i.e. the state is non-normalized. Hence, H+i and H−i
should be regarded as separate Hilbert spaces. As we shall see, the problem can be partially
circumvented by redefinition of the scalar product which eliminates the divergent terms.
Still, being interested in reformulating the harmonic oscillator, we will focus solely on H+i
sector. This is why we will not consider the space H−i at all. The only exception will be
the states |θ−i 〉. In particular, we show they are useful proving interesting generalization of
quantum harmonic oscillator.
D. Two dimensional harmonic oscillator
So far we discussed basic elements of the construction, finding the harmonic oscillator as
nothing but a positive definite sector in the extended space. We we discuss a generalization
making the ground state maximally entangled.
Restrict for simplicity to a two-dimensional case, considering two one-dimensional oscil-
lators built out of two pairs of external operators denoted as (eA, ∂A) and (eB, ∂B), acting
on the two corresponding fiducial vectors, |φ〉A and |φ〉B. Let H stands for the Hilbert
space of the resulting two dimensional oscillator. The Hilbert space is spanned by creations
operators α†A/B, acting on the vacuum in the form
|θ〉 := θˆ+A |φA〉 ⊗ θˆ+B |φB〉 = |θ+A〉 ⊗ |θ+B〉. (30)
4 For a suitable choice of c1, c2, however, the norm can be finite.
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Here θˆ+i are given by eq. (20), respectively for i = A and i = B. The standard orthonormal
basis reads { 1√
n!m!
(α†A)
n(α†B)
m|θ〉}∞n,m=0, while the Hamiltonian is
Hˆ = H0
 ∑
i∈{A,B}
α†iαi + b
 , (31)
for b ∈ R, H0 > 0. Again, comparing with the standard analysis one identifies H0 = ~ω
and b = 1/2. However, the ladder operators were built out of external operators, i.e the
objects which do not belong to the positive definite Hilbert space. The origin of α†i is also
different. As we recall, they were introduced simply to get normalized states built out of
pairs of external operators. Still, the final form of the Hamiltonian, as well as the whole
Hilbert space is exactly as expected. The only what changed is that the states and, in
particular, the ladder operators were constructed from another abstract operators.
At this point one may wonder what is the sense of making such analysis. As we recall,
the main motivation is searching for the possible connection between geometry and entan-
glement. This will be the subject of separate analysis, presented in the next section. Below
we point out an interesting class of maximally entangled states we later try to interpret
geometrically. Looking for the potential candidate we consider a reformulation of the two
dimensional oscillator such that the ground state is maximally entangled.
This is motivated by the fact that the vacuum state of relativistic QFT is maximally
entangled [8]. Of course it is true that the two dimensional oscillator has a little in common
with quantum field theory, involving uncountable number of oscillators. The sense of making
the ground state entangled is to provide a toy model which reflects at the most superficial
level what is known for vacuum QFT, being relatively simple in nature. The last is actually
the reason why we do not consider more relativistic states of quantum field theory. Trying to
identify a procedure of assigning geometric interpretation of maximally entangled states, we
wish to start with some simple example. And this is how the oscillator with the entangled
ground state plays into game.
Having said that, we are now ready to discuss the desired generalization of the two
dimensional oscillator. To start, consider the following vectors
|θ〉± := 1√
2
(|θ+A〉 ⊗ |θ+B〉 ± |θ−A〉 ⊗ |θ−B〉) , (32)
where |θ±i 〉 = θˆ±i |φ〉i and θˆ±i are given by eqs. (20) and (26). As we recall, |θ−A/B〉 are
normalized negative norm states orthogonal to |θ+A/B〉 (see eq. (28)), which were found
searching for another positive definite sectors in the extended space. In (32) they were
added ”by hand” to construct two maximally entangled Bell states. The entanglement
consists in the fact that both the reduced density matrices are proportional to identity5,
5 This refers to the bases {|θ+A〉, |θ−A〉} and {|θ+B〉, |θ−B〉}.
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i.e. ρA/B = 12 id2×2. The corresponding density operators read
ρˆi =
1
2
|θ+i 〉〈θ+i |+
1
2
|θ−i 〉〈θ−i |. (33)
Note that despite negative norm states are present in (32), the reduced density matrices
(resulting from breaking the entanglement) are positive definite. Having postulated the
entangled states (32) we have to clarify what does it mean in the context of the harmonic
oscillator. In order to do so observe that the abstract vectors |θ−A/B〉 were constructed as
annihilated by α†A/B. Taking this into account, one finds the identity
(α†A)
n(α†B)
m|θ〉 =
√
2(α†A)
n(α†B)
m|θ〉±. (34)
Note that each of the states |θ〉± looks like a vacuum for the excited states. But this is not
the true ground state, not even a vector in the Hilbert space. Instead, the ”true” vacuum
is nothing but a superposition of two such states (32)
|θ〉 = 1√
2
(|θ〉+ + |θ〉−) . (35)
Following the formal analogy behind eq. (34) we would like to reformulate the Hilbert
space in such a way that each of the abstract states (32) is a ground state of quantum
harmonic oscillator. The problem is that incorporating the states (32) the scalar product
would be not well defined. To be more specific, if |ψnm〉 stands for one of excited states
of the oscillator, then depending on the number of modes the product |±〈θ|ψnm〉| either
equals zero or diverges. In fact, this pathological behaviour forbids enlarging the Hilbert
space by the abstract vectors (32).
Fortunately, the problem can be easily circumvented by adopting small redefinition of
the scalar product. Consider the following regularized version of the product
〈ψ1|ψ2〉reg :=
{ 〈ψ1|ψ2〉 : |〈ψ1|ψ2〉| <∞
0 : |〈ψ1|ψ2〉| =∞. (36)
It is clear that any excited state |ψnm〉 is now orthogonal to states (32), i.e. ±〈θ|ψnm〉 = 0.
What is more, we can construct a new Hilbert space in such a way that either |θ〉+ or |θ〉−
will play a role of the ”vacuum”. In such reformulation all the excited states are given by
the right hand side of eq. (34). The resulting Hilbert space will be trivially isomorphic
with the Hilbert space of the standard two dimensional oscillator.
The only missing thing is the Hamiltonian. As we recall, the latter (31) was found looking
for a Hermitian operator involving minimal number of ladder operators and reproducing
the whole Hilbert space. Now we expect to recognize at least one of the states (32) as
the ground state of the Hamiltonian. The problem is that none of them is actually the
eigenstate of (31) operator. Hence, either (31) is not the Hamiltonian any longer or we
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should search for something else. Below we consider the first possibility. It turns out that
adopting a small redefinition of (31), the problem can be easily resolved. To be more
specific, consider
Hˆ ′ = H0
 ∑
i∈{A,B}
α†iαi + b+ 2b|θ−A〉〈θ−A | ⊗ |θ−B〉〈θ−B |
 , (37)
where we have added an additional projector 2b|θ−A〉〈θ−A |⊗|θ−B〉〈θ−B |. This is a non-canonical
term guarantying that both |θ〉± are eigenstates of the operator H ′. Identifying H0 = ~ω,
b = 12 the operator (37) reproduces the standard spectrum of the Hamiltonian, fixing the
energy of the ground state to be equal E0 = 12~ω. The difference is that the two orthogonal
states |θ〉± correspond to the same energy level. The same holds for the superposition
c1|θ〉+ + c2|θ〉−. Therefore constructing the Hilbert space we have to choose the vacuum.
In particular, letting c1 = c2 = 1 we make the state separable, which corresponds to the
original ground (30). For c1 = 1, c2 = 0 or c1 = 0, c2 = 1 it is maximally entangled.
Whichever choice is made, we get the same spectrum of the Hamiltonian (37), finding the
Hilbert space being isomorphic with the Hilbert space of the two dimensional harmonic
oscillator.
The Hamiltonian (37) can be rewritten in a bit more elegant and familiar form
Hˆ ′ = ~ω
 ∑
i∈{A,B}
: α†iαi : +
1
2
 , (38)
Here we have incorporated H0 = ~ω, b = 12 , defining an order :: such that the ladder
operators should be anti-normal ordered when acting on |θ−i 〉 (αi stands to the left) and
normal ordered (αi stands to the right) when acting on |θ+i 〉 or any excited states. It is
easy to check the operation effectively eliminates the need of the non-canonical term in the
Hamiltonian.
Hawing said that, we have all elements needed for the reformulation. As we recall,
the idea is to construct the oscillator in such a way the ground state will be maximally
entangled. To this end, consider two Hilbert spaces denoted as H′± and defined as spanned
by the following orthonormal bases: {|θ〉±,
√
2√
n!m!
(α†A)
n(α†B)
m|θ〉±}∞n+m≥1. They are nothing
but the eigenstates of the Hamiltonian (38). Here we adopted the regularized version of
scalar product (36). Each of the two spaces H′± is isomorphic with the Hilbert space of the
two-dimensional harmonic oscillator. Since all the states of H′+ are orthogonal to H′−, the
spaces H′± can be regarded as subspaces of an even bigger Hilbert space H′+ ⊕H′−. Below
we focus on one of them, either H′− or H′+, writing H′± in short.
Making the vacuum entangled one may ask about the potential physical meaning. Since
the construction was motivated by what is known for the ground states of relativistic
QFT, we should be ready to ask about possible physical consequences. In particular, an
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interesting question is what is the cost of breaking the entanglement in the vacuum. This
results in creation of two maximally mixed states, described by density operators (33). The
corresponding average energies are
< Ei >= tr(Hˆiρˆi) = ~ω, (39)
where Hˆi stands for the Hamiltonian of the one dimensional oscillator:
Hˆ ′i = ~ω
(
: α†iαi : +
1
2
)
. (40)
These were found under the assumption, once the entanglement is broken the two parti-
cles are part of two independent quantum systems. Each of them is nothing but a one
dimensional harmonic oscillator with the Hamiltonian (40).
It is worth to underline that there is no summation here; calculating (39) we assumed
that once the entanglement is broken we have two independent, non-interacting systems.
They are represented by two Hilbert spaces of (one-dimensional) harmonic oscillator and
the two corresponding Hamiltonians (40). Note that (40) is nothing but emission of a
quantum of energy. Actually there are two of them, each for the two corresponding density
matrices ρA/B. Each of them is twice as much as the energy of the ground state 12~ω. In
what follows, the process requires the additional energy source.
The fact that a single quantum can be extracted from the vacuum by breaking the
entanglement can serve as qualitative illustration of Hawking process. An intuitive, but
simple explanation involves a pair of entangled virtual photons created just above the
horizon of a black hole. One of them is absorbed by the hole, whereas the other escapes to
infinity, becoming a quantum of Hawking radiation.
Despite we have said nothing about black holes, the way of how (40) was derived mimics
the Hawking process. In particular, treating the maximally mixed states (33) as describ-
ing two non-interacting particles extracted from the vacuum (32) is the analogue of the
emission of two virtual particles. What is important here is that this requires breaking the
entanglement. In case of the real emission, one of the mixed states need to be absorbed by
the hole to compensate the energy of the outgoing quantum (39). Clearly, this results in
decreasing its mass.
III. GEOMETRIC INTERPRETATION OF VACUUM ENTANGLEMENT
In the last section we reformulated the two dimensional quantum harmonic oscillator in
such a way, the ground state is maximally entangled and takes a simple form of one of the
two Bell states (32). We showed that breaking the entangled leads to the emission process
in which at (least) one quantum can be extracted from the vacuum. In this section we look
closer the states (32) itself, examining their internal structure in the extended space and
interpreting them geometrically in terms of anti-de Sitter space.
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A. The internal structure
We start considering two copies of the states (32), |θ〉± and |θ′〉±, labeled by two different
points6 θai , θ
′a
i ; i = {A,B}, in the parameter space. Consider the scalar product ±〈θ′|θ〉±.
It can be verified that ±〈θ′|θ〉± = ±〈θ|θ′〉±. This means that the product is real. The
last is a direct consequence of a symmetry behind the entanglement: making the states
(32) maximally entanglement impose specific constraints for the product. What is more,
various expectation values of operators in the product can be combined into four functional
coefficients. More precisely,
±〈θ′|θ〉± =
∞∑
n=0
∞∑
m=0
(
γ±nm(θ
′)δ±nm(θ) + γ
±
nm(θ)δ
±
nm(θ
′) + ζ±nm(θ
′)ξ±nm(θ) + ζ
±
nm(θ)ξ
±
nm(θ
′)
)
.
(41)
Here γ±nm, δ±nm, ζ±nm, ξ±nm are real functional coefficients given explicitly in appendix B.
Defining
χ±0nm(θ) :=
1√
2
(δ±nm(θ)− γ±nm(θ)), χ±1nm(θ) :=
1√
2
(ζ±nm(θ) + ξ
±
nm(θ)),
χ±2nm(θ) :=
1√
2
(γ±nm(θ) + δ
±
nm(θ)), χ
±3
nm(θ) :=
1√
2
(ζ±nm(θ)− ξ±nm(θ)), (42)
one rewrites (41) as
±〈θ′|θ〉± =
∞∑
n=0
∞∑
m=0
(
− χ±0nm(θ)χ±0nm(θ′) + χ±1nm(θ)χ±1nm(θ′)+
+ χ±2nm(θ)χ
±2
nm(θ
′)− χ±3nm(θ)χ±3nm(θ′)
)
. (43)
In particular, letting θ′ai = θai , one finds
∞∑
n=0
∞∑
m=0
(
− (χ±0nm(θ))2 + (χ±1nm(θ))2 + (χ±2nm(θ))2 − (χ±3nm(θ))2
)
= 1, (44)
as a consequence of normalization of the states (32). Again, this is non-trivial consequence
of the entanglement. In particular, if instead of (32) considering separate or not maximally
entangled states, this would result in nothing interesting.
From the geometrical point of view the scalar product (41) reveals two important features
we will utilize in a moment. The first is the mentioned consequence of the entanglement:
6 Remember that ladder operators labeled by different parameters are actually not independent, but related
by the transformation rule (16). From this perspective, taking into account different points in the
parameter space seems to make no sense. However, it will be instructive to ignore this for a while
considering states built out of operators labeled by different values of these parameters.
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reality of the product and its factorization. The second consists in the form (43). Note
that any term in the sum of fixed n and m looks like a scalar product of two vectors in
R2,2, defined as follows: ~χ±nm = (χ±0nm(θ), ..., χ±0nm(θ)) and ~χ′±nm = (χ±0nm(θ′), ..., χ±0nm(θ′)). The
identification relies upon the fact the functional coefficients are real and so, once again, the
entanglement of the states (32). However, since the product (43) consists infinite number
of such terms, each of them for different values n, m, it should be identified with a point
in infinite-dimensional pseudo-hyperbolic space [9]. Here the functional coefficients χ±µnm(θ)
are identified with coordinates in R∞,∞, while the normalization (44) plays the role of the
constraint determining the pseudo-hyperbolic space.
Fortunately, the interpretation above is not the only possible one, and in the vacuum
expansion one can identify even more interesting class of states. To see this, let’s look
closer the structure of the states |θ〉±. It turns out, the latter can be recast as the following
superposition
|θ〉± =
∞∑
n=0
∞∑
m=0
cnm|θnm〉±, (45)
where
|θnm〉± = 1√
2
NAnNBm
(
θˆ+An|φ〉A ⊗ θˆ+Bm|φ〉B ± θˆ−An|φ〉A ⊗ θˆ−Bm|φ〉B
)
, (46)
and
θˆ+in := κ
−1(n)
(
(−1)nβni e2n+1i + β−n−1i ∂2n+1i
)
, (47)
θˆ−in := κ
−1(n)
(
(β∗i )
ne2n+1i + (−1)n+1(β∗i )−n−1∂2n+1i
)
, (48)
cnm = c˜Anc˜Bm, (49)
c˜in = biN
−1
in , Nin =
√
(2n+ 1)!
√
ri
2n+
1
4n![1 + cos((4n+ 2)ϕi)]
, (50)
i = A,B. Here bi = b+i (θi) are given by (23), while κ(n) was defined in (21). As before
we skipped the labels θai for convenience
7. It is worth to underline the form (46) follows
directly from (32). In fact, the only what was done is identification the basic components
of the superposition, i.e. the vectors |θnm〉±, and making them unit. The last consists in
adopting the additional normalization coefficients Nin (50), chosen such that the states (46)
are orthonormal:
|±〈θn′m′ |θnm〉±| = δn′nδm′m, (51)
±〈θn′m′ |θnm〉∓ = 0. (52)
7 For instance, bA = bA(θA), rB = rB(θB), etc.
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(without Nin they would be only orthogonal). The absolute values on the left hand side
of (51) are related to the fact that, depending on the choice of n, m, and the values of
parameters θai , some of the partial states have negative norms. More precisely,
‖θnm±‖ = ±〈θnm|θnm〉± = l2nm(θ), (53)
l2nm(θ) = (−1)n+msign[cos((2n+ 1)ϕA)cos((2m+ 1)ϕB)]. (54)
This shows that the negative norm states cannot be eliminated by suitable choice of the
parameters θai . Another observation is that normalizing the positive norm states to unity
automatically guaranties the negative norm states are also unit vectors. From now on we
call the abstract vectors (46) partial states. This refers to the fact they specify a convenient
basis in the extended space.
In addition to be orthonormal (in the sense of (53)), partial states (46) can be interpreted
as maximally entangled. Again, this lies in the fact that both the reduced density matrices
are proportional to identity. The subtlety is that we would like to apply this criterion both
to positive and negative norm states (46). This is because in both cases the reduced density
are positive definite. As we shall see in a moment, rather than making them well defined
quantum mechanical objects, we will concentrate mostly on their geometrical aspects. In
particular, we interpret them geometrically finding the entanglement to be an essential
ingredient of such interpretation.
Before doing this, however, it is worth to say something about the amplitudes cnm in the
superposition (45). Since the negative norm states are present,
∑
nm |cnm|2 6= 1. Similarly,
one cannot expect the coefficients8 |cnm|2 ≤ 1. In what follows, cnm are not the standard
probability amplitudes. On the other hand, one can check that the form (45) implies
they are still constrained in the sense that |cnm| ≤ 4arcsinh−1(1) ≈ 4.54. The inequality is
saturated for ϕA/B = n = m = 0. In what follows, the coefficients cnm play a role analogous
to the standard probability amplitudes, measuring contribution of nm-th partial state to
the superposition. In particular, if |cnm|2  1 then the corresponding vector |θnm〉± is
meaningless from perspective of the scalar product. Taking this into account we call |cnm|2
effective contributions9.
Having said that, we can now continue discussing geometric interpretation of the partial
states. By analogy to eq. (41) consider a product of two states of the form (46), labeled by
two different set of parameters θa and θ′a. The product reads
±〈θ′nm|θnm〉± = γ˜±nm(θ′)δ˜±nm(θ) + γ˜±nm(θ)δ˜±nm(θ′) + ζ˜±nm(θ′)ξ˜±nm(θ) + ζ˜±nm(θ)ξ˜±nm(θ′), (55)
where γ˜±nm(θ), δ˜±nm(θ), ζ˜±nm(θ), ξ˜±nm(θ) are real functional coefficients, given explicitly in
appendix B. The scalar product above can be identified with a four-dimensional quadratic
8 Constructing the states we assumed the normalization coefficients b±i of |θ±i 〉 are real, which implies
cnm ∈ R. However, a simple unitary transformation of the states |θ〉± → eiφ|θ〉± can make them
complex. This is why despite in (45) they are real, we will treat them like complex numbers.
9 Possibly a better way is to consider renormalized effective contributions 1
16
|cnm|2arcsinh2(1) ∈ [0, 1].
However, since we will be mostly interested in asking, which partial states are relevant and which can be
skipped, we ignore such details of the construction.
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form acting on two vectors of the type (γ˜±nm(θ), δ˜±nm(θ), ζ˜±nm(θ), ξ˜±nm(θ)) and (γ˜±nm(θ′),
δ˜±nm(θ′), ζ˜±nm(θ′), ξ˜±nm(θ′)). Introducing new functional coefficients defined as
X0±nm(θ) :=
1√
2
(δ˜±nm(θ)− γ˜±nm(θ)), X1±nm(θ) :=
1√
2
(ζ˜±nm(θ) + ξ˜
±
nm(θ)),
X2±nm(θ) :=
1√
2
(δ˜±nm(θ) + γ˜
±
nm(θ)), X
3
±nm(θ) :=
1√
2
(ζ˜±nm(θ)− ξ˜±nm(θ)), (56)
the form can be easily diagonalized. The product reads
±〈θ′nm|θnm〉± = −X0±nm(θ′)X0±nm(θ) +X1±nm(θ′)X1±nm(θ)+
+X2±nm(θ
′)X2±nm(θ)−X3±nm(θ′)X3±nm(θ). (57)
Since n, m are fixed, this is nothing but a product of two vectors ~X±nm(θ) and ~X±nm(θ′)
in R2,2; ~X±nm(θ) := (X0±nm(θ), ..., X3±nm(θ)). Letting θ′
a
i = θ
a
i and taking into account the
normalization constraint (53), one finds they are unit
− (X0±nm)2 + (X1±nm)2 + (X2±nm)2 − (X3±nm)2 = l2nm, (58)
where X0±nm = X0±nm(θ) and l2nm = l2nm(θ) ∈ {−1, 1}. This can be interpreted as a
normalization constraint for spacetime vectors. Depending on the values of parameters
(n, m, ϕA/B), ~X±nm(θ) are either spacelike or timelike unit vectors in R2,2 (in either
case there is a trivial isomorphism with unit vectors in R2,2). The scalar product has an
internal symmetry of SO(2, 2) rotations in the sense that any transformation of the initial
parameters θa resulting in SO(2, 2) rotation of ~X±nm(θ), is a symmetry of the product.
The presence of SO(2, 2) symmetry, and, in particular the fact that the scalar product of
two partial states takes the form of the scalar product of two unit vectors in R2,2 has a nice
geometrical illustration in terms of AdS3 space. Indeed, the normalization constraint (58)
can be recognized as the standard constraint, used constructing AdS3 as embedding in R2,2
[10]. Solving the constraint (58) one finds coordinates on the resulting three dimensional
manifold. A convenient choice which will be adopted in this paper are Poincare coordinates
[10]. Here it is worth to observe that since R2,2 is four-dimensional, AdS3 can be found
in both cases l2nm = ±1. The only difference is that depending on the sign of l2nm, either
(X0±nm, X3±nm) or (X1±nm, X2±nm) become timelike. Another important thing is that the
construction relies strongly upon the structure of the product (57), not just the norm (58)
itself. Despite the latter is crucial identifying AdS3 as embedding manifold in R2,2, the
former is responsible for identifying real functional coefficients Xµ±nm with coordinates in
R2,2. Without this identification, the whole subsequent procedure would not make any
sense.
An important aspect of the construction is that identifying the partial states with unit
vectors in R2,2 we considered the product of two states labeled by two different parameters
θai and θ
′a
i . In fact, this is what lead us for SO(2, 2) group of internal symmetry and, finally,
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identification of AdS3. On the other hand, we should keep in mind that constructing
the harmonic oscillator we treated θai as fixed parameters. Different values correspond
to equivalent formulations of the Hilbert space. The only what changes is that ladder
operators are given by different linear combinations of eI and ∂I . Once a particular choice
is made, it holds for the whole Hilbert space. Alternatively, one can consider an arbitrarily
transformation θai → θ′ai without changing anything.
The products given by eq. (41) or eq. (57) are however something different, since
they involve vectors labeled by different parameters. In particular, constructing the two
dimensional oscillator in such a way that either |θ〉+ or |θ〉− will be the ground state, one
fixes the parameters θai . On the other hand, one could always consider a small perturbation
of the form θ′ai = θai + δθ
a
i , taking the product ±〈θ + δθ|θ〉±. Making the deviation δθai
small, ±〈θ + δθ|θ〉± can be justified as an additional (scalar) attribute associated to the
state and related with small perturbation in the parameter space. This is not us unusual as
one might think. In fact, all expansions in the extended space given by explicit form of the
operators θˆ±i are already the additional attributes assigned to vectors in the Hilbert space
of quantum harmonic oscillator. The same holds for partial states and the corresponding
products ±〈θnm + δθnm|θnm〉±. Here we involve the small perturbation θ′ai = θai + δθai to
extract geometrical information, hidden in the internal structure of the states. Since the
parameters θai are fixed and since δθ
a
i are infinitesimally small perturbations, instead of the
whole anti de Sitter space, each partial state specifies a single point in AdS3 (as we shall
see in a moment there are actually two of them). This is because solving the constraint
(58) the functional coefficients Xµ±nm are labeled by fixed labels θai . To be more specific,
below we discuss step-by-step the construction of geometric dual of the partial states.
Let |θnm〉± be a fixed vector (46), chosen so that this is a negative norm state, e.g. l2nm =
−1 (n, m are fixed). Consider a small perturbation in the parameter space θ′ai = θai + δθai
and the product ±〈θ′nm|θnm〉±. According to (57), there are four functional coefficients,
Xµ±nm, identified with coordinates of vectors in R2,2. They are constrained by eq. (58). For
l2nm = −1 it takes the form
− (X0±nm)2 + (X1±nm)2 + (X2±nm)2 − (X3±nm)2 = −1. (59)
This can be solved introducing Poincare coordinates (t±nm, x±nm, z±nm), defined by the
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following formulas [10]:
X0±nm =
−t2±nm + x2±nm + z2±nm + 1
2z±nm
, (60)
X1±nm =
x±nm
z±nm
, (61)
X2±nm =
−t2±nm + x2±nm + z2±nm − 1
2z±nm
, (62)
X3±nm =
t±nm
z±nm
. (63)
These can be solved with respect to the Poincare coordinates, finding
t±nm = (±) |X
3±nm|
|X0±nm −X2±nm|
, x±nm =
X1±nm
X0±nm −X2±nm
, z±nm =
1
X0±nm −X2±nm
. (64)
Here (±) refers to the fact that there are two solutions representing opposite moments in
time: t±nm = |X3±nm||X0±nm −X2±nm|−1 and t±nm = −|X3±nm||X0±nm −X2±nm|−1. In what
follows, each partial states, i.e. |θnm〉+ or |θnm〉−, can be associated with a single pair of
points in AdS3.
Now, suppose l2nm = 1, i.e. the partial states |θnm〉± have positive norms. The constraint
(58) now takes the form
− (X0±nm)2 + (X1±nm)2 + (X2±nm)2 − (X3±nm)2 = 1. (65)
Multiplying both sides of eq. (65) by minus one, one can repeat the steps presented above
and install the Poincare coordinates. The only difference is that the former timelike coor-
dinates (X0±nm, X3±nm) now become spacelike, while the spacelike (X1±nm, X2±nm) become
timelike. The corresponding redefinition of the conditions (60)-(63) leads to the following
identification
t±nm = (±) |X
2±nm|
|X1±nm −X3±nm|
, x±nm =
X0±nm
X1±nm −X3±nm
, z±nm =
1
X1±nm −X3±nm
. (66)
Hence, in both cases l2nm = ±1 we get the same result: partial states are interpreted geo-
metrically as pairs of points in AdS3. As mentioned, taking the perturbation θ′ai = θai +δθ
a
i
is needed only for interpretation of the functional coefficients Xµ±nm. It is however mean-
ingless for the constraint (58) and the corresponding procedure of installing the Poincare
coordinates. This is why we claim that each of the partial states specifies a pair of points
in AdS3.
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B. Structures specific the entangled ground state
Looking at the structure of (32) we isolated maximally entangled partial states, inter-
preting them as points in AdS3. Now we come back to the states (32) itself asking about
the potential corresponding geometrical interpretation. In contrast to the partial states,
(32) are of special importance because each of them can be identified with the vacuum
of a two-dimensional quantum harmonic oscillator. On the other hand, the partial states
(46) were interpreted geometrically, whereas (32) were not. It is natural to expect that
having interpreted the basis vectors (46), we should be ready to say something about their
superpositions (32).
Since the states (32) are maximally entangled, according to the ER=EPR conjecture,
they (at least) have a chance to be interpreted geometrically. Taking into account the fact
they are superpositions of states interpreted as points in AdS3, it is natural to recognize
them as specifying discrete regions in the space. As such, the identification would be some
analogue of the standard construction of position eigenstates |x〉 in position representation.
Here the position eigenvectors are labeled by values of position in Euclidean space in such
a way, the vectors are orthogonal, i.e. 〈x′|x〉 = δ3(x′ − x). Similarly, partial states are
also orthogonal and associated with the points in AdS3. The main difference is that |θ〉±
describe discrete rather than continuous regions.
Below we take a closer look the proposed geometrical interpretation of the states (32).
First of all, we should underline this is a secondary concept, based on the earlier geometric
interpretation of the partial states and the ER=EPR. The latter is crucial, since it provides
a basic criterion for the procedure: looking for geometrical interpretation of the states,
we should check if they are maximally entangled. In fact, this is what makes the basis
composed of the partial states special. Also, it tell us that it would be no sense asking
about geometric interpretation of states which are not maximally entangled. In particular,
in the extended space the ground state (30) is nothing but a superposition of the two
maximally entangled Bell states (32). However, since it is separable we do not expect
it can be interpreted geometrically within the ER=EPR. Quite surprisingly, this is also
reflected in the formalism. Taking into account the perturbation in the parameter space
θai → θai + δθai and considering the corresponding scalar product of two separable states,
one would get nothing interesting because the product does not factorizes. The same holds
for modifications of the partial states making them not maximally entangled. Again, the
scalar product of ”perturbed” and ”unperturbed” version of the state do not factorizes, it
is not even real. Therefore, at least by means of the methods presented in the paper, it
cannot be interpreted geometrically. It would be interesting to ask if there is a rigorous
proof stating the only way this can be done is to make the states maximally entangled.
However, even without it, it seems to be highly unlikely to observe something interesting
for states which do not satisfy our basic criterion, i.e. they are not maximally entangled.
Accepting the above, we are now ready to identify the regions specified by the structure
of the states |θ〉±. Since there are infinitely many of discrete points, it is possible they
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(a) (b)
Figure 1: Geometric representation of |θ〉− for the cut-off N = 200, ϕA = 0.4, ϕB = 0.6
and, respectively, rA = 1.2, rB = 1.3 (a), rA = rB = 1 (b).
specify regions which can be approximated by continuous manifold. More specifically, in
the Poincare coordinates the metric reads
ds2 =
1
z2
(−dt2 + dx2 + dz2) . (67)
Obviously, this is some approximation valid if the points are close enough. The goal will be
now to examine this, finding structures specific the states (32). The easiest way is plotting
all points associated to the partial states at a single graph. Additionally, this requires
imposing a finite cut-off N for infinite superposition (45) in order to make the construction
feasible.
Exemplary numerical solutions are depicted in figure 1. Here we restricted ourselves to
the antisymmetric states |θ〉−. For the symmetric ones, |θ〉+, one finds similar results. We
also ignored the effective contributions, treating all points as equivalent. Figure 1 (a) and
figure 1 (b) represent two different sets of parameters labeling the states, respectively for
ri 6= 1 and ri = 1. Consider figure 1 (a) first. As we see, there are two perpendicular
lines at the boundary10 z = 0, surrounded by some ”fluctuations” in the bulk, composed of
10 By the ”boundary” we understand the conformal boundary of the anti-de Sitter space corresponding to
z = 0.
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points in space which do not form any specific structure. The lines coincide with world lines
of two massless particles propagating in opposite directions at the boundary, and crossing
at a single point (0, 0, 0). What is interesting here is that the points extracted from the
partial states are grouped mostly along these world lines. As such, they form distinct,
quasi-continuous structures.
A slightly different situation is presented in figure1 (b). Here, instead of world lines at the
boundary, we observe a non-trivial structure in the bulk. However, the three-dimensional
plot does not reveal much of the details. A much better illustration is to consider cross
sections of constant time. Due to the only finite number of discrete points in space, the
latter should be replaced by a cuboid of non-zero thickness δt. This way any fixed moment
in time will be associated with some additional uncertainty of order of δt. The results are
presented in figure 2. As we see, the structure is symmetric under parity transformations
x → −x and z → −z. Although it is not presented, the same holds for time reversal
t → −t. Note the cross sections resemble two dimensional closed strings. Contrary to
the expectations, the ”strings” shrink down and elongate with time. The most prominent
illustration of changing in size is depicted in figure2 (g). Here one of the two strings shrank
down to a point. However, a more detailed analysis with a higher resolution (greater N )
shows that this is actually not a point, but another closed string. Still, it is more likely there
is a moment in time the string become arbitrarily small, expanding shortly thereafter (see
figure 2 (h)). The expansions and contractions can be regarded as an effect related to the
choice of coordinates. In particular, it is easily to check that at least for a perfectly spherical
closed string in AdS3 centered at (x, z) = (0, 0), the invariant length is zero and remains
unchanged during the evolution. Another observation is that the point-like configuration
is meaningless because of zero effective contribution. Referring to numerical calculations,
it can be found that |cnm|2 → 0 once t or z are becoming small. In particular, this is why
in figure 2 we skipped the cross section corresponding to t = 0.
Note the strings ”interact” by splitting and joining together, as depicted in figure 2 (b)-
(f). This behaviour is an interesting analogue of interactions in string theory. In fact,
this is why we identified the cross sections of constant time with the closed strings. Since
we do not consider string theory, perhaps it would be better to call them ”loops”. Still,
whatever they are called, they are loop-like objects resembling a worldsheet of interacting
closed strings.
The later stages of evolution are presented in figure 2 (h)-(i). As time passes, the
strings become increasingly spherical, approaching close to each other. Although it is not
presented, more detailed numerical simulations show that they merge eventually. The main
difficulty in providing the corresponding graphical illustration lies in the fact that this
requires enlarging drastically the cut-off N scale. From a certain moment in time, it would
be hard to recognize strings, loops or structures of any kind.
Having said this, it is time to summarize the results we have achieved so far. First of
all, discussing geometric interpretation of the maximally entangled states (32) we restricted
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(a) t = 0.1 (b) t = 0.45 (c) t = 0.47
(d) t = 0.48 (e) t = 0.49 (f) t = 0.8
(g) t = 1 (h) t = 1.5 (i) t = 4
Figure 2: Cross sections t = const of the graph presented in figure 1 (b). To improve the
resolution the cut-off was increased to N = 1500. The hypersurfaces of constant time
were chosen as rectangular regions of non zero thickness, typically of order δt ' 0.01.
ourselves to the two fixed sets of parameters θai . However, the results turn out to be generic.
In particular, depending on the values of ri, one identifies structures of two types: word
lines of massless particles at the boundary and worldsheets of closed string in the bulk.
The latter correspond to ri = 1, while the former are specific for ri 6= 1. The phases ϕi
play also an important role, making the bulk or boundary structures more or less visible.
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In the most extreme case corresponding to ϕi = 0 and ri = 1, the whole emergent space
is reduced just to two points (t, x, z) = (0, 0,±1). A number of simulations suggest there
is a general rule, stating that once a non-trivial structure arises, it takes a form of one of
the two types presented above. This concerns the antisymmetric as well as the symmetric
states (32).
Secondly, the results can be further modified allowing various redefinitions of the initial
map (56). As we recall, the last specifies coordinates in R2,2. However, there is an additional
ambiguity related to the choice of the map. For instance, one can consider the following
modification of eqs. (56)
X1±nm :=
1√
2
(δ˜±nm + γ˜
±
nm), X
2
±nm :=
1√
2
(ζ˜±nm + ξ˜
±
nm). (68)
Despite this does not change the structure of the scalar product (55), it may affect graphical
illustration of the entangled states (32). Analysis of several numbers of various different
maps leads to the conclusion that modifications of the type (68) may or may not affect the
structures presented in figure1 and figure2. However, the changes turn to be minuscule from
the topological point of view. For instance, this consists in shifting the point of intersection
of world lines at the boundary or in the lack of some stages of evolution of closed strings
in the bulk.
Thirdly, there is an interesting analogy with the AdS/CFT correspondence. Namely,
depending on the values of parameters θai (and so ri, ϕi), we obtained two different geometric
representations of maximally entangled states (32). On the other hand, the spectrum of the
Hamiltonian (40) is independent of the choice of parameters. The last two facts, if combined
together, suggest some connection between the ”bulk” and the ”boundary”. However, this
concerns solely our geometric interpretation of the vacuum and has nothing to do with the
true duality between different theories, predicted by the AdS/CFT correspondence. Still,
the geometric illustration involving massless particles at the boundary and closed strings
in the bulk remains very intuitive.
C. Generalization to a black brane
Discussing the interpretation of maximally entangled states (32) we ignored the effective
contributions, treating all points in the resulting spacetime as equivalent. Below we discuss
the potential significance of the effective contributions, considering a generalization to the
case of a black brane.
The geometric interpretation of the vacuum of the two dimensional quantum harmonic
oscillator can be regarded as a practical realization of ER=EPR conjecture in its strongest
form: we pointed out a of maximally entangled state (the ground state), identifying the
associated geometry. Note the duality has nothing to do with connected black holes, being
the core of the original version of ER=EPR hypothesis. Instead, the result is more like
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AdS/CFT correspondence rather than ER=EPR. Does this mean that we can say nothing
about gravitational solutions with event horizon? Quite surprisingly, the answer is no, and
they can be incorporated into the formalism in an approximate way, by taking into account
geometry of a black brane with a very low temperature.
We start with the observation the anti-de Sitter space is unstable [11–14]. What is
more, as suggested in [11], small metric perturbations can lead to formation of black holes.
This suggests that even starting with a pure anti-de Sitter space, we should be ready to
incorporate also black hole solutions. In fact, the vacuum AdS3 can be regarded as an
approximation of a family of asymptotically anti-de Sitter spaces, being ”close” to AdS3.
As a potential candidate, consider geometry of a D2-black brane. Defining r = 1/z, the
line element reads [15, 16]
ds2 = −r2
(
1− r
2
H
r2
)
dt2 +
1
r2
(
1− r
2
H
r2
)−1
dr2 + dx2. (69)
Here rH stands for the radius of the event horizon. It is related to Hawking temperature
via rH = 2piT . The reason we discuss the line element (69) is that, as in the case of (67),
the metric is translationally invariant in t-x plane. It reduces to the vacuum AdS3 in the
limit rH → 0, or equivalently, T → 0. From now on, we restrict ourselves to a small, but
finite horizon rH . The spacetime resembles vacuum anti-de Sitter space everywhere except
a small region in the close vicinity of the singularity, placed at r0 = 0. Once T becomes
small, rH goes to r0. The question we would like to answer now is whether the geometry
of a ”cold” black brane can be used in place of AdS3 as the background of propagating
closed strings. In order to do so, we examine effective contributions in the sub-singular
region. Finding them to be small, the region can be effectively neglected, and AdS3 can be
effectively generalized to the black brane geometry.
Example solutions are presented in figure 3. Note the results are qualitatively different
for symmetric |θ〉+ and antisymmetric states |θ〉−. In the later case |cnm|2 become small in
the close vicinity of r = 0, while in the former, they are apparently non-negligible. In what
follows, for |θ〉− there is no significant contribution from the region near the singularity and
the geometry of a cold D2-black brane can play a role of the background geometry. Note
the geometry is maximally extended in the sense that the two charts r > 0 and r < 0 should
be taken into account. This nicely corresponds with geometric interpretation of thermofield
state [1, 8, 17], which has also the form of an eternal black hole [1, 17]. The difference is,
our resulting space resembles a two-dimensional worldsheet.
It turns out that the effective contributions for |θ〉−, despite being small, are still non-
zero in the sub-singular region. In particular, for the state presented in figure3 (a), one finds
|cnm|2|r'0 < 2×10−4. The result depends strongly of the choice of parameters labeling the
states. Depending on ϕi, the effective contributions can be much larger or much smaller.
The same holds for symmetric states |θ〉+. In particular, a suitable choice of parameters
results in a graph similar to that presented in figure 3 (a). Hence, for a certain range of
26
(a) |θ〉− (b) |θ〉+
Figure 3: Effective contributions as functions of r for rA/B = 1, ϕA = 0.4, ϕB = 0.6 and
N = 500. The results corresponds to antisymmetric (on the left) and symmetric (on the
right) ground state (32).
parameters labeling the states, the geometry (69) can be effectively used in place of the
vacuum AdS3. This way, the emergent space extracted from the vacuum can be effectively
generalized to an even wider class of geometries.
Another important thing is that the singularity can be effectively eliminated adjusting
the parameters in such a way that the near singular region is of small effective contributions.
IV. SUMMARY
The main goal of this paper was to provide a framework illustrating how, in principle,
quantum entanglement can be connected with geometry. This was done considering a set
of external abstract operators in extended Hilbert space. Starting with definition 1, we
reformulated the quantum harmonic oscillator identifying the basic elements: creation and
annihilation operators, the Hilbert space and the Hamiltonian. The interesting aspect of
the construction is that all was obtained in a novel interesting manner and, in particular,
independently of the classical system. For instance, we found creation and annihilation
operators searching for the simplest combinations of external operators defining normalized
states, the Hilbert space emerges as nothing but a positive definite sector related with the
algebra, while algebra comes from basic commutation relations of the external operators,
etc. All of these justifies the initial postulates, making them interesting starting point to a
more complicated analysis.
In the next step we have shown that the two dimensional quantum harmonic oscillator
can be reformulated in such a way the ground states is maximally entangled and takes
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the form of one of the two Bell states |θ〉±. We observed that breaking the entanglement
in the vacuum leads to emission of a quantum of energy. This can be used to provide a
simple toy model, illustrating the Hawking radiation process as a process of breaking the
entanglement in the vacuum. In this model the maximally entangled ground state of the
two dimensional oscillator plays a role of the vacuum state of relativistic QFT in a fixed
gravitational background of a black hole.
A unique feature of the construction is that all states of quantum harmonic oscillator
have a unique expansion in the extended space. Starting with two dimensional harmonic
oscillators constructed from either symmetric |θ〉+ or antisymmetric |θ〉− maximally entan-
gled ground states, we examined expansions of both the vacuum states |θ〉±, finding that
they can be interpreted geometrically. The interpretation consists in three steps. The first
is an observation that each maximally entangled state |θ〉± is a superposition of infinite
number of another orthonormal, maximally entangled states, the so-called partial states
|θnm〉±, defining a convenient basis in the extended space. In light of the ER=EPR, the
basis is of special importance, since all the basis vectors are maximally entangled. The
next step is examining the structure of the partial states. This was done considering scalar
products of states labeled by different values of internal parameters θai labeling the states.
We showed that the states can be associated with unit vectors in R2,2, and so points in
AdS3. In particular, show the scalar product has a symmetry of SO(2, 2) rotations. In the
third step we combined the results concluding that the states |θ〉± can be identified with
discrete regions in AdS3.
Plotting the points of the corresponding regions on a single graph, we found a geometric
illustration of the Bell states |θ〉±. Depending on the values of internal parameters θai , this
reveals structures of two types. The first one are massless particles at the boundary. The
second resemble world sheets of interacting closed strings in the bulk. Since the choice
of parameters is meaningless for the formulation of the oscillator, e.g. it does not affect
the spectrum of the Hamiltonian, the twofold geometrical interpretation suggests a kind
of a bulk-boundary duality. The last consists in equivalence between different geometrical
structures. Together with the interpretation of the ground state in terms of the vacuum
AdS3, this is a close analogue of the AdS/CFT correspondence. It would be interesting to
ask this is only a coincidence, or something with indicates a deeper relation with the string
theory.
We end the construction discussing generalization of AdS3 to the case of geometry of
a ”cold” D2-black brane. We showed that the former can be effectively replaced by the
latter. This bases on observation that for some values of parameters labeling the states
|θ〉±, the amplitudes corresponding to the sub-singular region can be small and the region
can be effectively neglected. This way the construction can be extended to an even wider
class of geometries, including maximally extended solutions with event horizon. This nicely
corresponds with the ER=EPR conjecture in its original form.
Summing up, the main message of this paper is the ability of pointing out a class of
maximally entangled states and finding the associated geometry. This was done examining
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geometrical interpretation of the vacuum of the two dimensional quantum harmonic oscil-
lator and finding tree dimensional anti-de Sitter space in result. The latter appears as an
emergent concept: being absent from the beginning, the spacetime was ”extracted” from
the form of entangled vacuum. What is interesting here is that the AdS3 was obtained
in an entirely new manner and, in particular, aside from the AdS/CFT correspondence
and any gravitational theory. This suggests an even stronger connection between quantum
mechanics and gravity, indicated in [7].
The construction presented in this paper can be generalized in many different ways. The
first and most natural possibility is considering higher dimensional oscillators. Alternatively,
with the help of generalized operators presented in appendix A one can go even further,
trying to find geometric interpretation of the vacuum QFT, and constructing more realistic
particle states. This may shed new light on quantum origin of spacetime and quantum
nature of gravity.
Appendix A: Generalized operators
We now generalize the results of section II assuming the external operators are labeled
by discrete i, as well as continuous x ∈ Rd labels, i.e. (ei, ∂i)→ (ei(x), ∂i(x)). The required
modification of the definition 1 reads
• [ei(x), ej(y)] = [∂i(x), ∂j(y)] := 0,
• 〈ϕ|en1i1 (x1)...e
nk
ik
(xk)|φ〉 = 〈ϕ|∂n1i1 (x1)...∂
nk
ik
(xk)|φ〉 := 0,
• e†i (x) := ei(x), ∂†i (x) := −∂i(x),
• ∂i(x)ej(y)|φ〉 := δijδd(x− y)|φ〉.
The chain rules for ei(x) and ∂i(x) are
∂i(x)ej1(y1)...ejn(yn)|φ〉 = δij1δd(x− y1)ej2(y2)...ejn(yn)|φ〉+ ...
+ δijnδ
d(x− yn)ej1(y1)...ejn−1(yn−1)|φ〉, (A1)
ei(x)∂j1(y1)...∂jn(yn)|φ〉 = −δij1δd(x− y1)∂j2(y2)...∂jn(yn)|φ〉+ ...
− δijnδd(x− yn)∂j1(y1)...∂jn−1(yn−1)|φ〉. (A2)
The operators satisfy the following commutation relation
[∂j(y), ei(x)] = δijδ
d(x− y)ηˆ. (A3)
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A linear combination of ei(x) and ∂i(x) specifies two normalized orthogonal states of the
form αi(x)|φ〉, α†i (x)|φ〉, where
αi(x) := (θ
1
i + iθ
2
i )ei(x) +
(
1− 2θ2i θ3i
2θ1i
+ iθ3i
)
∂i(x). (A4)
Indeed, one checks
〈φ|αi(x)αj(y)|φ〉 = 〈φ|α†i (x)α†j(y)|φ〉 = 0,
〈φ|αi(x)α†j(y)|φ〉 = −〈φ|α†j(y)αi(x)|φ〉 = δijδd(x− y)‖φ‖. (A5)
Similarly
[αi(x), α
†
j(y)] = iδijδ
d(x− y)ηˆ,
[αi(x), αj(y)] = [α
†
i (x), α
†
j(y)] = 0. (A6)
Note that now ∂i(x) and ei(x) are analogue of functional derivatives. Again, ei(x) ”differ-
entiate” with the extra minus sign.
Appendix B: Functional coefficients
The functional coefficients in the scalar product (41) can be found as
γ−nm = bAbB
2n+m+
1
2n!m!
(2n+ 1)!(2m+ 1)!
cos
[pi
4
(1 + (−1)n+m)− nϕA −mϕB
]
rnAr
m
B ,
δ−nm = bAbB
2n+m+
1
2n!m!
(2n+ 1)!(2m+ 1)!
cos
[pi
4
(1 + (−1)n+m)− (n+ 1)ϕA − (m+ 1)ϕB
]
r−n−1A r
−m−1
B ,
ξ−nm = bAbB
2n+m+
1
2n!m!
(2n+ 1)!(2m+ 1)!
cos
[pi
4
(1− (−1)n+m)− (n+ 1)ϕA +mϕB
]
r−n−1A r
m
B ,
ζ−nm = bAbB
2n+m+
1
2n!m!
(2n+ 1)!(2m+ 1)!
cos
[pi
4
(1− (−1)n+m)− nϕA + (m+ 1)ϕB
]
rnAr
−m−1
B ,
(B1)
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γ+nm = bAbB
2n+m+
1
2n!m!
(2n+ 1)!(2m+ 1)!
cos
[pi
4
(1− (−1)n+m)− nϕA −mϕB
]
rnAr
m
B ,
δ+nm = bAbB
2n+m+
1
2n!m!
(2n+ 1)!(2m+ 1)!
cos
[pi
4
(1− (−1)n+m)− (n+ 1)ϕA − (m+ 1)ϕB
]
r−n−1A r
−m−1
B ,
ξ+nm = bAbB
2n+m+
1
2n!m!
(2n+ 1)!(2m+ 1)!
sin
[pi
4
(1− (−1)n+m)− (n+ 1)ϕA +mϕB
]
r−n−1A r
m
B ,
ζ+nm = bAbB
2n+m+
1
2n!m!
(2n+ 1)!(2m+ 1)!
sin
[pi
4
(1− (−1)n+m)− nϕA + (m+ 1)ϕB
]
rnAr
−m−1
B ,
(B2)
where bA/B are given by (23). For the product (55) the corresponding coefficients read
γ˜−nm =
sin
[
pi
4 (1− (−1)n+m) + nϕA +mϕB
]
[1 + cos((4n+ 2)ϕA)]
1
4 [1 + cos((4m+ 2)ϕB)]
1
4
r
n+ 1
2
A r
m+ 1
2
B ,
δ˜−nm = −
cos
[
pi
4 (1 + (−1)n+m)− (n+ 1)ϕA − (m+ 1)ϕB
]
[1 + cos((4n+ 2)ϕA)]
1
4 [1 + cos((4m+ 2)ϕB)]
1
4
r
−n− 1
2
A r
−m− 1
2
B ,
ξ˜−nm =
cos
[
pi
4 (1− (−1)n+m)− (n+ 1)ϕA +mϕB
]
[1 + cos((4n+ 2)ϕA)]
1
4 [1 + cos((4m+ 2)ϕB)]
1
4
r
−n− 1
2
A r
m+ 1
2
B ,
ζ˜−nm =
cos
[
pi
4 (1− (−1)n+m)− nϕA + (m+ 1)ϕB
]
[1 + cos((4n+ 2)ϕA)]
1
4 [1 + cos((4m+ 2)ϕB)]
1
4
r
n+ 1
2
A r
−m− 1
2
B , (B3)
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γ˜+nm =
sin
[
pi
4 (1 + (−1)n+m) + nϕA +mϕB
]
[1 + cos((4n+ 2)ϕA)]
1
4 [1 + cos((4m+ 2)ϕB)]
1
4
r
n+ 1
2
A r
m+ 1
2
B ,
δ˜+nm =
sin
[
pi
4 (1 + (−1)n+m) + (n+ 1)ϕA + (m+ 1)ϕB
]
[1 + cos((4n+ 2)ϕA)]
1
4 [1 + cos((4m+ 2)ϕB)]
1
4
r
−n− 1
2
A r
−m− 1
2
B ,
ξ˜+nm =
sin
[
pi
4 (1− (−1)n+m)− (n+ 1)ϕA +mϕB
]
[1 + cos((4n+ 2)ϕA)]
1
4 [1 + cos((4m+ 2)ϕB)]
1
4
r
−n− 1
2
A r
m+ 1
2
B ,
ζ˜+nm = −
sin
[
pi
4 (1− (−1)n+m)− nϕA + (m+ 1)ϕB
]
[1 + cos((4n+ 2)ϕA)]
1
4 [1 + cos((4m+ 2)ϕB)]
1
4
r
n+ 1
2
A r
−m− 1
2
B . (B4)
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