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UncertaintyAbstract This paper aims at rescheduling of observing spacecraft imaging plans under uncertain-
ties. Firstly, uncertainties in spacecraft observation scheduling are analyzed. Then, considering the
uncertainties with fuzzy features, this paper proposes a fuzzy neural network and a hybrid resched-
uling policy to deal with them. It then establishes a mathematical model and manages to solve the
rescheduling problem by proposing an ant colony algorithm, which introduces an adaptive control
mechanism and takes advantage of the information in an existing schedule. Finally, the above
method is applied to solve the rescheduling problem of a certain type of earth-observing satellite.
The computation of the example shows that the approach is feasible and effective in dealing with
uncertainties in spacecraft observation scheduling. The approach designed here can be useful in
solving the problem that the original schedule is contaminated by disturbances.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.1. Introduction
A growing ﬂeet of observing spacecraft uses a variety of sens-
ing technologies for scientiﬁc, mapping, defense, and commer-
cial activities. Hundreds of observing tasks are required to be
taken every day. As the number of spacecraft and the number
of observation requests grow larger and larger, scheduling
these tasks is more and more difﬁcult. Foremost is the fact that
the observation scheduling is a NP-complete problem.
Furthermore, there are various uncertainties in spacecraft
management and operation.Automatic planning and scheduling for spacecraft observa-
tion is the key to promoting the efﬁciency of spacecraft man-
agement and reducing its operation costs. Hence, it has
aroused the interests of scholars in ﬁelds such as aeronautics,
computer science, and operation research. Potter et al.1 studied
the scheduling problem of a linear ﬁnite deterministic model
using a backtracking method, and introduced its application
in the Landsat 7 mission. Lin et al.2 and Liao et al.3 designed
the daily imaging scheduling system of ROCSAT-II using
methods of tabu search, random integer programming, and
Lagrange relaxation. Lemaitre et al.4,5 studied the manage-
ment of satellite resources and the observation scheduling of
agile satellites. They made a further step to compare the per-
formances of greedy algorithm, dynamic programming algo-
rithm, and constraint programming algorithm. Wolfe et al.6–11
studied the application of genetic algorithm to the present
problem. Globu et al.12,13 compared the performances of
genetic algorithm, simulated annealing, and squeaky wheel
optimization, and pointed out that stimulated annealing was
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swarm optimization14,15 and heuristic search algorithm16–19
were applied into this domain. Besides, many other scholars
also studied the problem of multi-satellite management from
different perspectives.19–24
However, existing research on automatic planning and
scheduling for spacecraft observation mainly focuses on how
to establish an initial schedule in a deterministic environment
while lacks considerations for the actual operation of a satellite
which is in a dynamic environment full of uncertainties such as
spacecraft fault and changes in observation demands.23,24 All
of these uncertainties will affect the original schedule and cause
rescheduling.
The purpose of this paper is to solve the rescheduling prob-
lem of spacecraft observation under uncertainties. What types
of uncertainty are there in spacecraft observation? How do
they affect the existing schedule? And how should we deal with
these uncertainties? To answer these questions, the remainder
of the paper is organized as follows. The next section makes
a systematic analysis of uncertainties in spacecraft observation
scheduling and points out that many of them have fuzzy fea-
tures. Section 3 then proposes a fuzzy neural network to deal
with these fuzzy uncertainties and a rescheduling policy to
respond all kinds of uncertainties. Section 4 establishes a math-
ematical model and manages to solve this problem by using an
ant colony algorithm. Finally, the above method is applied to
solve the rescheduling problem of a certain type of earth-
observing satellite in Section 5.
2. Uncertainties in spacecraft observation
When operating a spacecraft, there are a variety of uncertain-
ties which demand modiﬁcations of the original schedule. In
order to make efﬁcient rescheduling policies, it is necessary
to analyze the uncertainties thoroughly.
There are many ways to categorize the uncertainties. Based
on the actual operating conditions, the present paper dividesTable 1 Uncertainties in spacecraft observation.
Origins
Inherent uncertainties Deviation o
Orbit predi
Uncertainties aroused by changes in internal environments Satellite fau
Satellite rec
Breakdown
Recovery o
Partial faul
Partial reco
Breakdown
Recovery o
Partial faul
Partial reco
Uncertainties aroused by changes in external environments Observation
Arrival of n
Task cance
Priority cha
Precision ch
Payload ch
Discrete uncertainties Demand of
Other demathe uncertainties into four types according to their origins:
inherent uncertainties, uncertainties aroused by changes in
internal and external environments, and discrete uncertainties,
as listed in Table 1.
In order to deal with various uncertainties in proper ways,
it is not enough to categorize them only according to their ori-
gins. There are 20 uncertainties listed in Table 1. According to
their disturbances to the system, the uncertainties are divided
into three categories: abrupt disturbance, I-Type gradual
disturbance, and II-Type gradual disturbance. Abrupt distur-
bance refers to the uncertainties with a great amplitude of
changes. These uncertainties impose serious effects on the
system and in most cases need a new schedule. I-Type gradual
disturbance refers to the uncertainties that change frequently
but mildly, which can be dealt with by periodic rescheduling.
II-Type gradual disturbance bears a similarity with abrupt
disturbance in their origins, but the disturbance degree of the
former is not as serious. Due to its fuzzy feature, the degree
of II-Type gradual disturbance needs to be evaluated accord-
ing to speciﬁc conditions.
It is easier to process abrupt disturbance and I-Type grad-
ual disturbance. They can be dealt with by using periodic and
event-driven rescheduling policies. Whereas it is complicated
to process II-Type gradual disturbance due to the following
reasons:
(1) It is difﬁcult to judge the responding time. If these uncer-
tainties are not responded in time, the operating efﬁ-
ciency will be low and this will result in insufﬁcient use
of spacecraft resources. If these uncertainties are always
responded in time, the computing load of the system will
be large and the stability of the system will be affected.
(2) It is difﬁcult to judge its degree of disturbance to the sys-
tem. Firstly, there are many parameters which affect the
calculation of the degree of disturbance. Secondly, it is
hard to precisely decide the values of many parameters
because of their fuzzy features.Disturbance Degree
f process time I-Type gradual disturbance Medium
ction error I-Type gradual disturbance Medium
lt Abrupt disturbance Serious
overy Abrupt disturbance Serious
of some payload Abrupt disturbance Serious
f some payload Abrupt disturbance Serious
t of some payload II-Type gradual disturbance Fuzzy
very of some payload II-Type gradual disturbance Fuzzy
of some resource Abrupt disturbance Serious
f some resource Abrupt disturbance Serious
t of some resource II-Type gradual disturbance Fuzzy
very of some resource II-Type gradual disturbance Fuzzy
condition is not optimum II-Type gradual disturbance Fuzzy
ew tasks II-Type gradual disturbance Fuzzy
lation II-Type gradual disturbance Fuzzy
nge of existing tasks II-Type gradual disturbance Fuzzy
ange of existing tasks II-Type gradual disturbance Fuzzy
ange of existing tasks II-Type gradual disturbance Fuzzy
attitude and orbit control Abrupt disturbance Serious
nds of control Abrupt disturbance Serious
680 Y. Li et al.Due to the preceding two reasons, it is difﬁcult to process
II-Type gradual disturbance using an existing rescheduling
method. The key to the problem is how to judge its degree
of disturbance to the system and how to respond properly.
3. Evaluation of disturbance degrees of uncertainties
Fuzzy neural network, due to its intelligence and learning
capability, has been widely used in decision-making systems.
This paper uses this method to evaluate the degree of II-Type
gradual disturbance. The method consists of two parts: fuzzy
processing of parameters and neural network. The degree of
membership of parameters can be obtained by applying fuzzy
processing to original data and function as the input of the
fuzzy neural network. The output of the network is the result
of decision, i.e., the degree of disturbance to the system. Eval-
uation rules can be learned by training of the neural network
and reﬂected by the weights of the neural network. Quantiza-
tion of the parameters that can inﬂuence decision-making can
be realized by the computation of the degree of membership on
the input layer.Fig. 1 Degree of membership of intensity.3.1. Fuzzy processing of parameters
Let d be the degree of II-Type gradual disturbance to the sys-
tem. Then parameters inﬂuencing the value of d fall into ﬁve
categories: types of uncertainties, intensity of uncertainties,
urgency of uncertainties, expected earning of responding to
uncertainties, and the number of accumulated uncertainties.
See Table 2.
Domain I, U, W, and A all have a fuzzy feature except C.
The fuzzy subsets can be deﬁned as follows:
T(I)= {Is, Iw, Im, Ia, Ic}, indicating that the intensity of
uncertainties is slight, weak, moderate, acute, critical.
T(U)= {Us, Uw, Um, Ua, Uc}, indicating that the urgency
of uncertainties is slight, weak, moderate, acute, critical.
T(W)= {Ww, Wm, Wa}, indicating that the expected
earning is low, moderate, high.
T(A)= {Aw, Am, Aa}, indicating that the number of accu-
mulated uncertainties is small, moderate, large.
The detail of e,r,c,tn,tr,te is given in Table 3. Taking the
intensity of uncertainties as an example, the evaluation of this
parameter depends on the number and priority of affected
tasks. Then it can be deﬁned as:
lI ¼
1
2
naffected
N
þ priaffected
PRI
 
ð1Þ
where naffected is the number of affected tasks, N is the total
number of tasks, priaffected is the sum of priority of affected
tasks, and PRI is the sum of priority of all the tasks. TheTable 2 Parameters of II-Type gradual uncertainty.
Parameter Domain Value/fuzzy subsets
Types of uncertainties C {e, r, c, tn, tp, tr, te}
Intensity of uncertainties I {Is, Iw, Im, Ia, Ic}
Urgency of uncertainties U {Us, Uw, Um, Ua, Uc}
Expected earning W {Ww, Wm, Wa}
Accumulated uncertainties A {Aw, Am, Aa}degree of membership of Is, Iw, Im, Ia, and Ic can be obtained
on a 0–100% scale of lI as shown in Fig. 1.
Let DTmin be the minimum rescheduling interval, and
according to the number of affected tasks during DTmin, the
system can evaluate the urgency of uncertainties T(U).
Similarly, the degree of membership of elements in T(W)
and T(A) can be obtained according to the expected earning
and the number of accumulated tasks, respectively.
3.2. Neural network
As mentioned above, the neural network is the second part.
Both BP neural network and radial basis function (RBF) neu-
ral network are commonly used in decision-making systems.
However, RBF neural network uses Gauss function as the acti-
vation function and belongs to local approximation neural net-
work. Therefore, the convergence rate of RBF neural network
is faster than that of BP neural network. Thus, when evaluat-
ing the degree of II-Type gradual disturbance to the system,
RBF neural network is selected. See Fig. 2.
Firstly, the input and output of the RBF neural network
must be determined. Let the 5 parameters mentioned in Table 2
be the input of the RBF neural network. In these 5 parameters,
the parameter of uncertainty type does not have a fuzzy fea-
ture, but it has a concurrency feature. For the RBF neural net-
work input, this parameter is deﬁned as a ﬁnite set with 7
elements. See Table 3.
Rescheduling demands caused by various uncertainties can
be classiﬁed into 5 kinds according to their origins and
responding policies, 3 of which (Pr, De, and Ng) are caused
by II-Type gradual disturbance. See Table 4. Let Pr, De, Ng,
and d be the output of the RBF neural network.Fig. 2 Diagram of radial basis function neural network.
Table 3 Categories of II-Type gradual uncertainty.
Value of uncertainty type Detail
e Fault of some payload
Partial recovery of some payload
r Fault of some resource
Partial recovery of some resource
c Observation condition is not optimum
tn Arrival of new tasks
Task cancelation
tp Priority change of existing tasks
tr Precision change of existing tasks
te Payload change of existing tasks
Table 4 Categories of rescheduling demands.
Kinds of rescheduling demands Causes
Periodic rescheduling P Finished execution of existing
schedule
Abrupt rescheduling Ab Abrupt disturbance
Prompt rescheduling Pr II-Type gradual disturbance
Delayed rescheduling De II-Type gradual disturbance
Negligible rescheduling Ng II-Type gradual disturbance
Rescheduling of observing spacecraft using fuzzy neural network and ant colony algorithm 681As shown in Fig. 2, the RBF neural network consists of an
input layer, a hidden layer, and an output layer. The activation
function of node uses Gauss function. See Eq. (2).
RjðxÞ ¼ exp kx tjk
2
2r2j
 !
j ¼ 1; 2; . . . ; sð Þ ð2Þ
where x is an m-dimensional input vector; tj is the mean vector
of node j on the hidden layer; rj is the deviation of node j on
the hidden layer; s is the number of hidden layer nodes. The
input layer implements nonlinear mapping from xﬁ Rj(x);
the output layer implements linear mapping from Rj(x)ﬁ yk(x)
and yk(x) is formulated as:
ykðxÞ ¼
Xs
j¼1
xkjRjðxÞ ðk ¼ 1; 2; . . . ; lÞ ð3Þ
where l is the number of output layer nodes and xkj is the
weights.
The learning process of the RBF neural network is a pro-
cess that minimizes the mean square error via adjusting
weights and thresholds of the network. The mean square error
is formulated as Eq. (4); the parameters are adjusted as Eqs. (5)
and (6):
FðxÞ ¼ E½eðxÞ ¼ ðtðxÞ  yðxÞÞTðtðxÞ  yðxÞÞ ¼ eTðxÞeðxÞ ð4Þ
wijðnþ1Þ¼wijðnÞa @F
@wij
ði¼ 1;2; . . . ;s; j¼ 1;2; . . .mÞ ð5Þ
biðkþ 1Þ ¼ biðkÞ  a @F
@bi
ði ¼ 1; 2; . . . sÞ ð6Þ
where t(x) is the expected output of the network, y(x) is
the actual output of the network, wij is the weight, bi is the
threshold, a is the learning rate.3.3. Rescheduling policy
In order to make proper responses to various rescheduling
demands, a hybrid rescheduling policy based on the minimum
interval is proposed.
Different responding ways are adopted according to differ-
ent kinds of rescheduling demands.
When the trigger condition of periodic and abrupt resched-
uling demand is met, the system will make an immediate
response.
When the rescheduling demand is caused by II-Type grad-
ual disturbance, the responding ways depend on the output of
the neural network.
If the output is Pr, it needs to be responded immediately
because of its serious disturbance to the system.
If the output is De, the responding ways depend on Dt and
DTmin, where Dt is the interval between this rescheduling
demand and the last rescheduling responding and DTmin is
the minimum rescheduling interval: if Dt< DTmin, then the
response is delayed until DTmin is satisﬁed; otherwise, it will
be responded immediately.
If the output is Ng, the rescheduling demand will be
ignored because of its slight disturbance to the system.
4. Mathematical statement and ant colony algorithm
In its observations, a spacecraft often carries several kinds of
payload to perform different observing tasks. These tasks must
satisfy some constraints, such as power availability, limited
imaging segments per orbit, and revisit limitations. During
the implementation of the schedules, there is a possibility that
the existing tasks may be modiﬁed or canceled, or that a new
task may arrive. Besides, there may arise faults in some pay-
loads. Since there are so many uncertainties in the actual oper-
ation of a spacecraft, it is necessary to study spacecraft
observation rescheduling under uncertainties.
In this section, an ant colony algorithm is studied, and the
purpose is to ﬁnd a way to establish a proper mathematical
model which could be resolved by any colony algorithm.
4.1. Mathematical statement of spacecraft observation
rescheduling
Let SATpower be the amount of available power of the space-
craft and SATssr the total memory size on board. Under nor-
mal circumstances, they are constants that do not change
with time. When faults occur, they might be inﬂuenced and
thus change. Let p1, p2, . . ., pH be H payloads; o1, o2, . . ., oN
be N observing requests which are the elements of an observing
request set O during interval [tstart, tend]. Each element oi in O
carries the following attributes:
oi_C: selected or not.
oi_A: longitude and latitude coordinates.
oi_P: payload.
oi_D: observation duration.
oi_V: weight.
oi_W: set of visible intervals.
oi_S: starting time of observation.
oi_E: ending time of observation.
oi_POWER: power needed for observation.
682 Y. Li et al.oi_SSR: memory size needed for observation.
oi_Pri: priority.
The task of communication with ground stations is also
deﬁned as an observation request, but the only difference lies
between it and other observation requests is that oi_SSR is
negative.
Because the purpose of observing spacecraft is to maximize
the amount of useful return data, the quality criterion is for-
mulated as:
Max
XN
i¼1
oi C oi V
( )
ð7Þ
where oi_C= {0,1}. if selected, oi_C= 1, if not selected,
oi_C= 0, oi_V is the observation weight.
Constraints:
(1) Resource constraintsX
oi2O
oi C oi SSR  SATssr ð8Þ
8t 2 ½tstart; tend; 9
X
oi S<t<oi E
oi C oi POWER  SATPOWER
ð9Þ
(1) Temporal constraintsFig. 3 Discretization of observing time.8oi 2 O; ifoi C ¼ 1; then9oi wj 2 oi W;
subject tooi S 2 oi wj and oi E 2 oi wj
ð10Þ
8oi 2 O; ifoi C ¼ 1thenoi S 2 ½tstart; tendandoi E
2 ½tstart; tend ð11Þ
8oi;oj 2 O; oi S < oj S if oi P ¼ oj P then oi E < oj S ð12Þ
where Eq. (8) indicates that the memory size needed for all
selected requests must be smaller than the total memory size
on board; Eq. (9) indicates that the available power must be
able to support task implementation at any time; Eq. (10) indi-
cates that if an observing request is selected, then the target
must be observed during interval oi_wj which is the j th element
of set oi_W. Eq. (11) indicates that all tasks selected must be
ﬁnished during interval [tstart, tend]. Eq. (12) indicates that each
payload implements an observing activity once a time, i.e., the
next observing activity begins after its forgoing activity gets
ﬁnished.
4.2. Rescheduling based on ant colony algorithm
4.2.1. Basic ant colony observation scheduling optimization
According to the mathematical model, spacecraft rescheduling
is a 0–1 integer planning problem which is an NP complete
problem. The polynomial time algorithm hasn’t been found
yet. Swarm Intelligence algorithms, particularly the ant
colony algorithm, have been used to optimize a wide
variety of tasks.25 Therefore, this paper attempts to solve the
rescheduling problem of observing spacecraft using this
algorithm.
Firstly, to avoid solving the problem in an inﬁnite domain,
observing time must be discretized. As shown in Fig. 3, oi_W is
the set of all visible intervals of observing request oi. In actualoperations, observation can be performed at any time during
an interval, but this will result in searching in an inﬁnite
domain. To avoid this, deﬁning the time required by one
observation as a unit, oi_W could be discretized as shown in
Fig. 3. That is, the observation must be implemented in one
or several units.
Let oi in set O be the node processed by the ant colony algo-
rithm. Let bi(t) (i= 1,2, . . ., N) be the ant number in node i at
time t. Let m ¼PNi¼1biðtÞ be the total number of ants, and each
ant has features as follows:
(1) It expands the next node by the probability which is
computed according to the pheromones. (Let si(t)
(i= 1,2, . . ., N) be the pheromones in node i at time t.)
(2) Assume each node can be visited only once. This rule is
controlled by tabuk, where k= 1,2, . . ., m. (Let tabuk be
the taboo list of ant k.)
(3) When travel is ﬁnished, each ant will leave pheromones
at every node that it has visited.
The pheromones of each node is the same at initial time, i.e.,
8oi 2 O; 9si ð0Þ ¼ Cont, where Cont is a constant and
i= 1,2, . . ., N. Ant k (k= 1,2, . . ., m) expands the next node
by pkj ðtÞ, which is the probability of selecting node j at time t:
pkj ðtÞ ¼
sjðtÞP
s2allowedkssðtÞ
If j 2 allowedk
0 Others
8<
: ð13Þ
where allowedk = Otabuk, which is the nodes set of ant k
that can be selected at the next step. A new node will be
selected if all the constraints can be satisﬁed. Otherwise, check
another node. When a loop is ﬁnished after N steps, the pher-
omones of each node are updated as follows:
siðtþNÞ ¼ qsiðtÞ þ Dsi ð14ÞDsi ¼
Xm
k¼1
Dski ð15ÞDski ¼
Q
Lk
; If node i is selected by ant k
0; Others
8<
: ð16Þ
where Dski is the pheromones that are left at node i by ant k in
the current loop, Dsi is the increased pheromones in the current
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intensity, Lk is the ﬁtness of ant k.
The ant colony algorithm is executed as follows.
Ant colony observation scheduling optimization (ACOSO):
Step 1. Let nc = 0. (nc is the number of iteration times.)
Initialize si and Dsi, and place m ants at N nodes.
Step 2. Each ant expands the next node according to the
probability pkj ðtÞ, and loop this step until all nodes are visited.qðtÞ ¼
qmax t ¼ 0
minfqðt 1Þ  ½1þ 0:1 pðtÞ; qmaxg if find a better solution
maxfqðt 1Þ  ½qðt 1Þ  qmin  ½0:1 pðtÞ; qming if stagnateNq times
qðt 1Þ Otherwise
8>>><
>>>:
ð19ÞStep 3. Calculate Lk of ant k (k= 1,2, . . ., m), and record
the best solution.
Step 4. Update the pheromones of each node.
Step 5. nc = nc + 1.
Step 6. If nc < NC (NC is the maximum iterations) and the
solution is not degenerate, then go to step 2.
Step 7. Output the best solution.
4.2.2. Adaptive ant colony observation scheduling optimization
In ACOSO, the basic ant colony algorithm is adopted. In
order to improve the performance of the algorithm, this paper
introduces the adaptive mechanism into the basic ant colony.
The new algorithm is called adaptive ant colony observation
scheduling optimization (AACOSO). Base on the existing
research,25 there are two important parameters which are hard
to set, the pheromone intensity Q and the evaporation rate q.
The pheromone intensity Q is a constant that expresses the
pheromone amount left by an ant, and the evaporation rate q
is a constant that expresses the pheromone volatilization
speed. Both of them can affect the convergence and the solu-
tion accuracy. That is, a larger Q or q can make a faster con-
vergence but a higher risk on a local optimal solution. On the
contrary, a smaller Q or q can ﬁnd a better solution beyond the
local optimal but a poor convergence follows. In order to
make use of this feature, this paper sets Q as follows:QðtÞ ¼
Qmax t ¼ 0
minfQðt 1Þ½1þ 0:1qðtÞ;Qmaxg if find a better solution
maxfQðt 1Þ  ½Qðt 1Þ Qmin½0:1 qðtÞ;Qming if stagnateNQ times
Qðt 1Þ Otherwise
8>>><
>>>:
ð17Þ
Fig. 4 Illustration of partially-affected schedule.where Q(t) 2 [Qmin,Qmax], and q(t) is adapted as in Eq. (18).
qðtÞ ¼
qmin t ¼ 0
maxfqðt 1Þ  1; qming If find a better solution
minfqðt 1Þ þ 1; qmaxg If stagnateNq times
qðt 1Þ Otherwise
8>><
>>:
ð18Þwhere q(t) 2 [qmin, qmax].
It can be drawn from Eqs. (17) and (18) that Q is Qmax in
the beginning. This is good for a quickly search and conver-
gence. When the algorithm is stuck in a local optimal solution,
AACOSO will decrease the value of Q so that the pheromone
increasing rate and positive feedback are reduced. This is good
for ﬁnding a better solution.
Similarly, the evaporation rate q is set as follows:where q(t) e [qmin, qmax], and p(t) is adapted as in Eq. (20).
pðtÞ ¼
pmin t ¼ 0
maxfpðt 1Þ  1; pming if find a better solution
minfpðt 1Þ þ 1; pmaxg if stagnateNp times
pðt 1Þ Otherwise
8>>><
>>>:
ð20Þ
where p(t) 2 [pmin, pmax].
Additionally, when unexpected events occur, in most
cases, there are many tasks that won’t be affected by the dis-
turbance. Taking Fig. 4 for example, assume that there is an
uncertainty called disturbance A occurred at t0, and only
tasks a, b, c and d are affected while others are not. It may
be more effective if taking this information into account
when rescheduling.
It can be calculated that which task is affected based on the
temporal constrains and the resource constrains. In order to
make use of this information, AACOSO only updates the
pheromones of affected tasks with setting them to a constant
and preserves those of unaffected ones. The detail of the
rescheduling algorithm is as follows.
Table 7 Observation requests.
Observing request oi_P oi_V oi_D oi_W
Start End
1 1 77 50 1398 1500
7185 7244
2 1 81 40 1623 1701
17721 17821
3 1 85 50 9953 9981
12904 13019
4 4 70 60 17728 17826
5 2 86 50 12076 12173
14850 14949
6 2 90 50 12085 12167
14862 14967
17641 17702
7 5 92 40 6268 6359
16642 16715
8 5 87 50 12039 12097
17777 17881
9 3 60 50 1398 1500
7185 7244
10 3 78 50 19470 19523
11 1 62 60 19994 20075
12 2 77 50 12082 12170
17837 17942
13 3 83 40 6152 6192
16290 16403
14 1 80 40 12070 12133
17811 17913
15 3 71 50 12124 12209
17880 17976
..
. ..
. ..
. ..
. ..
. ..
.
166 5 92 50 12946 12066
167 3 81 40 14700 14789
168 1 66 50 14700 14789
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(AACOSO):
Step 1. Calculate and determine the tasks which are
affected. Update the observing request set O.
Step 2. Initialize the pheromones of the new nodes, and pre-
serve those of the old ones.
Step 3. Let nc = 0, and place m ants at N nodes.
Step 4. Each ant expands the next node according to the
probability pkj ðtÞ, and loop this step until all nodes are visited.
Step 5. Compute Qk of ant k (k= 1,2, . . ., m), and record
the best solution.
Step 6. Update the pheromones of each node.
Step 7. nc = nc + 1.
Step 8. If nc < NC and the solution does not degenerate,
then go to Step 4.
Step 9. Output the best solution.
5. Numerical example
In this section, to demonstrate the validity of the proposed
rescheduling policy and the new ant colony algorithm, the
rescheduling problem of a certain type of earth-observing
satellite is studied. Assume that the satellite carries 5 kinds
of payloads and a solid state recorder with a 378 Gbits capac-
ity. The details of the orbit and satellite parameters are shown
in Tables 5 and 6.
The goal is to schedule the observing requests that should
be implemented in the next 6 h. The attributes of these requests
such as longitude and latitude coordinates, payload, value, and
observation duration are generated randomly. Some of them
are listed in Table 7.
These observing requests are scheduled by using the ant col-
ony algorithm. The initial schedule is shown in Fig. 5.Fig. 5 Initial schedule.
Table 5 Orbit parameters of the simulation case.
Parameters Value
a (km) 7193.5899
e 0.002344
i (o) 98.726
X (o) 77.105
x (o) 107.085
h (o) 184.645
Table 6 Satellite parameters of the simulation case.
Satellite parameter Value
Power (W) Data rate (Mbits/s)
Payload 1 590 150
Payload 2 500 90
Payload 3 90 2
Payload 4 670 100
Payload 5 400 10
Capacity 378 Gbit
Data rate 105 Mbits/s
Attitude control Three-axis stabilization
Rotational speed 1 (o)/s
Ground station 5
169 5 72 40 456 545
170 2 64 60 7415 7529
18444 18549
171 1 79 50 15012 15098
172 4 75 60 1684 1771
173 2 75 50 1684 1771
174 4 67 40 17391 17498
175 4 68 50 6155 6196
21292 21406
176 5 79 50 6155 6196
21292 21406
177 3 69 60 21081 21178
178 2 88 40 12076 12142
17819 17920
179 1 86 50 7868 7902
180 1 73 40 12593 12670
Fig. 6 Rescheduling results.
Rescheduling of observing spacecraft using fuzzy neural network and ant colony algorithm 685When operating a spacecraft, there are a variety of uncer-
tainties which demand modiﬁcations of the original schedule.
Assume the rescheduling period is 2 h; let the minimum
rescheduling interval DTmin be 30 min. Assume there are 6 dis-
turbances. Then, there will be 9 rescheduling requests as shown
in Table 8.
Using the proposed rescheduling policy, the system will
reschedule 5 times. After that, the Gantt chart of the actual
schedule is presented in Fig. 6. The Gantt chart shows that
due to the fault of payload 1 at 0 h 52 min, the prompt
rescheduling is triggered, and the relevant tasks between 0 h
52 min and 3 h 14 min are canceled, hence releasing some
memory and power. Consequently, some tasks which gain
observing opportunities are distributed to payloads 2, 3, and 4.Table 8 Calculated results.
Rescheduling request Uncertainty Occurring time
1 Fault of payload 1 0 h 52 min
2 Cancelation of some tasks 1 h 23 min
3 Arrival of rescheduling period 2 h
4 Fault of power unit 1 2 h 13 min
5 Recovery of payload 1 3 h 14 min
6 Arrival of rescheduling period 4 h
7 Arrival of new tasks 5 h 27 min
8 Arrival of new tasks 5 h 35 min
9 Arrival of rescheduling period 6 h
Fig. 7 Rescheduling cauDisturbance 2 occurs at 1 h 23 min, and the delayed
rescheduling is triggered. However, Dt> DTmin, so the
rescheduling is implemented immediately. Hence the tasks per-
formed by payloads 3 and 4 are canceled, but there is no
appropriate task that could be added, so there is no other
change. Periodic rescheduling requests 3, 6, and 9 at 2 h, 4 h,
and 6 h are canceled because of the rescheduling caused by dis-
turbances 2, 5, and 8.
The inﬂuence on the system caused by disturbance 4 is
slight because of the employment of redundancy unit, so the
rescheduling request is canceled.
Because of the abrupt rescheduling caused by disturbance
5, some new tasks are distributed to payload 1, and some of
the tasks performed by other payloads are adjusted
correspondingly.
The periodic rescheduling is triggered at 5 h 14 min whose
serial number is 10.
The delayed rescheduling request caused by disturbance 7
at 5 h 27 min is delayed to 70, i.e., 5 h 44 min, because
Dt< DTmin.
The prompt rescheduling request caused by disturbance 8
at 5 h 35 min is implemented immediately due to its serious dis-
ruption on the system, and the effect caused by disturbance 7 is
processed at the same time. Hence the rescheduling request 70
is canceled.
For comparison, let the scheduling system respond every
disturbance. This is called the precise rescheduling policy.
Then the number of rescheduling times is 9. The result is the
same as the above one. (See Fig. 6.) A conclusion can be drawnKind Output of the RBF neural network
d Pr De Ng
Prompt rescheduling 0.87 0.9367 0.4981 0.1645
Delayed rescheduling 0.77 0.3388 0.9667 0.1565
Periodic rescheduling – – – –
Negligible rescheduling 0.21 0.4361 0.3191 0.7946
Abrupt rescheduling – – – –
Periodic rescheduling – – – –
Delayed rescheduling 0.61 0.1542 0.8971 0.2271
Prompt rescheduling 0.61 0.8656 0.3412 0.1247
Periodic rescheduling – – – –
sed by disturbance 1.
Table 9 Results comparison.
Number Value of the quality criterion
ACOSO AACOSO
1 6348 6145
2 6265 6348
3 6093 6348
4 6112 6348
5 6348 6348
6 6348 6348
7 6348 6348
8 6112 6348
9 6348 6348
10 6348 6348
Frequency of ﬁnding the
optimum solution
6 9
Speed of convergence Slow Fast
Fig. 8 Evolutions of the parameters Q and q.
686 Y. Li et al.that the hybrid rescheduling policy proposed in this paper
could save about 44.4% running time with the same perfor-
mance compared with the precise rescheduling policy.
To validate the feasibility and validity of the ant colony
algorithm, taking the rescheduling caused by disturbance 1
as an example, computation is performed using ACOSO andFig. 9 Rescheduling results with difAACOSO separately and is run 10 times. The results are
shown in Fig. 7.
Fig. 7 shows that the probability of ﬁnding the optimum
solution of AACOSO is 30% higher than that of ACOSO,
and the speed of convergence of the former is obviously faster.
See Table 9.
Fig 8 shows the evolutions of parameters Q and q. It can be
seen from it that Q and q are both the maximum in the begin-
ning. This is good for a quickly search and convergence. When
the algorithm is stuck in a local optimal solution, AACOSO
decreases the values of Q and q to help ﬁnd a better solution,
and regains them after the better one is found. Because Q and
q use similar rules to adjust their values, the evolution curves
are similar as well.
In the above instance, the number of affected tasks at each
rescheduling is different. In order to validate AACOSO more
precisely, this paper uses different affected task numbers to test.
Assume there are 1000 tasks need to be observed and there is one
rescheduling. Set affected task numbers from 10 to 1000, and
reschedule them by ACOSO and AACOSO separately. Run 20
times and take the average. The results are shown in Fig. 9.
It can be seen from Fig. 9 that if the number of affected tasks
is less than 25% of the total, AACOSO is better than ACOSO,
with less CPU time and iteration, and both of these can ﬁnd the
best solution. With the increasing of the affected tasks, the iter-
ation is almost the same as that of ACOSO but the CPU time is
higher. The reason is that AACOSO must calculate which task
is affected and this is time costly when there are too many tasks.
However, AACOSO can give a better solution more frequently
(see Fig. 7), even with the higher CPU time.
6. Conclusions
In this paper, a method based on an ant colony algorithm and
a fuzzy neural network is proposed to solve the rescheduling of
spacecraft observation under uncertainties. Firstly, this paper
makes a systematic analysis about uncertainties in spacecraft
observation scheduling, and points out that many of them
have fuzzy features. Then this paper proposes a fuzzy neural
network to deal with these fuzzy uncertainties and a reschedul-
ing policy to respond all kinds of uncertainties. Furthermore,
this paper establishes a mathematical model and manages to
solve this problem by an ant colony algorithm. The reschedul-
ing problem of a certain type of earth-observing satellite isferent quantities of affected tasks.
Rescheduling of observing spacecraft using fuzzy neural network and ant colony algorithm 687solved to validate the feasibility and validity of the proposed
approach.
The fuzzy neural network can respond the fuzzy uncertain-
ties appropriately. With the hybrid rescheduling policy, it can
save about 44.4% running time and obtain the same solution
as the precise rescheduling policy.
The ant colony algorithm is a new method to deal with the
rescheduling problem of observing spacecraft. By introducing
an adaptive control mechanism and taking advantage of the
existing schedule, the probability of ﬁnding the optimum solu-
tion can be raised about 30%, and the speed of convergence is
faster.
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