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Masaki Kashiwara and Pierre Schapira
Abstract
Given a (not necessarily regular) holonomic D-module L defined
on the product of two complex manifolds, we prove that the correspon-
dence associated with L commutes (in some sense) with the De Rham
functor. We apply this result to the study of the classical Laplace
transform. The main tools used here are the theory of ind-sheaves
and its enhanced version.
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1 Introduction
Perhaps the most popular integral transform in Mathematics is the Fourier
transform, or its complex version, the Laplace transform. It interchanges
objects living on a finite-dimensional vector space V with objects living on the
dual space V∗. The kernel of this transform is e〈x,y〉 and all the subtlety and
difficulty of this transform come from the fact that the D-module on V×V∗
generated by this kernel is holonomic but is not regular. In this paper, we
shall give tools to treat integral transforms associated with general holonomic
kernels and apply them to the particular case of the Laplace transform.
Let us be more precise. For a complex manifold (X,OX) we denote by
ΩX the sheaf of differential forms of top degree, by DX the sheaf of (finite-
order) differential operators and by dX the complex dimension of X . We
use the usual six operations for sheaves and denote by Dg∗, Df
∗ and
D
⊗ the
operations of direct image, inverse image and tensor product for D-modules.
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Here, a sheaf or a D-module should be understood in the derived sense, that
is, in the bounded derived category of sheaves or D-modules.
All along this paper, we shall use the language of ind-sheaves of [KS01]
and the six operations for ind-sheaves,
L
⊗, RIhom , f−1, f ! , Rf∗ and Rf!!.
The main object of interest will be the ind-sheaf O tX of holomorphic functions
with tempered growth, realized as the Dolbeault complex of the ind-sheaf
C∞,tX of C
∞-functions with tempered growth. On an open subanalytic subset
U the sections of this last sheaf are functions which have polynomial growth
at the boundary, as well as all their derivatives. The history of the ind-
sheaf O tX is closely related to the solution of the Riemann-Hilbert problem
for regular holonomic modules of [Ka80, Ka84]. Recall that the main tool
to solve this problem was the functor Thom, which in the language of ind-
sheaves reads as RHom ( • ,O tX).
We shall use the Sol and tempered Sol functors and the De Rham and
tempered De Rham functors for DX-modules. Denoting by Ω
t
X the ind-sheaf
of tempered differential forms of top degree, these functors are given by:
SolX(M ) = RHomDX (M ,OX), Sol
t
X(M ) = RHomDX (M ,O
t
X),
DRX(M ) = ΩX
L
⊗
DX
M , DRtX(M ) = Ω
t
X
L
⊗
DX
M .
Consider a correspondence of complex manifolds:
S
f
{{✇✇
✇✇
✇✇
✇✇ g
##●
●●
●●
●●
●
X Y.
(1.1)
For a DS-module L and a DX -module M one sets:
M
D
◦L := Dg∗(Df
∗
M
D
⊗L ).
For ind-sheaves L on S, F on X and G on Y one sets
L ◦G := Rf!!(L⊗ g
−1G), ΨL(F ) = Rg∗RIhom (L, f
! F ).(1.2)
For the notion of being quasi-good or good and the categories Dbgood(DX) and
Dbq-good(DX), see § 3.1.
Theorem 1.1. Let M ∈ Dbq-good(DX) and let L ∈ D
b
good(DS). Set L :=
SolS(L ) and assume
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(i) L is regular holonomic,
(ii) f−1 supp(M ) ∩ supp(L ) is proper over Y .
Then there is a natural isomorphism in Db(CY ):
ΨL(DR
t
X(M )) [dX − dS] ≃ DR
t
Y (M
D
◦L ).(1.3)
This result (which, to our knowledge, never appeared in the literature
under this form) is an immediate consequence of three deep results:
(i) the direct image functor Dg∗ commutes, under an hypothesis of proper-
ness, with the tempered De Rham functor,
(ii) the inverse image functor Df ∗ commutes, up to a shift, with the tempered
De Rham functor,
(ii) the formula, in which N is regular holonomic and M is coherent on X :
RIhom (SolX(N ),DR
t
X(M )) ≃ DR
t
X(M
D
⊗N ).(1.4)
As a corollary, one gets (under the same hypotheses) the adjunction formula
of [KS01], in which G is an ind-sheaf on Y :
RHom(L ◦G,ΩtX
L
⊗
DX
M ) [dX − dS] ≃ RHom(G,Ω
t
Y
L
⊗
DY
(M
D
◦L )).(1.5)
Note that a similar formula holds when replacing O tX and O
t
Y with their
non tempered versions OX and OY (and ind-sheaves with usual sheaves),
but the hypotheses are different. Essentially, M has to be coherent, f non
characteristic for M and Df ∗M has to be transversal to the holonomic
module L . On the other hand, we do not need the regularity assumption
on L . See [DS96] for such a non tempered formula (in a more particular
setting).
However, if one removes the hypothesis that the holonomic module L is
regular in Theorem 1.1, formulas (1.3) and (1.5) do not hold anymore and
we have to replace O tX with its enhanced version, the object O
E
X of [DK13],
and this is one of the main purpose of this paper. Let us briefly explain what
is O EX .
In order to keep in mind the behavior at infinity of our objects, one
considers bordered spaces M∞ = (M, Mˆ), where M is open in Mˆ . A typical
example, which will play an essential role here, is the bordered space
R∞ = (R,R) where R := R ⊔ {+∞,−∞}.
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For a commutative ring k and a “good” topological space M , denote by
Db(IkM) the bounded derived category of ind-sheaves of k-modules. Then
one introduces the quotient category
D
b(IkM∞) := D
b(IkMˆ)/{F;kM ⊗F ≃ 0}.
(Note that when working with usual sheaves, one would recover the category
Db(kM) but the situation is different with ind-sheaves.) The six operations
on ind-sheaves are easily extended to ind-sheaves on bordered spaces.
Now consider the bordered spaceM×R∞ = (M×R,M×R) . Denote by
π : M ×R∞ −→M the projection. One defines the new category of enhanced
ind-sheaves on M by setting:
Eb(IkM) := D
b(IkM×R∞)/{F; π
−1Rπ∗F ∼−→ F}.
The quotient functor Db(IkM×R∞) −→ E
b(IkM) admits a right and a left ad-
joint, denoted by RE and LE, respectively. This category Eb(IkM) is closely
related to constructions initiated in Tamarkin [Ta08] (see also [GS12] for a
detailed exposition and complements to Tamarkin’s work). In particular it is
endowed with a new tensor product, denoted by
+
⊗, and a new internal hom,
denoted by Ihom+. The four operations for enhanced ind-sheaves associated
with a morphism of manifolds f are denoted by Ef∗, Ef!!, Ef
−1 and Ef ! and
one also uses the bifunctor RHomE with values in Db(k) (see Definition 2.15).
These operations enjoy similar properties to the one for sheaves.
Let X be a complex manifold, Y ⊂ X a complex hypersurface and set
U = X \ Y . For ϕ ∈ OX(∗Y ), one sets
DX e
ϕ = DX/{P ;P e
ϕ = 0 on U}, E ϕ
U |X = DX e
ϕ(∗Y ).
Then one introduces the object O EX of E
b(ICX) which plays a role analogous to
the objectsO tX but contains more information. Denote by i : X×R∞ −→ X×P
the natural morphism and denote by τ ∈ C ⊂ P the affine variable in the
complex projective line P. One sets:
O
E
X = i
!RHom
DP
(E τC|P,O
t
X×P)[2] ∈ E
b(ICX),
ΩEX = ΩX
L
⊗
OX
O
E
X.
One defines the enhanced De Rham and Sol functors by
DREX : D
b
q-good(DX) −→ E
b(ICX), M 7→ Ω
E
X
L
⊗
DX
M ,
SolEX : (D
b
q-good(DX))
op −→ Eb(ICX), M 7→ RHomDX(M ,O
E
X).
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Then our main result is the following (see Theorem 4.9) which generalizes
Theorem 1.1 to the case where L is no more regular.
Theorem 1.2. Let M ∈ Dbq-good(DX), L ∈ D
b
good(DS) and set L:=Sol
E
S(L ).
Assume that L is holonomic and that f−1 supp(M )∩supp(L ) is proper over
Y . Then there is a natural isomorphism in Eb(ICY):
ΨEL(DR
E
X(M )) [dX − dS] ≃ DR
E
Y (M
D
◦L ).
Note that in the course of the proof, we shall need to strengthen the
Riemann-Hilbert theorem of [DK13] and to prove the isomorphism for an
arbitrary holonomic DX -module M (see Theorem 4.5):
M
D
⊗O EX
∼−→ Ihom+(SolEX(M ),O
E
X) in E
b(IDX).
The proof of this isomorphism, which follows from the same lines as in loc.
cit., is a main technical part of this paper. As an easy application of our
theorem, we obtain:
Corollary 1.3. In the situation as in Theorem 1.2, let G ∈ Eb(ICY). Then
there is a natural isomorphism in Db(C)
RHomE(L
E
◦G,ΩEX
L
⊗
DX
M ) [dX − dS]
≃ RHomE(G,ΩEY
L
⊗
DY
(M
D
◦L )).
Here
E
◦ is an enhanced version of the convolution ◦ in (1.2).
Next, we shall apply these results to the Laplace transform. For that
purpose, we need to treat first the Fourier-Sato transform, and its enhanced
version. Let V be a real finite-dimensional vector space of dimension n, V∗
its dual. Recall that the Fourier-Sato transform, denoted here by SFV, is an
equivalence of categories between conic sheaves on V and conic sheaves on
V∗. References are made to [KS90]. In [Ta08], D. Tamarkin has extended the
Fourier-Sato transform to no more conic (usual) sheaves, by adding an extra
variable. Here we generalize this last transform to enhanced ind-sheaves on
the bordered space V∞ = (V,V), where V is the projective compactification
of V. We introduced the kernels LV := k{t=〈x,y〉} and L
a
V
:= k{t=−〈x,y〉} and
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define the enhanced Fourier-Sato functors
EFV : E
b(IkV∞) −→ E
b(IkV∗
∞
), EFV(F) = F
E
◦LV,
EF a
V
: Eb(IkV∞) −→ E
b(IkV∗
∞
), EF a
V
(F) = F
E
◦La
V
.
We easily prove that the functors EFV and
EF a
V∗
are equivalences of categories,
quasi-inverse to each other up to shift (see Theorem 5.2). Moreover the
enhanced Fourier-Sato transform is compatible with the classical one, that
is, we have a quasi-commutative diagram of categories and functors (in which
the vertical arrows are fully faithful functors):
Eb(IkV∞)
EFV // Eb(IkV∗
∞
)
Db
R+
(kV)
SFV //
εV
OO
Db
R+
(kV∗).
εV∗
OO
(1.6)
Let now V be a complex vector space of complex dimension dV and let
V∗ be its dual. We denote here by V the projective compactification of V
and set V∞ = (V,V), H = V \V. We set for short X = V×V
∗
, U = V×V∗
and consider the Laplace kernel
L := E
〈x,y〉
U |X .(1.7)
Denote by DV the Weyl algebra on V. As it is well-known, the Laplace kernel
induces an isomorphism DV ≃ DV∗ , hence an isomorphism
DV(∗H)
D
◦L ≃ DV∗(∗H
∗)⊗ detV∗.(1.8)
Then our main theorem on the Laplace transform (see Theorem 6.3) is:
Theorem 1.4. Isomorphism (1.8) induces an isomorphism
E
FV(O
E
V∞
) ≃ O EV∗
∞
⊗ detV [−dV] in D
b((IDV)V∗
∞
).(1.9)
As an immediate application (see Corollary 6.5), we obtain
Corollary 1.5. Isomorphism (1.9) induces an isomorphism in Db(DV), func-
torial in F ∈ Eb(ICV∞):
RHomE(F,O EV∞) ≃ RHom
E(EFV(F ),O
E
V∗
∞
)⊗ detV [−dV].(1.10)
7
When restricting this isomorphism to conic sheaves on V, we recover the
main theorem of [KS97] which asserts that for an R-constructible and conic
sheaf F ∈ Db(CV), the Laplace transform induces an isomorphism
RHom(F,O tV) ≃ RHom(
S
FV(F ),O
t
V∗)⊗ detV [−dV].(1.11)
Several applications are given in loc. cit. and, by adding a variable, some non
conic situations are also treated with the help of this isomorphism in [Da12].
Here, as an application of Corollary 1.5, we obtain the following result.
For an open subset U of V subanalytic in V and a continuous function ϕ on
U with subanalytic graph in V, we can define the ind-sheaf eϕDbtM . Roughly
speaking, it is the ind-sheaf of distributions u such that e−ϕu is tempered.
Consider the Dolbeault complex
eϕO tV∞ := 0 −→ e
ϕDbt
V
(0,0) ∂
−→ · · · −→ eϕDbt
V
(0,dV) −→ 0.(1.12)
Assume that U is convex, ϕ is a convex function and denote by ϕ∗ its Leg-
endre transform. Then, under some hypotheses, we prove that the complex
eϕO tV∞(U) is concentrated in degree 0, the complex e
−ϕ∗O tV∞(V
∗) is concen-
trated in degree dV and the Laplace transformation interchanges these two
complexes (Corollary 6.15).
2 Enhanced ind-sheaves
2.1 Ind-sheaves
In this subsection and the next one, we recall some results of [KS01].
Let M be a locally compact space countable at infinity and let k be a
commutative Noetherian ring with finite global dimension. (In this paper,
all rings are unital.) Recall that Mod(kM) denotes the abelian category of
sheaves of k-modules on M . We denote by Modc(kM) the full subcategory
consisting of sheaves with compact support. The category of ind-sheaves on
M is the category of ind-objects of Modc(kM). We set for short:
IkM := Ind(Mod
c(kM)),
and call an object of this category an ind-sheaf on M . We denote by “lim
−→
”
the inductive limit in the category IkM.
The prestack U 7→ I(kU), U open in M , is a stack.
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We have two pairs (αM , ιM) and (βM , αM) of adjoint functors
Mod(kM)
βM
//
ιM //
I(kM).αMoo
If F has compact support, ιM (F ) = F after identifying a category C with
a full subcategory of Ind(C ). More generally, ιM(F ) = “lim−→”
U
FU where U
ranges over the family of relatively compact open subsets of M . The functor
αM associates lim−→
i
Fi (Fi ∈ Mod
c(kM), i ∈ I, I small and filtrant) to the
object “lim−→”
i
Fi. If k is a field, βM(F ) is the functor G 7→ Γ(M ;H
0(D′G)⊗F ).
• ιM is exact, fully faithful, and commutes with lim←− ,
• αM is exact and commutes with lim←−
and lim
−→
,
• βM is right exact, fully faithful and commutes with lim−→ ,
• αM is left adjoint to ιM ,
• αM is right adjoint to βM ,
• αM ◦ ιM ≃ idMod(kM ) and αM ◦ βM ≃ idMod(kM ).
One denotes by
L
⊗ and RIhom the (derived) operations of tensor product
and internal Hom . If f : M −→ N is a continuous map, one denotes by f−1,
f ! , Rf∗ and Rf!! the (derived) operations of inverse and direct images. One
also sets
RHom = αM ◦ RIhom : D
b(IkM)
op × Db(IkM) −→ D
b(kM).
2.2 Subanalytic topology
Here again, we recall some results of [KS01].
Assume that M is a real analytic manifold. Denote by OpM the category
of its open subsets (the morphisms being the inclusions) and by OpMsa the
full subcategory of OpM consisting of subanalytic and relatively compact
open subsets. The site Msa is obtained by deciding that a family {Ui}i∈I
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of subobjects of U ∈ OpMsa is a covering of U if there exists a finite subset
J ⊂ I such that
⋃
j∈J Uj = U . One denotes by
ρM : M −→Msa(2.1)
the natural morphism of sites. Here again, we have two pairs of adjoint
functors (ρ−1M , ρM ∗) and (ρM !, ρ
−1
M ) :
Mod(kM)
ρM !
//
ρM∗ //
Mod(kMsa).ρ
−1
M
oo
For F ∈ Mod(kM), ρM !F is the sheaf associated to the presheaf U 7→ F (U),
U ∈ OpMsa .
One proves that the restriction of ρM ∗ to the category ModR-c(kM) of
R-constructible sheaves is exact and fully faithful. By this result, we shall
consider the category ModR-c(kM) as a subcategory of Mod(kM) or as of
Mod(kMsa). Denote by Mod
c
R-c(kM) the full subcategory of ModR-c(kM) con-
sisting of sheaves with compact support and set:
IR−c(kM) = Ind(Mod
c
R-c(kM)).
One defines the functor
αMsa : IR−c(kM) −→ Mod(kMsa)(2.2)
similarly as the functor αM .
Theorem 2.1. The functor αMsa in (2.2) is an equivalence of categories.
In other words, ind-R-constructible sheaves are “usual sheaves” on the
subanalytic site. By this result, the embedding ModcR-c(kM) →֒ Mod
c(kM)
gives a fully faithful functor IM : Mod(kMsa) −→ I(kM). Hence, in the diagram
of categories
ModR-c(kM)

//Mod(kMsa)
IM

Mod(kM)
ρM∗
77
ιM // I(kM),
(2.3)
all solid arrows are exact and fully faithful. One shall be aware that the
square and the upper triangle quasi-commute but ιM 6= IM ◦ ρM ∗ in general.
Moreover, ρM ∗ is not right exact in general.
From now on, we shall identify sheaves on Msa with ind-sheaves on M .
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2.3 Ind-sheaves on bordered spaces
In this subsection, we mainly follow [DK13].
A topological space is good if it is Hausdorff, locally compact, countable
at infinity and has finite flabby dimension.
Definition 2.2. The category of bordered spaces is the category whose ob-
jects are pairs (M, Mˆ) with M ⊂ Mˆ an open embedding of good topological
spaces. Morphisms f : (M, Mˆ) −→ (N, Nˆ) are continuous maps f : M −→ N
such that
(2.4) Γf −→ Mˆ is proper.
Here Γf is the graph of f and Γf its closure in Mˆ × Nˆ .
The composition (L, L̂)
e
−→ (M, Mˆ)
f
−→ (N, Nˆ) is given by f ◦ e : L −→ N
(see Lemma 2.3 below), and the identity id(M,Mˆ) is given by idM .
If there is no risk of confusion, we shall often denote by M∞ a bordered
space (M, Mˆ).
Lemma 2.3. Let f : (M, Mˆ) −→ (N, Nˆ) and e : (L, L̂) −→ (M, Mˆ) be mor-
phisms of bordered spaces. Then the composition f ◦ e is a morphism of
bordered spaces.
One shall identify a space M and the bordered space (M,M). Then, by
using the identifications M = (M,M) and Mˆ = (Mˆ, Mˆ), there are natural
morphisms
M −→ (M, Mˆ) −→ Mˆ.
Note however that (M, Mˆ) −→ M is not necessarily a morphism of bordered
spaces.
One often denotes by jM or simply j the natural morphism M∞ −→ Mˆ .
For two bordered spaces (M, Mˆ) and (N, Nˆ) their product in the category
of bordered spaces is the bordered space (M ×N, Mˆ × Nˆ).
Definition 2.4. Let f : (M, Mˆ) −→ (N, Nˆ) be a morphism of bordered spaces.
We say that f is semi-proper if the map Γf −→ Nˆ is proper.
Any isomorphism of bordered spaces is semi-proper.
Lemma 2.5. Let f : (M, Mˆ) −→ (N, Nˆ) and e : (L, L̂) −→ (M, Mˆ) be mor-
phisms of bordered spaces. If both f and e are semi-proper, then f ◦ e is
semi-proper.
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Proof. Set for short Im(Γe ×Mˆ Γf ) := Im(Γe ×Mˆ Γf −→ L ×N) and consider
the commutative diagrams:
Γe ×Mˆ Γf
c //

Γf

Γe

a //M
and Γe ×Mˆ Γf
c //

Γf
b

Γf◦e // Im(Γe ×Mˆ Γf)
d // N.
The diagram on the left is Cartesian. Since the map a is proper, the map c
is proper. Since the maps b and c are proper, the map d is proper. Q.E.D.
Let M∞ = (M, Mˆ) be a bordered space. Denote by i : Mˆ \M −→ Mˆ the
closed embedding. Identifying Db(kMˆ\M ) with its essential image in D
b(kMˆ)
by the fully faithful functor Ri! ≃ Ri∗, the restriction functor F 7→ F |M
induces an equivalence Db(kMˆ)/D
b(kMˆ\M )
∼−→ Db(kM). This is no longer
true for ind-sheaves. Therefore one introduces
D
b(IkM∞) := D
b(IkMˆ)/D
b(IkMˆ\M).(2.5)
where Db(IkMˆ\M) is identified with its essential image in D
b(IkMˆ).
The fully faithful functor Db(kMˆ) →֒ D
b(IkMˆ) induces a fully faithful
functor
D
b(kM ) →֒ D
b(IkM∞).(2.6)
We sometimes write Db(kM∞) for the category D
b(kM ) regarded as a full
subcategory of Db(IkM∞).
Recall that if T is a triangulated category and I a subcategory, one
denotes by ⊥I and I ⊥ the left and right orthogonal to I in T , respectively.
Proposition 2.6. Let M∞ = (M, Mˆ) be a bordered space. One has
D
b(IkMˆ\M) =
{
F ∈ Db(IkMˆ) ; kM ⊗F ≃ 0
}
=
{
F ∈ Db(IkMˆ) ; RIhom(kM,F) ≃ 0
}
,
⊥
D
b(IkMˆ\M) =
{
F ∈ Db(IkMˆ) ; kM ⊗F
∼−→ F
}
,
D
b(IkMˆ\M)
⊥ =
{
F ∈ Db(IkMˆ) ; F
∼−→ RIhom(kM,F)
}
.
Moreover, there are equivalences
D
b(IkM∞)
∼−→ Db(IkMˆ\M)
⊥, F 7→ RIhom(kM,F),
D
b(IkM∞)
∼−→ ⊥Db(IkMˆ\M), F 7→ kM ⊗F,
quasi-inverse to the functor induced by the quotient functor.
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The functors ⊗ and RIhom in Db(IkMˆ) induce well defined functors (we
keep the same notations)
⊗: Db(IkM∞)× D
b(IkM∞) −→ D
b(IkM∞),
RIhom : Db(IkM∞)
op × Db(IkM∞) −→ D
b(IkM∞).
Let f : (M, Mˆ) −→ (N, Nˆ) be a morphism of bordered spaces, and recall
that Γf denotes the graph of the associated map f : M −→ N . Since Γf is
locally closed in Mˆ × Nˆ , one can consider the sheaf kΓf on Mˆ × Nˆ .
Definition 2.7. Let f : (M, Mˆ) −→ (N, Nˆ) be a morphism of bordered spaces.
For F ∈ Db(IkMˆ) and G ∈ D
b(IkNˆ), one sets
Rf!!F = Rq2 !!(kΓf ⊗ q
−1
1 F ),
Rf∗F = Rq2∗RIhom (kΓf , q
!
1 F ),
f−1G = Rq1 !!(kΓf ⊗ q
−1
2 G),
f !G = Rq1∗RIhom (kΓf , q
!
2G),
where q1 : Mˆ × Nˆ −→ Mˆ and q2 : Mˆ × Nˆ −→ Nˆ are the projections.
Remark 2.8. Considering a continuous map f : M −→ N as a morphism of
bordered spaces with Mˆ =M and Nˆ = N , the above functors are isomorphic
to the usual operations for ind-sheaves.
Lemma 2.9. The above definition induces well-defined functors
Rf!!,Rf∗ : D
b(Ik(M,Mˆ)) −→ D
b(Ik(N,Nˆ)),
f−1, f ! : Db(Ik(N,Nˆ)) −→ D
b(Ik(M,Mˆ)).
The operations for ind-sheaves on bordered spaces satisfy similar proper-
ties as for usual sheaves that we do not recall here.
Note that if f : M∞ −→ N∞ is semi-proper, then the diagram below quasi-
commutes:
Db(kM)
Rf! //

Db(kN)

Db(IkM∞)
Rf!! // Db(IkN∞).
(2.7)
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2.4 Enhanced ind-sheaves
Tamarkin’s constructions of [Ta08] are extended to ind-sheaves on bordered
spaces. We refer to [GS12] for a detailed exposition and some complements
to Tamarkin’s paper.
In this subsection, we recall results of [DK13] with a slight generalisation.
In loc. cit. the authors consider the bordered space M × R∞ where M is an
usual space. However, we shall need to consider situations in which M is
itself a bordered space.
Consider the 2-point compactification of the real line R := R ⊔ {±∞}.
Denote by P := P1(R) = R ⊔ {∞} the real projective line. Then R has
a structure of subanalytic space such that the natural map R −→ P is a
subanalytic map.
Notation 2.10. We will consider the bordered space
R∞ := (R,R).
Note that R∞ is isomorphic to (R,P) as a bordered space.
Consider the morphisms of bordered spaces
µ, q1, q2 : R
2
∞ −→ R∞,(2.8)
where µ(t1, t2) = t1 + t2 and q1, q2 are the natural projections.
For a bordered space M∞, we will use the same notations for the associ-
ated morphisms
µ, q1, q2 : M∞ × R
2
∞ −→M∞ × R∞.
Consider also the natural morphisms
M∞ × R∞
j //
pi
""❊
❊❊
❊❊
❊❊
❊❊
M∞ × R
pi}}④④
④④
④④
④④
M∞ .
Definition 2.11. Let M∞ be a bordered space. The functors
+
⊗ : Db(IkM∞×R∞)× D
b(IkM∞×R∞) −→ D
b(IkM∞×R∞),
Ihom+ : Db(IkM∞×R∞)
op × Db(IkM∞×R∞) −→ D
b(IkM∞×R∞)
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are defined by
K1
+
⊗K2 = Rµ!!(q
−1
1 K1 ⊗ q
−1
2 K2),
Ihom+(K1, K2) = Rq1∗RIhom (q
−1
2 K1, µ
!K2).
One sets
k{t≥0} = k{(x,t)∈Mˆ×R ; x∈M, t∈R, t≥0},
and one uses similar notations for k{t=0}, k{t>0}, k{t≤0}, k{t<0}, k{t6=0}, etc.
These are sheaves on Mˆ ×R whose stalks vanish on (Mˆ ×R) \ (M ×R). We
also regard them as objects of Db(IkM∞×R∞).
The category Db(IkM∞×R∞) has a structure of commutative tensor cate-
gory with
+
⊗ as tensor product and k{t=0} as unit object.
One defines the full subcategory of Db(IkM∞×R∞):
ICt∗=0 =
{
K ; π−1Rπ∗K ∼−→ K
}
=
{
K ;K ∼−→ π !Rπ!K
}
=
{
K ; there exists L ∈ Db(IkM∞) with π
−1L ≃ K
}
=
{
K ; (k{t≥0} ⊕ k{t≤0})
+
⊗K ≃ 0
}
=
{
K ; Ihom+(k{t≥0} ⊕ k{t≤0}, K) ≃ 0
}
.
Definition 2.12. The triangulated category of enhanced ind-sheaves, de-
noted by Eb(IkM∞), is the quotient category
Eb(IkM∞) = D
b(IkM∞×R∞)/ICt∗=0
= Db(IkM∞×R∞)/
{
K ; π−1Rπ∗K ∼−→ K
}
.
Similarly, one defines the category Eb(kM ) as
Eb(kM) = D
b(kM×R)/
{
K ; π−1Rπ∗K ∼−→ K
}
.(2.9)
Then Eb(kM) is a full subcategory of E
b(IkM∞).
One has the equivalences
Eb(IkM∞) ≃
⊥ICt∗=0 ≃ (ICt∗=0)
⊥.(2.10)
Hence, we may regard Eb(IkM∞) as a full subcategory of D
b(IkM∞×R∞) in
two different ways.
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Notation 2.13. The functors LE,RE : Eb(IkM∞) −→ D
b(IkM∞×R∞) are given
by:
LE = (k{t≥0} ⊕ k{t≤0})
+
⊗ ( • ),
RE = Ihom+(k{t≥0} ⊕ k{t≤0}, • ).
The functors LE and RE are the left and right adjoint of the quotient
functor Db(IkM∞×R∞) −→ E
b(IkM∞), respectively. They are fully faithful.
Note that for K ∈ Eb(IkM∞) we have
Rπ∗R
EK ≃ 0, Rπ!!L
EK ≃ 0,
Rπ∗L
EK ≃ Rπ!!R
EK.
2.5 Operations on enhanced ind-sheaves
As in the preceding subsection, we recall results of [DK13] with a slight
generalisation, replacing usual spaces with bordered spaces.
The bifunctors
+
⊗ : Eb(IkM∞)× E
b(IkM∞) −→ E
b(IkM∞),
Ihom+ : Eb(IkM∞)
op × Eb(IkM∞) −→ E
b(IkM∞)
are those induced by the bifunctors
+
⊗ and Ihom+ defined on Db(IkM∞×R∞).
Note that for any K ∈ Eb(IkM∞) the composition kt≥0
+
⊗ K −→ K −→
Ihom+(kt≥0, K) induces an isomorphism in E
b(IkM∞)
kt≥0
+
⊗K ∼−→ Ihom+(kt≥0, K).
Such an isomorphism does not hold when replacing Eb(IkM∞) with D
b(IkM∞).
Let f : M∞ −→ N∞ be a morphism of bordered spaces. Denote by f˜ : M∞×
R∞ −→ N∞×R∞ the associated morphism. Then the compositions of functors
Rf˜!!, Rf˜∗ : D
b(IkM∞×R∞) −→ D
b(IkN∞×R∞) −→ E
b(IkN∞),(2.11)
f˜−1, f˜ ! : Db(IkN∞×R∞) −→ D
b(IkM∞×R∞) −→ E
b(IkM∞)(2.12)
factor through Eb(IkM∞) and E
b(IkN∞), respectively.
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Definition 2.14. One denotes by
Ef!!, Ef∗ : E
b(IkM∞) −→ E
b(IkN∞),
Ef−1, Ef ! : Eb(IkN∞) −→ E
b(IkM∞)
the functors induced by (2.11) and (2.12), respectively.
The above operations satisfy analogous properties to the operations for
sheaves.
One also defines similarly the external product functor
•
+
⊠ • : Eb(IkM∞)× E
b(IkN∞) −→ E
b(IkM∞×N∞),
F
+
⊠G = Ep−11 F
+
⊗ Ep−12 G,
where p1 and p2 denote the projections from M∞ × N∞ to M∞ and N∞,
respectively.
Definition 2.15. One defines the hom-functor
IhomE : Eb(IkM∞)
op × Eb(IkM∞) −→ D
b(IkM∞)(2.13)
IhomE(K1, K2) = Rπ∗RIhom (L
E(K1),R
E(K2)),
and one sets
HomE = αM ◦Ihom
E : Eb(IkM∞)
op × Eb(IkM∞) −→ D
b(kM),
RHomE(K1, K2) = RΓ(M ;Hom
E(K1, K2)).
Note that
IhomE(K1, K2) ≃ Rπ∗RIhom (L
E(K1),L
E(K2))
≃ Rπ∗RIhom (R
E(K1),R
E(K2))
and
HomEb(IkM∞ )(K1, K2) ≃ H
0
(
RHomE(K1, K2)
)
.
Remark 2.16. For x ∈ M , let ιx be the embedding pt →֒ M given by
ιx(pt) = x. Let F ∈ E
b(kM). Then F ≃ 0 if and only if E ι
−1
x F ≃ 0 for all
x ∈M .
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2.6 The functor kE
M
+
⊗ ( • )
Consider the objects of Db(IkM∞×R∞)
k{t≫0} := “lim−→”
a→+∞
k{t≥a}, k{t<∗} := “lim−→”
a→+∞
k{t<a}.
There are a distinguished triangle and isomorphisms in Db(IkM∞×R∞)
kM×R −→ k{t≫0} −→ k{t<∗} [1]
+1
−→,
k{t≥−a}
+
⊗ k{t≫0} ∼−→ k{t≫0} ∼−→ k{t≥a}
+
⊗ k{t≫0}, (a ∈ R≥0).
Denote by kEM∞ the object of E
b(IkM∞) associated with the ind-sheaf k{t≫0} ∈
Db(IkM∞×R∞). Note that
LE(kEM∞) ≃ k{t≫0}, R
E(kEM∞) ≃ k{t<∗}[1].
Lemma 2.17. For F ∈ Db(kM∞×R∞) and K ∈ E
b(IkM∞), there is an iso-
morphism in Eb(IkM∞)
kEM∞
+
⊗Ihom+(F,K) ∼−→ Ihom+(F,kEM∞
+
⊗K).
Proposition 2.18. Let f : M∞ −→ N∞ be a morphism of bordered spaces.
(i) For K ∈ Eb(IkM∞) one has
Ef!!(k
E
M∞
+
⊗K) ≃ kEN∞
+
⊗ Ef!!K.
(ii) For L ∈ Eb(IkN∞) one has
Ef−1(kEN∞
+
⊗ L) ≃ kEM∞
+
⊗ Ef−1L,
Ef !(kEN∞
+
⊗ L) ≃ kEM∞
+
⊗ Ef !L.
Definition 2.19. One defines the functors
eM , εM : D
b(IkM∞) −→ E
b(IkM∞),(2.14)
eM(F ) = k
E
M∞
⊗ π−1F, εM(F ) = k{t≥0} ⊗ π
−1F.
Note that
eM(F ) ≃ k
E
M∞
+
⊗ εM(F ).
Proposition 2.20. The functors eM and εM are fully faithful.
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2.7 Enhanced ind-sheaves over an algebra
We need to generalize some definitions and results of the preceding subsec-
tions to the case where k is replaced by a sheaf of algebras. For simplicity we
only consider the case where M is a good topological space, not a bordered
space.
In the sequel, if A is a sheaf of k-algebras on a space X , we shall denote
by Db(I(A )), or simply Db(IA ), the derived category of ind-sheaves of A -
modules on X (see [KS01]). (In [KS01], it was denoted by Db(I(βA )).)
Consider a good topological spaceM and the bordered spaceM×R∞. As
above, we denote by π : M ×R∞ −→M and π : M ×R −→ M the projections.
Assume to be given a k-flat sheaf of algebras A on M . For short, we set
AM×R = π
−1
A .
One defines the categories:
D
b(IAM×R∞) = D
b(IAM×R)/
{
F ∈ Db(IAM×R) ; F⊗kM×R ≃ 0
}
,
Eb(IA ) = Db(IAM×R∞)/
{
K ; π−1Rπ∗K ∼−→ K
}
.
We keep the notations q1, q2, µ as in (2.8) and denote by q : M ×R∞×R∞ −→
M the projection.
Definition 2.21. One defines the functors
•
+
⊗
A
• : Db(IA opM×R∞)× D
b(IAM×R∞) −→ D
b(IkM×R∞)(2.15)
N
+
⊗
A
M := Rµ!!(q
−1
1 N
L
⊗
q−1A
q−12 M ),
Ihom+
A
( • , • ) : Db(IAM×R∞)× D
b(IAM×R∞) −→ D
b(IkM×R∞)(2.16)
Ihom+
A
(M1,M2) := Rq1∗RIhomq−1A (q
−1
2 M1, µ
!
M2).
If A is commutative, these functors take their values in Db(IAM×R∞).
On easily checks that the functors (2.15) and (2.16) induce functors (we
keep the same notation):
•
+
⊗
A
• : Eb(IA op)× Eb(IA ) −→ Eb(IkM),(2.17)
Ihom+
A
( • , • ) : Eb(IA )op × Eb(IA ) −→ Eb(IkM).(2.18)
If A is commutative, these functors take their values in Eb(IA ).
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We shall also need to consider the functors:
•
L
⊗
A
• : Db(A op)× Db(IAM×R∞) −→ D
b(IkM×R∞)(2.19)
RHom
A
( • , • ) : Db(A )op × Db(IAM×R∞) −→ D
b(IkM×R∞)(2.20)
which induce functors
•
L
⊗
A
• : Db(A op)× Eb(IA ) −→ Eb(IkM)(2.21)
RHom
A
( • , • ) : Db(A )op × Eb(IA ) −→ Eb(IkM).(2.22)
If A is commutative, these functors take their values in Db(IAM×R∞) or in
Eb(IA ).
3 Holomorphic solutions of D-modules
3.1 D-modules
Reference are made to [Ka03] for the theory of D-modules. The aim of this
subsection is simply to fix a few notations.
Let (X,OX) be a complex manifold. We introduce the following notations
(most of them are classical).
• dX is the complex dimension of X , DX the sheaf of C-algebras of holo-
morphic finite-order differential operators, ΩX the invertible sheaf of
differential forms of top degree, Mod(DX) the category of left DX-
modules, Db(DX) its bounded derived category.
• r : Db(DX) ∼−→ D
b(DopX ) is the equivalence of categories given by
M
r = ΩX
L
⊗
OX
M .
•
D
⊗ and
D
⊠ are the (derived) operations of tensor product and external
product for D-modules. Recall that N
D
⊗M = N
L
⊗
OX
M in Db(OX).
• For f : X −→ Y a morphism of complex manifolds, Df ∗ and Df∗ are the
(derived) operations of inverse image and direct images for D-modules.
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• The dual of M ∈ Db(DX) is given by
DDXM = RHomDX (M ,DX ⊗OX Ω
⊗−1
X )[dX ].
• Dbcoh(DX), D
b
q-good(DX) and D
b
good(DX) are the full subcategories of
Db(DX) whose objects have coherent, quasi-good and good cohomolo-
gies, respectively. Here, a DX-module M is called quasi-good if, for
any relatively compact open subset U ⊂ X , M |U is a sum of coherent
(OX|U)-submodules. A DX -module M is called good if it is quasi-good
and coherent.
• For M ∈ Dbcoh(DX), char(M ) is its characteristic variety, a closed
conic involutive subset of the cotangent bundle T ∗X . If char(M ) is
Lagrangian, M is called holonomic. For the notion of regular holo-
nomic DX -module, refer e.g. to [Ka03, §5.2]. We denote by D
b
hol(DX)
and Dbrh(DX) the full subcategories of D
b(DX) whose objects have holo-
nomic and regular holonomic cohomologies, respectively.
Note that Dbcoh(DX), D
b
q-good(DX), D
b
good(DX), D
b
hol(DX) and D
b
rh(DX) are
triangulated categories.
If Y ⊂ X is a closed hypersurface, denote by OX(∗Y ) the sheaf of mero-
morphic functions with poles at Y . It is a regular holonomic DX-module.
For M ∈ Db(DX), set
M (∗Y ) = M
D
⊗OX(∗Y ).
3.2 Tempered functions and distributions
In this subsection we recall some results of [KS96, KS01]. Here, M is a real
analytic manifold and k = C. As usual, we denote by C∞M (resp. C
ω
M ) the
sheaf of C-valued functions of class C∞ (resp. real analytic), by DbM (resp.
BM) the sheaf of Schwartz’s distributions (resp. Sato’s hyperfunctions), and
by DM the sheaf of real analytic finite-order differential operators.
Definition 3.1. Let U be an open subset of M and f ∈ C∞M (U). One says
that f has polynomial growth at p ∈M if it satisfies the following condition.
For a local coordinate system (x1, . . . , xn) around p, there exist a sufficiently
small compact neighborhood K of p and a positive integer N such that
supx∈K∩U
(
dist(x,K \ U)
)N
|f(x)| <∞ ,(3.1)
21
with the convention that if K ∩ U = ∅ or if K ⊂ U , then the left-hand side
of (3.1) is understood to be 0. It is obvious that f has polynomial growth at
any point of U ∪ (M \U). We say that f is tempered at p if all its derivatives
have polynomial growth at p. We say that f is tempered if it is tempered at
any point.
For an open subanalytic set U in M , denote by C∞,tM (U) the subspace of
C∞M (U) consisting of tempered C
∞-functions.
Denote by DbtM (U) the space of tempered distributions on U , defined by
the exact sequence
0 −→ ΓM\U(M ;DbM) −→ Γ(M ;DbM ) −→ Db
t
M(U) −→ 0.
Using Lojasiewicz’s inequalities, one easily proves that
• the presheaf C∞,tM :=U 7→ C
∞,t
M (U) is a sheaf on Msa, hence an ind-sheaf
on M . One calls it the ind-sheaf of tempered C∞-functions.
• the presheaf DbtM :=U 7→ Db
t
M (U) is a sheaf onMsa, hence an ind-sheaf
on M . One calls it the ind-sheaf of tempered distributions.
Let F ∈ DbR-c(CM). One has the isomorphism
αM RIhom (F,Db
t
M) ≃ Thom(F,DbM),(3.2)
where the right-hand side was defined by Kashiwara as the main tool for his
proof of the Riemann-Hilbert correspondence in [Ka80, Ka84].
Definition 3.2 (See [DK13, Def. 5.4.1]). The category of real analytic bor-
dered spaces is defined as follows.
The objects are pairs (M, Mˆ) where Mˆ is a real analytic manifold and
M ⊂ Mˆ is an open subanalytic subset.
Morphisms f : (M, Mˆ) −→ (N, Nˆ) are real analytic maps f : M −→ N such
that
(i) Γf is a subanalytic subset of Mˆ × Nˆ , and
(ii) Γf −→ Mˆ is proper.
Hence a morphism of real analytic bordered spaces is a morphism of bor-
dered spaces. Recall that jM : (M, Mˆ) −→ Mˆ denotes the natural morphism.
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Definition 3.3. Let M∞ = (M, Mˆ) be a real analytic bordered space. One
sets DbtM∞ := j
−1
M Db
t
Mˆ
.
If f : M∞ −→ N∞ is an isomorphism of real analytic bordered spaces, then
DbtM∞ ≃ f
−1DbtN∞ as object of D
b(ICM∞).
We say that S is a subanalytic subset of M∞ if S is a subset of M
subanalytic in Mˆ .
3.3 Holomorphic functions with tempered growth
References for this subsection are made to [KS01]. We slightly change our
notations and write RHom
DX
(M , • ) instead of RHomβXDX (βXM ,
• ).
One defines the ind-sheaf of tempered holomorphic functions O tX as the
Dolbeault complex with coefficients in C∞,tX . More precisely, denoting by X
c
the complex conjugate manifold to X and by XR the underlying real analytic
manifold, we set:
O tX = RHomDXc (OXc, C
∞,t
XR
).(3.3)
One proves the isomorphism
O tX ≃ RHomDXc (OXc ,Db
t
XR
).(3.4)
Note that the object O tX is not concentrated in degree zero in dimension > 1.
Indeed, with the subanalytic topology, only finite coverings are allowed. If
one considers for example the open set U ⊂ Cn, the difference of an open ball
of radius R > 0 and a closed ball of radius 0 < r < R, then the Dolbeault
complex will not be exact after any finite covering.
Still denote by OX the image of this sheaf in Mod(ICX). We have then
the morphism in the category Db(ICX):
O tX −→ OX.
Example 3.4. Let Z be a closed complex analytic subset of the complex
manifold X and let M be a real analytic manifold such that X is a complex-
ification of M . We have the isomorphisms
RHom ICX(CZ ,O
t
X) ≃ RΓ[Z](OX) (algebraic cohomology),
RHom ICX(CZ ,OX) ≃ RΓZ(OX),
RHom ICX(D
′
XCM ,O
t
X) ≃ DbM ,
RHom ICX(D
′
XCM ,OX) ≃ BM ,
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where D′X : D
b(CX)
op −→ Db(CX) is the duality functor RHom ( • ,CX).
Notice that with this approach, the sheaf DbM of Schwartz’s distributions
is constructed similarly as the sheaf BM of Sato’s hyperfunctions.
The classical de Rham and solution functors are given by
DRX : D
b(DX) −→ D
b(CX), M 7→ ΩX
L
⊗
DX
M ,
SolX : D
b(DX)
op −→ Db(CX), M 7→ RHomDX (M ,OX),
and the tempered de Rham and solution functors are
DRtX : D
b(DX) −→ D
b(ICX), M 7→ Ω
t
X
L
⊗
DX
M ,
Sol tX : D
b(DX)
op −→ Db(ICX), M 7→ RHomDX (M ,O
t
X).
One has
SolX ≃ αXSol
t
X , DRX ≃ αXDR
t
X ,
and it follows from [Ka84] that for L ∈ Dbrh(DX) one has
Sol tX(L ) ≃ SolX(L ), DR
t
X(L ) ≃ DRX(L ).
For M ∈ Dbcoh(DX), one has
Sol tX(M ) ≃ DR
t
X(
DDXM )[−dX ].
Let us recall some functorial properties of the tempered de Rham and
solution functors.
Theorem 3.5 ([KS01, Theorems 7.4.1, 7.4.6 and 7.4.12]). Let f : X −→ Y be
a morphism of complex manifolds.
(i) There is an isomorphism in Db(I(f−1DY ))
f !O tY [dY ] ≃ DY←X
L
⊗
DX
O tX [dX ].
(ii) For any N ∈ Db(DY ), there is an isomorphism in D
b(ICX)
DRtX(Df
∗
N )[dX ] ≃ f
!DRtY (N )[dY ].
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(iii) Let M ∈ Dbgood(DX), and assume that suppM is proper over Y . Then
there is an isomorphism in Db(ICY)
DRtY (Df∗M ) ≃ Rf!!DR
t
X(M ).
(iv) Let L ∈ Dbrh(DX). Then there is an isomorphism in D
b(IDX)
O tX
L
⊗
OX
L ≃ RIhom (SolX(L ),O
t
X).
In particular, for a closed hypersurface Y ⊂ X, one has
O tX
L
⊗
OX
OX(∗Y ) ≃ RIhom (CX\Y ,O
t
X).
3.4 Enhanced solutions of D-modules
References for this subsection are made to [DK13].
Let X be a complex analytic manifold, Y ⊂ X a complex analytic hyper-
surface and set U = X \ Y . For ϕ ∈ OX(∗Y ), one sets
DX e
ϕ = DX/ {P ; P e
ϕ = 0 on U} ,
E
ϕ
U |X = DX e
ϕ(∗Y ).
Hence DX e
ϕ is a DX -submodule of E
ϕ
U |X and E
ϕ
U |X is a holonomic DX-module.
Moreover
(DDXE
ϕ
U |X)(∗Y ) ≃ E
−ϕ
U |X .(3.5)
For c ∈ R, set for short
{Reϕ < c} := {x ∈ U ; Reϕ(x) < c} ⊂ X.
Notation 3.6. One sets
C{Reϕ<∗} := “lim−→”
c→+∞
C{Reϕ<c} ∈ D
b(ICX),
Eϕ
U |X := RIhom (CU ,C{Reϕ<∗}) ∈ D
b(ICX).
The next result (see [DK13, Prop. 6.2.2]) generalizes [KS03, Proposi-
tion 7.3] in which the case X = C and ϕ(z) = 1/z was treated.
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Proposition 3.7. Let Y ⊂ X be a closed complex analytic hypersurface, and
set U = X \ Y . For ϕ ∈ OX(∗Y ), there is an isomorphism in D
b(ICX)
DRtX(E
−ϕ
U |X) ≃ E
ϕ
U |X [dX ].
Recall that we have set P := P1(R). In the sequel, one sets for short
P := P1(C).
We denote by τ ∈ C ⊂ P the affine coordinate such that τ |R = t, the affine
coordinate of R.
Consider the natural morphism of bordered spaces
i : X × R∞ −→ X × P.
Recall that r : Db(DP) −→ D
b(DopP ) is the functor given by M
r = ΩP
L
⊗
OP
M .
Definition 3.8. One sets:
O
E
X = i
! ((E −τ
C|P)
r
L
⊗
DP
O tX×P)[1] ≃ i
!RHom
DP
(E τC|P,O
t
X×P)[2] ∈ E
b(IDX),
ΩEX = ΩX
L
⊗
OX
O
E
X ≃ i
! (ΩtX×P
L
⊗
DP
E
−τ
C|P)[1] ∈ E
b(IDopX ).
One defines the enhanced de Rham functor and the enhanced solution functor
by
DREX : D
b(DX) −→ E
b(ICX), M 7→ Ω
E
X
L
⊗
DX
M ,
SolEX : D
b(DX)
op −→ Eb(ICX), M 7→ RHomDX(M ,O
E
X).
One defines similarly the functors DREX and Sol
E
X for right modules.
Note that
SolEX(M ) ≃ DR
E
X(
DDXM )[−dX ] for M ∈ D
b
coh(DX).
Theorem 3.9. There is an isomorphism in Db(ICX×R∞)
REO EX ≃ i
!
(
(E −τ
C|P)
r
L
⊗
DP
O tX×P
)
[1],
and there are isomorphisms in Eb(IDX)
O
E
X
∼−→ Ihom+(C{t≥0},O
E
X)
∼←− Ihom+(C{t≥a},O
E
X) for any a ≥ 0
≃ Ihom+(CEX ,O
E
X) ≃ C
E
X
+
⊗O EX .
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Let ϕ ∈ OX(∗Y ) be as above. By [DK13, Corollary 9.4.12], one has:
SolEX(E
−ϕ
U |X) ≃ C
E
X
+
⊗C{t=Reϕ} ≃ “lim−→”
a−→+∞
C{t≥Reϕ+a}.(3.6)
Here {t = Reϕ} denotes {(x, t) ∈M × R ; x ∈ U, t = Reϕ(x)} and similarly
for {t ≥ Reϕ+ a}.
One can recover O tX from O
E
X . Indeed, one has:
Proposition 3.10. For F ∈ Db(CX), one has the isomorphisms in D
b(ICX)
RIhom (F,O tX) ≃ Ihom
E(C{t≥0} ⊗ π
−1F,O EX)
≃ IhomE(C{t=0} ⊗ π
−1F,O EX)
≃ IhomE(CEX ⊗ π
−1F,O EX).
In particular, we have
O tX ≃ Ihom
E(C{t≥0},O
E
X).
For M ∈ Dbq-good(DX) recall that one sets
SolX(M ) = RHomDX (M ,OX) ∈ D
b(CX).
The next result follows from Theorem 3.5.
Theorem 3.11. Let f : X −→ Y be a morphism of complex manifolds.
(i) There is an isomorphism in Eb(I(f−1DY ))
Ef !O EY [dY ] ≃ DY←−X
L
⊗
DX
O
E
X [dX ].
(ii) Let N ∈ Db(DY ). There is an isomorphism in E
b(ICX), functorial in
N :
DREX(Df
∗
N ) [dX ] ≃ Ef
!DREY (N ) [dY ].
If moreover N ∈ Dbhol(DY ), there is an isomorphism in E
b(ICX)
SolEX(Df
∗
N ) ≃ Ef−1SolEY (N ).
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(iii) Let M ∈ Dbq-good(DX), and assume that suppM is proper over Y .
There is an isomorphism in Eb(ICY), functorial in M :
DREY (Df∗M ) ≃ Ef!!DR
E
X(M ).
If moreover M ∈ Dbgood(DX), then
SolEY (Df∗M ) [dY ] ≃ Ef!!Sol
E
X(M ) [dX].
(iv) Let L ∈ Dbrh(DX) and M ∈ D
b(DX). Then
DREX(L
D
⊗M ) ≃ RIhom (π−1SolX(L ),DR
E
X(M )).
The next result will be of constant use in the next section.
Lemma 3.12. Let M ∈ Db(DopX ), L ∈ D
b
hol(DX), K ∈ E
b(IDX) and
assume that Ihom+(CEX ,K ) ≃ K . Then we have the natural isomorphism
M
L
⊗
DX
Ihom+(SolEX(L ),K )
∼−→ Ihom+(SolEX(L ),M
L
⊗
DX
K ).
Proof. Since the morphism is well-defined, we may argue locally. We know
by [DK13] that there exists an object F ∈ Db(CX×R) such that
SolEX(L ) ≃ F
+
⊗CEX .
It follows from the hypothesis on K that
Ihom+(SolEX(L ),K ) ≃ Ihom
+(F,K ),
Ihom+(SolEX(L ),M
L
⊗
DX
K ) ≃ Ihom+(F,M
L
⊗
DX
K ).
Indeed, we have
Ihom+(SolEX(L ),M
L
⊗
DX
K ) ≃ Ihom+
(
F,Ihom+(CEX ,M
L
⊗
DX
K )
)
.
By [DK13, Proposition 4.7.5], we have CEX ⊗ (M
L
⊗
DX
K ) ≃ M
L
⊗
DX
(CEX ⊗
K ) ≃ M
L
⊗
DX
K , and Ihom+(CEX ,M
L
⊗
DX
K ) ≃ M
L
⊗
DX
K .
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Hence, it is enough to prove the isomorphism
M
L
⊗
DX
Ihom+(F,K ) ∼−→ Ihom+(F,M
L
⊗
DX
K ).
Let q¯k : X×R×R −→ X×R (k = 1, 2) be the projection, σ : X×R×R −→ X×R
the map (t1, t2) 7→ t2 − t1 and i : X × R × R −→ X × R × R the inclusion.
Then we have
M
L
⊗
DX
Ihom+(F,K ) ≃ M
L
⊗
DX
Rq¯1 !!RIhom (Ri!σ
−1F, q¯2
!
K )
≃
(1)
Rq¯1 !!
(
M
L
⊗
DX
RIhom (Ri!σ
−1F, q¯2
!
K )
)
≃
(2)
Rq¯1 !!RIhom (Ri!σ
−1F,M
L
⊗
DX
q¯2
!
K )
≃
(3)
Rq¯1 !!RIhom
(
Ri!σ
−1F, q¯2
!(M
L
⊗
DX
K )
)
≃ Ihom+(F,M
L
⊗
DX
K ).
Here the isomorphisms (1), (2) and (3) follow from Theorem 5.5.4, Theorem
5.6.1 (ii) and Theorem 5.6.3 in [KS01], respectively. Q.E.D.
4 Integral transform for De Rham
4.1 An enhanced Riemann-Hilbert correspondence
Theorem 7.4.12 of [KS01] (that is, Theorem 3.5 (iv) in this paper) is a refor-
mulation of a result of Bjo¨rk [Bj93]. The aim of this subsection is to extend
this result to the case where L is holonomic but not necessarily regular.
Note that we do not any more use Bjo¨rk’s result in the proof of Theorem 4.5
below. As we shall see, this last theorem generalizes the reconstruction the-
orem (Riemann-Hilbert) of [DK13] but of course, its proof deeply uses the
tools of loc. cit.
Lemma 4.1. Let ι : X −→ Y be a closed embedding of complex manifolds.
There is a natural isomorphism
E ι−1(DX−→Y
L
⊗
DY
O
E
Y ) ≃ O
E
X .
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Proof. Applying Theorem 3.11 (iii) with M = DX we get
Eι∗O
E
X ≃ DX−→Y
L
⊗
DY
O
E
Y ,
and the result follows. Q.E.D.
Lemma 4.2. There is a canonical morphism in Eb(IDX)
O
E
X
+
⊗
OX
O
E
X −→ O
E
X .
Proof. Consider the diagram in which qk and p˜k (k = 1, 2) denote the pro-
jections.
X X × R∞ × R∞
qoo
δ˜

qk //
µ // X × R∞
δ

X × R∞ ×X × R∞
µ˜ //
p
 p˜k ++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
X ×X × R∞
X ×X X × R∞.
Denote by q : X × R∞ × R∞ −→ X the projection. One has
q−11 R
E
O
E
X
L
⊗
q−1OX
q−12 R
E
O
E
X
≃ (q−11 R
E
O
E
X ⊗ q
−1
2 R
E
O
E
X)
L
⊗
q−1(OX⊗OX)
q−1OX
≃ δ˜−1
(
p˜−11 R
E
O
E
X ⊗ p˜
−1
2 R
E
O
E
X
) L
⊗
q−1(OX⊗OX)
q−1OX .
On the other hand, by [DK13, Prop.8.2.4], there is a canonical morphism
O
E
X
+
⊠O
E
X ≃ Rµ˜!!(p˜
−1
1 R
E
O
E
X ⊗ p˜
−1
2 R
E
O
E
X)
−→ O EX×X .
By adjunction, we get the morphism
p˜−11 R
E
O
E
X ⊗ p˜
−1
2 R
E
O
E
X −→ µ˜
!REO EX×X .
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Therefore, we have the morphisms
q˜−11 R
E
O
E
X
L
⊗
q−1OX
q˜−12 R
E
O
E
X
≃ δ˜−1(p˜−11 R
E
O
E
X ⊗ p˜
−1
2 R
E
O
E
X)
L
⊗
q−1(OX⊗OX)
q−1OX
−→ δ˜−1µ˜ !REO EX×X
L
⊗
q−1(OX⊗OX)
q−1OX
−→ δ˜−1µ˜ !
(
REO EX×X
L
⊗
p−1OX×X
p−1OX
)
≃ µ ! δ−1
(
REO EX×X
L
⊗
p−1OX×X
p−1OX
)
≃ µ !REO EX,
where OX is identified with O∆X by the diagonal embedding δ : X →֒ X×X ,
and the last isomorphism follows from Lemma 4.1.
The result then follows by adjunction. Q.E.D.
Let M be a good topological space, k a commutative unital ring and A
a flat k-algebra on M as above.
Lemma 4.3. Let M ∈ Db(A ), F ∈ Db(IA op) and G ∈ Db(IA ). Then there
is a canonical morphism in Db(IkM):
(F
L
⊗
A
M)
L
⊗
k
RHom
A
(M,G) −→ F
L
⊗
A
G.
Proof. We have
(F
L
⊗
A
M)
L
⊗
k
RHom
A
(M,G) ≃ F
L
⊗
A
(
M
L
⊗
k
RHom
A
(M,G)
)
−→ F
L
⊗
A
G.
Q.E.D.
Lemma 4.4. There exists a canonical morphism functorial with respect to
M ∈ Db(DX):
M
D
⊗O EX −→ Ihom
+(SolEX(M ),O
E
X) in E
b(IDX).(4.1)
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Proof. It is enough to construct the morphism
(M
D
⊗O EX)
+
⊗ SolEX(M ) −→ O
E
X .
With the notations as in Lemma 4.2 we have
(M
D
⊗O EX)
+
⊗ SolE(M ) ≃ Rµ!!
(
q−11 (M
L
⊗
OX
REO EX)⊗ q
−1
2 Sol
E
X(M )
)
≃ Rµ!!
(
q−11 (R
E
O
E
X
L
⊗
OX
DX
L
⊗
DX
M )⊗ q−12 RHomDX (M ,R
E
O
E
X)
)
−→ Rµ!!
(
q−11 (R
E
O
E
X
L
⊗
OX
DX)
L
⊗
q−1DX
q−1M
⊗RHomq−1DX (q
−1
M , q12R
E
O
E
X)
)
−→ Rµ!!
(
(q−11 R
E
O
E
X
L
⊗
q−11 OX
q−11 DX)
L
⊗
q−1DX
q−12 R
E
O
E
X
)
≃ Rµ!!
(
q−11 R
E
OX
L
⊗
q−1OX
q−12 R
E
O
E
X
)
≃ O EX
+
⊗
OX
O
E
X −→ O
E
X .
Here, we have used Lemma 4.3. Q.E.D.
Theorem 4.5 (Extended Riemann-Hilbert theorem). There exists a canon-
ical isomorphism functorial with respect to M ∈ Dbhol(DX):
M
D
⊗O EX
∼−→ Ihom+(SolEX(M ),O
E
X) in E
b(IDX).(4.2)
Proof. We shall apply [DK13, Lemma 7.3.7]. Recall that this lemma summa-
rizes deep results of Mochizuki [Mo09, Mo11] in the algebraic case completed
by those of Kedlaya [Ke10, Ke11] in the analytic case (see also [Sa00]).
All conditions of this lemma are easily verified except conditions (e)
and (f) that we shall check now.
(e) Let f : X −→ Y be a projective morphism and let M be a good holonomic
D-module such that (4.1) is an isomorphism. We shall prove the isomor-
phism:
Df∗M
D
⊗O EY
∼−→ Ihom+(SolEY (Df∗M ),O
E
Y ).(4.3)
By Theorem 3.11 (i) we have
DY←−X
L
⊗
DX
O
E
X ≃ Ef
!
O
E
Y [dY − dX ].
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Therefore, using Lemma 3.12, we get:
DY←−X
L
⊗
DX
Ihom+(SolEX(M ),O
E
X)
≃ Ihom+(SolEX(M ),Ef
!
O
E
Y [dY − dX ]).
Hence, using Theorem 3.11 (iii) :
Ef∗
(
DY←−X
L
⊗
DX
Ihom+(SolEX(M ),O
E
X)
)
≃ Ihom+(Ef!!Sol
E
X(M ),O
E
Y [dY − dX ])
≃ Ihom+(SolEY (Df∗M ),O
E
Y ).
Hence, the right hand side of (4.3) is calculated as
Ihom+(SolEY (Df∗M ),O
E
Y )
≃ Ef∗
(
DY←−X
L
⊗
DX
Ihom+(SolEX(M ),O
E
X)
)
.
(4.4)
On the other hand we have:
ΩEY
L
⊗
OY
Df∗M ≃ Ω
E
Y
L
⊗
DY
DY
D
⊗Df∗M
≃ DREY (DY
D
⊗Df∗M )
≃ DREY (Df∗(DX−→Y
D
⊗M )),
where the last isomorphism follows from the projection formula of [Ka03,
Th. 4.2.8]. Hence
ΩEY
L
⊗
OY
Df∗M ≃ DR
E
Y
(
Df∗(DX−→Y
D
⊗M )
)
≃ Ef∗
(
DREX(DX−→Y
D
⊗M )
)
,
where the last isomorphism follows from Theorem 3.11 (iii). Since
DREX(DX−→Y
D
⊗M ) ≃ ΩEX
L
⊗
DX
(DX−→Y
D
⊗M )
≃ (ΩEX
L
⊗
OX
M )
L
⊗
DX
DX−→Y ,
we obtain
ΩEY
L
⊗
OY
Df∗M ≃ Ef∗
(
(ΩEX
L
⊗
OX
M )
L
⊗
DX
DX−→Y
)
,
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which is equivalent to
Df∗M
D
⊗O EY ≃ Ef∗
(
DY←−X
L
⊗
DX
(M
D
⊗O EX)
)
.(4.5)
By comparing (4.4) and (4.5) and assuming that (4.1) is an isomorphism, we
get isomorphism (4.3).
(f)–(1) Let Y ⊂ X be a normal crossing divisor, U = X \ Y and ϕ ∈
Γ(X ;OX(∗Y )) a meromorphic function on X with poles on Y . We shall first
prove that (4.1) is an isomorphism when M = E ϕ
U |X .
Recall that P = P1(C) and denote by P1 and P2 two copies of P. Let τk
be the inhomogeneous coordinate of Pk (k = 1, 2). Let qkX : X×R∞×R∞ −→
X × R∞ be the projection (k = 1, 2). Consider the maps
X × R∞ × R∞
j //
q1X

X × P1 × R∞
piX×P1

iX×P //
q
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯

X × P1 × P2
X × R∞
iX // X × P1 X × R∞
Set K := SolEX(M ). Then by [DK13, Prop. 9.6.5], we have
RπX×P1∗RIhom (q
−1LE(K),REO EX×P1) ≃ M
D
⊗O tX×P1.
On the other hand, we have
i !X RπX×P1∗RIhom (q
−1LE(K),REO EX×P)
≃ Rq1X∗j
! RIhom (q−1LE(K),REO EX×P)
≃ Rq1X∗RIhom (j
−1q−1LE(K), j !REO EX×P1).
Since
REO EX×P1 ≃ i
!
X×P
(
(E −τ2
C|P2
)r
L
⊗
DP2
O tX×P1×P2
)
[1],
we obtain
i !X (M
D
⊗O tX×P1)
≃ Rq1X∗RIhom
(
j−1q−1LE(K), j ! i !X×P
(
(E −τ2
C|P2
)r
L
⊗
DP2
O tX×P1×P2
)
[1]
)
.
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By applying the functor (E −τ1
C|P1
)r
L
⊗
DP1
• , we get the isomorphism
M
D
⊗REO EX ≃ i
!
X
(
(E −τ1
C|P1
)r
L
⊗
DP1
(M
D
⊗O tX×P1)
)
[1]
≃ Rq1X∗RIhom
(
q−12XL
E(K), j ! i !X×P1 ((E
−τ1−τ2
C2|P1×P2
)r
L
⊗
DP1×P2
O tX×P1×P2)[2]
)
.
Let µ˜ : X×(C,P1)×(C,P2) −→ X×(C,P) be the morphism given by (τ1, τ2) 7→
τ1 + τ2, and let µ : X × R∞ × R∞ −→ X × R∞ be its restriction. Since
(E −τ1−τ2
C2|P1×P2
)r
L
⊗
DP1×P2
O tX×P1×P2[2] ≃ (Dµ˜
∗
E
−τ
C|P)
r
L
⊗
DP1×P2
O tX×P1×P2[2]
≃ µ˜ !
(
(E −τ
C|P)
r
L
⊗
DP
O tX×P
)
[1],
we get
j ! i !X×P
(
(E −τ1−τ2
C2|P1×P2
)r
L
⊗
DP1×P2
O tX×P1×P2)
)
[2]
≃ µ ! i !X
(
(E −τ
C|P)
r
L
⊗
DP
O tX×P
)
[1] ≃ µ !REO EX .
Hence we obtain
M
D
⊗REO EX ≃ Rq1X∗RIhom (q
−1
2XL
E(K), µ !REO EX)
≃ Ihom+(LE(K),REO EX).
(f)–(2) Let Y ⊂ X be a normal crossing divisor, U = X \ Y as in (f)–(1).
We shall prove that (4.1) is an isomorphism when M has a normal form along
Y . We keep the notations of [DK13, Lemma 9.6.6]. Recall from [DK13, § 7.1,
7.2] that X˜ := X˜Y is the real blow-up of X along Y and ̟ : X˜ −→ X is the
projection.
Similarly to Lemma 4.4, we have a morphism
L
L
⊗
A
X˜
O
E
X˜
−→ Ihom+(SolE
X˜
(L ),O E
X˜
) for any L ∈ Db(DA
X˜
).(4.6)
Let us first show that (4.6) is an isomorphism when L = M A . Note that
by [DK13, (9.6.6)],
π−1̟−1CU ⊗ Sol
E
X˜
(M A ) ≃ E̟−1SolEX(M ).(4.7)
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Since M A is isomorphic to a direct sum of modules of type (E ϕ
U |X)
A , we may
assume that M A = N A with N = E ϕ
U |X . In this case we have proved the
isomorphism
N
L
⊗
OX
O
E
X
∼−→ Ihom+(SolEX(N ),O
E
X)(4.8)
in (f)–(1). By [DK13, Th. 9.2.2],
O
E
X˜
≃ E̟ !RIhom (π−1CU ,O
E
X).
Applying the functor E̟ !RIhom (π−1CU , • ) to (4.8), we obtain
M
A
L
⊗
A
X˜
O
E
X˜
≃ N
D
⊗O E
X˜
∼−→ Ihom+(SolE
X˜
(M A ),O E
X˜
).
Therefore (4.6) is an isomorphism for L = M A .
Hence, we obtain
M
L
⊗
O
X˜
E̟ !Ihom+(π−1CU ,O
E
X) ≃ M
A
L
⊗
A
X˜
O
E
X˜
≃ Ihom+(SolE
X˜
(M A ),E̟ !RIhom (π−1CU ,O
E
X))
≃ Ihom+(π−1
X˜
̟−1CU ⊗ Sol
E
X˜
(M A ),E̟ !O EX)
≃ Ihom+(E̟−1SolEX(M ),E̟
!
O
E
X)
≃ E̟ !Ihom+(SolEX(M ),O
E
X).
Here, we have used (4.7). Applying the functor E̟∗ we obtain
M
D
⊗ RIhom (π−1CU ,O
E
X)
≃ RIhom (π−1R̟∗CX˜ ,Ihom
+(SolEX(M ),O
E
X))
≃ Ihom+(π−1R̟∗CX˜
L
⊗ SolEX(M ),O
E
X).
Since π−1CU⊗Sol
E
X(M ) ≃ Sol
E
X(M ), we also have π
−1R̟∗CX˜⊗Sol
E
X(M ) ≃
SolEX(M ).
Since RIhom (π−1CU ,O
E
X) ≃ OX(∗Y )⊗OXO
E
X and M⊗OXOX(∗Y ) ≃ M ,
we obtain isomorphism (4.2).
Thus condition (f) is checked, and this completes the proof of isomor-
phism (4.2) for an arbitrary M ∈ Dbhol(DX). Q.E.D.
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Corollary 4.6 ( cf. [DK13, Th. 9.6.1]). There are isomorphisms, functorial
with respect to M ∈ Dbhol(DX):
M
D
⊗O tX
∼−→ IhomE(SolEX(M ),O
E
X) in D
b(IDX),
M ∼−→ HomE(SolEX(M ),O
E
X) in D
b(DX).
Proof. We shall apply the functor IhomE(C{t=0}, • ) to isomorphism (4.2).
The first isomorphism follows by Proposition 3.10. The second isomorphism
is deduced from the first one by applying the functor αX . Q.E.D.
4.2 Functoriality of the De Rham functor
Proposition 4.7. The enhanced de Rham functor has the following proper-
ties.
(i) Let f : X −→ Y be a morphism of complex manifolds and let N ∈
D
b
q-good(DY ). There is a natural isomorphism
DREX(Df
∗
N ) [dX ] ≃ Ef
!DREY (N ) [dY ].
(ii) Let f : X −→ Y be a morphism of complex manifolds and let M ∈
Dbq-good(DX). Assume that f is proper on supp(M ). Then there is a
natural isomorphism
DREY (Df∗M ) ≃ Ef∗DR
E
X(M ).
(iii) Let X be a complex manifold and let L ∈ Dbhol(DX) and M ∈ D
b(DX).
There is a natural isomorphism
DREX(L
D
⊗M ) ≃ Ihom+(SolEX(L ),DR
E
X(M )).
Proof. (i) and (ii) follow from Theorem 3.11. Let us prove (iii). By Theo-
rem 4.5, we have an isomorphism in Eb(IDX):
L
D
⊗O EX
∼−→ Ihom+(SolEX(L ),O
E
X).(4.9)
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Let us apply M r
L
⊗
DX
• to both sides of (4.9). We have
M
r
L
⊗
DX
(L
D
⊗O EX) ≃ (M
D
⊗L )r
L
⊗
DX
O
E
X
≃ DREX(M
D
⊗L ),
and, using Lemma 3.12,
M
r
L
⊗
DX
Ihom+(SolEX(L ),O
E
X) ≃ Ihom
+(SolEX(L ),M
r
L
⊗
DX
O
E
X)
≃ Ihom+(SolEX(L ),DR
E
X(M )).
Q.E.D.
Consider morphisms of complex manifolds
S
f
||②②
②②
②②
②② g
""❊
❊❊
❊❊
❊❊
❊
X Y.
(4.10)
Notation 4.8. (i) For M ∈ Dbq-good(DX) and L ∈ D
b
q-good(DS) one sets
M
D
◦L := Dg∗(Df
∗
M
D
⊗L ).(4.11)
(ii) For L ∈ Eb(ICS), F ∈ E
b(ICX) and G ∈ E
b(ICY) one sets
L
E
◦G := Ef!!(L
+
⊗ Eg−1G), F
E
◦L := Eg!!(Ef
−1F
+
⊗ L),
ΦEL(G) = L
E
◦G, ΨEL(F ) = Eg∗Ihom
+(L,Ef !F ).
(4.12)
Note that we have a pair of adjoint functors
ΦEL : E
b(ICY) // E
b(ICX) : Ψ
E
L
oo(4.13)
Theorem 4.9. Let M ∈ Dbq-good(DX), L ∈ D
b
g-hol(DS) and let L:=Sol
E
S(L ).
Assume that f−1 supp(M ) ∩ supp(L ) is proper over Y . Then there is a
natural isomorphism in Eb(ICY):
ΨEL
(
DREX(M )
)
[dX − dS] ≃ DR
E
Y (M
D
◦L ).
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Proof. Applying Proposition 4.7, we get:
DREY (M
D
◦L ) = DREY (Dg∗(Df
∗
M
D
⊗L ))
≃ Eg∗DR
E
S(Df
∗
M
D
⊗L )
≃ Eg∗Ihom
+(SolES(L ),DR
E
S(Df
∗
M ))
≃ Eg∗Ihom
+(L,Ef !DREX(M )) [dX − dS]
= ΨEL(DR
E
X(M )) [dX − dS].
Q.E.D.
Corollary 4.10. In the situation of Theorem 4.9, let G ∈ Eb(ICY). Then
there is a natural isomorphism in Db(C)
RHomE(L
E
◦G,ΩEX
L
⊗
DX
M ) [dX − dS]
≃ RHomE(G,ΩEY
L
⊗
DY
(M
D
◦L )).
Proof. Applying Theorem 4.9 and the adjunction (4.13), we get
RHomE(ΦEL(G),DR
E
X(M )) ≃ RHom
E(G,ΨEL(DR
E
X(M )))
≃ RHomE(G,DREY (M
D
◦L )) [dS − dX ].
Q.E.D.
Note that Corollary 4.10 is a generalisation of [KS01, Th.7.4.12] to not nec-
essarily regular holonomic D-modules.
4.3 Generalization to complex bordered spaces
It is possible to generalize all the preceding results when replacing complex
manifolds with complex bordered spaces, as defined below.
Definition 4.11. The category of complex bordered spaces is defined as fol-
lows.
The objects are pairs (X, X̂) where X̂ is a complex manifold and X ⊂ X̂ is
an open subset such that X̂ \X is a complex analytic subset of X̂.
Morphisms f : (X, X̂) −→ (Y, Ŷ ) are complex analytic maps f : X −→ Y such
that
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(i) Γf is a complex analytic subset of X̂ × Ŷ and
(ii) Γf −→ X̂ is proper.
Hence a morphism of complex bordered spaces is a morphism of real
analytic bordered spaces.
Let X∞ = (X, X̂) be a complex bordered space. One sets
D
b(DX∞) := D
b(DX̂)/
{
M ; supp(M ) ⊂ X̂ \X
}
≃ Db(DX),
D
b
q-good(DX∞) := D
b
q-good(DX̂)/
{
M ; supp(M ) ⊂ X̂ \X
}
,
D
b
good(DX∞) := D
b
good(DX̂)/
{
M ; supp(M ) ⊂ X̂ \X
}
,
D
b
hol(DX∞) := D
b
hol(DX̂)/
{
M ; supp(M ) ⊂ X̂ \X
}
,
D
b
g-hol(DX∞) := D
b
g-hol(DX∞)/
{
M ; supp(M ) ⊂ X̂ \X
}
.
Let f : X∞ = (X, X̂) −→ Y∞ = (Y, Ŷ ) be a morphism of complex bordered
spaces. One sets
Bf := RΓ[Γf ](OX̂×Ŷ ) [dY ].
Denote by p1 and p2 the first and second projection defined on X̂ × Ŷ . By
representing an object of Db(DX∞) by an object of D
b(DX̂) and similarly
with Db(DY∞), we define the functors:
Df ∗ : Db(DY∞) −→ D
b(DX∞), N 7→ Dp1∗(Dp2
∗
N
D
⊗Bf ),
Df∗ : D
b(DX∞) −→ D
b(DY∞), M 7→ Dp2∗(Dp1
∗
M
D
⊗Bf).
Also set:
DX∞−→Y∞ := Bf ⊗p−12 OŶ
p−12 ΩŶ , DY∞←−X∞ := Bf ⊗p−11 OX̂
p−11 ΩX̂ .(4.14)
Lemma 4.12. Let N ∈ Db(DY∞) and let M ∈ D
b(DX∞).Then
Df ∗N ≃ Rp1∗(DX∞−→Y∞
L
⊗
p−12 DŶ
p−12 N ),
Df∗M ≃ Rp2∗(DY∞←−X∞
L
⊗
p−1
1
D
X̂
p−11 M ).
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Proof. After replacing the notations X and Y by X̂ and Ŷ , this follows from
the formula, valid for M ∈ Db(DX) and L ∈ D
b(DX×Y ):
DY←−X×Y
L
⊗
DX×Y
(p−11 M
L
⊗
p−11 OX
L ) ≃ p−11 M
r
L
⊗
p−11 DX
L .
Q.E.D.
Lemma 4.13. (a) The functor Df ∗ above induces well-defined functors
Df ∗ : Dbq-good(DY∞) −→ D
b
q-good(DX∞),
Df ∗ : Dbhol(DY∞) −→ D
b
hol(DX∞).
(b) Assume that the morphism f is semi-proper. Then the functor Df∗ above
induces well-defined functors
Df∗ : D
b
q-good(DX∞) −→ D
b
q-good(DY∞),
Df∗ : D
b
g-hol(DX∞) −→ D
b
g-hol(DY∞).
The proof is obvious.
Definition 4.14. Let X∞ = (X, X̂) be a complex bordered space and denote
by j : X∞ −→ X̂ the natural morphism. We set
O
E
X∞
:= Ej−1O E
X̂
.(4.15)
We define similarly ΩEX∞ and we define the functors
DREX∞ : D
b
q-good(DX∞) −→ E
b(ICX∞),
SolEX∞ : D
b
q-good(DX∞)
op −→ Eb(ICX∞),
as in Definition 3.8.
Proposition 4.15. (i) Let f : X∞ −→ Y∞ be a morphism of complex bor-
dered spaces and let N ∈ Dbq-good(DY∞). There is a natural isomorphism
DREX∞(Df
∗
N ) [dX] ≃ Ef
!DREY∞(N ) [dY ].
(ii) Let f : X∞ −→ Y∞ be a morphism of complex bordered spaces and let
M ∈ Dbq-good(DX∞). Assume that f is semi-proper. Then there is a
natural isomorphism
DREY∞(Df∗M ) ≃ Ef∗DR
E
X∞
(M ).
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(iii) Let X∞ be a complex bordered space and let L ∈ D
b
hol(DX∞) and M ∈
Dbq-good(DX∞). There is a natural isomorphism
DREX∞(L
D
⊗M ) ≃ Ihom+(SolEX∞(L ),DR
E
X∞
(M )).
Proof. There exist a complex manifold Z and a proper morphism h : Z −→ Γf
such that h−1X −→ X is an isomorphism. Hence, replacing (X, X̂) with
(X,Z) we may assume from the beginning that f : X −→ Y extends to a
morphism of complex manifolds f˜ : X̂ −→ Ŷ .
(i) Choose a representative N ′ ∈ Dbq-good(DŶ ) of N and apply Proposi-
tion 4.7 (i).
(ii) Choose a representative M ′ ∈ Dbq-good(DX̂) of M . Then Df∗M is repre-
sented by Df˜∗(M
′
D
⊗RΓ[X](OX˜)). We have
DRE
X̂
(M ′
D
⊗RΓ[X](OX˜)) ≃ EjX∗Ej
−1
X DR
E
X̂
(M ′)
≃ EjX∗DR
E
X∞
(M ).
Applying Proposition 4.7 (ii), we get
DREY∞(Df∗M ) ≃ Ef˜∗DR
E
X̂
(M ′
D
⊗RΓ[X](OX˜))
≃ Ef˜∗EjX∗Ej
−1
X DR
E
X̂
(M ′)
≃ Ef∗DR
E
X∞
(M ).
(iii) Choose a representative M ′ of M as in (ii), choose a representative L ′
of L and apply Proposition 4.7 (iii) to M ′ and L ′. Q.E.D.
Consider morphisms of bordered spaces.
S∞
f
||③③
③③
③③
③③ g
""❊
❊❊
❊❊
❊❊
❊
X∞ Y∞ .
(4.16)
Notation 4.16. (i) For M ∈ Dbq-good(DX∞) and L ∈ D
b
q-good(DS∞) one sets
M
D
◦L := Dg∗(Df
∗
M
D
⊗L ).(4.17)
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(ii) For L ∈ Eb(ICS∞), F ∈ E
b(ICX∞) and G ∈ E
b(ICY∞) one sets
L
E
◦G := Ef!!(L
+
⊗ Eg−1G),
ΦEL(G) = L
E
◦G, ΨEL(F ) = Eg∗Ihom
+(L,Ef !F ).
(4.18)
Here again, we get a pair of adjoint functors
ΦEL : E
b(ICY∞) // E
b(ICX∞) : Ψ
E
L
oo(4.19)
Theorem 4.17. Assume that g is semi-proper. Let M ∈ Dbq-good(DX∞), L ∈
Dbg-hol(DS∞) and let L := Sol
E
S∞
(L ). Then there is a natural isomorphism in
Eb(ICY∞)
ΨEL(DR
E
X∞
(M )) [dX − dS] ≃ DR
E
Y∞
(M
D
◦L ).
Note that, as particular cases of this result, we find a generalisation to
complex bordered spaces of Theorem 4.5 and Proposition 4.7.
Proof. The proof goes as for Theorem 4.9, using Proposition 4.15 instead of
Proposition 4.7. Q.E.D.
5 Enhanced Fourier-Sato transform
5.1 Enhanced Fourier-Sato transform
Let V be a real finite-dimensional vector space, V∗ its dual. Recall that the
Fourier-Sato transform is an equivalence of categories between conic sheaves
on V and conic sheaves on V∗. References are made to [KS90]. In [Ta08],
D. Tamarkin has extended the Fourier-Sato transform to no more conic
(usual) sheaves, by adding an extra variable. Here we generalise this last
transform to enhanced ind-sheaves on V∞.
We set n = dimV and we denote by orV the orientation k-module of V,
i.e., orV = H
n
c (V;kV). We have a canonical isomorphism orV ≃ orV∗ . We
denote by ∆V the diagonal of V × V.
We consider the bordered space V∞ = (V,V) where V is the projective
compactification of V, that is
V =
(
(V ⊕ R) \ {0}
)
/R×.
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We shall work in the categories of enhanced ind-sheaves. IfM∞ is a bordered
space and F ∈ Db(IkM∞), recall that in Definition 2.19 we set:
εM(F ) := π
−1F ⊗k{t≥0} ∈ E
b(kM∞).(5.1)
Also recall that π is the projection M∞×R∞ −→ M∞ and t is the coordinate
on R.
Recall (see (2.9)) that for a bordered space M∞, E
b(kM) is a full subcat-
egory of Eb(IkM∞).
We introduced the kernels
LV := k{t=〈x,y〉} ∈ E
b(kV×V∗) ⊂ E
b(IkV∞×V∗∞),
La
V
:= k{t=−〈x,y〉} ∈ E
b(kV×V∗) ⊂ E
b(IkV∞×V∗∞).
(5.2)
Here, x and y denote points of V and V∗, respectively.
Lemma 5.1. One has isomorphisms in Eb(IkV∞×V∞)
LV
E
◦La
V∗
∼−→ k∆V×{t=0} ⊗ orV [−n],
La
V∗
E
◦LV ∼−→ k∆V∗×{t=0} ⊗ orV [−n].
(5.3)
Proof. Of course, it is enough to prove the first isomorphism. Denote by
(x, y, x′) a point of V × V∗ × V and denote by p the projection V∞ × V
∗
∞ ×
V∞ × R∞ −→ V∞ × V∞ × R∞. We have in D
b(IkV∞×V∞×R∞):
LV
E
◦La
V∗
≃ Rp!!(kt=〈x,y〉
+
⊗ kt=−〈x′,y〉)
≃ Rp!!(kt=〈x−x′,y〉)
≃ Rp!(kt=〈x−x′,y〉),
where the last isomorphism follows from the fact that p is semi-proper (see
Diagram (2.7)).
The first morphism in (5.3) is deduced from the morphism kt=〈x−x′,y〉 −→
k{x=x′}×{t=0}. To check it is an isomorphism it is thus enough to calculate
the restriction of these sheaves at each fiber of V × V × R −→ V × V (see
Remark 2.16).
The restriction of the left-hand side of (5.3). to (x, x′)× R is{
kR ⊗ orV [1− n] if x 6= x
′,
k{t=0} ⊗ orV [−n] if x = x
′.
(5.4)
Since the image of kR in E
b(Ikpt) is 0, we get the result. Q.E.D.
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Now we introduce the enhanced Fourier-Sato functors
EFV : E
b(IkV∞) −→ E
b(IkV∗
∞
), EFV(F) = F
E
◦LV,
EF a
V
: Eb(IkV∞) −→ E
b(IkV∗
∞
), EF a
V
(F) = F
E
◦La
V
.
(5.5)
Applying Lemma 5.1, we obtain:
Theorem 5.2 (See [Ta08]). The functors EFV and
EF a
V∗
⊗orV [n] are equiv-
alences of categories, inverse to each other. In other words, one has the
isomorphisms, functorial with respect to F ∈ Eb(IkV∞) and G ∈ E
b(IkV∗
∞
):
E
F
a
V∗ ◦
E
FV(F ) ≃ F ⊗ orV [−n],
E
FV ◦
E
F
a
V∗
(G) ≃ G⊗ orV [−n].
Corollary 5.3. There is an isomorphism functorial in F1, F2 ∈ E
b(IkV∞):
RHomE(F1, F2) ≃ RHom
E(EFV(F1),
E
FV(F2)).(5.6)
We shall give an alternative construction of EFV. Denote by p1 and p2 the
projections from V × V∗ to V and V∗, respectively and recall Notation 4.16
in which S∞ = V∞ × V
∗
∞, X∞ = V∞, Y∞ = V
∗
∞, f = p1 and g = p2.
Corollary 5.4. The two functors EFV( • ) and Ψ
E
La
V
( • ) ⊗ orV [−n] are iso-
morphic.
Proof. The functor EF a
V∗
( • )⊗ orV [n] admits an inverse, namely the functor
EFV( • ), and also admits Ψ
E
La
V
( • ) ⊗ orV [−n] as a right adjoint. Therefore,
these two last functors are isomorphic. Q.E.D.
For a bordered space M∞, denote by aM∞ : M∞ −→ pt the unique morphism
from M∞ to the bordered space pt.
Corollary 5.5. We have the isomorphism, functorial with respect to F ∈
Eb(IkV∞) and G ∈ E
b(Ikpt):
E
FV(Ihom
+(F,Ea !V∞(G))) ≃ Ihom
+(EF aV(F ),Ea
−1
V∗
∞
(G))).
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Proof. One has the sequence of isomorphisms
Ihom+(EF aV(F ),Ea
−1
V∗
∞
(G)))⊗ orV [n] ≃ Ihom
+(EF aV(F ),Ea
!
V∗
∞
G)
≃ Ihom+(Ep2!!(L
a
V
+
⊗ Ep−11 F ),Ea
!
V∗
∞
G)
≃ Ep2∗Ihom
+(La
V
+
⊗ Ep−11 F,Ep
!
2Ea
!
V∗
∞
G)
≃ Ep2∗Ihom
+(LaV,Ihom
+(Ep−11 F,Ep
!
1Ea
!
V∞
G))
≃ Ep2∗Ihom
+(LaV,Ep
!
1Ihom
+(F,Ea !V∞G))
≃ EFV(Ihom
+(F,Ea !
V∞
G))⊗ orV [n].
Here the last isomorphism follows from the preceding corollary. Q.E.D.
5.2 Operations
Let f : V −→ V′ be a linear map of finite-dimensional vector spaces. We denote
by n and n′ the dimensions of V and V′, respectively. We denote by tf the
transpose of f .
Proposition 5.6. Let F ∈ Eb(IkV∞) and let G ∈ E
b(IkV′
∞
). Then:
E
FV′(Ef!!F ) ≃ E
tf
−1E
FV(F ),(5.7)
E
FV(Ef
−1G⊗ orV′ [−n
′]) ≃ Etf !!
E
FV′(G)⊗ orV [−n].(5.8)
Proof. Consider the commutative diagram
V
′ × V′∗
p′1

p′2
((
V × V′∗g
oo
p1◦h

p′2◦g //
h
%%▲▲
▲▲
▲▲
▲▲
▲▲
V
′∗
tf

V′

V
f
oo V × V∗p1
oo

p2
// V∗ .
(i) Let us prove (5.7). Using Eg−1LV′ ≃ Eh
−1LV, we have
Ep′2!!(Ep
′−1
1 Ef!!F ⊗LV′) ≃ Ep
′
2!!(Eg!!E(p1 ◦ h)
−1F ⊗LV′)
≃ Ep′2!!Eg!!(Eh
−1
Ep−11 F ⊗Eg
−1LV′)
≃ Ep′2!!Eg!!(Eh
−1
Ep−11 F ⊗Eh
−1LV)
≃ E(p′2 ◦ g)!!Eh
−1(Ep−11 F ⊗LV)
≃ E tf
−1
Ep2 !!(Ep
−1
1 F ⊗LV).
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(ii) Let us prove (5.8). Applying (5.7), we obtain
E
FV∗E
tf !!(
E
FV′G) ≃ Ef
−1E
F
a
V′
∗
E
FV′G ≃ Ef
−1G⊗ orV′ [−n
′].
Hence
E
FV
E
F
a
V∗
E
tf !!(
E
FV′G) ≃
E
FVEf
−1G⊗ orV′ [−n
′],
and the result follows since
E
FV
E
F
a
V∗
K ≃ K ⊗ orV [−n].
Q.E.D.
5.3 Compatibility of Fourier-Sato transforms
We shall compare the enhanced Fourier-Sato transform with the classical
one, for which we refer to [KS90, § 3.7].
Recall that one denotes by Db
R+
(kV) the full subcategory of D
b(kV) con-
sisting of conic sheaves. We shall denote here by SFV(F ) the Fourier-Sato
transform of F ∈ Db
R+
(kV), which was denoted by F
∧ in loc. cit. The functor
SFV : D
b
R+
(kV) −→ D
b
R+
(kV∗) is an equivalence of categories.
Recall that one identifies the sheaf k{t≥0} with its image in D
b(IkV×R∞)
and that the functor
εV : D
b(kV) →֒ E
b(IkV∞), εV(F) = k{t≥0} ⊗ π
−1F
is a fully faithful embedding (see Proposition 2.20).
Consider the diagram of categories and functors
Eb(IkV∞)
EFV // Eb(IkV∗
∞
)
D
b
R+
(kV)
SFV //
εV
OO
D
b
R+
(kV∗).
εV∗
OO
(5.9)
Theorem 5.7. Diagram (5.9) is quasi-commutative.
Proof. Consider the morphism of diagrams (in which we denote by π any of
the projections X × R∞ −→ X , with X = V,V
∗, etc.):
V × V∗ × R∞
p1
xxqqq
qq
qq
qq
qq
q
p2
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
V × V∗
q1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
q2
!!❉
❉❉
❉❉
❉❉
❉❉pi //
V × R∞ V
∗ × R∞ V V
∗.
47
(i) We shall first construct the morphism, functorial in F ∈ Db
R+
(kV):
E
FV ◦ εV(F ) −→ εV∗ ◦
S
FV(F ).(5.10)
Consider the sequence of morphisms in Db(kV∗×R):
Rp2!(k{t=〈x,y〉}
+
⊗ p−11 (k{t≥0}
L
⊗ π−1F )) ≃ Rp2!(k{t≥〈x,y〉} ⊗ p
−1
1 π
−1F ))
−→ Rp2!(k{t≥0≥〈x,y〉} ⊗ p
−1
1 π
−1F ))
≃ Rp2!(k{t≥0} ⊗k{0≥〈x,y〉} ⊗ π
−1q−11 F )
≃ k{t≥0} ⊗ π
−1Rq2!(k{0≥〈x,y〉} ⊗ q
−1
1 F ).
The image of these morphisms in Eb(IkV∗) gives the morphism (5.10). To
prove that it is an isomorphism, we again argue in Db(kV∗×R).
By the exact sequence
0 −→ k{t≥〈x,y〉>0} ⊕ k{0>t≥〈x,y〉} −→ k{t≥〈x,y〉} −→ k{t≥0≥〈x,y〉} −→ 0,
it is enough to show that for any (y, t) ∈ V∗ × R,
RΓc(V;k{0>t≥〈x,y〉} ⊗F ) ≃ 0,
RΓc(V;k{t≥〈x,y〉>0} ⊗F ) ≃ 0.
Denote by h : V −→ R the map h(x) = 〈x, y〉 and set G = Rh!F ∈ D
b(kR).
Then
RΓc(V;k{0>t≥〈x,y〉} ⊗F ) ≃ RΓc({λ ∈ R; 0 > t ≥ λ};G),
RΓc(V;k{t≥〈x,y〉>0} ⊗F ) ≃ RΓc({λ ∈ R; 0 < λ ≤ t};G).
(5.11)
Since F is R+-conic, so isG and the vanishing of the right-hand sides of (5.11)
follows. Q.E.D.
5.4 Legendre transform
In this section, we shall make a link between the enhanced Fourier-Sato
transform and the classical Legendre transform of convex functions.
As above, V is a real vector space of dimension n.
Definition 5.8. Let f : V −→ R ⊔ {+∞} be a function.
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(a) We say that f is a closed proper convex function on V if its epigraph
{(x, t) ∈ V × R ; t ≥ f(x)} is closed, convex and non-empty.
(b) We denote by Conv(V) the space of closed proper convex functions on
V.
(c) For f ∈ Conv(V), we denote by dom(f) the set f−1(R) and call it the
domain of f . We denote by H(f) the affine space generated by dom(f)
and by dom◦(f) the interior of dom(f) in H(f).
(d) We define f ∗ : V∗ −→ R ⊔ {+∞} by f ∗(y) = supx∈dom(f)
(
〈x, y〉 − f(x)
)
and call f ∗ the Legendre transform, or the Legendre-Fenchel conjugate
or the convex conjugate of f .
Note that
• the set dom(f) is convex and non-empty,
• the function f ∗ is also a closed proper convex function, that is, belongs
to Conv(V∗),
• f ∗∗ = f . Hence, ∗ gives an isomorphism Conv(V) ∼−→ Conv(V∗).
Now we introduce the set:
E(f) = {v ∈ V ; there exists a ∈ R such that f(x+ v) = f(x) + a
for any x ∈ V}
= {v ∈ V ; there exists a ∈ R such that f(x+ tv) = f(x) + ta
for any x ∈ V, t ∈ R}.
Denote by H⊥ the orthogonal vector space to an affine space H ⊂ V∗, that
is, H⊥ = {v ∈ V∗ ; v|H is constant}. Then
E(f) = H(f ∗)⊥.
In particular, dimE(f) = codimH(f ∗). In the sequel, we set:
d(f) = dimE(f) = codimH(f ∗).(5.12)
In the theorem below,
{t ≥ f(x)} := {(x, t) ∈ V × R ; t ≥ f(x)}
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is a closed subset of V × R and
{t ≥ −f(x), x ∈ dom◦(f)} := {(x, t) ∈ V × R ; t ≥ −f(x), x ∈ dom◦(f)}
is a closed subset of dom◦(f)× R, and hence it is a locally closed subset of
V × R.
Theorem 5.9. For f ∈ Conv(V), we have isomorphisms:
E
FV(k{t≥f(x)}) ≃ k{t≥−f∗(−y),−y∈dom◦(f∗)} ⊗ orE(f) [−d(f)],(5.13)
E
FV(k{t≥−f(x), x∈dom◦(f)}) ≃ k{t≥f∗(y)} ⊗ orH(f) [− dimH(f)].(5.14)
Proof. It is enough to prove the second isomorphism. Equivalently, it is
enough to prove:
E
FV(k{t<−f(x),x∈dom◦(f)}) ≃ k{t<f∗(y)} ⊗ orH(f) [− dimH(f)].
By the definition
E
FV(k{t<−f(x),x∈dom◦(f)}) ≃ Rp2!k{t<−f(x)+〈x,y〉;x∈dom◦(f)},
and we have a natural morphism
k{x ; t<−f(x)+〈x,y〉, x∈dom◦(f)} −→ k{x∈H(f), t<f∗(y)}.
This defines the morphism
E
FV(k{t<−f(x),x∈dom◦(f)}) −→ k{t<f∗(y)} ⊗ orH(f) [− dimH(f)].
To check that it is an isomorphism, choose (y, t) ∈ V∗ × R. Then
(EFV(k{t<−f(x),x∈dom◦(f)}))(y,t) ≃ RΓc(V;k{x∈dom◦(f) ; t<−f(x)+〈x,y〉})
≃
{
orH(f) [− dimH(f)] if {x ∈ dom
◦(f) ; t < −f(x) + 〈x, y〉} 6= ∅,
0 otherwise.
To conclude, notice that {x ∈ dom◦(f) ; t < −f(x) + 〈x, y〉} 6= ∅ if and only
if t < f ∗(y). Q.E.D.
Recall the notation (5.1).
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Corollary 5.10. Let G ⊂ V be a non empty compact convex subset. Define
p−G : V
∗ −→ R by p−G(y) = infx∈G〈x, y〉. Then
E
FV(εM(kG)) ≃ k{t≥p−
G
(y)} ⊗ orV .
Proof. Define the function
f(x) = 0 if x ∈ G and f(x) = +∞ if x /∈ G.
Then f ∈ Conv(V), f ∗(y) = supx∈G〈x, y〉, dom
◦(f ∗) = V∗, d(f) = 0 and
−f ∗(−y) = p−G(y). Then the result follows from isomorphism (5.13). Q.E.D.
Corollary 5.11. Let U ⊂ V be a non empty open convex subset. Define
p+U : V
∗ −→ R ⊔+∞ by p+U(y) = supx∈U〈x, y〉. Then
E
FV∞
(
εM(kU)
)
≃ k{t≥p+
U
(y)} ⊗ orV [−n].
Proof. As in the proof of Corollary 5.10, define the function
f(x) = 0 if x ∈ U and f(x) = +∞ if x /∈ U.
Then, dom◦(f) = U , H(f) = V , f ∗ = p+U and the result follows from
isomorphism (5.14). Q.E.D.
We endow V with an Euclidean norm and denote by d the associated
distance.
Lemma 5.12. Let ϕ be a strictly decreasing convex function defined on R>0
(e.g. ϕ(t) = − log t or ϕ(t) = t−λ with λ ∈ R>0 ), and let Ω be an open convex
subset of V such that Ω 6= V. Then the function ϕ
(
d(x,V \ Ω)
)
is a convex
function on Ω.
Proof. Let xj ∈ Ω and aj ∈ R>0 (j = 1, 2) with a1 + a2 = 1. Set x0 =
a1x1 + a2x2 and rj = d(xj ,V \ Ω) (j = 1, 2). It is enough to show that
ϕ
(
d(x0,V \ Ω)
)
≤ a1ϕ(r1) + a2ϕ(r2) or equivalently
d(x0,V \ Ω) ≥ r0 := ϕ
−1
(
a1ϕ(r1) + a2ϕ(r2)
)
.
This is equivalent to saying that
{x ; |x− x0| < r0} ⊂ Ω.
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Since ϕ is convex, ϕ(a1r1 + a2r2) ≤ a1ϕ(r1) + a2ϕ(r2) = ϕ(r0). Since ϕ is
strictly decreasing, we have a1r1 + a2r2 ≥ r0. Let x = x0 + y with |y| < r0.
Let us show that x ∈ Ω.
Since |
rj
a1r1+a2r2
y| < rj (j = 1, 2) and {x ; |x− xj | < rj} ⊂ Ω, we have
xj +
rj
a1r1 + a2r2
y ∈ Ω.
Hence
∑2
j=1 aj(xj +
rj
a1r1+a2r2
y) = x0 + y belongs to Ω. Q.E.D.
6 Laplace transform
6.1 Laplace transform
Recall the DX-module E
−ϕ
U |X and Notation 3.6. We saw in (3.6)
SolEX(E
ϕ
U |X) ≃ C
E
X
+
⊗C{t=−Reϕ}.(6.1)
We shall apply this result in the following situation.
Let V be a complex finite-dimensional vector space of complex dimension
dV, V
∗ its dual. Since V is a complex vector space, we shall identify orV
with C. We denote here by V the projective compactification of V, we set
H = V \ V, and similarly with V
∗
and H∗. We also introduce the bordered
spaces
V∞ = (V,V), V
∗
∞ = (V
∗,V
∗
).
We set for short
X = V× V
∗
, U = V× V∗, Y = X \ U.
We shall consider the function
ϕ : V× V∗ −→ C, ϕ(x, y) = 〈x, y〉.
We introduce the Laplace kernel
L := E
〈x,y〉
U |X .(6.2)
Recall from Corollary 5.4 that the kernel of the enhanced Fourier transform
with respect to the underlying real vector spaces of V and V∗ is given by
LaV := k{t=−Re〈x,y〉} ∈ E
b(ICV∞×V∗∞).
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Lemma 6.1. One has the isomorphism in Eb(ICX)
SolEX(L ) ≃ C
E
X
+
⊗ Ej!!L
a
V,(6.3)
where j : V∞ × V
∗
∞ −→ X is the inclusion.
Proof. This follows immediately from isomorphism (6.1). Q.E.D.
In the sequel, we denote by DV the Weyl algebra on V. We also use the
(DV×V∗ ,DV∗)-bimodule DV×V∗−→V∗ similar to the bimodule DX−→Y of the the-
ory of D-modules, and finally we denote by OV the ring of polynomials on
V.
The next result is well-known and goes back to [KL85] or before.
Lemma 6.2. There is a natural isomorphism
DV(∗H)
D
◦L ≃ DV∗(∗H
∗)⊗ detV∗.(6.4)
Proof. Using the GAGA principle, we may replace DV(∗H) with DV, DV∗(∗H)
with DV∗ , L with DV×V∗ e
〈x,y〉 and thus DV(∗H)
D
◦L with
DV∗←−V×V∗
L
⊗
DV×V∗
(DV×V∗ e
〈x,y〉
L
⊗
OV×V∗
DV×V∗−→V∗).(6.5)
This last object is isomorphic to(
DV∗←−V×V∗
L
⊗
OV×V∗
DV×V∗−→V
) L
⊗
DV×V∗
DV×V∗ e
〈x,y〉.
Since
DV∗←−V×V∗
L
⊗
OV×V∗
DV×V∗−→V ≃ DV×V∗ ⊗ detV
∗,
the module (6.5) is isomorphic to DV×V∗ e
〈x,y〉 ⊗detV∗. Finally, one remarks
that the natural morphism DV∗ −→ DV×V∗ e
〈x,y〉 is an isomorphism. Q.E.D.
In the sequel, we shall identify DV and DV∗ by the correspondence xi ↔
−∂yi , ∂xi ↔ yi. (Of course, this does not depend on the choice of linear
coordinates on V and the dual coordinates on V∗.)
Theorem 6.3. We have an isomorphism in Db((IDV)V∗
∞
)
E
FV(O
E
V∞
) ≃ O EV∗
∞
⊗ detV [−dV].(6.6)
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Proof. Set K = SolEX∞(L ). By Theorem 4.17, we have
ΨEK(DR
E
V∞
(M )) [−dV] ≃ DR
E
V∗
∞
(M
D
◦L ).
By Lemma 6.1, K = CEV∞×V∗∞
+
⊗ LV∗ and by Corollary 5.4, the functor
EFV
is isomorphic to the functor ΨELa
V
[−2dV]. Since
Ihom+
(
CEV∞ ,DR
E
V∞
(M )
)
≃ DREV∞(M ),
we have
ΨK(DR
E
V∞
(M )) ≃ ΨLa
V
(DREV∞(M )).
Therefore
E
FV(DR
E
V∞
(M )) ≃ DREV∞(M
D
◦L ) [−dV].
Now choose M = DV(∗H) and apply Lemma 6.2. Since DR
E
V∞
(M ) ≃ ΩEV∞
and DREV∗
∞
(M
D
◦L ) ≃ ΩEV∞ ⊗ detV
∗, we obtain
E
FV(Ω
E
V∞
) ≃ ΩEV∗
∞
⊗ detV∗ [−dV].
Hence, it is enough to remark that
ΩEV∞ ≃ O
E
V∞
⊗ detV∗ and ΩEV∗
∞
≃ O EV∗
∞
⊗ detV.
Q.E.D.
Remark 6.4. (i) Symbolically, isomorphism (6.6) is given by
E
FV(O
E
V∞
)⊗ detV∗ ∋ ϕ(x)dx 7−→
∫
ϕ(x)e−〈x,y〉dx ∈ O EV∗
∞
.
(ii) The identification of DV and DV∗ is by:
DV ∋ P (x, ∂x)↔ Q(y, ∂y) ∈ DV∗
⇐⇒ P (x, ∂x)e
〈x,y〉 = Q∗(y, ∂y)e
〈x,y〉
⇐⇒ P ∗(x, ∂x)e
−〈x,y〉 = Q(y, ∂y)e
−〈x,y〉.
Here Q∗(y, ∂y) denotes the formal adjoint operator of Q(y, ∂y) ∈ DV∗ .
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Applying Corollary 5.3, we get:
Corollary 6.5. Isomorphism (6.4) together with the enhanced Fourier-Sato
isomorphism induce an isomorphism in Db(DV), functorial in F ∈ E
b(ICV∞):
RHomE(F,O EV∞) ≃ RHom
E
(
E
FV(F ),O
E
V∗
∞
)
⊗ detV [−dV].(6.7)
As a consequence of Corollary 6.5, we recover the main result of [KS97]:
Corollary 6.6. Isomorphism (6.4) together with the Fourier-Sato isomor-
phism induces an isomorphism in Db(DV), functorial in G ∈ D
b
R+
(CV):
RHom(G,O tV) ≃ RHom
(
S
FV(G),O
t
V∗
)
⊗ detV [−dV].(6.8)
Proof. By Theorem 5.7 we have the isomorphism EFV(εV(G)) = εV∗
SFV(G),
where εV is given in (2.14). Applying isomorphism (6.7) with F = εV(G), we
obtain
RHomE(εV(G),O
E
V∞
) ≃ RHomE
(
εV∗
S
FV(G),O
E
V∗
∞
)
⊗ detV [−dV].
By Proposition 3.10, we have
RHomE(εV(G),O
E
V∞
) ≃ RΓ
(
V;αVIhom
E(εV(G),O
E
V∞
)
)
≃ RΓ
(
V;αVRIhom (G,O
t
V)
)
≃ RHom(G,O tV),
and similarly RHomE(εV∗
SFV(G),O
E
V∗
∞
) ≃ RHom(SFV(G),O
t
V∗). Q.E.D.
6.2 Enhanced distributions
Let M be a real analytic manifold and consider the natural morphism of
bordered spaces
j : M × R∞ −→ M × P.
Definition 6.7 ( See [DK13, Def. 8.1.1]). One sets
DbTM = j
!RHom
DP
(E τC|P,Db
t
M×P)[1] ∈ D
b(ICM×R∞),
and denotes by DbEM the corresponding object of E
b(IDM).
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Proposition 6.8 ( See [DK13, Pro. 8.1.3]). There are isomorphisms
REDbEM ≃ Db
T
M in D
b(ICM×R∞),
CEM
+
⊗DbEM ≃ Db
E
M in E
b(IDM).
Remark 6.9. Let X be a complex manifold and denote as usual by XR
the underlying real analytic manifold to X and Xc the complex conjugate
manifold. Then
O
E
X ≃ RHompi−1DXc (π
−1
OXc ,Db
E
XR
).(6.9)
Definition 6.10. Let U ⊂M be an open subanalytic subset and let ϕ : U −→
R be a continuous map. We say that ϕ is of class (ASA) (almost subanalytic)
on U if there exists a C∞-function ψ : U −→ R such that
(i) ψ is subanalytic on M , that is, the graph Γψ ⊂ U ×R is subanalytic in
M × R,
(ii) there exists a constant C > 0 such that |ϕ(x)−ψ(x)| ≤ C for all x ∈ U .
In such a case, we say that ψ belongs to the (ASA)-class of ϕ.
Conjecture 6.11. Let U ⊂ M be an open subanalytic subset and let
ϕ : U −→ R be a continuous map, subanalytic on M . We conjecture that
such a ϕ is always of class (ASA).
Let U and ϕ be as above with ϕ of class (ASA) and let us choose ψ as in
Definition 6.10. For an open subanalytic subset V of M , we set:
e−ϕDbtM(V ) =
{
u ∈ DbM(V ∩ U) ; e
ψu ∈ DbtM(U ∩ V )
}
.(6.10)
The correspondence V 7→ eϕDbtM(V ) defines a sheaf on Msa, hence an ind-
sheaf on M . We denote this ind-sheaf by e−ϕDbtM .
Theorem 6.12. Let ϕ be a continuous function on a subanalytic open subset
U ofM . Assume that ϕ is of class (ASA). Then the right-hand side of (6.10)
does not depend on the choice of ψ as soon as ψ belongs to the (ASA)-class
of ϕ. Moreover, we have isomorphisms in Db(IDM)
e−ϕDbtM ≃ Ihom
E(C{t≥ϕ(x),x∈U},Db
E
M)
≃ Rπ∗RIhom
(
C{t<ϕ(x) ; x∈U},RHomDP(E
τ
C|P,Db
t
M×P)
)
.
(6.11)
In particular, these objects are concentrated in degree 0.
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Proof. (i) Since
CEM
+
⊗CWϕ ≃ C
E
M
+
⊗CWψ ,
we have
IhomE(C{t≥ϕ(x),x∈U},Db
E
M) ≃ Ihom
E(C{t≥ψ(x),x∈U},Db
E
M).
Hence, the fact that the right-hand side of (6.10) does not depend on the
choice of ψ will follow from (6.11). Therefore, we may assume from the
beginning that ϕ is C∞ and subanalytic on M (see Definition 6.10 (i)).
(ii) Set Wϕ = {(x, t) ; t < ϕ(x); x ∈ U}. It is enough to show
e−ϕDbtM (U) ≃ RHom(CWϕ [1],Db
T
M).(6.12)
(iii) Since DbtM×P(M × P) −→ Db
t
M×P(W ) is surjective, ∂t − 1 acting on
DbtM×P(W ) is surjective. It follows that the right-hand side of (6.12) is
concentrated in degree 0. Set for short
S({t < ϕ}) :=
{
u ∈ DbM(U) ; e
tu|{t<ϕ(x)} is tempered on M × P
}
.(6.13)
Then
Hom(C{t<ϕ(x)},RHom (E
τ
C|P,Db
t
M×P)) ≃ S({t < ϕ}).
(iv) Assume that u ∈ Γ(U ; e−ϕDbtM). Let w ∈ Db(M) such that w|V = e
ϕu.
Then etu = et−ϕ(x)w and et−ϕ(x) is a C∞-function tempered as a distribution
on the set {(x, t) ; t < ϕ(x)}. Therefore, u ∈ S({t < ϕ}).
(v) Assume that u ∈ S({t < ϕ}). Let w ∈ Db(M × P) such that w|{t<ϕ} =
etu|{t<ϕ}. Let us choose a C
∞-function χ(t) supported on {t ∈ R ; |t| < 1}
with
∫
R
χ(t+ 1)etdt = 1. Then χ(t− ϕ(x) + 1)w = χ(t− ϕ(x) + 1)etu and
eϕu =
∫
R
χ(t− ϕ(x) + 1)w dt|V
is tempered. Q.E.D.
Lemma 6.13. Let U be an open subanalytic subset and let f : U −→ R⊔{+∞}
be a map such that the set {(x, t) ∈ U × R ; t ≥ f(x)} is closed in U × R
and is subanalytic in M × R. Then the objects IhomE(C{t≥f(x)},Db
E
M) and
RHomE(C{t≥f(x)},Db
E
M) are concentrated in degree 0.
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Proof. (i) We know that Rπ∗RIhom (C{t≥f(x)},Db
t
M×R
) is concentrated in
degree 0. Then IhomE(C{t≥f(x)},Db
E
M) is represented by the complex
Rπ∗RIhom (C{t≥f(x)},Db
t
M×R
)
∂t−1−−→ Rπ∗RIhom (C{t≥f(x)},Db
t
M×R
),
concentrated in degrees −1 and 0. Hence, it is enough to check that the
operator ∂t−1 acting on Rπ∗RIhom (C{t≥f(x)},Db
t
M×R
) is a monomorphism.
This follows from
{u ∈ DbM(U × R) ; (∂t − 1)u = 0, supp(u) ⊂ {t ≥ f(x)}} = 0.
(ii) Similarly, the complex RΓ
(
M ; Rπ∗RHom (C{t≥f(x)},Db
t
M×R
)
)
is concen-
trated in degree 0 and the operator ∂t − 1 acting on this object is injective.
Q.E.D.
6.3 Examples
In this subsection, we shall give some applications of Corollary 6.5 by using
Theorems 6.12 and 5.9. As above, V is a complex vector space of dimension
dV. We shall often identify V with the underlying real vector space of real
dimension 2dV.
Theorem 6.14. Let f ∈ Conv(V). Then
(i) We have an isomorphism
RHomE(C{t≥f(x)},O
E
V∞
) [dV]
≃ RHomE(C{t≥−f∗(−y),−y∈dom◦(f∗)},O
E
V∗
∞
)⊗ detV
by the Laplace isomorphism (6.7).
(ii) Assume further that f is subanalytic on V and dom◦(f ∗) is an open
subset of V∗. Then, these objects are concentrated in degree 0.
Proof. (i) follows from Corollary 6.5 and Theorem 5.9.
(ii) The object O EV∞ is represented by the Dolbeault complex
O
E
V∞
≃ DbT
V
(0, • )
:= 0 −→ DbT
V
(0,0) ∂
−→ · · · −→ DbT
V
(0,dV) −→ 0,
in which DbTV
(0,0)
stands in degree 0. Then it follows from Lemma 6.13
applied with M = V that RHomE(C{t≥f(x)},O
E
V∞
) [dV] is concentrated in
degrees [−dV, 0] and RHom
E(C{t≥−f∗(−y),−y∈dom◦(f∗)},O
E
V∗
∞
) is concentrated
in degrees [0, dV]. Q.E.D.
Let U ⊂ V be an open convex subanalytic subset and let ϕ : U −→ R be
a continuous function. We assume that ϕ is of class (ASA) on V. We define
the object eϕO t
V
∈ Db(ICV) by the Dolbeault complex:
eϕO t
V
:= 0 −→ eϕDbt
V
(0,0) ∂
−→ · · · −→ eϕDbt
V
(0,dV) −→ 0.(6.14)
Hence, RΓ(U ; eϕO t
V
) := RHom(CU , e
ϕO t
V
) is represented by the complex
0 −→ eϕDbt
V
(0,0)
(U)
∂
−→ · · · −→ eϕDbt
V
(0,dV)(U) −→ 0.
Corollary 6.15. Let U be an open convex and subanalytic subset of V. Let
ϕ : U −→ R be a continuous function and assume that ϕ is convex and of class
(ASA)on V (see Definition 6.10). Let ϕ˜ ∈ Conv(V) be the unique function
such that ϕ˜|U = ϕ and dom
◦(ϕ˜) = U . Then
(a) RΓ(U ; eϕO t
V
) is concentrated in degree 0 and its 0-th cohomology is the
space eϕO t
V
(U) :=
{
u ∈ OV(U) ; e
−ϕu is tempered in V
}
.
(b) Assume moreover that ϕ˜∗ is of class (ASA) on V and dom(ϕ˜∗) = V∗.
Then RΓ(V∗; e−ϕ˜
∗
O t
V
∗) is concentrated in degree dV and the Laplace tra-
nsform induces an isomorphism between the space eϕO t
V
(U) and the space
HdV
(
RΓ(V∗; e−ϕ˜
∗
O t
V
∗)
)
.
Proof. This follows from Theorems 6.14 and 6.12 applied to the function ϕ˜∗.
Q.E.D.
For an open subset Ω of V, we set for short
dΩ(x) = d(x,V \ Ω),
and consider the Dolbeault complex (6.14) in which ϕ(x) = dΩ(x)
−λ (λ ∈
Q>0). For a subanalytic open subset U of Ω, we get the complex
0 −→ edΩ(x)
−λ
Dbt
V
(0,0)
(U)
∂
−→ · · ·
· · ·
∂
−→ edΩ(x)
−λ
Dbt
V
(0,dV)(U) −→ 0
(6.15)
Corollary 6.16. Let Ω and U be open convex subanalytic subsets of V∞ with
U ⊂ Ω, and let λ ∈ Q>0. Then, if dΩ(x)
−λ is of class (ASA), the complex
(6.15) is concentrated in degree 0 and its 0-th cohomology is the space
ed
−λ
Ω O t
V
(U) :=
{
u ∈ OV(U) ; e
−dΩ(x)
−λ
u is tempered in V
}
.
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Proof. Apply Corollary 6.15 with ϕ(x) = dΩ(x)
−λ. This function is convex
by Lemma 5.12. Q.E.D.
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