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Abstract—Conditional Gaussian graphical models (cGGM) are a recent reparametrization of the multivariate linear regression
model which explicitly exhibits i) the partial covariances between the predictors and the responses, and ii) the partial covariances
between the responses themselves. Such models are particularly suitable for interpretability since partial covariances describe
strong relationships between variables. In this framework, we propose a regularization scheme to enhance the learning strategy
of the model by driving the selection of the relevant input features by prior structural information. It comes with an efficient
alternating optimization procedure which is guaranteed to converge to the global minimum. On top of showing competitive
performance on artificial and real datasets, our method demonstrates capabilities for fine interpretation of its parameters, as
illustrated on three high-dimensional datasets from spectroscopy, genetics, and genomics.
Index Terms—Multivariate Regression, Regularization, Sparsity, conditional Gaussian Graphical Model, Regulatory Motif, QTL
study, Spectroscopy
F
1 INTRODUCTION
Multivariate regression, i.e. regression with multiple
response variables, is increasingly used to model high
dimensional problems. By considering multiple re-
sponses, we wish to strengthen the estimation and/or
selection of the relevant input features, by taking
advantage of the dependency pattern between the
outputs. This is particularly appealing when the data
is scarce, or even in the ’n < p’ high dimensional
setup, in which framework this work enters. Com-
pared to its univariate counterpart, the general linear
model aims to predict several – say q – responses from
a set of p predictors, relying on a training data set
{(xi,yi)}i=1,...,n:
yi = B
Txi + εi, εi ∼ N (0,R), ∀i = 1, . . . , n. (1)
The p × q matrix of regression coefficients B and the
q × q covariance matrix R of the Gaussian noise εi
are unknown. Model (1) has been studied by [22]
in the low dimensional case where both ordinary and
generalized least squares estimators of B coincide and
do not depend on R. These approaches boil down to
performing q independent regressions, each column
Bj describing the weights associating the p predictors
to the jth response. In the n < p setup however, these
estimators are not defined.
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Mimicking the univariate-output case, multivari-
ate penalized methods aim to regularize the prob-
lem by biasing the regression coefficients toward a
given feasible set. Sparsity within the set of pre-
dictors is usually the most wanted feature in the
high-dimensional setting, which can be met in the
multivariate framework by a straightforward appli-
cation of the most popular penalty-based methods
from the univariate world involving `1-regularization.
Still, by encouraging sparsity or any other priors by
not distinguishing the regression parameters across
the outputs, we roughly treat multivariate regression
as independent multiple regression problems. It is
obviously of the highest interest to treat the problem
jointly, so that the structure of the output drives the
way the parameters are penalized, and eventually,
selected. Several recent papers tackle the multivariate
regression problem with penalty-based approaches by
including the dependency pattern of the outputs in
the learning process. When this pattern is known
a priori, we enter the “multitask” framework where
many authors have suggested variants of the `1-
penalty shaped accordingly. A natural approach is
to encourage a similar behavior of the regression
parameters across the outputs – or tasks – using
group-norms zeroing a full row of B at once, across
the corresponding outputs (see, e.g., [3], [25]). Re-
finements exist to cope with complex dependency
structures, using graph or tree structures ( [13], [14]),
yet the pattern between the responses remains fixed.
When it is unknown, the general linear model (1) is a
natural tool to account for dependencies between the
responses. In this vein, [30], [42] suggest penalizing
the negative log-likelihood of (1) by two `1 norms
respectively inducing sparsity on the regression co-
efficients B and on the inverse covariance R−1. The-
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2oretical guarantees are proposed in [18], with a two-
stage procedure involving a plug-in estimator of the
inverse covariance, which leads to a computationally
less demanding optimization procedure. However
their criterion is hard to minimize as it is only bi-
convex in (B,R−1), and no theoretical guarantee is
provided regarding the convergence of the proposed
optimization strategy.
In [33], [43], an elegant re-parametrization of (1) is
depicted, leading to a formulation that is jointly con-
vex and enjoys features of Gaussian Graphical Models
(GGM). This has been referred to as a ’conditional
Gaussian Graphical Model’ (cGGM) or ’partial Gaussian
Graphical Model’ in the recent literature. A remarkable
feature of this formulation is to explicitly exhibit the
direct relationships that exist between the predictors xi
and the responses yi through their partial covariances
(denoted Ωxy hereafter). Dealing with the direct
links Ωxy is much more convenient for interpretability
than is dealing with the regression parameters B,
the latter entailing both direct and indirect influences,
possibly due to some strong correlations between the
responses. Regarding the learning strategy, [33] pro-
pose to regularize the cGGM log-likelihood by two `1-
norms respectively acting on the partial covariances
between the features and the responses Ωxy on the
first hand, and on the partial covariance between the
responses themselves via R−1 on the second hand.
In this paper, we build on this approach yet in a
slightly different setting. First we typically assume
a reasonable number of outputs compared to the
number of predictors and sample size (while we insist
on the fact that the number of predictors may exceed
the sample size). As a consequence our regularizer
induces sparsity on the direct relationships like in [33],
yet no sparsity assumption is made for the inverse
covariance. Second, we consider applications where
structural information about sparsity is available.
Here the structural information will be embedded in
the regularization scheme via an additional regular-
ization term using an application-specific metrics, in
the same manner as in the ’structured’ versions of
the Elastic-net [11], [21], [32], or quadratic penalty
function using the Laplacian graph [19], [29] proposed
in the univariate-output case. We show that the
resulting penalized likelihood optimization problem
can be solved efficiently and provide algorithmic
convergence guarantees for the two-step procedure
presented here. Penalized criteria for the choice of
the regularization parameters are also provided. We
also investigate the importance of embedding for
structural prior information in the various contexts of
spectroscopy, genomic selection and regulatory motif
discovery, illustrating how accounting for application-
specific improves both performance and interpretabil-
ity. The procedure is available as an R-package called
spring, available on the R-forge.
The outline of the paper is as follows. In Section
2 we provide background on cGGM and present our
regularization scheme. In Section 3, we develop an
efficient optimization strategy in order to minimize
the associated criterion. A paragraph also addresses
the model selection issue. Section 4 is dedicated
to illustrative simulation studies. In Section 5, we
investigate three multivariate data sets: first, we con-
sider an example in spectrometry with the analysis
of cookie dough samples; second, the relationships
between genetic markers and a series of phenotypes
of the plant Brassica napus is addressed; and third,
we investigate the discovery of regulatory motifs of
yeast from time-course microarray experiments. In
these applications, some specific underlying structur-
ing priors arise, the integration of which within our
model is detailed as it is one of the main contributions
of our work.
2 MODEL SETUP
2.1 Background on cGGM
The statistical framework of cGGM arises from a
different parametrization of (1) which fills the gap
between multivariate regression and GGM. It extends
to the multivariate case the links existing between
the linear model, partial correlations and GGM, as
depicted for instance by [24] then [28]. To the best of
our knowledge, the connection in the case of multiple
reponses was first underlined by [33], which we recall
here. It amounts to investigating the joint probability
distribution of (xi,yi) in the Gaussian case, with the
following block-wise decomposition of the covariance
matrix Σ and its inverse Ω = Σ−1:
Σ =
(
Σxx Σxy
Σyx Σyy
)
, Ω =
(
Ωxx Ωxy
Ωyx Ωyy
)
. (2)
Back to the distribution of yi conditional on xi, multi-
variate Gaussian analysis shows that, for centered xi
and yi,
yi|xi ∼ N
(−Ω−1yyΩyxxi,Ω−1yy) . (3)
This model, associated with the full sample
{(xi,yi)}i=1,...,n, can be written in a matrix form
by stacking in rows first the observations of the
responses, and then of the predictors, in two data
matrices Y and X with respective sizes n × q and
n× p, such that
Y = −XΩxyΩ−1yy + ε,
vec(ε) ∼ N (0nq, In ⊗Ω−1yy) , (4)
where, for a n × p matrix A, denoting Aj its jth
column, the vec operator is defined as vec(A) =
(AT1 . . .A
T
p )
T . The log-likelihood of (4) – which is a
conditional likelihood regarding the joint model (2) –
3is written
logL(Ωxy,Ωyy) =
n
2
log |Ωyy|+
n
2
tr
((
Y + XΩxyΩ
−1
yy
)
Ωyy
(
Y + XΩxyΩ
−1
yy
)T)
+cst.
(5)
Introducing the empirical matrices of covariance
Syy = n
−1∑n
i=1 yiy
T
i , Sxx = n
−1∑n
i=1 xix
T
i , and
Syx = n
−1∑n
i=1 yix
T
i , one has
− 2
n
logL(Ωxy,Ωyy) = − log |Ωyy|+ tr (SyyΩyy)
+ 2tr (SxyΩyx) + tr(ΩyxSxxΩxyΩ
−1
yy ) + cst. (6)
We notice by comparing the cGGM (3) to the multi-
variate regression model (1) that Ω−1yy = R and B =
−ΩxyΩ−1yy . Although equivalent to (1), the alternative
parametrization (3) shows two important differences
with several implications. First, in light of convex
optimization theory, the negative log-likelihood (5)
can be shown to be jointly convex in (Ωxy,Ωyy) (a
formal proof can be found in [43]). Minimization
problems involving (5) will thus be amenable to a
global solution, which facilitates both optimization
and theoretical analysis. As such, the conditional
negative log-likelihood (5) will serve as a building
block for our learning criterion. Second, it unveils
new interpretations for the relationships between in-
put and output variables, as discussed in [33]: Ωxy de-
scribes the direct relationships between predictors and
responses, the support of which we are looking for
to select relevant interactions. On the other hand, B
entails both direct and indirect influences, possibly due
to some strong correlations between the responses,
described by the covariance matrix R (or equivalently
its inverse Ωyy). To provide additional insights on
cGGM, Figure 1 illustrates the relationships between
B,Ωxy and R in two simple scenarios where p = 40
and q = 5. Scenarios a) and b) are discriminated
by the presence of a strong structure among the
predictors. Still, the important point to grasp at this
stage of the paper is how strong correlations between
outcomes can completely “mask” the direct links in
the regression coefficients: the stronger the correlation
in R, the less it is possible to distinguish in B the non-
zero coefficients of Ωxy.
2.2 Structured regularization with underlying
sparsity
Our regularization scheme starts by considering some
structural prior information about the relationships
between the coefficients. We are typically thinking
of a situation where similar inputs are expected to
have similar direct relationships with the outputs.
The right panel of Figure 1 represents an illustration
of such a situation, where there exists an extreme
neighborhood structure between the predictors. This
depicts a pattern that acts along the rows of B or Ωxy
as substantiated by the following Bayesian point of
view.
Bayesian interpretation
Suppose that the similarities can be encoded into a
matrix L. Our aim is to account for this information
when learning the coefficients. The Bayesian frame-
work provides a convenient setup for defining the
way the structural information should be accounted
for. In the single output case (see, e.g. [23]), a
conjugate prior for β would be N (0,L−1). Combined
with the covariance between the outputs, this gives
vec(B) ∼ N (0,R⊗ L−1),
where ⊗ is the Kronecker product. By properties of
the vec operator, this can be stated straightforwardly
as
vec(Ωxy) ∼ N (0,R−1 ⊗ L−1)
for the direct links. Choosing such a prior results in
logP(Ωxy|L,R) = 1
2
tr
(
ΩTxyLΩxyR
)
+ cst.
Criterion
Through this argument, we propose a criterion with
two terms to regularize the conditional negative log-
likelihood (5): first, a smooth trace term relying on the
available structural information L; and second, an `1
norm that encourages sparsity among the direct links.
We write the criterion as a function of (Ωxy,Ωyy)
rather than (Ωxy,R), although equivalent in terms
of estimation, since the former leads to a convex
formulation. The optimization problem turns to the
minimization of
J(Ωxy,Ωyy) = − 1
n
logL(Ωxy,Ωyy)
+
λ2
2
tr
(
ΩyxLΩxyΩ
−1
yy
)
+ λ1‖Ωxy‖1. (7)
2.3 Connection to other sparse methods
To get more insight into our model and to facilitate
connections with existing approaches, we shall write
the objective function (7) as a penalized univariate
regression problem. This amounts to “vectorizing”
model (4) with respect to Ωxy, i.e., to writing the ob-
jective as a function of (ω,Ωyy) where ω = vec(Ωxy).
This is stated in the following proposition, which can
be derived from straightforward matrix algebra, as
proved in Appendix Section A.1. The main interest
of this proposition will become clear when deriving
the optimization procedure that aims at minimizing
(7), as the optimization problem when Ωyy is fixed
turns to a generalized Elastic-Net problem. Note that
we use A1/2 to denote the square root of a matrix,
obtained for instance by a Cholesky factorization in
the case of a symmetric positive definite matrix.
4Rlow Rmed Rhigh
Ωxy Blow Bmed Bhigh
Rlow Rmed Rhigh
Ωxy Blow Bmed Bhigh
(a) (b)
Figure 1. Toy examples to illustrate the relationships between B,Ωxy and R in the cGGM (better seen in color):
on panel a), a situation with no particular structure among the predictors; on panel b), a strong neighborhood
structure. For each panel, we represent the effect of stronger correlations in R on masking the direct links in B.
Proposition 1. Let ω = vec(Ωxy). An equivalent vector
form of (7) is
J(ω,Ωyy) = −1
2
log |Ωyy|+ 1
2n
∥∥∥y˜ + X˜ω∥∥∥2
2
+
λ2
2
ωT
(
Ω−1yy ⊗ L
)
ω + λ1 ‖ω‖1 ,
where the n × q dimensional vector y˜ and the nq × pq
dimensional matrix X˜ depends on Ωyy such that
y˜ = vec(YΩ1/2yy ), X˜ =
(
Ω−1/2yy ⊗X
)
.
When there is only one response (q = 1) the
variance-covariance matrix R and its inverse Ωyy
turns to a scalar denoted by σ2, the matrix B to a
p-vector β, and the objective (7) can be rewritten
log(σ) +
1
2nσ2
‖y −Xβ‖22 +
λ2
2σ2
βTLβ+
λ1
σ2
‖β‖1. (8)
We recognize in (8) the log-likelihood of a “usual”
linear model with Gaussian noise, unknown variance
σ2 and regression parameters β, plus a mixture of `1
and `2 norms. Assuming that σ is known, we rec-
ognize the general structured Elastic-net regression.
If σ is unknown, letting λ2 = 0 in (8) leads to the `1-
penalized mixture regression model proposed by [34],
where both β and σ2 are inferred. In [34], the authors
insist on the importance of penalizing the vector of co-
efficients by an amount that is inversely proportional
to σ: in the closely related Bayesian Lasso framework
of [27], the prior on β is defined conditionally on σ
to guarantee an unimodal posterior.
3 LEARNING
3.1 Optimization
In the classical framework of parametrization (1),
alternate strategies where optimization is successively
performed over Ωxy and Ωyy have been proposed
[30], [42]. They come with no guarantee of conver-
gence to the global optimum since the objective is only
bi-convex. In the cGGM framework of [33], [43], the
optimized criterion is jointly convex yet no conver-
gence result is provided regarding the optimization
procedure proposed by the authors. Here we also
consider the alternate strategy for which theoretical
guarantees are provided by the following theorem:
Theorem 1. Let n ≥ q. Criterion (7) is jointly convex in
(Ωxy,Ωyy). Moreover, the alternate optimization
Ωˆ
(k+1)
yy = arg min
Ωyy0
Jλ1λ2(Ωˆ
(k)
xy ,Ωyy), (9a)
Ωˆ
(k+1)
xy = arg min
Ωxy
Jλ1λ2(Ωxy, Ωˆ
(k+1)
yy ). (9b)
leads to the optimal solution.
The proof is given in Appendix A.3, and relies on
the fact that efficient procedures exist to solve the
two convex sub-problems (9a) and (9b).
Because our procedure relies on alternating opti-
mization, it is difficult to give either a global rate of
convergence or a complexity bound. Nevertheless,
the complexity of each iteration is easy to derive,
since it amounts to two well-known problems: the
main computational cost in (9a) is due to the SVD
of a q × q matrix, which costs O(q3). Concerning
(9b), it amounts to the resolution of an Elastic-Net
problem with p×q variables and n×q samples. If the
final number of nonzero entries in Ωˆxy is k, a good
implementation with Cholesky update/downdate is
roughly in O(npq2k) (see, e.g. [1]). Since we typically
assumed that p ≥ n ≥ q, the global cost of a single
iteration of the alternating scheme is thus O(npq2k),
5and we theoretically can treat problems with large p
when k remains moderate.
Finally, we typically want to compute a series of
solutions along the regularization path of Problem
(7), i.e. for various values of (λ1, λ2). To this end,
we simply choose a grid of penalties Λ1 × Λ2 ={
λmin1 , . . . , λ
max
1
} × {λmin2 , . . . , λmax2 }. The process is
easily distributed on different computer cores, each
core corresponding to a value picked in Λ2. Then on
each core – i.e. for a fix λ2 ∈ Λ2 – we cover all the
values of λ1 ∈ Λ1 relying on the warm start strategy
frequently used to go through the regularization path
of `1-penalized problems.
3.2 Model selection and parameter tuning
Model selection amounts here to choosing a couple
of tuning parameters (λ1, λ2) among the grid Λ1×Λ2,
where λ1 tunes the sparsity while λ2 tunes the amount
of structural regularization. We aim to pick either
the model with minimum prediction error, or the
one closest to the true model, assuming Equation (3)
holds. These two perspectives generally do not
lead to the same model choices: when looking for
the model minimizing the prediction error, K-fold
cross-validation is the recommended option ( [12])
despite its additional computational cost. Letting
κ : {1, . . . , n} → {1, . . . ,K} the function indexing
the fold to which observation i is allocated, the CV-
choices for (λcv1 , λ
cv
2 ) are the ones that minimize
1
n
n∑
i=1
∥∥∥xTi Bˆλ1,λ2−κ(i) − yi∥∥∥2
2
,
where Bˆλ1,λ2−κ(i) minimizes the objective (7), once data
κ(i) has been removed. In place of the prediction
error, other quantities can be cross-validated in our
context, e.g. the negative log-likelihood (5). In the
remainder of the paper, however, we only consider
cross-validating the prediction error, though.
As an alternative to cross-validation, penalyzed
criteria provide a fast way to perform model selection
and are sometimes more suited to the selection of
the true underlying model. Although relying on
asymptotic derivations, they often offer good practical
performance when the sample size n is not too small
compared to the problem dimension. For penalized
methods, a general form for various information cri-
teria is expressed as a function of the likelihood L
(defined by (5) here) and the effective degrees of
freedom:
−2 logL(Ωˆλ1,λ2xy , Ωˆ
λ1,λ2
yy ) + pen · dfλ1,λ2 .
Setting pen = 2 or log(n) respectively leads to AIC or
BIC. For the practical evaluation of (3.2), we must give
some sense to the effective degrees of freedom dfλ1,λ2 .
We use the now classical definition of [5] and rely on
the work of [39] to derive the following Proposition,
the proof of which is postponed to Appendix Section
A.4.
Proposition 2. An unbiased estimator of dfλ1,λ2 for our
fitting procedure is
dˆfλ1,λ2 = card(A)
− λ2tr
(
(Rˆ⊗ L)AA
(
(Rˆ⊗ (Sxx + λ2L))AA
)−1)
,
where A =
{
j : vec
(
Ωˆ
λ1,λ2
xy
)
6= 0
}
is the set of nonzero
entries in Ωˆ
λ1,λ2
xy .
Note that we can compute this expression at no ad-
ditional cost, relying on computations already made
during the optimization process.
4 SIMULATION STUDIES
In this section, we would like to illustrate the new
features of our proposal compared to several baselines
in well controlled settings. To this end, we perform
two simulation studies to evaluate i) the gain brought
by the estimation of the residual covariance R and
ii) the gain brought by the inclusion of informative
structure on the predictors via L.
Implementation details
In our experiments, performance are compared with
well-established regularization methods, whose im-
plementation is easily accessible: the LASSO ( [36]),
the multitask group-LASSO, MRCE ( [30]), the Elastic-
Net ( [44]) and the Structured Elastic-Net ( [32]).
LASSO and group-LASSO are fitted with the R-
package glmnet ( [7]) and MRCE with [30]’s package.
All other methods are fitted using our own code. Our
own procedure is available as an R-package called
spring, distributed on the R-forge1. As such, we
sometimes refer to our method as ’SPRING’ in the
simulation part.
Data generation
Artificial datasets are generated according to the mul-
tivariate regression model (1). We assume that the
decomposition B = ΩxyΩ−1yy = ΩxyR holds for the
regression coefficients. We control the sparsity pattern
of Ωxy by arranging non null entries according to a
possible structure of the predictors along the rows of
Ωxy. We always use uncorrelated Gaussian predictors
xi ∼ N (0, I) in order not to promote excessively
the methods that take this structure into account.
Strength of the relationships between the outputs are
tuned by the covariance matrix R. We measure the
performance of the learning procedures thanks to
the prediction error (PE) estimated using a large test
set of observations generated according to the true
model. When relevant, mean squared error (MSE) of
1. https://r-forge.r-project.org/projects/spring-pkg/
6the regression coefficients B is also presented. For
conciseness, it is eluded when it shows results which
are quantitatively identical to PE.
4.1 Influence of covariance between outcomes
The first simulation study aims to illustrate the advan-
tage of splitting B into −ΩxyR over working directly
on B. We set p = 40 predictors, q = 5 outcomes and
randomly select 25 non null entries in {−1, 1} to fill
Ωxy. We do not put any structure along the predictors
as this study intends to measure the gain of using the
cGGM approach. The covariance follows a Toeplitz
scheme2: one has Rij = τ |i−j|, for i, j = 1, . . . , q.
We consider three scenarios tuned by τ ∈ {.1, .5, .9}
corresponding to an increasing correlation between
the outcomes that eventually makes the cGGM more
relevant. These settings have been used to generate
panel (a) of Figure 1. For each covariance scenario,
we generate a training set with size n = 50 and a test
set with size n = 1000. We assess the performance
of SPRING by comparison with three baselines: i)
the LASSO, ii) the `1/`2 multitask group-LASSO and
iii) SPRING with known covariance matrix R. As
it corresponds to the best fit we can obtain with our
proposal, we call this variant the “oracle” mode of
SPRING. The final estimators are obtained by 5-fold
cross-validation on the training set. Figure 2 gives
the boxplots of PE obtained for 100 replicates. As
expected, the advantage of taking the covariance into
account becomes more and more important for main-
taining a low PE when τ increases. When correlation
is low, the LASSO dominates the group-LASSO; this
is the other way around in the high correlation setup,
where the latter takes full advantage of its grouping
effect along the outcomes. Still, our proposal remains
significantly better as soon as τ is substantial enough.
We also note that our iterative algorithm does a good
job since SPRING remains close to its oracle variant.
4.2 Structure integration and robustness
The second simulation study is designed to measure
the impact of introducing an informative prior along
the predictors via L. To remove any effect induced
by the covariance between the outputs, we set q = 1.
In this case the criterion is written as in Expression
(8): R boils down to a scalar σ2 and B,Ωxy turn to
two p-size vectors sharing the same sparsity pattern
such that β = −ωσ2. In this situation, SPRING
is close to [32]’s structured Elastic-Net, except that
we hope for a better estimation of the coefficients
thanks to the estimation of σ. For comparison, we
thus draw inspiration from the simulation settings
originally used to illustrate the structured Elastic-Net:
2. We set R a correlation matrix in order not to excessively
penalize the LASSO or the group-LASSO, which both use the
same tuning parameter λ1 across the outcomes (and thus the same
variance estimator).
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Figure 2. Illustration of the influence of correlations
between outcomes. Scenarios {low,med,high}map to
τ ∈ {.1, .5, .9} in the Toeplitz-shaped covariance matrix
R.
we set ω = (ωj)
p
j=1, with p = 100, so that we observe
a sparse vector with two smooth bumps, one positive
and the other one negative:
ωj =

−((30− j)2 − 100)/200 j = 21, . . . 39,
((70− j)2 − 100)/200 j = 61, . . . 80,
0 otherwise.
A natural choice for L is to rely on the first forward
difference operator as in the fused-Lasso ( [37]), or its
smooth counterpart ( [11]). We thus set L = DTD
with
Dij =

1 if i = j,
−1 if j = i+ 1
0 otherwise
,
i = 1, . . . , p− 1,
j = 1, . . . , p.
(10)
Hence, L is the combinatorial Laplacian of a chain
graph between the successive predictors. Figure 3
40
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penalty level λ1 (scaled)
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ro
r
estimator
spring (λ2 = .01)
spring (λ2 = .00)
lasso                
Figure 3. Illustrating gain brought by structure infor-
mation toward predictive performance
shows the typical gain brought by prior structure
knowledge. We generate 100 learning samples of size
n = 100 with σ2 = 5 and represent the averaged
PE curves as a function of λ1 for the LASSO and
for two versions of SPRING, with (λ2 = .01) and
without (λ2 = 0) informative prior. Incorporating
7relevant structural information leads to a dramatic
improvement. As expected, univariate SPRING with
no prior performs like the LASSO, in the sense that
they share the same minimal PE.
Now, the question is: what if we introduce a wrong
prior, i.e. a matrix L completely disconnected from
the true structure of the coefficients? To answer this
question, we use the same settings as above and
randomly swap the entries in ω, using exactly the
same xi to generate the yi3. We then apply SPRING
using respectively a non informative prior equal to the
identity matrix (thus mimicking the Elastic-Net) and
a ’wrong’ prior L whose rows and columns remain
unswapped. We also try the LASSO, the Elastic-
Net and the structured Elastic-Net. All methods are
tuned with 5-fold cross-validation on the learning set.
Table 1 presents the results averaged over 100 runs
both in terms of PE (using a size-1000 test set) and
MSE.
Method Scenario MSE PE
LASSO – .336 (.096) 58.6 (10.2)
E-Net (L = I) – .340 (.095) 59 (10.3)
SPRING (L = I) – .358 (.094) 60.7 (10)
S. E-net unswapped .163 (.036) 41.3 ( 4.08)
(L = DTD) swapped .352 (.107) 60.3 (11.42)
SPRING unswapped .062 (.022) 31.4 ( 2.99)
(L = DTD) swapped .378 (.123) 62.9 (13.15)
Table 1
Structure integration: performance and robustness.
Swapped and unswapped results are the same for
LASSO, Elastic-Net and SPRING for L = I.
As expected, the methods that do not integrate
any structural information (LASSO, Elastic-Net and
SPRING with L = I) are not affected by the per-
mutation, and we avoid these redundancies in Table
1 to save space. Overall, they share similar per-
formance both in terms of PE and MSE. When the
prior structure is relevant, SPRING, and to a lesser
extent the structured Elastic-Net, clearly outperform
the other competitors. Surprisingly, this is particularly
true in terms of MSE, where SPRING also dominates
the structured Elastic-Net that works with the same
information. This means that the estimation of the
variance also helped in the inference process. Finally,
these results essentially support the robustness of the
structured methods which are not much altered when
using a wrong prior specification.
5 APPLICATION STUDIES
In this section the flexibility of our proposal is illus-
trated by investigating three multivariate data prob-
lems from various contexts, namely spectroscopy, ge-
netics and genomics, where we insist on the construc-
tion of the structuring matrix L.
3. We also used the same seed and CV-folds for both scenarios.
5.1 Near-Infrared Spectroscopy of Cookie Dough
Pieces
Context
In Near-Infrared (NIR) spectroscopy, one aims to pre-
dict one or several quantitative variables from the NIR
spectrum of a given sample. Each sampled spectrum
is a curve that represents the level of reflectance along
the NIR region, that is, wavelengths from 800 to
2500 nanometers (nm). The quantitative variables
are typically related to the chemical composition of
the sample. The problem is then to select the most
predictive region of the spectrum, i.e. some peaks that
show good capabilities for predicting the response
variable(s). This is known as a “calibration problem”
in Statistics. NIR technique is used in fields as diverse
as agronomy, astronomy or pharmacology. In such
experiments, it is likely to encounter very strong
correlations and structure along the predictors. In
this perspective, [9] proposes to apply the Elastic-Net
which is known to select simultaneously groups of
correlated predictors. However it is not adapted to the
prediction of several responses simultaneously. In [2],
an interesting wavelet regression model with Bayesian
inference is introduced that enters the multivariate
regression model, as does our proposal.
Description of the dataset
We consider the cookie dough data from [26]. The
data with the corresponding test and training sets are
available in the fds R package. After data pretreat-
ments as in [2], we have n = 39 dough pieces in the
training set: each sample consists in an NIR spectrum
with p = 256 points measured from 1380 to 2400 nm
(spaced by 4 nm), and in four quantitative variables
that describe the percentages of fat, sugar flour and
water of in the piece of dough.
Structure specification
We would like to account for the neighborhood struc-
ture between the predictors which is obvious in the
context of NIR spectroscopy: since spectra are con-
tinuous curves, a smooth neighborhood prior will
encourage predictors to be selected by “wave”, which
seems more satisfactory than isolated peaks. Thus,
we naturally define L by means of the first forward
difference operator (10). We also tested higher orders
of the operator to induce a stronger smoothing effect,
but they do not lead to dramatic changes in terms of
PE and we omit them. Order k is simply obtained by
powering the first order matrix. Such techniques have
been studied in a structured `1-penalty framework
in [15], [38] and is known as trend filtering. Our
approach however is different, though: it enters a
multivariate framework and is based on a smooth `2-
penalty coupled with the `1-penalty for selection.
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Figure 4. Parameters estimated by the penalized regression methods for the cookie data
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Figure 5. Parameters estimated by our proposal for the cookie dough data (better seen in color). Since Bˆ and
Ωˆxy are opposite in sign in our model, we represent −Ωˆxy to ease the comparison between direct and indirect
effects.
Results
The predictive performance of a series of regression
techniques is compared in Table 2, evaluated on the
same test set. The first four rows (namely step-
Method fat sucrose flour water
Stepwise MLR .044 1.188 .722 .221
Decision theory .076 .566 .265 .176
PLS .151 .583 .375 .105
PCR .160 .614 .388 .106
Wavelet Regression .058 .819 .457 .080
LASSO .044 .853 .370 .088
group-LASSO .127 .918 .467 .102
MRCE .151 .821 .321 .081
Structured E-net .044 .596 .363 .082
SPRING (CV) .065 .397 .237 .083
SPRING (BIC) .048 .389 .243 .066
Table 2
Prediction error for the cookie dough data.
wise multivariate regression, Bayesian decision theory
approach, Partial Least Square and Principal Com-
ponent Regression) correspond to calibration meth-
ods originally presented in [2]; row five (Bayesian
Wavelet Regression) is the original proposal from
[2]; the remainder of the table is due to our own
analysis. We observe that, on this example, SPRING
achieves extremely competitive results. The BIC per-
forms notably well as a model selection criterion.
Figure 4 shows the regression coefficients adjusted
with the penalized regression techniques: apart from
LASSO which selects very isolated (and unstable)
wavelengths, non-zero regression coefficients have
quite a wide spread, and therefore hard to interpret.
As expected, the multitask group-Lasso activates the
same predictors across the responses, which is not a
good idea when looking at the predictive performance
in Table 2. On the other hand, in Figure 5, the direct
effects selected by SPRING with BIC define predictive
regions specific to each response which are well suited
for interpretability purposes. Parameters fitted by our
approach with BIC are represented on Figure 5 with,
from left to right, the estimators of the regression
coefficients B, of the direct effects Ωxy and of the
residual covariance R. The regression coefficients
show no sparsity pattern but a strong spatial structure
along the spectrum, characterized by waves induced
9by a smooth first order difference prior. Concern-
ing a potential structure between the outputs, we
identify interesting regions where a strong correlation
between the responses induces correlations between
the regression coefficients. Consider for instance po-
sitions of the wavelength between 1750 and 2000 nm:
the regression parameters related to “dry-flour” are
clearly anti-correlated with those related to “sucrose”.
Still, we cannot distinguish in Bˆ for a direct effect
of this region on either the flour or sucrose compo-
sition. Such a distinction is achieved on the middle
panel where direct effects Ωˆxy selected are plotted:
it defines sparse predictive regions specific to each
response which are well suited for interpretability
purposes; in fact, it is now obvious that region 1750
to 2000 is rather linked to the sucrose.
5.2 Multi-trait Genomic Selection in Brassica na-
pus
Context
Genomic selection is aimed at predicting one or sev-
eral phenotypes based on the information of genetic
markers. To this end, regularization methods such
as ridge or Lasso regression or their Bayesian coun-
terparts have been proposed ( [4]). Still, in most
studies only single trait genomic selection is per-
formed, neglecting correlations between phenotypes.
Moreover, little attention has been devoted to the de-
velopment of regularization methods including prior
genetic knowledge.
Description of the dataset
We consider the Brassica napus dataset described in
[6] and [16]. Data consists in n = 103 double-
haploid lines derived from 2 parent cultivars, ‘Stellar’
and ‘Major’, on which p = 300 genetic markers and
q = 8 traits (responses) were recorded. Each marker
is a 0/1 covariate with xji = 0 if line i has the
’Stellar’ allele at marker j, and xji = 1 otherwise.
Traits included are percent winter survival for 1992,
1993, 1994, 1997 and 1999 (surv92, surv93, surv94,
surv97, surv99, respectively), and days to flowering
after no vernalization (flower0), 4 weeks vernalization
(flower4) or 8 weeks vernalization (flower8).
Structure specification
In a biparental line population, correlation between 2
markers depends on their genetic distance defined in
terms of recombination fraction. As a consequence,
one expects adjacent markers on the sequence to be
correlated, yielding similar direct relationships with
the phenotypic traits. Noting d12 the genetic distance
between markers M1 and M2, one has cor(M1,M2) =
ρd12 , where ρ = .984. The covariance matrix L−1 can
4. This value directly arises from the definition of the genetic
distance itself.
hence be defined as L−1ij = ρ
dij . Moreover, assuming
recombination events are independent between M1
and M2 on the one hand, and M2 and M3 on the other
hand, one has d13 = d12 +d23 and matrix L−1 exhibits
an inhomogeneous AR(1) profile. As a consequence,
L is tridiagonal with general elements
wi,i =
1− ρ2di−1,i+2di,i+1
(1− ρ2di−1,i)(1− ρ2di,i+1) ,
wi,i+1 =
−ρdi,i+1
1− ρ2di,i+1
and wi,j = 0 if |i − j| > 1. For the first (resp. last)
marker, the distance di−1,i (resp. di,i+1) is infinite.
Results
To compare SPRING and its competitors in terms of
predictive performance, PE is estimated by randomly
splitting the 103 samples into training and test sets
with sizes 93 and 10. Before adjusting the models, we
first scale the outcomes on the training and test sets
to facilitate interpretability. Five-fold cross-validation
is used on the training set to choose the tuning
parameters. Two hundred random samplings of the
test and training sets were conducted to estimate the
PE given in Table 3. All methods provide similar re-
sults although SPRING provides the smallest error for
half of the traits. A picture of the between-response
covariance matrix estimated with SPRING is given
in Figure 6. It reflects the correlation between the
traits, which are either explained by an unexplored
part of the genotype, by the environment or by some
interaction between the two. The residuals of the
flowering times exhibit strong correlations, whereas
correlations between the survival rates are weak. It
also shows that the survival traits have a larger resid-
ual variability than do the flowering traits, suggesting
a higher sensitivity to environmental conditions.
flower0
flower4
flower8
surv92
surv93
surv94
surv97
surv99
flower0 flower4 flower8 surv92 surv93 surv94 surv97 surv99
−1.0
−0.5
0.0
0.5
1.0
correlation
Figure 6. Brassica study: residual covariance estima-
tion
We then turn to the effects of each marker on the
different traits. The left panels of Figure 7 give both
the regression coefficients (top) and the direct effects
(bottom). The gray zones correspond to chromosomes
10
Method surv92 surv93 surv94 surv97 surv99
LASSO .730 (.011) .977 (.009) .943 (.010) .947 (.009) .916 (.010)
S. Enet .697 (.011) .987 (.009) .941 (.011) .945 (.009) .911 (.010)
MRCE .759 (.010) .919 (.003) 917 (.006) .924 (.004) .926 (.006)
SPRING .724 (.010) .948 (.008) .848 (.010) .940 (.006) .907 (.009)
Method flower0 flower4 flower8
LASSO .609 (.011) .501 (.011) .744 (.011)
S. Enet .577 (.011) .478 (.010) .727 (.012)
MRCE .591 (.011) .479 (.011) .736 (.011)
SPRING .489 (.010) .419 (.009) .616 (.012)
Table 3
Estimated prediction error for the Brassica napus data (standard error in parentheses)
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Figure 7. Brassica Study: direct and indirect genetic effects of the markers on the traits estimated by SPRING
(better seen in color).
2, 8 and 10, respectively. The exact location of the
markers within these chromosomes is displayed in
the right panels, where the size of the dots reflects
the absolute value of the regression coefficients (top)
and of the direct effects (bottom). The interest of
considering direct effects rather than regression coef-
ficients appears clearly here, if one looks for example
at chromosome 2. Three large overlapping regions
are observed in the coefficient plot, for each flowering
trait. A straightforward interpretation would suggest
that the corresponding region controls the general
flowering process. The direct effect plot allows one
to go deeper and shows that these three responses
are actually controlled by three separate sub-regions
within this chromosome. The confusion in the coef-
ficient plot only results from the strong correlations
observed among the three flowering traits.
5.3 Selecting regulatory motifs from multiple mi-
croarrays
5.3.1 Context
In genomics, the expression of genes is initiated by
transcription factors that bind to the DNA upstream
from the coding regions, called regulatory regions. This
binding occurs when a given factor recognizes a cer-
tain (small) sequence called a regulatory motif. Genes
hosting the same regulatory motif will be jointly
expressed under certain conditions. As the binding
relies on chemical affinity, some degeneracy can be
tolerated in the motif definition, and motifs similar
but for small variations may share the same functional
properties (see, e.g. [17]).
We are interested in the detection of such regula-
tory motifs, the presence of which controls the gene
expression profile. To this aim we try to establish a
11
relationship between the expression level of all genes
across a series of conditions with the content of their
respective regulatory regions in terms of motifs. In
this context, we expect i) the set of influential motifs
to be small for each condition, ii) the influential motifs
for a given condition to be degenerate versions of each
other, and iii) the expression under similar conditions
to be controlled by the same motifs.
Description of the dataset
In [8], a series of microarray experiments are con-
ducted on yeast cells (Saccharomyces cerevisae). Among
these assays, we consider 12 time-course experiments
profiling n = 5883 genes under various environmental
changes as listed in Table 4. These expression sets
form 12 potential response matrices Y, the column
number of which corresponds to the number of time
points. Concerning the predictors, we consider the
Experiment # time point # motifs selected
k = 7 k = 8 k = 9
Heat shock 8 30 68 43
Shift from 37°to 25 °C 5 3 11 33
Mild Heat shock 4 24 13 23
Response to H2O2 10 15 10 21
Menadione Exposure 9 16 1 7
DDT exposure 1 8 15 10 30
DDT exposure 2 7 11 33 21
Diamide treatment 8 45 25 35
Hyperosmotic shock 7 36 24 15
Hypo-osmotic shock 5 20 8 29
Amino-acid starvation 5 47 30 39
Diauxic Shift 7 16 14 20
total number of unique motifs inferred 87 82 72
Table 4
Time-course data from [8] considered for regulatory
motif discovery
set of all motifs with length k formed with the four
nucleotides, that is Mk = {A,C,G, T}k. There are
p = |Mk| = 4k such motifs. Unless otherwise stated,
the motifs in M are lined up in lexicographical order
e.g., when k = 2, AA,AC,AG,AT,CA,CC, . . . and
so on. Then, the n× p matrix of predictors X is filled
such that Xij equals the occurrence count of motif j
in the regulatory region of gene i.
Structure specification
As we expect influential motifs for a given condition
to be degenerate versions of each other, we first
measure the similarity between any two motifs from
Mk with the Hamming defined as
∀a, b ∈Mk, dist(a, b) = card{i : ai 6= bi}.
For a fixed value of interest 0 ≤ ` ≤ k, we further
define the `-distance matrix Dk,` = (dk,`ab )a,b∈Mk as
∀a, b ∈Mk, dk,`ab =
{
1 if dist(a, b) ≤ `
0 otherwise.
Dk,` can be viewed as the adjacency matrix of a
graph where the nodes are the motifs and where an
edge is present between 2 nodes when the 2 motifs are
at a Hamming distance less or equal to `. We finally
use the Laplacian of this graph as a structuring matrix
Lk,` = (`k,`ab )a,b∈Mk , that is
`k,`ab =

∑
c∈Mk d
k,`
ac if a = b,
−1 if dk,`ab = 1,
0 otherwise.
(11)
Note that we came across a similar proposal by [20] in
the context of sparse, structured PLS. The derivation,
however, is different, and the objective of this method
is not the selection of motifs but of families of motifs
via the compression performed by the PLS.
Results
We apply our methodology for candidate motifs
from M7,M8 and M9, which results in three lists
of putative motifs having a direct effect on gene
expression. Due to the very large number of potential
predictors that comes with a sparser matrix X when
k increases, we first perform a screening step that
keeps the 5, 000 motifs with the highest marginal
correlations with Y. Second, SPRING is applied to
each of the twelve time-course experiments described
in Table 4. The selection of (λ1, λ2) is performed on
a grid using the BIC (3.2). At the end of the day,
the three lists corresponding to k = 7, 8, 9 include
respectively 87, 82 and 72 motifs, for which at least
one coefficient in the associated row Ω̂xy(j, ·) was
found non-null for some of the twelve experiments,
as detailed in Table 4.
To assess the relevance of the selected motifs, we
compared them with the MotifDB patterns available
in Bioconductor ( [31]), where known transcription
factor binding sites are recorded. There are 453
such reference motifs with size varying from 5 to 23
nucleotides. Consider the case of k = 7 for instance:
among the 87 SPRING motifs, 62 match one MotifDB
pattern each and 25 are clustered into 11 MotifDB
patterns as depicted in Table 5. As seen in this table,
the clusters of motifs selected by SPRING correspond
to sets of variants of the same pattern. These clus-
ters consist of motifs that are close according to the
similarity encoded in the structure matrix L. In this
example, the ability of SPRING to use domain-specific
definitions of the structure between the predictors
oriented the regression problem to account for motif
degeneracy and helped in selecting motifs that are
consistent known binding sites.
APPENDIX A
PROOFS
Most of the proofs rely on basic algebra and properties
of the trace and the vec operators (see e.g. [10]), in
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CTAAGCCAC
TAGCCCC
GCGCCCC
GCATGTGAA
CCATATG
TTGTGAG
CATGTAATT
TGTAAAT
TGTATAT
TGAAACA
TTAGACC
TAAAAAG
TGATCGGCGCCGCACGACGA
GTATAAC
GCGCCGT
TGCTGGTT
GCTGGTT
GCTGGTG
GATCGTATGATA
ATCATAT
TTGGTAT
ACGCGAAAA
AACGAAA
ACGAAAA
CCATACATCAC
CATAGAC
ATATCAC
ATTGACCTGGTC
TCGACTT
CGACTTG
CCAGCTT
GACTAGATATATATATTCGAT
ATATATT
CATATAT
ATATATG
ATATATA
Table 5
Comparison of SPRING-selected motifs with MotifDB patterns. Each cell corresponds to a MotifDB pattern
(top) compared to a set of aligned SPRING motifs with size 7 (down).
particular
tr(ATBCDT ) = vec(A)T (D⊗B)vec(C),
vec(ABC) = (CT ⊗A)vec(B),
(A⊗B)(C⊗D) = (AC)⊗ (CD).
A.1 Derivation of Proposition 1
Concerning the two regularization terms in (7), we
have ‖Ωxy‖1 = ‖ω‖1 since the `1-norm applies
element-wise here and
tr(ΩyxLΩxyΩ
−1
yy ) = ω
T (Ω−1yy ⊗ L)ω.
As for the log-likelihood (5), we work on the trace
term:
tr
((
Y + XΩxyΩ
−1
yy
)T (
Y + XΩxyΩ
−1
yy
)
Ωyy
)
=
vec
(
Y + XΩxyΩ
−1
yy
)T
(Ωyy ⊗ In) vec
(
Y + XΩxyΩ
−1
yy
)
=
∥∥∥(Ωyy ⊗ In)1/2 (vec(Y) + (Ω−1yy ⊗X) vec(Ωxy))∥∥∥2
2
=
∥∥∥vec(YΩ1/2yy ) + (Ω−1/2yy ⊗X)ω∥∥∥2
2
.
The rest of the proof is straightforward.
A.2 Convexity lemma
Lemma 1. The function
− 1
n
logL(Ωxy,Ωyy) +
λ2
2
tr
(
ΩyxLΩxyΩ
−1
yy
)
is jointly convex in (Ωxy,Ωyy) and admits at least one
global minimum which is unique when n ≥ q and (λ2L +
Sxx) is positive definite.
The convexity of − 1n logL(Ωxy,Ωyy) is proved
in [43] (Proposition 1). Similar arguments can be
straightforwardly applied in the case at hand. Ex-
istence of the global minimum is related to strict
convexity in both Ωxy and Ωyy, where direct differ-
entiation leads to the corresponding conditions.
A.3 Proof of Theorem 1
The convexity of criterion J(Ωxy,Ωyy) in (Ωxy,Ωyy)
is straightforward thanks to Lemma 1 and considering
the fact that ‖Ωxy‖1 is also convex. One can then
apply the results developed in [40], [41] on the
convergence of block coordinate descent for the
minimization of nonsmooth separable function.
Since (7) is clearly separable in (Ωxy,Ωyy) for
the nonsmooth part induced by the `1-norm, the
alternating scheme is guaranteed to converge to the
unique global minimum under the assumption of
Lemma 1. It remains to show that the two convex
optimization subproblems (9a) and (9b) can be
(efficiently) solved in practice.
Firstly, (9b) can be recast as an Elastic-Net problem,
which in turn can be recast as a LASSO problem
(see, e.g. [32], [44]). This is straightforward thanks
to Proposition 1: when Ωˆyy is fixed, solution to (9b)
can be obtained via
ωˆ
(
= vec(Ωˆxy)
)
= arg min
ω∈Rpq
1
2
‖Aω − b‖22 +
λ2
2
ωT L˜ω + λ1‖ω‖1, (12)
where A,b and L˜ are defined by
A =
(
Ωˆ
−1/2
yy ⊗X/
√
n
)
,
b = −vec
(
YΩˆ
1/2
yy
)
/
√
n and L˜ = Ωˆ
−1
yy ⊗ L.
Secondly, we can solve analytically (9a) with simple
matrix algebra. By differentiation of the objective (7)
over Ω−1yy we obtain the quadratic form
ΩyySyyΩyy −Ωyy = Ωyx(λ2L + Sxx)Ωxy.
After right multiplying both sides by Syy, it becomes
obvious that ΩyySyy and Ωyx(λ2L + Sxx)ΩxySyy
commute and thus share the same eigenvectors U.
Besides, it induces the relationship η2j − ηj = ζj
between their respective eigenvalues ηj and ζj , and
we are looking for the positive solution of ηj . To do so,
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first note that we may assume that Ωyx(λ2L+Sxx)Ωxy
and Syy are positive definite, when Ωxy 6= 0 and
n ≥ q; and second, recall that if a matrix is the product
of two positive definite matrices then its eigenvalues
are positive. Hence, ζj > 0 and the positive solution
of ηj is ηj = (1 +
√
1 + 4ζj)/2. We thus obtain
Ωˆyy = Udiag(η)U
−1S−1yy . (13)
Direct inversion yields
Ωˆyy = Udiag(η/ζ)U
−1Ωˆyx(λ2L + Sxx)Ωˆxy(= Rˆ−1),
To get an expression for Ωˆyy which does not require
additional matrix inversion, just note that
S−1yy =
(
ΩyxΣˆ
λ2
xxΩxySyy
)−1
ΩyxΣˆ
λ2
xxΩxy
= Udiag(ζ−1)U−1ΩyxΣˆ
λ2
xxΩxy
where Σˆ
λ2
xx = (λ2L + Sxx). Combined with(13), this
last equality leads to
Ωˆ
−1
yy = SyyUdiag(η
−1)U−1(= Rˆ).
Finally, in the particular case where Ωˆxy = 0, Ωˆyy =
S−1yy .
A.4 Derivation of Proposition 2
To apply the results developed in [39] that rely on the
well-known Stein’s Lemma ( [35]), we basically need
to recast our problem as a classical LASSO applied
on a Gaussian linear regression model such that the
response vector follows a normal distribution of the
form N (µ, σI). This is straightforward by means
of Proposition 1: in the same way as we derive
expression (12), we can go a little further and reach
the following LASSO formulation
arg min
ω∈Rpq
1
2
∥∥∥∥( A√λ2L˜1/2
)
ω −
(
b
0
)∥∥∥∥2
2
+ λ1‖ω‖1, (14)
with A,b and L˜ defined as in (12). From model
(4), it is not difficult to see that b corresponds to an
uncorrelated vector form of Y so as(
b
0
)
=
(−vec(YΩ1/2yy )
0
)
∼ N (µ, Inq).
The explicit form of µ is of no interest here. The point
is essentially to underline that the response vector
is uncorrelated in (14), which allows us to apply
Theorem 2 of [39] and results therein, notably for the
Elastic-Net. By these means, an unbiased estimator
of the degrees of freedom in (14) can be written as a
function of the active set A in ωˆλ1,λ2 :
dˆfλ1,λ2 = tr
(
AA
(
(ATA + λ2L˜ )AA
)−1
ATA
)
.
Routine simplifications lead to the desired result for
the degrees of freedom.
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