The standard realization of the Hecke algebra on classical holomorphic cusp forms and the corresponding period polynomials is well known. In this article we consider a nonstandard realization of the Hecke algebra on Maass cusp forms for the Hecke congruence subgroups G 0 ðnÞ. We show that the vector valued period functions derived recently by Hilgert, Mayer and Movasati as special eigenfunctions of the transfer operator for G 0 ðnÞ are indeed related to the Maass cusp forms for these groups. This leads also to a simple interpretation of the ''Hecke like'' operators of these authors in terms of the aforementioned nonstandard realization of the Hecke algebra on the space of vector valued period functions.
Introduction
There are basically two approaches to the theory of period functions attached to Maass cusp forms for Fuchsian groups: one is just an extension of the Eichler, Manin, Shimura theory of period polynomials for holomorphic cusp forms. Thereby the Maass cusp forms are related to the period functions by a certain integral transformation as discussed for SLð2; ZÞ in [LZ] , and for G 0 ðnÞ in [Mü ] .
Another, in a certain sense dynamical, approach starts from the geodesic flow on the corresponding surface of constant negative curvature and its transfer operator. It identifies the period polynomials and period functions as certain eigenfunctions of the analytically continued transfer operator of this flow [HMM] . This second approach obviously is also of some interest in the theory of quantum chaos. Indeed, eigenstates of a quantum system, namely a particle moving freely on a surface of constant negative curvature with the hyperbolic Laplace-Beltrami operator as its Schroedinger operator, are thereby related to classical objects, namely eigenfunctions of the classical transfer operator. Such an exact connection of quantum states with functions attached to the classical system cannot be The second and third author were supported by the Deutsche Forschungsgemeinschaft through the DFG Research Project ''Transfer operators and non arithmetic quantum chaos'' (Ma 633/16-1). established up to now within the more familiar approach to quantum chaos through the Selberg-Gutzwiller trace formula [Sa] .
For arithmetic Fuchsian groups like the modular group and its subgroups there exists a whole family of symmetries for the quantum system described by the so called Hecke operators. They commute with each other and the Laplacian, and their existence leads to interesting statistical properties of the spectra of such systems [Sa] .
In a recent paper the authors of [HMM] constructed for the Hecke congruence subgroups G 0 ðnÞ certain linear operatorsT T n; m on the space of eigenfunctions of the corresponding transfer operator which they called ''Hecke like'' operators. The operators were derived by using only the structure of the transfer operators for the groups G 0 ðnmÞ respectively the closely related Lewis functional equations obeyed by their eigenfunctions. It is known that in the case of the full modular group SLð2; ZÞ the ''Hecke like'' operatorsT T 1; p for p prime coincide with the ordinary Hecke operators H p when acting on the period functions (see [Mü ] , [MM] ).
In the present paper we complete and extend this result to arbitrary groups G 0 ðnÞ by showing that the operatorsT T n; m of [HMM] indeed define a certain realization of the Hecke algebra on the space of eigenfunctions of the transfer operator for these groups.
This result follows from a direct relation between the Maass cusp forms and the special eigenfunctions of the transfer operators for the subgroups G 0 ðnmÞ of G 0 ðnÞ which the authors in [HMM] used in their derivation of the Hecke like operators. Another ingredient in our proof is a certain non standard realization of the Hecke algebra on the Maass cusp forms for G 0 ðnÞ based on a result by Atkin and Lehner derived in [AL] in the context of holomorphic cusp forms.
In detail this paper is organized as follows: after recalling in Chapter 2 briefly the construction of the Hecke like operators of [HMM] via the eigenfunctions of the transfer operator we discuss in Chapter 3 several cosets of Hecke congruence subgroups and their subgroups. In Chapter 4 we introduce vector valued Maass cusp forms and the integral transformation leading to the vector valued period functions for G 0 ðnÞ. We show how the eigenfunctions of the transfer operators constructed in [HMM] can be interpreted as integral transforms of certain old Maass cusp forms. In Chapter 5 we introduce a realization of the Hecke algebra on Maass cusp forms which di¤ers slightly from the regular realization in the literature. Transferring this realization via the aforementioned integral transformation to the space of vector valued period function we see that the Hecke like operators of [HMM] indeed coincide with this realization. In Chapter 6 we prove our main theorem stated in Chapter 2.
The ''Hecke like'' operators of Hilgert, Mayer and Movasati
Let us fix some notations which we will use throughout this paper. We denote by H ¼ fx þ iy : y > 0g the hyperbolic plane with the hyperbolic metric induced by ds 2 ¼ dx 2 þ dy 2 y 2 . We call the group SLð2; ZÞ the full modular group. A group G H SLð2; ZÞ of finite index m ¼ ½SLð2; ZÞ : G is called a modular group. A particular class of modular groups are the Hecke congruence subgroups G 0 ðnÞ, n A N, defined as
: ð2:1Þ
Obviously, we have G 0 ð1Þ ¼ SLð2; ZÞ. The surfaces M G ¼ GnH with G a modular group are called modular surfaces. They are covering surfaces of M ¼ SLð2; ZÞnH. We denote by T respectively S the generators
of SLð2; ZÞ. Later on we shall also need the matrices
Let us introduce the vector valued period functions for the modular group G. These are vector valued functionsf f ¼ ðf i Þ 1eiem with the following properties:
f f fulfills the three-term functional equatioñ
the so called generalized Lewis equation. Here w G is the representation of GLð2; ZÞ by m Â m permutation matrices induced from the trivial representation of the subgroup G which is the extension of G to GLð2; ZÞ by adjoining the element 1 0 0 À1 and, if not yet contained in G, also À1 0 0 À1 . We assume thereby that G 1 0 0 À1
The components f i off f fulfill certain growth properties for z ! 0 and z ! y depending on b as discussed in [Mü ] and [LZ] .
Consider the ring R ¼ Z½Mat Ã ð2; ZÞ of finite linear combinations of 2 Â 2 integer matrices with nonzero determinant, and the right R-ideal J with J :¼ ð1 À T À T 0 ÞR and 1 the unit matrix. Moreover, denote by R þ the subset R þ ¼ Z½Mat þ Ã ð2; ZÞ H R of finite linear combinations of 2 Â 2 integer matrices with nonnegative entries and put
We use the familiar slash action j b on functions f :
In [HMM] it is shown that this slash action is indeed well defined for complex b; for b A 2Z the slash action is defined for all h A Mat Ã ð2; ZÞ. Obviously the action in (2.6) extends linearly to an action of R þ and it can be generalized to an action on vector valued functionsf f
for elements h A R þ . The Lewis equation (2.4) can then be written in the form
We do not know how to solve this equation in general, but it is possible to describe special solutions.
Letc c ¼ ðc i Þ 1eiem be a vector of elements c i in R þ solving the vector valued equation:c There is a straightforward solution of equation (2.9) given by c i ¼ 1, i A f1; . . . ; mg. This leads to the special but trivial solution f i ðzÞ ¼ fðzÞ, i A f1; . . . ; mg, of equation (2.4). That this solution exists is not surprising since we know in the case of the full modular group from the work of Lewis and Zagier [LZ] and for general modular groups from the work of Deitmar and Hilgert [DH] that there is a 1-1 correspondence between their period functions and their Maass cusp forms for ReðbÞ > 0. But each Maass cusp form for SLð2; ZÞ is trivially a Maass cusp form for any modular group G and hence each period function for SLð2; ZÞ should also give rise to such a function for any of its modular subgroups. Consistently with the terminology for automorphic forms we call the above solution of the Lewis equation for the modular group G an ''old solution''.
In the following we will restrict our discussion of nontrivial solutions of equations (2.4), respectively (2.9), to the Hecke congruence subgroups G 0 ðnÞ as presented in [HMM] . For this we need a special characterization of the index set G 0 ðnÞnGLð2; ZÞ as given there. Consider on Z Â Z the equivalence relation @ n defined as ðx; yÞ @ n ðx 0 ; y 0 Þ i¤ bk A Z; gcdðk; nÞ ¼ 1 such that x 0 1 kx mod n; y 0 1 ky mod n together with the natural right action of GLð2; ZÞ ðx; yÞ a b c d ¼ ðxa þ yc; xb þ ydÞ; ð2:10Þ obviously compatible with @ n . Hence GLð2; ZÞ acts also on ðZ Â ZÞ n :¼ ðZ Â ZÞ=@ n . Denote the elements of ðZ Â ZÞ n by ½x : y n . It is easy to see that the stabilizer in GLð2; ZÞ of the element ½0 : 1 n A ðZ Â ZÞ n is just the subgroup G 0 ðnÞ. Therefore the following map p n : G 0 ðnÞnGLð2; ZÞ ! ðZ Â ZÞ n is well defined and injective:
Denote by I n with
the image of p n . It is not very di‰cult to show [HMM] that I n ¼ f½x : y n A ðZ Â ZÞ n : gcdðx; y; nÞ ¼ 1g: ð2:13Þ Consider next the subset P n H Z Â Z with
There is a bijection between I n and P n given by the map [HMM] P n C ðc; bÞ 7 ! ½c : d n ðc; bÞ n A I n ð2:15Þ with d n ðc; bÞ ¼ min
For simplicity we denote in the following the elements of I n also by i. The bijection in (2.15) allows us to identify each element i A I n uniquely with a matrix A i A Mat n ð2; ZÞ with
where Mat n ð2; ZÞ denotes the 2 Â 2 matrices with integer entries and determinant n. In the following we need certain sets of 2 Â 2 matrices with nonnegative integer entries:
; and ð2:19Þ
: ð2:20Þ
Obviously the matrix A i in (2.17) belongs to X ? n for all i A I n .
Next consider the map K : S n nY n ! S n nX n ð2:21Þ defined as
with dre A Z determined for r A R by dre À 1 < r e dre.
There exists for every A A S n nY n an integer k A > 0 such that K j A B Y n for 0 e j < k A and K k A A A Y n . For A A Y n put k A ¼ 0 so that k A is well defined for all A A S n .
The following theorem has been proven in [HMM] .
solve the Lewis equation (2.9) for the group G 0 ðnÞ.
As an immediate corollary one gets In [HMM] one finds Lemma 2.5. For any i A I nm and 0 e j e k s n; m ðiÞ there exists a unique index l i; j A I n such that
This on the other hand allowed the authors in [HMM] to prove
any solution of the Lewis equations (2.9) respectively (2.4) with parameter b for the group G 0 ðnÞ the matrices An immediate corollary is
is a vector valued period function for G 0 ðnmÞ with the same parameter b.
is an eigenfunction of the operator for the group G 0 ðnÞ with the same eigenvalue l ¼ G1.
Another result in [HMM] which we need later on is Proposition 2.9. If the functionF F ¼ À Remark 2.10. The second part of this proposition shows that any period function for G 0 ðnÞ determines a ''trivial'' old period function for G 0 ðnmÞ whose components are just given by the components of the former one.
An immediate consequence in the case n ¼ 1, that is for the full modular group SLð2; ZÞ, is Corollary 2.11. IfC C ¼ ðC i Þ i A I m solves equation (2.9) for G 0 ðmÞ then the element c ðmÞ with
solves this equation for the group SLð2; ZÞ for the same parameter b.
A straightforward calculation [HMM] shows that for any m prime one has indeed
Corollary 2.12. For any period function f ¼ fðzÞ for SLð2; ZÞ and for any m A N the functionf f ¼f fðzÞ :¼ fj b c ðmÞ ðzÞ is again a period function for this group with the same parameter b.
In complete analogy one derives from Theorem 2.6 and Proposition 2.9
Theorem 2.13. For any vector valued period functionf f ¼ ðf i Þ i A I n for G 0 ðnÞ and any m A N the functionf f f f ¼T T n; mf f with ðT T n; mf fÞ i ðzÞ ¼ P s A s À1 m; n ðiÞ P k sn; mðsÞ j¼0 À f l s; j j b K j ðA s n; m ðsÞ Þ Á ðzÞ ð2:28Þ is again a period function for G 0 ðnÞ with the same parameter b.
In particularT T n; 1 is the trivial mapf f 7 !f f.
Hence, by using only properties of the transfer operators for the geodesic flows on modular surfaces, the authors in [HMM] constructed linear operatorsT T n; m mapping the space of vector valued period functions for G 0 ðnÞ with parameter b into itself. In the case n ¼ 1 and m prime the operatorT T 1; m reduces to the form
and hence coincides exactly with the m th Hecke operatorH H m in the form derived by Mü hlenbruch in [Mü ] for period functions of Maass cusp forms for SLð2; ZÞ. For m; n A N, m prime and gcdðn; mÞ ¼ 1, the relation betweenT T n; m and Hecke operators given in the form as in [AL] is discussed in [MM] .
In the present paper we relate the operatorsT T n; m on the space of period functions to some Hecke operators on the space of Maass cusp forms for arbitrary n; m A N. This allows us to prove the following theorem:
Theorem 2.14. For fixed n A N the operatorsT T n; m , m A N, defined in Theorem 2.13 satisfyT T n; pT T n; p e ¼T T n; p eþ1 for prime p j n; e A N;
T T n; p eþ1 þ p p 0 0 p T T n; p eÀ1 for prime p a n; e > 1;
T T n; p 2 þ ðp þ 1Þ p 0 0 p T T n; 1 for prime p a n; e ¼ 1;
andT T n; mT T n; m 0 ¼T T n; mm 0 for ðm; m 0 Þ ¼ 1:
Theorem 2.14 shows in particular that for any n the family of operators fT T n; m g is a realization of the Hecke algebra on vector valued period functions. This realization is slightly di¤erent from the standard one as given for instance in [Mi] .
Cosets of Hecke congruence subgroups and their representatives
We did not succeed to prove Theorem 2.14 directly from the definition of the opera-torsT T n; m in (2.28). Instead we are going to relate in a first step the solutions F F ¼ À F j ðzÞ Á j A I nm in Theorem 2.6 to Maass cusp forms for the group G 0 ðnmÞ respectively the solutionsf f ¼ À f i ðzÞ Á i A I n in Proposition 2.9 to Maass cusp forms for the group G 0 ðnÞ. This allows us in a second step to relate the operatorsT T n; m to certain Hecke operators on these cusp forms fulfilling commutation relations similar to the ones in Theorem 2.14. For this we need some properties of the representatives of di¤erent cosets of the Hecke congruence subgroups. 
one has:
e ; m l Þ for all e; l A N 0 and in particular
We show the inclusion '' H'' for the second equality: take
Next consider the inclusion ''I'': take
Since m l j b and nm e j c we find
Denote by I nm; n the index set I nm; n ¼ f1; . . . ; ½G 0 ðnÞ : G 0 ðnmÞg. Obviously, the sets I n; 1 and I n can be identified.
Next we show the following Lemma 3.2. For n; m A N with gcdðn; mÞ ¼ 1 and g A G 0 ðnÞ the relation B m gB À1 m A G 0 ðn; mÞ implies g A G 0 ðnmÞ.
Since gcdðn; mÞ ¼ 1 we have m j c and in particular nm j nc. Hence g A G 0 ðnmÞ. r 
Then we can show Lemma 3.4. For p prime, pjn, let R p eþ1 n; pn j , j A I p eþ1 n; pn , be a system of representatives of the cosets in G 0 ðp eþ1 nÞnG 0 ðpnÞ analogous to (3.2). Then the set R p eþ1 n; pn j ð pÞ , j A I p eþ1 n; pn , is a system of representatives of the right cosets in G 0 ðp e n; pÞnG 0 ðn; pÞ respectively in G 0 ðp e nÞnG 0 ðnÞ analogous to (3.2).
Proof. We have to show that R p eþ1 n; pn j ¼ R p eþ1 n; pn j ð pÞ , j A I p eþ1 n; pn , satisfy the property analogous to (3.2). For this consider S j G 0 ðp e n; pÞR p eþ1 n; pn j B p . By Definition 3.3 and Lemma 3.1 we have S j G 0 ðp e n; pÞR p eþ1 n; pn
Since R p eþ1 n; pn j , j A I p eþ1 n; pn , is a system of representatives of the right cosets of G 0 ðnp eþ1 Þ in G 0 ðnpÞ we find S j G 0 ðp e n; pÞR p eþ1 n; pn
Similarly we find G 0 ðp e n; pÞR p eþ1 n; pn j 1 B p X G 0 ðp e n; pÞR p eþ1 n; pn j 2 B p ¼ G 0 ðp e n; pÞB p R p eþ1 n; pn j 1 X G 0 ðp e n; pÞB p R p eþ1 n; pn
proving the property analogous to (3.2) for G 0 ðp e n; pÞnG 0 ðn; pÞ. But it is not di‰cult to see that for pjn the representatives of the cosets in G 0 ðp e n; pÞnG 0 ðn; pÞ are also the representatives of the cosets in G 0 ðp e nÞnG 0 ðnÞ. r
Next we show
Lemma 3.5. For m, m 0 coprime let R mm 0 n; mn j , j A I mm 0 n; mn , be a system of representatives of the cosets in G 0 ðmm 0 nÞnG 0 ðmnÞ. Then the set R mm 0 n; mn j ðmÞ , j A I mm 0 n; mn , is a system of representatives of the right cosets in G 0 ðm 0 n; mÞnG 0 ðn; mÞ respectively in G 0 ðm 0 nÞnG 0 ðnÞ.
Proof. As in the proof of Lemma 3.4 we have to show that the matrices R mm 0 n; mn j ¼ R mm 0 n; mn j ðmÞ , j A I mm 0 n; mn , satisfy the property analogous to (3.2). For S j G 0 ðm 0 n; mÞR mm 0 n; mn j B m we find according to Definition 3.3 S j G 0 ðm 0 n; mÞR mm 0 n; mn
Since R mm 0 n; mn j , j A I mm 0 n; mn , is a system of representatives of the right cosets in G 0 ðmm 0 nÞnG 0 ðmnÞ we find S j G 0 ðm 0 n; mÞR mm 0 n; mn
Similarly we find G 0 ðm 0 n; mÞR mm 0 n; mn
But for m; m 0 coprime it is not di‰cult to verify that the representatives of the cosets in G 0 ðm 0 n; mÞnG 0 ðn; mÞ are also the representatives of the cosets in G 0 ðm 0 nÞnG 0 ðnÞ. r
We need also Lemma 3.6. For p prime, pjn, let R np eþ1 ; n l , l A I np eþ1 ; n , and R np; n i , i A I np; n , denote systems of representatives of the right cosets in G 0 ðnp eþ1 ÞnG 0 ðnÞ respectively G 0 ðnpÞnG 0 ðnÞ. There exists a system of representatives R np e ; n j , j A I np e ; n of the right cosets in G 0 ðnp e ÞnG 0 ðnÞ such that
holds. Hence we can identify l A I np eþ1 ; n uniquely with pairs ð j 0 ; iÞ A I np eÀ1 ; np Â I np; n . Therefore we find P
But Lemma 3.4 shows that R np eþ1 ; np j 0 , j 0 A I np eþ1 ; np is in fact a system of representatives of the right cosets in G 0 ðnp e ÞnG 0 ðnÞ. Hence for each j 0 there exists a unique j A I np e ; n such that G 0 ðnp e ÞR np eþ1 ; np j 0 ¼ G 0 ðnp e ÞR np e ; n j holds. This proves relation (3.3). r
Our main result of this section is Lemma 3.7. For m, m 0 coprime let R mm 0 n; n l , l A I mm 0 n; n , and R mn; n i , i A I mn; n , denote systems of representatives of the right cosets in G 0 ðmm 0 nÞnG 0 ðnÞ respectively G 0 ðmnÞnG 0 ðnÞ. There exists a system of representatives R m 0 n; n j , j A I m 0 n; n of the right cosets in G 0 ðm 0 nÞnG 0 ðnÞ such that
Proof. Since G 0 ðmm 0 nÞnG 0 ðmnÞ Â G 0 ðmnÞnG 0 ðnÞ F G 0 ðmm 0 nÞnG 0 ðnÞ we can choose the matrices R Á;Á Á such that the identity R mm 0 n; n l ¼ R mm 0 n; mn j 0 R mn; n i holds. Hence we can identify l A I mm 0 n; n uniquely with pairs ð j 0 ; iÞ A I m 0 n; mn Â I mn; n . We find
Lemma 3.5 shows that R mm 0 n; mn j 0 , j 0 A I mm 0 n; mn is indeed a system of representatives of the right cosets in G 0 ðnm 0 ÞnG 0 ðnÞ. Hence for each j 0 there exists a unique j A I nm 0 ; n such that G 0 ðnm 0 ÞR mm 0 n; mn j 0 ¼ G 0 ðm 0 nÞR m 0 n; n j holds. This proves relation (3.4). r 4. Maass cusp forms and vector valued period functions for G 0 (n)
A Maass cusp form u for the congruence subgroup G 0 ðnÞ is a real-analytic function u : H ! C satisfying:
(1) uðgzÞ ¼ uðzÞ for all g A G 0 ðnÞ.
(
x þ q 2 y Þ is the hyperbolic Laplace operator. We call the parameter b the spectral parameter of u.
(3) u is of rapid decay in all cusps: if p A Q W fyg is a cuspidal point for G 0 ðnÞ and g A G is such that gp ¼ y then uðgzÞ ¼ O À ImðzÞ C Á as ImðzÞ ! y for all C A R.
We denote the space of Maass cusp forms for G 0 ðnÞ with spectral value b by Sðn; bÞ.
Remark 4.1. Item (3) above seems to state two di¤erent conditions, namely vanishing in all cusps and an explicit growth condition. However both these conditions are equivalent since it is shown in [Iw] that vanishing in the cusp p ¼ g À1 y implies the stronger growth condition uðgzÞ ¼ Oðe ÀImðzÞ Þ as ImðzÞ ! y which again implies vanishing at the cusp p ¼ g À1 y.
Consider next the representation r ¼ r G 0 ðnÞ of SLð2; ZÞ induced from the trivial representation of G 0 ðnÞ with rðgÞ ¼ r G 0 ðnÞ ðgÞ :¼ À d G 0 ðnÞ À R n; 1 i gðR n; 1 j Þ À1 ÁÁ 1ei; jem n ð4:1Þ
where R n; 1 j , j A I n ¼ I n; 1 , are representatives of the cosets in G 0 ðnÞnSLð2; ZÞ described in (3.2) and
A vector valued Maass cusp formũ u for the congruence subgroup G 0 ðnÞ with spectral parameter b is a vector of real-analytic functions u i : H ! C, i A I n satisfying (1)ũ uðgzÞ ¼ rðgÞũ uðzÞ for all g A SLð2; ZÞ,
We denote the space of Maass cusp forms for G 0 ðnÞ with spectral value b by S ind ðn; bÞ.
In [Mü ] it is shown that the map P n u : Sðn; bÞ ! S ind ðn; bÞ given by ðP n uÞ j ðzÞ ¼ ðũ uÞ j ðzÞ ¼ uðR n; 1 j zÞ; j A I n ¼ I n; 1 ; ð4:3Þ It is shown in [Mü ] that the integral transformation P n : S ind ðn; bÞ ! f FE FEðn; bÞ with
maps the space S ind ðn; bÞ bijectively onto the space f FE FEðn; bÞ of vector valued functionsF F for the group G 0 ðnÞ obeying the equatioñ f fðzÞ À r G 0 ðnÞ ðT À1 Þf fðz þ 1Þ À ðz þ 1Þ À2b r G 0 ðnÞ ðT 0À1 Þf f z z þ 1 ¼ 0: ð4:5Þ
According to [MM] we can identify however f FE FEðn; bÞ with FEðn; bÞ using the fact that w G 0 ðnÞ restricted to G 0 ðnÞ and r G 0 ðnÞ are unitarily equivalent. From now on we therefore replace w G 0 ðnÞ when restricted to G 0 ðnÞ by r G 0 ðnÞ . Hence vector valued period functionsF F satisfy the three-term functional equation (4.5).
In the following we use the notation ð f j 0 hÞðzÞ for integer matrices with positive determinant for ð f j 0 hÞðzÞ ¼ f ðhzÞ. The same notation is used also for Z-linear combinations of such matrices.
Since G 0 ðnmÞ H G 0 ðnÞ any Maass cusp form u A Sðn; bÞ for the group G 0 ðnÞ is also a Maass cusp form for the group G 0 ðnmÞ and hence u A Sðnm; bÞ. Denote the corresponding vector valued Maass cusp forms byũ u n ¼ P n u A S ind ðn; bÞ respectively bỹ u u ¼ P nm u A S ind ðnm; bÞ. It is not di‰cult to show The Maass cusp form v in this proposition is called an old Maass cusp form for G 0 ðnmÞ. Consider then the vector valued period function P nmṽ v forṽ v ¼ P nm v the vector valued Maass cusp form associated to v. As shown in [MM] Thereby the maps s R nm; 1 j : X m ! X m and F A : I nm ! I nm are defined for any representative R nm; 1 j of the right cosets in G 0 ðnmÞnG 0 ð1Þ and any A A X m through the relation
The matrices m r on the other hand are defined for any rational number q A ½0; 1Þ as follows (see [MM] and [Mü ] ): there exists a unique sequence fy 0 ; . . . ; y LðqÞ g of rational
LðqÞ such that y 0 < y 1 < Á Á Á < y LðqÞ and det a rÀ1 a r b rÀ1 b r ¼ À1 It was shown in [MM] and [Fr] that MðqÞ ¼ P LðqÞ r¼1 m r and the map K in (2.21) are closely related as follows: for each A A X n and m r in expression MðA0Þ ¼ P LðA0Þ r¼1 m r we have K l ðAÞ ¼ m lþ1 A for all l A f1; . . . ; LðA0Þ À 1g ð4:9Þ and in particular k A ¼ LðA0Þ À 1.
Hence Lemma 2.5 is equivalent to
where the m j 's are given by (4.8) with q ¼ A s n; m ðiÞ 0.
Consider next a Maass cusp form u A Sðnm; bÞ respectively its vector valued form u u ¼ ðu j Þ j A I nm ¼ P nm u with entries u j ¼ uj 0 R nm; 1 j . Then one gets Proof. By Proposition 4.3 the function v ¼ P i A I mn; n uj 0 R nm; n i , with I mn; n the index set of the right cosets of G 0 ðnmÞ in G 0 ðnÞ, is indeed in Sðn; bÞ. Hence P n v ¼ ðvj 0 R n; 1 j Þ j A I n , where fR n; 1 j g j A I n is a system of representatives of the cosets in G 0 ðnÞnSLð2; ZÞ. But the family fR nm; n i R n; 1 j g i A I mn; n ; j A I n is a system of representatives of the cosets in G 0 ðnmÞnSLð2; ZÞ and hence ðP n P n vÞ j ¼ Ð
ðP nmũ uÞ l : r Lemma 4.4 gives a simple interpretation of the solutionf f of Lewis' equation for G 0 ðnÞ in the first part of Proposition 2.9: it corresponds to a Maass cusp form for G 0 ðnÞ constructed from such a form for the subgroup G 0 ðnmÞ as described in the second part of Proposition 4.3.
In the following we need Lemma 4.5. If for i A I nm there exist j; j 0 A I n , k; k 0 A I m and matrices g; g 0 A SLð2; ZÞ such that gA j A k ¼
n Â X ? m be two di¤erent pairs of matrices such that A 1 B 1 ¼ T k A 2 B 2 holds for some k A Z. Then, the matrix entries of A 1 B 1 have a common divisor strictly larger than 1.
Proof. For
We consider the following cases:
But jb 1 À b 2 j e n c 1 À 1 implies k ¼ 0 and hence b 1 ¼ b 2 . Then also f 1 ¼ f 2 and there-
But this is only possible if b 1 ¼ b 2 and hence we find again
Consider next the case ðd 1 ; d 2 Þ ¼ 1. From c 1 d 1 ¼ c 2 d 2 we conclude that d 2 j c 1 and d 1 j c 2 . From this it follows that d 1 m d 2 . Otherwise obviously d 1 j d 2 . If d 1 ¼ 1 we can assume d 2 > 1 since the case d 1 ¼ d 2 has been treated already before. Then c 1 ¼ c 2 d 2 and therefore d 2 j c 1 . Since also d 2 j m we get gcd
It remains to consider the case ðd 1 ; d 2 Þ > 1. Then there exists a number q 1 > 1 with
2 and m ¼ q 1 m ð1Þ . The matrix C therefore has the form
But these two representations of the matrix C are similar to the ones in equation (4.11). Equations (4.12) now read < d l for l ¼ 1; 2. We can therefore apply our chain of arguments to m ð1Þ and d ð1Þ l , l ¼ 1; 2 to arrive at a new triple m ð2Þ and d ð2Þ l , l ¼ 1; 2 and so on. Since m is finite we arrive after finitely many steps at the case ðd r 1 ; d ðrÞ 2 Þ ¼ 1 or d r 1 ¼ d ðrÞ 2 which was handled already before.
This concludes the proof of Lemma 4.6. r Proof of Lemma 4.5. Since all A's are upper triangular matrices we see that both g and g 0 are translation matrices. We can find a k A Z such that g À1 g 0 ¼ T k .
We assume that ð j; kÞ 3 ð j 0 ; k 0 Þ. Since C :¼ A j A k ¼ T k A j 0 A k 0 holds Lemma 4.6 implies that the matrix entries of C have common divisor strictly larger than 1. Hence the matrix entries of gC have common divisor strictly larger than 1. But this contradicts the fact
nm . Hence ð j; kÞ ¼ ð j 0 ; k 0 Þ, proving the lemma. r
Next we want to show that also the solutionsF F ¼ ðF j Þ j A I nm in equation (2.25) have a simple interpretation similar to Lemma 4.4. But before doing this we have to recall some more notations and facts from [MM] . holds. We define a map h n : I n ! I n by h n ðiÞ :¼ lðiÞ: ð4:16Þ
It is shown in [MM] that h n : I n ! I n is then bijective.
Later on we need also the following result [Fr] :
Lemma 4.7. For n A N and i A I n we have s R n; 1 i ðB n Þ ¼ A h n ðiÞ .
Proof. Multiplying (4.15) by S À1 from the left, we find B n R n; 1 i A SLð2; ZÞA h n ðiÞ :
On the other hand using (4.7) we find B n R n; 1 i A SLð2; ZÞs R n; 1 i ðB n Þ:
The fact that both matrices s R n; 1 i ðB n Þ and A h n ðiÞ are in X ? n implies that ; l A I mn; n g, and fR n; 1 n ; n A I n g, be systems of representatives of the right cosets in G 0 ðmnÞnSLð2; ZÞ, G 0 ðmnÞnG 0 ðnÞ and G 0 ðnÞnSLð2; ZÞ respectively, such that R nm; 1 i ¼ R nm; n l R n; 1 n holds for all i A I mn with n :¼ s m; n ðiÞ and suitable l ¼ l i A I mn; n .
For i A I mn consider the matrix A h nm ðiÞ . According to (4.15) there exists a g A SLð2; ZÞ such that gA h nm ðiÞ ¼ 0 À1 nm 0 R nm; 1 i . Hence using Definition 3.3 we find
S À1 0 À1 n 0 R n; 1 n :
Again by (4.15) there exists g n A SLð2; ZÞ such that gA h nm ðiÞ ¼ 0 À1 m 0 R nm; n l ðnÞ S À1 g n A h n ðnÞ :
Since R nm; n l ð1Þ S À1 g n is a representative of a suitable right coset G 0 ðmÞR m; 1 l for some l A I m we find gA h nm ðiÞ ¼ 0 À1 m 0 g 0 R m; 1 l A h n ðnÞ ¼g g 0 0 À1 m 0 R m; 1 l A h n ðnÞ for some g 0 ;g g 0 A G 0 ðmÞ.
By (4.15) there exists a g l A SLð2; ZÞ such that gA h nm ðiÞ ¼ g l A h m ðl Þ A h n ðnÞ : ð4:17Þ
On the other hand Lemma 2.5 shows that A l hnmðiÞ; 0 A s m; n ðh nm ðiÞÞ A SLð2; ZÞA h nm ðiÞ : ð4:18Þ Lemma 4.5 then implies that the two factorizations of A h nm ðiÞ in (4.17) and (4.18) are identical and hence A s m; n ðh nm ðiÞÞ ¼ A h n ðnÞ implying s m; n À h nm ðiÞ Á ¼ h n À s m; n ðiÞ Á since n ¼ s m; n ððiÞÞ. r
We next recall the representationr r n of SLð2; ZÞ introduced in [MM] with Àr r n ðgÞ Á i; j ¼ d SLð2; ZÞ ðA i gA À1 j Þ for i; j A I n and A i as defined in (2.17). In [MM] it is shown that for any g A SLð2; ZÞ one has R n; 1 i gðR n; 1 j Þ À1 A G 0 ðnÞ i¤ A h n ðiÞ gA À1 h n ð jÞ A SLð2; ZÞ: ð4:19Þ
From this one concludes [MM] Lemma 4.9. The two representations r G 0 ðnÞ andr r n are unitarily equivalent with r G 0 ðnÞ ðgÞ ¼ H À1 nr r n ðgÞH n ð4:20Þ
where H n is the m n Â m n matrix with entries ðH n Þ i; j ¼ 1 if h n ð jÞ ¼ i and ðH n Þ i; j ¼ 0 otherwise: some representative of a coset in G 0 ðnmÞnG 0 ðnÞ and R n; 1 s m; n ðiÞ a representative in G 0 ðnÞnSLð2; ZÞ. Since R nm; n rðiÞ A G 0 ðnÞ we conclude R n; 1 s m; n ðiÞ gðR n; 1 s m; n ð jÞ Þ À1 A G 0 ðnÞ and hence À r G 0 ðnÞ ðgÞ Á s m; n ðiÞ; s m; n ð jÞ ¼ 1:
On the other hand assume À r G 0 ðnÞ ðgÞ Á k; l ¼ 1 and hence R n; 1 k gðR n; 1 l Þ À1 A G 0 ðnÞ. Take any i A s À1 m; n ðkÞ. Then there exists a unique j A s À1 m; n ðlÞ such that R nm; 1 i gðR nm; 1 j Þ À1 A G 0 ðnmÞ. Indeed, for the representative R nm; 1 i with R nm; 1 i ¼ R nm; n rðiÞ R n; 1 k we find R nm; n rðiÞ R n; 1 k gðR n; 1 l Þ À1 A G 0 ðnÞ:
Therefore there exists a uniquer r A I m; n such that R nm; n rðiÞ R n; 1 k gðR n; 1 l Þ À1 ðR nm; ñ r r Þ À1 A G 0 ðnmÞ. For R nm; 1 j ¼ R nm; ñ r r R n; 1 l with s m; n ð jÞ ¼ l we then get R nm; 1 i gðR nm; 1 j Þ À1 A G 0 ðnmÞ. Obviously this j is uniquely defined for every i A I n with s m; n ðiÞ ¼ k. But this concludes the proof of the lemma. r
To compare the vector valued period function P nmṽ v in (4.6) and the solutionF F of the Lewis equation for the group G 0 ðnmÞ in (2.25) we need some further results from [MM] : where d s; rþ1 denotes the Kronecker delta function.
Since LðA s n; m ð jÞ 0Þ ¼ k s n; m ð jÞ þ 1 we can write f l j; s in expression (2.25) as f l j; s ¼ P To prove Lemma 4.12 we need the following result [Fr] :
Lemma 4.13. For m; n A N and fR mn; 1 i g i A I mn respectively fR n; 1 k g k A I n systems of representatives for the cosets in G 0 ðnmÞnSLð2; ZÞ respectively fR n; 1 k g k A I n in G 0 ðnÞnSLð2; ZÞ with R mn; 1 i A G 0 ðnÞR s m; n ðiÞ n; 1 and B n ¼ n 0 0 1 Summarizing we therefore have shown [Fr] Lemma 4.14. Letf f be a solution of the Lewis equation (2.9) for G 0 ðnÞ with f f ¼ H n P nũ u andũ u ¼ P n u the vector valued Maass form of u A Sðn; bÞ. Then the solutioñ F F ¼ ðF j Þ j A I nm of (2.9) for G 0 ðnmÞ in Theorem 2.6 can be expressed as
Thereby P nmṽ v is the old period function in (4.6) withṽ v ¼ P nm v and v the old Maass cusp form v ¼ uj 0 B m A Sðnm; bÞ determined by u A Sðn; bÞ.
Proof. Assumef f ¼ H n P nũ u. We have already shown thatf f can be written in the form as given in (4.24 A G 0 ðnÞ. The map j 7 ! Að jÞ is bijective.
Proof. Consider a system of representatives fR nm; n j g j A I nm; n as given in (3.2). Since R nm; n j A G 0 ðnÞ H SLð2; ZÞ there exists, as shown in [Mü ] , an element Að jÞ A X ? m such that g j ¼ B m R j nm; n À Að jÞ Á À1 A SLð2; ZÞ.
We have to show that g j A G 0 ðnÞ: Since R nm; n j A G 0 ðnÞ we find
Since gcdðm; nÞ ¼ 1 we conclude m j cd and hence g j A G 0 ðnÞ.
To show that the mapping j 7 ! Að jÞ is injective we consider a j 0 A I nm; n such that Að j 0 Þ ¼ Að jÞ. Put g ¼ R nm; n j ðR nm; n j 0 Þ À1 . By construction
Lemma 3.2 shows that g A G 0 ðnmÞ. Hence R nm; n j and R nm; n j 0 are representatives of the same right coset, implying j ¼ j 0 .
To finish the proof, we have to show surjectivity of the mapping j 7 ! Að jÞ. Since gcdðn; mÞ ¼ 1 we know ½SLð2; ZÞ : G 0 ðnÞ ¼ ½G 0 ðnÞ : G 0 ðmnÞ. Hence the cardinalities of I n , I mn; n and, since the map in (2.15) is bijective, of X ? n are equal. r
In the case p j n we find by using Consider next the case p a n: We know from Proposition 5.2 that the operators H n; p e can be expressed for all e f 1 and for p prime with p a n in terms of the elements A A X ? p e as H n; p e ¼ P
A for all e f 1. Hence it is enough to determine the matrices in the set
For e ¼ 1 one finds Lemma 5.5. For p prime
Proof. Since for p prime
we find for X ? p Á X ? p :
and hence, splitting the sets into a part having coprime entries and noncoprime entries,
and, noticing that b 0 þ bp above runs through all integers f0; . . . ; p 2 À 1g,
the proof of Lemma 5.5 is finished.
r
For e f 2 on the other hand one has
Lemma 5.6. For e f 2 one has
Proof. For we find for X ? p Á X ? p e :
: 0 e a 0 e p À 1; 0 e b 0 e p e À 1 & '
: 0 e a 0 e p À 1; 1 e b j e p eÀj À 1; gcdðp; : Sinceb b 0 :¼ b 0 þ a 0 p e takes the values f0; . . . ; p eþ1 À 1g for 0 e b 0 e p e À 1 and 0 e a 0 e p À 1 andb b j :¼ b 0 þ a 0 p eÀj takes the values f1 e l e p eÀjþ1 À 1; gcdðl; pÞ ¼ 1g for 0 e a 0 e p À 1 and 1 e b j e p eÀj À 1 we get :
Let us consider the di¤erent subsets of Y e more in detail:
For j ¼ 0 we can write b 0 satisfying 0 e b 0 e p e À 1 uniquely as b 0 ¼ k 0 þ lp eÀ1 for some 0 e k 0 e p eÀ1 À 1 and some 0 e l e p À 1. On the other hand we see that each k 0 þ lp eÀ1 with 0 e k 0 e p eÀ1 À 1 and 0 e l e p À 1 satisfies 0 e k 0 þ lp eÀ1 e p e À 1. For 0 < j < e À 1 we can write b j satisfying 0 e b j e p eÀj À 1 uniquely as b j ¼ k j þ lp eÀjÀ1 for some 0 e k j e p eÀjÀ1 À 1 and some 0 e l e p À 1. On the other hand we see that each k j þ lp eÀjÀ1 with 0 e k j e p eÀjÀ1 À 1 and 0 e l e p À 1 satisfies 0 e k j þ lp eÀjÀ1 e p eÀj À 1. Furthermore the condition gcdðb j ; pÞ ¼ 1 is equivalent to gcdðk j ; pÞ ¼ 1. Hence S eÀ1 j¼1 p j b j 0 p eÀ1Àj
: 1 e b j e p eÀj À 1; gcdðp; b j Þ ¼ 1
T l p j k j 0 p eÀjÀ1
: 1 e k j e p eÀ1Àj À 1; gcdðp; k j Þ ¼ 1
& '
:
For j ¼ e À 1 and b eÀ1 with 0 e b eÀ1 e p À 1 finally we see :
Summarizing the discussion above then shows that Y e ¼ S pÀ1 l¼0 T l X ? p eÀ1 , which proves Lemma 5.6. r Lemma 5.5 and Lemma 5.6 together with Proposition 5.2 prove the composition laws for the operators H n; m in Theorem 5.4 for prime p. But by Lemma 4.14 we know thatF F ¼ H nm ðP nmṽ vÞ iff f ¼ H n ðP n P n uÞ and hence we get FEðn; bÞ Figure 1 . The relation between the operators H n; m in Definition 5.1 andT T n; m in Theorem 2.13. Theorem 6.1 shows that the diagram commutes.
Sincef f ¼ H n ðP n P n uÞ we finally get ðP nũ 0 u 0 Þ i ¼ ðT T n; m H n P n P n uÞ h n ðiÞ ð6:2Þ and hence H n P nũ 0 u 0 ¼T T n; m H n P n P n u: r
Proof of Theorem 2.14. Theorem 2.14 follows now immediately from Theorem 5.4 and Theorem 6.1 above. r Remark 6.2. Proposition 3.13 in [MM] , establishing the relation betweenT T n; m and the Atkin-Lehner type ordinary Hecke operator Sðn; bÞ ! Sðn; bÞ; u 7 ! uj 0 P A A X m A for m prime and gcdðn; mÞ ¼ 1, is now a simple corollary of our Theorem 6.1. Remark 6.3. In his diploma thesis [Fr] M. Fraczek gives also an explicit form of the Fricke element when acting on vector valued period functions for the groups G 0 ðnÞ.
