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2.2.3. Soluciones periódicas KdV . . . . . . . . . . . . . . . . 29
3. Simulaciones numéricas para la ecuación KdV 35
3.1. Soluciones solitarias . . . . . . . . . . . . . . . . . . . . . . . 35
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Este trabajo de fin de grado tiene como finalidad el estudio de las ondas
cnoidales, siendo éstas una solución particular de la ecuación Korteweg-de
Vries (KdV).
En primer lugar indicamos la solución en cuestión, pero resulta incom-
prensible para el lector, incluso siendo éste graduado en matemáticas, si se
desconocen las funciones eĺıpticas de Jacobi. Por ello se dedica el primer
caṕıtulo al estudio de dichas funciones y sus principales propiedades.
Comenzamos dando su definición a través de la inversa de integrales eĺıpti-
cas e introduciendo las distintas relaciones existentes entre ellas, las cuales
resultarán cruciales en futuras demostraciones. Proseguimos analizando las
fórmulas de adición-sustracción y las expresiones de las derivadas de las prin-
cipales funciones. Por último se presentan las integrales eĺıpticas de primera
especie y la relación que albergan con las funciones eĺıpticas de Jacobi.
Destacamos la importancia de este primer caṕıtulo dado que contiene las
demostraciones de cada una de las propiedades, a diferencia de la mayoŕıa
de la literatura que podemos encontrar acerca de las funciones eĺıpticas de
Jacobi en la que principalmente se presentan únicamente tablas y gráficos
sin explicación alguna.
El segundo caṕıtulo guarda como objetivo final la obtención de solu-
ciones para la ecuación KdV. Previamente se presentan las ecuaciones de
Boussinesq dado que resultan anteriores cronológicamente hablando y de
ellas podemos deducir la propia KdV.
Ya conocidas las expresiones de ambas ecuaciones, buscamos soluciones de
éstas para ondas viajeras. En primer lugar obtenemos las soluciones para
ondas solitarias tanto de la ecuación KdV como de las de Boussinesq, corro-
borando aśı la estrecha relación existente entre ambas. Finalmente hallamos
las soluciones periódicas, o más conocidas como ondas cnoidales, para la
ecuación KdV, las cuales ya hab́ıan sido presentadas al inicio del trabajo.
En el tercer y último caṕıtulo se analizan las simulaciones numéricas
realizadas escribiendo un código en el lenguaje de programación Mathema-
tica para las soluciones obtenidas en el caṕıtulo anterior. Visualizándose aśı
v
vi
la diferencia entre las soluciones solitarias y periódicas. Además estudia-
mos de forma anaĺıtica bajo que condiciones éstas se asemejan entre śı y se
comprueba también por medio de las simulaciones.
Caṕıtulo 1
Funciones Cnoidales
Para una buena comprensión del concepto a introducir de Función cnoi-
dal, presentamos previamente las siguientes definiciones básicas junto con el
siguiente gráfico aclaratorio
Figura 1.1: Función seno entre los puntos x ∈ [−3π, 3π].
Definición 1.0.1. Llamamos Onda [1] a la propagación originada por la
perturbación de alguna propiedad del espacio implicando un transporte de
enerǵıa sin transporte de materia. Quedan descritas en una dimensión por
la ecuación utt − c2uxx = 0 (tipo hiperbólica), donde c denota la velocidad.
Definición 1.0.2. La Longitud de Onda (λ) [1] es el periodo espacial de
una onda periódica (ver Figura 1.1).
Definición 1.0.3. Las Ondas de gravedad [1] son aquellas producidas en
un medio en el que la fuerza de la gravedad intenta restablecer el equilibrio.
Definición 1.0.4. Denominamos Velocidad de Fase [2] a la velocidad en la
que la onda periódica se propaga, guardando la siguiente relación vf =
λ
T ,
indicando T el periodo. En el caso del seno, por ser λ = 2π su longitud de
onda, su velocidad de fase será 2π/T .
Definición 1.0.5. La cresta y depresión [1] de una onda indican su punto
máximo y mı́nimo, respectivamente (ver Figura 1.1).
1
2 1.1. Funciones eĺıpticas de Jacobi
Ahora ya estamos en condiciones de centrarnos en el tema concerniente
a este trabajo. La teoŕıa acerca de las ondas cnoidales es apropiada para el
estudio de aquellas ondas de gravedad superficiales cuya longitud de onda es
considerablemente larga, en comparación con la profundidad de la superficie.
Su solución se caracteriza por la siguiente ecuación obtenida a través de las
ecuaciones de Korteweg-De Vries (KdV) en 1895 [3]












En la expresión (1.1) ad expresa la distancia vertical desde el punto de equili-
brio hasta la depresión de la onda. H indica la altura de la ola, si denotamos
por yc e yd a la distancia vertical desde el fondo hasta la cresta y depresión
de de la onda respectivamente, entonces tenemos que H = yc−yd. En cuan-
to al término cn corresponde a la función eĺıptica de Jacobi y K(k) es la
integral completa del primer tipo.
Con el objetivo de un análisis óptimo de la expresión (1.1) hacemos
un alto introduciendo las funciones eĺıpticas de Jacobi y sus principales
propiedades.
1.1. Funciones eĺıpticas de Jacobi
Mientras que las funciones trigonométricas vienen definidas refiriéndose al
ćırculo, las de Jacobi toman la elipse como referencia, como su propio nombre
indica. Las funciones principales son tres, el seno eĺıptico - sn(x,k), coseno
eĺıptico - cn(x,k) y la amplitud delta - dn(x,k), donde sn : R× [0, 1] −→ R e
idénticamente para cn y dn. Aunque posteriormente veremos que el espacio
imagen de sn y cn se restringe realmente a [−1, 1].
Definición 1.1.1. Una de las formas de definirlas es a través de la inversa

















(1− t2)(t2 − k′2)
, (1.4)
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f, g = s, c, d, n; ff(x, k) = 1
Aśı fijando e = n obtenemos















Si f = s ; g = c, d −→ sc(x, k) = sn(x, k)
cn(x, k)
, sd(x, k) =
sn(x, k)
dn(x, k)
Si f = c ; g = s, d −→ cs(x, k) = cn(x, k)
sn(x, k)
, cd(x, k) =
cn(x, k)
dn(x, k)
Si f = d ; g = s, c −→ ds(x, k) = dn(x, k)
sn(x, k)




Proposición 1.1.1. Tenemos las siguientes identidades
sn2(x, k) + cn2(x, k) = 1,
dn2(x, k) + k2sn2(x, k) = 1.
(1.6)
Demostración. Para la primera identidad, sea 0 ≤ x ≤ 1, denotamos u =










(1− t2)(k′2 + k2t2)




1− s2 ⇒ (1− t2) = s2
−dt = sds√
1−s2
, y en cuanto
a los ĺımites de integración tendremos que
{
t1 = v → s1 =
√
1− v2
t0 = 1→ s0 =
√














k′2 + k2(1− s2)
.
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Podemos observar que esta última expresión tiene el mismo integrando que
el de la la definición (1.2) de donde deducimos que u = s1 =
√
1− v2 ⇒
v2 + u2 = 1, y por tanto, sn2(x, k) + cn2(x, k) = 1.
En cuanto a la segunda identidad, de manera análoga denotamos u =










(1− t2)(t2 − k′2)
=




1− (ks)2 ⇒ (1− t2) = (ks)2
dt = − k2sds√
1−(ks)2
, y
respecto a los ĺımites de integración

t1 = v → s1 = 1k
√
1− v2
t0 = 1→ s0 = 1k
√


















1− (ks)2 − k′2
.














De forma que llegamos a una expresión con el mismo integrando que el de




1− v2 ⇒ k2u2 + v2 = 1, o lo que
es lo mismo, dn2(x, k) + k2sn2(x, k) = 1.
Corolario 1.1.2.
sn(x, k) ∈ [−1, 1]; cn(x, k) ∈ [−1, 1].
Demostración. Partiendo de la primera identidad de (1.6) expresamos
cn2(x, k) = 1− sn2(x, k).
Teniendo en cuenta que se trata de un número real elevado al cuadrado
podemos afirmar que cn2(x, k) ≥ 0, esto es
(1− sn2(x, k)) ≥ 0⇔ sn2(x, k) ≤ 1⇔ −1 ≤ sn(x, k) ≤ 1.
De este modo que queda demostrado que sn(x, k) ∈ [−1, 1].
Y dada la simetŕıa de la igualdad es análogo ver que cn(x, k) ∈ [−1, 1].
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Proposición 1.1.3. Tenemos las siguientes identidades
sn(x, 0) = senx; cn(x, 0) = cosx; dn(x, 0) = 1;
sn(x, 1) = tanhx; cn(x, 1) = sechx; dn(x, 1) = sechx.
(1.7)
Demostración. Demostramos la primera identidad, haciendo uso de la defi-






= arc sen(sn(x, 0))− arc sen(0) = arc sen(sn(x, 0)).
Usando la función inversa del arc sen tenemos sn(x, 0) = sen(x).
En cuanto a la segunda identidad, empleamos la definición (1.3) y el






= arc sen(1)− arc sen(cn(x, 0)) = π
2
− arc sen(cn(x, 0))
⇒ arc sen(cn(x, 0)) = π
2






Como sen(a− b) = sen(a) cos(b)− sen(b) cos(a), tenemos
cn(x, 0) = sen
π
2
cos(x)− sen(x) cos π
2
= 1 · cos(x)− sen(x) · 0 = cos(x).
Y por tanto cn(x, 0) = cos(x), como queŕıamos.
Para ver la tercera igualdad basta emplear la segunda expresión de (1.6)
dn2(x, k) = 1− k2sn2(x, k)⇒ dn2(x, 0) = 1⇒ dn(x, 0) = 1.
En cuanto a la cuarta igualdad, por la definición (1.2) y usando que el















⇔ |sn(x, 1) + 1|
|sn(x, 1)− 1|
= e2x.
Teniendo en cuenta el Corolario 1.1.2 donde queda reflejado que sn(x, k) ∈
[−1, 1], obtenemos que
|sn(x, 1) + 1| = 1 + sn(x, 1); |sn(x, 1)− 1| = 1− sn(x, 1).
De forma que, como queŕıamos demostrar











6 1.1. Funciones eĺıpticas de Jacobi
Proseguimos con la quinta identidad, para ello hacemos uso de la primera
igualdad de (1.6)
cn2(x, k) = 1− sn2(x, k)⇒ cn2(x, 1) = 1− tanh2(x) = sech2(x).
Y deducimos aśı que cn(x, 1) = sech(x).
Por último demostramos la sexta identidad haciendo uso de la segunda
igualdad de (1.6)
dn2(x, k) = 1− k2sn(x, k)⇒ dn2(x, 1) = 1− tanh2(x) = sech2(x).
Es decir, dn(x, 1) = sech(x).
Además de la demostración formal, contamos con la Figura 1.2 cuyos
gráficos han sido creados con el programa Mathematica a través de los
comandos: JacobiSN [x, k], JacobiCN [x, k], JacobiDN [x, k], que ilustran las




Figura 1.2: Apreciamos las igualdades (a) sn(x, 0) = sen(x), (b) cn(x, 0) =
cos(x), (c) dn(x, 0) = 1, sn(x, 1) = tanh(x), (d) cn(x, 1) = sech(x) y (e)
dn(x, 1) = sech(x).
También mostramos en la Figura 1.3 la evolución de las funciones sn(x, k),
cn(x, k) y dn(x, k) para valores arbitrarios del módulo k.
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(a) (b)
(c) (d)
Figura 1.3: Funciones sn(x, k) (azul), cn(x, k) (rojo) y dn(x, k) (verde),
para los valores particulares (a) k = 0.4, (b) k = 0.7, (c) k = 0.9 y (d)
k = 0.999999.
Como podemos observar para valores de k más cercanos a 0 las funciones
sn y cn toman un comportamiento cercano a las funciones trigonométricas
y a medida que k se acerca a 1 cn y dn son prácticamente indistinguibles.
1.2. Fórmulas de adición-sustracción.
Una vez introducidas las funciones eĺıpticas de Jacobi y sus propiedades
básicas, nos disponemos a estudiar su comportamiento para la variación del
argumento x bien a x+ y o bien a x− y, mientras que el valor del módulo k
se mantiene constante. Para ello nos centramos en las tres funciones princi-
pales, es decir, en sn(x, y), cn(x, y) y dn(x, y).
En primer lugar introducimos el siguiente Teorema que nos proporcio-
nará una manera sencilla de demostrar las formulas de adición-sustracción
de las funciones eĺıpticas de Jacobi.























*Su demostración puede verse en [5]
8 1.2. Fórmulas de adición-sustracción.
Corolario 1.2.2.
sn(x± y, k) = sn(x, k)cn(y, k)dn(y, k)± cn(x, k)dn(x, k)sn(y, k)
1− k2sn2(x, k)sn2(y, k)
, (1.8)
cn(x± y, k) = cn(x, k)cn(y, k)∓ sn(x, k)dn(x, k)sn(y, k)dn(y, k)
1− k2sn2(x, k)sn2(y, k)
, (1.9)
dn(x±y, k) = dn(x, k)dn(y, k)∓ k
2sn(x, k)cn(x, k)sn(y, k)cn(y, k)
1− k2sn2(x, k)sn2(y, k)
. (1.10)
Demostración. Para la primera fórmula basta aplicar el Teorema de Euler
con x = sn(x, k) y y = sn(y, k). Denotando sn(x, k) = sn(x), es decir
olvidándonos de k para simplificar la escritura, veamos que efectivamente,




















para f(t) = (1− t2)(1− k2t2).
Aplicando el Teorema 1.2.1



























que es (1.8) con signo positivo.
Para el signo opuesto tenemos en cuenta que
f(−s) = (1− (−s)2)(1− k2(−s)2) = (1− s2)(1− k2s2) = f(s).




















Aplicando el Teorema 1.2.1


















que es (1.8) con signo negativo.
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En segundo lugar de la primera identidad de (1.6) tenemos que cn(x±y)
=
√
1− sn2(x± y). Entonces












Desarrollamos el numerador (α2)
α2 = 1 + k4sn4(x)sn4(y)− 2k2sn2(x)sn2(y)− [sn2(x)cn2(y)dn2(y)
+ cn2(x)dn2(x)sn2(y)± 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)]
= 1 + k4sn4(x)sn4(y)− 2k2sn2(x)sn2(y)− sn2(x)cn2(y)dn2(y)
− cn2(x)dn2(x)sn2(y)∓ 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y).
Aplicando ambas identidades de (1.6) para escribir un mayor número de
términos en función de sn
α2 = 1 + k4sn4(x)sn4(y)− 2k2sn2(x)sn2(y)
− sn2(x)[(1− sn2(y))(1− k2sn2(y))]
− sn2(y)[(1− sn2(x))(1− k2sn2(x))]
∓ 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= 1 + k4sn4(x)sn4(y)− 2k2sn2(x)sn2(y)
− sn2(x)[1− k2sn2(y)− sn2(y) + k2sn4(y)]
− sn2(y)[1− k2sn2(x)− sn2(x) + k2sn4(x)]
∓ 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= 1 + k4sn4(x)sn4(y)−(((((
(((2k2sn2(x)sn2(y) − sn2(x) +(((((
(((
k2sn2(x)sn2(y)
+ sn2(x)sn2(y)− k2sn2(x)sn4(y)− sn2(y) +(((((
(((
k2sn2(x)sn2(y)
+ sn2(x)sn2(y)− k2sn4(x)sn2(y)∓ 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y).
Reordenando y usando las igualdades de (1.6) cuando sea necesario
α2 = [1− sn2(x)− sn2(y) + sn2(x)sn2(y)] + [sn2(x)sn2(y)− k2sn2(x)sn4(y)
− k2sn4(x)sn2(y) + k4sn4(x)sn4(y)]∓ 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= [(1− sn2(x))(1− sn2(y))] + [(sn2(x)− k2sn4(x))(sn2(y)− k2sn4(y))]
∓ 2sn(x)xn(y)cn(x)cn(y)dn(x)dn(y)
= cn2(x)cn2(y) + [sn2(x)(1− k2sn2(x))sn2(y)(1− k2sn2(y))]
∓ 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= cn2(x)cn2(y) + sn2(x)dn2(x)sn2(y)dn2(y)
∓ 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= (cn(x)cn(y)∓ sn(x)dn(x)sn(y)dn(y))2.
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De esta manera, volviendo a la expresión completa de cn2(x± y)




cn(x± y) = cn(x)cn(y)∓ sn(x)dn(x)sn(y)dn(y)
1− k2sn2(x)sn2(y)
.
Obteniendo la igualdad (1.9).
Razonando de forma análoga para dn, partimos de (1.6) teniendo en
cuenta que dn(x± y) =
√
1− k2sn2(x± y)












Desarrollamos el numerador (α2)
α2 = 1 + k4sn4(x)sn4(y)− 2k2sn2(x)sn2(y)− k2[sn2(x)cn2(y)dn2(y)
+ cn2(x)dn2(x)sn2(y)± 2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)]
= 1 + k4sn4(x)sn4(y)− 2k2sn2(x)sn2(y)− k2sn2(x)cn2(y)dn2(y)
− k2cn2(x)dn2(x)sn2(y)∓ 2k2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y).
Aplicando ambas identidades de (1.6) para escribir un mayor número de
términos en función de sn
α2 = 1 + k4sn4(x)sn4(y)− 2k2sn2(x)sn2(y)
− k2sn2(x)[(1− sn2(y))(1− k2sn2(y))]
− k2sn2(y)[(1− sn2(x))(1− k2sn2(x))]
∓ 2k2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= 1 + k4sn4(x)sn4(y)− 2k2sn2(x)sn2(y)
− k2sn2(x)[1− k2sn2(y)− sn2(y) + k2sn4(y)]
− k2sn2(y)[1− k2sn2(x)− sn2(x) + k2sn4(x)]
∓ 2k2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= 1 + k4sn4(x)sn4(y)−(((((
(((2k2sn2(x)sn2(y) − k2sn2(x) + k4sn2(x)sn2(y)
+((((
((((k2sn2(x)sn2(y) − k4sn2(x)sn4(y)− k2sn2(y) + k4sn2(x)sn2(y)
+((((
((((k2sn2(x)sn2(y) − k4sn4(x)sn2(y)∓ 2k2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y).
Reordenando y usando las igualdades de (1.6) cuando sea necesario
α2 = [1− k2sn2(x)− k2sn2(y) + k4sn2(x)sn2(y)] + k4[sn2(x)sn2(y)
− sn2(x)sn4(y)− sn4(x)sn2(y) + sn4(x)sn4(y)]
∓ 2k2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
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= dn2(x)dn2(y) + k4[sn2(x)(1− sn2(x))sn2(y)(1− sn2(y))]
∓ 2k2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= dn2(x)dn2(y) + k4sn2(x)cn2(x)sn2(y)cn2(y)
∓ 2k2sn(x)sn(y)cn(x)cn(y)dn(x)dn(y)
= (dn(x)dn(y)∓ k2sn(x)cn(x)sn(y)cn(y))2.
De esta manera volviendo a la expresión completa de dn2(x± y)








Obteniendo aśı la igualdad (1.10).
1.3. Derivadas de las funciones eĺıpticas de Jacobi.
A continuación tratamos la derivación de las funciones eĺıpticas de Jaco-
bi. Una vez más para su demostración nos basaremos en las propiedades
principales de la primera sección del caṕıtulo.




(sn(x, k)) = cn(x, k)dn(x, k), (1.11)
d
dx
(cn(x, k)) = −sn(x, k)dn(x, k), (1.12)
d
dx
(dn(x, k)) = −k2sn(x, k)cn(x, k). (1.13)
Demostración. Para la demostración de las igualdades debemos en primer
lugar tener en cuenta la siguiente consecuencia del Teorema Fundamental





f(t)dt = f(x) a ∈ R.
Si denotamos






= G(sn(x, k)) = G(g(x))
 por
la definición (1.2) tenemos que
F (x) = G(g(x)).
12 1.3. Derivadas de las funciones eĺıpticas de Jacobi.


































De esta forma ya que F (x) = G(g(s))⇒ ddxF (x) =
d








(sn(x, k)) = cn(x, k)dn(x, k).
Obteniendo la identidad (1.11).
Para demostrar (1.12) basta con emplear la primera identidad de (1.6),
esto es, que cn(x, k) =
√































cn(x, k) = − sn(x, k)

cn(x, k)
cn(x, k)dn(x, k) = −sn(x, k)dn(x, k).
Para terminar con (1.13) esta vez empleamos la segunda identidad de
(1.6), esto es, dn(x, k) =
√





































dn(x, k) = −k2sn(x, k)cn(x, k).
Caṕıtulo 1. Funciones Cnoidales 13
1.4. Integrales eĺıpticas
Seguimos analizando las funciones eĺıpticas de Jacobi y para ello pasamos a
estudiar dichas funciones en valores particulares. Concretamente estos valo-
res son las integrales eĺıpticas de primera especie, tanto la completa como la
incompleta. Además sin su comprensión seŕıa inviable el desarrollo de ciertos
aspectos del próximo caṕıtulo.
Definición 1.4.1. Integral eĺıptica completa de primera especie






Proposición 1.4.1. Siendo K la integral eĺıptica completa de primera es-
pecie, se cumplen las siguientes identidades










Esto es, K(k) juega el papel de π2 para la función seno de Jacobi.
Demostración. La primera identidad, sn(K, k) = 1, es una consecuencia di-
recta de la definición (1.2).
Veamos ahora que sn(K2 , k) =
1√
1+k′
. Nuevamente por comodidad deno-















Teniendo en cuenta que

sn(K, k) = 1
cn(K, k) =
√





















habiendo usado (1.6). Seguimos operando elevando al cuadrado los dos



























+ 1 = 0.
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Ahora, como hemos operado elevando al cuadrado tendremos una solución
extra, o lo que es lo mismo debemos descartar una solución. Veamos que al
tomar la ráız positiva llegamos a una contradicción. Teniendo en cuenta que































Si evaluamos la función en k = 0, entonces k′ =
√










Pero por el Corolario 1.1.2 sabemos que sn(x, k) ∈ [−1, 1]. Es decir, llegamos
a una contradicción.
































Corolario 1.4.2. Siendo K la integral eĺıptica de completa de primera es-
pecie se cumplen las siguientes identidades




















Demostración. Para las identidades relativas a cn(x, k) basta con tener en
cuenta la primera igualdad de (1.6), es decir, que cn2(x, k) = 1− sn2(x, k).
Aśı aplicando la Proposición 1.4.1
cn2(K, k) = 1− sn2(K, k) = 1− (1)2 = 0⇒ cn(K, k) = 0,




































obteniendo ambas igualdades de (1.16).
Para las identidades relativas a dn(x, k) hacemos uso esta vez de la se-
gunda igualdad de (1.6), es decir, usamos que dn2(x, k) = 1 − k2sn2(x, k).
Aśı aplicando nuevamente la Proposición 1.4.1
dn2(K, k) = 1− k2sn2(K, k) = 1− k2 ⇒ dn(K, k) =
√
1− k2 = k′,



















1 + k′ − k2
1 + k′
=
(1 + k′)− (1 + k′)(1− k′))
1 + k′
= 














obteniendo finalmente ambas igualdades de (1.17).
Terminamos esta sección con la definición de la integral eĺıptica incom-
pleta de primera especie para poder aśı relacionar las funciones cnoidales
con las funciones trigonométricas.
Definición 1.4.2. Integral eĺıptica incompleta de primera especie


















ya que sen π2 = 1 y la expresión (1.18) coincide con la (1.14) de la definición
1.4.1 de la integral eĺıptica completa de primera especie K.
A continuación introducimos la siguiente proposición que adelantamos
resultará necesaria en el Caṕıtulo 2.
Proposición 1.4.3. Sea F (φ, k) = x, entonces contamos con las siguientes
relaciones
sen(φ) = sn(x, k); cos(φ) = cn(x, k).
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Como por hipótesis F (φ, k) = x, si consideramos la segunda expresión de la
definición (1.18)











podemos por tanto identificar sen(φ) = sn(x, k), como queŕıamos ver.
Para el caso del coseno tenemos en cuenta que sen2(φ) = 1 − cos2(φ) y
la primera igualdad de (1.6), es decir, que sn2(x, k) = 1− cn2(x, k). Aśı
sen(φ) = sn(x, k)⇔ 1− cos2(φ) = 1− cn2(x, k)⇔ cos2(φ) = cn2(x, k).
Por lo que cos(φ) = cn(x, k).
Caṕıtulo 2
Aplicaciones de las funciones
cnoidales para las ecuaciones
de Boussinesq y KdV
La ecuación KdV [6][7] es uno de los ejemplos t́ıpicos para modelos de solu-
ción exacta, es decir, sus soluciones pueden ser halladas de forma exacta y
precisa. Fue primeramente formulada en 1895 como parte del análisis de olas
en canales poco profundos. Cabe destacar que pese a recibir el nombre KdV,
aparentemente fue previamente obtenida por Boussinesq (1877), de hecho,
a continuación estudiaremos cómo se deduce la ecuación KdV a partir de la
de Boussinesq.
Las ecuaciones de Boussinesq [7][8] aproximan el comportamiento de
ondas largas. Éstas se caracterizan por el ratio hλ pequeño, siendo h la pro-
fundidad del agua, esto es, la distancia desde el fondo hasta el punto de
equilibrio de la onda (ver Figura 2.1), y λ la longitud de onda como de
costumbre. T́ıpicamente una onda se considera larga si cuenta con un ratio
menor de 110 , pero existen muchas otras acotaciones en la literatura. Otra





, con µ << 1, ya
que si tomamos el ratio de 110 el mayor valor que alcanzará µ es de 0.01. Otro
parámetro caracteŕıstico de dichas ecuaciones es ε = ach , con ac la amplitud
de la elevación de la onda (ver Figura 2.1). Las ecuaciones se construyen
bajo el supuesto de que ε ∼ µ, o lo que es lo mismo, ε/µ = O(1), ratio al
que denominamos Parámetro de Stokes. Adelantamos que precisamente a lo
largo del caṕıtulo nos será de gran utilidad el uso de la inversa del parámetro





El desarrollo de las aproximaciones de Boussinesq tiene como base la elimi-
nación de la coordenada vertical de la ecuación del movimiento de la onda,
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en su lugar consideramos y = ζ(x, t), esto es, la coordenada vertical está
determinada por el tiempo y su situación en el eje horizontal (ver Figura
2.1). Sin embargo, śı tiene en cuenta la influencia de la aceleración vertical,
de hecho las distintas aproximaciones nacen de las diversas maneras en las
que se considera dicha aceleración. Teniendo u(x, y, t) un ejemplo seŕıa con-
siderar la velocidad en el punto de equilibrio, u(x, 0, t), es decir, del agua en
calma, otra opción es la velocidad en el fondo, u(x,−h, t), etcétera.
En lo que sigue emplearemos los términos que se ven reflejados en la
siguiente Figura.
Figura 2.1: Onda periódica cuyo punto de equilibrio se sitúa en el origen.
Introducimos dos colecciones de aproximaciones de Boussinesq que serán































donde ũ = u(x,0,t)ε ; η =
ζ(x,t)
















































ε , con ε =
ac
h nuevamente.
Observación 2.0.1. Para ondas largas, que son con las que trabajamos en
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Observación 2.0.2. En las aproximaciones previas es necesario que los



















Es decir, las ecuaciones (2.2) y (2.3) están realmente en función de x′,t′...
2.1. Deducción de la ecuación KdV a partir de las
ecuaciones de Boussinesq
Dado que trabajaremos en este caṕıtulo con las ecuaciones KdV y de Bous-
sinesq, y como estas últimas son cronológicamente anteriores, veremos su
estrecha relación deduciendo la ecuación KdV a partir del conjunto de ecua-
ciones de Boussinesq (2.2).
Las ecuaciones de Boussinesq admiten ondas propagándose en dos direccio-
nes, como nuestro objetivo es el análisis de una única dirección de propaga-
ción especificamos esta obligando a que η y ũ estén en función de ξ = x− ct.
Siendo c = vf , es decir, la velocidad de fase de la definición 1.0.4, para
la propagación positiva en el eje horizontal. Si además consideramos que
la onda no vaŕıa excesivamente a lo largo de un periodo podemos escribir
η = η(ξ, τ) y u = u(ξ, τ). Donde{
ξ = x− ct
τ = βt β << 1; β ∼ ε.
(2.4)







































Si introducimos las nuevas expresiones para las derivadas parciales respecto


























































2.1. Deducción de la ecuación KdV a partir de las ecuaciones de
Boussinesq









































(ũ+ η) + (1− c) ∂
∂ξ













Asumiendo que podemos expresar la velocidad de fase como
c = 1 + εc1, (2.7)





















Podemos observar como todos los términos de la ecuación (2.8) son lineales
para β, ε o µ. Como tenemos β ∼ ε y hemos previamente considerado
ε ∼ µ entonces todos tendrán la misma magnitud. Ahora, para expresar








ũ = η +O(ε, µ, β). (2.9)
























































+O(ε, µ, β). (2.10)
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Llegando a la forma adimensional de la ecuación KdV.
Para obtener la forma dimensional, primero debemos tener en cuenta
















































En segundo lugar ya hemos destacado que realmente estamos trabajando
con x′, t′, h′... Por tanto devolvemos los términos a su forma dimensional y


































































Siendo esta la ecuación KdV dimensional.
Si ahora queremos expresarla en términos de ũ, por la Observación 2.0.1
tenemos que u =
√
g
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2.2. Soluciones Onda viajera
En lo que sigue estudiaremos las soluciones de ondas viajeras a través de las
expresiones adimensionales de la ecuación KdV y Boussinesq, cuya propaga-
ción es en una única dirección. Exigiremos que estas ondas sean permanentes,
es decir, que su forma no vaŕıe a lo largo de la propagación. Esto se traduce








































































































siendo k1 una constante de integración que por tanto podemos expresar
en función de r siendo esta última también una constante. A continuación





































































y finalmente dividiendo por 4, obtenemos la siguiente expresión para la cual








= −η3 + 2c1η2 + rη + s ≡ F (η). (2.16)
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La determinación de dichas constantes se obtendrá imponiendo condi-
ciones a la solución. Si determinamos que la elevación es nula al alejarnos













































= 0 = ĺım
ξ→±∞
(−η3 + 2c1η2 + rη + s) = s⇒ s = 0.
Es decir, si exigimos que el agua esté en reposo en el infinito obtenemos que
r = s = 0. A las soluciones resultantes de la ecuación (2.11) se les denomina
Ondas solitarias.
Sin embargo imponiendo que la solución sea periódica en ξ, esto se tra-
duce en que dηdξ es real y no nulo para η = 0. Por tanto si consideramos η = 0








= s⇒ s ∈ R+,
dado que ν > 0. Es decir la constante s es un número real y positivo. A
estas soluciones las denominamos Soluciones de Ondas Cnoidales.
A continuación estudiaremos ambas soluciones tanto para la ecuación
KdV como para la de Boussineq. Cabe destacar que esta vez, de forma con-
traria a cómo hemos razonado al inicio del caṕıtulo partiremos de ecuación
KdV para obtener soluciones, y posteriormente basándonos en las resultados
obtenidos desarrollaremos las soluciones para las ecuaciones de Boussinesq.
2.2.1. Solución solitaria KdV








= −η3 + 2c1η2 = η2(2c1 − η) ≡ F (η). (2.17)
En primer lugar observamos que si buscamos soluciones reales, necesaria-
mente dηdξ ha de ser también real y estar acotado, por tanto buscamos que
F (η) ≥ 0. Estudiando las ráıces de F (η) se nos presentan dos posibles si-
tuaciones recogidas en la Figura 2.2.
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(a) (b)
Figura 2.2: Ejemplos de la función F (η) con (a) c1 > 0, y con (b) c1 < 0.
Destacamos que hemos tenido en cuenta los ĺımites de F (η), esto es,
ĺım
η→∞
F (η) = −∞ y ĺım
η→−∞
F (η) =∞. Por tanto es evidente que al imponer
que F (η) sea mayor que cero y acotado la única alternativa es tener c1 ≥ 0,
aśı obteniendo la siguiente cota 0 ≤ η ≤ 2c1.






⇒ η = 2c1
q2
⇒ dη = −4c1
q3
dq. (2.18)














































Queremos integrar ambas partes de la igualdad por separado. Pero antes
realizamos el siguiente cambio de variable para el término de la izquierda
q = cosh(u) =
eu + e−u
2





q2 − 1 = cosh2(u)− 1 = (e
u + e−u)2
4
− 1 = e
2u + e−2u + 2− 4
4
=















du = u = arccosh(q).
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Para terminar como sabemos que η está acotada superiormente por 2c1 y
H = yc−yd = ac+ad es la altura de la ola, tenemos que H = 2c1. Por tanto
dado que c = 1 + εc1
























Siendo esta la solución adimensional de onda solitaria para la ecuación KdV.
2.2.2. Solución solitaria de Boussinesq
Dado que se emplean ecuaciones adimensionales queremos trabajar del mis-
mo modo con las ecuaciones de Boussinesq. Para ello partimos del conjunto
de ecuaciones (2.3) introducidas al comienzo del caṕıtulo. En primer lugar
debemos tener en cuenta que al trabajar considerando el fondo horizontal
podemos aproximar h = 1. De forma que las ecuaciones (2.3) quedan trans-
formadas del siguiente modo






























































































































Asumiendo de forma análoga a (2.9) y con el objetivo de tener la expre-
sión completa en función de η que u0 = η + O(ε, µ, β) . Afectando esto





















Teniendo presente de nuevo que c = 1 + εc1 y que a ráız del cambio de






























































siendo esta la forma adimensional de las ecuaciones de Boussinesq (2.3).
Para la obtención de soluciones de ondas solitarias empleamos al igual que
en la ecuación KdV el cambio de variable ξ = x− ct y las expresiones de las
derivadas parciales que vienen expresadas en (2.14). Si consideramos este
cambio en la recién obtenida ecuación (2.25) se tiene
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Recordando una vez más que buscamos hallar soluciones solitarias, lo que
implica que η = dηdξ =
d2η
dξ2
= 0 cuando ξ −→ ±∞, es decir, que el agua
está en reposo lejos de la elevación, llegamos a que k1 = 0. Proseguimos
integrando de nuevo












Transformando k2 por tratarse de una constante de integración. Seguimos










































con k3 constante de integración y siendo consecuentemente s también una
constante. Multiplicamos por 2ε
1− c2
ε









− rη = s.









= −η3 + c
2 − 1
ε
η2 + rη + s ≡ F (η).
Una vez más recordamos que estamos buscando soluciones solitarias por lo
que r = s = 0. Dado al introducir el caṕıtulo, en (2.1) hemos denotado el














≡ F (η). (2.26)
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Buscando que dηdξ sea real y esté acotado, es necesario que F (η) ≥ 0 una vez
más. Por tanto de forma análoga al razonamiento realizado para la solución






Con el objetivo de hallar soluciones realizamos el siguiente cambio de varia-





⇒ η = H
q2














































Si integramos, dado que tenemos una expresión análoga a la de la ecua-
ción KdV, repitiendo los cálculos y deshaciendo el cambio de variable (2.27)
llegamos a que















Por tanto si despejamos η y denotando ∆ =
√
4ν
3H como en (2.20)






Como podemos observar las expresiones (2.21) y (2.28) son aparentemen-
te idénticas, pero en realidad el término H viene dado de formas distintas
y en consecuencia la velocidad c. Para la solución KdV ya hemos visto que
c = 1 + 12εH. Sin embargo para la de Boussinesq al determinar
c2−1
ε = H,
tenemos que c =
√
1 +Hε.
Aún aśı vemos una vez más la estrecha relación entre ambas ecuacio-
nes, ya no solo a la hora de construirlas sino también en las soluciones que
aportan.
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2.2.3. Soluciones periódicas KdV








= −η3 + 2c1η2 + rη + s ≡ F (η).
ya hemos visto que al exigir que la solución de ésta sea periódica necesitamos
que la constante s sea real y mayor que cero. Ahora, como F (η) es una
ecuación de tercer grado contará con 3 ráıces y1 ≥ y2 ≥ y3 y por tanto
podemos expresar (2.16) de la siguiente manera
F (η) = −η3 + 2c1η2 + rη + s = −(η − y1)(η − y2)(η − y3) =
− η3 + η2(y1 + y2 + y3)− η(y1y2 + y1y3 + y2y3) + y1y2y3.
De esta expresión deducimos que y1y2y3 = s ∈ R+, presentándose aśı so-
lamente tres alternativas. La primera es que todas las ráıces sean reales y
positivas, la segunda que una de ellas sea positiva y las dos restantes nega-
tivas y por último que dos de ellas sean complejas conjugadas y una última
ráız positiva.
En primer lugar descartamos la última de las opciones puesto que bus-
camos soluciones reales.
Si contamos ahora con las opciones restantes, se presentan dos alter-
nativas recogidas en la Figura 2.3. En ella, al igual que para el desarrollo
de las soluciones solitarias, hemos tenido en cuenta que ĺım
η→∞





Figura 2.3: Ejemplos de la función F (η) con (a) y1, y2, y3 > 0, y con (b)
y2, y3 < 0 y y1 > 0.
Consideramos la primera de las opciones que corresponde al gráfico (a),
esto es, que y1 ≥ y2 ≥ y3 > 0. Como buscamos soluciones periódicas, re-
cordamos que dηdξ ha de ser real deduciendo aśı de la ecuación (2.16) que
necesariamente F (η) ≥ 0. Ahora, como también exigimos que dηdξ esté acota-
do observando la Figura 2.3 (a) tenemos que consecuentemente y2 ≤ η ≤ y1.
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Esto genera una contradicción ya que la elevación de la onda seŕıa siempre
positiva resultando esto f́ısicamente imposible.
De modo que por descarte solo podemos considerar que F (η) tiene dos
ráıces negativas y una positiva, por tanto la situación es la ilustrada en la
Figura 2.3 (b) y consecuentemente como F (η) es no negativo obtenemos la
siguiente cota: y2 ≤ η ≤ y1. Si ahora denotamos a las ráıces del siguiente
modo 
y1 = η1
y2 = −η2 η2 > 0
y3 = −η3 η3 ≥ η2 > 0
podemos reescribir F (η) = −(η−y1)(η−y2)(η−y3) = (η1−η)(η+η2)(η+η3).
Además como los valores de η son siempre menores que η1, tendremos que
precisamente η1 corresponde a la amplitud desde el punto de equilibrio has-
ta la cresta de la ola, es decir, a lo que en la Figura 2.1 hemos denotado
por ac. Razonando de manera análoga, η2 corresponde a la amplitud de la
depresión de la onda, a lo que denotamos por ad.
Supongamos que la solución periódica de (2.16) sea de la forma
η(ξ) = η1 cos




= [−2η1 senχ(ξ) cosχ(ξ)− 2η2 senχ(ξ) cosχ(ξ)]
dχ
dξ




Además contamos con la siguiente igualdad
η = η1 cos
2 χ− η2 sen2 χ = η1(1− sen2 χ)− η2 sen2 χ = η1 − (η1 + η2) sen2 χ
⇒
{
(η1 − η) = (η1 + η2) sen2 χ
(η + η3) = (η1 + η3)− (η1 + η2) sen2 χ.
De la misma manera
η = η1 cos
2 χ− η2 sen2 χ = η1 cos2 χ− η2(1− cos2 χ) = −η2 + (η1 + η2) cos2 χ
⇒ (η + η2) = (η1 + η2) cos2 χ.
Si ahora introducimos el cambio (2.29) y tenemos en cuenta las identidades








= F (η) = (η1 − η)(η + η2)(η + η3)
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3







(η1 + η2) sen
2 χ(η1 + η2) cos








= (η1 + η3)− (η1 + η2) sen2 χ.





























donde k ha sido elegido a propósito puesto que jugará el papel de módulo
de la función eĺıptica de la Definición 1.1.1 del Caṕıtulo 1. Además como













1− k2 sen2 χ
dχ√




Observamos que si imponemos ξ = 0 en la cresta de la ola, como η1 = ac
corresponde a la amplitud en dicho punto, entonces tendremos que η(0) = η1.
Considerando el cambio realizado en (2.29)
η(0) = η1 cos
2 χ(0)− η2 sen2 χ(0) = η1 ⇒
{
cos2 χ(0) = 1
sen2 χ(0) = 0
⇒ χ(0) = πk,
para k ∈ Z. Nosotros trabajaremos con el valor espećıfico k = 0.
Podemos de esta forma integrar la ecuación (2.33) de la siguiente manera∫ χ(ξ)
0
dχ∗√
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Observamos que el término de la izquierda corresponde a la integral eĺıptica
incompleta de primera especie (1.18), ya definida al final del Caṕıtulo 1. De
modo que
F (χ, k) = ± ξ
∆
.























Por lo tanto como hemos supuesto que la solución es de la forma (2.29),
























Una vez más recordando que −η2 ≤ η ≤ η1 y que por tanto, η1 = ac y
η2 = ad, claramente recordamos que H = ac + ad = η1 + η2. De modo que
reescribimos







En este punto debemos recordar que estamos realizando el análisis de
ondas periódicas. Por tanto consideramos que η(ξ) cuenta con un periodo
T , esto es, η(ξ) = η(ξ+T ). Nos disponemos a hallar el valor de dicho periodo,















= −k2 sen 2χ.
Donde hemos aplicado la siguiente identidad trigonométrica
sen(a+ b) = sen(a) cos(b) + sen(b) cos(a)⇒ sen(2a) = 2 sen(a) cos(a)
Evidentemente como la función seno es de periodo 2π, tenemos que la fun-
ción sen 2χ cuenta con periodo π. Aśı llegando a que dχdξ toma los mismos
valores para un aumento de π para χ, puesto que una función y su derivada
cuentan con el mismo periodo. De modo que podemos integrar (2.33) con













1− k2 sen2 χ
.
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La segunda igualdad viene dada debida a la simetŕıa de la función seno, ésta



































Aśı reduciendo el intervalo de integración. Podemos apreciar dicha simetŕıa
de manera gráfica a través de la Figura 2.4.
Figura 2.4: Función 1√
1−k2sin2(x)
en el intervalo [−π, π]. Tomamos el valor
particular del módulo k = 0.5, sin afectar esta elección a la simetŕıa.
Si ahora analizamos el término de la derecha que se ha obtenido, apreciamos
que corresponde a la integral eĺıptica incompleta de primera especie (1.18),














Ahora, en la Definición 1.4.2 ya quedó reflejado que para el valor particular
de π/2 la integral eĺıptica incompleta de primera especie, coincide con la
integral eĺıptica completa de primera especie K de la Definición 1.4.1. Es
decir, tenemos
T = 2∆K(k). (2.35)
Introduciendo el valor del periodo en la solución (2.34)

























siendo esta la solución periódica adimensional para la ecuación KdV.
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Observación 2.2.1. Para el desarrollo de las ondas periódicas partiendo de
las ecuaciones de Boussinesq llegamos a la misma expresión. Pero al igual
que en las soluciones solitarias la velocidad vendrá dada de forma diferente




Analizaremos el comportamiento de las soluciones, tanto solitarias como
periódicas, obtenidas en el Caṕıtulo 2 para la ecuación KdV. Para ello se hace
uso del programa Mathematica*. implementando un método numérico que
usa la denominada “Fast Fourier Transform”(FFT - Transformada rápida
de Fourier) **.
3.1. Soluciones solitarias
Partiendo de la expresión más t́ıpica de la ecuación KdV
ut + uux + uxxx, (3.1)
contamos con las siguientes soluciones solitarias






, ∀A, x0 ∈ R. (3.2)
Donde 3A2 corresponderá a la amplitud de la onda y 2A2 a su velocidad.
Pero en el Caṕıtulo 2 a partir de las ecuaciones de Boussinesq hemos obtenido
otra expresión para la ecuación KdV en su forma adimensional, con la cual



















Para emplear en el programa la expresión (3.1) vemos que es equivalente a
(2.11) a través del siguiente cambio de variable{






























*Consultar Apéndice B para ver el código implementado.
**Consultar Apéndice A.
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Obteniendo la misma expresión de (3.1) con distinta notación. Por tanto ya
estamos en condiciones de implementar nuestro programa en Mathematica
empleando la solución (3.2).
En primer lugar estudiamos el caso de una única onda solitaria.
(a) (b)
Figura 3.1: Simulación de la solución (3.2) para A = 25, x0 = 1.
En la imagen (a) vemos la representación tridimensional de la oscilación,
mientras que en la (b) se observa el comportamiento de la oscilación para
ciertos valores concretos del tiempo (t = 0 - amarillo, t = 2.5× 10−3 - rojo,
t = 5 × 10−3 - azul, t = 7.5 × 10−3 - verde). En ambas imágenes podemos
apreciar como la oscilación avanza hacia la derecha, lo cual tiene sentido
por ser la velocidad positiva. Además lo hace de forma imperturbable, sin
generarse dispersión, lo cual es una importante caracteŕıstica de los solitones
y más adelante veremos como esto no ocurre para las ondas periódicas.
En segundo lugar estudiamos la interacción entre dos ondas solitarias,
denominadas solitones. Es decir, implementamos en el programa la solución













donde de nuevo A,B, xa, xb ∈ R. En esta segunda simulación principalmente
nos interesa ver que pasa en la superposición de dos solitones, si el método
numérico que hemos tomado es el apropiado, debe reproducirse un choque
elástico. Esto es, después de la colisión se reproduce cada una de las crestas
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de nuevo con un ligero cambio de fase sin dispersión alguna. En la imagen (a)
de la Figura 3.2 vemos la evolución tridimensional de ambas oscilaciones, las
dos avanzan hacia la derecha, pero al contar la primero de ellas con mayor
velocidad (2A2 > 2B2) se produce un choque, siendo este elástico como
deseábamos. Por otro lado en la gráfica (b) podemos observar la evolución de
las oscilaciones para ciertos valores particulares del tiempo (t = 0 - amarillo,
t = 3×10−3 - rojo, t = 4×10−3 - azul, t = 7.5×10−3 - verde), apreciándose
como se comporta la solución durante la colisión, y también antes y después
de la misma, sin haberse generado dispersión.
(a) (b)
Figura 3.2: Simulación de la solución (3.3) para A = 25, xa = 1, B = 16,
xb = 2.5.
3.2. Soluciones periódicas
También queremos conocer la evolución de las ondas periódicas de la ecua-
ción KdV. Ya hemos determinado en el Caṕıtulo 2 que para la expresión
adimensional (2.11) de la ecuación KdV las soluciones tipo periódicas vie-
nen determinadas en (2.36), que recordamos que es














determinada en (2.30) y k2 = (η1+η2)(η1+η3) determinado en
(2.31). Siendo T = 2∆K(k) el periodo, ya establecido en (2.35).
En primer lugar, nos interesa ver que para valores del módulo k cercanos
a 1 las soluciones cnoidales toman comportamientos prácticamente idénticos
a los de las soluciones solitarias. Pero antes de estudiar esta propiedad a
través de las simulaciones véase de forma anaĺıtica.
Comenzamos estudiando qué ocurre con la expresión del periodo. Por la
Definición 1.4.1, si se evalúa la integral eĺıptica completa de primera especie
en k = 1 tenemos por la expresión (1.14) que










































∞ ⇒ T = 2∆K(k) −−−→
k−→1
∞
Es decir, la solución pierde la periodicidad por lo que no debemos de con-
siderar el periodo, aplicando esto a la ecuación (2.36) y teniendo en cuenta
que en (1.7) se ha visto que cn(x, 1) = sechx obtenemos














cuando k toma valores muy cercanos a 1. Apreciamos que la expresión resul-
tante es aparentemente idéntica a la del solitón dada en (2.21) si tomamos
−ad = −η2 ≈ 0. Pero hemos de tener en cuenta que las expresiones de H y
∆ no son las mismas en (2.21) y (3.4). Denotando H por H ′ y ∆, definido
en (2.20), por ∆′ a los parámetros de las soluciones de onda solitaria se tiene






Para la segunda, por (2.30) y (2.31), tenemos sin embargo




















Es decir, basta con tomar η2 = 0 y η1 = 2c1 para tener una solución solitaria.
Procedemos analizando esta similitud por medio de simulaciones. Para
ello tomamos ν = 9 en primer lugar y los valores particulares η1 = 768,
η2 = 0 y η3 = 1, consecuentemente, a través de las expresiones (2.31) y (2.35)




y T ≈ 1, 263. Partiendo de la solución (2.36) e integrando en el intervalo
[0, 3T ] se obtiene la simulación (a) de la Figura 3.3, en ella se intuye la
interacción entre tres ondas solitarias.
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Figura 3.3: Simulaciones cnoidales para valores de k próximos a 1.
Con el objetivo de analizar mejor el comportamiento de los solitones de for-
ma independiente, realizamos otras dos simulaciones restringiendo el inter-
valo de integración a [−T/2, T/2] contando aśı con una única cresta. Además
implementamos un valor η3 menor y en consecuencia k es más cercano a 1,
en la Figura 3.4 se recogen las simulaciones para k =
√
768





Además para comparar la magnitud de la dispersión generada en cada caso
contamos con la Figura 3.4 donde se imprimen los gráficos bidimensionales
para t fijo para los mismos valores de k de la Figura 3.3. Apreciamos como
cuanto más cercano a 1 es k menor es la dispersión de la elevación y por
tanto más cercana es la simulación a la de un solitón que se desplazaba
imperturbable. Confirmamos aśı los resultados obtenidos de forma teórica.
Figura 3.4: Simulaciones cnoidales en t = 5× 10−3 con k próximo a 1.
En segundo lugar hemos realizado diversas simulaciones para distintos
valores de k por medio de la variación de η3, obteniendo los resultado re-
flejados en la Figura 3.5. Las imágenes de la obtenidas son prácticamente
idénticas, se aprecia tan solo un aumento mı́nimo de la dispersión a medida
que k disminuye. Esto es debido a que hemos tomado el mismo valor de
H, y pese a que el periodo vaŕıe el intervalo de integración es para las tres
simulaciones [0, 6T ].
40 3.2. Soluciones periódicas
Figura 3.5: Simulaciones para (a) k =
√
2
3 , (b) k =
√
1




Finalmente simulamos como vaŕıa el comportamiento de las perturbacio-




y aśı contrastando con la imagen (b) de la Figura 3.5.
Figura 3.6: Simulaciones para (a) k =
√
1




H = η1 = 1083.
Observándose, ahora śı, una variación en las simulaciones para distintos va-
lores de la altura de la perturbación, mientras que la extensión del intervalo
de integración es [0, 6T ] una vez más.
Como comentario final y a modo de conclusión destacamos como las
ondas periódicas aun tomando valores del módulo k cercanos a 1 resultan
dispersivas a diferencia de las ondas solitarias que permanecen inalterables,
incluso cuando colisionan entre ellas. Es decir, las soluciones de las ondas
solitarias en el eje real x resultan altamente potentes a la hora de simularlas
haciendo uso de un poderoso método numérico que hace uso de la FFT,
frente a las ondas cnoidales. Para las primeras se hace evidente el balance
entre la nolinealidad (uux) y la dispersión (uxxx) presente en la ecuación
KdV cosa que generó el nombre de solitones. Además para las últimas ha
de tenerse en cuenta la periodicidad a la hora de tomar el intervalo de
integración ya que de manera contraria el programa puede fallar generándose
ruido en su ejecución.
Apéndice A
Transformada de Fourier y el
método del Factor Integral
Para el desarrollo de las simulaciones numéricas nos basamos en el método
Runge-Kutta de orden 4 y el método del Factor Integral [9] (Integrating
Factor method), combinado con el análisis de Fourier. En primer lugar, para
cualquier función u(x) ∈ R se define su Transformada de Fourier cono sigue





con s la variable de Fourier. De igual manera contamos con la inversa de la
Transformada de Fourier, siendo esta









Vemos el desarrollo de la Transformada de Fourier para el caso particular
de la ecuación KdV (3.1) la cual puede reescribirse de la forma








+ uxxx = 0.




sû2 − is3û = 0.
Llegado a este punto, se aplica el método del Factor Integral.




+ a(x)y = b(x),
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donde a(x) y b(x) son funciones continuas. Se construye de la siguiente




Trasladando esto a nuestra ecuación consideramos dydx = ût y a(x) = −is
3.
















3tût = −is3Û + e−is
3tût ⇒
e−is
3tût = Ût + is
3Û .






3tsû2 −is3Û = 0.
Desapareciendo de esta manera el término lineal. Como debemos trabajar
en el espacio de Fourier aplicamos (A.1) y (A.2) para û2. Tenemos en cuenta








F−1û = u⇒ F(F−1û)2 = û2.
De esta manera obtenemos la siguiente expresión la cual es implementada












A continuación se presentan los programas de Mathematica empleados.
A través del primer cuaderno se han obtenido los resultados de ondas
solitarias, tanto en solitario como la interacción entre dos de ellas.
En segundo lugar, se presenta el segundo cuaderno en el que se analizan
las ondas cnoidales cuando el valor del módulo k tiende a 1. Apreciándose
como el comportamiento se asimila al de las ondas solitarias. Este mismo
cuaderno se ha empleado para valores aleatorios del módulo k modificando
el mismo.
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Simulaciones ondas solitarias: CUADERNO 1
Una sola cresta: condición inicial u0[x]






TimeUsed[]; (*Inicializamos el tiempo*)
NTERM = 256; (*Número de intervalos para el eje x*)
MTERM = NTERM  2;
L = 2
número pi
Pi; (*Extensión del eje x xn-x0=L=2π*)
Δx = L / NTERM; (*Extensión de cada itervalo de x xj+1-xj=Δx*)
nfin = 1500; (*Número de itervalos para el eje t*)
Δt = 5 * 10^(-6); (*Extensión de cada itervalo de t ti+1-ti=Δt*)





(*Condición inicial una cresta, t=0*)
u0[x_] := u0[x] = 3 * A^2 *
secante hiperbólica
SechA  2 * (x - xa)^2;
(*Condición inicial dos crestas, t=0*)
u01[x_] :=
u01[x] = 3 * A^2 *
secante hiperbólica
SechA  2 * (x - xa)^2 + 3 * B^2 *
secante hiperbólica
SechB  2 * x - xb^2;
In[95]:= (*Graficamos la Condción inicial para una cresta,
Amplitud 3A^2=3*25^2=1.875 - Posición inicial= xa=1 *)
representación gráfica









(*Graficamos la Condción inicial,
Primera onda: Amplitud 3A^2=3*25^2=1.875 - Posición inicial= xa=1 ,
Segunda onda: Amplitud 3B^2=3*16^2= 768 - Posición inicial= xb=2.5 *)
representación gráfica
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En lo que sigue, el desarrollo del programa se lleva a cabo para una única 
cresta, esto es, tomando u0[x]. Para obtener las simulaciones de dos crestas 
se hace de forma idéntica sustituyendo tan solo la condición inicial. 
In[97]:= (*Inicializamos las iteraciones.
Además graficamos la condición inicial para cada xj y vemos que se satisface.
Por tanto en ese sentido el programa está funcionando bien *)
T[j_, n_] := T[j, n]




















In[100]:= (*Construimos la función Fk a trozos de forma que si j<
128 toma el valor j 1,2,3,...,127
y por el contrario si j>128 toma el valor j-256 -127,-126,-125,... ,
de este modo contamos con todos los valores del intervalo [-127,127],
es decir con 255 valores*)
Fk[j_] :=
función a trozos
Piecewise[{{j, j < MTERM}, {j - NTERM, j > MTERM}}];
(*Creamos la lista Fkdata con los valores de la función Fk,
Fdatapar1 = valores de Fk[j] con j = 0,1,2,...,127 ;
Fdatapar2 = valores de Fk[j] con j = 129,130,131,...,255 ;
Fdatapar3 = añadimos el valor 0 a la Fpar1;



















I * Fkdata^3; (*
factoriza
Factor de iteración FFT*)
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In[106]:=
para cada









parámetros de transformada de Fourier
FourierParameters → {1, -1}];
t = n * Δt;
g = -0.5
número i
I * Δt * Fkdata;
EE =
exponencial
ExpΔt * ik3  2;
E2 = EE^2;
(*Runge Kutta de orden 4*)







parámetros de transformada de Fourier
FourierParameters → {1, -1}]]^2,
parámetros de transformada de Fourier
FourierParameters → {1, -1}];





transformada de Fourier discreta inversa
InverseFourierEE * v + a  2,
parámetros de transformada de Fourier
FourierParameters → {1, -1}^2,
parámetros de transformada de Fourier
FourierParameters → {1, -1};





transformada de Fourier discreta inv⋯
InverseFourierEE * v + b  2,
parámetros de transformada de Fourier
FourierParameters → {1, -1}^2,
parámetros de transformada de Fourier
FourierParameters → {1, -1};





transformada de Fourier discreta inve⋯
InverseFourier[E2 * v + EE * c,
parámetros de transformada de Fourier
FourierParameters → {1, -1}]]^2,
parámetros de transformada de Fourier
FourierParameters → {1, -1}];




parámetros de transformada de Fourier
FourierParameters → {1, -1}];
para cada




















AxesLabel → {"x", " "},
etiqueta de representación
PlotLabel → "T[x,t], t=" <>
convierte a cadena de caract⋯
ToString[Δt k] " k=" <>
convierte a cadena de caracteres
ToString[k]], {k, 0, nfin, 100}]











Table[{Δx j, Δt k, T[j, k]}, {j, 1, NTERM}]], {k, 1, nfin, 10}]
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In[111]:= (*Vemos la evolución 2
deriva





Table[{Δx j, T[j, 0]}, {j, 1 NTERM}],
tabla
Table[{Δx j, T[j, 500]}, {j, 1, NTERM}],
tabla
Table[{Δx j, T[j, 1000]}, {j, 1, NTERM}],
tabla





















TimeUsed[]; t1 - t0
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Simulaciones ondas periódicas: CUADERNO 2. 




In[ ]:= t0 =
tiempo usado
TimeUsed[]; (*Inicializamos el tiempo*)
NTERM = 256; (*Número de intervalos para el eje x*)
MTERM = NTERM/2;
nfin = 1500; (*Número de itervalos para el eje t*)
Δt = 5*10^(-6); (*Extensión de cada itervalo de t ti+1-ti=Δt*)
tfin = Δt*nfin; (*Valor final de t *)
A = 16;
n1 = 3*A^2;
n2 = 0; (*Lo tomamos tan pequeño que es despreciable*)
n3 = 1;
ν = 9;
H1 = n1 + n2;
k1 =
raíz cuadrada











In[ ]:= L = 3 T1; (*Obligamos a que esta sea la extensión
del intervalo para tener en cuenta la preiodicidad*)
Δx = L / NTERM ;




EllipticK[k1] + (x / Δ), k1]^2;
(*Graficamos la condición inicial*)
representación gráfica









In[ ]:= T[j_, n_] := T[j, n]
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In[ ]:= Fk[j_] :=
función a trozos































parámetros de transformada de Fourier
FourierParameters → {1, -1}];
t = n * Δt;
g = -0.5
número i
I * Δt * Fkdata;
EE =
exponencial
ExpΔt * ik3  2;
E2 = EE^2;
(*Runge Kutta de orden 4*)







parámetros de transformada de Fourier
FourierParameters → {1, -1}]]^2,
parámetros de transformada de Fourier
FourierParameters → {1, -1}];





transformada de Fourier discreta inversa
InverseFourierEE * v + a  2,
parámetros de transformada de Fourier
FourierParameters → {1, -1}^2,
parámetros de transformada de Fourier
FourierParameters → {1, -1};





transformada de Fourier discreta inv⋯
InverseFourierEE * v + b  2,
parámetros de transformada de Fourier
FourierParameters → {1, -1}^2,
parámetros de transformada de Fourier
FourierParameters → {1, -1};





transformada de Fourier discreta inve⋯
InverseFourier[E2 * v + EE * c,
parámetros de transformada de Fourier
FourierParameters → {1, -1}]]^2,
parámetros de transformada de Fourier
FourierParameters → {1, -1}];




parámetros de transformada de Fourier
FourierParameters → {1, -1}];
para cada
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AxesLabel → {"x", " "},
etiqueta de representación
PlotLabel → "T[x,t], t=" <>
convierte a cadena de caract⋯
ToString[Δt k] " k=" <>
convierte a cadena de caracteres
ToString[k]], {k, 0, nfin, 100}]
In[ ]:= Data3D =
tabla






Table[{Δx j, Δt k, T[j, k]}, {j, 1, NTERM}]], {k, 1, nfin, 10}]












In[ ]:= (*Vemos la evolución 2
deriva





Table[{Δx j, T[j, 0]}, {j, 1 NTERM}],
tabla
Table[{Δx j, T[j, 500]}, {j, 1, NTERM}],
tabla
Table[{Δx j, T[j, 1000]}, {j, 1, NTERM}],
tabla



















In[ ]:= t1 =
tiempo usado
TimeUsed[]; t1 - t0
El resto de simulaciones de ondas periódicas se han generado de forma análoga 
variando k a través de los valore η1, η2 y η3. También se toman distintos 
intervalos de integración y se aumenta la extensión de Δt cuando sea 
conveniente. 
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