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The explorative examination of constructed 3D models in immer-
sive environments requires suitable user-centric interaction meth-
ods. Especially novel concepts for virtual camera control can offer
advantages, e.g. for the analysis of model details. We extend the
known concept of the camera-in-hand metaphor and implement
a multidimensional viewport control technique that can be used
with common head-mounted displays and VR-controllers. With our
head-in-hand view the user is able to control the virtual camera
directly by hand without losing the flexibility of head movements.
To ensure convenient operation, the method restricts special rota-
tion parameters and smoothes jerky gestures of the user hand. In
addition, we discuss implications and improvement potential of the
proposed concept as well as adverse effects on the user, such as
motion sickness.
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• Human-centered computing → Virtual reality; Gestural in-
put.
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1 INTRODUCTION
The viewing and evaluation of 3D models is an important aspect
of the working world. In automotive industry, Virtual Reality (VR)
technologies enable the immersive analysis of structural elements,
components and models. A key advantage is the realistic, true-to-
scale representation, which promotes the imagination of developers.
Thus, engineers can compare and evaluate variants and concepts
easily [19].
However, many VR applications do not fully exploit the poten-
tial of virtual phenomena. The limitations result from the desire
to mirror reality and adopt various aspects of human perception.
Nevertheless, virtual worlds offer a large number of visualization
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and interaction possibilities beyond the laws of nature. Examples
are superpowers like teleporting, X-ray vision or shrinking the user.
We think those ideas can be beneficial for VR applications.
When the user evaluates 3D models on a normal desktop system,
the viewing position is static most of the time. Instead of changing
the own body position to obtain different perspectives on the object,
the user probably rotates, scales and moves the model itself. The
view is object-centric [14]. In immersive environments it mostly
depends on the size of the object. The user can grab small objects
with the hands or the controllers to observe them. But the handling
of larger models is clunky and not convenient. In most cases an
appropriate way for the user is to walk around the 3D model and
change his or her own position to get the desired view. The view is
user-centric [14], the object is static and maintains its natural size
and orientation.
Figure 1: Camera-in-hand metaphor (left): the viewport is
completely linked to position and orientation of the hand.
Head-in-hand metaphor (right): the user is also able to in-
fluence the viewport orientation with his head movements.
Problems arise from the following scenario: the user wants to
analyse even tiny details of a complex 3D model. With normal view
in VR this can be difficult and physically demanding. Furthermore,
there may be contorted rooms or niches that are not accessible
for the view. We think there are many uses for a kind of zooming
camera that can be held in the hand to adequately view small
details and reach otherwise inaccessible places. To ensure broad
applicability and tomake themethod available to small andmedium-
sized companies as well as private users, we only use common
and accessible VR hardware: a standard head-mounted display
and associated controllers. Our goal is to transfer the well known
camera-in-hand metaphor to a modern VR environment and extend
it to a head-in-hand metaphor (see Fig. 1).
2 RELATEDWORK
A mental precursor of the camera-in-hand metaphor is the en-
doscopy. The idea goes back to ancient times, when doctors used
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mirror constructions to look into easily accessible body orifices.
The first optical endoscopes with light guides for illumination and
reflection guidance to the observing eye were already developed
in the 19th century [6]. Brubaker and Holinger first combined an
endoscope and a video camera in 1941 [10]. Live feedback via tele-
vision emerged in the 1950s, as well as flexible endoscopes [6]. The
technical possibility to control your own view with the movements
of your hand in real time arose during this time. Other previous
technical devices include hand-held video cameras, which appeared
as early as the end of the 19th century [1]. The first hand-held
cameras that offered live broadcasting did not enter the market
until the 1960s [2].
The concept of gaze control by hand for viewing virtual environ-
ments could only emerge with the rise of computer graphics and
3D tracking devices. The first 3D input device was created in 1963
[21]. After further technical improvements in the 1970s [11], first
considerations were made in the 1980s to link the spatial position
and orientation of the hand with the virtual camera image [4, 8, 9].
2.1 Camera-in-hand metaphor
(non-immersive)
Badler et al. use a six degree-of-freedom sensor to change the po-
sition and orientation of the viewport [4]. The virtual 3D scene
contains only few rectangular blocks and is displayed in real time on
a CRT display. A problem is the missing of spatial feedback, because
the used display is neither stereoscopic nor immersive. Further-
more, the simple scene offers hardly any depth cues for orientation.
The authors note that absolute positioning is easier to control than
relative positioning. Absolute means the direct transmission of the
hand movement to the camera movement. For relative movement,
users press a button when they wish to transmit the hand move-
ment. Whenever the button is released, the position and orientation
of the camera remains static. The advantage is that the user does
not have to stay in uncomfortable positions to point the virtual
camera at the scene. Otherwise, the complicated orientation has an
unfavourable effect.
In literature the "camera-in-hand"metaphor is synonym to "eyeball-
in-hand". This term is first introduced by Brooks. In his work, the
eyeball is controlled by a six degree-of-freedom sensor to perform
architectural walkthroughs [8, 9]. Brooks describes this method as
"ideal for map navigation but quite confusing for scene navigation"
[9]. A disorientation factor can be suspected in the hardware used
at the time. The scene was not presented in real time.
A fundamental publication appeared in 1990: Ware and Osborne
compare three different metaphors for exploring the virtual envi-
ronment and controlling the virtual viewport [23]. A six degree-
of-freedom input device is used. They introduce the following
metaphors: "eyeball-in-hand", "scene-in-hand" and "flying vehicle
control". The first one is explained as a possibility to steer a virtual
camera by hand to view the virtual scene. In reality the user holds
the input device in his hand and orbits an invisible model which he
or she can only see on the monitor. The authors discover that this
method is easy to learn and understand.
Analogous to Balder et al., the authors test absolute and relative
transmission of movements. They decide on the absolute variant
because otherwise the mental model of the users is damaged and
users can no longer imagine the fixed invisible scene. The authors
mention in particular physical limitations of the setup with regard
to the tasks to be solved by test persons. The tracked space of the
input device is too small to view larger scenes. In addition, the low
resolution of the device makes it difficult to view an object without
camera shake. Subjects dislike physical contortions and the effort to
view a whole scene, since they must walk a lot to view all objects.
To overcome the weaknesses of the isolated use of the camera-
in-hand metaphor, further concepts were proposed, combining for
example different metaphors, motion mappings or bimanual camera
control [5, 20]. De Boeck and Coninx complement the camera-in-
hand metaphor with a flying-vehicle metaphor [13]. The virtual
camera is placed onto the vehicle. This vehicle is controlled by mov-
ing the input sensor in a borderline area. The PHANToM system is
used as sensor, which can offer the user haptic feedback. Depending
on the direction and pressure with which the sensor is moved, the
vehicle can be controlled. As long as the user moves within the
limits of the borderline area, only the position and rotation of the
virtual camera is changed. As soon as the user pushes against the
limits, the vehicle on which the camera is standing also moves.
2.2 Camera-in-hand metaphor (immersive)
So far, the approaches use non-immersive displays for showing the
virtual scene to the users. In the following we summarize papers
which utilize the camera-in-hand metaphor in conjunction with
head-mounted displays.
Stoev et al. present various techniques for navigation in virtual
environments, all of which are displayed in an additional virtual
window [22]. The method is called "through-the-lens" concept. The
actual viewing of the scene takes place, as usual in virtual reality,
through the natural movement and head tracking of the user. The
viewport is thus controlled by the user’s position and head move-
ments. The through-the-lens window is displayed in the user’s field
of view and overlays a part of the actual scene. One mode features a
camera-in-hand view. The window is moved with one hand and the
additional virtual camera with a pen in the other hand. According
to the authors, deficits of disorientation can be overcome in this
way. The feedback of the camera change takes place without delay,
and the user keeps the overview through the external view of the
virtual scene.
Another work of Fukatsu et al. proposes a manipulation method
to control multiple viewports in immersive environments [15]. The
authors couple the movement of an additional viewport with the
relative movement of the primary viewpoint. The user can control
both viewports with his head and hand movements. The concept
is similar to that of Stoev et al. Again, the additional viewport is
displayed in an extra window within the user’s immersive view.
The idea is compared to classic eyeball-in-hand and scene-in-hand
concepts. The implementation of the eyeball-in-hand variant does
not use the advantages of the tracked user head. The viewport
is static in the experiments. Therefore it is not surprising that
the approach has the same deficits as previous work with non-
immersive displays.
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2.3 Predecessors of the head-in-hand metaphor
As explained, Badler et al. use a six degree-of-freedom sensor to con-
trol the virtual viewport. Because this device has the form of a stylus,
they call it "wand". They describe an interesting metaphor: The
displayed perspective is what "an observer sitting in the wand and
looking down its long axis would see" [4]. This idea of a shrunken
user inside of the tracked device is already near the concept of
holding yourself in your own hand to reach small contorted spaces.
The mental step to the head-in-hand metaphor is not far away. Sur-
prisingly, we could not find any works that implement the concept.
Although there are descriptions of hardware setups in the literature
that would have easily allowed this method, the authors did not
decide to implement it [15, 22].
We want to note, that there is an enormous amount of other
methods to control the virtual viewport by means of the hands,
like hand-directed steering techniques where the key element is
the "continuous control of direction" [17] or gesture controlled
locomotion techniques [7, 12]. An overview of the methods was
compiled by Al Zayer et al. [3].
3 METHOD
In the following sections we outline the concept and implementa-
tion of the head-in-hand metaphor. As mentioned in related works
section, there are already approaches of immersive camera-in-hand
metaphors. The problem of the method of Fukatsu et al. is the fixed
setup. In their experiments, the user is forced to be in camera-in-
handmode thewhole time. He or she is not able to switch towalking
mode. On top of that, the head tracking of the head-mounted dis-
play is not applied. The only way to move the viewport is to change
the position and rotation of the hand.
The work of Stoev et al. is more interesting for our use case.
The user keeps the orientation over the scene. In addition, head
tracking is used to some extend. At least the user is able to walk
and navigate the virtual environment in standard way with first-
person view. Head tracking is not linked with the camera-in-hand
view. Furthermore, the additional window is quite small. Thus, it
is hard to see details of models. This is relevant with regard to
the resolution of current head-mounted displays. In addition, the
two-handed handling with window and pointer appears cumber-
some and error-prone. Stoev et al. do not describe any method of
smoothing out inaccuracies of hand movement such as trembling.
It can be assumed that the output of the virtual handheld camera is
shaky when the viewport is moved.
The transfer of the camera-in-hand metaphor to an immersive
scenario with room-scale VR allows to eliminate many deficits
of previous non-immersive approaches. We intend the head-in-
hand mode as an additional viewing variant that users can activate
if required. This reduces problems with disorientation. The user
can explore the scene in the VR application as usual by walking
through it. The viewport remains linked to his position and head
movements. Only if necessary, the user should switch to head-in-
hand mode. Even then, head movements are available like before,
only the position is changed to the hand of the user and the viewport
appears reduced in size. The virtual scene of the prototype contains
a skybox with horizon, a textured floor and some 3D-models.
3.1 Head-in-hand metaphor
In our first implementation we realized the head-in-hand mode
as a pure viewport without additional visual cues. However, the
missing visual reference caused a loss of orientation. The users want
to see their own hands, a pointer or at least a clearly perceptible
change between states. We added a kind of glass shell with struts
as pointer (see Fig. 2). The idea is to use the concept of rest frames
for the pointing tool. Rest frames can reduce motion sickness in
VR applications [16]. This is based on the observation that people
have a better perception of resting objects. Rest frames represent an
artificial fixed point to which the user can orientate himself. When
in head-in-hand mode, our pointing glass shell tool is displayed
around the user and is fixed to the viewport. Some users describe the
impression as similar to sitting in a small spaceship. We introduced
another change to promote the mental model: The user must first
grab the pointer from the workbench using the VR controller and
can then switch to the interior view at the touch of a button.
Figure 2: Pointing tool for the head-in-hand mode. Outside
appearance (left) and look from the inside (right).
Keeping the hand still in one place for a long period of time is
particularly strenuous. As already described in other works, the
head-in-hand view is not suitable for slow and longer explorations.
To counteract the disadvantages of the camera-in-hand metaphor
described in related work, we implement two improvements: The
restriction of the rotation axes and the use of a smoothing algorithm
to compensate for camera shake and restless hand movements.
The restriction of rotation axes refers to the transfer of hand
movements to the orientation of the viewport. Especially rolling
movements pose a problem (i.e. rotations along the longitudinal
axis of the view). These rotations make the horizon appear crooked,
which can be uncomfortable for the user and make orientation
difficult. In our tests it was in almost all cases the best solution
to completely prevent such rotations. In contrast, yaw rotations
must remain allowed. These are most familiar to the user, and cor-
respond to looking around along the horizon line. Regarding pitch
rotations (up and down rotations), the opinions of the users were
not clear. Some preferred to turn off or at least reduce the intensity
of pitch rotations. Others found the flexibility advantageous. We
want to mention that the user still has the possibility to perform
all rotations by natural head movement, only the transmission of
hand orientation is limited. The user can press the touchpad of
the VR controller to set different intensities of smoothing for hand
movements. Smoothing works by averaging over tracking points.
In our case, the last two determined hand positions and orientations
are used for the calculation.
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4 DISCUSSION AND FUTURE DIRECTIONS
The visual appearance of the pointing device was criticised by users.
The cobweb-like structure blocks the field of view too much. We
still think that the use of rest frames is useful to give users a visual
anchor in the head-in-hand view. However, the rest frame should be
more discreet and possibly provide a floor and some reference point
for comparison with the current user size. Users should notice their
smaller size and thus have the possibility to get closer to details.
Despite efforts to reduce discomfort and disorientation, users
may experience motion sickness. Smoothing the hand movements
could counteract this to a certain degree. However, high smoothing
factors gave the impression of latency or "trailing" movements. The
restriction of movement axes or hand rotations is also a suitable fea-
ture to counteract motion sickness. On the one hand, this procedure
is less demanding on the user. On the other hand, it is an abstraction
of the movements. A compromise solution seems appropriate.
The way of smoothing viewport movements has a crucial in-
fluence on the user experience. One direction for the future is to
evaluate different smoothing algorithms and intensities. How do the
parameters need to be adjusted to provide the optimal experience?
Other approaches for user studies deal with the metaphor itself.
We aim to compare the method with similar techniques: traditional
camera-in-hand, through the lens, magnifying glasses. Another
promising approach is the use of transitions between viewport
changes [18]. We think, transitions are able to facilitate the mental
link between the different view modes.
5 CONCLUSION
We extended the camera-in-hand methaphor to a head-in-hand
metaphor and implemented a prototype in an immersive environ-
ment to show the viability of our concept. With this approach the
user is able to control the virtual camera directly by hand without
losing the flexibility of head movements. The resulting tool allows
the explorative examination of 3D models and especially small de-
tails and otherwise inaccessible corners. The technique can be used
with standard head-mounted displays and VR-controllers. In con-
trast to the head movements of the user, rotation axis restrictions
of the hand movements are activatable to prevent disorientation
and a inconvenient operation. Additionally, a smoothing algorithm
was implemented, which smoothes jerky gestures of the user hand.
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