In this paper, we aim to give a theoretical approximation for the penalty level of 1 -regularization problems. This can save much time in practice compared with the traditional methods, such as cross-validation. To achieve this goal, we develop two Gaussian approximation methods, which are based on a moderate deviation theorem and Stein's method respectively. Both of them give efficient approximations and have good performances in simulations. We apply the two Gaussian approximation methods into three types of ultra-high dimensional 1 penalized regressions: lasso, square-root lasso, and weighted 1 penalized Poisson regression. The numerical results indicate that our two ways to estimate the penalty levels achieve high computational efficiency. Besides, our prediction errors outperform that based on the 10-fold cross-validation.
or generalized linear regression, variable selection is a good way to reduce the dimension when p is large. A family of the popular variable selection methods is based on the 1 regularization. For instance, lasso (Tibshirani, 1996) , square-root lasso (Belloni et al., 2011) , and 1 penalized Poisson regression (Li and Cevher, 2015) . In these methods, choosing a suitable penalty level is very important since it can influence the estimation accuracy directly. In general, the penalty level is selected by cross-validation, C p , AIC or BIC criterions (Chen and Chen, 2008; Tibshirani, 1996; Zou et al., 2007) . They can produce good estimation accuracy, but heavy procedures are involved. In this paper, we give two theoretical approximations for the penalty level, and they can reduce much computation cost in practice and improve the prediction accuracy at the same time.
Consider the following generalized linear models (McCullagh and Nelder, 1989) which include the classical linear models. Suppose (x 1 , y 1 ), . . . , (x n , y n ) are independent pairs of observed data which are realizations of random vectors (X 1 , Y 1 ), . . . , (X n , Y n ), with p-dimensional covariates X i ∈ R p and univariate response variables Y i ∈ R for all i ∈ {1, . . . , n}. (X i , Y i ) are assumed to satisfy the conditional distribution
where F is a distribution in the exponential family, g(·) a real-valued link function, E(·) the expectation function, and β * ∈ R p an unknown parameter vector. We denote by A the transpose of A (a vector or matrix). If F is the normal distribution and g(t) = t, then (1.1) is the classical linear model. If F is the Poisson distribution and g(t) = log t for all t > 0, then (1.1) is the Poisson regression model. Denoting x i = (x i1 , · · · , x ip ) , without loss of generality, we assume 1 n n i=1
x ij = 0 and 1 n n i=1
x 2 ij = 1, for all j ∈ [p].
Write X = (x 1 , . . . , x n ) ∈ R n×p and Y = (y 1 , . . . , y n ) ∈ R n . Consider the following 1 -minimization problem:
where L(β|X, Y ), connected to the distribution of Y |X, is assumed to be a convex function with respect to β, and λ > 0 the penalty level to be chosen. For example, if F is normal distribution and L(β|X, Y ) = Y − Xβ 2 2 /2n, β in (1.2) is the lasso estimator (Tibshirani, 1996) ; if F is normal distribution and L(β|X, Y ) = Y − Xβ 2 2 /n, β in (1.2) is the squareroot lasso estimator (Belloni et al., 2011) .
As we mentioned above, the choice of λ affects the accuracy of β directly. In the previous research, the λ had been proved to be well approximated by a factor times a Gaussian quantile in the case of the linear model with independent Gaussian errors. The lasso estimator can achieve the near-oracle performance with probability approaching to 1 − α, if λ = cσ( √ n) −1 Φ −1 (1 − α/2p) with c > 1, σ being the standard deviation of Gaussian error, Φ −1 (·) the inverse of the cumulative distribution function of standard normal distribution, and α ∈ (0, 1) (Bickel et al., 2009 ). The square-root lasso was proved to own the same property (Belloni et al., 2011) 
But for the generalized linear model except for the linear model, there are a few papers to approximate the penalty theoretically. So, we develop two Gaussian approximation methods to estimate the penalty level for the generalized 1 -minimization problem.
We briefly introduce how to connect the two Gaussian approximation methods to the estimation of λ and the corresponding results. Using Karush-Kuhn-Tucker conditions for (1.2), we have
where ∇ is the gradient operator, and κ is the subgradient of β 1 at β = β. Noticing κ ∞ ≤ 1, the equality above implies
where · ∞ is the ∞ norm. Naturally, an ideal choice of penalty level λ should guarantee that
where c > 1 is a tuning parameter (see Belloni et al. (2011); Jia et al. (2019) ). Thus given a small α ∈ (0, 1), we need to find a suitable λ such that independent random variables depending on the specific models (see more details in Sections 2 and 3). For simplicity, we denote W i = f (x i , y i ).
In this paper, we propose two approximated penalty levels for λ. One is
The result is obtained by utilizing a moderate deviation theorem that we state in Section 2. This Gaussian approximation was also used in the previous research, see (Bickel et al., 2009) for lasso, (Belloni et al., 2011) for squareroot lasso. But they assumed that F was a normal distribution. In our case, we allow F to be any distribution in the exponential family. The other is
Under this approximated penalty level, we prove by Stein's method that
Under both two approximations, we see that the inequality (1.3) holds when n, p → ∞. The difference is in the first case, n, p need to satisfy p ≤ e o(n 1/5 ) , and a stronger condition p ≤ e o(n 1/7 ) has to be assumed in the second case. The more detailed comparisons for the two cases are referred to Section 2.
The rest of the paper is organized as follows. Section 1.1 below gives the notations throughout the paper. In Section 2, we give two theoretical approximations of penalty level λ and the corresponding proofs are deferred to Appendix. In Section 3, we apply the two approximations to three types of 1 penalized regression. Besides, we conduct simulations to show the prediction errors and computation time of the three methods under the two approximated penalty levels and compare them with the results of 10-fold cross-validation. Finally, we give a conclusion in Section 4.
Notations
For simplicity of notations, we use E n (·) denotes the average over index i ∈ [n], where [n] = {1, 2, . . . , n}. For example, E n (·) = ( n i=1 (·))/n. a b means that it exists a universal positive constant c such that a ≤ cb. For a d-dimensional vector v = (v 1 , . . . , v d ) , we denote by v q its l q norm for all q ≥ 1. Especially, when q = ∞, v ∞ = max i∈ [d] |v i |. The notation b n = O(a n ) implies b n a n , and b n = o(a n ) implies lim n→∞ b n /a n = 0. Especially, O(1) stands for a positive finite constant and o(1) is infinitesimal.
Two Gaussian approximation methods to estimate the penalty level
In this section, we introduce the two Gaussian approximation methods for estimating the penalty level of 1 -regularized regression. One is based on a moderate deviation theorem, the other is based on Stein's method.
We recall that the good approximation of penalty level λ should satisfy for given α ∈ (0, 1),
with a suitable constant c > 1. Observe that for the generalized linear model, ∇L(β * |X, Y ) can be written as
Then, we aim to prove that for a suitable λ, the following probability
is close to 1.
Gaussian approximation based on moderate deviation theorem
In this section, we prove that λ 1 = cθ( √ n) −1 Φ −1 (1 − α/2p) with c > 1, θ ∈ (0, +∞) and α ∈ (0, 1) is a good approximation of λ so that the inequality (2.1) holds. The main skill is the moderate deviation theorem that was given by (Sakhanenko, 1991) . One version stated in Lemma 2.1 is very convenient for use.
Lemma 2.1 ( (Liu et al., 2013) ). Let η 1 , · · · , η n be independent random vari-
Eη 2 i and
Then there exists a positive constant K such that for all
This type of moderate deviation theorem was also applied in (Jia et al., 2019; Liu et al., 2013) . Other type moderate deviation theorems can refer to (Hu et al., 2009; Jing et al., 2008; Liu and Shao, 2010; Shao and Zhou, 2016) .
The following theorem is the key to proving that λ 1 is a good approximation of λ. It gives the upper bound of P max j∈[p] |S W n,j | ≤ z and is proved by means of a truncation technique and Lemma 2.1, see Appendix A below.
is the cumulative distribution function of standard normal distribution.
Remark 2.3. Noticing the range of z, (2.2) can be simplified to
when p is sufficiently large.
By the fact of λ 1 √ n/c ∼ √ log p and Theorem 2.2, we can obtain the following corollary directly.
Corollary 2.4. Suppose that ∇L(β * |X, Y ) can be written as the following form
Remark 2.5. Let the function L is the negative log-likelihood of generalized linear model, and suppose
Then, the gradient of L has the form
all the results of Corollary 2.4 hold.
Gaussian approximation based on Stein's method
In this section, we aim to prove that
is another good approximation of λ so that the inequality (2.1) holds. The main skills include Stein's method and truncation technique. Firstly, we give some assumptions and notations. Let W 1 , ..., W n be a sequence of independent p-dimensional random vectors with the following assumptions: E(W i ) = 0 p for i = 1, ..., n and
Let Z 1 , ..., Z n be a sequence of independent p-dimensional Gaussian random vectors such that
and then we have S Z n ∼ N (0 p , Q). Chernozhukov et al. (2013) put forward an ultrahigh dimensional Gaussian approximation by Stein's method, which gave a Berry-Esseen bound between max j∈[p] S W n,j and max j∈[p] S Z n,j . The results have been applied to bootstrap and Dantzig. In this paper, we extend its application to estimate the penalty level λ of 1 -regularized regressions. For more details about Gaussian approximation by Stein's method, we refer the reader to Chatterjee (2005); Chen et al. (2011); Chen and Fang (2011); Chen and Shao (2004) ; Chernozhukov et al. (2014 Chernozhukov et al. ( , 2016 Chernozhukov et al. ( , 2017 ; Röllin (2013) ; Stein (1981) .
Follow the notations in (Chernozhukov et al., 2013) and recall E n (·) denotes the average over index 1 ≤ i ≤ n, that is, it simply abbreviates the
where γ ∈ (0, 1). Similarly, we can define a Z (γ) and then define
The following theorem can be derived by Theorem 2 and Lemma 2 of Chernozhukov et al. (2013) and some simple transformations. The proof is given in Appendix B.
4)
where C > 0 is a positive constant depending on c 1 , C 1 and C 2 only.
Remark 2.7. Notice that γ can take all values in (0, 1) and not larger than the first term in the right-hand side of (2.4). Taking γ = n −1/4 , the right-hand side of (2.4) will go to 0 when n, p → ∞ obeying p ≤ e o(n 1/7 ) .
Remark 2.8. Theorem 2.6 has a weaker assumption that the fourth moment exists comparing with Theorem 2.2, which requires a finite exponential moment. Moreover, Theorem 2.6 obtains a uniformly bound for the Gaussian approximation. But these relaxed conditions pay a cost on the convergence rate. Although Theorem 2.2 requires a uniformly finite exponential moment, and it is only suitable for all z ∈ [C √ log p, o(n 1/6 (log p) −1/3 )), it gives a more delicate estimation.
In the end, by using Theorem 2.6 with γ = n −1/4 we conclude in Corollary 2.9 that λ 2 is also a good approximation of λ.
Corollary 2.9. Suppose that ∇L(β * |X, Y ) can be written as the following form
If further assume p ≤ e o(n 1/7 ) , we have (1)).
Remark 2.10. Be similar to Remark 2.5, W i in Corollary 2.9 can be written as W i = x i i , if the function L is the negative log-likelihood of generalized linear model, and suppose y i = µ(x i β * ) + i for all i = 1, . . . , n with µ(x i β * ) = g −1 (x i β * ). Only if we assume i satisfies E i = 0, E 2 i = σ 2 < ∞, and E n (max j∈ [p] x 4 ij E 4 i ) ≤ C 2 with some positive constant C 2 , all the results of Corollary 2.9 hold.
Examples and simulations
In this section, we utilize the two methods in the previous section to estimate penalty levels of three types of 1 penalized regressions including lasso (Tibshirani, 1996) , square-root lasso (Belloni et al., 2011) and weighted 1 penalized Poisson regression (Jia et al., 2019) .
Recall the generalized linear model in Section1. Suppose (x 1 , y 1 ), · · · , (x n , y n ) are independent pairs of observed data which are realizations of random vectors (X 1 , Y 1 ), · · · , (X n , Y n ), with covariates X i ∈ R p and univariate response variables Y i ∈ R for all i ∈ [n]. (X i , Y i ) are assumed to satisfy the conditional distribution
where F is some distribution in exponential family, g(·) a link function and β * ∈ R p an unknown parameter vector to be estimated. Denoting x i = (x i1 , · · · , x ip ) , without loss of generality, we assume 1 n n i=1
Consider the following 1 -minimization problem:
where L(β|X, Y ), determined by the distribution of Y |X, is assumed to be a convex function with respect to β, and λ > 0 is the penalty level.
In the ultrahigh dimensional regressions, for a (small) given α ∈ (0, 1), we need to find some suitable λ such that
Unfortunately, H is often not known especially when the errors are non-Gaussian, so λ has to be chosen by heavy procedures such as cross-validation (CV).
In what follows, we will use Corollary 2.4 and Corollary 2.9 to approximate λ in three specific examples, but not limited to them. For simplicity, we use L(β) instead of L(β|X, Y ).
Example 1: Lasso with linear models
Let F be a distribution with mean 0 and variance σ 2 < ∞ and g(·) be the identity function. Then the model (3.1) can be written as
For Lasso (Tibshirani, 1996) , L(β) has the form L
We firstly apply Corollary 2.4 with W i = −σx i i , and it gives an approximation of λ with probability nearly 1 − α. Observe that E n (EW 2 ij ) = θ 2 = σ 2 < ∞. We assume that sup i∈[n],j∈[p] Ee t|σx ij i | < ∞ for some t ∈ (0, ∞).
is a good approximation of λ when n, p are large. Secondly, we apply Corollary 2.9 with W i = −σx i i , and it gives us another approximation for λ under the conditions M 2
Then, by Corollary 2.9, we have
In a word, the analyses above show that given a confidence level 1−α, the two choices λ L 1 (1 − α) and λ L 2 (1 − α) are good approximations of λ for lasso. Additionally, they achieve high computational efficiency, which is shown in the following simulations. We also show the prediction errors under these two penalty levels.
Under the model (3.3), we use the following data settings: n = 200, p = 1000 and σ = 1. Let x i be generated from a p-dimensional normal distribution N (0 p , Σ) with Σ ij = 0.5 |i−j| . The true parameter vector β * just has 10 nonzero components. Let the first 10 components of β * be nonzero and each non-zero component takes value randomly from [−1, 1]. In practice, σ is usually unknown, but there many ways to estimate it, such as the scaled lasso (Sun and Zhang, 2012) . For convenience, we assume that σ is known. We show the running times to obtain the λ L 1 (1 − α) and λ L 2 (1 − α) with α = 0.1, c = 1.01 by simulations. For comparison, we also present the running time of obtaining penalty level by the 10-fold CV. We repeat each simulation 100 times and get the totally running time. The results are shown in Table 1 . At the same time, we compare the prediction errors, defined as
under these three ways. The results are shown in Figure 1 .
From Table 1 , we see that our two estimation methods require less than 1 min for 100 simulations, but the 10-fold CV needs more than 7 mins. Figure 1 shows that the prediction errors in our two ways outperform that in the 10-fold CV.
Example 2: Square-root lasso under linear models
We also use the linear model (3.3) in Section 3.1. For square-root Lasso (Belloni et al., 2011) , L(β) has the form L(β) = n i=1 (y i − x i β * ) 2 /n. Then,
Then, λ sr 1 (1 − α) is a good approximation of λ when n, p are large. Secondly, we apply Corollary 2.9 with W i = −x i i / n i=1 2 i /n to find another approximation of λ. Let e i be i.i.d. standard Gaussian random variables and z sr 1−α satisfy that P max
x ij e i n i=1 e 2 i /n ≤ z sr
with some constant C 2 > 0, Corollary 2.9 implies that
Hence, λ sr 1 (1 − α) and λ sr 2 (1 − α) are two good approximations of λ for square-root lasso under confidence level 1 − α.
Being similar to Example 1, we do some simulations to show the running time and prediction errors of square-root lasso under the three ways of selecting λ λ sr 1 , λ sr 2 , and 10-fold CV. The model and data settings are same as Example 1. The results are shown in Table 2 and Figure 2 . We see in Table 2 that the 10-fold CV costs more than 80 times time than our two ways. More than that, the prediction errors under our two selections outperforms that under the 10-fold CV. Figure 2 : Prediction errors via three penalty selection methods for square-root lasso with n = 200, p = 1000. λ sr cv : selected by the 10-fold CV; λ sr 1 : estimated based on the moderate deviation theorem; λ sr 2 : estimated based on Stein's method.
3.3. Example 3: Poisson regression with 1 penalized weighted score function method In this section, we apply the Corollary 2.4 and Corollary 2.9 into Poisson regression case. Firstly we introduce the Poisson regression with 1 penalized weighted score function method (LPWSF) (Jia et al., 2019) . This method is different from the traditional 1 penalized maximum log-likelihood estimation (Li and Cevher, 2015) . As the name implies, it added weight on the score function of the Poisson distribution.
Suppose F is Poisson distribution with parameter µ(x i ) and let link function g(x) = log x. Then (3.1) becomes (3.4) where β * ∈ R p is an unknown parameter vector to be estimated. The Poisson estimator obtained by LPWSF method is defined by (3.2) with
Then, the gradient of L(β) valued at β = β * has the form
√ e x i β * and then wer observe that E i = 0 and E 2 i = 1. Firstly, we apply Corollary 2.4 with W i = −x i i to find an approximation of λ. Observe E n (EW 2 ij ) = θ 2 = 1 < ∞ and assume sup i∈[n],j∈ [p] Ee t|x ij i | < ∞ for some t ∈ (0, ∞). Denote
Then, λ sr 1 (1 − α) is a good approximation of λ when n, p are large. Secondly, using a Gaussian approximation in Corollary 2.9, we define
with e i being independent standard normal random variables. Then, under the conditions M 2 2 = max j∈[p] E n EW 2 ij = 1 and E n E max j∈ [p] x 4 ij 4 i < C 2 for all i ∈ [n] with some constant C 2 > 0, Corollary 2.9 yields that
Hence, for weighted 1 penalized Poisson regression, λ P 1 (1−α) and λ P 2 (1− α) are two suitable choices of λ. We conduct some simulations to further confirm the results below.
Being similar to the previous two examples, we also compare the running times of three ways to select the penalty level and exhibit the prediction errors of each method via box-plot. Under the model (3.4), all the settings of n, p, x i , β * and so on are same with lasso except that y i is generated from a Poisson distribution with parameter e x i β * for each i ∈ [n]. We repeat the simulations 100 times for each method. The running time is shown in Table 3 , which shows that the 10-fold CV costs more than 26 times time than our two ways to estimate λ. We get a similar prediction error behavior with the 10-fold CV, which are shown in Figures 3. So, our two ways are more competitive than the 10-fold CV. 
Conclusion
We proposed two theoretical approximations for the penalty level of 1 penalized generalized linear regressions. The main skills were truncation technique, moderate deviation theorem, and Stein's method. These skills can be also used for any other applications, which need a Gaussian approximation. We applied our approximated penalty levels to three types of highdimensional 1 penalized regressions, lasso, square-root lasso and Poisson regression with 1 penalized weighted score function method. The simulation results showed that our approximated penalty levels produced comparable accuracy on the prediction error comparing with 10-fold CV and also achieved high computational efficiency. In addition, the two theoretical approximations are not limited in the generalized linear models. They are suitable for all the models only if the gradient of their objective function L can be written as a average of n independent random vectors (see more details in Corollary 2.4 and Corollary 2.9).
Appendix A. Proof of Theorem 2.2
Ex ij and I 2 j = P sup i∈[n]
|W ij | > A .
Firstly, we estimate I 2 j . For each j ∈ [p], by exponential Chebyshev's inequality and condition sup i∈[n],j∈[p] Ee t 1 |W ij | < ∞ for some t 1 > 0, we have
where t 1 > 0 is some constant.
Before estimating I 2 j , we make some preparations. Observe that
≤ C(A + 2/t 1 )e −t 1 A .
Denote u = C(A+2/t 1 )e −t 1 A and then |Ex ij | ≤ u. Let η ij = (x ij − Ex ij )/2A. Then, Eη ij = 0 and |η ij | ≤ 1 for all i ∈ [n], j ∈ [p]. Denote σ 2 nj = n i=1 Eη 2 ij and T nj = n i=1 E|η ij | 3 /σ 3 nj . By calculating we have
E|η ij | 2 /σ 3 nj = 1 σ nj .
For convenient, we denote T nj = O(1)A ( √ n) −1 . Then using Lemma 2.1 we have
Combining (A.1), (A.2) and the inequality above, we have
Taking A = 3 log p/t 1 and u = O(1) log p/p 3 , we obtain the desired result.
For all i ∈ [n], define two 2p-dimensional vectorsW i andZ i with W i = (W i , −W i ) andZ i = (Z i , −Z i ) . Then, SW n and SZ n become two 2p-dimensional vectors such that 
