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Abstract
Let  > 0 be a small parameter. In this paper, we study existence of multiple multi-bump positive solutions
for the semilinear Schrödinger equation
−u+ u = (1 − a(x))|u|p−2u, u ∈ H 1(RN ),
where N  1, 2 < p < 2N/(N − 2) if N  3, p > 2 if N = 1 or N = 2, a ∈ C(RN), a(x) > 0 for x ∈ RN ,
and lim|x|→∞ a(x) = 0. We also study existence of multiple multi-tower positive solutions for the pre-
scribed scalar curvature equation
−u = (1 − K(|x|))uN+2N−2 , u ∈D1,2(RN ),
where N  3, K ∈ C([0,∞)), K(r) > 0 for r > 0, limr→0 K(r) = 0, and limr→∞ K(r) = 0.
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This paper is concerned with existence of multi-bump positive solutions of the equation
−u+ u = (1 − a(x))|u|p−2u, u ∈ H 1(RN ), (1.1)
where N  1, 2 < p < 2∗, 2∗ = 2N
N−2 is the critical Sobolev exponent if N  3 and 2∗ = ∞ if
N = 1 or N = 2, and  > 0 is a parameter. Under suitable assumptions on a : RN → R, we shall
prove existence of multi-bump positive solutions for  small. Similar results have been obtained
in [31] for the equation
−u+ (1 + a(x))u = |u|p−2u, u ∈ H 1(RN ). (1.2)
To state our main result for (1.1), recall that the limiting equation
−u+ u = |u|p−2u, u ∈ H 1(RN ) (1.3)
has a unique positive radial solution w, which decays exponentially at ∞. For n ∈ N and for
sufficiently separated y1, y2, . . . , yn in RN , the profile of the function
∑n
i=1 w(· − yi) resembles
n bumps and accordingly a solution of (1.1) which is close to ∑ni=1 w(· − yi) in H 1(RN) is
called an n-bump solution.
We now formulate the assumptions on a.
(A) a ∈ C(RN), a(x) > 0 for x ∈ RN , lim|x|→∞ a(x) = 0, and there exist c > 0 and σ > 0 such
that a(x) ce−σ |x|.
(B) a ∈ C(RN), a(x) > 0 for x ∈ RN , lim|x|→∞ a(x) = 0, and for any σ > 0 there exists c > 0
such that a(x) ce−σ |x|.
Theorem 1.1. Let a satisfy (A). If n ∈ N satisfies
n < 1 + p − 2
2σ(p − 1) ,
then there exists (n) > 0 such that for 0 <  < (n), (1.1) has an n-bump positive solution.
We remark that for existence of one-bump solutions for small , it is sufficient to assume
a ∈ C(RN) and lim|x|→∞ a(x) = 0; this will be clear by checking the argument below, and is
consistent with the previous results in [4] (see also [6, Theorem 4.6]).
As a consequence of Theorem 1.1, we have the following result.
Corollary 1.2. Let a satisfy (B). Then for any n ∈ N, there exists (n) > 0 such that for
0 <  < (n), (1.1) has an n-bump positive solution. Therefore, as  → 0, (1.1) has more and
more multi-bump positive solutions.
As a problem closely related to (1.1), we also consider the prescribed scalar curvature equation
−u = (1 − K(|x|))uN+2N−2 , u ∈D1,2(RN ), (1.4)
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(C) K ∈ C([0,∞)), K(r) > 0 for r > 0, limr→0 K(r) = 0, limr→∞ K(r) = 0, and there exist
c > 0 and μ> 0 such that K(r) crμ for r > 0 small and K(r) cr−μ for r large.
(D) K ∈ C([0,∞)), K(r) > 0 for r > 0, limr→0 K(r) = 0, limr→∞ K(r) = 0, and for any
μ> 0 there exists c > 0 such that K(r) crμ for r > 0 small and K(r) cr−μ for r large.
Theorem 1.3. Let K satisfy (C). If n ∈ N satisfies
n < 1 + N − 2
μ(N + 2) ,
then there exists (n) > 0 such that for 0 <  < (n), (1.4) has an n-tower positive solution.
Here, by an n-tower positive solution of (1.4) we mean a radial solution which is sufficiently
close to
∑n
i=1 Uλi in the D1,2(RN) norm
‖u‖ =
( ∫
RN
|∇u|2
) 1
2
,
where λi > 0 (i = 1,2, . . . , n) are such that λiλj +
λj
λi
are large enough for all i = j and
Uλ(x) = λ
N−2
2 [N(N − 2)]N−24
(1 + λ2|x|2)N−22
.
We also remark that for existence of one-tower solutions for small , it is sufficient to assume
K ∈ C([0,∞)), limr→0 K(r) = 0, and limr→∞ K(r) = 0.
As a consequence of Theorem 1.3, we have the following result.
Corollary 1.4. Let K satisfy (D). Then for any n ∈ N, there exists (n) > 0 such that for
0 <  < (n), (1.4) has an n-tower positive solution. Therefore, as  → 0, (1.4) has more and
more multi-tower positive solutions.
Note that the assumptions (B) and (D) can be satisfied by many types of functions. For exam-
ple, for any α > 0, c1 > 0, c2 > 0, functions of the form
a(x) = c1
c2 + |x|α
satisfy the assumption (B), and functions of the form
K(r) =
{ c1
c2+| ln r|α , r > 0,
0, r = 0
satisfy the assumption (D).
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particular, the singular perturbed equation
−2u+ V (x)u = |u|p−2u, u ∈ H 1(RN ) (1.5)
has been extensively studied. Solutions of (1.5) as  → 0 are called semi-classical states, which
usually exhibit a concentration phenomenon. In the case where infx∈RN V (x) > 0, see, for in-
stance, [2,8,18–21,23,30,36–39] for results on existence of solutions concentrating near critical
points of V and [6,7,22] for results on existence of solutions concentrating on manifolds. In the
case where infx∈RN V (x) = 0, different concentration phenomena were observed in [11,12]. The
solutions we obtain in Theorem 1.1 do not concentrate near any fixed point, and they have mul-
tiple bumps separated far apart with each bump resembling the shape of w. Similar phenomenon
was observed for a Maxwell–Schrödinger system in [17]. See [31] for a similar result concern-
ing (1.2). Multi-bump solutions were also constructed with a minimax argument in [16] for the
Schrödinger equation
−u+ V (x)u = f (x,u), x ∈ RN
having periodicity in x. The equation we consider here is of a different type from those in [16,17]
and the approach we present is also different.
For the type of equations of (1.1) and (1.2), existence of one-bump solutions has been stud-
ied in [4,6] and such solutions have been obtained under, for example, the assumptions that
a ∈ L∞(RN) and lim|x|→∞ a(x) = 0. Here to obtain multi-bump solutions we need stronger
assumptions on a. In particular, we have put a constraint on the decay rate of a, that is,
a(x) ce−σ |x|.
Equations of the type of (1.4) arise in the scalar curvature problem in differential geometry.
If (M,g0) is a Riemannian manifold of dimension N  3, with scalar curvature S0, then to find
a conformal metric g1 = u 4N−2 g0 having scalar curvature S1 is equivalent to find a solution u to
the equation
−4N − 1
N − 2g0u+ S0u = S1u
N+2
N−2 . (1.6)
Up to a positive constant, if (M,g0) is the standard sphere then the stereographic projection
π : SN → RN converts (1.6) into
−u = SuN+2N−2 , x ∈ RN, (1.7)
where S(x) = S1(π−1(x)), and if (M,g0) is the standard RN then (1.6) is just (1.7). If S(x) is
a perturbation of 1 and has the form S(x) = 1 − K(|x|) and if we require u to be in D1,2(RN)
then (1.7) becomes (1.4). These kind of equations have been studied by many authors, see, for
example, [3,5,13,28,33] and the references therein. However, in all the above mentioned papers
S was assumed to be a C1 function, and in most of the known results critical points of S were
assumed to satisfy additional conditions. Also, there have been only few results on existence of
multiple solutions for (1.7) in the literature. In Theorem 1.3, we do not need smoothness of K
and, in particular, we do not impose any assumption on critical points of K , and, furthermore, we
obtain multiple solutions. More general results will be given in Section 4. It is known that C∞
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some cases, there exist multiple conformal metrics with the same scalar curvature function; see,
for example, [26,27,29,34]. Theorem 1.3 is a different kind of result from those in [26,27,29,34]
and it reveals a phenomenon which has not been observed before.
We shall use variational reduction method to prove the main results. Our argument is partially
inspired by [1,17,31]. This paper is organized as follows. In Section 2, preliminary results are
revisited. We prove Theorem 1.1 in Section 3. In Section 4, we prove Theorem 1.3 and obtain
more general results.
2. Preliminaries
To begin with, we introduce some notations. In the Hilbert space H 1(RN), we shall use the
usual inner product
〈u,v〉 =
∫
RN
∇u · ∇v + uv
and the induced norm ‖ · ‖. Let | · |p be the usual norm of Lp(RN). We shall use C and Ci to
represent positive constants which may be variant even in the same line. Let n ∈ N. We shall use∑
i<j and
∑
i =j to represent summation over all subscripts i and j satisfying 1 i < j  n and
1 i = j  n, respectively.
Lemma 2.1. For q  2, there exists C > 0 such that for any ai  0, i = 1, . . . , n,(
n∑
i=1
ai
)q

n∑
i=1
a
q
i +C
∑
i =j
a
q−1
i aj .
Proof. A simple calculation gives the result. 
The following two lemmas are taken from [31].
Lemma 2.2. For q  2, there exists C > 0 such that for any ai  0, i = 1, . . . , n,
((
n∑
i=1
ai
)q−1
−
n∑
i=1
a
q−1
i
) q
q−1
 C
∑
i =j
a
q−1
i aj .
Lemma 2.3. For q  2, n ∈ N, and ai  0, i = 1, . . . , n,(
n∑
i=1
ai
)q

n∑
i=1
a
q
i + (q − 1)
∑
i =j
a
q−1
i aj .
Recall that (see, for instance, [10,25,35]), for 2 <p < 2∗, the equation
−u+ u = |u|p−2u, u ∈ H 1(RN ) (2.1)
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w(r)r
N−1
2 er → c > 0, w′(r)r N−12 er → −c, as r = |x| → ∞,
and each positive solution of (2.1) has the form wy := w(· − y) for some y ∈ RN . We shall use
wy as building blocks to construct multi-bump solutions of (1.1). For yi, yj ∈ RN , the identity∫
RN
w
p−1
yi wyj = 〈wyi ,wyj 〉 =
∫
RN
wyiw
p−1
yj
will be frequently used in the sequel.
The following lemma is a consequence of [9, Lemma II.2] (see also [15, Lemma 2.4]).
Lemma 2.4. There exists a positive constant c > 0 such that as |yi − yj | → ∞,∫
RN
w
p−1
yi wyj ∼ c|yi − yj |−
(N−1)
2 e−|yi−yj |.
For λ > 0, define
Ωλ =
{
(y1, . . . , yn) ∈
(
R
N
)n ∣∣ |yi − yj | > λ for i = j}
if n 2 and Ωλ = RN if n = 1. For y = (y1, . . . , yn) ∈ Ωλ, denote
uy(x) =
n∑
i=1
wyi ,
Ty = span
{
∂wyi
∂xα
∣∣∣ α = 1,2, . . . ,N, i = 1,2, . . . , n},
and
Wy =
{
v ∈ H 1(RN ) ∣∣ 〈v, v1〉 = 0, ∀v1 ∈ Ty}.
Set P(x) = 1 − a(x) and K = (p − 1)(−+ 1)−1. For y ∈ Ωλ and ϕ ∈ H 1(RN), define
Ayϕ = ϕ −
n∑
j=1
K
(
w
p−2
yj ϕ
)+Lyϕ,
where
Lyϕ =
∑
i =j
N∑
α=1
〈
K
(
w
p−2
yj ϕ
)
,
∂wyi
∂xα
〉∥∥∥∥∂wyi∂xα
∥∥∥∥
−2 ∂wyi
∂xα
.
Note that Ay(Wy) ⊂ Wy for any y ∈ Ωλ.
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Ay |Wy : Wy → Wy is invertible and ∥∥(Ay |Wy )−1∥∥ η0.
Lemma 2.6. Let v ∈ H 1(RN). If  → 0, v → 0, and λ → ∞, then
sup
y∈Ωλ,ϕ∈H 1(RN),‖ϕ‖=1
∥∥Ayϕ − (ϕ −K(P |uy + v|p−2ϕ))∥∥→ 0.
Proof. Note that
Ayϕ −
(
ϕ −K(P |uy + v|p−2ϕ))= K(P |uy + v|p−2ϕ)− n∑
j=1
K
(
w
p−2
yj ϕ
)+Lyϕ.
Since, as |yi − yj | → ∞,〈
K
(
w
p−2
yj ϕ
)
,
∂wyi
∂xα
〉
= (p − 1)
∫
RN
w
p−2
yj
∂wyi
∂xα
ϕ = o(1)‖ϕ‖,
we see that, as λ → ∞,
sup
y∈Ωλ
‖Lyϕ‖ = o(1)‖ϕ‖.
For any ϕ,ψ ∈ H 1(RN),
〈
K
(
P |uy + v|p−2ϕ
)− n∑
j=1
K
(
w
p−2
yj ϕ
)
,ψ
〉
= −(p − 1)
∫
RN
a|uy + v|p−2ϕψ + (p − 1)
∫
RN
(|uy + v|p−2 − |uy |p−2)ϕψ
+ (p − 1)
∫
RN
(
|uy |p−2 −
n∑
j=1
w
p−2
yj
)
ϕψ.
A direct computation shows that (see [31])
sup
y∈Ωλ
∣∣|uy + v|p−2 − |uy |p−2∣∣ p
p−2
→ 0 as v → 0,
and
sup
y∈Ωλ
∣∣∣∣∣|uy |p−2 −
n∑
i=1
w
p−2
yi
∣∣∣∣∣
p
→ 0 as λ → ∞.
p−2
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sup
y∈Ωλ
∥∥∥∥∥K(P |uy + v|p−2ϕ)−
n∑
j=1
K
(
w
p−2
yj ϕ
)∥∥∥∥∥= o(1)‖ϕ‖.
The result follows. 
Solutions of (1.1) correspond to critical points of the functional
J(u) = 12
∫
RN
(|∇u|2 + |u|2)− 1
p
∫
RN
P |u|p, u ∈ H 1
(
R
N
)
.
Using Lemmas 2.5 and 2.6, we can proceed as in [31] to prove the following two lemmas
which describe a Lyapunov–Schmidt reduction procedure converting the problem of finding crit-
ical points of J to a finite dimensional problem.
Lemma 2.7. There exist 0 > 0 and Λ0 > 0 such that for 0 <  < 0 and λ > Λ0, there exists a
C1 map
vλ, : Ωλ → H 1
(
R
N
)
,
depending on λ and , such that
(a) for any y ∈ Ωλ, vλ,,y ∈ Wy ;
(b) for any y ∈ Ωλ, Qy∇J(uy + vλ,,y) = 0, where Qy : H 1(RN) → Wy is the orthogonal
projection onto Wy ;
(c) limλ→∞, →0 ‖vλ,,y‖ = 0 uniformly in y ∈ Ωλ; lim|y|→∞ ‖vλ,,y‖ = 0 uniformly in  ∈
(0, 0) if n = 1.
Decreasing 0 and increasing Λ0 if necessary, we have the following result.
Lemma 2.8. For 0 <  < 0 and λ > Λ0, if y0 = (y01 , . . . , y0n) ∈ Ωλ is a critical point of
J(uy + vλ,,y), then uy0 + vλ,,y0 is a critical point of J .
3. Proof of Theorem 1.1
We shall prove Theorem 1.1 in this section. For this we need first to estimate J(uy + vλ,,y).
Denote
c0 := 12‖w‖
2 − 1
p
|w|pp.
Then
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2 − 1
p
∫
RN
(1 − a)|uy + vλ,,y |p
= n
2
‖w‖2 + 1
2
‖vλ,,y‖2 +
n∑
i=1
〈wyi , vλ,,y〉 +
∑
i<j
〈wyi ,wyj 〉
− 1
p
|uy + vλ,,y |pp + 
p
∫
RN
a|uy + vλ,,y |p
= nc0 + n
p
|w|pp + 12‖vλ,,y‖
2 +
n∑
i=1
〈wyi , vλ,,y〉 +
∑
i<j
〈wyi ,wyj 〉
− 1
p
|uy + vλ,,y |pp + 
p
∫
RN
a|uy + vλ,,y |p.
Since w is a solution of (1.3), we have
J(uy + vλ,,y) = nc0 + n
p
|w|pp + 12‖vλ,,y‖
2 +
n∑
i=1
∫
RN
w
p−1
yi vλ,,y
+
∑
i<j
∫
RN
w
p−1
yi wyj −
1
p
|uy + vλ,,y |pp + 
p
∫
RN
a|uy + vλ,,y |p.
Expanding the last two terms gives
J(uy + vλ,,y) = nc0 − 1
p
|uy |pp + n
p
|w|pp +
∑
i<j
∫
RN
w
p−1
yi wyj +

p
∫
RN
au
p
y
+
n∑
i=1
∫
RN
w
p−1
yi vλ,,y −
∫
RN
u
p−1
y vλ,,y + 
∫
RN
au
p−1
y vλ,,y
+O(‖vλ,,y‖2).
The Hölder inequality, Sobolev inequality, and Lemma 2.2 imply

∣∣∣∣
∫
RN
au
p−1
y vλ,,y
∣∣∣∣ C
( ∫
RN
au
p
y
) p−1
p ‖vλ,,y‖
and
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∣∣∣∣∣
∫
RN
u
p−1
y vλ,,y −
n∑
i=1
∫
RN
w
p−1
yi vλ,,y
∣∣∣∣∣
∣∣∣∣∣up−1y −
n∑
i=1
w
p−1
yi
∣∣∣∣∣
p
p−1
|vλ,,y |p
 C
(∑
i<j
∫
RN
w
p−1
yi wyj
) p−1
p ‖vλ,,y‖.
Therefore,
J(uy + vλ,,y) = nc0 − 1
p
|uy |pp + n
p
|w|pp +
∑
i<j
∫
RN
w
p−1
yi wyj +

p
∫
RN
au
p
y
+O
((∑
i<j
∫
RN
w
p−1
yi wyj
) 2(p−1)
p
)
+O
(
2
∫
RN
au
p
y
)
+O(‖vλ,,y‖2). (3.1)
Lemma 3.1.
‖vλ,,y‖ = O
((∑
i<j
∫
RN
w
p−1
yi wyj
) p−1
p
)
+O
(

( ∫
RN
au
p
y
) p−1
p
)
.
Proof. For v ∈ Wy , from Lemma 2.7, we see that
0 = 〈uy + vλ,,y, v〉 −
∫
RN
P(uy + vλ,,y)p−1v.
Since
〈uy, v〉 =
n∑
i=1
∫
RN
w
p−1
yi v
and there exists θ ∈ (0,1) such that∫
RN
P(uy + vλ,,y)p−1v = (p − 1)
∫
RN
P(uy + θvλ,,y)p−2vλ,,yv +
∫
RN
Pu
p−1
y v,
using the operators K and Qy defined in Section 2, we have
〈
vλ,,y −QyK
(
P(uy + θvλ,,y)p−2vλ,,y
)
, v
〉= ∫
RN
Pu
p−1
y v −
n∑
i=1
∫
RN
w
p−1
yi v. (3.2)
The right side can be estimated as
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∣∣∣∣∣
∫
RN
Pu
p−1
y v −
n∑
i=1
∫
RN
w
p−1
yi v
∣∣∣∣∣
∫
RN
∣∣∣∣∣up−1y −
n∑
i=1
w
p−1
yi
∣∣∣∣∣|v| + 
∫
RN
au
p−1
y |v|
 C
(∑
i<j
∫
RN
w
p−1
yi wyj
) p−1
p ‖v‖ +C
( ∫
RN
au
p
y
) p−1
p ‖v‖.
Choosing v = vλ,,y −QyK(P(uy + θvλ,,y)p−2vλ,,y) in (3.2) and using Lemmas 2.5 and 2.6,
we obtain, for some constant η > 0,
η‖vλ,,y‖‖v‖ C
(∑
i<j
∫
RN
w
p−1
yi wyj
) p−1
p ‖v‖ +C
( ∫
RN
au
p
y
) p−1
p ‖v‖,
which implies the result. 
Combining (3.1) and Lemma 3.1 yields the following estimate.
Lemma 3.2.
J(uy + vλ,,y) = nc0 − 1
p
|uy |pp + n
p
|w|pp +
∑
i<j
∫
RN
w
p−1
yi wyj +

p
∫
RN
au
p
y
+O
((∑
i<j
∫
RN
w
p−1
yi wyj
) 2(p−1)
p
)
+O
(
2
∫
RN
au
p
y
)
.
We are now ready to prove Theorem 1.1. Let n ∈ N and we first consider the case n  2.
Define
d = sup
y∈(RN)n
1
p
∫
RN
au
p
y . (3.3)
Then for any  satisfying
0 <  < 1 := min
{
0,
p − 2
3pd
|w|pp
}
there exist μ∗ = μ∗() > μ = μ() >Λ0 such that, for z ∈ RN with |z| ∈ [μ(),μ∗()],
3pd
p − 2 
∫
RN
wp−1wz 
4pd
p − 2 . (3.4)
We shall prove that, for  > 0 sufficiently small, J(uy + vμ,,y) achieves its maximum at some
point in Ωμ(), which produces an n-bump positive solution of (1.1). Define
M := sup
{
J(uy + vμ,,y)
∣∣ y ∈ Ωμ()}.
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M > sup
{
J(uy + vμ,,y)
∣∣ y ∈ Ωμ() and |yi − yj | ∈ [μ(),μ∗()] for some i = j}.
Proof. For  > 0 small enough, if y = (y1, . . . , yn) ∈ Ωμ() and |yi − yj | ∈ [μ(),μ∗()] for
some i = j , then by Lemmas 2.3 and 3.2, (3.3), and (3.4), we obtain
J(uy + vμ,,y) nc0 − p − 2
p
∑
i<j
∫
RN
w
p−1
yi wyj +

p
∫
RN
au
p
y
+C
(∑
i<j
∫
RN
w
p−1
yi wyj
) 2(p−1)
p +C2
 nc0 − 3d + d +C
2(p−1)
p  nc0 − d. (3.5)
On the other hand, for  small enough such that the fifth and the seventh terms on the right side
of the equality from Lemma 3.2 satisfy

p
∫
RN
au
p
y +O
(
2
∫
RN
au
p
y
)
> 0,
we have
lim inf
y∈Ωμ(), |yi−yj |→+∞ for all i =j
J(uy + vμ,,y) nc0. (3.6)
From (3.5) and (3.6), we obtain the result. 
For any 0 <  < 2, let yk() = (yk1 (), . . . , ykn()) ∈ Ωμ(), k = 1,2, . . . , be a maximizing
sequence for J(uy + vμ,,y). Then Lemma 3.3 implies that
inf
k
min
i =j
∣∣yki () − ykj ()∣∣ μ∗.
Therefore, for any 0 <  < 2 and 1  i  n, passing to a subsequence if necessary, we
may assume either limk→∞ yki () = y0i () ∈ RN with |y0i () − y0j ()|  μ∗ for i = j or
limk→∞ |yki ()| = ∞. Define, for 0 <  < 2,
Π() = {1 i  n ∣∣ ∣∣yki ()∣∣→ ∞, as k → ∞}.
We shall prove that Π() = ∅ for  > 0 sufficiently small and thus J(uy + vμ,,y) achieves its
maximum at (y01(), . . . , y
0
n()) in Ωμ().
Lemma 3.4. Assume n 2. Then there exists (n) ∈ (0, 2) such that for  ∈ (0, (n)), Π() = ∅.
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loss of generality, we may assume Π(m) = {1, . . . , jn} for all m ∈ N and for some 1 jn < n.
The case in which jn = n can be handled similarly. For convenience of notations, we shall denote
 = m, yki = yki (m), yk = (yk1 , . . . , ykn) and yk∗ = (ykjn+1, . . . , ykn) for k = 1,2, . . . . Then, as
k → ∞,
∣∣yk1 ∣∣→ ∞, . . . , ∣∣ykjn ∣∣→ ∞,
and
yk∗ → y0∗ :=
(
y0jn+1, . . . , y
0
n
)
.
In view of Lemma 3.2 and (3.4), we see that
J(uyk + vμ,,yk ) = nc0 −
1
p
|uyk |pp +
n
p
|w|pp +
∑
i<j
∫
RN
w
p−1
yki
wykj
+ 
p
∫
RN
au
p
yk
+O( 2(p−1)p ),
and
J(uyk∗ + vμ,,yk∗ ) = (n− jn)c0 −
1
p
|uyk∗ |
p
p + n− jn
p
|w|pp +
∑
jn+1i<jn
∫
RN
w
p−1
yki
wykj
+ 
p
∫
RN
au
p
yk∗
+O( 2(p−1)p ).
Therefore,
J(uyk + vμ,,yk )− J(uyk∗ + vμ,,yk∗ )
= jnc0 − 1
p
|uyk |pp +
1
p
|uyk∗ |
p
p + jn
p
|w|pp +
∑
i<j
∫
RN
w
p−1
yki
wykj
−
∑
jn+1i<jn
∫
RN
w
p−1
yki
wykj
+ 
p
∫
RN
a
(
u
p
yk
− up
yk∗
)+O( 2(p−1)p ). (3.7)
Since Lemma 2.3 implies
− 1
p
|uyk |pp +
1
p
|uyk∗ |
p
p + jn
p
|w|pp
−2(p − 1)
p
∑
1i<jjn
∫
N
w
p−1
yki
wykj
− p − 1
p
jn∑
i=1
∫
N
(
w
p−1
yki
uyk∗ +wyki u
p−1
yk∗
)
R R
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p
∑
1i<jjn
∫
RN
w
p−1
yki
wykj
− 2(p − 1)
p
jn∑
i=1
∫
RN
w
p−1
yki
uyk∗ ,
we arrive at
J(uyk + vμ,,yk )− J(uyk∗ + vμ,,yk∗ ) jnc0 +

p
∫
RN
a
(
u
p
yk
− up
yk∗
)+C 2(p−1)p .
Letting k → ∞, in view of |yki | → ∞ for i = 1, . . . , jn, we see that
M  J(uy0∗ + vμ,,y0∗ )+ jnc0 +C
2(p−1)
p . (3.8)
On the other hand, since, according to the assumption,
n < 1 + p − 2
2σ(p − 1) ,
we can choose δ such that
0 < δ <
p − 2 − 2σ(n− 1)(p − 1)
2(1 + σ(n− 1))(p − 1) . (3.9)
By Lemma 2.4 and (3.4), there exist Ci > 0, i = 1,2, such that μ = μ() satisfies
C1  μ−
N−1
2 e−μ  C2,
which implies for  small enough
(1 − δ) ln 1

< μ< (1 + δ) ln 1

. (3.10)
Define
ys =
(
(4s − 2n− 2)(1 − p−1)μ,0, . . . ,0) ∈ RN, s = 1,2, . . . , n.
The open balls B(ys ,2(1 − p−1)μ) (s = 1,2, . . . , n) are mutually disjoint. Thus there are jn
integers from {1,2, . . . , n}, denoted by s1 < s2 < · · · < sjn , such that∣∣ysi − y0j ∣∣ 2(1 − p−1)μ, i = 1, . . . , jn, j = jn + 1, . . . , n.
Denote ysi by y

i , i = 1,2, . . . , jn. Then, clearly,∣∣yi ∣∣ 2(n− 1)(1 − p−1)μ, i = 1, . . . , jn, (3.11)∣∣y − y∣∣ 2(1 − p−1)μ, 1 i < j  jn, (3.12)i j
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∣∣yi − y0j ∣∣ 2(1 − p−1)μ, i = 1, . . . , jn, j = jn + 1, . . . , n. (3.13)
Therefore,
(
y1 , . . . , y

jn
, y0jn+1, . . . , y
0
n
) ∈ Ωμ.
Denote y = (y1 , . . . , yjn, y0jn+1, . . . , y0n). Then using Lemma 2.1 we see that
− 1
p
|uy |pp + 1
p
|uy0∗ |
p
p + jn
p
|w|pp −C
∑
1i<jjn
∫
RN
w
p−1
yi
wyj −C
jn∑
i=1
n∑
j=jn+1
∫
RN
w
p−1
yi
uy0j
.
Lemma 2.4 together with (3.12) and (3.13) implies that each integral on the right side of the last
inequality is less than or equal to Ce−2(1−p−1)μ which can be estimated as, using (3.10),
Ce−2(1−p−1)μ  Ce−2(1−p−1)(1−δ) ln 1  C
2(p−1)
p
(1−δ)
.
Then, from (3.7) with yk and yk∗ being replaced by y and y0∗ , respectively, we see that
J(uy + vμ,,y )− J(uy0∗ + vμ,,y0∗ ) jnc0 +

p
∫
RN
a
(
u
p
y − upy0∗
)−C 2(p−1)p (1−δ).
Now, the assumption (A) together with (3.10) and (3.11) yields

p
∫
RN
a
(
u
p
y − upy0∗
)
 
p
∫
RN
aw
p
y1
 
p
∫
|x−y1 |1
aw
p
y1
 Ce−σ(|y1 |+1)
 Ce−2σ(n−1)(1−p−1)(1+δ) ln 1 = C1+2σ(n−1)(1−p−1)(1+δ).
Since (3.9) implies
1 + 2σ(n− 1)(1 − p−1)(1 + δ) < 2(p − 1)
p
(1 − δ),
we then arrive at, for  small enough,
M  J(uy0∗ + vμ,,y0∗ )+ jnc0 +C1+2σ(n−1)(1−p
−1)(1+δ). (3.14)
But (3.14) contradicts (3.8). Thus there exists (n) > 0 such that if 0 <  < (n) then Π() = ∅
and J(uy + vμ,,y) achieves its maximum at some point (y01 , . . . , y0n) ∈ Ωμ(). 
Now we are ready to prove Theorem 1.1.
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achieves its maximum at some point y0 = (y01 , . . . , y0n) ∈ Ωμ(). Then uy0 +vλ,,y0 is an n-bump
solution of (1.1). For n = 1, as a consequence of Lemma 2.7(c), if  ∈ (0, 0] then
lim|y|→∞J(uy + vλ,,y) = J0(w) = c0,
and since J(uy + vμ,,y) is defined on all RN , J(uy + vμ,,y) has a critical point y0 ∈ RN and
uy0 + vλ,,y0 is a 1-bump solution of (1.1). By an argument similar to those in [32], one sees that
uy0 + vλ,,y0 is a positive solution of (1.1). 
4. Proof of Theorem 1.3 and additional results
In this section, we consider Eq. (1.4)
−u = (1 − K(|x|))uN+2N−2 , u ∈D1,2(RN ).
In order to obtain results on radial solutions for Eq. (1.4), we make the following transformation
(see [14,24])
u(x) = |x|−N−22 w(− ln |x|), x ∈ RN. (4.1)
Let y = − ln |x|. Then u is a radial solution of (1.4) if and only if w is a solution of the equation
−w′′(y)+ (N − 2)
2
4
w(y) = (1 − K(e−y))(w(y))N+2N−2 , y ∈ R.
Through the dilations
v(y) =
(
2
N − 2
)N−2
2
w
(
2
N − 2y
)
, a(y) = K(e− 2N−2 y), (4.2)
the last equation becomes
−v′′(y) + v(y) = (1 − a(y))(v(y))N+2N−2 , y ∈ R. (4.3)
Proof of Theorem 1.3. Let σ = 2
N−2μ and p = 2NN−2 . Since K ∈ C([0,∞), (0,∞)) we have
a ∈ C(R) and a(y) > 0. The assumptions limr→0 K(r) = 0 and limr→∞ K(r) = 0 imply
lim|y|→∞ a(y) = 0. Also, the assumptions that K(r)  crμ for r > 0 small and K(r)  cr−μ
for r large imply
a(y) ce−
2
N−2 μy = ce− 2N−2 μ|y| for y > 0 and y large
and
a(y) ce
2
N−2 μy = ce− 2N−2 μ|y| for y < 0 and −y large.
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p − 2
2σ(p − 1) =
N − 2
μ(N + 2) .
Applying Theorem 1.1 to (4.3), there exists (n) > 0 such that for 0 <  < (n), (4.3) has a
positive n-bump solution v, which is close in the H 1(R) norm to
∑n
i=1 V (· − yi), where V is
the unique solution to the equation⎧⎨
⎩
−v′′(y) + v(y) = v N+2N−2 (y), v(y) > 0, y ∈ R,
v(0) = max
y∈R
v(y), lim|y|→∞v(y) = 0,
and y1, . . . , yn ∈ R with |yi −yj | being sufficiently large for i = j . The positive n-bump solution
v of (4.3) corresponds to a positive solution u of (1.4) through the transformations (4.1) and (4.2),
that is,
u(x) =
(
N − 2
2
)N−2
2 |x|−N−22 v
(
−N − 2
2
ln |x|
)
.
Denote
U(x) := U1(x) = [N(N − 2)]
N−2
4
(1 + |x|2)N−22
.
Then the relation between U and V is given by the formula
U(x) =
(
N − 2
2
)N−2
2 |x|−N−22 V
(
−N − 2
2
ln |x|
)
.
Set
λi = exp
(
2
N − 2yi
)
, i = 1,2, . . . , n.
Then, for i = j , |yi − yj | being sufficiently large implies λiλj +
λj
λi
being sufficiently large. More-
over, ∥∥∥∥∥u−
n∑
i=1
Uλi
∥∥∥∥∥D1,2(RN) = cN
∥∥∥∥∥v −
n∑
i=1
V (· − yi)
∥∥∥∥∥
H 1(R)
,
where cN = ((N − 2)/2)N−12 ω
1
2
N and ωN is the surface area of the unit sphere in RN . Therefore,
u is a positive n-tower solution of (1.4). 
The above approach applies also to the equation
−u = (1 − K(|x|))|x| (N−2)q−(N+2)2 uq, x ∈ RN \ {0}, (4.4)
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on q . The transformation (4.1) converts (4.4) to the equation
−w′′(y) + (N − 2)
2
4
w(y) = (1 − K(e−y))wq(y), y ∈ R.
Through the dilations
v(y) =
(
2
N − 2
) 2
q−1
w
(
2
N − 2y
)
, a(y) = K(e− 2N−2 y), (4.5)
the last equation becomes
−v′′(y)+ v(y) = (1 − a(y))vq(y), y ∈ R. (4.6)
In the same way as above, applying Theorem 1.1 to (4.6), one can prove the following theorem.
Theorem 4.1. Let K satisfy (C). If n ∈ N satisfies
n < 1 + (N − 2)(q − 1)
4μq
,
then there exists (n) > 0 such that for 0 <  < (n), (4.4) has a positive n-tower solution.
Here and in what follows, an n-tower solution of (4.4) means a radial solution which is close
to
∑n
i=1 U∗λi in the D1,2(RN) norm, where λi > 0 (i = 1,2, . . . , n) with λiλj +
λj
λi
being large
enough for all i = j ,
U∗λi (x) = λ
N−2
2
i U
∗(λix),
U∗(x) =
(
N − 2
2
) 2
q−1 |x|−N−22 V ∗
(
−N − 2
2
ln |x|
)
,
and V ∗ is the unique solution to the equation
{−v′′(y)+ v(y) = vq(y), v(y) > 0, y ∈ R,
v(0) = max
y∈R
v(y), lim|y|→∞v(y) = 0.
The relation between U∗ and V ∗ comes from the transformations (4.1) and (4.5). As a conse-
quence of Theorem 4.1, we have the following result.
Corollary 4.2. Let K satisfy (D). Then for any n ∈ N, there exists (n) > 0 such that for
0 <  < (n), (4.4) has a positive n-tower solution. Therefore, as  → 0, (4.4) has more and
more multi-tower solutions.
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related equation is
−u+ V (|x|)u = |x| (N−2)q−(N+2)2 uq, x ∈ RN \ {0}, (4.7)
where N  3, q > 1 and V is assumed to satisfy
(E) V ∈ C((0,∞), (0,∞)), limr→0 r2V (r) = 0, limr→∞ r2V (r) = 0, and for any μ > 0 there
exists c > 0 such that r2V (r) crμ for r > 0 small and r2V (r) cr−μ for r large.
Theorem 4.3. Let V satisfy (E). Then for any n ∈ N, there exists (n) > 0 such that for 0 <
 < (n), (4.7) has a positive n-tower solution. Therefore, as  → 0, (4.7) has more and more
positive multi-tower solutions.
Proof. The transformation (4.1) converts (4.7) into the equation
−w′′(y)+
[
(N − 2)2
4
+ e−2yV (e−y)]w(y) = wq(y), y ∈ R.
Set
v(y) =
(
2
N − 2
) 2
q−1
w
(
2
N − 2y
)
, a(y) = 4
(N − 2)2 e
− 4
N−2 yV
(
e−
2
N−2 y
)
.
Then the last equation becomes
−v′′ + (1 + a(y))v = vq, y ∈ R. (4.8)
The fact that V satisfies (E) implies that a satisfies (B) with N = 1. According to [31, Theo-
rem 1.1], for any positive integer n there exists (n) > 0 such that for 0 <  < (n), (4.8) has
an n-bump positive solution. As a consequence, as  → 0, (4.8) has more and more multi-bump
positive solutions. Translating the results for (4.8) into those for (4.7), we are done. 
Remark 4.4. The transformation (4.1) may also be applied to the equation
−u+ V (|x|)u = K(|x|)uq, x ∈ RN
and converts it to the equation
−w′′ +
[
(N − 2)2
4
+ e−2yV (e−y)
]
w(y) = K(e−y)e (N+2)−(N−2)q2 ywq(y), y ∈ R.
Studying the latter may shed some light on the former.
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