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Abstract
Knowledge graphs are useful for many artificial intelligence
tasks but often have missing data. Hence, a method for com-
pleting knowledge graphs is required. Existing approaches in-
clude embedding models, the Path Ranking Algorithm, and
rule evaluation models. However, these approaches have lim-
itations. For example, all the information is mixed and dif-
ficult to interpret in embedding models, and traditional rule
evaluation models are basically slow. In this paper, we pro-
vide an integrated view of various approaches and combine
them to compensate for their limitations. We first unify state-
of-the-art embedding models, such as ComplEx and TorusE,
reinterpreting them as a variant of translation-based models.
Then, we show that these models utilize paths for link pre-
diction and propose a method for evaluating rules based on
this idea. Finally, we combine an embedding model and ob-
served feature models to predict missing triples. This is pos-
sible because all of these models utilize paths. We also con-
duct experiments, including link prediction tasks, with stan-
dard datasets to evaluate our method and framework. The
experiments show that our method can evaluate rules faster
than traditional methods and that our framework outperforms
state-of-the-art models in terms of link prediction.
1 Introduction
Knowledge graphs are used to describe many types of real-
world relations in a form that can be easily processed
by a computer. Several knowledge graphs, such as YAGO
(Suchanek, Kasneci, and Weikum 2007), DBpedia (Auer et
al. 2007), and Freebase (Bollacker et al. 2008), have been
recently developed and applied for many artificial intelli-
gence tasks (Hakimov, Oto, and Dogdu 2012; Daiber et al.
2013; Bordes, Chopra, and Weston 2014). These knowledge
graphs can never be complete because the numbers of en-
tities and relations are huge and new entities and relations
are frequently created while human resources are limited.
Hence, a system is needed for predicting missing data to au-
tomatically complete knowledge graphs.
In a knowledge graph, a fact is represented by a labeled
and directed edge, called a triple (h, r, t), where h and t are
entity nodes and r is the relation label of an edge from h to
Copyright c© 2020, Association for the Advancement of Artificial
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t. Many kinds of model for link prediction have been devel-
oped to estimate unknown facts, where link prediction is the
task of predicting an entity to answer a query, i.e., a triple
with a missing value, such as (h, r, ?) or (?, r, t). Several
approaches have been proposed for link prediction, such as
knowledge graph embedding models, rule evaluation mod-
els, and the Path Ranking Algorithm (PRA). Although these
models were independently developed, they all use paths, as
discussed in the following sections.
In this paper, we integrate these approaches and make
them efficiently work together. The main contributions in
this paper are as follows:
• We unify state-of-the-art knowledge graph embedding
models and find a connection between rules and embed-
ding models.
• We propose a method that evaluate rules based on embed-
dings.
• We propose a framework for combining approaches for
link prediction to compensate for the disadvantages of
each approach.
• We evaluate the proposed method and framework in terms
of calculation time and link prediction accuracy with stan-
dard datasets. It is shown that our method can find use-
ful rules faster than traditional rule evaluation models and
that our framework outperforms other models in terms of
link prediction.
The remainder of this paper is organized as follows. In
Section 2, we discuss related work on link prediction. In
Section 3, we unify state-of-the-art embedding models and
formally discuss their utilization of path information for link
prediction. In Section 4, we propose a method for evaluating
and selecting useful rules for link prediction based on em-
beddings. In Section 5, we propose a framework for com-
bining many approaches. In Section 6, we present an ex-
perimental study that compares our method and framework
with baseline results for benchmark datasets. In Section 7,
we present the conclusions.
2 Related Work
A number of models have been developed based on vari-
ous approaches. We divide the main approaches for link pre-
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diction into two groups, namely embedding models and ob-
served feature models. We summarize these approaches and
describe their advantages and disadvantages. It is shown that
they are complementary to each other for link prediction.
The following notation is used to discuss related work and
our work. e and r denote an entity and a relation of a knowl-
edge graph. E and R respectively represent sets of entities
and relations. Then, a knowledge graph is described as a set
of triples: KG = {(h, r, t)} ∈ E × R × E, where h, r,
and t are called the head entity, relation, and tail entity, re-
spectively. We add the inverse relation r−1 to R for each
r ∈ R and add the inverse triple (t, r−1, h) to KG for each
(h, r, t) ∈ KG to facilitate explanation.
2.1 Knowledge Graph Embedding Models
Knowledge graph embedding models embed entities and re-
lations in a vector space. We mainly discuss translation-
based models and bilinear models because they are very
simple and have been shown to be more efficient than more
complex models such as neural-network-based models (Kipf
and Welling 2016; Dettmers et al. 2018).
In a conventional translation-based model, a link between
two entities is represented by a certain translation opera-
tion on the embedding space. This is formally described by
the principle h + r = t, where h, r, and t are the em-
beddings of h, r, and t, respectively. The first translation-
based model was TransE (Bordes et al. 2013), which em-
beds entities and relations in a real vector space. However,
the conflict between the principle and regularization is prob-
lematic. TorusE (Ebisu and Ichise 2018) was proposed to
solve this problem by changing the embedding space to a
torus manifold. A more generalized concept called Knowl-
edge Graph Embedding on a Lie Group (KGLG) (Ebisu and
Ichise 2019a) has been recently proposed. Here, TransE and
TorusE are interpreted as instances of KGLG. We believe
that KGLG efficiently captures first-order rules for link pre-
diction. More complex models, such as TransR (Lin et al.
2015) and TransD (Ji et al. 2015), have been proposed that
have more degrees of freedom by mapping embeddings to
other spaces depending on the relation to overcome the low
expressiveness of TransE. However, these models have not
been shown to be clearly effective because their high expres-
sivity makes it difficult to capture first-order rules. TransH
(Wang et al. 2014) and TransAt (Qian et al. 2018) select a
subspace depending on the relation when the principle is ap-
plied. These models are discussed in detail in Section 3.1.
We propose generalized KGLG in Section 3.2 that retains
the ability to make use of rules. TransH and TransAt can be
considered as a restricted version of generalized KGLG.
Bilinear models represent a relation as a bilinear func-
tion and treat the embeddings of entities as arguments of
that function to score a triple. RESCAL (Nickel, Tresp, and
Kriegel 2011), the first bilinear model, represents each rela-
tion as a bilinear function. RESCAL is the most general form
of a bilinear model. Hence, it tends to overfit training data.
Extensions of RESCAL have been proposed by restricting
the bilinear functions. For example, DistMult (Yang et al.
2014) and ComplEx (Trouillon et al. 2016) restrict the matri-
ces representing the relations to diagonal matrices. We show
that these models can be considered as extended KGLG, as
discussed in Section 3.
The main problems with existing embedding models are
the lack of interpretability (i.e., the models do not give a
reason for a prediction) and the mixing of all information in
embeddings even though a certain relation may require only
a few simple rules to precisely predict.
2.2 Observed Feature Models
Observed feature models directly utilize observed features.
They can be divided into rule evaluation models and PRA.
The main advantage of these models over knowledge graph
embedding models is their interpretability and information
selectivity. Hence, they overcome the problems of embed-
ding models.
AMIE (Gala´rraga et al. 2013; 2015) is a well-known
model that evaluates and extracts the rules underlying a
knowledge graph. It has several problems, including im-
balance of the partially complete assumption (Ebisu and
Ichise 2019b). GRank (Ebisu and Ichise 2019b) was pro-
posed to deal with these problems; its performance is com-
petitive with that of embedding models. However, there
are still some problems, such as slow calculation speed
and non-integrated rules. Another problem is the limited
search space. Practically, the rules are limited to the form
r1(x1, x2)∧r2(x2, x3)∧· · ·∧rn(xn, xn+1)⇒ r(x1, xn+1),
where xi is a variable; hereafter, we refer to a rule as
(r1, r2, ..., rn) ⇒ r. More complex rules or those that in-
clude constants are not considered because such rules are
often useless and they greatly expand the search space.
PRA (Lao and Cohen 2010; Lao, Mitchell, and Cohen
2011) constructs logistic classification models for each re-
lation based on features that represent the existence of a par-
ticular path between two entities. However, the models lack
an efficient way to select paths for features. This problem
can be overcome using rule evaluation models.
The main problems of observed feature models are slow-
ness and a limited rule search space. To solve these prob-
lems, we propose a method for evaluating rules based on
embeddings in Section 4.2 and a framework for combining
embedding models and observed feature models in Section
5. Some models (Guo et al. 2016; 2018) employ rules ex-
tracted by traditional rule evaluation models to obtain better
embeddings. In contrast, we refine the information in em-
beddings based on the observed features. This is done be-
cause embedding models already can capture rules but can-
not order information.
3 Unification of Knowledge Graph
Embedding Models
The concept of KGLG allows us to take any Lie group as
the embedding space of a translation-based model. KGLG
solves the problem caused by regularization. However, an-
other problem still remains, as discussed in the follow-
ing section. We propose a concept of embeddings called
Attentioned Knowledge Graph Embedding on Lie Group
(AKGLG) to solve this problem by generalizing KGLG. We
show that state-of-the-art embedding models are instances
of AKGLG.
3.1 Mechanism of Translation-based Models
In KGLG, relations and entities are represented by points
on a Lie group G following the generalized principle gh +G
gr = gt, where +G is the group operation of G and gh,
gr, and gt are embeddings on G of the head entity, re-
lation, and tail entity, respectively, of an observed triple
(h, r, t). G has a similarity function dG that is used to score
a triple (h, r, t) with dG(gh+G gr, gt). This principle allows
KGLG to utilize first-order rules based on a path. If a rule
(r1, r2, ..., rn)⇒ r holds and there are enough groundings ,
i.e., a mapping from variables in the rule to E holding rela-
tions (Ebisu and Ichise 2019b), in a knowledge graph, then
the embeddings of these relations are trained to follow the
equation:
i∑
k=1
grk := gr1 +G gr2 +G · · ·+G grk = gr (1)
We can get this equation by the sequential application of the
principle. However, the principle seems too strict to com-
patibly embed various entities and relations. For example,
if a head entity/relation pair have multiple valid tail entities
and the embeddings perfectly follow the principle, then all
of the tail entities have to be represented by the same point;
this is undesirable because we need to distinguish different
entities. TransR and TransD solve this problem by mapping
entities to another space depending on the relation when the
principle is applied, where the embeddings of relations are
on codomains of these mappings. However, these models
cannot utilize rules because the embeddings of relations are
in different spaces and thus equation (1) has no meaning.
Hence, we need to extend KGLG in a different way.
3.2 Attentioned Knowledge Graph Embedding
on Lie Group
The problem discussed in the previous section occurs be-
cause entities and relations are equally distributed through-
out the embedding space of KGLG. We solve the problem by
assigning an attention vector for each entity and relation to
structuralize KGLG. The attention vector indicates the part
of the embedding space where the information of the corre-
sponding entity or relation is stored. We construct AKGLG
on KGLG, whose embedding space is denoted by G. For
AKGLG, entities e and relations r are represented by points
ge and gr, respectively, on G
′ = Gn. Then, we assign vec-
tors we and wr ∈ [0,∞)n to each entity and each relation,
respectively. The score of AKGLG of a triple (h, r, t) is for-
mally defined as follows:
ScoreG′(h, r, t) = (wh ◦ wr ◦ wt) · dG(gh +G gr, gt)
where ◦ represents the element-wise multiplication opera-
tion, · represents the dot product operation, and dG(gh +G
gr, gt) is an n-dimensional vector whose i-th element is
equal to dG(hi +G ri, ti). Note that when the score of
(h, r, t) is calculated, only the part of G′ where the atten-
tions of h, r, and t overlap, i.e., their attention values are si-
multaneously large enough, is considered. These attentions
Table 1: List of existing embedding models that can be in-
terpreted as instances of KGLG and AKGLG. Note that
TransAt is more restricted than standard AKGLG.
Base Lie Group KGLG AKGLG
{-1,1} Not proposed DistMult
R TransE TransH, TransAt
S1 TorusE ComplEx
and the score function produce embeddings of entities and
relations without conflict by properly separating the stored
information.
3.3 Existing Embedding Models as Instances of
AKGLG
Examples of AKGLG and KGLG are shown in Table 1.
We can consider a KGLG on a group G1 = {−1, 1},
where the group operation is the standard real number mul-
tiplication operation. We define the similarity function on
G1 as d1(x, y) = 1(if y = x),−1(ifx 6= y). Then, we can
consider a KGLG on Gn1 that extends the similarity function
of G1, i.e., it takes the sum after the element-wise calcula-
tion. Gn1 is not an infinite set but can utilize simple rules. An
AKGLG on Gn1 is equivalent to DistMult. Here, each entity
or relation has its attention vector and its embedding on Gn1 .
We can obtain a vector representation for each relation or
entity element-wisely multiplying the attention vector and
the embedding as real vector. The triple score of a DistMult
based on these vector representations is the same as the score
of AKGLG, i.e.:
ScoreGn1 (h, r, t) = (wh ◦ wr ◦ wt) · dG1(gh +G1 gr, gt)
= (wh ◦ gh) ◦ (wr ◦ gr) · (wt ◦ gt)
where the right side is the score of DistMult.
We can consider a KGLG on a circle S1 as a subset of C
whose elements have a magnitude of 1 where the group op-
eration +S1 is the standard complex number multiplication
operation. We define the similarity function as dS1(x, y) =
Re(x+S1 y). Then, we can consider a KGLG on Sn that ex-
tends the score function of S1; this is equivalent to TorusE
(Ebisu and Ichise 2018). An AKGLG on Sn is equivalent
to ComplEx. We can obtain a complex vector representa-
tion for each relation or entity multiplying them . The triple
score of ComplEx based on these vector representations is
the same as the score of AKGLG, i.e.:
ScoreSn(h, r, t) = (wh ◦ wr ◦ wt) · dS1(gh +S1 gr, gt)
= Re((wh ◦ gh) ◦ (wr ◦ gr) · (wt ◦ gt))
where the right side is the score of ComplEx.
We can consider a KGLG on R where the group oper-
ation is the standard summation operation. We define the
similarity function as dR(x, y) = −(x − y)2. Then, we can
consider a KGLG on Rn that extends the score function of
R; this is equivalent to TransE. An AKGLG on Rn has not
been proposed. However, its restricted versions are TransH
and TransAt. In TransAt, the attention vectors for entities
are fixed to the vector whose elements are all 1 and the at-
tention vectors for relations are restricted to a vector whose
elements are 0 or 1.
As we have shown, knowledge graph embedding models
can be unified using the concept of AKGLG. These models
work based on the translation principle.
4 Rule Evaluation on Embeddings
In the previous section, we proposed AKGLG. We showed
that both KGLG and AKGLG utilize rules. In this section,
we propose a method for evaluating rules based on this idea.
This method allows us to interpret embeddings; that is, we
can know what kind of rules are learned and used for link
prediction. Additionally, the method evaluates rules faster
than traditional rule evaluation methods.
4.1 Rule Evaluation on KGLG
Ebisu et al. (2019b) proposed a method that assigns two con-
fidence scores to a rule, where one is the confidence of pre-
dicting a tail entity and the other is that of predicting a head
entity. Hence, we assume that the rule (r1, r2, ..., rn) ⇒ r
is used to predict a tail entity given a head entity. The rule
for predicting a head entity of r based on the same path is
described by its inverse form: (r−1n , r
−1
n−1, ..., r
−1
1 ) ⇒ r−1.
We also suppose that a KGLG learns two embeddings for
each relation, as proposed by Lacroix et al. (2018). One of
the embeddings is trained and used to predict the tail entities
of the corresponding relation; we denote this embedding as
gr. The other is trained and used to predict head entities; we
denote this embedding as gr−1 .
If (r1, r2, ..., rn) ⇒ r is really useful for predicting tail
entities related with r, then the KGLG learns embeddings in
such a way that g(r1,r2,...,rn) =
∑i
k=1 grk and gr are simi-
lar. Therefore, we propose to evaluate the rule by measuring
the similarity between g(r1,r2,...,rn) and gr. KGLG has simi-
larity function dG, which is used to estimate the validity of a
triple, as discussed in Section 3.3. For example, TransE has
L1 norm or the square of L2 norm. We can use the function
to measure the similarity between g(r1,r2,...,rn) and gr. The
confidence score of a rule (r1, r2, ..., rn) ⇒ r is formally
written as follows:
conf((r1, r2, ..., rn)⇒ r) = dG(g(r1,r2,...,rn), gr)
However, the confidence score obtained using this equation
is not reliable because the principle is too restrict to obtain
good embeddings. In the following section, we define the
confidence score on AKGLG to evaluate a rule more prop-
erly.
4.2 Rule Evaluation on AKGLG
Path Representation For AKGLG, each entity and rela-
tion is represented by its embedding on a Lie group and its
attention vectors. We want to represent a path to compare it
with the representation of a relation and evaluate a rule on
AKGLG. For the embeddings on a Lie group, we can obtain
the path embedding on a Lie group by group multiplying the
relation embeddings on the path, as we did in the previous
section. For the attention vectors, we take the element-wise
Knowledge Graph AKGLG Embeddings
REE
Useful Paths
Path Features
SR
New Triples
Figure 1: Procedure of PBF. In this figure, SR stands for
softmax regression.
geometric mean of the attention vectors on the path. We em-
ploy the geometric mean because we want the i-th element
to be zero if one of the i-th elements of the attention vec-
tors is 0 because the information does not propagate through
the corresponding dimension. We then normalize the path
attention vector because the magnitude of attention vectors
likely represents the appearance frequency in the knowledge
graph; we thus do not want to take the magnitude into ac-
count. The attention vector of a path (r1, r2, ..., rn) is for-
mally defined as follows:
w(r1,r2,...,rn) =
(wr1 ◦ wr2 ◦ · · · ◦ wrn)1/n
||(wr1 ◦ wr2 ◦ · · · ◦ wrn)1/n||2
Evaluation of Rules The similarity of the embeddings on
a Lie group is calculated in the same way as that for KGLG.
We take the attention vectors into account in a way similar to
that used for calculating the score of a triple. The confidence
score of a rule (r1, r2, ..., rn) ⇒ r on AKGLG is formally
defined as follows:
conf ((r1, r2, ..., rn)⇒ r)
= (w(r1,r2,...,rn) ◦ wr) · dG(g(r1,r2,...,rn), gr)
where dG(g(r1,r2,...,rn), gr) is the n-dimensional vector
whose i-th element is equal to dG(g(r1,r2,...,rn),i, gr,i). We
refer to this evaluation method as the rule evaluation based
on embeddings (REE).
5 Framework for Combining Link
Prediction Approaches
In this section, we propose a framework to exploit the advan-
tages of various approaches for link prediction, as discussed
in Section 2. The outline of the framework is as follows:
1. Obtain embeddings of entities and relations by employing
AKGLG.
2. Extract useful paths for each relation for link prediction
by evaluating corresponding rules with traditional rule
evaluation models or REE.
3. Construct a softmax regression model for each relation
in a way similar to PRA. The features used for training
and prediction are obtained by counting the number of
groundings of extracted paths, as done by GRank.
4. Perform link prediction by taking the weighted sum of the
scores of the embedding model and the softmax regres-
sion models.
We refer to this framework as the path-based framework
(PBF). The flowchart of PBF with REE is shown in Figure
1. We discuss the details of steps 2 and 3 below.
5.1 Path Extraction using REE
We can select useful paths for each relation using tradi-
tional rule evaluation models. However, traditional mod-
els are time-consuming because the number of candidate
paths increases exponentially with their size, and so do their
groundings. We expect that REE can evaluate rules faster
because it does not need to consider groundings.
We first extract candidate rules by finding positive
groundings for REE. This can be done much faster than eval-
uating rules with traditional methods because we do not need
to find negative groundings of rules. We restrict groundings
to “injective” , i.e., one entity can appear at most once, as
proposed by Ebisu and Ichise (2019b). This restriction al-
low us to find groundings on the converted simple graph
(i.e., there are no multiple edges between entities) using the
following procedure. In the explanation, we limit the path
length to be an odd number 2k − 1 for simplicity and we
suppose that the entities are ordered (i.e., labeled by differ-
ent integers).
1. Convert a knowledge graph KG = {(h, r, t)} to the sim-
ple graph {(h, r)|(h, r, t) ∈ KG}.
2. For each entity e, find all cycles in which e is the smallest
entity as follows:
• Find all entity paths whose length is at most k under the
condition that all entities except e on paths are larger
than e in terms of the order.
• For each pair of entity paths whose last entities are the
same, make a cycle that concatenates them and ensure
that there is no entity duplication.
3. For each path p, if there is a cycle that is the groundings
of the rule p⇒ r, then add the rule to the candidate rules
to be evaluated by REE.
Note that we can find cycles with no duplication and con-
duct the computations using parallel processing because the
procedure for each entity is independent. Then, we evaluate
candidate rules with REE and select a fixed number of rules
for each relation. The body paths of these rules are used to
construct softmax regression models.
5.2 Softmax Regression Model
In this section, we construct a softmax regression model
for each relation following PRA. We first construct train-
ing queries for each relation. Training queries for relation
r are formally defined as {(h, r, ?)|(h, r, t) ∈ KG}. Each
element of the feature vector of a query (h, r, ?) and an en-
tity e corresponds to one of the extracted paths and its value
is equal to the multiplicity of the corresponding path (i.e.,
the number of groundings of the path that start from h and
end at e). We employ multiplicity because it is efficient, as
shown by GRank. However, the magnitude of path multi-
plicity greatly differs. Hence, we need to rescale feature vec-
tors to obtain a good model. The i-th element of the final
feature vector for a query (h, r, ?) and an entity e is formally
defined as follows:
v((h,r,?),e),i = mul(h, e, pi)/M
Table 2: Statistics of benchmark datasets.
WN18 WN18RR FB15k FB15k-237
# of Entities 40,943 40,943 14,951 14,541
# of Relations 18 11 1,345 237
# of Training Triples 141,442 86,835 483,142 272,115
# of Validation Triples 5,000 3,034 50,000 17,535
# of Test Triples 5,000 3,134 59,071 20,466
where pi is the path indexed by i for r, mul(h, e, pi)
is the number of groundings of pi that start from h
and end at e, which is equivalent to score(pi, (h, e)) de-
fined for GRank (Ebisu and Ichise 2019b), and M =
max{mul(h, e′, pi)|e′ ∈ E}.
Next, we describe the softmax regression models. The
softmax regression model for r has a parameter vector θr for
training. The score of the triple (h, r, e) for query (h, r, ?) is
calculated by taking the dot product of θr and v((h,r,?),e).
For each answer for a query, a fixed number of entities are
randomly selected for negative examples. We employ cross
entropy for the loss function. The loss function for the model
of a relation r is formally written as follows:
Lr =
∑
(h,r,t)∈KG
−log( exp(θ
T
r · v((h,r,?),t))∑
e∈NE(h,r,t)∪{t} exp(θ
T
r · v((h,r,?),e))
)
where NE(h,r,t) is the set of randomly selected negative
entities. Note that v((h,r,?),e) can often be the zero vector.
We ignore the positive triple (h, r, t) if v((h,r,?),t) is the zero
vector and we do not select the entity e as a negative example
if v((h,r,?),e) is the zero vector.
6 Experiments
In this section, we conduct experiments to evaluate REE and
PBF. REE is directly compared with traditional rule evalua-
tion models in terms of calculation time and link prediction
accuracy. PBF is compared with other models in terms of
link prediction accuracy.
6.1 Datasets
Experiments were conducted on four benchmark datasets,
namely WN18, FB15k (Bordes et al. 2013), WN18RR
(Dettmers et al. 2018), and FB15k-237 (Toutanova and Chen
2015) (details are shown in Table 2). These datasets have
been widely used for evaluating model performance in link
prediction tasks.
WN18 and FB15k are extracted from the real knowledge
graphs WordNet (Miller 1995) and Freebase (Bollacker et
al. 2008), respectively. WordNet is a well-known human-
curated lexical database and Freebase is a huge knowledge
graph of general facts, but has many missing facts. WN18
and FB15k have redundancy in the form of reverse relations.
When WN18RR and FB15k-237 are extracted from WN18
and FB15k, these inverse relations are removed.
6.2 Protocol of Link Prediction Task
We conducted a link prediction task following the approach
reported by Bordes et al. (2013) to evaluate our methods. For
each test triple (ht, rt, tt) in a dataset, two queries, (ht, rt, ?)
and (?, rt, tt), were constructed. Then, we obtained the rank-
ings of entities for each query using each method, as out-
lined below. The rankings were filtered by eliminating enti-
ties whose corresponding triples (except the target test triple)
were included in the training, validation, or test triples . The
obtained rankings were scored in terms of the mean recip-
rocal rank (MRR) and HITS@n, where MRR is the mean
of the inverse of the ranks of the corresponding entities and
HITS@n is the proportion of test queries whose correspond-
ing entities are ranked in the top n of the obtained rankings.
Next, we describe how to obtain rankings using the meth-
ods. For PBF, we can get the rankings of entities for a query
(ht, rt, ?) by calculating the score of triples (ht, rt, e) for
each e ∈ E. For REE, we follow the settings of Ebisu and
Ichise (2019b) to obtain ranking entities from the extracted
rules. We extract 1,000 rules for each relation (including the
inverse of a relation) and each of the rules is used to obtain
entity rankings for a query by counting its groundings. The
final rankings of entities are obtained by concatenating the
rankings from each rule.
6.3 Experimental Settings
We employed ComplEx in the experiments as an instance of
AKGLG. ComplEx was used to obtain embeddings to ex-
tract rules in the first experiment and answer test queries
in the second experiment. Note that each entity and rela-
tion is represented by a complex vector c ∈ Cn. This vec-
tor is decomposed into attention vector abs(c) and point
on the torus (1/abs(c)) ◦ c, where abs(c) is a real vector
whose i-th element is equal to abs(ci). The settings and hy-
perparameters of ComplEx are those given by Lacroix et al.
(2018), with a dimension of 2,000 and L3 regularization. We
also conducted experiments on DistMult and TorusE with
the same settings for fair comparison.
We employed GRank with fdMAP (Ebisu and Ichise
2019b) for comparison with REE and for use in PBF. The
limit of the path length for rules was selected from {1, 2, 3}
based on the MRR of link prediction on the validation
triples.
For the softmax regression models in PBF, we set the
number of extracted paths for each relation to 100. We em-
ployed stochastic gradient descent for training. We used L2
regularization and the coefficient of the regularization. The
learning rate was selected from {0.1, 0.01, 0.001} depend-
ing on the MRR of link prediction on the validation data .
We set batch size to 100 and trained each model using 500
batches.
The weight for the final step of PBF was selected from
{0, 0.1, · · · , 1} based on the MRR of link prediction on the
validation data .
6.4 Experimental Results for REE
Calculation Time Table 3 shows the calculation times for
REE, including the rule candidate selection method (see
Section 5.1), and GRank for the relatively large datasets
FB15k and FB15k-237. It took GRank less than one minute
to finish for WN and WN18RR. Note that we used an Intel
Xeon Gold 6140 CPU (18 cores) for running GRank and
rule candidate selection and an Intel Xeon E5-1620 CPU
Table 3: Calculation time of REE and GRank.
FB15k FB15k-237
GRank 181,352s 2,486s
REE 5,504s 544s
(4 cores) and a GPU (Nvidia Titan X) for running REE.
The maximum path size was 3 in this experiment. The re-
sults show that REE is more efficient than GRank, especially
for FB15k. FB15k is a denser graph than FB15k-237 and
thus the number of groundings of rules is larger. That makes
GRank even slower. As a result, REE is 30 times faster than
GRank.
We did not take the computation time of ComplEx, which
is relatively short, into account. Lacroix et al. (2018) re-
ported that one epoch of training for ComplEx on FB15k
takes about 110 s and that 25 epochs are sufficient. For hy-
perparameter tuning, one epoch is sufficient. Hence, about
5,000 s are sufficient to obtain embeddings; this is far faster
than rule evaluation using GRank. To estimate rules faster,
we can employ low-dimensional space, as described in Sec-
tion 6.4.
Link Prediction Task The results of the link prediction
tasks for REE are shown in Tables 4. The results reported
in previous studies are included for comparison. We focus
on the comparison of REE with traditional rule evaluation
models GRank and GPro (Ebisu and Ichise 2019b), which is
a modified version of AMIE for link prediction.
The results show that GRank is generally better than
the other rule evaluation models because it considers the
groundings of rules in great detail, whereas our method eval-
uates them indirectly. REE is competitive with GPro; its has
worse results for WN18 and WN18RR and better results for
FB15k and FB15k-237. This shows REE can properly eval-
uate rules.
Effect of Dimension It is known that a higher dimension
for the embedding space improves the accuracy of embed-
ding models. The dimension may also affect the accuracy
of rule evaluation. Hence, we conducted the link prediction
task using REE for various dimensions of the embedding
space. The results are shown in Table 5.
The results show that a higher dimension for the embed-
ding space improved the accuracy of rule evaluation. This
may explain why the dimension is important for link predic-
tion: a space with higher dimension can more properly dis-
tinguish paths and learn rules. Hence, a model with a higher
dimension can better predict links.
The results also show that the MRR score obtained with
a relatively low dimension is close to the maximum score.
REE with a low-dimensional embedding space can thus be
used when fast evaluation of rules is required.
6.5 Experimental Results for PBF
In this section, we discuss the results for PBF in terms of
accuracy of link prediction to determine whether PBF can
integrate different approaches. The results of the link pre-
diction tasks for PBF are shown in Tables 4 with those of
Table 4: MRR and HITS@n scores obtained for link prediction tasks with WN18, FB15k, WN18RR, and FB15k-237 datasets.
The highest result for each column is shown in bold. The results for GPro and GRank were reported by Ebisu and Ichise
(2019b), those for ConvE were reported by Dettmers et al. (2018), and those for PRA were reported by Liu et al. (2016).
WN18 FB15k WN18RR FB15k-237
MRR HITS@ MRR HITS@ MRR HITS@ MRR HITS@
Model 1 3 10 1 3 10 1 3 10 1 3 10
GPro 0.950 0.946 0.954 0.959 0.793 0.759 0.810 0.858 0.467 0.430 0.485 0.543 0.229 0.163 0.250 0.360
GRank (fdMAP) 0.950 0.946 0.954 0.958 0.842 0.816 0.856 0.891 0.470 0.437 0.482 0.539 0.322 0.239 0.352 0.489
REE 0.942 0.940 0.944 0.946 0.819 0.801 0.828 0.852 0.437 0.403 0.452 0.504 0.288 0.215 0.316 0.432
TorusE 0.951 0.947 0.954 0.960 0.810 0.768 0.835 0.884 0.477 0.439 0.490 0.551 0.346 0.252 0.380 0.535
DistMult 0.922 0.891 0.952 0.956 0.840 0.802 0.865 0.906 0.460 0.416 0.472 0.548 0.354 0.260 0.389 0.543
ComplEx 0.951 0.945 0.955 0.962 0.856 0.827 0.872 0.909 0.476 0.429 0.493 0.564 0.365 0.269 0.401 0.555
ConvE 0.942 0.935 0.947 0.955 0.745 0.670 0.801 0.873 0.46 0.39 0.43 0.48 0.316 0.239 0.350 0.491
PRA 0.458 0.422 – 0.481 0.336 0.303 – 0.392 – – – – – – – –
PBF with GRank 0.953 0.948 0.956 0.963 0.870 0.845 0.882 0.915 0.494 0.453 0.509 0.576 0.376 0.282 0.413 0.564
PBF with REE 0.952 0.947 0.955 0.962 0.868 0.844 0.880 0.914 0.491 0.450 0.506 0.576 0.376 0.284 0.411 0.558
Table 5: MRR scores obtained using REE for FB15k and
FB15k-237 for various dimensions of the embedding space.
Dimension 50 100 500 1000 2000
FB15k 0.815 0.816 0.816 0.816 0.819
FB15k-237 0.245 0.259 0.276 0.283 0.288
other models, where PBF employed GRank or REE to select
paths.
The results show that ComplEx is really efficient. We can
see the importance of the attention mechanism by compar-
ing ComplEx with TorusE. The high accuracy of ComplEx
is due to its ability to utilize a variety of rules and store
information separately using the attention mechanism, as
discussed and experimentally shown in previous sections.
PBE obtained the best results for all datasets when it in-
corporated ComplEx and observed feature models. Espe-
cially, PBF improves the scores for HITS@1. These results
show that PBF compensates for the disadvantage of Com-
plEx, namely mixed and messy information, with carefully
selected information.
Particularly interesting observations are the results for
PBF with REE. This combination is really competitive with
PBF with GRank even though it did not evaluate rules di-
rectly; instead, the rules were evaluated based on embed-
dings. The results suggest that REE is sufficient for PBF.
7 Conclusion
In this paper, we first unified state-of-the-art knowl-
edge graph embedding models. We generalized KGLG to
AKGLG, where each entity and relation additionally has
attention vectors, which are used to separately store infor-
mation on a Lie group. Then, the main embedding mod-
els were shown to be instances of AKGLG. We proposed
a method for evaluating rules based on the embeddings of
AKGLG called REE. Finally, we proposed a framework
called PBF for incorporating AKGLG and observed feature
models. PBF compensates for the disadvantages of different
approaches, which all utilize path information for link pre-
diction.
We conducted experiments to evaluate the proposed meth-
ods. REE was evaluated in terms of calculation time and link
prediction accuracy. The results showed that REE can reli-
ably evaluate rules and that its calculation time is lower than
that for traditional rule evaluation models for some standard
datasets. These results imply that existing models that are in-
stances of AKGLG are really utilizing rules and we can un-
derstand what embeddings learned through REE . PBF also
outperformed existing models. The results comprehensively
show that AKGLG and observed feature models can effec-
tively work together.
Embedding models can be further extended in the future.
However, we think we need always to take how a model deal
with rules for further development into consideration. That
guarantees an extended model is interpretable and may be
able to work with observed feature models more effectively.
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