There is increasing consensus in the hydrologic literature that an appropriate framework for streamflow forecasting and simulation should include explicit recognition of forcing, parameter and model structural er- 
summary with conclusions is presented in Section 6. 
General Model Calibration Problem
For a model to be useful in prediction, the values of the parameters need to accurately 75 reflect the invariant properties of the components of the underlying system they repre- this is considered to be the streamflow response. Mathematically, the model calibration problem depicted in Fig. 1 can be formulated as follows. LetS = f (θ, P) denote the streamflow predictionsS = {s 1 , . . . ,s n } of the model f with observed forcing P (rainfall, and potential evapotranspiration), and watershed model parameters θ. Let S = {s 1 , . . . , s n } represent a vector with n observed streamflow values.
The difference between the model-predicted streamflow and measured discharge can be represented by the residual vector or objective function E: E(θ) = {S − S} = {s 1 − s 1 , . . . ,s n − s n } = {e 1 (θ), . . . , e n (θ)}
Traditionally, we are seeking to have a minimal discrepancy between our model predictions and observations. This can be done by minimizing the following additive simple least square (SLS) objective function with respect to θ:
Significant advances have been made in the last few decades by posing the hydrologic 99 model calibration problem within this SLS framework. provides a simple way to combine multiple probability distributions using Bayes theorem.
158
In a hydrologic context, this method is suited to systematically address and quantify the 159 various error sources within a single cohesive, integrated, and hierarchical method.
160
To successfully implement the Bayesian paradigm, sampling methods are needed that 161 can efficiently summarize the posterior probability density function (pdf 
Random Walk Metropolis (RWM) algorithm
The basis of the MCMC method is a Markov chain that generates a random walk through the search space with stable frequency stemming from a fixed probability distribution. To visit configurations with a stable frequency, an MCMC algorithm generates trial moves from the current ("old") position of the Markov chain θ t−1 to a new state ϑ.
The earliest and most general MCMC approach is the random walk Metropolis (RWM)
algorithm. Assuming that a random walk has already sampled points {θ 0 , . . . , θ t−1 }, this algorithm proceeds in the following three steps. First, a candidate point ϑ is sampled from a proposal distribution q that is symmetric, q(θ t 1 , ϑ) = q(ϑ, θ t−1 ) and may depend on the present location, θ t−1 . Next, the candidate point is either accepted or rejected using the Metropolis acceptance probability:
where π(·) denotes the density of the target distribution. Finally, if the proposal is 170 accepted, the chain moves to ϑ; otherwise the chain remains at its current location θ t−1 .
171
The original RWM scheme was constructed to maintain detailed balance with respect to π(·) at each step in the chain:
where p(θ t−1 ) (p(ϑ)) denotes the probability of finding the system in state θ t−1 (ϑ), and 172 p(θ t−1 → ϑ)(p(ϑ → θ t−1 )) denotes the conditional probability of performing a trial move 2. Compute the density π(θ i ) of each point of Θ, i = 1, . . . , N .
3. Generate a candidate point, ϑ i in chain i, scheme with crossover probability CR,
where U ∈ [0, 1] is a draw from a uniform distribution.
229
5. Compute π(θ i ) and accept the candidate point with Metropolis acceptance proba-
6. If the candidate point is accepted, move the chain, θ i = ϑ i ; otherwise remain at the and has shown to significantly enhance the efficiency of population based evolutionary 272 optimization.
273
The DREAM scheme is different from the DE-MC method in three important ways.
274
First, DREAM implements a randomized subspace sampling strategy, and only modifies 275 selected dimensions with crossover probability CR each time a candidate point is gener- holds in terms of arbitrary measurable sets, as the Jacobian of the transformation of Eq.
301
(5) is 1 in absolute value. 
Case Studies
To illustrate the insights that the approach developed in this study can offer with 318 respect to forcing error, we apply our methodology to streamflow forecasting using the respectively.
338
The upper and lower bounds that define the prior uncertainty ranges of the HYMOD 339 model parameters and rainfall multipliers are given in Table 1 . A uniform prior distribu-340 tion is assumed over this multidimensional hypercube, which implies that the storm events presented below do not seem to support that conjecture. To reduce sensitivity to state 346 value initialization, we used a 365-day warm up period, during which no updating of the 347 posterior density was performed. In this first study, we use the following classical density function:
where c is a normalizing contact, and π(θ) signifies the prior distribution of θ. This 349 distribution combines the data likelihood with a prior distribution using Bayes theorem.
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466
These bounds force the DREAM estimated multipliers to remain hydrologically realistic.
467
The marginal posterior pdf of the multipliers presented here can be used to explicitly 468 consider rainfall uncertainty during streamflow prediction. An easy way to do this is to Finally, Table 4 presents summary statistics of the one-day-ahead streamflow forecasts 
