Abstract. We obtain explicit formulas for the average density, also called order-two density, of an arbitrary conformal repeller of a C 1+ε transformation. We note that unlike with the pointwise densities, the average densities exist almost everywhere on each repeller, and are in fact constant almost everywhere. Thus, they are natural parameters to describe the geometric structure of the corresponding invariant sets, and as such it is of interest to obtain explicit formulas for their almost constant value. We obtain simultaneously formulas without using symbolic dynamics, and formulas based on the symbolic dynamics generated by a given Markov partition. The proofs strongly depend on the use of appropriate Markov partitions, and are also based on methods of Falconer in [4] and of Zähle in [13] .
1. Introduction 1.1. Motivation. Our main interest is the study of the geometric structure of sets that are invariant under a given dynamical system. This study naturally belongs to geometric measure theory, although since we are primarily interested in sets that are dynamically defined, it has also a privileged relation with the dimension theory of dynamical systems. In order to present the problems in which we concentrate our attention in this paper, we start with a brief overview of the context of our work.
One the precursor related highlights of measure theory is the classical Lebesgue's density theorem. Let µ be the n-dimensional Lebesgue measure on R n . The theorem says that for each Borel set A ⊂ R n there exists the (pointwise) density D(x) = lim r→0 µ(A ∩ B(x, r)) µ(B(x, r))
for µ-almost every x ∈ R n , where B(x, r) is the ball of radius r centered at x. Furthermore, D(x) = χ A (x) for µ-almost every x ∈ R n , where χ A denotes the characteristic function of the set A. The information given by Lebesgue's density theorem is often used in applications when we deal with measures which are equivalent to the volume µ. This information is for example important in some parts of smooth ergodic theory.
On the other hand, if we start with a set A ⊂ R n with zero Lebesgue measure, µ(A) = 0, then the statement of the density theorem is trivial. In particular, it gives no additional information concerning the geometric structure of the set. In order to minimize this drawback, we may try to replace µ by some other measure that gives positive measure to the set A. For this we briefly recall that given s > 0, the s-dimensional Hausdorff measure of A ⊂ R n is defined by
where the infimum is taken over all countable covers U of A by sets of diameter at most δ. The Hausdorff dimension of the set A is then given by dim H A = inf{s > 0 : µ s (A) = 0}.
In particular, when dim H A < n (i.e., when the Hausdorff dimension of the set A is strictly less than the dimension of the ambient space), we have µ(A) = 0, since the Lebesgue measure coincides, up to a constant, with the n-dimensional Hausdorff measure, and again the density theorem provides no additional information on the geometric structure of the set. On the other hand, when s = dim H A and 0 < µ s (A) < 1, the corresponding "natural" measure to consider becomes µ s , and we can hope to obtain further geometric information by defining a new density, where we replace µ by the Hausdorff measure µ s in (1) (with s = dim H A). Given s > 0 and x ∈ R n we define the (s-dimensional) lower and upper densities of the set A at x by 
When D s (x) = D s (x) we denote the common value by D s (x) and we call it the (s-dimensional) density of A at x. When the number s is an integer, say n ∈ N, we have µ s = 2 n α(n)µ, where µ is again the n-dimensional Lebesgue measure on R n , and where α(n) is the µ-measure of the n-dimensional unit ball. Thus, by Lebesgue's density theorem, when s is an integer the density D s (x) exists and equals 1 for µ s -almost every x ∈ A. On the other hand, we have the following converse when the s-dimensional density exists on a set of positive measure. Proposition 1. If A ⊂ R n is a µ s -measurable set having µ s (A) < ∞, and D s (x) = D s (x) ∈ (0, ∞) for every x in a set of positive (µ s |A)-measure, then s is an integer.
See for example [7, Theorem 14 .10] (we note that µ s |A is a Radon measure when µ s (A) < ∞).
Average densities.
The unfortunate situation caused by Proposition 1 motivates the introduction of another type of density that somehow averages the values of the pointwise densities as the radii of the balls B(x, r) appearing in (2) approach zero. This averaging may diminish the effect of the oscillations of the pointwise densities, and in fact it makes the corresponding limits easier to exist in the new densities.
We consider a Borel set A ⊂ R n , and we let s = dim H A. The lower and upper average densities of A at the point x are respectively given by
When A s (x) = A s (x) we denote the common value by A s (x) and we call it the average density of the set A at x. The average densities where introduced by Bedford and Fisher in [2] for a particular class of repellers. For several classes of sets which are invariant under a given dynamical system the average density A s (x) indeed exists µ s -almost everywhere. In particular, it is shown in [2] that it exists for the so-called cookie-cutter sets. More generally, it was shown by Falconer in [4] that for a repeller A of a C 1+ε conformal transformation, the number A s (x) is well-defined for µ salmost every x ∈ A, where s = dim H A (see Proposition 3 below). Therefore, the average density can be considered a natural parameter to describe the geometric structure of "complicated" invariant sets.
The main drawback of the average densities A s (x) is that usually they are not easy to calculate explicitly or even approximately. It is therefore of considerable interest to obtain formulas that are more explicit and which may allow us to obtain approximate values or even the explicit values of A s (x). Actual values for the average densities were first obtained by Patzschke and Zähle in [8] for the middle-third Cantor set (see also [13] for further references). The case of self-similar iterated function systems was considered by Patzschke and Zähle in [9] , and an equivalent formula was obtained by Graf in [6] . The general case of the average density of self-conformal measures (which thus contains all the above examples) was considered by Zähle in [13] .
Our main objective is to consider arbitrary conformal repellers of C 1+ε topologically mixing transformations (see Section 2.1 for the definitions), and obtain explicit formulas for the average density on the repellers. More precisely we obtain two formulas:
1. The first formula (see (16) in Theorem 1) is intrinsic, in the sense that it does not require any symbolic dynamics in its formulation. The proof uses in particular ideas of Falconer in [4] (see also [5] ). This is the content of Section 4. 2. The second formula (see (30) in Theorem 2) requires the symbolic dynamics generated by a given Markov partition, and is a generalization of the above result of Zähle in [13] which treats the case of self-conformal measures. In the proof we follow closely the approach devised by Zähle in [13] . This is the content of Section 5. In [13] , Zähle considers limit sets of iterated function systems, obtained from a finite number of conformal C 1+ε transformations and satisfying the so-called strong open set condition, or equivalently, by work of Peres, Rams, Simon and Solomyak in [10] , the so-called open set condition (see for example [5] for details). In our more general setting of conformal repellers these hypotheses correspond in particular to assume that the topological Markov chain associated to a given Markov partition of the repeller is the full shift. We emphasize that we are able to treat the general case of an arbitrary (topologically mixing) Markov chain. On the other hand, with the exception of what respects to the Markov partitions, in the proof of Theorem 2 in Section 5 we follow closely the approach of Zähle in [13] .
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Conformal repellers and densities
2.1. Conformal repellers. We first introduce the notion of conformal repeller. Let M be a Riemannian manifold and let f : M → M be a C 1 transformation. A compact set J ⊂ M is said to be a repeller of f if J is f -invariant, i.e., f −1 J = J, and there exist c > 0 and τ > 1 such that
We say that f is conformal on J if for some open neighborhood U of J the differential d x f is a multiple of an isometry for every x ∈ U . In this case we simply refer to J as a conformal repeller. By (4), we have d x f ≥ cτ for every x ∈ J. We may not have d x f > 1, but this inequality is convenient for some of our results. This difficulty can be solved as follows. Since the properties in which we are interested are intrinsic to the repeller (i.e., only depend on the set J and not on the transformation f ), we can consider a power f n such that cτ n > 1. Clearly, a repeller of f is also a repeller of f n . Thus, without loss of generality, we may always assume that cτ > 1 (since otherwise we could consider a power of f for the same repeller).
We now recall the Bowen-Ruelle equation for the Hausdorff dimension of a repeller. We continue to denote by dim H J the Hausdorff dimension of J, and by P f |J (ϕ) the topological pressure of ϕ with respect to f |J (see for example [11] for the definition).
Proposition 2 ( [3, 12] ). If f : M → M is a C 1+ε transformation, and J ⊂ M is a conformal repeller of f such that f |J is topologically mixing, then:
1. dim H J = s where s is the unique root of the equation P f |J (sϕ) = 0, with ϕ(x) = − log d x f ; 2. the Hausdorff measure µ s |J is equivalent to the equilibrium measure of sϕ, with bounded and positive Radon-Nikodym derivative.
We note that since the Hausdorff measure µ s |J is equivalent to an equilibrium measure we have 0 < µ s (J ∩ U ) < ∞, and thus dim H (J ∩ U ) = s for every open set U ⊂ M with J ∩ U = ∅. Furthermore, using the Gibbs property of the equilibrium measure of −s log df , under the assumptions of Proposition 2 one can show that there is a constant c ≥ 1 such that for every x ∈ J and r > 0 we have
2.2. Average densities. Let f : M → M be a C 1+ε transformation, and let J ⊂ M be a repeller of f . We set s = dim H J and we write µ = µ s |J from now on. We can rewrite the lower and upper average densities of J at the point x ∈ M (see (3)) in the form
The following result of Falconer in [4] guarantees the existence of the average densities for conformal repellers of C 1+ε transformations.
Proposition 3 ([4]
). Let J be a conformal repeller of a C 1+ε transformation f such that f |J is topologically mixing. If s = dim H J, then the average density A s (x) exists and is constant for µ s -almost every x ∈ J.
On the other hand, Proposition 3 gives no information concerning the explicit form of the almost everywhere constant value of the average density. This is the main motivation for our work, and in Sections 4 and 5 we precisely present two explicit formulas for the value of the average density.
Markov partitions
We introduce here the notion of adapted Markov partition and we describe some of its properties. This material is needed in the proofs and for the description of the second formula for the average density. 1.
We note that the interior of each set R i is computed with respect to the induced topology on J. It is well known that any repeller of a C 1+ε map has Markov partitions of arbitrarily small diameter (see for example [12] ).
We will need to consider Markov partitions with some additional properties. Let R = {R 0 , . . . , R m } be a Markov partition of the repeller J. Given i 0 , . . . , i k ∈ {0, . . . , m} we define the set
Let now d(·, ·) denote the distance induced by the Riemannian metric on the manifold M . We say that the Markov partition R is adapted if: A1. for each i ∈ {0, . . . , m} there exists a bounded open set U i ⊃ R i such that all points of R i have the same number k i of preimages, and there exist functions h 1 , . . . , h k i :
A2. there exist κ ≤κ < 1 such that if U ij is the component of f −1 U j containing R ij , then for every x, y ∈ U ij we have
there exist z 1 , z 2 ∈ U i n+m ···i 0 such that for every x, y ∈ R i n+m ···i 0 we have
We stress that A2 is not a consequence of A3. While in A3 we are considering distances between elements of J, in A2 we are instead considering distances between points in U i which may not belong to J. The existence of adapted Markov partitions is established in Appendix A. It turns out that for a conformal repeller of a C 1+ε transformation, any Markov partition with sufficiently small diameter has the required properties (see Theorem 3 in Appendix A).
Additional properties.
Let now R = {R 0 , . . . , R m } be an adapted Markov partition of the repeller J. We continue to denote by
Since f is invertible on U ij we can consider the inverse F ij : U j → U ij of the map f |U ij . Similarly, f k is invertible on U i 0 ···i k and we denote by
Using this notation we can rewrite A3 in the equivalent form: A3'. for every x, y ∈ R in···i 0 there exist
We now present some useful additional properties which are a consequence of the definition of adapted Markov partition:
P1. for every x, y ∈ U in···i 0 we have
P2. given n ∈ N, i 0 ∈ {0, . . . , m}, and x ∈ U i 0 , there exist z 1 , z 2 ∈ U i 0 such that
where
and there exist z 1 , z 2 ∈ U in···i 0 such that
P3. if J is a conformal repeller of a C 1+ε transformation, then it possesses the bounded distortion property, i.e., there exists b > 0 such that for every n ∈ N and x, y ∈ U in···i 0 we have
We note that P3 can be proved using A2 solely. This observation is important to show that Markov partitions of conformal repellers with sufficiently small diameter are adapted (see Appendix A). The inequality in (9) can be rewritten in the form
and since the sets U i are bounded, there exists K > 1 such that
We also note that after a change of variables, for each integrable function
where the double sum is taken over all tuples (j 0 · · · j n i) such that R j 0 ···jni is nonempty. In particular, if A ⊂ R i for some i ∈ {0, . . . , m}, then
First explicit formula
The following result contains our first explicit formula for the average density of a conformal repeller (see (16) below). Although arguably complicated, the formula has the advantage of being intrinsic. In particular, it makes no reference to symbolic dynamics. We set µ = µ s |J, and we let ν be the equilibrium measure of −s log df . By Proposition 2, the measures µ and ν are equivalent (with bounded and positive Radon-Nikodym derivative). We also define
This number can be seen as a Lyapunov exponent since in view of Birkhoff's ergodic theorem and the ergodicity of ν, for ν-almost every x ∈ J we have
Proof. Consider the functions ϕ n : J → R defined by
By Proposition 2, the measure µ = µ s |J is equivalent to the equilibrium measure ν, and thus it is also ergodic. We now use the following result.
Lemma 1 ([13]
). Let f : M → M be a measurable transformation, ν an f -invariant ergodic probability measure on M , and ϕ n ∈ L 1 ν (M ) for n ≥ 0. Assume that for every k, n ≥ 0 we have
We first show that the functions ϕ k satisfy the conditions of Lemma 1 (see the proof of Theorem 1).
Let
For each r ≤ e −tn we have
and thus it follows readily from the definition of µ that for each t ≥ t n ,
and
It follows from (18) that
We now set a(u) = e su µ(B(x, e −u )) and write
(note that t n +log d x f k = log d x f n+k ), and we estimate each of the three integrals in the right-hand side of (21). The first integral is bounded by
with c given by (5) . The second integral is bounded by
while the third integral is bounded by
Adding (22), (23), and (24) and using (9) and (10) we obtain c 2 log
≤ M (e −εtn + e be −εtn − 1) =: ε n for some constant M > 0 (independent of k). It follows from (20) that
In an analogous manner using (19) yields ϕ n (f k x) ≥ ϕ n+k (x) − ε n , and hence
Furthermore, the functions ϕ n are ν-integrable since there exists γ > 0 such that for every n ≥ 0,
This shows that the functions ϕ k satisfy the conditions of Lemma 1, and thus the limit of the expressions in (17) as n → ∞ exists and is equal to the constant
for µ-almost every x ∈ J. Together with (15) this implies that
for µ-almost every x ∈ J, with λ as in the statement of the theorem. Combining (25) and (26) we obtain the first identity in (16).
To obtain the second identity in (16) we first manipulate the functions ϕ n . Making the change of variable e −t = d x f n −1 ρ, we obtain
where B 1 (r) = [r, 1], and where χ A is the characteristic function of the set A. By Fubini's theorem, we can interchange the order of integration to obtain
Computing the integrals over R yields
and with some calculations we obtain
By (25) and (26) we now readily obtain the second identity in (16).
In the particular case of the ternary Cantor set the second formula in (16) can be used to recover the value of the average density computed by Patzschke and Zähle in [8] for the middle-third Cantor set. The calculations are somewhat involved, although straightforward and thus will be omitted.
Second explicit formula
We present in this section our second explicit formula for the average density of a conformal repeller (see Theorem 2 in Section 5.2). We first obtain some auxiliary results.
Conditional Gibbs distributions.
We introduce here the notion of conditional Gibbs distribution of the past given the future. Consider a Markov partition R = {R 0 , . . . , R m } of the repeller J. The partition can be used to model the repeller by an one-sided topological Markov chain. Namely, define an (m + 1) × (m + 1) matrix A = (a ij ) with entries
and set 
We continue to denote by ν the equilibrium measure of −s log df and to set µ = µ s |J, where s = dim H J. Using the coding map, we can induce measures on Σ
We notice thatν + is the unique σ-invariant ergodic probability measure on Σ + A which is equivalent toμ. The measureν + extends naturally to a measureν on
Consider now the correspondence Σ
where A t denotes the transpose of A. We define the conditional Gibbs distributionν − πα + (α − ) of the past α − given the future α + (or more precisely πα + ) by the identityν
Using this measure we can relate the local inverses of f with the RadonNikodym derivative g = dν/dµ.
Proposition 4.
For every i ∈ {0, . . . , m} and ν-almost z ∈ R i we havẽ
for every β 1 , . . . β n ∈ {0, . . . , m}, where
A t : α 0 = i and α j = β j for j = 1, . . . , n .
Proof. We consider the cylinders
By the definition ofν − πα + (α − ) and the σ-invariance ofν we havẽ
On the other hand, since dν + (α + )/dμ(α + ) = g(πα + ), using (13) we obtain
Thus (27) holds for ν-almost every z ∈ R i and i = 0, . . . , m.
Note that
Thus for each i ∈ {0, . . . , m} we haveν − z (C t i ) = 1 for ν-almost every z ∈ R i .
Second formula.
We can now present our second formula for the average density of a conformal repeller. We denote by R k (x) the element R i 0 ···i k in (6) containing x, and by i(x) the first number i 0 in R i 0 ···i k . Note that both R k (x) and i(x) are well-defined for µ-almost every x ∈ J. We continue to use the notation of Section 4 (in particular for the measures µ and ν, and for the Lyapunov exponent (14)).
Theorem 2. Let J ⊂ M be a conformal repeller of a C 1+ε transformation f : M → M such that f |J is topologically mixing. Given an adapted Markov partition R = {R 0 , . . . , R m } and the associated topological Markov chain (Σ + A , σ), the following properties hold:
A t and x, y ∈ R α 0 there exists the limit
2. for µ-almost every x ∈ J the average density exists and is given by
We note that the second formula in (30) is a simple rewriting of the first one. The statement of Theorem 2 is a generalization of a result of Zähle in [13] in the case of limit sets of iterated function systems, obtained from a finite number of conformal C 1+ε transformations and satisfying the socalled open set condition (see Section 1.2 for more details). We note that in the particular case of self-similar iterated function systems, the value in (30) reduces to the formula obtained by Patzschke and Zähle in [9] (an equivalent formula was obtained by Graf in [6] ).
The proof of Theorem 2 is given in several steps in the following sections. We stress again that with the exception of what respects to the Markov partitions, in Section 5 we follow closely the approach devised by Zähle in [13] .
Existence of d α .
We start by proving the first statement in Theorem 2. Set
Lemma 2. The sequence (a n ) n∈N converges.
Proof. Using the properties of an adapted Markov partition (see the inequalities in (8) and (10)), one can easily verify that (a n ) n∈N is bounded. By A3' we have
for some z ∈ U αn···α 0 . Thus
Since F αn···α 0 y, z ∈ U αn···α 0 , using (10) and P1 we obtain a n+m − a n ≤ a n (e b d(Fα n···α0 y,z) ε − 1)
for some constants M > 0 and δ > max i diam U i . Similarly, one can show that a n − a n+m ≤ M (e b(κ n δ) ε − 1). Therefore
and the sequence (a n ) n∈N converges.
5.4.
Integrability of the distance to the boundary. The next result will play an important role later. When R is a Markov partition we denote by R(x) the element of R containing x, which is well-defined (mod 0). We denote by ∂R(x) the boundary of the element R(x), and by ∂R the union of all boundaries ∂R(x).
Proposition 5. Let J be a repeller of a C 1+ε transformation f such that f |J is topologically mixing, and let ρ be an equilibrium measure of a Hölder continuous function. Then for any Markov partition R of J the function
Proof. We will use the following result.
Lemma 3 ([1]
). Let J be a repeller of a C 1+ε transformation f such that f |J is topologically mixing, and let ρ be an equilibrium measure of a Hölder continuous function. Then for any Markov partition R of J there exist constants c, α > 0 such that for every ε > 0 we have
The statement in Lemma 3 is proved in the appendix of [1] in the case of compact locally maximal hyperbolic sets, but the proof can be adapted in a straightforward manner to our setting.
If R = {R 0 , . . . , R m } is the Markov partition, since
and for each n ∈ N, F n = {x ∈ J : e −n < d(x, ∂R(x)) < e −(n−1) }.
By Lemma 3 there exist constants c, α > 0 such that ρ(F n ) ≤ ce −(n−1)α for every n ∈ N. Therefore
This completes the proof of the proposition.
Average density using the elements of a Markov partition.
The following formula obtained by Falconer expresses the average density in terms of a singular integral.
Lemma 4 ([4, Proposition 2.1]).
For µ-almost every x ∈ J we have
We now choose a sequence of radii converging to zero. This will allow us to replace the balls in (32) by elements of the Markov partition. Namely, set ε n (x) = d x f n −1 for each n ∈ N. Clearly ε n (x) → 0 as n → ∞, for every x ∈ J, and thus
for µ-almost every x ∈ J, we obtain
We now show that for µ-almost every x ∈ J we have
A is such that π(α) = x. Proof. By the bounded distortion property P3, there exists K > 1 such that
Consider now k 2 ∈ N such thatκ k 2 < (Kδ) −1 , whereκ comes from the definition of adapted Markov partition and δ > max i diam U i . We claim that R α 0 ···α n+k 2 ⊂ B(x, ε n (x)) for every x ∈ J and n ∈ N.
Using properties P2 and P1, we have
for some z ∈ U αn···α n+k 2 . Since F α 0 ···αn z ∈ U α 0 ···α n+k 2 and x ∈ U α 0 ···α n+k 2 ,
and sinceκ k 2 < (Kδ) −1 it follows from (34) that diam R α 0 ···α n+k 2 < ε n (x). Thus,
which yields the desired inequality.
Lemma 6. For µ-almost every x ∈ J we have
A is such that π(α) = x. Proof. We first note that the set
has zero µ-measure. To verify this, recall that by Proposition 2, µ is equivalent to an equilibrium measure, and it is well known that the boundary of a Markov partition has zero measure with respect to any equilibrium measure. Alternatively this follows from (31) in Lemma 3. If x ∈ J \ F , then there exists a unique sequence
. With respect to the induced topology on J, we have B(x, r(x)) ⊂ R α 0 . Consider an integer C ∈ N such that C − log K/ logκ ≥ 1, and for each x ∈ J take k 1 (x) ∈ N such that
We will show that
To see this note that since B(f n x, r(f n x)) ⊂ R αn , by the properties of an adapted Markov partition we have
for some z ∈ U αn . Using the bounded distortion property one can show that
for every y ∈ U αn . Since by (36),
for every y ∈ U αn , which together with (38) implies (37). Therefore
Note that for every l ∈ N and µ-almost every x ∈ J we have
and the integral is uniformly bounded on l ∈ N. Using this information in (39) we obtain
We now observe that
Since ν is an equilibrium measure of a Hölder continuous function, by Proposition 5 the map x → log d(x, ∂R(x)) is ν-integrable. By Birkhoff's ergodic theorem we conclude that
for ν-almost every x ∈ J. This yields the desired result, in view of the equivalence of µ and ν.
The inequalities in (33) and (35) together with Lemma 4 allow us to rewrite the average density of a conformal repeller in terms of the elements of a given Markov partition, namely in the form
where α = (α 0 , . . . , α n , . . . ) ∈ Σ + A is such that π(α) = x. 5.6. Computation of Birkhoff averages. We are now interested in computing the limit in (40), i.e.,
in terms of the function d α in (29). Consider the nonnegative functions ϕ n : J → R defined by
for each k ∈ N. The limit in (41) can be written as
We will show that the functions ϕ k satisfy the conditions of Lemma 1.
Since
using (13) we have
for some z ∈ U α k ···α n+k−1 . Thus
Observe that
Clearly τ (n) → 0 as n → ∞. Furthermore
We note that by (43) there exists a constant C > 1 such that
On the other hand, using again (13) we obtain
for some z ∈ U α 0 ···α n+k−1 . Thus,
By (44) we obtain
Together with (43) this implies that
In order to apply Lemma 1 we need to verify that: 1. the functions ϕ n are ν-integrable;
2. the functions Θ n = Cτ (n)ϕ n are ν-integrable, and satisfy
For the first property, we note that since ϕ n ≥ 0, ϕ n+k (x) ≤ Cϕ n (f k x), and ν is f -invariant we have
and it is sufficient to show that ϕ 0 is ν-integrable. Consider r(x) = d(x, ∂R(x)) and m(x) = min{r(x), 1}.
We have
where B c denotes the complement of the set B, and interchanging the order of integration we obtain
The first integral is clearly bounded by µ(J) < ∞, while
Since |log m(x)| ≤ |log r(x)| we obtain
By Proposition 5 the function x → log d(x, ∂R(x)) is ν-integrable, and hence ϕ 0 and thus all functions ϕ n are ν-integrable. Furthermore, there exists a constant C > 0 such that for every n ≥ 0 we have M |ϕ n | dν ≤ C. For the second property, we first note that the functions Θ n are ν-integrable, since the same happens with the functions ϕ n . To verify (45) we note that
We can now apply Lemma 1 to conclude that the limit in (42) is given by
for ν-almost every x ∈ J. Since the measures µ and ν are equivalent, it follows from (40), (42), and (46) that
5.7. Formula for the average density. We obtain in this section the explicit formulas in (30) for the average density A s (x). Using the notation R k (x) for the element R α 0 ···α k containing x, we obtain
and writing g = dν/dµ yields
Applying (12) to the integral in x, (13) to the integral in y, and using the identity
Proposition 4 yields
where each C t ij n−1 ···j 0 is given by (28). Since
the last integral reduces to
. Therefore, using the dominated convergence theorem and (29), we have
and by (47) we obtain the formulas in (30). This completes the proof of Theorem 2.
Appendix A. Existence of adapted Markov partitions
We show here that for conformal repellers of a C 1+ε transformation any Markov partition with sufficiently small diameter is adapted (in the sense of Section 3). Although the rigorous statement is often considered known, there seems to exist in the literature no comprehensive or even detailed proof of all the involved statements. This is the main motivation for the appendix. Proof. We start with the following lemma.
Lemma 7. If J is a repeller of a C 1 transformation f , then 1. for each x ∈ J the number of preimages of x is bounded; 2. for each n ≥ 0 the set J n = {x : card f −1 (x) = n} is open in the induced topology of J.
Proof of the lemma. Since J is compact there exists δ > 0 such that for each
For the first property note that if there existed x ∈ J with infinitely many preimages, then the set of its preimages would have an accumulation point, but this would contradict our previous observation. For the second property note that given y ∈ J n , for each n ≥ 0 all points in B(y, δ) ∩ J have n preimages.
Since d x f is invertible for every x ∈ J, using the inverse function theorem and Lemma 7, we conclude that there exists δ > 0 such that for every x ∈ J, all points of B(x, δ) ∩ J have the same number k x of preimages and there exist functions h x 1 , . . . , h We also set κ = 1/ sup x∈M d x f < 1. Let now
where C ε is a Hölder constant for x → log d x f . We note that the constant K is the one that we would obtain in equation (11) in condition A1 if the diameters of the sets U i were smaller than δ. Consider a Markov partition R = {R 0 , . . . , R m } with diameter smaller than δ/(8K). For each i = 0, . . . , m there exists x i ∈ J such that
where U i = B(x i , δ 2 ). Clearly U i is open, bounded, and satisfies the condition A1.
We obviously have κ d(f x, f y) ≤ d(x, y) for every x, y ∈ M . Let us now consider x, y ∈ U ij where U ij is the component of f −1 (U j ) containing R ij . We note that U ij = h(U j ) for some inverse h of f on B(x j , δ). Then f x, f y ∈ U j = B(x j , This shows that the Markov partition satisfies the condition A2. It remains to show that A3 holds. Since the property P3 can be proved using only A2 (see Section 3.2) , the open cover {U 0 , . . . , U m } satisfies the bounded distortion property, and in particular Proof of the lemma. Let z 0 , z 1 ∈ U i 0 be such that There exists a geodesic γ : [0, 1] → F in···i 0 B(x i 0 , ρ) minimizing the distance between F in···i 0 x i 0 and y, and
. This completes the proof of the lemma.
We choose the Markov partition with diameter smaller than δ/(8K) in order to guarantee that all geodesics minimizing distances between points of R in···i 0 are in U in···i 0 . To verify this note that by Lemma 8 there exist z 0 , z 1 ∈ U i 0 such that, by (7), (48), and the choice of K,
