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Abstract
We construct a gauge theory on a noncommutative homogeneous Ka¨hler man-
ifold, where we employ the deformation quantization with separation of variables
for Ka¨hler manifolds formulated by Karabegov. A key point in this construction is
to obtaining vector fields which act as inner derivations for the deformation quan-
tization. We give an explicit construction of this gauge theory on noncommutative
CPN and noncommutative CHN .
1 Introduction
Field theories on noncommutative spaces appear in various phenomena in physics.
For example, effective theories on D-branes with NS-NS B field backgrounds give rise
to gauge theories on noncommutative spaces [37]. As another example, in matrix
models [2, 17], noncommutative field theories corresponding to fuzzy spaces appear
when one expands the models around some classical solutions.
A typical noncommutative space is the noncommutative Rd. Field theories on
the noncommutative Rd have many intriguing properties. For example, there is work
on the existence of noncommutative instantons [32], noncommutative scalar solitons
[14], etc. as classical solutions and the appearance of UV-IR mixing [28] at the
quantum level (see also the review papers [8, 34, 38], for examples). It is important
to investigate whether field theories on more generic noncommutative manifolds
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have similar properties. However, field theories on noncommutative manifolds are
not well understood at present, except for a few examples such as, noncommutative
tori, S2, etc.
Several methods to construct noncommutative manifolds have been proposed,
including the important approach by the deformation quantization. Deformation
quantization was first introduced in [3]. After [3], several alternative methods of
deformation quantization were proposed [9, 33, 12, 26]. In particular, deformation
quantization of Ka¨hler manifolds was studied in [29, 30, 5, 6]. We study gauge
field theories on noncommutative Ka¨hler manifolds based on the deformation quan-
tization with separation of variables introduced by Karabegov to quantize Ka¨hler
manifolds [18, 19, 21].
The purpose of this paper is to construct gauge theories on noncommutative
homogeneous Ka¨hler manifolds. Field theories need to define differentials on base
spaces. Note that the usual differentiations by coordinates in a noncommutative
space may not be derivations; in other words, they do not satisfy the Leibniz rule
for star products in general. We use inner derivations as differentials, which are
defined by commutators with a function P under a star product, i.e. [P, · ]∗.
These operators automatically satisfy the Leibniz rule. For a generic P , the inner
derivation [P, · ]∗ includes higher derivative terms. The necessary and sufficient
condition on P such that the inner derivation includes no higher derivative terms is
known [31]. The necessary and sufficient condition is that P is the Killing potential.
For homogeneous Ka¨hler manifolds G/H, there are Killing vectors La which
constitute the Lie algebra of the isometry group G. The Killing potential Pa corre-
sponding to La exists, and La is represented by the inner derivation La = {Pa, · } =
− i
~
[Pa, · ]∗.
Using these Killing potentials, we construct a gauge theory on noncommutative
homogeneous Ka¨hler manifolds. In our previous papers [35, 36], we studied de-
formation quantizations with separation of variables for CPN and CHN , and gave
explicit expressions for the star products. Using these results, we describe U(n)
gauge theories on noncommutative CPN and on noncommutative CHN , as exam-
ples. (On other types of noncommutative CPN , different gauge theories have been
constructed. For example, a gauge theory on fuzzy CPN is studied in [7, 15]. )
The organization of this article is as follows. In section 2, after we review
deformation quantization with separation of variables for Ka¨hler manifolds proposed
by Karabegov, we study differentials on noncommutative Ka¨hler manifolds. The
conditions under which inner derivations become vector fields (Killing vector fields)
are provided. We then construct gauge theories on noncommutative homogeneous
Ka¨hler manifolds. In section 3, we discuss gauge theories on noncommutative CPN
and CHN , as concrete examples. In section 4, we summarize our results and give
some further discussion.
2
2 Deformation quantization of gauge theories
with separation of variables
2.1 Deformation quantization with separation of vari-
ables
We briefly review the deformation quantization with separation of variables for
Ka¨hler manifolds, which proposed by Karabegov [19].
Let Φ be a Ka¨hler potential and ω a Ka¨hler 2-form for N -dimensional Ka¨hler
manifolds M :
ω := igkl¯dz
k ∧ dz¯l, gkl¯ :=
∂2Φ
∂zk∂z¯l
. (2.1)
We denote the inverse of the metric (gkl¯) as (g
k¯l), and set gk¯l = glk¯, g
lk¯ = gk¯l. We
use the following abbreviations
∂k =
∂
∂zk
, ∂k¯ =
∂
∂z¯k
. (2.2)
Deformation quantization is defined as follows. Let F be a set of formal power
series in ~ with coefficients of C∞ functions on M
F :=
{
f
∣∣∣ f =∑
k
~
kfk, fk ∈ C∞(M)
}
, (2.3)
where ~ is a noncommutative parameter. A star product is defined on F by
f ∗ g =
∑
k
~
kCk(f, g), (2.4)
such that the product satisfies the following conditions.
1. ∗ is associative product.
2. Ck is a bidifferential operator.
3. C0 and C1 are defined as
C0(f, g) = fg, (2.5)
C1(f, g)− C1(g, f) = i{f, g}, (2.6)
where {f, g} is the Poisson bracket.
4. f ∗ 1 = 1 ∗ f = f .
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Moreover, ∗ is called a star product with separation of variables when it satisfies
a ∗ f = af, f ∗ b = fb, (2.7)
for any holomorphic function a and any anti-holomorphic function b. Karabegov
constructed a star product with separation of variables for Ka¨hler manifolds in
terms of differential operators [18, 19], as briefly explained below. For the left star
multiplication by f ∈ F , there exists a differential operator Lf such that
Lfg = f ∗ g. (2.8)
Lf is given as a formal power series in ~
Lf =
∞∑
n=0
~
nA(n), (2.9)
where A(n) is a differential operator which contains only partial derivatives by zi
and has the following form
A(n) =
∑
k≥0
a
(n;k)
i¯1···¯ik
Di¯1 · · ·Di¯k , (2.10)
where
Di¯ = gi¯j∂j . (2.11)
In particular, a(n;0) which is a C∞ function on M acts as a multiplication operator.
Note that the differential operators Di¯ satisfy the following relations,
[Di¯,Dj¯] = 0, (2.12)
[Di¯, ∂j¯Φ] = δij . (2.13)
Karabegov showed the following theorem.
Theorem 2.1 ([18, 19]). Lf is uniquely determined by requiring the following con-
ditions,
Lf1 = f ∗ 1 = f, (2.14)
[Lf , ∂i¯Φ+ ~∂i¯] = 0. (2.15)
Substituting the expression of Lf in (2.9) to the conditions (2.14) and (2.15),
one obtains the following recursion relations,
A(0) = f, A(r)1 = 0, (2.16)
[A(r), ∂i¯Φ] = [∂i¯, A
(r−1)], (2.17)
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for r ≥ 1, where f is assumed to be independent of ~ (in general, we set for f ∈ F ,
A(0) = f0 and A
(r)1 = fr in the above equations). In the case of r = 1, one can
easily find
A(1) = ∂i¯fD
i¯, (2.18)
where (2.13) is used. Let us observe that a(r;0) = a
(r;1)
i¯
= 0 for r ≥ 2 in the
expressions (2.10), namely,
A(r) =
∑
k≥2
a
(r;k)
i¯1···¯ik
Di¯1 · · ·Di¯k , r ≥ 2. (2.19)
From the condition (2.16), a(r;0) = 0 (r ≥ 1) trivially obeys. We then define the
twisted symbol of A(r) as a(r)(ξ) =
∑
a
(r;k)
i¯1···¯in
ξ i¯1 · · · ξ i¯n . The twisted symbol of the
left hand side in (2.17) is ∂a(r)(ξ)/∂ξ i¯ from (2.13). That of the right hand side in
(2.17) does not contain the zeroth order term of ξ, because of a(r;0) = 0 for r ≥ 1.
Therefore, a(r) (r ≥ 2) does not contain the first order term of ξ. This prove the
assertion.
Here is a useful theorem given by Karabegov.
Theorem 2.2 ([18, 19]). The differential operator Lf for an arbitrary function f
is obtained from the operator Lz¯i, which corresponds to the left ∗ multiplication of
z¯i,
Lf =
∑
α
1
α!
(
∂
∂z¯
)α
f(Lz¯ − z¯)α, (2.20)
where α is a multi-index.
Similarly, the differential operator Rf =
∞∑
n=0
~
nB(n) corresponding to the right ∗
multiplication by a function f contains only partial derivatives by z¯i and is deter-
mined by the conditions
Rf1 = 1 ∗ f = f, (2.21)
[Rf , ∂iΦ+ ~∂i] = 0. (2.22)
B(n) has the following form,
B(0) = f, B(1) = ∂ifD
i, B(r) =
∑
k≥2
b
(r;k)
i1···ik
Di1 · · ·Dik , (2.23)
where Di = gij¯∂j¯ . The differential operator Rf for an arbitrary function f is
obtained from the operator Rzi , which corresponds to the right ∗ multiplication by
zi,
Rf =
∑
α
1
α!
(
∂
∂z
)α
f(Rz − z)α. (2.24)
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2.2 Derivations in deformation quantization
A differential calculus on noncommutative spaces can be constructed based on the
derivations of the algebra C∞(M)[[~]] with its star product, whose derivation d
are linear operators satisfying the Leibniz rule, i.e. d(f ∗ g) = df ∗ g + f ∗ dg .
In commutative space, vector fields are obviously derivations. However first order
differential operators in noncommutative space do not satisfy the Leibniz rule in
general. In this subsection, we study inner derivations L, in particular, let L be
a linear differential operator such that L(f) = [P, f ]∗ := P ∗ f − f ∗ P, (P, f ∈
C∞(M)[[~]]).
Note that inner derivations are not first order differential operator, since the
explicit expression of the star commutator [P, f ]∗ includes higher derivative terms
of f for a generic P . In particular, inner derivations corresponding to vector fields
play an important role, when we construct field theories on noncommutative spaces.
It is known that such vector fields are given as the Killing vector fields [31]. In this
section, we review the fact to obtain the differentials on noncommutative CPN and
CHN .
Proposition 2.3. Let M be a Ka¨hler manifold with the ∗ product with separation of
variables given in section 2.1. Let P ∈ C∞(M)[[~]], f be an arbitrary C∞ function
on M and [P, f ] = P ∗f −f ∗P i.e. the inner derivation of the ∗-product mentioned
above. Then [P, f ]∗ = i~{P, f} if and only if DiDjP = 0 and Di¯Dj¯P = 0 for all
i, j = 1, 2, · · · , N . Namely, higher derivative terms of f in [P, f ]∗ vanish and this
inner derivation is given by some vector field when these conditions are satisfied.
Proof. From the formulas (2.20) and (2.24), we find
[P, f ]∗ = RfP − LfP
=
∑
α
[
1
α!
(Rz − z)α P ·
(
∂
∂z
)α
− (Lz¯ − z¯)αP ·
(
∂
∂z¯
)α]
f. (2.25)
The differential operators Lz¯i and Rzi have the following forms,
Lz¯i = z¯
i +
∞∑
n=1
~
nA
(n)
i¯
, (2.26)
Rzi = z
i +
∞∑
n=1
~
nB
(n)
i . (2.27)
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From (2.18), (2.19) and (2.23), A
(n)
i¯
and B
(n)
i are given as
A
(1)
i¯
= Di¯, A
(r)
i¯
=
∑
k≥2
a
(r;k)
i¯;j¯1···j¯k
Dj¯1 · · ·Dj¯k , r ≥ 2, (2.28)
B
(1)
i = D
i, B
(r)
i =
∑
k≥2
b
(r;k)
i;j1···jk
Dj1 · · ·Djk , r ≥ 2. (2.29)
The first order terms in ~ in the right hand side of (2.25) give the Poisson bracket
i~{P, f}. Looking at (Lz¯i1 − z¯i1) · · · (Lz¯ik − z¯ik)P for k ≥ 2 and P =∑∞n=0 ~nP (n),
we have
(
Lz¯i1 − z¯i1
) · · · (Lz¯ik − z¯ik)P = ∞∑
n=0
∞∑
m1=1
· · ·
∞∑
mk=1
~
n+m1+···mkA
(m1)
i¯1
· · ·A(mk)
i¯k
P (n).
(2.30)
Assuming [P, f ] = i~{P, f}, namely, assuming that the all terms in (2.30) vanish,
we show Di¯Dj¯P = 0. The terms of the order ~2 in (2.30) exists only for k = 2 and
has the following form,
A
(1)
i¯1
A
(1)
i¯2
P (0) = Di¯1Di¯2P (0). (2.31)
Hence, Di¯1Di¯2P (0) = 0, and we find
∞∑
m1=1
· · ·
∞∑
mk=1
~
n+m1+···mkA
(m1)
i¯1
· · ·A(mk)
i¯k
P (0) = 0, (2.32)
from the explicit forms of A
(r)
i¯
, (2.28). As the induction assumption, we setDi¯Dj¯P (n) =
0 for n = 0, 1, . . . , r − 1. Similar to the case of P (0), the following equation holds
for n = 0, 1, . . . , r − 1,
∞∑
m1=1
· · ·
∞∑
mk=1
~
n+m1+···mkA
(m1)
i¯1
· · ·A(mk)
i¯k
P (n) = 0, (2.33)
and the right hand side of (2.30) becomes
∞∑
n=r
∞∑
m1=1
· · ·
∞∑
mk=1
~
n+m1+···mkA
(m1)
i¯1
· · ·A(mk)
i¯k
P (n). (2.34)
The term of the order O(~r+2) in this sum exists only for k = 2 and has the following
form,
A
(1)
i¯1
A
(1)
i¯2
P (r) = Di¯1Di¯2P (r). (2.35)
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Thus, Di¯1Di¯2P (r) = 0. Therefore, it is shown that Di¯Dj¯P = 0 holds for all i, j.
Similarly, DiDjP = 0 can be derived by considering (Rz − z)α P .
The converse is easily shown from the above equations.
Real valued functions which satisfy DiDjP = 0 and Di¯Dj¯P = 0 on Ka¨hler man-
ifolds are known as Killing potentials [13]. The Killing potential gives a holomorphic
Killing vector ζ i∂i + ζ
i¯∂i¯ = {P, · },
ζ i = −igij¯∂j¯P = −iDiP, (2.36)
ζ i¯ = igi¯j∂jP = iD
i¯P. (2.37)
ζ i is holomorphic, and ζ i¯ is anti-holomorphic. The metric and the complex structure
of the Ka¨hler manifold are invariant under the transformations generated by the
holomorphic Killing vectors, δζz
i = ζ i, δζ z¯
i = ζ i¯. Summarizing these facts, we have
the following corollary
Corollary 2.4. ([31]) In deformation quantization defined in Section 2.1, the inner
derivations given as vector fields are the Killing vector fields La = ζ ia∂i + ζ i¯a∂i¯ .
2.3 Deformed gauge theory
In the previous section, we studied inner derivations given as vector fields on non-
commutative Ka¨hler manifolds. Using this, we investigate gauge theories with a
gauge group G on noncommutative homogeneous Ka¨hler manifolds M given by the
deformation quantization in Section 2.1. ( From several view points, matrix mod-
els and its related topics studied in [22, 23, 24] are useful for understanding the
gauge theory constructed in this subsection.) In the following, we consider U(n)
gauge theories for simplicity. All results in this section can be applied for any matrix
groups.
At first, we introduce a noncommutative U(n) transformations as a deformation
of the unitary transformations. If g ∈ U(n), then g†g = I, where g† is the hermitian
conjugate of g and I is the identity matrix. As a natural extension, we define G :=
C∞(M)[[~]] ⊗GL(n;C) such that for U =
∞∑
k=0
~
kU (k) and U † =
∞∑
k=0
~
kU (k)† ∈ G,
U † ∗ U =
∞∑
n=0
~
n
n∑
m=0
U (m)† ∗ U (n−m) = I. (2.38)
This condition is imposed for each order of ~. For arbitrary U (0) ∈ C∞(M)⊗U(n),
(2.38) has solutions which are determined recursively at each order of ~ [27].
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In noncommutative Ka¨hler manifolds, the partial derivative ∂ does not play an
essential role, since the Leibniz rule is failed; ∂(f ∗g) 6= ∂f ∗g+f ∗∂g. To construct a
covariant derivative of a gauge theory, we should adopt some derivations (operators
which satisfy the Leibniz rule) instead of ∂. In particular, inner derivations are
given by commutators of the star product. The space of inner derivations is infinite
dimensional. Hence, if the whole space of inner derivations is used to construct gauge
theories, the infinite number of gauge fields would be introduced. (See for example
[10, 11] .) In this article, we consider deformation quantization of a homogeneous
Ka¨hler manifold G/H and choose a subalgebra of the Lie algebra of inner derivations.
Here, we assume that G is a connected semisimple Lie group so that G/H has at
least nondegenerate metric. Then, we construct a deformation quantization of gauge
theories on G/H whose covariant derivatives are derived from inner derivations
corresponding to the Killing vector fields.
In a homogeneous Ka¨hler manifold G/H, there are the holomorphic Killing vector
fields La = ζ ia(z)∂i+ ζ i¯a(z¯)∂i¯ corresponding to the Lie algebra of the isometry group
G,
[La,Lb] = ifabcLc, (2.39)
where a is an index of the Lie algebra of G and fabc is its structure constant. There
exists the Killing potential Pa corresponding to La, La = {Pa, · }. As stated in
the previous section, the Killing vector La can be described by ∗-commutator and
satisfy the Leibniz rule,
La = − i
~
[Pa, · ]∗, (2.40)
La(f ∗ g) = (Laf) ∗ g + f ∗ (Lag). (2.41)
The Killing vectors are normalized here as
ηabζ iaζ
j¯
b = g
ij¯ , ηabζ iaζ
j
b = 0, η
abζ i¯aζ
j¯
b = 0, (2.42)
where ηab is the inverse of the Killing form of the Lie algebra of G. We introduce
gauge fields corresponding to La in the following.
Let us consider a commutative homogeneous Ka¨hler manifold M = G/H. We
denote the indices of TM as µ = 1, 2, · · · , 2N for combining the holomorphic and
anti-holomorphic indices. We define A(0)a as
A(0)a = ζµaAµ = ζ iaAi + ζ i¯aAi¯, (2.43)
where Ai and Ai¯ are gauge fields on M . Its curvature is defined as
F (0)ab := LaA
(0)
b − LbA(0)a − i[A(0)a ,A
(0)
b ]− ifabcA(0)c , (2.44)
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where [A,B] = AB − BA. F (0)ab is related to the curvature of Aµ, Fµν = ∂µAν −
∂µAν − i[Aµ, Aν ], as
F (0)ab = ζµa ζνb Fµν . (2.45)
By using (2.42), it is shown that
ηacηbdF (0)ab F (0)cd = gµρgνσFµνFρσ. (2.46)
Now, we consider a noncommutative deformation of gauge theories. We define
Aa :=
∞∑
k=0
~
kA(k)a (2.47)
as a gauge field, and define its gauge transformation by
Aa → A′a = iU−1 ∗ LaU + U−1 ∗ Aa ∗ U. (2.48)
Let us define a curvature of Aa by
Fab := LaAb − LbAa − i[Aa,Ab]∗ − ifabcAc. (2.49)
Lemma 2.5. Fab transforms covariantly:
Fab → F ′ab = U−1 ∗ Fab ∗ U. (2.50)
Proof.
F ′ab = LaA′b − LbA′a − i[A′a,A′b]∗ − ifabcA′c. (2.51)
Using (2.48) and
0 = La(U−1 ∗ U) = LaU−1 ∗ U + U−1 ∗ LaU
which is obtained from the Leibniz rule for La, the right hand side of (2.51) is
written as
U−1 ∗ Fab ∗ U + iU−1 ∗ [La,Lb]U + fabcU−1 ∗ LcU.
Noting that [La,Lb] = ifabcLc, we have F ′ab = U−1 ∗ Fab ∗ U .
Using this lemma, we obtain the gauge invariant action.
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Theorem 2.6. A gauge invariant action for the gauge field is given by
Sg :=
∫
G/H
µg tr
(
ηacηbdFab ∗ Fcd
)
, (2.52)
where µg is a trace density.
Proof. The gauge invariance of the action is obtained by (2.50) and the cyclic sym-
metry of the trace density. The existence of trace density,
∫
M f ∗ gµg =
∫
M g ∗ fµg,
is guaranteed in [20].
Scalar fields are also introduced as similar to commutative case. As an example,
let us consider a complex scalar field φ =
∑
k
φ(k)~k and its hermitian conjugate φ†
which transform as the fundamental representation of the gauge group,
φ→ φ′ = U−1 ∗ φ, φ† → φ†′ = φ† ∗ U. (2.53)
A covariant derivative for this scalar field is defined by
∇aφ := Laφ− iAa ∗ φ, (2.54)
and then this transforms covariantly;
∇a′φ′ = U−1 ∗ ∇aφ. (2.55)
Therefore we obtain the gauge invariant action.
Theorem 2.7. Let φ be a fundamental representation complex scalar field and φ† be
a hermitian conjugate of φ whose gauge transformations are given by (2.53). Then,
the following action is gauge invariant.
Sφ =
∫
G/H
µg
{
ηab∇aφ† ∗ ∇bφ+ V (φ† ∗ φ)
}
, (2.56)
where V is a potential as a function of one variable.
3 Gauge theories in noncommutative CPN
and CHN
In this section, as examples of the deformed gauge theories defined in the previous
section, we will construct noncommutative gauge theories on CPN and CHN by
using deformation quantization with separation variables.
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3.1 Deformation quantization with separation variables
of CPN and CHN
We recall the results for the deformation quantization with separation of variables
for CPN and CHN [35].
In the inhomogeneous coordinates zi (i = 1, 2, · · · , N), the Ka¨hler potential of
CPN is given by
Φ = ln
(
1 + |z|2) , (3.1)
where |z|2 =∑Nk=1 zkz¯k. The metric (gij¯) is
ds2 = 2gij¯dz
idz¯j , (3.2)
gij¯ = ∂i∂j¯Φ =
(1 + |z|2)δij − zj z¯i
(1 + |z|2)2 , (3.3)
and the inverse of the metric (gi¯j) is
gi¯j = (1 + |z|2) (δij + zj z¯i) . (3.4)
Recall that the left star multiplication for a function f , Lf , is written by using
Lz¯l , (2.20). The explicit expression for Lz¯l on CP
N is given by
Lz¯l = z¯
l + ~Dl¯ +
∞∑
n=2
~
n
n∑
m=2
a(n)m ∂j¯1Φ · · · ∂j¯m−1ΦDj¯1 · · ·Dj¯m−1Dl¯
= z¯l +
∞∑
m=1
αm(~)∂j¯1Φ · · · ∂j¯m−1ΦDj¯1 · · ·Dj¯m−1Dl¯, (3.5)
where
αm(t) =
∞∑
n=m
tna(n)m , (3.6)
α1(t) = t, (3.7)
αm(t) = t
m
m−1∏
n=1
1
1− nt =
Γ(1−m+ 1/t)
Γ(1 + 1/t)
, (m ≥ 2). (3.8)
The function αm(t) actually coincides with the generating function for the Stirling
numbers of the second kind S(n, k), and a
(n)
m is related to S(n, k) as
a(n)m = S(n− 1,m− 1). (3.9)
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One of non-trivial star products is z¯i ∗ zj ,
z¯i ∗ zj = z¯izj + ~δij(1 + |z|2)2F1
(
1, 1; 1 − 1/~;−|z|2)
+
~
1− ~ z¯
izj(1 + |z|2)2F1
(
1, 2; 2 − 1/~;−|z|2) , (3.10)
where 2F1 is the Gauss hypergeometric function.
For CHN , similar results are obtained. The Ka¨hler potential and the metric are
given by
Φ =− ln (1− |z|2) , (3.11)
gij¯ = ∂i∂j¯Φ =
(1− |z|2)δij + z¯izj
(1− |z|2)2 , (3.12)
gi¯j = (1− |z|2) (δij − z¯izj) . (3.13)
The operator Lz¯l is expanded as a power series of the noncommutative parameter
~, and has the following explicit representation,
Lz¯l = z¯
l + ~Dl¯ +
∞∑
n=2
~
n
n∑
m=2
(−1)n−1a(n)m ∂j¯1Φ · · · ∂j¯m−1ΦDj¯1 · · ·Dj¯m−1Dl¯
= z¯l +
∞∑
m=1
(−1)m−1βm(~)∂j¯1Φ · · · ∂j¯m−1ΦDj¯1 · · ·Dj¯m−1Dl¯, (3.14)
where
βn(t) = (−1)nαn(−t) = Γ(1/t)
Γ(n+ 1/t)
. (3.15)
Then, one of non-trivial star products is z¯i ∗ zj ,
z¯i ∗ zj =z¯izj + ~δij(1− |z|2)2F1
(
1, 1; 1 + 1/~; |z|2)
− ~
1 + ~
z¯izj(1− |z|2)2F1
(
1, 2; 2 + 1/~; |z|2) . (3.16)
We should comment on the relation between our previous results and those of
preceding related works [1, 4, 16].
Balachandran et al. gave an explicit expression of ∗ product on fuzzy CPn, using
matrix regularization [1]. Their ∗ product is expressed as a finite series. Though
our ∗ product is, in general, an infinite series in ~, it coincides with Barachandran’s
∗ product if we take ~ = 1/L(L ∈ N).
On the other hand, Bordemann et al. obtained a star product which has a
similar form of an infinite series in the noncommutative parameter ~ to our star
13
product [4]. In fact, their star product is shown to be equivalent to ours (see [35]
section 3).
Also in [16], an explicit expression of a star product on fuzzy S2 is given as an
infinite series in a noncommutative parameter, which coincides with our expression
in the case of CP 1.
3.2 Differentials on noncommutative CPN
In this section, we study differentials in a noncommutative CPN with the star
product with separation of variables.
In CPN , the conditions DiDjP = 0 and Di¯Dj¯P = 0 can be solved as
P =
αiz
i + α¯iz¯
i + βij z¯
izj
1 + |z|2 , (3.17)
where αi and βij = β¯ji are complex parameters and |z|2 =
∑N
i=1 z
iz¯i. The number
of the real parameters is N2+2N and these correspond to the SU(N +1) isometry
transformations of CPN . In the following, we give concrete expressions of the
Killing potentials corresponding to the generators of su(N + 1), the Lie algebra of
SU(N + 1).
Homogeneous coordinates of CPN{
ξA|A = 0, 1, · · · , N} = {ξ0, ξi|i = 1, 2, . . . , N} (3.18)
are related with inhomogeneous coordinates on the chart of ξ0 6= 0:
zi =
ξi
ξ0
, z¯i =
ξ¯i
ξ¯0
, (i = 1, 2, . . . , N). (3.19)
Since Ka¨hler potential is given by Φ = ln(1+ |z|2), the isometry of SU(N +1) with
the homogeneous coordinates is given by
δξA = iθa(Ta)ABξ
B , δξ¯A = −iθaξ¯B(Ta)BA, (3.20)
where θa are real parameters, and its Lie derivative is given by
La = − (Ta)AB
(
ξB
∂
∂ξA
− ξ¯A ∂
∂ξ¯B
)
, (3.21)
[La,Lb] = ifabcLc. (3.22)
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Here we introduce the generators (Ta)AB of su(N +1) in the fundamental represen-
tation which satisfy the following relations,
[Ta, Tb] = ifabcTc, Tr Ta = 0, (3.23)
Tr TaTb = δab, (3.24)
(Ta)AB(Ta)CD = δADδBC − 1
N + 1
δABδCD, (3.25)
where fabc is the structure constant of SU(N + 1), a = 1, 2, . . . , N
2 + 2N , and
A,B = 0, 1, . . . , N . Generators of the isometry SU(N + 1) in the inhomogeneous
coordinates are given as
La = ζ ia∂i + ζ i¯a∂i¯ = (Ta)00
(
zi∂i − z¯i∂i¯
)
+ (Ta)0i
(
zizj∂j + ∂i¯
)
+ (Ta)i0
(−∂i − z¯iz¯j∂j¯)+ (Ta)ij (−zj∂i + z¯i∂j¯) , (3.26)
and
ζ ia := (Ta)00z
i + (Ta)0jz
jzi − (Ta)i0 − (Ta)ijzj , (3.27)
ζ i¯a := −(Ta)00z¯i + (Ta)0i − (Ta)j0z¯j z¯i + (Ta)jiz¯j . (3.28)
The quadratic forms of ζ ia and ζ
i¯
a become the metric,
ζ iaζ
j¯
a = −(1 + |z|2)(δij + ziz¯j) = −gij¯ , (3.29)
ζ iaζ
j
a = 0, ζ
i¯
aζ
j¯
a = 0. (3.30)
As we saw in section 2, the Killing vector fields can be represented by star
commutators with the Killing potentials. In the case of CPN , using the concrete
expressions of the star product in section 3.1, La can be written as
Laf = − i
~
[Pa, f ]∗. (3.31)
Pa are obtained as
Pa = −i(Ta)AB
(
ξ¯AξB
|ξ|2 − δAB
)
= i(Ta)00
(
zi∂iΦ− 1
)− i(Ta)0i∂i¯Φ− i(Ta)i0∂iΦ− i(Ta)ijzj∂iΦ. (3.32)
Note that Pa is determined up to an additional constant. The Killing potentials Pa
give a representation of the su(N + 1) under the star commutator,
[Pa, Pb]∗ = −~fabcPc, (3.33)
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and the bilinear of Pa becomes a constant,
Pa ∗ Pa = −N
(
1
N + 1
+ ~
)
. (3.34)
The Killing potential P in (3.17) can be written in a linear combination of Pa.
The star commutators between Pa and a function f become the Lie derivative
Laf of f corresponding to the generator Ta,
− i
~
[Pa, f ]∗ = Laf
=
[
(Ta)00
(
zi∂i − z¯i∂i¯
)
+ (Ta)0i
(
zizj∂j + ∂i¯
)
+ (Ta)i0
(−∂i − z¯iz¯j∂j¯)+ (Ta)ij (−zj∂i + z¯i∂j¯)] f. (3.35)
As emphasized before, since the expression of the star product has the coordinate
dependence, general vector fields do not satisfy the Leibniz rule. However, the
Leibniz rule trivially holds for the Killing vector fields, because they are described
as the star commutators,
La(f ∗ g) = − i
~
[Pa, f ∗ g]∗ = − i
~
[Pa, f ]∗ ∗ g − i
~
f ∗ [Pa, g] = (Laf) ∗ g + f ∗ (Lag).
(3.36)
3.3 Differentials on noncommutative CHN
As similar to the CPN , we give explicit expressions of inner derivations given by
the Killing potential for CHN . The Killing potential satisfying DiDjP = 0 and
Di¯Dj¯P = 0 can be solved as
P =
αiz
i + α¯iz¯
i + βij z¯
izj
1− |z|2 , (3.37)
where αi and βij = β¯ji are complex parameters. In the following, we construct inner
derivations corresponding to the isometry transformations.
We first summarize useful facts in the isometry of CHN . As homogeneous coor-
dinates of CHN we denote{
ζA|A = 0, 1, · · · , N} = {ζ0, ζ i|i = 1, 2, · · · , N} , (3.38)
and their relation between with inhomogeneous coordinates on the chart ζ0 6= 0 are
given by
zi =
ζ i
ζ0
, z¯i =
ζ¯ i
ζ¯0
, (i = 1, 2, · · · , N). (3.39)
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Since the Ka¨hler potential is given by Φ = − ln(1 − |z|2), there is an SU(1, N)
isometry. Let us summarize the notations of SU(1, N). SU(1, N) transformations
preserve
|ξ|2 = ηAB ξ¯AξB , (3.40)
where the metric is defined by (ηAB) = diag.(1,
N︷ ︸︸ ︷
−1, · · · ,−1). In other words,
SU(1, N) is defined as
U ∈ SU(1, N) ⇐⇒ U †ηU = η, detU = 1. (3.41)
The Lie algebra su(1, N) is defined by
A ∈ su(1, N) ⇐⇒ U = eA ∈ SU(1, N) ⇐⇒ ηA†η = −A, TrA = 0. (3.42)
As a basis, we choose (N +1)× (N +1) matrices Ta (a = 1, 2, . . . , N2 +2N) which
satisfy the following relations,
TrTa = 0, (3.43)(
T †a
)
00
= − (Ta)00 ,
(
T †a
)
ij
= − (Ta)ij ,(
T †a
)
0i
= (Ta)0i ,
(
T †a
)
i0
= (Ta)i0 , (3.44)
TrTaTb = hab, (hab) = diag.(
N2︷ ︸︸ ︷
−1, · · · ,−1,
2N︷ ︸︸ ︷
1, · · · , 1), (3.45)
T †a = habTb, (3.46)
[Ta, Tb] = fabcTc, (fabc ∈ R), (3.47)
hab(Ta)AB(Tb)CD = δADδBC − 1
N + 1
δABδCD. (3.48)
More explicit form of a basis is given in the appendix B. Using these notations,
transformations and generators of the isometry SU(1, N) in the homogeneous co-
ordinates are obtained as
δξA = θa(Ta)ABξ
B , δξ¯A = θaξ¯B(T †a )BA, (3.49)
La = − (Ta)AB ξB
∂
∂ξA
−
(
T †a
)
AB
ξ¯A
∂
∂ξ¯B
, (3.50)
[La,Lb] = fabcLc. (3.51)
The generators of the isometry SU(1, N) in the inhomogeneous coordinates are
La = ζ ia∂i + ζ i¯a∂i¯ = (Ta)00
(
zi∂i − z¯i∂i¯
)
+ (Ta)0i
(
zizj∂j − ∂i¯
)
+ (Ta)i0
(−∂i + z¯iz¯j∂j¯)+ (Ta)ij (−zj∂i + z¯i∂j¯) , (3.52)
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and
ζ ia := (Ta)00z
i + (Ta)0jz
jzi − (Ta)i0 − (Ta)ijzj , (3.53)
ζ i¯a := −(Ta)00z¯i − (Ta)0i + (Ta)j0z¯j z¯i + (Ta)jiz¯j . (3.54)
The quadratic forms of ζ ia and ζ
i¯
a become the metric,
ζ iaζ
j¯
bhab = (1− |z|2)(δij − ziz¯j) = gij¯ , (3.55)
ζ iaζ
j
bhab = 0, ζ
i¯
aζ
j¯
bhab = 0. (3.56)
As we found in general case (or similar to the case of CPN ), the Killing vector fields
are written by commutators of the Killing potentials,
Laf = − i
~
[Pa, f ]∗, (3.57)
and the Pa are given by
Pa =i(Ta)AB
(
ηAC ξ¯
CξB
|ξ|2 − δAB
)
=i(Ta)00
(
zi∂iΦ+ 1
)
+ i(Ta)0i∂i¯Φ− i(Ta)i0∂iΦ− i(Ta)ijzj∂iΦ. (3.58)
Note that Pa is determined up to an additional constant. The following formula is
also obtained as similar to CPN :
Pa ∗ Pb hab = −N
(
N
N + 1
− ~
)
. (3.59)
3.4 Cyclic property of integration and actions of gauge
theories
In this section, we first show the cyclic property of integration, explicitly.
Theorem 3.1. Let M be CPN or CHN , and let F and G be arbitrary compact
supported bounded smooth functions on M . Then, the Riemannian volume form is
a trace density with respect to the star products with separation of variables, namely
we have∫
M
F ∗G√gdz1 · · · dzNdz¯1 · · · dz¯N =
∫
M
G ∗ F√gdz1 · · · dzNdz¯1 · · · dz¯N . (3.60)
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Note that the star products can be written by using the Levi-Civita connection
∇i and ∇i¯ as
F ∗G = FG+
∞∑
n=1
cn(~)g
i¯1j1 · · · gi¯njn (∇i¯1 · · · ∇i¯nF ) (∇j1 · · · ∇jnG) , (3.61)
where cn(~) = αn(~)/n! for CP
N and cn(~) = βn(~)/n! for CH
N (see [35]). (
Do not confuse the Levi-Civita connection ∇i with the gauge covariant derivative
(2.54).) We use the following relations which hold for the Levi-Civita connections
and the Riemannian curvature tensor on CPN and CHN ([25] p169):
[∇i,∇j] = 0, [∇i¯,∇j¯ ] = 0, (3.62)
[∇i,∇j¯]vk = Rij¯klvl, [∇i,∇j¯]vk¯ = Rij¯k¯ l¯vl¯, (3.63)
Rij¯k
l = −c(δklgij¯ + δilgkj¯), Ri¯jk¯ l¯ = −c(δklgji¯ + δilgjk¯), (3.64)
∇mRij¯kl = ∇m¯Rij¯kl = ∇mRi¯jk¯ l¯ = ∇m¯Ri¯jk¯ l¯ = 0. (3.65)
Here c = 1 and c = −1 are for CPN and CHN , respectively. To prove the theorem
3.1, we use the following lemma.
Lemma 3.2. For the arbitrary C∞ function G on M ,
∇i¯1 · · · ∇i¯n∇j1 · · · ∇jnG = ∇j1 · · · ∇jn∇i¯1 · · · ∇i¯nG. (3.66)
The proof of this lemma is given in the appendix A.
Theorem 3.1 can be shown easily by using this lemma.
Proof.∫
dµF ∗G =
∫
dµ
[
FG+
∞∑
n=1
cn(~)g
i¯1j1 · · · gi¯njn (∇i¯1 · · · ∇i¯nF ) (∇j1 · · · ∇jnG)
]
=
∫
dµ
[
GF +
∞∑
n=1
(−1)ncn(~)gi¯1j1 · · · gi¯njnF
(∇i¯1 · · · ∇i¯n∇j1 · · · ∇jnG)
]
=
∫
dµ
[
GF +
∞∑
n=1
(−1)ncn(~)gi¯1j1 · · · gi¯njnF
(∇j1 · · · ∇jn∇i¯1 · · · ∇i¯nG)
]
=
∫
dµ
[
GF +
∞∑
n=1
cn(~)g
i¯1j1 · · · gi¯njn (∇i¯1 · · · ∇i¯nG) (∇j1 · · · ∇jnF )
]
=
∫
dµG ∗ F (3.67)
where dµ is the volume form on CPN or CHN written in (3.60).
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This result is possible to be extended to functions of formal power series of
bounded smooth functions with compact supports.
In section 2, we constructed a gauge theory on general noncommutative homoge-
neous Ka¨hler manifolds. In particular, we consider gauge theory on the noncommu-
tative CPN ≈ SU(N + 1)/S(U(1)×U(N)) and CHN ≈ SU(1,N)/S(U(1) ×U(N))
with separation of variables. In the previous section, the derivations for functions
on noncommutative Ka¨hler manifolds with isometry, and concrete expressions of
the derivations for CPN and CHN are constructed. Using them, a gauge theory
with gauge group G on the coset space is constructed. In addition, trace density
is given by usual volume density as we see in this section. Then the action for the
gauge fields is given by
Sg :=
∫
CPN
√
gdz1 · · · dzNdz¯1 · · · dz¯N tr
(
Fab ∗ Fcdηacηbd
)
, (3.68)
where tr is trace for gauge group G. The gauge invariance of the action is guaranteed
by (2.50) and the cyclic symmetry. The action for the scalar field are same as (2.56);
Sφ =
∫
M
√
gdz1 · · · dzNdz¯1 · · · dz¯N{∇aφ† ∗ ∇bφηab + V (φ† ∗ φ)}. (3.69)
4 Conclusions
We focused on a gauge theory which has derivations given by order one differ-
ential operators, by only considering inner derivations which possess vector fields
expressions on general homogeneous Ka¨hler manifolds. As examples, we constructed
explicit expressions for these inner derivations on CPN and CHN . For our defor-
mation quantization, we directly proved that integrations of ∗-products of functions
with the volume form of the Ka¨hler metric of CPN and CHN have a cyclic prop-
erty. We then constructed an action functional having gauge symmetry on these
manifolds.
We note that the action functionals given in this article are gauge invariants not
only for noncommutative homogeneous Ka¨hler manifolds but also for the isometry
groups of general noncommutative Ka¨hler manifolds. In this sense, gauge theories
on general noncommutative Ka¨hler manifolds are constructed in this article. How-
ever, the relation between the usual action of gauge fields (2.46) and the normal-
ization (2.42) is obtained only for noncommutative homogeneous Ka¨hler manifolds.
In other words, the correspondence between the gauge theories on a commutative
space and the noncommutative space is clear, and it is possible to interpret the
noncommutative gauge theory as a deformation of the commutative gauge theory
for noncommutative homogeneous Ka¨hler manifolds.
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A The proof of the lemma 3.2
We give the proof of the lemma 3.2,
∇i¯1 · · · ∇i¯n∇j1 · · · ∇jnG = ∇j1 · · · ∇jn∇i¯1 · · · ∇i¯nG. (A.1)
Proof. When n = 1, trivially
∇i¯∇jG = ∇j∇i¯G. (A.2)
Assume ∇i¯1 · · · ∇i¯n−1∇j1 · · · ∇jn−1G = ∇j1 · · · ∇jn−1∇i¯1 · · · ∇i¯n−1G. We here use
the following notation for simplicity,
[k, l] ≡ gi¯kjl∇i¯1 · · · ∇ˆi¯k · · · ∇i¯n∇j1 · · · ∇ˆjl · · · ∇jnG, (A.3)
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where “Aˆ” means A is removed. Then,
∇i¯1 · · · ∇i¯n∇j1 · · · ∇jnG =∇i¯1∇j1
(∇i¯2 · · · ∇i¯n∇j2 · · · ∇jnG)
+
n∑
k=2
∇i¯1 · · · ∇i¯k−1 [∇i¯k ,∇j1 ]∇i¯k+1 · · · ∇i¯n∇j2 · · · ∇jnG
=∇i¯1∇j1
(∇j2 · · · ∇jn∇i¯2 · · · ∇i¯n)G
+
n∑
k=2
∇i¯1 · · · ∇i¯k−1
[
n∑
l=k+1
Ri¯kj1i¯l
p¯∇i¯k+1 · · ·
(l)
∇p¯ · · · ∇i¯n∇j2 · · · ∇jnG
+
n∑
l=2
Ri¯kj1jl
p∇i¯k+1 · · · ∇i¯n∇j2 · · ·
(l)
∇p · · · ∇jnG
]
=∇i¯1∇j1
(∇j2 · · · ∇jn∇i¯2 · · · ∇i¯n)G
+ c
n∑
k=2
[
−
n∑
l=k+1
([k, 1] + [l, 1]) +
n∑
l=2
([k, 1] + [k, l])
]
=∇i¯1∇j1
(∇j2 · · · ∇jn∇i¯2 · · · ∇i¯n)G
+ c
n∑
k=2
(k − 1)[k, 1] − c
n−1∑
k=2
n∑
l=k+1
[l, 1] + c
n∑
k=2
n∑
l=2
[k, l]
=∇i¯1∇j1
(∇j2 · · · ∇jn∇i¯2 · · · ∇i¯n)G
+ c
n∑
k=2
(k − 1)[k, 1] − c
n∑
l=3
l−1∑
k=2
[l, 1] + c
n∑
k=2
n∑
l=2
[k, l]
=∇i¯1∇j1
(∇j2 · · · ∇jn∇i¯2 · · · ∇i¯n)G
+ c
n∑
k=2
(k − 1)[k, 1] − c
n∑
l=3
(l − 2)[l, 1] + c
n∑
k=2
n∑
l=2
[k, l]
=∇i¯1∇j1
(∇j2 · · · ∇jn∇i¯2 · · · ∇i¯n)G+ c n∑
k=2
[k, 1] + c
n∑
k=2
n∑
l=2
[k, l].
(A.4)
Next, the first term in the last expression, ∇i¯1∇j1
(∇j2 · · · ∇jn∇i¯2 · · · ∇i¯n)G be-
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comes
∇i¯1∇j1∇j2 · · · ∇jn∇i¯2 · · · ∇i¯nG =∇j1 · · · ∇jn∇i¯1 · · · ∇i¯nG
+
n∑
k=1
∇j1 · · · ∇jk−1
[∇i¯1 ,∇jk]∇jk+1 · · · ∇jn∇i¯2 · · · ∇i¯nG
=∇j1 · · · ∇jn∇i¯1 · · · ∇i¯nG
+
n∑
k=1
∇j1 · · · ∇jk−1
[
n∑
l=k+1
Ri¯1jkjl
p∇jk+1 · · ·
(l)
∇p · · · ∇jn∇i¯2 · · · ∇i¯nG
+
n∑
l=2
Ri¯1jk i¯l
p¯∇jk+1 · · · ∇jn∇i¯2 · · ·
(l)
∇p¯ · · · ∇i¯nG
]
=∇j1 · · · ∇jn∇i¯1 · · · ∇i¯nG
+ c
n∑
k=1
[
n∑
l=k+1
([1, k] + [1, l]) −
n∑
l=2
([1, k] + [l, k])
]
=∇j1 · · · ∇jn∇i¯1 · · · ∇i¯nG
− c
n∑
k=2
(k − 1)[1, k] + c
n∑
k=1
n∑
l=k+1
[1, l]− c
n∑
k=1
n∑
l=2
[l, k]
=∇j1 · · · ∇jn∇i¯1 · · · ∇i¯nG− c
n∑
l=2
[l, 1]− c
n∑
k=2
n∑
l=2
[l, k].
(A.5)
This completes the proof for the lemma.
B A basis of su(1, N)
A concrete basis of su(1, N), Ta, (a = 1, 2, · · · , (N + 1)2 − 1) is given as follows;
{Ta} = {Iij , Jij , Hk, I0i, J0i}, (B.1)
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where i, j, k = 1, 2, · · · , N and i < j in Iij, Jij .
Iij =
1√
2
(Eij − Eji), (B.2)
Jij =
i√
2
(Eij + Eji), (B.3)
Hk =
i√
k(k + 1)
(
k∑
i=1
Eii − kEk+1,k+1
)
, (EN+1,N+1 = E00), (B.4)
I0i =
1√
2
(Ei0 + E0i), (B.5)
J0i =
i√
2
(Ei0 − E0i), (B.6)
where (EAB)CD = δACδBD and A,B,C,D = 0, 1, . . . N . Iij, Jij ,Hk are anti-
hermitian and I0i, J0i are hermitian.
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