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Abstract
Dynamics of vortex clusters is essential for understanding diverse superfluid phenomena. In this
paper, we examine the dynamics of vortex quadrupoles in a trapped two-dimensional (2D) Bose-
Einstein condensate. We find that the movement of these vortex-clusters fall into three distinct
regimes which are fully described by the radial positions of the vortices in a 2D isotropic harmonic
trap, or by the major radius (minor radius) of the elliptical equipotential lines decided by the vortex
positions in a 2D anisotropic harmonic trap. In the “recombination” and “exchange” regimes
the quadrupole structure maintains, while the vortices annihilate each other permanently in the
“annihilation” regime. We find that the mechanism of the charge flipping in the “exchange” regime
and the disappearance of the quadrupole structure in the “annihilation” regime are both through
an intermediate state where two vortex dipoles connected through a soliton ring. We give the
parameter ranges for these three regimes in coordinate space for a specific initial configuration and
phase diagram of the vortex positions with respect to the Thomas-Fermi radius of the condensate.
We show that the results are also applicable to systems with quantum fluctuations for the short-
time evolution.
∗Electronic address: yangt@nwu.edu.cn, wliu@iphy.ac.cn
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Introduction
Vortices could be observed in most realm of physics such as hydrodynamics, super-
fluids, optical fields and even cosmology. The dynamics of quantized vortices is essen-
tial for understanding diverse superfluid phenomena such as critical-current densities in
superconductors[1], quantum turbulence[2–6] and novel quantum phases[7–11] in superflu-
ids. Vortices are also topological defects that play key roles in transport, dissipative and
coherent properties [12–16] of superfluid systems. The pioneering work of Yarmchuk et al.
in 1979 successfully located the ends of parallel vortex lines in superfluid Helium [17]. The
real-time dynamics of vortex lattice in type II super conductors was observed in 1992 [18].
Until 2006, direct observation of quantized vortex lines in superfluid Helium in arbitrary
three-dimensional configurations has been achieved [19].
The realization of Bose-Einstein condensates (BECs) provides an accessible and highly
controllable platform for fundamental studies of superfluid vortex dynamics, and has been
followed by various theoretical investigations and numerical analyses. It is remarkable that,
comparing with other systems ruled by nonlinear Schro¨dinger equations, BECs are the ideal
laboratory for finding these nonlinear excitations due to larger interaction strengths and
easier tunable parameters. The size of vortex cores in a BEC is proportional to the healing
length of the condensate, ζ = ~/
√
2mgρ, where m is the mass of atoms, ρ is the density
of the condensate in the absence of vortex, and g is the interatomic interaction strength.
For given trap frequencies, g is proportional to the scattering length between atoms, which
can be easily adjusted by using magnetic or optical Feshbach resonances [20–22]. Due to
the matter wave nature of condensates [23], vortices can be detected in atomic interference.
Matthews et al. [24] firstly demonstrated vortex production through an interference mea-
surement, and later, Inouye et al. observed vortex phase singularities as dislocations in the
interference fringes in BECs [25]. As the size of the vortex cores in a trapped condensate
is ordinarily several times smaller than the wavelength of light used for imaging, in experi-
ments the condensates are usually allowed to expand to a point at which the vortex cores
are large compared to the imaging resolution[24–30]. Many works have been done to develop
the vortex detection techniques and to understand vortex dynamics during the interference
of BECs [25, 31–36], which is important for the applications of matter-wave interferometry.
However, the direct, in situ observation of vortices in a trapped condensate without expan-
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sion was achieved experimentally only in the past few decades. With the development of
atom chip technology [37] and recent experimental achievements in the monitoring of the
dynamics of vorticity states in BEC systems in real time [38], there has been fast-growing
interest in vortex dynamics, and the new physical effects associated with the trap geometry.
Condensates can afford a rich variety of vortex-cluster structures, including soliton-vortex
hybrids [29], vortex chains [39, 40],turbulent vortex tangles [41], corotating vortices[42] vor-
tex dipoles [13, 43–48], vortex tripole [49, 50] and vortex quadrupoles [51–55]. Different
from the vortex lattice induced by the rotation of BECs[56–59], the complex structures
made by vortices with opposite charges are excited collective states of nonrotating BECs.
They are pure nonlinear entities presenting in a system, and can maintain stable topological
states. When the interactions between them, rather than variations in density, dominate
the dynamics, the dynamics of the system is rather complicated. The stability properties
of a single vortex system and some vortex structures in nonrotating BECs were discussed
in Refs. [13, 49–51, 53, 60–62] with respect to interatomic interaction strength and trap
anisotropy.
A vortex quadrupole is a vortex cluster with zero total vorticity constructed as the prod-
uct of four singly charged vortices. Previous study showed that this cluster configuration
is both energetically and dynamically unstable [49]. However, for some special configu-
rations, stationary vortex quadrupoles were found to exist [49, 53]. It has shown that a
vortex quadrupole is always structurally unstable against perturbations in some external
trap parameters [63]. But a complete picture of quadrupole dynamics has not been given,
which provides critical information for understanding how the vortices influence superfluid
behaviors, such as evolution to turbulence and decay processes.
In this paper we study, by numerical simulations, the detailed dynamics of two-
dimensional (2D) vortex quadrupoles with different initial configurations in trapped BECs,
and for the first time we identify the parameter ranges which give the distinct regimes for the
revival and disappearance of a quadrupole structure. The paper is organized as follows. In
theoretical model section we introduce the model under investigation and define the general
initial state of a vortex quadrupole. The method to introduce quantum fluctuations into the
systems is also presented. In numerical results and analysis section the trajectory of each
vortex in a quadrupole is investigated in detail for isotropic, anisotropic and fluctuating con-
densates. The mechanism of dipole formation and annihilation is discussed. The ranges of
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parameters of the initial configurations of quadrupoles corresponding to different dynamical
regimes are calculated. A brief conclusion is also given.
Theoretical model
In the frame of zero temperature mean-field theory, a trapped BEC system is well pa-
rameterized by ψ(x, y, z, t) which satisfies the Gross-Pitaevskii (GP) equation
i~∂tψ =
[
− ~
2
2m
∇2 + 1
2
m(ω2xx
2 + ω2yy
2 + ω2zz
2) + g3DN |ψ|2
]
ψ, (1)
with ωj being the trap frequency and g3D = 4pi~2as/m being the three-dimensional coupling
constant, where ψ is normalized to 1. For a large aspect ratio of the trap potential ωz 
ωx = ωy = ω⊥, the condensate can be regarded as a 2D disk-shaped cloud, where the
motion in the z-direction is squeezed. The 2D order parameter ψ(x, y, t) is governed by the
corresponding 2D-GP equation, where the coupling constant g3D in Eq.(1) is substituted
by g2D = g3D/
√
2piaz with az =
√
~/mωz. In our simulations of a 87Rb BEC containing
N = 1.5 × 105 atoms, the bulk s-wave scattering length is as = 5.4nm. For the trap
frequencies, we used a 2D disk-shaped configuration, where ωx = ωy = 2pi × 5 rad·s−1 and
ωz = 2pi× 100 rad·s−1. It is convenient to turn all quantities dimensionless by introducing a
time scale t0 = 1/ω⊥ and a length scale a0 =
√
~/mω⊥, which can provide better precision
in simulations. For these parameters, the 2D Thomas-Fermi (TF) radius of the condensate
is RTF =
(
8
√
2asN0/
√
piaz
)1/4 ≈ 8.32a0.
The order parameter of the system can be well described by a single particle wave function
ψ(r, t) =
√
ρ(r, t) exp[iθ(r, t)], where ρ(r, t) and θ(r, t) are density and phase distributions of
atoms respectively, with r = (x, y). Vortices can be seeded into the system by employing the
phase imprinting techniques [24, 64] experimentally. Numerically, the quadrupole states of
interest in our simulations are obtained by using the method in Refs.[65] and [41]. Firstly the
vortex-free ground state of the condensate, ψg, is obtained by the imaginary time evolution.
The initial phase factor of the order parameter of the quadrupole state is
θ(r, t = 0) =
∏
j
sj arctan
(
y − yj
x− xj
)
, (2)
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where sj = ±1 is the topological charge of the jth vortex, imprinting the velocity field of a
vortex located at (xj, yj). The radial position of each vortex is then rj =
√
x2j + y
2
j . With
new initial condition ψg exp [iθ(r, t = 0)], the quadrupole vorticity state of a BEC system
can be obtained by evolving the GP equation again in imaginary time while forcing the
phase distribution during the calculation to be θ(r, t = 0) until the solution is numerically
well converged, i.e. the relative change in norm of number of atoms and in energy of the
system is smaller than 10−6. The converged quasi-equilibrium state is then the desired
quadrupole configuration ready for a real-time evolution. In this paper we focus on a subset
of possible configurations, namely, the initial vortex quadrupole structures are axisymmetric.
An example density profile and the corresponding phase diagram are shown in Fig. 1e, where
the vortices with opposite charges are nested in the condensate alternately forming dipole
structures along each axis.
The thermal and quantum fluctuations are experimentally only important for tempera-
tures which are larger or comparable to the mean-field interactions. Since we are studying
systems in the frame of zero temperature mean-field theory, it is reasonable to think that
these fluctuations will not affect the dynamics significantly, especially during the short-time
evolution. However, taking the symmetry of systems into account, quantum fluctuations
might have obvious effects on the long-time evolution of the systems. To introduce quantum
fluctuations into our systems, the coordinate space order parameter equivalent to our choice
of stochastic initial state is easily shown to be
Ψ(r, t = 0) = ψ0(r) + ξ(r) (3)
Where ψ0(r) is chosen to be the initial state containing the quadrupole structure used in the
situations without fluctuations, i.e. wave function of the condensed atoms. ξ(r) is a complex
Gaussian random field, which represents the uncorrelated quantum fluctuations[66, 67]
〈ξ(r)〉 = 〈ξ∗(r)〉 = 0, (4)
〈ξ(r)ξ(r′)〉 = 〈ξ∗(x)ξ∗(r′)〉 = 0, (5)
〈ξ∗(r)ξ(r′)〉 = 1
2
δ(r− r′). (6)
In practice, one can implement this initial condition by utilizing a complete set of plane-wave
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basis functions {φj(r)} = 1√V eikj ·r, such that the random field can be written as
ξ(r) =
∑
j
ξjφj(r). (7)
Here ξj are complex gaussian random variables
〈ξj〉 = 〈ξ∗j 〉 = 0, (8)
〈ξjξj′〉 = 〈ξ∗j ξ∗j′〉 = 0, (9)
〈ξ∗j ξj′〉 =
1
2
δjj′ . (10)
By using the truncated Wigner method [68, 69], and integrating the fully coordinate space
stochastic differential equation of a 2D system
i~
∂Ψ(r, t)
∂t
= − ~
2
2m
∇2Ψ(r, t) + [Vtrap(r) + g2D|Ψ|2]Ψ(r, t) (11)
in real-time, the dynamics of systems under the influence of quantum fluctuations can be
explored. The normalisation condition is defined as NT =
∫
dr|Ψ(r, t)|2 which includes
both the condensed atoms and the virtual particles introduced into the field. It is obvious
that even though Eq.(11) has a form similar to that of the GP equation (1), the important
difference is that quantum fluctuations (virtual particles) are included in this stochastic
differential equation while the GP equation is only valid for the condensed atoms.
In our calculations, only the ‘low-energy’ modes in momentum space contribute to the
fluctuations, which means the noise is just added into the modes with amplitude ξj, j ∈ L,
where L = [−25, 25] is a subspace containing 51×51 modes, only about 1% of the 501×501
momentum space used for our simulations. All other ξj, j /∈ L are set to be 0.
Numerical results and analysis
To get insight into the dynamics of vortex quadrupoles in a disk-shaped BEC, we first
review the motion of a single vortex and a vortex dipole in such a system. A 2D disk-shaped
condensate in an axisymmetric harmonic trap is a nonuniform system. In the TF limit, for
a single vortex generated in this nonrotating system the precession velocity is a function
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of the vortex displacement r from the centre of the condensate as v = ωmr/(1 − r2/R2⊥),
where ωm = (3~/2mR2⊥) ln(R⊥/Rc) is the metastable frequency for the appearance of a
central vortex in a disk-shaped condensate [70], with R⊥ being the mean condensate radius
and Rc being the vortex core radius. It is obvious that a central vortex does not undergo
any evolution over time. At zero temperature, an off-centre vortex with positive (negative)
charge will perform a circular motion around the centre of the condensate in a anti-clockwise
(clockwise) direction in a constant radius with a constant energy [60, 71] without considering
the interaction between the vortex and the excited phonon mode. This pattern of behaviour
repeats as the density wave oscillations induced by the vortex motion are all confined within
the condensate, and no net phonon radiation is expected. However, due to the interaction
of the vortex with the collective phonon mode, the vortex trajectory is not a perfect circle
[70, 72]. At finite temperatures it spiral out of the condensate due to its interaction with
the thermal component [65].
For a dipole structure of vortex-antivortex pair in a trap, the dynamics is the result of
the competition between the density inhomogeneity driven and the dipole interaction driven
(mutually driven of each vortex of the pair). In the case where the mutually driven and
inhomogeneity driven balance with each other, a stationary dipole structure generates. For
configurations, where a dipole placed symmetrically about the trap centre, vortices make
close orbits about fixed points [46]. Nearly the same as the motion in a single vortex
system, each of the vortices begins its orbit along the equipotential line as if they move
independently, but once the vortices begin to approach each other they begin to interact.
Instead of annihilating each other, both vortices alter their paths and begin to travel down
the condensate from one side to the other side, parallel to each other. This continues until
the vortices begin to reach the boundary of the condensate, then both of them move back
on to their original orbits.
The situation gets more complicated when a quadrupole structure is taken into account.
By setting different initial configurations, i.e. varying the radial position of the vortices,
we find that the dynamics of the vortices shows three distinct regimes, which are named as
“recombination”, “annihilation” and “exchange”.
In the recombination regime as shown in Fig. 1a, the vortices take quarter-circular
motion and near-linear motion repeatedly, where the solid dots are the initial positions of
the vortices, and the arrows show the direction of movement of each vortex. We can see
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FIG. 1: | Dynamics of quadrupoles in the “recombination” regime.(a) The trajectory of
the quadrupole (black dots) initially seeded at (±4.75,±2.5) in the condensate. Arrows show the
directions of their movements. (b) The time series of the x (blue) and y (red) coordinates of the
down-left vortex for four initial configurations, (-4, -3.25), (-4.25, -3), (-4.5, -2.75) and (-4.75, -2.5)
respectively. (c) The time series of the radial positions of the initially seeded vortices with charge
s = −1 (blue dots). The initial configuration is the same as that used in (a). (d) The trajectory
of the quadrupole initially seeded at (±4.75,±3.35) in the condensate. (e)-(k) Typical snapshots
for the density distribution and corresponding phase diagram of the condensate. The vortices are
initial placed at (±4,±4).
clearly that, when they approach each other, two vortices in the left half-plane move as a
dipole towards the trap centre along the x-axis, while the other two in the right half-plane
make a dipole movement as well facing to the left pair. However, after the four vortices
reach their minimal separation, two of them in the upper half-plane combine into a new
dipole structure and move away the trap centre towards the edge of the condensate. So
do the remains in the lower-half plane. The trajectories of the upper and lower dipoles
are mirror symmetric to the x-axis. During the movement of vortices, the density wave
oscillations arise across the condensate, and are severe around the edge of the condensate
where the density is low. Therefore, the oscillation of the quarter-circular parts of the vortex
trajectories in the low density region is obvious as seen in Fig. 1a-d. For different initial
positions the time evolution of the x− and y−coordinates of the down-left vortex is plotted
in Fig. 1b. Typical density and phase distributions in this regime are plotted in Fig. 1e-k
in time series. We note that for given parameters in Fig. 1a-c and e-k four vortices never
contact. After the first period the vortices will move away from their initial position a little
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FIG. 2: | Dynamics of quadrupoles in the “exchange” regime.(a) The trajectory of
the vortex initially seeded at (−4.75,−4) in the condensate. Arrows show the directions of its
movement. The Initial positions of four vortices are denoted by the black dots for reference. (b)
The time series of the x (blue) and y (red) coordinates of the down-left vortex for four initial
configurations, (-4, -4.75), (-4.25, -4.5), (-4.5, -4.25) and (-4.75, -4) respectively. (c) The time
series of the radial positions of the initially seeded vortices with charge s = −1 (blue dots). (d)
The trajectories of the initially seeded vortices with charge s = 1 (red dots) in the condensate.
(e)-(k) Typical snapshots for the density distribution and corresponding phase diagram of the
condensate. The initial configurations of (c)-(k) are the same as that used in (a).
bit due to the interactions with the density wave oscillations arising in the system, unlike a
single vortex or a vortex dipole movement which generates close orbits. In Fig. 1c we plot
time series for the radial positions of the s = −1 vortices (blue dots). If we increase the
initial radial displacement of vortices, the dynamics of the quadrupole can still stay within
the recombination regime for the first period. But the dipole annihilation and revival can
occur, which makes the deviation of the vortex positions from the initial positions sizable
as seen in Fig. 1d ((x, y) = (±4.75,±3.35)). During the following time evolution, this may
induce a transition of the dynamical regime from recombination to exchange (annihilation).
Figure 2 shows the trajectory of the down-left vortex (s=-1) for the first period in the
exchange regime. From the symmetry of the system we know that the s = 1 vortices will
give the same trajectories but with different starting position and in opposite direction
(anticlockwise). Therefore the left dipole and the right dipole move towards each other
along the x-axis to the trap centre at the beginning, which is the same as the situation
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FIG. 3: | Dynamics of quadrupoles in the “annihilation” regime. (a) The trajectories
of the vortices initially seeded at (±4.75,±3.5) (black dot) in the condensate. Arrows show the
directions of their movements. (b) The time series of the x (blue) and y (red) coordinates of the
down-left vortex for four initial configurations, (-4, -4.45), (-4.25, -4.15), (-4.5, -3.9) and (-4.75, -
3.5) respectively. (c) The time series of the coordinates of the depicted vortex positions with charge
s = −1 (initially seeded). Blue and red dots are x and y coordinates vs time respectively. (d)
The trajectories of the vortices with charge s = +1 initially seeded at (4.75,−3.5) and (−4.75, 3.5)
in the condensate. (e)-(k) Typical snapshots for the density distribution and corresponding phase
diagram of the condensate. The initial configuration is the same as that used in (a).
in the recombination regime. As they approach each other the distance between the two
vortices of the left (right) dipole decreases gradually in the y−direction as shown in Fig.
2f. However, instead of separate in the y-direction after getting their minimal separation in
the recombination regime, the two dipoles join together, and finally form a soliton ring as
shown in Fig. 2g-i. This can also be distinguished from the fact that, for some certain time
intervals, no vortex trajectories are plotted in Fig. 2b-d. The stability and dynamics of
dark soliton rings in condensates has been analyzed in Refs.[73] and [74]. However, the dark
soliton ring in our system is formed by the connection of four moving vortices during the
dynamical process. The soliton ring then breaks into two dipole structures as the original left
and right dipoles exchange their positions and then keep moving in the x-direction towards
the edge of the condensate. After that the vortices in the dipoles separate in the y-direction
and taking the place of their counterpart. The charge flipping occurs as seen in Fig. 2k as if
two dipoles go through each other. The vortices continue to move in a quarter-circular orbit
until they approach each other again. But at this time two vortices in the upper half-plane
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FIG. 4: | Distinguish three dynamical regimes in coordinate space. Three regions
in coordinate space where the dynamics of vortex quadrupoles show whether the vortices will
recombine into dipoles (circles), annihilate each other (dots), or exchange their positions (crosses).
∆x, and ∆y are the initial displacement of the vortices in x- and y-directions respectively. The
dashed-lines show the boundaries between these regions. The solid line is the arc with radius 6.6a0.
The number of atoms is 1.5× 105.
and the other two in the lower half-plane combine into two dipoles respectively. They move
in the y-direction and repeat what happened in the x-direction. After four times charge
flipping, the system will restore to its original configuration.
The dynamics in the annihilation regime is the most simplest, where the vortices vanish
permanently as long as they collide in the trap centre for the first time as shown in Fig. 3a.
In this process there is also a ring structure formed. However, different from the situation
in the exchange regime, the ring expands across the condensate quickly and smear at the
edge of the condensate, which induces severe density wave oscillations as shown in Fig. 3k.
As is well known, the energy and angular momentum associated with a vortex increase
as the vortex is moved to higher density region [70], which coincides with the fact that the
energy cost to create a vortex is high when the local density is high [41]. So we note that
in all the three regimes, there are two timescales in the motion: the slow quarter-circular
precession around the trap centre and the fast motion nearly parallel to the axis. We note
that the density wave oscillations are greater after the annihilation of vortex dipoles and
decay of the soliton ring, which indicates that the decay of vortex dipoles or soliton rings
can make much severe excitations in dynamical systems. The revival of vortex dipoles can
depress the excitations in the system as stated in Refs.[34, 35].
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FIG. 5: | Distinguish three dynamical regimes with radial position of vortices. The
boundaries of the three dynamical regimes of vortex quadrupoles as linear functions of the TF-
radius. r is the radial position of the vortices in isotropic systems, and the major (minor) radius of
the elliptical equipotential lines decided by the vortex positions in anisotropic systems. The circles
and triangles are data obtained from the numerical simulations, while the red and blue lines are
plotted by the equations shown in the figure legend. The area between the blue and red lines is
the annihilation regime.
In Fig. 4 we identify the coordinate parameters which separate regions of “recombination”
(circles), “annihilation” (dots) and “exchange” (crosses) dynamics. The boundaries between
these regions are both nearly quarter-circles which are denoted by the dashed-lines. For a
relatively small radial position rj < 5.91a0 the dynamics of the quadrupole is characterized
by the combination of the vortices into dipoles in x− and y−directions alternately, while for
a large radial position rj > 6.02a0 exchanging of positions of the vortices and charge flipping
occur during the dynamical process. In between these two regions both the quadropole and
dipole structures vanish due to the annihilation of the vortices with opposite charges. For
rj > 6.6a0 (black solid curve in Fig. 4 the density of the condensate is too low to identify a
complete vortex structure.
In Fig. 5, we give the radial position indicating the boundaries of three dynamical regimes
with respect to varying TF-radius, which is applicable at any time step during the dynamical
process. We find that the fitting curves of the boundaries (the blue and red lines) are both
proportional to RTF .
Through the analysis of isotropic systems, we know that the quarter-circular precessions
are nearly along the equipotential lines, which are concentric ellipses in anisotropic traps
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FIG. 6: | Dynamics of quadrupoles in the systems with quantum fluctuations. The blue
and red dots show the trajectories of vortices with charge s = 1 and s = −1, respectively. (a) The
trajectories of the vortices initially seeded at (±4.75,±2.5) in the condensate. The total evolution
time is 125t0. The chaotic motion of vortices starts from about 86t0. (b)The trajectories of the
vortices initially seeded at (±4.75,±4.0) in the condensate. The total evolution time is 167t0. The
chaotic motion of vortices starts from about 128t0.
(with different trapping frequencies in x− and y− axis, ωx/ωy = 1.25). We find that
the dynamics of vortices still depends on the configuration of the quadrupole structure in
anisotropic systems. The parameter ranges can also be determined according to Fig. 5.
However, r which is chosen to identify the dynamical regimes is not the radial position of
the vortices as in the isotropic systems, but the major radius or minor radius of the ellipse
decided by the vortex positions, since the TF-radius of the condensate in each direction is
different. By releasing the trapping potential in one direction (both directions) suddenly
or adiabatically (the trapping frequencies are decreased linearly within 10t0) to a smaller
value (form 2pi × 5 Hz to 2pi × 3 Hz or 2pi × 4 Hz in our calculations), we confirm that the
dynamics of quadrupole structures still obeys the same rule, which supports the conclusion
in Ref. [75], where they showed that the sudden reduction in the number of atoms following
expansion is expected to excite a small-amplitude (a few percent) breathing mode, with only
slight alteration of vortex trajectories, which means that the dynamics of vortices is robust
under the expansion of condensates.
To examine the robustness of the quadrupole dynamics, we introduce quantum fluctua-
tions into the systems we studied above as stated in Sec.2. We find that in the recombination
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regime with fluctuations the trajectories of vortices are nearly the same as those in the un-
perturbed systems during the first few periods. However, after that the quadrupole structure
is eventually destroyed and the vortices take chaotic trajectories as shown in Fig. 6a. In the
exchange regime with fluctuations, the dynamics of the vortices still obeys the rule of the
unperturbed systems but with an additional rotation of the quadrupole structure as shown
in Fig. 6b. This rotation also occurs if a dipole is placed asymmetrically about the origin
[46]. Moreover the vortices will not maintain a rectangular configuration anymore, leading
to the destroy of the quadrupole structure and chaotic trajectories of vortices eventually. In
the annihilation regime the quantum fluctuations introduced will not change the dynamics
of the system since the vortices annihilate permanently as soon as they meet at the trap
centre during the first period.
In the frame of zero temperature mean-field theory we expect that quantum fluctuations
will not change the dynamics of the system dramatically especially for the short-time evo-
lution. However, symmetries of the system are affected by quantum fluctuations, which
leads to chaotic motion of vortices for the long-time evolution. As we focused on the first
few periods of quarupole dynamics in our discussions, it shows that our results are robust,
i.e. quantum fluctuations do not change the dynamical regimes of the system we studied
at least for the short-time evolution. This also demonstrates that vortices have very stable
topological structures.
We note that even though our calculations are limited at zero temperature, the vortices
of the quadrupole cluster do deviate from their original locations during the periodical
movement, which is similar to the situation in finite temperatures. The dynamics of the
next period is fully decided by the fact that which region in Fig. 5 the radial positions
(major radius or minor radius) of the vortices will fall into. Transition from one regime to
another of the system dynamics may occur during the time evolution if the vortices do not
annihilate permanently, which means that the initial configurations whose dynamics is ruled
by “recombination” in the first period may transit to the other two regimes in the following
period. And this may finally result in expulsion of the vortices from the condensate.
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Conclusion
In this paper, we have shown that there are three characteristic dynamical regimes in a
trapped BEC according to the varying radial positions of vortices in a quadrupole struc-
ture. The closer the vortices are located to the periphery of the condensate, the higher
the kinetic energy they will obtain when approaching the centre of the condensate, which
will compete with the interatomic interactions and the vortex interactions and leading to
distinct dynamical regimes. In the recombination regime the kinetic energy is too small to
overcome the interatomic interactions, which prohibits the formation of soliton rings, and
the vortices recombine into dipoles. In the annihilation regime the ring structure arises and
expands fast out of the condensate before it decays into vortex dipoles, while in the exchange
regime the emerged soliton ring can break into dipoles with charge flipping due to higher
kinetic energy possessing by each vortex. These are also valid for anisotropic systems and
systems with quantum fluctuations during the short-time evolution, where the symmetry of
the system is altered. For the long-time evolution, the symmetry of the system is important
for maintaining the rectangular configuration of a quadrupole structure.
By providing the relation between TF-radius of the condensate and the configuration of
the vortex quadrupoles, our results disclose detailed dynamics of vortex quadrupole in a
trapped BEC and a road map to distinguish them, and can be extended to other special
structures, which helps to study more complex vortex settings. The numerical simulations
also demand new theoretical models about the generation and expanding speed of soliton
rings, by the combination of individual vortices, which are crucial to understand the dynam-
ics of vortex clusters.
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