The software package BBCPOP is a MATLAB implementation of a hierarchy of sparse doubly nonnegative relaxations of a class of polynomial optimization (minimization) problems (POPs) with binary, box, and complementarity (BBC) constraints. Given a POP in the class and a relaxation order, BBCPOP constructs a simple conic optimization problem (COP), which serves as a doubly nonnegative relaxation of the POP, and then solves the COP by applying the bisection and projection method. The COP is expressed with a linear objective function and constraints described as a single hyperplane and two cones, which are the Cartesian product of positive semidefinite cones and a polyhedral cone induced from the BBC constraints. BBCPOP aims to compute a tight lower bound for the optimal value of a large-scale POP in the class that is beyond the comfort zone of existing software packages. The robustness, reliability, and efficiency of BBCPOP are demonstrated in comparison to the state-of-the-art software SDP package SDPNAL+ on randomly generated sparse POPs of degree 2 and 3 with up to a few thousands variables, and ones of degree from 5 to 8 with up to a few hundred variables. Numerical results on BBC-constrained POPs that arise from quadratic assignment problems are also reported. The software package BBCPOP is available at https://sites.google.com/site/bbcpop1/.
INTRODUCTION
We introduce a MATLAB package BBCPOP for computing a tight lower bound of the optimal value of large-scale sparse polynomial optimization problems (POPs) with binary, box, and complementarity (BBC) constraints. We refer to Anjos and Lasserre (2012) and Lasserre (2010) for readers who are unfamiliar with polynomial optimization. Let f 0 be a real valued polynomial function defined on the n-dimensional Euclidean space R n , I box and I bin a partition of N ≡ {1, 2, . . . , n} (i.e., I box ∪ I bin = N and I box ∩ I bin = ∅), and C a family of subsets of N . BBCPOP finds a lower bound for the optimal value ζ * of POPs described as
x i ∈ [0, 1] (i ∈ I box ) (box constraint), x j ∈ {0, 1} (j ∈ I bin ) (binary constraint),
j ∈C x j = 0 (C ∈ C) (complementarity constraint)
The preceding BBC-constrained POP (1) has been widely studied, as it has many applications in combinatorial optimization, signal processing (Gershman et al. 2010; Luo et al. 2010) , transportation engineering (Ahmadi and Majumdar 2016) , and optimal power flow (Ghaddar et al. 2016) . We note that the feasible region of (1) is bounded and nonempty since x = 0 is feasible. BBCPOP provides a MATLAB implementation to automatically generate a hierarchy of sparse doubly nonnegative (DNN) relaxations of POP (1) together with the bisection and projection (BP) method as a solver for the resulting DNN relaxations problems. This software is developed to find approximate optimal values of larger-scale POPs that are beyond the range that can be comfortably handled by existing software packages. More precisely, an approximate optimal value provided by BBCPOP for a POP is a valid lower bound for the actual optimal value of the POP that is generally NP-hard to compute. We emphasize that the validity of the lower bound is theoretically and numerically guaranteed under the assumption that the minimum eigenvalue of a symmetric matrix can be computed accurately. The hierarchy of sparse DNN relaxations implemented can be regarded as a variant of the hierarchies of sparse SDP relaxations considered in Waki et al. (2008) . The BP method was first introduced by Kim et al. (2016b) for the dense DNN relaxation of a class of QOPs, such as binary quadratic problems, maximum clique problems, quadratic multiknapsack problems, and quadratic assignment problems (QAPs), and improved later in Arima et al. (2018) . In their subsequent work (Kim et al. 2016a ), the BP method was generalized to handle the hierarchy of sparse DNN relaxations of a class of binary-and box-constrained POPs. Some numerical results on large-scale BBC-constrained POPs and the comparison of the BP method to SparsePOP (Waki et al. 2008 ) combined with SDPNAL+ (Yang et al. 2015) were reported in Kim et al. (2016a) . In this article, we present an extended version of the BP method for a hierarchy of sparse DNN relaxations of a class of BBC-constrained POPs.
Existing software packages available for solving general POPs include GloptiPoly (Henrion and Lasserre 2003) , SOSTOOLS (Papachristodoulou et al. 2016) , and SparsePOP (Waki et al. 2008) . Notable numerical methods for POPs that have not been announced as software packages include (i) the application of the package SDPNAL (Zhao et al. 2010) for solving SDP relaxations of POPs in Nie and Wang (2012) and (ii) the application of the solver SDPT3 to solve the bounded degree sums of squares (BSOS) SDP relaxations in Weisser et al. (2017) and the sparse BSOS relaxations in 34:4 N. Ito et al. convergence to a valid lower bound is guaranteed without any nondegeneracy assumption. The BP method was demonstrated to be robust against the degeneracy in Kim et al. (2016a) , whereas applying SDPNAL+ to such degenerate cases often leads to invalid or false lower bounds exceeding the minimal objective value and slow convergence. We show through numerical experiment that BBCPOP can efficiently and robustly compute valid lower bounds for the optimal values of large-scale sparse BBC-constrained POPs in comparison to SDPNAL+. The test instances whose valid lower bounds could be obtained successfully by BBCPOP in 2,000 seconds include, for example, a degree 3 binary POP with complementarity constraints in 1,444 variables and a degree 8 box constrained POP in 120 variables. For these instances, SDPNAL+ did not provide a comparable bound within 20,000 seconds.
A distinctive feature of our package BBCPOP is that it not only automatically generates DNN relaxations for a BBC-constrained POP but also integrates their computations with the robust BP algorithm that is designed specifically for solving them. Other available software packages and numerical methods for POPs such as GlotiPoly (Henrion and Lasserre 2003) , SOSTOOLs (Papachristodoulou et al. 2016) , SparsePOP (Waki et al. 2008) , BSOS , and SBSOS (Weisser et al. 2017) in fact first generate the SDP relaxations for the underlying POPs, and then rely on existing SDP solvers such as SDPT3 or SeDuMi to solve the resulting SDP problems. As a result, their performance is heavily dependent on the chosen SDP solver.
This article is organized as follows. In Section 2, we describe a simple COP (2) to which our DNN relaxation of POP (1) is reduced. We also briefly explain the accelerated proximal gradient method and the BP method for solving the COP. In Section 3, we first describe how to exploit the sparsity in the POP (1) and then derive a simple COP of the form (2) to serve as the sparse DNN relaxations of (1). In Section 4, we present some computational issues related to the efficient implementation of BBCPOP, and the Lagrangian relaxation of a general class of BBC-constrained POPs with additional polynomial equality constraints, which can be solved by BBCPOP. Section 4 contains numerical results on various BBC-constrained POPs. Finally, we conclude in Section 5.
PRELIMINARIES
We describe a simple COP (2) in Section 2.1, the accelerated proximal gradient method (Beck and Teboulle 2009) in Section 2.2, and the BP method (Arima et al. 2018; Kim et al. 2016b) in Section 2.3. These two methods are designed to solve COP (2) and implemented in BBCPOP. In Section 3, we will reduce a DNN relaxation of BBC-constrained POP (1) to the simple COP (2).
Let V be a finite dimensional vector space endowed with an inner product ·, · and its induced norm · such that X = ( X , X ) 1/2 for every X ∈ V . Let K 1 and K 2 be closed convex cones in V satisfying (K 1 ∩ K 2 ) * = (K 1 ) * + (K 2 ) * , where K * = {Y ∈ V : X , Y ≥ 0 for all X ∈ K} denotes the dual cone of a cone K ⊂ V . Let R n be the space of n-dimensional column vectors, R n + the nonnegative orthant of R n , S n the space of n × n symmetric matrices, S n + the cone of n × n symmetric positive semidefinite matrices, and N n the cone of n × n symmetric nonnegative matrices.
A Simple Conic Optimization Problem
Let Q 0 ∈ V and O H 0 ∈ K * 1 + K * 2 . We introduce the following conic optimization problem (COP):
If we take V = S m , K 1 = S m + , and K 2 a polyhedral cone in S m for some m, respectively, then the problem (2) represents a general SDP. If in addition K 2 ⊂ N m , it forms a DNN optimization problem. Let G (y 0 ) = Q 0 − y 0 H 0 . The dual of (2) can be described as
As shown in Lemma 2.3 of Arima et al. (2018) , the strong duality holds for (2) and (4) (i.e., η * = y * 0 ), and both (2) and (4) are solvable under the assumption that the feasible region of (2) is nonempty and bounded.
Since H 0 ∈ K * 1 + K * 2 in (4), we have the following inequality from Kim et al. (2016b) :
Therefore, the approximate value of y * 0 can be computed by using the bisection method if the feasibility of any given y 0 , (i.e., whether G (y 0 ) ∈ K * 1 + K * 2 ) can be determined. The recently proposed BP method (Kim et al. 2016b ) (the BP algorithm described in Section 2.3) provides precisely the feasibility test for any given y 0 through a numerical algorithm (the APG algorithm described in Section 2.2) that is based on the accelerated proximal gradient method, where we employed the version in Beck and Teboulle (2009) that is modified from Nesterov (1983) .
The Accelerated Proximal Gradient Algorithm for Feasibility Test
For an arbitrary fixed y 0 , let G = G (y 0 ) for simplicity of notation. We also use the notation Π K (Z ) to denote the metric projection of Z ∈ V onto a closed convex cone K ⊂ V . Then the problem of testing whether G ∈ K * 1 + K * 2 leads to the following problem:
Here we note that, with
where the preceding last equality follows from Moreau's decomposition theorem (Combettes and Reyes 2013; Moreau 1962) . Obviously, f * ≥ 0, and f * = 0 if and only if G ∈ K * 1 + K * 2 . The gradient of the objective function f (Y 1 ) of (7) is given by ∇f (
As the projection operator Π K onto a convex set K is nonexpansive (Bertsekas et al. 2003 , Proposition 2.2.1), we have that
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Assume that the metric projections Π K 1 and Π K 2 onto the cones K 1 and K 2 can be computed without difficulty. In Kim et al. (2016b) , the APG algorithm (Beck and Teboulle 2009) that follows is applied to (7) to determine whether f * = 0 numerically.
Our APG-based algorithm employs the error criterion
< tol for sufficiently small positive ϵ and tol, say ϵ = 10 −12 and tol = 10 −12 . Note that f (Y k 1 ) corresponds to
is an approximate optimal solution of (6) and G = G (y 0 ) ∈ (K * 1 + K * 2 ), which implies that y 0 is a feasible solution of the problem (4) and
< tol, then the KKT optimality condition is almost satisfied, and we classify that G = G (y 0 ) does not lie in K * 1 + K * 2 according to X k ≥ ϵ. In the latter case, we determine that y 0 is not a feasible solution of (4) and y 0 > y * 0 .
APG Algorithm (the accelerated proximal gradient algorithm (Beck and Teboulle 2009 ) for feasibility test)
We note that the sublinear convergence of the APG algorithm, in the sense that
, is ensured for any optimal solution Y * 1 of (7) in Theorem 4.4 of Beck and Teboulle (2009) .
The BP Algorithm for COP
As numerically small numbers ϵ > 0 and tol > 0 must be used in the APG algorithm to decide whether X k is equal to 0 on a finite precision floating-point arithmetic machine, an infeasible y 0 can sometimes be erroneously determined as a feasible solution of the problem (4) by the APG algorithm. Likewise, there is also a small possibility for a feasible solution to be wrongly declared as infeasible due to numerical error. As a result, the feasibility test based on the APG algorithm may not always be correct.
To address the validity issue of the result obtained from the APG algorithm, an improved BP method was introduced in Arima et al. (2017) . Here, a valid lower bound y v 0 for the optimal value y * 0 is always generated by the improved BP method, which assumes the following two conditions for a given interior point I of K * 1 : (A1) There exists a known positive number ρ > 0 such that I , Z ≤ ρ for every feasible solution Z of (2).
1 } can be computed accurately at a moderate cost.
If K 1 = K * 1 = S n + and I is the identity matrix, then I , Z is the trace of Z and λ min (Z ) is the minimum eigenvalue of Z . In this case, λ min (Z ) can be accurately computed in O (n 3 ) arithmetic operations. Under the assumption (A1), the problem (2) is equivalent to
Its dual sup
is equivalent to (4) with the optimal value y * 0 . Suppose thatȳ 0 ∈ R andȲ 2 ∈ K * 2 are given.
is a feasible solution of (9), and y v 0 = y 0 + ρμ provides a valid lower bound for y * 0 under Assumption (A1). If (ȳ 0 ,Ȳ 2 ) is a feasible solution of (3), then y v 0 =ȳ 0 fromμ = 0. The improved BP method in Arima et al. (2017) is described in the following BP algorithm.
BP Algorithm (the improved bisection-projection algorithm (Arima et al. 2017 
Here, the APGR algorithm is an enhanced version of the APG algorithm that is described in Section 4.2. One advantage of the BP algorithm is that it does not require an initial finite estimation of the lower bound y 0 . In fact, the BP algorithm implemented in the current version of BBCPOP sets y m 0 ← y u 0 and y 0 ← −∞ at the initialization step. For a better upper bound y u 0 for y * 0 , a heuristic method applied to the original POP can be employed. For the value of ρ, the exact theoretical value of ρ can be computed from COP (2) in some cases (e.g., see Arima et al. (2014) ). We also present a method to estimate ρ in Section 4.1.
SPARSE DNN RELAXATION OF POP (1)
Exploiting sparsity is a key technique for solving large-scale SDPs and SDP relaxations of largescale POPs. See Fukuda et al. (2000) and Waki et al. (2006 Waki et al. ( , 2008 . Throughout this section, we assume that POP (1) satisfies a certain structured sparsity described in Section 3.2 and derive its sparse DNN relaxation (17) of the same form as COP (2). The method to derive the DNN relaxation (17) from POP (1) can be divided into two main steps: lift POP (1) to an equivalent problem (14) with moment matrices in the vector variable x, and replace the moment matrices by a symmetric matrix variable Z ∈ K 1 ∩ K 2 after adding valid inequalities. In the software BBCPOP, the function BBCPOPtoDNN implements these two steps. After introducing notation and symbols in Section 3.1, we present how the sparsity in POP (1) is exploited in Section 3.2 and the details of the preceding two steps in Section 3.3 and Section 3.4, respectively.
Notation and Symbols
Let A be a nonempty finite subset of Z n + with cardinality |A|, and let S A denote the linear space of |A| × |A| symmetric matrices whose rows and columns are indexed by A.
, and the norm of X ∈ S A is defined by X = ( X , X ) 1/2 . Assuming that the elements of A are enumerated in an appropriate order, we denote a |A|-dimensional column vector of monomials x α (α ∈ A) by x A , and a |A| × |A| symmetric matrix (x A )(x A ) T of monomials x α +β ((α , β ) ∈ A × A) by x A×A ∈ S A . We call x A×A a moment matrix.
For a pair of subsets A and B of Z n + , let A + B = {α + β : α ∈ A, β ∈ B} denote their Minkowski sum. Let S A + denote the cone of positive semidefinite matrices in S A and N A the cone of nonnegative matrices in S A . By construction, x A×A ∈ S A + for every x ∈ R n and x A×A ∈ S A + ∩ N A for every x ∈ R n + . We denote the feasible region of POP (1) as
where Γ = C ∈C {γ ∈ {0, 1} n | γ i = 1 if i ∈ C and γ j = 0 otherwise}. Then POP (1) is written as follows:
We note that the POPs dealt with in Kim et al. (2016a) are special cases of (10) where Γ = ∅.
If x ∈ H , then x α = x r (α ) holds for all α ∈ Z n + . Hence, we may replace each monomial x α in f 0 (x ) by x r (α ) . Therefore, suppf 0 = r (suppf 0 ) is assumed without loss of generality in the subsequent discussion. Fig. 1 . Examples of the sparsity pattern matrix R with n = 13, where the dots correspond to 1 and the blank parts to 0's.
Exploiting Sparsity
Let ∇ 2 f 0 (x ) denote the Hessian matrix of f 0 (x ). For POP (10), we introduce the n × n sparsity pattern matrix R whose (i, j)th element is defined by
Next, we choose a family of subsets
. . , ) covers the set of indices (i, j) associated with the nonzero elements of R-for instance,
Obviously, when the only set V 1 = N is chosen for such a family, we get a dense DNN relaxation of POP (10). When R is sparse (Figure 1) , the sparsity pattern graph G (N , E) with the node set N and the edge set E = {(i, j) ∈ N × N : i < j and R i j = 1} is utilized to create such a family
, and take the maximal cliques V k (k = 1, . . . , ) for the family. The chordal extension and its maximal cliques can be found by using the technique (Blair and Peyton 1993) based on the symbolic Cholesky decomposition of the adjacency matrix of G (N , E). We implicitly assume that POP (10) satisfies the structured sparsity that induces small size Figure 1 shows such examples. The family V k (k = 1, . . . , ) chosen this way satisfies nice properties. See Blair and Peyton (1993) , Fukuda et al. (2000) , and Waki et al. (2006) for more details. Here, we only mention that the number of maximal cliques does not exceed n.
As representative sparsity patterns, we illustrate the following two types:
Arrow type: For given ≥ 2, a ≥ 2, b ∈ {0, . . . , a − 1}, and c ≥ 1, we set
(the left picture of Figure 1 ). Chordal graph type: Let the number n of variables and the radio range ρ > 0 be given. For n points v 1 , v 2 , . . . ,v n drawn from a uniform distribution over the unit square [0, 1] 2 , we construct the sparsity pattern graph
. . , ) be the maximal cliques in a chordal extension of G = (N , E) (the right picture of Figure 1 ).
In Section 4.4, we report numerical results on randomly generated instances of binary and box constrained POPs with these two types of sparsity patterns.
Lifting POP (10) With Moment Matrices in x Let
Here, the parameter ω is named as the relaxation order. We then see that
By the first inclusion relation in (13), each monomial x γ (γ ∈ Γ) is involved in the moment matrix
By the second inclusion relation in (13), each monomial x α of the polynomial f 0 (x ) is involved in the moment matrix x A k ω ×A k ω for some k ∈ {1, . . . , }. Hence, the polynomial objective function f 0 (x ) can be lifted to the space 
To lift the constraint set H ⊆ R n to the space V , we define
By definition, x ∈ H if and only if
Thus, we can lift POP (10) to the space V as follows:
To illustrate the lifting procedure from POP (10) to the space V , we consider the following example.
Example 3.1. Let us consider the following POP with n = 3, C = {{1, 2}}, I box = {1}, and I bin = {2, 3}:
Since . We have
If we define . We have
If we define
F 0 = (F 1 0 , F 2 0 ) = 0 0 0 0 0 −0.5 0 −0.5 0 , 0 0 0 0 0 −0.5 0 −0.5 0 , then f 0 (x ) = k=1 F k 0 , x A k ω ×A k ω holds.
Valid Constraints and Conic Relaxations of POPs
Note that the objective function of the lifted minimization problem (14) is linear so that it is equivalent to the minimization of the same objective function over the convex hull of the feasible region M of (14). However, the resulting convex minimization problem and the original problem (14) are numerically intractable. The second step for deriving a DNN relaxation from the POP (10) is to relax the nonconvex feasible region M to a numerically tractable convex set, which is represented as the intersection of the hyperplane of the form {Z ∈ V | H 0 , Z = 1} and two convex cones K 1 and K 2 in V . Hence, we obtain a COP of the form (2), which serves a DNN relaxation of POP (10).
To construct K 2 , we consider the following valid equalities and inequalities for M:
In the preceding, the first inequality follows from the fact that x ≥ 0, the second and third inequalities follow from the definition of r : Z n + → Z n + and x ∈ [0, 1] n , and the last equality from the complementarity condition x γ = 0 (γ ∈ Γ). Now, by linearizing the preceding equalities and inequalities-that is, replacing (
by an independent variable Z = (Z 1 , . . . , Z ) ∈ V -we obtain the linear equalities and inequalities to describe the cone K 2 such that
Consequently, we obtain the following COP:
which serves as a DNN relaxation of POP (10). Note that COP (17) is exactly in the form of (2), to which the BP algorithm can be applied. In the APG algorithm, which is called within the BP algorithm, the metric projection
can be computed by the eigenvalue decomposition of Z k ∈ S A k ω (k = 1, . . . , ), and the metric projection Π K 2 (Z ) of Z = (Z 1 , . . . , Z ) ∈ V onto K 2 can be computed efficiently by Algorithm 3.3 of Kim et al. (2016a) . As a result, COP (17) can be solved efficiently by the BP algorithm. Note that the eigenvalue decomposition of Z k ∈ S A k ω , which requires O (|A k ω | 3 ) arithmetic operations at each iteration of the APG algorithm, is the most time-consuming part in the BP algorithm applied to COP (17). Therefore, it is crucial for the computational efficiency of the BP algorithm to choose smaller V k (k = 1, . . . , ), which determines the size |A k ω | of A k ω (k = 1, . . . , ), by exploiting the sparsity of POP (10) as presented in Section 3.2. We also note that the primal-dual interior-point method for COP (17) would remain computationally expensive since K 2 consists of a large number of inequality such as nonnegative constraints.
Given a POP of the form (10), the sparsity pattern matrix R and the graph G (N , E) are uniquely determined. However, the choice of the family V k (k = 1, . . . , ) satisfying (12) is not unique. Recall that F 0 , H 0 , K 1 and K 2 in COP (17) depends on the relaxation order ω. Theoretically, the optimal value ζ of COP (17) is monotonically nondecreasing with respect to ω ≥ d/2 . Thus, a tighter lower bound for the optimal value ζ * of POP (10) can be expected when a larger ω is used. However, the numerical cost of solving COP (17) by the BP algorithm increases very rapidly as ω increases. We should mention that the family of COP (17) with increasing ω ≥ d/2 forms a hierarchy of DNN relaxations for POP (10).
Remark 3.1. When I box = ∅, our hierarchy of sparse DNN relaxations of BBC-constrained POP (1) is equivalent to the hierarchy of sparse SDP relaxations by Waki et al. (2006 Waki et al. ( , 2008 , but stronger DNN relaxations are used instead of SDP relaxations in our hierarchy. Although their hierarchy is not equivalent to Lasserre's dense hierarchy (Lasserre 2001) , its global covergence was proved in Lasserre (2006) . Consequently, the global convergence of our hierarchy holds. When I box ∅, however, our hierarchy is not equivalent to theirs, and the global convergence to the optimal value of (1) has not been established. See Kim et al. (2016a) .
We also mention that COP (17) can be strengthened by replacing the condition "if r (s (α + β )) = r (α + β ) and s (α + β ) ∈ Z n + for some s ≥ 1" with the condition "if r (α + β ) ≤ r (α + β )" in (16) and in the description of K 2 . But we should take note that this replacement considerably increases the number of inequalities in K 2 and makes the computation of the metric projection Π K 2 (·) to be very complicated and expensive. As a result, the APG algorithm (hence, the BP algorithm as well) is not expected to be efficient for the COP with the strengthened K 2 . See Ito (2018) for the details.
SOME OTHER ISSUES ON BBCPOP

An Upper Bound ρ of the Trace of the Moment Matrix
Under the assumptions (A1) and (A2), a valid lower bound y v 0 for the optimal value y * 0 of COP (2) is obtained from the BP algorithm. The quality of the valid lower bound y v 0 depends noticeably on the choice of ρ > 0 satisfying (A1), where a smaller ρ will lead to a larger y v 0 . In this section, we discuss the problem of minimizing ρ among the ones that satisfy (A1).
Throughout this section, we assume that COP (2) is constructed for a conic relaxation of POP (10) as described in Section 3. Thus, y v 0 serves as a valid lower bound of the POP. In this case, K 1 turns out to be S
As a result, I = (I 1 , . . . , I ) can be taken as an interior point of K 1 , where I k denotes the identity matrix in S A k ω . The problem under consideration is written asρ
We may regard the problem (18) as a DNN relaxation of the following POP:
This implies thatρ ≥ ρ * , and if ρ ≥ ρ * and (y 0 , Y 2 , μ) is a feasible solution of COP (9), then y 0 + ρμ provides a valid lower bound for the optimal value of POP (10). Thus, it is more reasonable to consider (19) directly than its relaxation (18). It is easy to verify that the problem (19) has an optimal solution x with x i ∈ {0, 1} for all i = 1, . . . . , n. In addition, if α ≥ γ for some γ ∈ Γ, then x α +α = 0. Hence, (19) is reduced to a combinatorial optimization problem given by
where B k ω = {α ∈ A k ω | α ≥ γ for any γ ∈ Γ}(k = 1, . . . , ). It would be ideal to use ρ = ρ * in the BP algorithm for a tight lower bound y v 0 . As the problem (20) is numerically intractable in general, any upper bound ρ for ρ * can be used in practice. In particular, the trivial upper bound ρ = k=1 |B k ω | may be used for an upper bound of ρ * , but it may not be tight except for simple cases.
We can further reduce the problem (20) to a submodular function minimization under a set cover constraint for which efficient approximation algorithms (Iwata and Nagano 2009; Wan et al. 2010 ) exist for a tight lower bound of its minimum value. For this purpose, the vector variable x ∈ {0, 1} n is replaced by a set variable S 0 ⊆ N = {1, . . . , n}, which determines x i to be 0 if i ∈ S 0 and 1 otherwise. For every i ∈ N , define
The next lemma states two properties of the preceding sets.
Lemma 4.1. Choose x ∈ {0, 1} n arbitrarily. Let S 0 
ω , x α = 0}. Now assume that α ∈ B k ω and x α = 0. It follows from x α = 0 and x ∈ {0, 1} n that α i ≥ 1 and x i = 0 for some i ∈ N . Hence, i ∈ S 0 and (k, α ) ∈ i ∈S 0 E i . Thus, we have shown the converse inclusion.
(ii) Assume that x γ = 0 (γ ∈ Γ). The inclusion i ∈S 0 F i ⊆ Γ is straightforward by definition. If γ ∈ Γ, then it follows from x γ = 0 that γ i ≥ 1 and x i = 0 for some i ∈ N ; hence, i ∈ S 0 and γ ∈ F i . Thus, we have shown the converse inclusion and the "only if " part of (ii). Now assume that
Then there is an i ∈ S 0 such that γ ∈ F i . Hence, x i = 0 and γ i ≥ 1, which implies that 0 = x i = x γ i i = x γ . Thus, we have shown the "if " part of (ii). By (ii) of Lemma 4.1, we can rewrite the constraint of the problem (20) as S 0 ⊆ N and | i ∈S 0 F i | = |Γ| and the objective function as 
Therefore, the problem (20) is equivalent to the problem
where c and f are submodular functions defined by
This problem is known as a submodular minimization problem under a submodular cover constraint. Approximation algorithms (Iwata and Nagano 2009; Wan et al. 2010) can be used to obtain a lower boundc ≥ 0 for the optimal value of (21). By construction, ρ = k=1 |B k ω | −c provides an upper bound of (20), which is tighter than or equals to k=1 |B k ω |. See Ito (2018) for the details.
Enhancing APG Algorithm
Although the APG algorithm has the strong theoretical complexity result such that
, in this section we will propose some enhancements to improve its practical performance.
We begin by noting that the term
1 ) can be seen as the momentum of the sequence, and the monotonically increasing sequence {
⊆ [0, 1) determines the amount of the momentum. When the momentum is high, the sequence {Y k 1 } ∞ k=0 would overshoot and oscillate around the optimal solution. To avoid such an oscillation to further speed up the convergence, we incorporate the adaptive restarting technique (O'Donoghue and Candès 2015) that resets the momentum back to zero (t k ← 1) and takes a step back to the previous point Y k−1 1 when the objective value increases (i.e., X k − X k−1 > 0). To avoid frequent restarts, we also employ the technique of Ito et al. (2017) and Monteiro et al. (2016) that prohibits the next restart for K i iterations after the ith restart has occurred, where K 0 ≥ 2 and K i = 2K i−1 (i = 1, 2, . . .). More precisely, we modify the APG algorithm to the following APGR algorithm.
APGR Algorithm (the accelerated proximal gradient algorithm with restarting for feasibility test) 
Recall that L = 1 is a Lipschitz constant for the gradient of the function f defined in (7). For the APGR algorithm, the convergence complexity result of
is ensured by Ito (2018) and Ito et al. (2017) . Although it is slightly worse than the original theoretical convergence guarantee of O (1/k 2 ), it often converges much faster in practice. To improve the practical performance of the APGR algorithm, the initial estimate L 1 of L in the algorithm is set to a value less than 1. For many instances, L 1 = 0.8 provided good results.
Even with the aforementioned practical improvements, the APGR algorithm can still take a long time to compute a very accurate solution of the problem (6) for the purpose of deciding whether f * = 0. If there exists sufficient evidence to show that the optimum value f * is not likely to be 0, then the APGR algorithm can be terminated earlier to save computation time. To be precise, next we discuss the stopping criteria of the APGR algorithm. Let д k denote the violation д(X k , Y k 1 , Y k 2 ) of the KKT condition. Assume that д k is sufficiently small (i.e., the solution is nearly optimal). Then the ratio X k /д k of the optimal value and the KKT violation is a reasonable measure to indicate how far away f * is from 0. To determine that the value X k /д k will not be improved much, the following values are computed and tested at every kth iteration (k > 30):
If the preceding values are close to 1, much improvement in the KKT residual and objective values (and X k /д k ) cannot be expected. Based on these observations, we implemented several heuristic stopping criteria in our practical implementation of the APGR algorithm in the Matlab function called projK1K2_fista_dualK.m. For example, we have found that the following stopping criterion
is useful to reduce the computational time substantially without losing the quality of our computed valid lower bound y vl 0 from the BP algorithm.
Applications of BBCPOP to BBC-Constrained POPs With Polynomial Equalities
In this section, we consider BBC-constrained POP (1) with additional polynomial equality constraints f j (x ) = 0 (j = 1, . . . ,m). The constraints are equivalent to a single equality constraint m j=1 f j (x ) 2 = 0. As a result, we can rewrite the POP as
Applying the Lagrangian relaxation to this problem, we obtain
which is a simple BBC-constrained POP of the form (1) with the Lagrange parameter λ ∈ R. Since the term m j=1 f j (x ) 2 is nonnegative for every x ∈ R n , it serves as a penalty for x not to satisfy the equality constraints. The convergence of η(λ) to η * can be proved if POP (22) is solvable. This suggests that BBCPOP can be applied to BBC-constrained POPs with additional equality constraints. Indeed, later we will present numerical results on BBCPOP applied to QAPs as a special case. See (25) .
Applying the Lagrangian relaxation technique described earlier to a wide class of BBCconstrained POPs with polynomial equalities, however, may not be always successful to efficiently find a valid lower bound of the POP, in view of two computational issues. First, squaring the equalities results in increasing the degree of the POP, which increases the size of the relaxation problem. Second, taking a very large positive λ to obtain an accurate approximation η(λ) of η * often causes numerical instability when executing BBCPOP. As a result of these issues, the practical and effective use of the technique is currently limited to BBC-constrained QOPs with linear equality constraints such as QAPs, quadratic multiknapsack problems, and maximum stable set problems. Even in such cases, the quality of the lower bounds generated would depend heavily on an appropriate choice of λ. We chose λ = 10,000 for QOPs in Section 4.5 based on some preliminary numerical experiments. See Arima et al. (2017) and Kim et al. (2016b) for more details.
We present numerical results to compare the performance of BBCPOP with SDPNAL+ (Yang et al. 2015) . SDPNAL+ is an augmented Lagrangian-based method for which the main subproblem in each iteration is solved by a semismooth Newton method that employs the generalized Hessian of the underlying function. As already mentioned in Section 1, the solver is able to handle nondegenerate problems efficiently, but it is usually not efficient in solving degenerate problems and generally is unable to solve such problems to high accuracy. The solver BBCPOP, however, uses only first-order derivative information and is specifically designed to handle degenerate problems arising from the DNN relaxations of BBC-constrained POPs. As a result, SDPNAL+ is expected to provide a more accurate solution than BBCPOP when the former is successful in solving the problem to the required accuracy. In Section 2.3, we presented a method to compute a valid lower bound in the BP algorithm by introducing a primal-dual pair of COPs (8) and (9). Similarly, we also can generate a valid lower bound from a solution of SDPNAL+. For fair comparison, we also computed valid lower bounds based on the approximate solutions generated by SDPNAL+ for all experiments.
For the BP algorithm incorporated in BBCPOP, the parameters (δ 1 , ϵ, tol, k max , η r ) were set to (10 −5 , 10 −11 , 10 −12 , 20,000, 1.1). For SDPNAL+, the parameter "tol" was set to 10 −6 and "stopoptions" to 2 so that the solver continues to run even if it encounters some stagnations. SDPNAL+ was terminated at 20,000 iterations even if the stopping criteria were not satisfied. All computations were performed in MATLAB on a Mac Pro with Intel Xeon E5 CPU (2.7GHZ) and 64GB memory.
In Tables 1 through 4 , the meaning of the notation are as follows: "opt" (the optimal value), "LBv" (a valid lower bound), "sec" (the computation time in seconds), "apgit" (the total number of iterations in the APG algorithm), "bpit" (the number of iterations in the BP algorithm), "iter" (the number of iterations in SDPNAL+), and "term" (the termination code). The termination code of SDPNAL+ has the following meaning: 0 (the problem is solved to required tolerance); -1, -2, -3 (the problem is partially solved with the primal feasibility, the dual feasibility, and both feasibility slightly violating the required tolerance, respectively); 1 (the problem is not solved successfully due to stagnation); and 2 (the maximum number of iterations reached). For BBCPOP, its termination code has the following meaning: 1 or 2 (the problem is solved to required tolerance, y u 0 − y l 0 < δ or y u 0 − y l 0 < δ 1 max{|y u 0 |, |y l 0 |}, respectively) and 3 (the iteration is stopped due to minor improvements in valid lower bounds).
Randomly Generated Sparse POPs With Binary, Box,
and Complementarity Constraints In this section, we present experimental results on randomly generated sparse POPs of the form (10). The objective function f 0 (x ) = α ∈F c α x α was generated as follows. Its degree was fixed to 2, 3, 4, 5, 6, and 8. For the support suppf = F , we took
where V k (k = 1, . . . , ) were chosen from the two types of graphs, the arrow and chordal graphs, given in Section 3.2 (see Figure 1) . Each c α was chosen from the uniform distribution over [−1, 1] . I bin was set to N = {1, 2, . . . , n} (hence, I box = ∅) in Table 1 and ∅ (hence, I box = N ) in Table 2 . In each table, C was set to ∅ and a set of 2n elements randomly chosen from k=1 (V k × V k ), respectively. For all computations, the relaxation order ω was set to Tables 1 and 2 show the results on POPs with binary constraints and those with box constraints, respectively. We see that the lower bounds of the POP obtained by BBCPOP are comparable to, or better than, those by SDPNAL+. The computation time of BBCPOP is much smaller than SDPNAL+ in most instances. In some instances marked in bold font, BBCPOP could apparently compute tighter lower bounds than SDPNAL+ in shorter time.
In Table 1 , the number of iterations required for SDPNAL+ to converge varies from a few hundreds to more than 20,000. In particular, SDPNAL+ frequently failed to converge in 20,000 seconds, as the number of variables increases in some instances. Considering that SDPNAL+ ensures its (fast local) convergence under the nondegeneracy assumption in theory, those instances for which SDPNAL+ failed to converge are likely to be degenerate or nearly degenerate. BBCPOP, however, provided valid lower bounds for those instances in less than 20,000 seconds. Similar observations can be made for Table 2 , where no lower bounds and computational time were reported for SDPNAL+ in some instances.
For the ease of comparison, in Figures 2 and 3 , we plot the relative gap of the valid lower bounds computed by SPDNAL+ and BBCPOP (i.e., ) and the ratios of the execution times taken by SDPNAL+ to those by BBCPOP for the instances tested in Tables 1 and 2 , respectively. Note that in the plots, a positive value for the relative gap of the lower bounds means that BBCPOP has computed a tighter bound than SDPNAL+. We can observe that for the instances corresponding to C = ∅ in Table 1 (Figure 2 ), BBCPOP is a few times faster than SDPNAL+ in solving most of the instances, and it can be 10 to 20 times faster on a few of the large instances. However, for the instances corresponding to a randomly chosen C in Table 1 (see Figure 2 ), BBCPOP and SDPNAL+ have comparable efficiency in solving most of the instances. But for a few smaller instances, SDPNAL+ is 2 to 5 times faster, whereas for some other larger instances, BBCPOP is at least 10 to 20 times faster. Table 1 . Fig. 3 . Comparison of the computational efficiency between BBCPOP and SDPNAL+ for the instances (with I bin = ∅ and I box = {1, . . . , n}) in Table 2 . In Table 3 , we see that SDPNAL+ applied to the Lagrangian-DNN relaxation of QAP (25) shows inferior results compared with those obtained from BBCPOP. This is mainly because the Lagrangian-DNN relaxation is highly degenerate. BBCPOP, however, could solve such illconditioned problems successfully, which demonstrates the robustness of the BP algorithm for ill-conditioned COPs. As the numerical results in Yang et al. (2015) show that the AW+ formulation works well for SDPNAL+, it is used in the subsequent experiments on large-scale problems.
The results for large-scale QAPs are shown in Table 4 . For most problems, BBCPOP produced comparable lower bounds with SDPNAL+, whereas it terminated slightly faster than SDPNAL+ in many cases. We note that the original QAP is not in the form of (1) to which BBCPOP can be applied. The results in Table 4 , however, indicate that BBCPOP can solve the Lagrangian-DNN relaxations of very large scale QAPs with high efficiency. In addition to the numerical results reported earlier, we mention that new and improved lower bounds have been recently computed by Mittelmann using BBCPOP for the unknown minimum values of large scale QAP instances including tai100a and tai100b. See QAPLIB (Hahn and Anjos 2019) .
Finally, we note that various equivalent DNN relaxation formulations for QAPs have been proposed. The performance of the BP method and SDPNAL+ are expected to differ from one formulation to another. See Section 7 of for more numerical results and investigation on the differences in the formulations and the performance of the BP method and SDPNAL+.
CONCLUDING REMARKS
Given a BBC-constrained POP (1), BBCPOP provides a tight lower bound for its minimum objective value by computing an approximate solution (y 0 , Y 2 ) of the dual DNN problem (4) of its DNN relaxation problem (2). To compute an approximate solution of POP (1), additional techniques are necessary. A first technique is to solve the primal DNN relaxation problem (2), which contains useful information of the minimum solution of POP (1). We can effectively utilize the approximate dual optimal solution (y 0 , Y 2 ) obtained by BBCPOP to solve the primal DNN relaxation problem (2). This was discussed in Arima et al. (2017) but has not yet been implemented in the current version of BBCPOP. Another technique is the branch-and-bound method, which has been successfully used in many optimization software packages including SCIP (Gleixner et al. 2018; Vigerske and Gleixne 2018) . Combining BBCPOP with those software packages as a tool to provide a better bound at each branching step is an interesting topic for the future.
