ABSTRACT To reduce the influence of uncertain factors on the results of gearbox operation condition evaluation and fault diagnosis, and to improve the reliability and stability of gearbox operation, an improved dynamic uncertain causality graph (DUCG) fault diagnosis method is proposed by combining the qualitative and quantitative information obtained. In addition, to address the lack of objectivity of correlation variables in the dynamic uncertainty causal graph, the combination weighting method is used to reassign correlation variables. The sub-DUCGs of gear, bearing, shaft, and box are established and connected with a logic gate and conditional connection variables. The DUCG is used to diagnose the faults in the gearbox, and the effectiveness and rationality of the method are verified by comparing the probabilities of the maximum preselected events before and after the improvement. Because the combination weighting method only makes moderate modifications for different weights, the limitations of the diagnosis accuracy and the calculation of variable weights are discussed by choosing faults with different numbers of weights. The results show that the improved DUCG can more accurately identify root faults, and the growth rate of the probability of maximum pre-selected event increases with an increase in the number of weights.
I. INTRODUCTION
The gearbox is the most widely used transmission component in the transmission mechanisms of power and motion, and occupies the main position in the field of industrial production and engineering. Usually, the gearbox operates in complex working conditions, such as heavy load, varyingspeed, noise, etc., and sometimes it is non-stationary [1] - [3] . The occurrence of its faults has many characteristics, such as secondary, concurrent, concealment, randomness, and so on. The existence and occurrence of multiple faults become normal, and the impact on the system is more serious. If the gearbox fails, it may cause whole equipment to shut down, or even result in safety accidents. Research on the evaluation of gearbox operation conditions and fault diagnosis technology is helpful to improve the safety, reliability and stability of gearbox operation.
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Over the decades, vibration-based approaches have been employed in the field of fault diagnosis [4] . With scientific and technological advances, fault diagnosis technology has been gradually integrated with the latest scientific methods, resulting in many different diagnosis methods with higher accuracy and better adaptability, such as envelope demodulation [5] , wavelet transform [6] , [7] , blind source separation [8] , and so on. Some new theories and methods, such as mutual information [9] , rough set [10] , evidence theory [11] , [12] , support vector machine [13] , [14] , neural networks [15] , convolution neural networks [16] - [18] , deep learning [19] - [22] , ensemble learning [23] - [25] , and so on, have been effectively applied in fault feature selection and fault diagnosis. Because the ensemble learningbased approach combines multiple base learners, including random forests, classification and regression tree, recurrent neural networks, autoregressive model, adaptive networkbased fuzzy inference system, relevance vector machine, and elastic net, it can achieve better diagnosis and predictive performance in the prognostics and health management of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ equipments [26] . With the integration of sensor technology, dynamic testing technology and signal processing technology in the field of fault diagnosis, fault diagnosis technology has become a multi-theoretical, cross-disciplinary practice. In recent years, great progress has been made in gearbox fault diagnosis. Many intelligent fault diagnosis methods have been proposed for improving the accuracy of gearbox fault diagnosis. Most notably, Lei et al. [27] reviewed several methods of fault diagnosis of planetary gearboxes, such as modeling, signal processing, and intelligent diagnosis. Liang et al. [28] summarized dynamic modeling of gearbox faults and their applications. Wong et al. [29] proposed an intelligent simultaneous-fault diagnosis framework for gearbox by pairwise-coupled sparse Bayesian extreme learning committee machine. Saravanan and Ramachandran, [31] and Saravanan et al. [32] presented several gearbox fault diagnosis methods using discrete wavelet transform, artificial neural networks, fuzzy technique and decision tree. Zhao et al., [34] and Jing et al. [35] applied the deep residual networks, Kurtosis-guided local polynomial differentiator (KLPD), and convolution neural network into the fault diagnosis of gearbox. Ma et al. [36] , [37] presented a fault diagnosis method for rotating machinery based on scattering transform and least squares recursive projection twin support vector machine (LSPTSVM) to overcome the shortcomings of classical techniques which are noise sensitive in feature extraction and time consuming for training, and applied a deep residual learning to fault diagnosis of gearbox as well. Li et al. [38] proposed a deep random forest fusion method to improve fault diagnosis performance for gearboxes.
With the increasing complexity of equipment automation, traditional diagnostic techniques often require extensive mathematical calculation. Even though the results have high confidence, the process is time-consuming. Although most literature uses some common intelligent models to realize mechanical intelligent fault identification, in the era of big data, equipment faults are increasingly presented as coupling, uncertainty and concurrency. Due to the weak self-learning ability of the common intelligent model and the isolation required in feature extraction and model establishment, the fault recognition accuracy of common intelligent models is low and their generalization ability is weak [34] . The fault diagnosis method based on artificial neural network needs a lot of known sample data, and the accuracy and completeness of sample data directly affect the effect of fault diagnosis. The fault diagnosis method based on rough set theory has some defects, such as the non-uniqueness of knowledge reduction and the complexity of decision table itself, which limits the accuracy of fault diagnosis. The fault diagnosis method based on support vector machine theory has some problems, such as the selection of sample parameters and the completeness and representativeness of fault samples, which seriously affects the accuracy of fault diagnosis. How to measure the uncertainty of information and how to choose the optimal basic probability distribution function become the bottleneck of the successful application of gear box fault diagnosis method based on D-S evidence theory.
The production and operation of equipment are often hampered by uncertain knowledge. How to express and infer uncertain knowledge in the system has become the main focus and challenge in this field of research. The dynamic uncertain causality graph (DUCG) is a newly presented approach to graphically and compactly represent complex uncertain causalities, and perform probabilistic reasoning [39] . DUCG is able to compactly and graphically represent uncertainty causality in many cases, simplify graphics, outspread events based on evidence observed, and calculate the updated probabilities of the queries still of concern [40] . Also, DUCG relies less on the accuracy of parameters and the integrity of knowledge expression. For complex systems with low accuracy and incomplete knowledge expression, it can also achieve precise probability reasoning and has certain robustness. Zhang and Zhang [41] extends the DUCG methodology to deal with negative feedbacks, which is one of the most difficult problems in fault diagnosis, and predicts fault development online.
At present, DUCG has achieved some practical application results in nuclear power, the chemical industry, aerospace and other fields. As a theory that integrates various analytical methods, DUCG surpasses many diagnosis techniques using a single analytical method in the application of fault diagnosis, therefore having great research significance.
However, some variables in DUCG are too dependent on expert knowledge to consider the objectivity of statistical data. At the same time, it is difficult for experts to ensure that the knowledge acquired by individuals is sufficiently comprehensive, so the accuracy of diagnosis varies from person to person and lacks rationality. In this paper, the combination weighting method is used to re-assign variables in DUCG, and the limitations of diagnostic accuracy and variable weighting itself are discussed. The structure of the paper is as follows: Section II gives a brief introduction to the variables and reasoning process of DUCG; Section III builds a complete DUCG of a gearbox; Section IV discusses the combination weighting method; Section V uses DUCG to diagnose the faults of the gearbox, compares the changes of the maximum probability of pre-selected events before and after the improvement by using the combination weighting method, and discusses the influence of different weights on the improved method. Conclusions are given in Section VI.
II. DUCG VARIABLES AND REASONING PROCESS A. DUCG VARIABLE DESCRIPTION
DUCG is a method based on uncertain knowledge representation and reasoning. It consists of nodes and directed edges representing causality. Figure 1 is a schematic diagram of the DUCG. The graphs and symbols are defined as follows [41] .
B i is a basic variable or event in DUCG, which is usually represented by a rectangle. Subscript i is the number of the variable. The second subscript j is usually used to represent the state of the variable at a given time. Because B variables are the root cause variables and are usually used to represent the cause of other variables, such variables can have one or more outputs, but no inputs. In probabilistic reasoning, the prior probabilities of such variables are usually given in advance by statistical methods. In the case of less data, the prior probabilities of such variables can be given directly by experts according to the actual situation.
X n is a result variable or event in DUCG, usually represented by a circle. Subscript n is the number of the variable. The second subscript k is usually used to represent the state of the variable at a given time. Because X variables are used to represent the results caused by other variables, such variables have at least one input variable and can have one or more outputs.
G n is a logic gate variable or event in DUCG, usually represented by a semi-ellipse. Logical gate variables need at least two variables to be combined into a logical relationship, and the results of the combination of logical relations must be explained. Therefore, such variables have at least two inputs and one output.
D n is the default cause variable or event in DUCG, usually represented by a pentagon. Subscript n is the number of the variable. Because this variable represents the unknown cause of the occurrence of a state of its parent variable, the unknown cause cannot be explained by the existing knowledge, so this variable has only output and no input.
→ is a weighted action event variable in DUCG, denoted as F n;i . It represents the uncertain mechanism of action of the sub-variable V i to trigger the occurrence of the parent variable X nk under known conditions. is a conditional connection variable or event in DUCG, which means that when condition Z n;i is satisfied, the variable exists and is transformed into a weighted event variable. If condition Z n;i is not satisfied, the variable is deleted.
B. REASONING STEPS OF THE DUCG
DUCG uses the chain reasoning rule to expand the detected events along the logical causal chain to the root cause variable or event, i.e. a disjoint expression composed of a series of A, B and D variables and correlation degree r, as shown below.
The inference steps of DUCG are as follows:
1) SIMPLIFYING
According to the simplification rule and the circumcision hypothesis [39] , when abnormal evidence is received, the original DCUG can be simplified by repeatedly using the simplification rule. This process can reduce the redundancy of calculation and ensure the accuracy of calculation results.
2) SPLITTING AND DELETING
The purpose of splitting and deleting a complex DUCG is to divide it into multiple sub-DUCGs containing only one root cause event. If and only if the sub-DUCG can explain all the abnormal evidence, the sub-DUCG will be considered valid. Otherwise, the deletion process will not be considered.
3) UNFOLDING EVENT
The observed evidence in each sub-DUCG to be split expands to the root cause variable or event in turn along the logical connection of DUCG causal chain. Its basic logic is to express an uncertain causal relationship by independent random events, which is the core step of the DUCG reasoning rule.
4) CALCULATING PROBABILITY
Variables or events in DUCG are usually expressed in capital letters, and the corresponding lowercase letters are probability. When the specific data of each variable is obtained, it can be directly substituted into the result of event expansion; thus, the probability of the corresponding pre-selected event can be calculated.
The evidence received in DUCG can be divided into incomplete evidence and complete evidence. Incomplete evidence means that only when abnormal evidence is collected is it unfolded to obtain an approximate result H s k,j , and then the approximate result is modified with normal evidence (if it exists) to obtain the event unfolding result H s k,j under complete evidence.
When the number of variables in the hypothetical space is greater than 1, the modified results need to be ranked by state probability. The calculation formula of ranking probability is as follows:
Obviously, when there is only one variable in S H , the result of the ranking probability calculation can be directly obtained, that is h r k;j = 1. If the number of variables in S H is greater than 1, then according to the principle of maximum membership, the largest ranking root event is considered to be the root cause of abnormal occurrence of the current series of variables.
When the effective sub-graph is larger than one, the ranking probability h r k,j will be modified by the weight VOLUME 7, 2019 FIGURE 2. The gearbox experimental platform. coefficient α, which is related to the prior probability of each sub-graph in the hypothesis space.
After modifying the ranking probability of multiple subgraphs, according to the principle of maximum membership degree, the root event with the greatest posterior probability is considered as the root cause of the current anomaly of variables.
III. ESTABLISHING THE DUCG OF A GEARBOX
A. STATISTICAL ANALYSIS OF GEARBOX FAILURE DATA Fig. 2 is the gearbox experimental platform used. The structure of the gearbox varies with type and requirement, but its basic structure is generally composed of a box, shaft, gear, bearing and other parts. According to the test statistics, the failure proportion of the parts in the gearbox is shown in Table 1 .
The failure events of gears in the gearbox are analyzed statistically. The proportion of failure types is shown in Table 2 .
Based on the above statistical information, gear failure accounts for 60%, bearing 19%, and the remainder is the shaft and box. The knowledge base of a gearbox DUCG is divided into four sub-models of gear, bearing, shaft and box. Fifty-six variables are selected, including 38 X variables and 18 B variables. The state of X variables can be divided into several states in order to distinguish the severity of the fault. The state of B variables can be divided into two states, i.e. failure occurring and failure not occurring.
For different parts of gearbox, its sub-DUCG can be established. The X -type variable of each sub-graph is selected and the corresponding parent variables and sub-variables are connected, where the weighted event variables or conditional connection variables can be selected according to the specific situation. If logic gate variables are used in this process, the logical expressions of all states of each logic gate variable need to be given. For conditional connection variables, the conditions under which the function holds should be given.
B. ESTABLISHING THE DUCG OF GEAR
Specific definitions of variables and descriptions of their states in the gear are shown in Table 3 . Combining the actual causality between gear faults, the DUCG of the gear is established as shown in Figure 3 .
C. ESTABLISHING THE DUCG OF BEARING
Bearing is an indispensable basic component in rotating machinery. Bearing faults account for a large proportion of gearbox faults. Common bearing faults include wear, pitting, abrasion, gluing, burning bush, fatigue damage, and so on. Definitions of bearing variables and descriptions of various states are shown in Table 4 . The DUCG of bearing is established as shown in Figure 4 .
D. ESTABLISHING THE DUCG OF SHAFT
The shaft is mainly used to bear torsion and bending moment, support other rotating parts and transmit motion and power. Common faults of shaft system include unbalance, misalignment and bending, and so on. The failure of the shaft will directly cause a change in the gear meshing state. The specific definition of shaft variables and the description of each state are shown in Table 5 . The DUCG of the shaft is established and shown in Figure 5 .
E. ESTABLISHING THE DUCG OF BOX
Resonance is the common failure type of box. It can be divided into two failure modes, shell resonance and resonance modulation. It is usually stimulated by the excitation outside the box, which stimulates the natural frequency of the box and forms the resonance phenomenon of the box. Specific definitions of box variables and descriptions of each state are shown in Table 6 , and the established box DUCG is shown in Figure 6 . 
F. ESTABLISHING THE DUCG OF GEARBOX
Although the construction of four sub-DUCGs is completed independently, in fact, each sub-DUCG has certain relevance. For example, pitting and peeling of bearing inner, outer ring or rolling body will lead to the change of gear meshing state, which will produce certain meshing impact, and ultimately lead to gear teeth fracture failure. There are many similar causal transition relationships. After considering the relationship between variables, the DUCG of the gearbox is established as shown in Figure 7 .
Descriptions of logical gate variables and conditional join variables are shown in Table 7 -Table 11 .
IV. COMBINATION WEIGHTING METHOD
The combination weighting method takes full account of the advantages and disadvantages of subjective and objective weighting methods. It not only takes into account the sensitivity of decision-makers to the object of evaluation, it does not ignore the hidden rules in objective data [42] . The commonly used combination weighting methods are additive integration and multiplicative integration. Compared to the addition integration method, the multiplication integration method is a method with simple calculation and accurate weighting. Its formula is as follows:
where α h and β h are the subjective and objective weights of the hth evaluation factor, respectively. The steps of the combination weighting method are as follows:
(1) Obtain the subjective weight α h of each evaluation factor.
(2) The objective weight β h of each evaluation factor is obtained by using the entropy weight method.
(3) Multiplication integration method is used to combine subjective weight α h and objective weight β h to get the final weight W h .
The entropy weight method is a commonly used objective weighting method. Its principle is to measure the objective weight by the variability of the index. The implementation steps of the entropy weight method are as follows:
(1) Setting up a multi-index multi-state matrix R consisting of H evaluation factors and F evaluation states.
where r hf is the value of the hth evaluation factor in the f th evaluation state.
(2) Standardizing the data. The standardized evaluation matrix is R = r hf H ×F , where r hf is:
where max r h is the maximum value of the hth evaluation factor and min r h is the minimum value of the hth evaluation factor. (3) Calculating the entropy E h of each index.
γ hf In γ hf (9) where γ hf = r hf / (4) Calculating the entropy weight β h of each index.
V. FAULT DIAGNOSIS OF GEARBOX BASED ON IMPROVED DUCG A. FAULT DIAGNOSIS OF GEARBOX 1) SIMPLIFYING THE GEAR BOX DUCG
According to the constructed gearbox DUCG, the evidence received is as follows.
(1) Abnormal evidence:
(2) Normal evidence:
(3) Logical gate variables: Based on the received evidence, the original gearbox DUCG is simplified, as shown in Figure 8 . The yellow color in Figure 8 indicates that the variable is in an abnormal state, which is usually used to indicate that the state is abnormally low or that the variable is slightly abnormal, and a variable without a color indicates that the state of the variable is unknown.
It is not difficult to see that the three initial events B 2 , B 4 and B 8 in the simplified diagram of the fault can fully explain all the abnormal evidence; that is, there are three valid subDUCGs, as shown in Figure 9 .
2) UNFOLDING THE DUCG EVENTS a: UNFOLDING EVENT BASED ON B 2
Because E = ∅, E = E can be obtained, and because variable B 2 only has an abnormal state B 2,1 , the hypothesis space S H 1 = H 1,1 = B 2,1 can be obtained after ignoring all A variables and the degree of correlation. The results obtained by substituting the data are shown in Table 12 .
From Eq. (2) and (3), we can get h s 1,1 = 1 and h s 1,1 = 1. It is not difficult to see that there is only one preselected event in the hypothetical space in the sub-DUCG. In fact, the diagnosis result can be given directly without any calculation. Therefore, it can provide a certain timeliness for the diagnosis of some faults.
b: EVENT UNFOLDING BASED ON B 4
Suppose the space is S H 2 = H 2,1 , H 2,2 = B 4,1 , B 4,2 . The calculation results can be obtained and shown in Table  13 . 
c: EVENT UNFOLDING BASED ON B 8
The pre-selected event of variable B 8 has only one B 8,1 , i.e. the pre-selected event has been included in the result of each event expansion. Without any calculation, we know h
The fault has three valid sub-DUCGs. After calculating the sub-DUCGs, the ranking probability of each pre-selected event will be revised by the weight coefficient. The weight coefficients can be calculated and shown in Table 14 .
By combining the above three sub-DUCGs, the complete hypothesis space is S H = B 2,1 , B 4,1 , B 4,2 , B 8,1 , and the final correction result of the state sorting probability is: h According to the principle of maximum membership degree, B 4,1 is the maximum probability event that causes a series of variable anomalies; that is, B 4,1 can explain all abnormal evidence to the maximum extent. Table 15 lists the relevant statistical data of 931 cases of gear failure in a gearbox plant. A n;i denotes the causal event that the occurrence of the nth parent variable is caused by the occurrence of the ith child variable.
B. IMPROVED FAULT DIAGNOSIS BY COMBINATION WEIGHTING METHOD
In view of the above statistical data, Eq. (8) is used to standardize it, and the standardized data of failure causes are shown in Table 16 .
Based on the standardized data in Table 10 , the entropy weights E h and corresponding weights β h of each index are calculated by Eq. (9) and (10) respectively, as shown in Table 17 .
The multiplication integration method is used to combine the calculated objective weight and subjective weight. The subjective weight is the correlation degree of the DUCG. The combination weight is obtained and listed in Table 18 .
The combination weights are replaced in Section V-A and recalculated. To compare the changes of the pre-selected events before and after improvement, and to make the comparison results more intuitive and concise, a bar chart and polyline chart are used to compare the probability and cumulative probability of the pre-selected events in the fault, as shown in Figure 10 . VOLUME 7, 2019 FIGURE 10. Comparison of probability and cumulative probability before and after improvement.
FIGURE 11.
Comparison of probability and cumulative probability of pre-selected events.
It is not difficult to see from Figure 10 that the maximum pre-selected event h r 2,1 has a significant improvement after improvement (red). On the other hand, the result that h r 2,1 is a pre-selected event of priority concern has not changed.
It should be noted that under certain conditions, the effect of the combination weighting method may not be as obvious as that mentioned above. Here, a fault is taken as an example to illustrate this kind of fault. There are two valid sub-DUCGs for this kind of fault, E (I) and E (II) represent the complete evidence of two different sub-DUCGs respectively. After using Eq. (5) to modify the ranking probability, we can get,
It is easy to see that the revision factors of ranking probability are independent of the weight variables, before or after the improvement. This is because evidence E (I) and E (II) contain the same weight variables, regardless of the accuracy of objective data. Simply changing variables can not actually change the relationship between sub-graph evidence.
In order to avoid contingency and to prove the universal applicability of this method, different weights of the fault are re-selected, and the occurrence probability and cumulative probability of pre-selected events corresponding to different weights before and after improvement are calculated respectively, as shown in Figure 11 . Figure 11 (a) and (b) are figures comparing the occurrence probability and cumulative probability of six and seven weighted pre-selected events using the combination weighting method. It can be seen from the figure that, although the number of weights is different, the trends of the two figures are similar. The probability of the maximum pre-selected event has been increased to varying degrees. The probability of the maximum pre-selected event after the improvement is closer to 1 than it was before, which can better explain all the abnormal evidence. Figure 12 is a probability change diagram of the maximum pre-selected event corresponding to different weights. The red line (upper) represents the probability of the maximum pre-selected event after improvement, and the black line (lower) represents the probability of the maximum preselected event before improvement.
It is not difficult to see that when there is no weight variable in the evidence of the pre-selected event, the application of the combination weighting method will be limited, that is, there is no difference between the pre-improvement and the postimprovement. When the weight is 2, the probability before and after improvement does not change, and this particular situation has been explained above. With the gradual increase of weight, the complexity of fault diagnosis also increases. The combination weighting method is used to improve the fault diagnosis for better identification of the maximum preselected events.
The growth and growth rate of the maximum pre-selected events are shown in Figure 13 .
It can be seen from Figure 13 that with the increase of the number of weights, the growth rate of the maximum probability of pre-selected events also increases gradually. But at the sixth weight, the growth is not obvious, and even shows some regression. Comparing the growth rate, we can find that the growth rate of the sixth weight corresponds to the smaller cardinality of the maximum probability of pre-selected events, FIGURE 13. Growth and growth rate before and after improvement. VOLUME 7, 2019 and the change of the growth is smaller than that of other weights, but the growth rate of the maximum probability of pre-selected events increases with the increase in the number of weights. That is to say, for complex fault diagnosis with more weights under no special circumstances, the weights assigned by the combination weighting method can identify the greatest number of pre-selected events, so that the root cause of a series of faults can be more sensitively identified. The diagnosis results, including subjective and objective characteristics, can be given.
VI. CONCLUSIONS
Based on the DUCG theory, the sub-DUCGs of gear, bearing, shaft and box are respectively established. The sub-DUCGs are connected to a complete gearbox DUCG through logic gates and conditional connection variables. The weight of DUCG is re-assigned by the combination weighting method. The conclusions obtained are as follows:
1) The maximum pre-selected event is unchanged before and after the improvement, but the probability of the improved maximum pre-selected event is improved; that is, the fault diagnosis accuracy can be more sensitive to identify the root causes of a series of faults after the improvement. 2) Due to the limitations of the algorithm itself, when the evidence of the sub-DUCGs contains the same correlation variables, the simple change of r n;i variables cannot actually change the relationship between the evidence of each sub-DUCG. 3) Because the combination weighting method only aims to achieve moderate modification of weights -considering the relationship between the number of weights and the accuracy of diagnosis; when the faults with different weights are selected for analysis, the data shows that the growth rate of the maximum probability of pre-selected events in the hypothesis space gradually increases with an increase in the number of weights. XIAO-QING ZHOU received the B.S. degree in industrial engineering from the Jiangxi University of Science and Technology, China, in 2016, where he is currently pursuing the master degree in mechanical engineering. His research interests include reliability engineering and fault diagnosis. VOLUME 7, 2019 
