We give a new quantum circuit approximation of quantum multiplexors based on the idea of complexity theory oracles. As an added bonus, our multiplexor approximation immediately gives a quantum circuit approximation of diagonal unitary matrices.
For an explanation of the notation used in this paper, see Ref.
[1] Section 2.
Quantum multiplexors have proved themselves to be very useful as building blocks for quantum computing circuits. For a review of quantum multiplexors, see Ref.
[1] Section 3.
As shown in Ref. [2] , an R y (2)-multiplexor with N B controls can be compiled exactly using 2 N B CNOTs. 1 It is believed that this number of CNOTs is a lower bound. It is therefore of interest to find multiplexor approximations with a lower CNOT count. Various multiplexor approximations have been considered before [3] . The goal of this paper is to give a new multiplexor approximation based on the idea of complexity theory oracles. As we shall see, any multiplexor approximation immediately gives an approximation of diagonal unitary matrices. Diagonal unitary matrices of dimension 2 N B can also be compiled exactly using about 2 N B CNOTs [2] , and this number is believed to be a lower bound.
Consider an arbitrary R y (2)-multiplexor whose target qubit is labelled τ and whose N β control qubits are labelled β = (β N β −1 , . . . , β 1 , β 0 ).
for some θ b ∈ R. In the above, we define
. Also, P 0 = |0 0| = n = 1−n and P 1 = |1 1| = n, where n is the so called "number operator". In Eqs. (1), we've expressed M in 3 equivalent forms, the exponential, sum and product forms. The equivalence of these forms is readily established by applying | b β to the right hand side of each form. Note that we can "pull" the b sum out of the exponential, but only if we also pull out the projector P b . Now we add a set of N α ancilla qubits labelled α = (α 1 , α 2 , . . . , α Nα ). For each b, the angle θ b can be expressed approximately, to a precision of N α fractional bits, and this information can be stored in the qubits α.
where a b,k ∈ Bool, then
We will use the following evocative notation for the finite series:
Substituting Eqs. ( 4) into Eq. (3), and then using the resulting expression for θ b |0 α in the definition Eq.(1) for M, gives:
where
Ω( α) is a product of N α "standard quantum oracles" Ω(α k ). 2 For example, if N α = 2 and N β = 2 with θ 00 = 2π0.01 θ 01 = 2π0.11 θ 10 = 2π0.10 θ 11 = 2π0.00
then Fig.1 is an example, expressed in circuit form, of the multiplexor approximation that we hath wrought. Next, consider a diagonal unitary matrix D acting on qubits β:
for some θ b ∈ R. By adding an ancilla target qubit τ , we can express D in terms of an R z (2)-multiplexor:
An oracular approximation of D follows immediately from this and the oracular multiplexor approximation.
In general, if a classical algorithm of polynomial complexity is known for calculating θ b given b, then one can construct from this classical algorithm standard quantum oracles {Ω(α k )} ∀k , of polynomial complexity. However, if no such classical algorithm of polynomial complexity is known, none may exist. If none exists, the standard quantum oracles Ω(α k ) have exponential complexity.
An upper bound on the error of our oracular multiplexor approximation is easily obtained. Let
Then
To go from Eq.(13a) to Eq.(13b), we used the inequality |1 − e ix | = 2| sin | ≤ |x| for x ∈ R. Almost the same string of inequalities can be used to upper bound the error in our oracular multiplexor approximation. Let M be the multiplexor of Eq.(1) with the exact θ b , andM the multiplexor with the approximate θ b (to a precision of N α fractional bits). Using the matrix 2-norm 3 , we get
Above, we used the fact that M = σ Y (τ ) = 1 as is the case for any unitary matrix.
