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THE HURWITZ-TYPE THEOREM FOR THE REGULAR
COULOMB WAVE FUNCTION VIA HANKEL DETERMINANTS
A´RPA´D BARICZ AND FRANTISˇEK SˇTAMPACH
Abstract. We derive a closed formula for the determinant of the Hankel matrix
whose entries are given by sums of negative powers of the zeros of the regular
Coulomb wave function. This new identity applied together with results of Grom-
mer and Chebotarev allows us to prove a Hurwitz-type theorem about the zeros of
the regular Coulomb wave function. As a particular case, we obtain a new proof of
the classical Hurwitz’s theorem from the theory of Bessel functions that is based on
algebraic arguments. In addition, several Hankel determinants with entries given
by the Rayleigh function and Bernoulli numbers are also evaluated.
1. Introduction
The Bessel functions as well as the Coulomb wave functions belong to the very
classical special functions that appear frequently at various places in mathematics
and physics. Since the regular Coulomb wave function represents a generalization
of the Bessel function of the first kind, its properties are often reminiscent to the
respective properties of the Bessel function. On the other hand, not all methods
applicable to Bessel functions admit a straightforward generalization to the case of
Coulomb wave functions.
A significant part of the research on Bessel functions and their generalizations is
devoted to the study of their zeros. Naturally, methods of mathematical, in particular,
complex analysis turn out to be the very well suited techniques in the analysis of the
zeros that prove their usefulness many times during the last century. However, one
of the main aim of this article is to stress the importance of linear algebra in the
analysis of zeros of entire functions. By using primarily linear algebraic techniques,
we prove a theorem on the reality and the exact number of possible complex zeros
of the regular Coulomb wave function. The proof consists of two main ingredients.
First, with the aid of certain properties of a particularly chosen family of orthogonal
polynomials which is intimately related to the Coulomb wave function and was studied
in [27], we evaluate the determinant of the Hankel matrix whose entries are given
by sums of negative powers of the zeros. Second, we combine the formula for the
Hankel determinant with general results of Grommer [8] and Chebotarev [29], which
straightforwardly yields the desired goal.
The obtained result generalizes the well-known theorem of Hurwitz about the ze-
ros of the Bessel function of the first kind; see Theorem 12 below for its formulation.
Consequently, the present approach provides an alternative proof of this classical re-
sult, which is rather algebraic and simple. Let us remark that the original proof from
Hurwitz [14], based on the connection between Lommel polynomials and Bessel func-
tions, need not be easy to read nowadays since the modern terms were not introduced
in his time. In addition, the original proof contained some gaps that were corrected
later by Watson [30]. Nonetheless, the Hurwitz’s result was very influential and many
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other proofs were found; see, for example, the articles of Hilb [10], Obreschkoff [23],
Po´lya [25], Hille and Szego˝ [11], Peyerimhoff [24], Runckel [26], and Ki and Kim [17].
Let us also point out that the methods developed in the papers cited above seem
not to be readily applicable to the case of the Coulomb wave function treated here.
A reason for this can be that, unlike Lommel polynomials, no explicit expression
for the coefficients of the orthogonal polynomials associated with the Coulomb wave
function is known. Rather than that, only a recurrence relation for these coefficients
is available, see [27, Prop. 10].
The main results of this paper are Theorems 1 and 11, and the paper is organized
as follows. In Section 2, we briefly recall necessary definitions and basic properties of
the regular Coulomb wave function and an associated spectral zeta function which,
in a special case, simplifies to the well-known Rayleigh function.
In Section 3, we prove a closed formula for the determinant of the Hankel matrix
whose entries are given by the zeta function associated with the regular Coulomb wave
function. As a corollary, we obtain formulas for determinants of two Hankel matrices
with entries given by the Rayleigh function. These two Hankel determinants can
be viewed as two particular instances of a more general Hankel matrix. Although
no simple formula for the determinant of this more general matrix is expected, we
provide some partial results on the account of its evaluation. Yet another corollary
on some Hankel determinants with Bernoulli and Genocchi numbers is presented.
Finally, as an application of the main result of Section 3 and the results of Grommer
and Chebotarev, we prove the Hurwitz-type theorem for the zeros of the regular
Coulomb wave function in Section 4.
2. The regular Coulomb wave function and the associated zeta
function
Recall that regular and irregular Coulomb wave functions, FL(η, ρ) and GL(η, ρ),
are two linearly independent solutions of the second-order differential equation
d2u
dρ2
+
(
1−
2η
ρ
−
L(L+ 1)
ρ2
)
u = 0,
see, for instance, [1, Chp. 14]. The function FL(η, ρ) admits the decomposition [1,
Eqs. 14.1.3 and 14.1.7]
FL(η, ρ) = CL(η)ρ
L+1φL(η, ρ), (1)
where
CL(η) :=
2Le−πη/2 |Γ(L+ 1 + iη)|
Γ(2L+ 2)
,
and
φL(η, ρ) := e
−iρ
1F1(L+ 1− iη; 2L + 2; 2iρ). (2)
The confluent hypergeometric function 1F1 is defined by the power series [1, Chp. 13]
1F1(a; b; z) :=
∞∑
n=0
(a)n
(b)n
zn
n!
,
for a, b, z ∈ C, such that b /∈ −N0, where the Pochhammer symbol (a)0 = 1 and
(a)n = a(a+ 1) . . . (a+ n− 1), for n ∈ N. Here and below, N is the set of all positive
integers and N0 := {0} ∪N.
For the particular values of parameters, L = ν − 1/2 and η = 0, one gets [1, Eqs.
14.6.6 and 13.6.1]
Fν−1/2(0, ρ) =
√
πρ
2
Jν(ρ)
3and
φν−1/2(0, ρ) = e
−iρ
1F1(ν + 1/2; 2ν + 1; 2iρ) = Γ(ν + 1)
(
2
ρ
)ν
Jν(ρ), (3)
where Jν is the Bessel function of the first kind. From this point of view, the reg-
ular Coulomb wave function represents a one-parameter generalization of the Bessel
function of the first kind.
One can see from (1) that, with the possible exception of the origin, the zeros of
FL(η, ·) are the same as of φL(η, ·). If L /∈ −(N + 1)/2, the function φL(η, ·) is well-
defined for all η ∈ C. Even for L ∈ −(N+ 1)/2, the function φL(η, ·) is well-defined,
if we additionally require iη ∈ Z and L + 2 + iη ≤ 0, in which case the confluent
hypergeometric series in (2) is terminating. In general, the function FL(η, ρ) can be
continued analytically to the complex values of all variables L, η, and ρ; the interested
reader is referred to [7, 13, 28].
As one can readily verify by using the Taylor coefficients of the confluent hyperge-
ometric function in (2), φL(η, ·) is an entire function of order 1 for L /∈ −(N + 1)/2
and η ∈ C. Consequently, the series
ζL(k) :=
∞∑
n=1
1
ρkL,n
,
where ρL,1, ρL,2, . . . are the zeros of φL(η, ·), is absolutely convergent for k ≥ 2,
L /∈ −(N+ 1)/2, and η ∈ C. Here we use the notation from [27] where ζL is referred
to as the spectral zeta function since the zeros of φL(η, ·) are eigenvalues of a certain
Jacobi operator. Although ζL as well as ρL,n depend also on η, the dependence is not
explicitly designated for brevity.
Let us remark that ζL(k) is a polynomial in η and a rational function in L with
singularities in the set −(N+ 1)/2, as it can be seen from the recurrence relation
ζL(2) =
1
2L+ 3
(
1 +
η2
(L+ 1)2
)
(4)
and
ζL(k + 1) =
1
2L+ k + 2
(
2η
L+ 1
ζL(k) +
k−2∑
l=1
ζL(l + 1)ζL(k − l)
)
, k ≥ 2, (5)
see [27, Eqs. (78) and (79)] or [2, Eq. (2.18)].
In the special case of L = ν − 1/2 and η = 0, one has
ζν−1/2(k) =
∑
n∈Z\{0}
1
jkν,n
, (6)
where jν,1, jν,2, . . . are the zeros of Jν for which either Re jν,n > 0 or Im jν,n > 0, if
Re jν,n = 0. The remaining zeros are jν,−n := −jν,n, for n ∈ N, which follows from
the fact that that the function ρ 7→ ρ−νJν(ρ) is even and the origin is not a zero.
Consequently, for k ∈ N, one gets
ζν−1/2(2k + 1) = 0 (7)
and
ζν−1/2(2k) = 2σ2k(ν) = 2
∞∑
n=1
1
j2kν,n
, (8)
where σ2k(ν) is the Rayleigh function of order 2k introduced by Kishore in [18].
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3. Hankel determinants
For L /∈ −(N+ 1)/2, η ∈ C, and n ∈ N, we define the Hankel matrix
Hn(L, η) :=


ζL(2) ζL(3) . . . ζL(n+ 1)
ζL(3) ζL(4) . . . ζL(n+ 2)
...
...
. . .
...
ζL(n+ 1) ζL(n+ 2) . . . ζL(2n)

. (9)
By making use of the properties of a particular family of orthogonal polynomials
associated with the regular Coulomb wave function studied in [27], we may deduce a
simple formula for the determinant of Hn(L, η).
Theorem 1. For L /∈ −(N+ 1)/2, η ∈ C, and n ∈ N, one has
detHn(L, η) =
n−1∏
k=0
1
(2L+ 2n− 2k + 1)2k+1
(
1 +
η2
(L+ n− k)2
)k+1
. (10)
Proof. The proof is based on the well-known relation between the recurrence coeffi-
cients from the three-term recurrence for a family of orthogonal polynomials and the
determinant of the corresponding moment Hankel matrix. Namely, we use that for
the orthogonal polynomials generated by the recurrence
pn+1(z) = (z − bn)pn(z)− anpn−1(z), n ∈ N, (11)
with the initial conditions p−1(z) = 0 and p0(z) = 1, it holds
∆n =
n−1∏
m=1
m∏
j=1
aj, n ∈ N, (12)
where
∆0 := 1, ∆n := det
[
L
(
zi+j
)]n−1
i,j=0
, n ∈ N,
and L is the corresponding normalized moment functional; see [5, Chp. I, Thm. 4.2(a)].
To obtain the formula from the statement, we make use of the particular family
of orthogonal polynomials studied in [27], for which the moment Hankel matrix coin-
cides with Hn(L, η) up to an unimportant multiplicative factor. These polynomials
satisfies (11) with
an =
(n+ L+ 1)2 + η2
(n+ L+ 1)2(2n+ 2L+ 1)(2n + 2L+ 3)
, bn = −
η
(n+ L+ 1)(n + L+ 2)
,
(13)
and the corresponding moment sequence is given by
L (zn) =
ζL(n+ 2)
ζL(2)
, n ∈ N0,
see [27, Rem. 19]. Consequently, by taking (12) into account, one gets
detHn(L, η) = (ζL(2))
n
n−1∏
m=1
m∏
j=1
aj , n ∈ N. (14)
Now, it suffices to use (4) and (13) to deduce the formula from the statement. 
Remark 2. The functions ζL(n), for n ≥ 2, appear as coefficients in the power series
expansion of the logarithmic derivative of φL(η, ρ) with respect to ρ, see, for example,
the first unlabeled equation above [27, Eq. (77)]. As a consequence, Theorem 1 could
be equivalently proved by using the connection between the Hankel determinant (9)
and the known coefficients from the continued fraction expansion of the logarithmic
derivative of φL(η, ρ), see [16, Thm. 7.14] and [3]. On the other hand, one may observe
5by comparing the formula in [16, Eq. 7.2.18a] with [5, Chp. I, Thm. 4.2(a)] that
the coefficient k1 from the continued fraction expansion in [16, Eq. 7.2.16] actually
coincides with ζL(2) and kn coincides with an−1 from (13) for n ≥ 2. By using [16,
Eq. 7.2.29], one arrives at (14) again.
As a corollary of Theorem 1, we compute determinants of two Hankel matrices
with entries given by the Rayleigh function of even order. For this purpose, we define
H(ℓ)n (ν) :=


σ2ℓ+2(ν) σ2ℓ+4(ν) . . . σ2n+2ℓ(ν)
σ2ℓ+4(ν) σ2ℓ+6(ν) . . . σ2n+2ℓ+2(ν)
...
...
. . .
...
σ2n+2ℓ(ν) σ2n+2ℓ+2(ν) . . . σ4n+2ℓ−2(ν)

,
for n ∈ N, ℓ ∈ N0, and ν /∈ −N.
Corollary 3. For n ∈ N, ν /∈ −N, and ℓ ∈ {0, 1}, one has
detH(ℓ)n (ν) = 2
−2n(n+ℓ)
2n+ℓ−1∏
k=1
(ν + k)k−2n−ℓ . (15)
Proof. By taking the particular parameters L = ν−1/2 and η = 0 in (9) and using (6),
(7), and (8), one sees that the (i, j)-th element of the matrix Hn(ν− 1/2, 0) coincides
with 2σi+j(ν), if the parity of i and j is the same, while it vanishes, if the parity
of i and j is different. The latter observation and simple manipulations with the
determinants, see for example [12, Lem. 1.34], yield the identities
detH2n+1(ν − 1/2, 0) = 2
2n+1 detH
(0)
n+1(ν) detH
(1)
n (ν), (16)
and
detH2n(ν − 1/2, 0) = 2
2n detH(0)n (ν) detH
(1)
n (ν), (17)
for n ∈ N.
From (16) and (17), one deduces that
detH(0)n (ν) =
detH2n−1(ν − 1/2, 0)
2 detH2n−2(ν − 1/2, 0)
detH
(0)
n−1(ν)
and
detH(1)n (ν) =
detH2n(ν − 1/2, 0)
2 detH2n−1(ν − 1/2, 0)
detH
(1)
n−1(ν),
for n ≥ 2, which further implies that
detH(0)n (ν) = σ2(ν)
n∏
k=2
detH2k−1(ν − 1/2, 0)
2 detH2k−2(ν − 1/2, 0)
(18)
and
detH(1)n (ν) = σ4(ν)
n∏
k=2
detH2k(ν − 1/2, 0)
2 detH2k−1(ν − 1/2, 0)
,
for n ∈ N. At this point, one can use Theorem 1 and the well-known formulas
σ2(ν) =
1
4(ν + 1)
and σ4(ν) =
1
16(ν + 1)2(ν + 2)
, (19)
which can be computed, for example, from (4) and (5), to verify the formulas from
the statement.
Alternatively, one can use (14) which particularly reads
detHn(ν − 1/2, 0) = (2σ2(ν))
n∆n, n ∈ N,
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together with the identity
∆n+1
∆n
=
n∏
j=1
aj ,
as it follows from (12), to rewrite the right-hand side of (18) getting
detH(0)n (ν) = (σ2(ν))
n
n∏
k=2
2k−2∏
j=1
aj , n ∈ N.
Here aj is given by (13) where L = ν − 1/2 and η = 0, i.e.,
detH(0)n (ν) = (σ2(ν))
n
n∏
k=2
2k−2∏
j=1
1
4(ν + j)(ν + j + 1)
, n ∈ N.
Analogically, one shows that
detH(1)n (ν) = σ4(ν) (σ2(ν))
n−1
n∏
k=2
2k−1∏
j=1
1
4(ν + j)(ν + j + 1)
, n ∈ N.
Finally, recalling (19), simple algebraic manipulations yield the identities from the
statement. 
Remark 4. An incorrect formula for detH
(0)
n (ν) appeared earlier in [31, Thm. 1].
To obtain the correct formula, one should write σ
(k+j−1)
ν instead of σ
(k+j+1)
ν and
2−(n+1)(2n+1) instead of 2(n+1)(2n+1) in the identity therein.
Remark 5. The identity (15) is no longer true if ℓ ≥ 2. We do not have a formula
for detH
(ℓ)
n (ν) for general ℓ ∈ N0. Nevertheless, in principle, the determinant can
be computed recursively for a fixed ℓ. Indeed, with the aid of the Desnanot–Jacobi
identity, one gets
detH
(ℓ)
n+1(ν) detH
(ℓ+2)
n−1 (ν) = detH
(ℓ+2)
n (ν) detH
(ℓ)
n (ν)−
(
detH(ℓ+1)n (ν)
)2
, (20)
for ℓ ∈ N0 and n ≥ 2. Observe that (20) is a first-order difference equation in n
for detH
(ℓ+2)
n (ν), which can be readily solved. If we temporarily denote d
(ℓ)
n :=
detH
(ℓ)
n (ν) and ignore for a while a possible division by zero, then the solution of the
difference equation (20) is given by a somewhat cumbersome formula
d(ℓ+2)n = d
(ℓ)
n+1

 σ2ℓ+6(ν)
σ2ℓ+2(ν)σ2ℓ+6(ν)− σ
2
2ℓ+4(ν)
+
n∑
k=2
(
d
(ℓ+1)
k
)2
d
(ℓ)
k d
(ℓ)
k+1

, n ∈ N.
On the other hand, it is not difficult to use (20) and Corollary 3 in order to verify
that the Hankel determinants for ℓ = 2, 3 read
detH(2)n (ν) = 2
−2n(n+2)(n + 1)(n+ ν + 1)
2n+1∏
k=1
(ν + k)k−2n−2 (21)
and
detH(3)n (ν) = 2
−2n(n+3)
2n+2∏
k=1
(ν + k)k−2n−3
×
1
6
(n+ 1)(n + 2)(n + ν + 1)(n + ν + 2)
[
2n2 + 6n + 3 + ν(2n+ 3)
]
.
7Remark 6. Besides the obvious positivity of detH
(ℓ)
n (ν) for n ∈ N, ℓ ∈ {0, 1}, and
ν > −1, one can also use the formula (15) to prove that detH
(ℓ)
n (ν), as function of ν,
is completely monotone for ν > −1, with n ∈ N and ℓ ∈ {0, 1} fixed. This can be
easily checked by using the fact that a product of completely monotone functions is
a completely monotone function. Similarly, one can use (21) to verify the complete
monotonicity of detH
(2)
n (ν) for ν > −1, with n ∈ N fixed. It seems that the same
holds true even for ℓ ≥ 3, however, the verification would require a more sophisticated
analysis.
At last, we formulate yet another corollary which is obtained by even more special
choice of parameters taking η = 0 and either L = 0 or L = −1. Recall that σ2n(±1/2)
can be expressed in terms of even values of Riemann zeta function, which, in its turn,
can be evaluated with the aid of Bernoulli numbers. Namely, one has [18, Eqs. (4)
and (5)]
σ2n
(
1
2
)
=
ζ(2n)
π2n
= (−1)n+1
22n−1
(2n)!
B2n, n ∈ N, (22)
and
σ2n
(
−
1
2
)
=
(
22n − 1
) ζ(2n)
π2n
= (−1)n
22n−2
(2n)!
G2n, n ∈ N, (23)
where Gn = 2(1− 2
n)Bn are the Genocchi numbers.
The special case of Corollary 3 yields formulas for determinants of Hankel matrices
with entries given by either B2n+2ℓ/(2n + 2ℓ)! or G2n+2ℓ/(2n + 2ℓ)! for ℓ ∈ {0, 1}.
Formulas for determinants of Hankel matrices with entries given just by B2n+2ℓ, for
ℓ ∈ {0, 1}, can be found in [19, Eqs. (3.59) and (3.60)]. The determinant of the
Hankel matrix with entries given by G2n can be deduced from [6, Eq. (3.12)].
Corollary 7. For all n ∈ N and ℓ ∈ {0, 1}, one has
det
(
B2j+2i+2ℓ−2
(2j + 2i+ 2ℓ− 2)!
)n
i,j=1
= (−1)nℓ2−n(4n+4ℓ−1)
2n+ℓ−1∏
k=1
(
k +
1
2
)k−2n−ℓ
(24)
and
det
(
G2j+2i+2ℓ−2
(2j + 2i+ 2ℓ− 2)!
)n
i,j=1
= (−1)n(ℓ+1)2−n(4n+4ℓ−2)
2n+ℓ−1∏
k=1
(
k −
1
2
)k−2n−ℓ
.
(25)
Proof. First, observe that if Hn and H˜n are two Hankel matrices with (Hn)i,j =
hi+j and (H˜n)i,j = h˜i+j such that hm = α
mh˜m, for some α ∈ C, then Hn =
Dn(α)H˜nDn(α), where Dn(α) = diag(α,α
2 . . . , αn). In particular, one has detHn =
αn(n+1) det H˜n.
By using the above observation together with (22) and (23), one obtains
det
(
B2j+2i+2ℓ−2
(2j + 2i+ 2ℓ− 2)!
)n
i,j=1
= (−1)nℓ2−n(2n+2ℓ−1) detH(ℓ)n
(
1
2
)
and
det
(
G2j+2i+2ℓ−2
(2j + 2i+ 2ℓ− 2)!
)n
i,j=1
= (−1)n(ℓ+1)2−n(2n+2ℓ−2) detH(ℓ)n
(
−
1
2
)
,
for n ∈ N. Now, it suffices to apply Corollary 3. 
Remark 8. For ℓ = 0, the formula (24) is a correct version of the expression that
appeared in [31, Cor. 2]. In addition, it shows that the determinant ∆′m considered
in [22, Ex. 3] is indeed positive for all m ∈ N.
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Remark 9. It might be also of interest that both determinants (24) and (25) are equal
to a reciprocal value of an integer which is easy to check.
4. An application to the zeros of the regular Coulomb wave function
In [27, Prop. 13], it was proved that the zeros of φL(η, ·) are all real if −1 6= L >
−3/2 and η ∈ R \ {0} or L > −3/2 and η = 0. This was also observed earlier
by Ikebe [15] for integer values of L (which is an unnecessary restriction). As an
application of Theorem 1 combined with general results due to Grommer [8] and
Chebotarev [29], we can provide an alternative proof of the above statement and,
moreover, complement it by adding an information on the exact number of complex
zeros of the regular Coulomb wave function.
For this purpose, we recall the results of Grommer and Chebotarev in a special
form adjusted to the situation concerning the entire functions of order 1, which is
the case of interest here. Chebotarev generalized the theorem of Grommer which,
in its turn, is a generalization of an analogous statement known for polynomials
and attributed to Hermite [9]. For further research on this account, the reader may
also consult [4, 20, 21]. Some of these classical results were recently rediscovered by
Kytmanov and Khodos [22] not mentioning the references [8, 29].
Theorem 10. Let f be an entire function of order 1 with real Taylor coefficients.
Denote
D−1 := 1 and Dn := det (si+j)
n−1
i,j=0 , for n ∈ N0,
where
sk :=
∞∑
j=1
1
zk+2j
, k ∈ N0,
and z1, z2, . . . are the zeros of f . Then the following statements hold true.
i) (Grommer) All the zeros of f are real if and only if Dn > 0 for all n ∈ N0.
ii) (Chebotarev) If the sequence {Dn−1Dn}n∈N0 contains exactlym negative num-
bers, then the function f has m distinct pairs of complex conjugate zeros and
an infinite number of real zeros.
Now we are ready to prove the following statement.
Theorem 11. Suppose η, L ∈ R. The the following claims hold true.
i) If −1 6= L > −3/2 for η 6= 0 and L > −3/2 for η = 0, then all zeros of
FL(η, ·) are real.
ii) If L < −3/2 and L /∈ −N/2 for η 6= 0 and L /∈ −N − 1/2 for η = 0,
then FL(η, ·) has ⌊−L− 1/2⌋ distinct pairs of complex conjugate zeros and an
infinite number of real zeros.
Proof. Recall that the zeros of FL(η, ·) are the same as the zeros of φL(η, ρ) with the
possible exception of the origin as it follows from (1). We apply Theorem 10 to the
function f(ρ) := φL(η, ρ) which is entire of order 1.
It is by no means obvious from (2) that the Taylor coefficients of f are real for
η, L ∈ R. To see that this is indeed the case, one can apply the Kummer transform
[1, Eq. 13.1.27]
1F1(a; b; z) = e
z
1F1(b− a; b;−z), a, b, z ∈ C, b /∈ −N0,
in (2). This shows that f(ρ) = f(ρ), and hence the assumptions of Theorem 10 are
fulfilled.
Denote Dn := detHn+1(L, η) for n ∈ N0. It is obvious from the identity (10) that,
for −1 6= L > −3/2 and η 6= 0, Dn > 0 for all n ∈ N0. If η = 0, then by (16) and (17),
Dn is equal to the product of the expressions given in (15) where ν = L+1/2. It can
9be readily checked that both these expressions are positive for L > −3/2 and so the
value L = −1 need not be excluded in this special case. In total, the claim (i) follows
from the part (i) of Theorem 10.
Further, it follows from (10) that
Dn−1Dn =
1
2L+ 2n+ 3
(
1 +
η2
(L+ n+ 1)2
)
×
n−1∏
k=0
1
(2L+ 2n− 2k + 1)4k+4
(
1 +
η2
(L+ n− k)2
)2k+3
,
(26)
for η 6= 0, L /∈ −(N + 1)/2, and n ∈ N0. Similarly as above, in the particular case
when η = 0, φL(0, ρ) is to be understood as the Bessel function in the sense of (3), and
the negative integer values of L need not be excluded. In this case, the formula (26)
takes the form
Dn−1Dn =
1
2L+ 2n+ 3
n−1∏
k=0
1
(2L+ 2n− 2k + 1)4k+4
, (27)
and holds true for L /∈ −N− 1/2 and n ∈ N0. Recall that, in (26) and (27), D−1 = 1
and the empty product is set 1 by definition. In any case, it is clear from (26) and (27)
that the sign of Dn−1Dn equals the sign of the factor 2L + 2n + 3. Consequently,
the number of negative elements in {Dn−1Dn}n∈N0 coincides with the the number of
elements of the set {n ∈ N0 | 2L + 2n + 3 < 0}. This observation together with the
part (ii) of Theorem 10 implies the claim (ii) and the statement is proved. 
Apart from the claim on the purely imaginary zeros, the particular case of Theo-
rem 11 with η = 0 and L = ν− 1/2 implies Hurwitz’s theorem about the zeros of the
Bessel function of the first kind, which can be formulated as follows.
Theorem 12 (Hurwitz). Then following statements hold true.
i) If ν > −1, then all zeros of Jν are real.
ii) If −2s − 2 < ν < −2s − 1 for s ∈ N0, then Jν has 4s + 2 complex zeros, of
which two are purely imaginary.
iii) If −2s− 1 < ν < −2s for s ∈ N, then Jν has 4s complex zeros, of which none
are purely imaginary.
Remark 13. The occurrence of a pair of purely imaginary zeros seems to be a special
feature of the Bessel function. No similar phenomenon was observed in the general
case of the Coulomb wave function. The latter statement, however, is based on
numerical experiments only. For instance, with the aid of Wolfram Mathematica 11,
we found the following numerical values for the non-real zeros of φL(3/2, ·):
0.1500 ± i0.2520, for L = −7/4,
−0.2147 ± i0.8230, 0.5887 ± i0.4090, for L = −11/4,
−0.8719 ± i1.2916, 0.3538 ± i1.2646, 1.1374 ± i0.5345, for L = −15/4.
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