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• Accommodation : La poursuite de l’objectif fixé sans remettre en cause ses 
corrections et l’annulation de défauts (compensation, ajustement…) [BLA01]. 
• Complexité des algorithmes : C’est l’étude de l’efficacité comparée des 
algorithmes. On mesure ainsi le temps et aussi l’espace nécessaire à un 
algorithme pour résoudre un problème. Cela peut se faire de façon 
expérimentale ou formelle [CAR08]. 
• Défaillance: L’interruption permanente de la capacité du système à remplir 
une fonction requise dans les conditions d’opérations spécifiées [ISE97b]. 
• Défaut: Le terme faute ou défaut est généralement défini comme un écart non 
permis d’au moins une propriété ou d’un paramètre caractéristique du 
système par rapport au comportement  nominal. [ISE97b]. 
• Détection: La détermination de la présence de défauts et de l’instant de leurs 
occurrences [ISE97b]. 
• Diagnostic: La détermination du type, de la taille, de la localisation et de 
l'instant d'occurrence d'un défaut, il suit la détection de défauts et inclut 
l'isolation et l'identification [ISO97] [SOR97]. 
• Disponibilité : L’aptitude d’un système à fonctionner lorsqu’on le sollicite 
[ASS02].  
• Fiabilité : L’aptitude d’un système à accomplir sa mission pendant une 
période donnée et dans des conditions données d’utilisation [ASS02]. 
• Identification: La détermination de la taille et du comportement temporel 
d’un défaut. [SOR97]. 
• Isolation: La détermination du type, de la localisation et de l’instant 
d’occurrence d'un défaut [ISE97b]. 
• Isolation du point de vue structurelle : La distinction entre les fautes. 
• Reconfiguration : La poursuite de la mission d’un système de commande en 
reconfigurant la loi de commande ou l’objectif [BLA01].  
• Résidu: le signal ponctuellement indicateur de défaut. Il reflète la cohérence 
des données vis-à-vis du modèle comportemental du système [AKH04]. 
• Supervision : La surveillance d’un système physique et prise de décision 
appropriée en vue de maintenir son fonctionnement lors de l’apparition de 
défaut [THY99]. 
• Sûreté c’est l’aptitude d’un système à respecter l’utilisateur et son 
environnement [ASS02]. 
•  Surveillance: La tâche continue réalisée en temps réel, de détermination de 
l’état d’un système physique qui consiste en l’enregistrement de l’information 
ainsi qu’en la reconnaissance et l’indication des anomalies du comportement 
[THY99]. 
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INTRODUCTION GENERALE 
 
 
L’utilisation de nouvelles technologies dans l’industrie améliore certes la 
productivité mais induit une complexité du système industriel. Cette complexité le rend 
vulnérable aux fautes, ce qui nécessite d’importantes dépenses en termes de sûreté, fiabilité 
et de disponibilité. 
Une opération de diagnostic s’avère donc indispensable pour la sûreté de 
fonctionnement et la disponibilité des systèmes [ASS02]. Les deux fonctions importantes 
d’un système de diagnostic sont la détection et la localisation des anomalies [ASS02]. 
S’appuyant sur des outils déjà existants en automatique, la recherche dans le 
domaine du diagnostic a connu une évolution importante et a donné naissance à plusieurs 
méthodes permettant de résoudre les problèmes de détection et d’isolation de défauts 
[JAM03]. Ces méthodes peuvent être classées en deux approches, la première n’utilise pas 
de modèle mathématique du système et la seconde utilise un modèle mathématique. Le 
principe général de cette dernière approche consiste à vérifier la consistance des données 
prélevées en ligne sur l’installation avec un modèle [PAT97]. La qualité du modèle utilisé 
conditionne les performances du système de surveillance. [DUS04c]. Parfois, la 
localisation d’un défaut nécessite l’utilisation d’un modèle du système défaillant, mais 
l’obtention d’un tel modèle est souvent une opération difficile et coûteuse. 
La phase de détection et de localisation des défauts n’étant pas suffisante pour 
garantir la sûreté de fonctionnement, une autre phase est nécessaire pour gérer la présence 
de défauts. Cette phase consiste soit en l’accommodation de défauts ou en la 
reconfiguration (de la loi de commande, du système ou de l’objectif).    
L'analyse structurelle est un outil puissant qui permet de déterminer de nombreuses 
propriétés du système considéré. Ces propriétés sont obtenues à partir de la seule 
connaissance de l'existence de liens (contraintes) entre variables sans que les valeurs des 
paramètres soient nécessairement connues. Ce prétraitement, qui peut être entièrement 
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automatisé de manière efficace même pour les très grands systèmes, permet par exemple 
de connaître les conditions structurelles d'observabilité ou de commandabilité [DUS04c], 
les possibilités de détection et de localisation des défaillances [KRY02] ou d'étudier la 
reconfigurabilité du système en cas de perte de composants [ASS02]. Cette analyse est 
effectuée lors de la phase de conception et permet de déterminer le nombre et la place des 
capteurs à implanter afin de respecter le cahier des charges de surveillance. Pour toutes les 
propriétés structurelles étudiées, les conditions obtenues sont nécessaires mais en général 
non suffisantes car elles sont indépendantes de la valeur réelle des paramètres. [DUS04c]. 
Problématique  
Contourner les défauts est devenu indispensable dans l’industrie afin d’améliorer la 
productivité. Cela se fait par l’intermédiaire de la commande tolérante aux fautes qui 
nécessite une phase hors ligne relative au  diagnostic.      
  Dans cette thèse, le diagnostic et la commande tolérante aux fautes seront étudiées 
par l’approche structurelle et les problèmes suivants seront examinés : 
1. Identification des parties « surveillables» du système, c’est à dire trouver les 
composantes du système pour lesquels les fautes peuvent être détectées et isolées, 
2. Existence des possibilités de reconfiguration dans le but d’estimer ou de commander 
des variables qui nous intéressent lors d’une défaillance de capteurs, d’actionneurs 
et/ou de composantes du système. 
Pour résoudre le premier point, la décomposition  de Dulmage Mendelsohn 
[DUM58] est une étape principale. L’analyse structurelle ne permet pas seulement de 
donner les mécanismes de calcul d’algorithmes d’estimation et leur reconfiguration mais 
elle peut aussi suggérer le type et la localisation des capteurs à implémenter (sensor 
location problem) [DUS04c].  
L’analyse structurelle est également de première importance pour la résolution du 
problème de la  reconfiguration puisque les résultats peuvent être exprimés à l’aide de 
propriétés de graphes et dont les changements peuvent être analysés lorsque des sommets 
ou des arcs du graphe disparaissent, conséquence d’élimination de certaines composantes 
du système après l’occurrence d’une faute. 
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Ainsi, l’objectif essentiel de ce travail consiste à adapter  les algorithmes de 
détection, de localisation et de reconfiguration pour des procédés biologiques tel que celui 
du traitement des eaux usées. 
Présentation des chapitres 
Le mémoire est organisé en deux parties, la première partie contient quatre 
chapitres  et la deuxième comporte deux chapitres, comme suit : 
La première partie concerne la théorie et les algorithmes de diagnostic et de 
reconfiguration structurelle. Elle est structurée en quatre chapitres comme suit: 
Le premier chapitre présente l’état de l’art sur la tolérance aux fautes. Nous consacrons la 
première partie de ce chapitre à l’étude de la détection et de l’isolation des défauts, en 
donnant les différentes méthodes existantes. La deuxième partie est consacrée aux 
différentes approches de la commande tolérante aux fautes. 
Le second chapitre concerne la modélisation structurelle de systèmes par un graphe 
biparti et la présentation de quelques outils qui seront utilisés pour le diagnostic et la 
reconfiguration structurelle. 
Le troisième chapitre est consacré à l’étude du diagnostic de défauts par l’approche 
structurelle. En premier l’algorithme général est donné avec une explication de ces  
différentes étapes. Ensuite les différentes méthodes de recherche des ensembles 
structurellement sur-déterminé minimales (minimal structurally overdetermined (MSOs)) 
seront présentées, cette recherche est faite seulement dans le sous système sur-déterminé 
qui est considéré comme le sous système surveillable. Les méthodes de placement de 
capteurs sont également abordées.  
Dans le quatrième chapitre, nous faisons une étude de la commande tolérante aux fautes 
suivi de la reconfiguration structurelle.  
La deuxième partie est dédiée à l’application des algorithmes du diagnostic structurel et 
de la reconfiguration structurelle sur un procédé de traitement des eaux usées. Elle est 
organisée en deux chapitres comme suit :  
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Dans le cinquième chapitre, nous allons d’abord décrire le procédé de traitement des eaux 
usées (sujet de notre application) et le modèle retenu. Ensuite les algorithmes de diagnostic 
seront appliqués sur le modèle choisi. 
Le sixième chapitre est consacré à l’application de  l’algorithme de la reconfiguration 
structurelle sur le modèle linéarisé du procédé. Les résultats de simulation sont présentés et 
interprétés. 
Une conclusion et des annexes relatives aux algorithmes de  recherche d’ensembles 
MSOs termine le mémoire.  
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Chapitre I : Diagnostic et commande tolérante aux fautes : état 
de l’art et généralités 
 
 
I.1.  Introduction           
La conception de systèmes de fonctionnement sûr nécessite d’une part, 
l’implantation d’un système de diagnostic pour réaliser la détection et la localisation de 
fautes (fault detection and isolation) ou FDI  et d’autre part la mise en œuvre de traitement 
tolérant aux fautes (fault tolerant control) ou FTC. [ASS02]. 
Dans ce chapitre nous allons faire un tour d’horizon sur les méthodes et les 
approches utilisées dans le domaine du diagnostic et de la commande tolérante aux fautes. 
I.2. Classification des défauts 
Trois classes de fautes peuvent être définies [STA01], [BLA03], [OUD08] : 
I.2.1. Défauts actionneurs :  
Les défauts actionneurs agissent au niveau de la partie opérative du système de 
commande et détruisent le signal d'entrée (conduisent à une perte partielle ou totale  le 
signal d'entrée). Une partie du système devient non commandable et de nouveaux 
actionneurs doivent être utilisés. Ces défauts peuvent causer une perte totale ou partielle de 
l'actionneur. Une perte totale d'un actionneur peut se produire, par exemple, à la suite d'une 
fracture ou coupure d'un fil électrique reliant l'actionneur au système. Un exemple de perte 
partielle d'un actionneur est la fuite hydraulique ou pneumatique ou encore la chute de la 
tension d'alimentation. 
I.2.2. Défauts capteurs :  
Ils caractérisent une mauvaise image de la grandeur physique à mesurer. Un défaut 
capteur peut aussi être partiel ou total. Un capteur totalement défectueux donne une 
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information qui ne correspond pas du tout à la vraie valeur de la variable à mesurer. Un 
défaut capteur partiel produit un signal avec plus au moins d'adéquation avec la valeur 
vraie de la variable à mesurer. Ceci peut se traduire par une réduction de la valeur affichée 
par rapport à la valeur vraie, ou de la présence d’un biais ou de bruit accru empêchant une 
bonne lecture. Une des solutions pour augmenter la tolérance aux défauts capteurs est de 
dupliquer les capteurs (redondance matérielle). Une vérification est faite sur les valeurs 
redondantes pour décider si une faute est présente ou non. Cette approche entraîne un coût 
important en instrumentation mais s'avère extrêmement fiable et simple à implanter. Elle 
est mise en œuvre essentiellement sur des systèmes à haut risque telles que les centrales 
nucléaires ou les avions. [OUD08] 
I.2.3. Défauts système :  
Ce sont des défauts qui apparaissent dans les composants du système lui même, 
c’est-à-dire des défauts qui ne peuvent pas être classifiés ni parmi les défauts capteurs, ni 
parmi les défauts actionneurs. Ils représentent des changements dans les paramètres du 
système, ce qui induit un changement du comportement dynamique de ce dernier. 
Si les défauts doivent être classés relativement à leurs effets sur les performances 
du système, deux types de défauts peuvent être distingués : des défauts additifs et des 
défauts multiplicatifs. Les défauts additifs influencent la moyenne du signal de sortie du 
système, alors que les défauts multiplicatifs induisent des changements sur la variance et 
les corrélations du signal de sortie du système, ainsi que des changements dans la 
dynamique du système. 
I.3. Méthodes de diagnostic 
 La littérature sur la détection et l’isolation de défauts et celle dédiée au diagnostic 
montre une grande diversité à la fois dans les points de vue et dans les méthodes. Il existe 
plusieurs façons de catégoriser ces méthodes, mais on les classe généralement en deux 
groupes : les approches qui n’utilisent pas de modèle mathématique et les approches à base 
de modèle. 
I.3.1.  Méthodes sans modèle 
   Les méthodes sans modèle, comme leur nom l’indique, ne disposent pas de modèle 
décrivant le comportement nominal et le (s) comportement (s) défaillant (s) [ASS02]. Elles 
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sont divisées en deux catégories : les méthodes utilisant les outils statistiques et les 
méthodes de reconnaissance des formes. Les outils statistiques établissent des tests sur les 
signaux d’acquisition et n’assurent que la fonction de détection de la défaillance, tandis 
que, les techniques de surveillance par reconnaissance de formes sont plus élaborées par 
rapport aux simples tests statistiques et sont capables de détecter et de diagnostiquer les 
défaillances.  
 I.3.1.1.  Détection par outils statistiques  
  Les outils statistiques de détection de défaillances consistent à supposer que les 
signaux fournis par des capteurs possèdent certaines propriétés statistiques. On effectue 
alors quelques tests qui permettent de vérifier si ces propriétés sont présentes dans un 
échantillon des signaux mesurés de taille n (appelé fenêtre d’observation glissante). Parmi 
ces tests on distingue : 
a. Test de franchissement de seuil : 
           Le test le plus simple est de comparer ponctuellement les signaux avec des seuils 
préétablis. Le franchissement de ce seuil par un des signaux capteurs génère une alarme. Il 
existe deux types de seuils dans l’industrie : le premier type est le seuil de pré-alarme qui 
permet d’entreprendre une action de maintenance préventive, le second type, dit seuil 
d’alarme, impose l’arrêt de la production et l’engagement d’une action de maintenance 
corrective. Ce type de méthode est très simple à mettre en œuvre mais ne permet pas 
d’établir un diagnostic des défaillances. Cette méthode est aussi très sensible aux fausses 
alarmes. [ZEM03] 
b. Test de la moyenne : 
           Contrairement à la méthode précédente, le test de comparaison est effectué sur la 
moyenne y  contenue dans la fenêtre de n valeurs plutôt que sur une valeur ponctuelle 
[PAT93] : 
 ∑+=
+=
t
1 n- t i
y    
n
1 y
i
                                                                                                                (I.1) 
Où yi représente les mesures issues des capteurs 
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c. Test de variance : [FRA90] 
           On peut également calculer la variance d’un signal. Tant que la valeur de cette 
variance est dans une bande située autour de sa valeur nominale, l’évolution est supposée 
normale. La variance de l’échantillon est définie par : 
( )∑
+=
= t
1  n - t i
yˆ - yi  n
1  ˆ
22σ                                                                                              (I.2) 
I.3.1.2.  Diagnostic par reconnaissance de formes 
 La reconnaissance de formes consiste à déterminer à quelles formes un objet 
observé est similaire, ou autrement dit, à quelle classe d’objectifs connu il peut être 
associé. Reconnaître des formes est donc un processus qui peut être considéré comme 
similaire à celui du diagnostic pour lequel la classe correspond à la cause de la défaillance 
du système et où la forme représente l’ensemble des observations, ou symptômes, donné 
par le système [BER96]. 
 Parmi les techniques développées dans cette approche on peut citer: 
a. Reconnaissance des formes par outils statistiques 
 L’approche par reconnaissance de formes statistique pour le diagnostic se base sur 
la connaissance d’un ensemble de mesures effectuées sur le processus et des états de 
fonctionnement associés et de prendre une décision concernant ces mesures en utilisant les 
lois de probabilité pour plus de détailles voir [ZEM03]. Ces techniques supposent la 
connaissance a priori de tous les états de fonctionnement (normal et en fautes), et ne 
prennent pas en compte l’évolution du système. 
            b.  Reconnaissance des formes par l’approche floue [ZEM03] 
           En reconnaissance des formes par approche floue les classes sont représentées par 
des sous-ensembles flous. Une fonction d’appartenance quantifie le degré d’appartenance λ 
(x) de chaque vecteur x à la classe αi. Généralement, on donne pour chaque vecteur x 
l’ensemble des degrés d’appartenance à toutes les classes (λ1 (x) ,…… λM (x) ) . La mise en 
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œuvre d’une méthode de classification floue implique deux étapes : la construction des 
fonctions d’appartenance et la définition des règles de décision. 
              c.  Reconnaissance des formes par réseaux de neurones [SOR91]: 
    Les architectures basées sur les réseaux de neurones les plus utilisées en 
diagnostic, sont le Perceptron Multi Couches (PMC) et les Réseaux à Fonctions de base 
Radiales (RFR).  L’expert humain joue un rôle très important dans ce type d’application. 
Toute la phase d’apprentissage supervisé du réseau de neurones dépend de son analyse des 
modes de fonctionnement du système. Chaque mode est caractérisé par un ensemble de 
données recueillies sur le système. A chaque mode, on associe une expertise faite par 
l’expert. Cette association (ensemble de données - modes de fonctionnement) sera apprise 
par le réseau de neurones. Après cette phase d’apprentissage, le réseau de neurones 
associera les classes représentant les modes de fonctionnement aux formes d’entrée 
caractérisées par les données du système. [ZEM03], [BER96].  
I.3.2.  Méthodes avec modèle  
  L’utilisation des modèles pour les systèmes de diagnostic date du début des années 
70 [Akh04], [kem04]. Depuis, de nombreux articles font régulièrement le point sur 
l’avancement des différentes approches [WIL75], [ISE94], [FRA96], [PAT97], [ZAM02], 
[JAK00], [YEN00], [CAS01], [TRA01], [CHI04], [ISE04], [XU04], [DIM07], [ASO07] et 
[SVÄ10]. La méthode de diagnostic de défauts à base de modèle  s’appuie uniquement sur 
la vérification de la consistance entre le comportement réellement observé du système et le 
comportement attendu de ce système. Selon la connaissance du processus, il est possible de 
définir trois formulations différentes de cette approche à base de modèles : l’approche FDI 
(Fault Detection and Isolation), issue de la communauté de l’Automatique, s’appuie sur  
des modèles quantitatifs, l’approche de diagnostic logique de la communauté de 
l’Intelligence Artificielle cette approche est appelée DX, s’appuie sur les modèles 
qualitatifs et l’approche hybride entre FDI et DX.  
I.3.2.1 Approche FDI 
L’approche FDI  [PAT91], [GER93], [CAS95], [FRA96], [ISE97], [ISE05], 
[YAS08] utilise des techniques provenant de la théorie de la commande et de la décision 
statistique. Cette approche se consacre principalement à la partie détection qui consiste à 
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générer des symptômes les plus révélateurs possibles de l’état courant du système. Cette 
approche se base sur les modèles quantitatifs. Elle utilise la redondance de l’information 
présente dans le système. Deux types de redondance peuvent être distingués : la 
redondance physique et la redondance analytique. 
• Redondance physique : [ZEM03] 
La redondance physique est utilisée pour rendre la détection des défaillances, à 
partir des signaux mesurés, plus efficace et aussi distinguer les défaillances  capteur des 
défaillances  système. Elle consiste à doubler ou à tripler les composants de mesure du 
système. Si ces derniers sont placés dans le même environnement et émettent des signaux 
identiques, on considère qu’ils sont dans un état normal, dans le cas contraire on peut 
conclure qu’une défaillance capteur s’est produite dans au moins un des composants.  
• Redondance analytique : [ZEM03]   
Les méthodes de redondance analytique nécessitent un modèle du système à 
surveiller. Ce dernier dépend d’un nombre de paramètres supposés connus lors de son 
fonctionnement nominal. Le but des méthodes de redondance analytique est d’estimer 
l’état du système afin de le comparer à son état réel. L’estimation de l’état du système peut 
être réalisée soit à l’aide de techniques d’estimation d’état, soit par obtention de relations 
de redondance analytique.  Le but des techniques d’estimations d’états est de 
reconstruire au moyen d’observateurs, les états et les sorties du système, à partir des 
entrées et des sorties mesurées. On disposera donc d’une estimation du vecteur d’état et du 
vecteur de sortie. Les sorties du système sont alors comparées aux sorties réelles et tout 
écart est révélateur d’une défaillance. La théorie de la décision [ZEM03] est ensuite 
utilisée pour déterminer si l’écart observé est dû à des aléas normaux du fonctionnement ou 
à des défaillances. 
Cette méthode dite méthode de résidus comportent trois étapes : la génération des 
résidus, leur évaluation et la prise de décision  figure I.1 
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a.   Génération des résidus  
  Les résidus représentent  des changements ou des divergences entre le 
comportement réel du processus et celui prévu par le modèle [KEM04]. La figure I.2 
montre le principe général pour la génération des résidus : 
 
  
        
 
 
 
Les techniques les plus utilisées pour la génération des résidus à partir d’un modèle 
analytique sont : 
1. Espace de parité [LOS03] 
L’idée principale est de trouver des relations algébriques entre les entrées et les 
sorties du système, tout en ignorant les autres variables. Considérons un système P 
continu décrit par le modèle d’état suivant : 
⎩⎨
⎧
+++=
+++=
fH  dG u D  xCy
 fF  dE u B  xA x
 : (P)
pppp p
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                                                                                  (I.3)  
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Figure I.1 : Schéma général de détection des fautes 
Figure I.2: Schéma générale des générateurs de résidus 
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           Où u désigne les variables d’entrée connues, f les fautes, d des perturbations et y les 
mesures et (Ap, Bp, Cp, Dp), sont respectivement des matrices d’états, de commande, de 
mesure, de transmission directe, (Ep, Gp) sont des matrices relatives aux bruits et (Fp, Hp) 
sont des matrices relatives aux fautes. Soit s la variable de Laplace, un résidu est obtenu 
par un filtrage de la forme. 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
y
u
 (s) F  r                                                                                                                     (I.4) 
Pour d et f nuls, r doit être identiquement nul, et la redondance dynamique décrite 
par (I.4) permet alors de paramétrer F(s) sous la forme  
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
ID -
0B -
  w(s) F(s)
p
p
                                                                                                      (I.5) 
Où w(s) est calculé pour éliminer la variable d’état non mesurée x dans le modèle 
(I.4) du système : 
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                                                                                                (I.7) 
  Une fois synthétisé le filtre w(s) par résolution de (I.6), le résidu est effectivement 
calculé par filtrage des grandeurs accessibles à la mesure via la relation (I.4). 
2. Approche par observateurs 
L’idée de base est d’estimer les sorties du système via des observateurs 
(Luenberger, Kalman ou autres) [GEL74]. Les résidus sont ensuite obtenus en effectuant 
la différence entre les sorties mesurées et leurs estimations [FRA90], [BEN03] figure 
I.3 : 
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3.  Génération des résidus par estimation paramétrique 
Les méthodes d’estimation paramétrique ont pour principe d’estimer les paramètres du 
modèle à partir des signaux d’entrée/sortie. Les paramètres Θ du système sont estimés en 
utilisant des procédures d’identification. Les résidus sont ensuite générés simplement en 
comparant les valeurs estimées de )t(Θˆ  avec les valeurs nominales Θ(t) (que l’on suppose 
connues). Le vecteur des résidus est alors :   
(t)Θ -(t)Θˆr =                                                                                                       (I.8) 
Lorsque les valeurs nominales ne sont pas connues, une autre approche consiste à 
les remplacer par des valeurs estimées précédemment : 
k)-(tˆ -(t)Θˆr Θ=                                                                                                   (I.9) 
Dans ce cas, l’écart des résidus par rapport à zéro (0) est le résultat des variations 
de paramètres. La connaissance sous jacente exprime simplement que dans des conditions 
opératoires normales, les paramètres du système demeurent constants [ASS02], [ISE84]. 
 Un schéma de principe de cette approche est donné par la figure I.4 
 
 
 
 
Figure I.3: Génération des résidus à base d’observateurs 
u  
r 
y Processus
Observateur
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4.  Approche structurelle [COC98] 
Elle consiste à utiliser un modèle structurel dont on va extraire les relations de 
redondances analytiques. Ces dernières nous permettrent de générer les résidus. Cette 
approche sera étudiée en détail dans le prochain chapitre.  
b.   Evaluation des résidus [AKH04] 
En absence de bruits, l'évaluation des résidus est une tâche insignifiante et  peut 
être accomplie par l'inspection visuelle des résidus.  Comme garantie par la conception des 
observateurs, tous les résidus  tendent vers zéro quand aucun défaut n'est présent dans le 
système. L'occurrence d'un défaut modifie le comportement des divers résidus.  Ainsi, un 
défaut est détecté si l’un des résidus ri diffère de zéro.   
           En présence de bruit, l'évaluation des résidus peut être plus difficile. Si le bruit est 
petit, comparé à l'effet des défauts sur les résidus, alors nous pouvons raisonnablement 
continuer à exécuter le module FDI par l'inspection visuelle des résidus.  Cependant, si le 
bruit est relativement signifiant, l'effet des défauts sur les résidus sera caché par le bruit.  
Un modèle stochastique serait utile, mais pour les systèmes non linéaires.  En conséquence, 
les propriétés statistiques des résidus produits sont généralement inconnues.  Ainsi, les 
méthodes statistiques habituelles de décision ne sont pas utiles. L’idée est de filtrer les 
résidus, puisque l'évaluation des résidus les moins bruités est beaucoup plus facile.  
Système
Θ, x
Estimation des 
paramètres
Comparaison 
avec les valeurs 
nominales
entrées sorties
Décision
Figure I.4 : Principe de l’approche par estimation de paramètres 
Chapitre I                                         Diagnostic et commande tolérante aux fautes : état de l’art et généralités 
15 
 
L'utilisation des filtres conventionnels peut mener à des résultats satisfaisants si des 
caractéristiques du bruit sont connues.  L'étape d'évaluation semble être sensible en 
présence du bruit de mesure [AKH04].  
c.   Prise de décision 
Une fois le fonctionnement incorrect du système constaté, il est primordial d’agir 
de façon à maintenir les performances souhaitées. Cette prise de décision permet de choisir 
entre plusieurs options comme arrêter le système ou encore ne rien faire, réévaluer les 
objectifs ou accepter un fonctionnement dégradé ou bien encore faire de la maintenance. Il 
peut encore s’agir, quand cela est possible, de reconfigurer ou de réorganiser le système 
[AKH04]. Le rôle de la  reconfiguration est de s’affranchir des conséquences du défaut 
pour conserver les performances initiales lorsque cela est possible ou encore de réévaluer 
les objectifs afin d’assurer le fonctionnement dégradé du système si celui-ci est tolérable. Il 
est évident que ce n’est pas toujours le cas et on se rend bien compte qu’il est important 
que le défaut soit identifié avec exactitude (étendue, amplitude, type, cause) afin d’en 
permettre sa  compensation éventuelle. La reconfiguration peut donc porter sur le système 
de régulation (ou une partie de celui-ci), sur la structure de la loi de commande, sur le 
processus physique (en présence de redondance matérielle, on peut basculer sur les 
éléments ayant un fonctionnement correct) ou encore sur la réévaluation des objectifs 
assignés au système. 
I.3.2.2 Approche DX 
L’approche DX exprime explicitement le lien entre un composant et les formules 
décrivant son comportement. Les travaux fondateurs de l’approche DX sont ceux de 
[REI87], [DE87]. Reiter [REI87] propose une théorie logique du diagnostic intitulée 
diagnostic issu des principes premiers (diagnosis from the first principles). Le but de cette 
théorie est de déterminer les composants défectueux d’un système physique. Cette 
approche est basée sur l’analyse d’inconsistance entre les observations et le comportement 
attendu (figure I.5). L’approche DX est basée sur un raisonnement à base logique et ne 
repose sur aucune hypothèse implicite telle l’hypothèse d’exonération. Elle offre par 
conséquent une garantie de résultat : si les modèles de comportement sont justes, alors 
nécessairement l’état réel du système fait partie de la liste des diagnostics calculés. Cette 
approche est adaptée aux systèmes qui peuvent être modélisés sous formules logiques et 
Chapitre I                                         Diagnostic et commande tolérante aux fautes : état de l’art et généralités 
16 
 
elle s’adapte mal aux systèmes dynamiques. Pour analyser la diagnosticabilité[TRA01] des 
systèmes, l’approche DX utilise le concept de conflit. Un conflit est un ensemble de 
composants dont les hypothèses de comportement correct ne sont pas consistantes avec les 
observations réelles. Si un défaut se produit dans le système, alors l’utilisation de la 
technique de raisonnement à base de consistance nous permet de localiser les composants 
défectueux. 
 
 
 
 
 
 
 
I.3.2.3.  Approche hybride entre FDI et DX 
Une nouvelle approche de diagnostic à base de modèles est conçue en utilisant les 
idées des FDI et DX [PLO03], [NYB03], [COR04]. Dans cette approche, le mécanisme de 
localisation de défauts est basé sur l’approche DX et l’avantage principal est que les 
défauts multiples peuvent être implicitement manipulés. 
Dans cette approche, il est supposé que le système est composé d’un ensemble de 
composants C. Le comportement de chaque composant c ג C est modélisé par un ensemble 
de relations. Ce comportement peut varier selon le mode comportemental du composant. Il 
existe différents modes de comportement (ok(c), ¬ok(c), defaut1(c), defaut2(c), ...) tels que 
ok(c) signifie que le composant c se comporte normalement et ¬ok(c) signifie qu’il y a une 
anomalie sur le comportement du composant c. 
L’outil principal de diagnostic dans l’approche hybride est la conception des 
relations de redondances analytiques (RRAs). Une relation de redondance analytique RRA 
physique
Système
observé
ntComporteme
prédit
ntComporteme
système
du Modèle
défauts des Détection
défauts
des Isolation
Figure I.5 : Diagnostic à base de modèle 
Chapitre I                                         Diagnostic et commande tolérante aux fautes : état de l’art et généralités 
17 
 
est une contrainte déduite du modèle du système, qui ne contient que des variables connues 
et qui peut être évaluée à chaque observation. Les composants (vu les contraintes 
modélisant les composants) utilisés pour obtenir les RRAs sont nommés les supports de 
RRAs (supp − RRAs) [COR00]. 
La conception du système de diagnostic peut être décomposée en trois étapes 
principales (voir figure 1.5) :  
 extraire les symptômes des informations disponibles sur l’état actuel du système en 
étudiant la consistance entre les relations de redondance analytique obtenues et les 
modèles du comportement du système à diagnostiquer. 
 appliquer la stratégie de diagnostic pour déterminer les composants défectueux 
dans le système et satisfaire des conditions telles que la fiabilité de diagnostic, le 
temps requis par les algorithmes de diagnostic... 
Dans l’approche hybride, la matrice de signature des défauts [COR00] est un concept 
central pour analyser la diagnosticabilité des systèmes. Dans cette matrice, les relations de 
redondance analytique ARRs (Analytical Redundancy Relations) correspondent aux lignes 
et les défauts aux colonnes. En supposant que Fj représente un défaut sur le composant cj, 
la signature de Fj est donnée par un vecteur binaire SFj = [λ1j , λ2j , ..., λnj]T , où n est le 
nombre de ARR dans la matrice de signature de défauts, et λij est donné par : 
(RRAi,Fj) →λij = 0 si le composant cj n’appartient pas au support de ARRi, λij = 1 sinon. 
Les signatures de l’ensemble de défauts {F1,F2, ...,Fm} constituent la matrice de signature 
de défauts (MSD) de dimension n × m. 
I.4. Classification des méthodes de  la commande tolérante aux fautes 
L'objectif d'une commande tolérante aux fautes consiste à déterminer une stratégie 
de commande qui possède la propriété de limiter, voir d'annuler, les effets d'une faute sur 
les performances du système. En présence d'une faute de faible gravité, l’application d’une 
simple commande robuste au système peut suffire à maintenir les performances nominales 
: on parle alors d'accommodation passive de la faute. En revanche, en présence de fautes 
critiques, un bloc de détection et de localisation de la faute est nécessaire afin de mettre en 
œuvre une stratégie active de tolérance aux fautes. On distingue alors l'accommodation et 
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la reconfiguration suivant la qualité des performances après fautes. La commande tolérante 
aux fautes a attiré beaucoup d’investigateurs et demeure un sujet de publications largement 
suivi par [MOO90], [YOU90], [PAT97], [BLA97],[SOR97],[THY99], [AST00],  
[MAH00], [ZHA01], [COL03], [BLA03], [YEN03], [KAN04], [MAR04], [KAR05], 
[YU05],  [BLA06], [CIE07] et [KRY10]. Ces auteurs ont proposé une classification de la 
commande tolérante aux défauts. Le diagramme de la figure I.6 illustre cette classification.  
 
 
 
 
 
 
 
I.4.1.  Approche passive  
Dans cette approche la FTC est sensée tolérer un certain ensemble de défauts en 
tenant compte de ces fautes lors de la conception du contrôleur. Le système de commande 
doit être apte à tolérer ce genre de défauts sans modifier la stratégie de commande ni les 
paramètres du contrôleur. Elle utilise les techniques de la commande robuste par rapport  
aux incertitudes structurées qui sont les défauts (commande H∞, commande rejet de 
perturbations…). Parmi les auteurs qui ont  travaillé sur  ce domaine Zhihuia  et al [QU03] 
ont étudié comment concevoir une commande robuste tolérante aux défauts pour une 
classe de systèmes incertains et non linéaires. 
I.4.2.  Approche active 
Au contraire de l’approche passive, les méthodes actives réagissent à l’apparition  
d’un ou de plusieurs défauts par la reconfiguration en ligne de la loi de commande, ou du 
système ou des objectifs. Leur objectif principal est de comparer au mieux l’effet des 
Figure I.6: Classification des approches FTC 
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défauts sur le système afin que la stabilité et les performances du système soient 
maintenues en jouant sur la robustesse de la commande qui doit être améliorée à chaque 
détection de défaut. Il  existe deux méthodes dans cette approche. La première consiste en 
l’accommodation des défauts et l’autre en la reconfiguration soit de la loi de commande ou 
de l’objective ou du système.   
Parmi les techniques de commande qui utilisent l’approche active, on a :  
a.    Technique de la pseudo inverse : [GON09]. 
La méthode de la pseudo inverse a été largement traitée par de nombreux 
chercheurs ces dernières années [HUA90], [BLA03], [STA05a]. Elle est utilisée dans le 
cas des systèmes linéaires et se base sur la minimisation de la norme de la distance entre le 
modèle en boucle fermée du système défectueux et le modèle de référence. Son principe 
est décrit ci-dessous. 
Dans le cas nominal, le système est décrit par une représentation d'état de la forme : 
⎩⎨
⎧
=
+=
)t(Cx)t(y
)t(Bu)t(Ax)t(x&                                                                                                     (I.10)   
       Où x(t) ג Rn, y(t) ג Rm, u(t) ג Rr, avec A ג Rnxn, B ג Rnxr, C ג Rmxn.  
Afin  d'obtenir des performances spécifiques, on considère que le système est 
commandé par un contrôleur par retour d'état : 
)t(Kx)t(u =                                                                                                                    (I.11)   
où K ג Rmxn. Le système en boucle fermée s’exprime sous la forme suivante :      
( )
⎩⎨
⎧
=
+=
)t(Cx)t(y
)t(xBKA)t(x&
                                                                                                     (I.12) 
En présence de défauts, le système peut être représenté sous la forme : 
⎩⎨
⎧
=
+=
)t(xC)t(y
)t(uB)t(xA)t(x
fff
fffff&
                                                                                               (I.13) 
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L’indice f indique la situation en défaut du système, en conséquence les dimensions 
de chaque vecteur et matrice restent inchangées. Cette méthode consiste à déterminer une 
nouvelle matrice de gain Kf de telle sorte que la dynamique du système défaillant en boucle 
fermée soit approximativement égale à celle du système nominal. 
      )t(xKu fff =                                                                                                                (I.14)  
   fff KBABKA +=+                                                                                                       (I.15)   
Une approximation au sens des moindres carrés est donné par 
( )BK  AABK fff +−= +                                                                                                     (I.16) 
Où B+f est la matrice pseudo-inverse de la matrice Bf . Cette approche a l'avantage d’être 
simple et facile à implémenter en ligne car les changements sur le système causés par un 
défaut sont calculés directement par (I.16). Le principal inconvénient relatif à cette 
méthode réside dans la  non garantie de la stabilité du système en boucle fermée. Afin de 
remédier à ce problème, une méthode de pseudo-inverse modifiée a été proposée dans 
[GAO92], [STA05]. La méthode introduit une contrainte supplémentaire de telle sorte que 
le système en boucle fermée soit stable. Malheureusement cette contrainte supplémentaire 
augmente considérablement le temps de calcul. Un compromis doit alors être trouvé entre 
la stabilité et les performances du système reconfiguré. Un autre inconvénient majeur de 
cette méthode est la nécessité de connaître le modèle mathématique du système défaillant 
(Af ;Bf ;Cf ) pour calculer le nouveau gain Kf . 
b. Commande prédictive : 
           Tout le potentiel de la commande prédictive à résoudre le problème de 
l’accommodation aux défauts, a été montré par Maciejowki (1997) [JAM03]. L’objectif de 
la MPC (Model Predictive  Control) est de déterminer une séquence de commande sur un 
horizon fini qui réduit au minimum une fonction de coût J. Cette dernière est 
convenablement choisie en tenant compte des contraintes sur les entrées, les états et les 
sorties. J est habituellement basé sur l’erreur entre la sortie prévu du modèle et la 
trajectoire de référence désirée. Cette technique est basée sur la prédiction (prédicteur) tel 
qu’on ajoute la différence entre la sortie du prédicteur et celle du système pour annuler les 
bruits. La reconfiguration par MPC peut être réalisée en spécifiant les limites supérieures et 
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inférieures d'un intervalle en dehors duquel les actionneurs sont considérés défaillants 
[GOP 99].Elle permet de réadapter le correcteur en présence de défauts de manière à 
garantir la stabilité du système et à maintenir des performances très proches de celles du 
système nominal. Cependant, la plupart de ces méthodes sont valables sous certaines 
hypothèses : le modèle des défauts (et leurs effets sur le système) doit être parfaitement 
connu. Les défauts considérés doivent être de faible amplitude de telle sorte que les 
objectifs à atteindre par le système puissent rester inchangés après l’apparition des défauts 
[JAM03]. 
c.     Commande adaptative: [DUM06] 
           Cette approche comprend l’ensemble des techniques utilisées pour l’ajustement 
automatique en temps réel des régulateurs, afin de maintenir un certain niveau de 
performances quand des paramètres  du procédé à commander sont inconnus et/ou variant 
dans le temps. Elle utilise des méthodes d’identification en ligne pour estimer 
régulièrement la valeur des paramètres θ et résoudre le problème de commande pour les 
variations de θ. 
Le principe d’un système de commande adaptative peut être illustré par la figure 
I.7 :  
  
 
 
 
 
  
On distingue deux approches principales pour la commande adaptative : 
Commande adaptative directe : les paramètres du régulateur sont ajustés 
directement et en temps réel à partir de comparaisons entre performances réelles et 
Figure I.7: Principe général d’un système de commande adaptative 
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performances désirées. Comme exemple, on cite la méthode de commande adaptative à 
modèle de référence implicite [HUA90] [DUM06], explicite [MOR90]. 
Commande adaptative indirecte : les paramètres du procédé sont estimés par une 
procédure d’identification, c’est le cas des régulateurs auto-ajustables (commande par 
placement de pôles adaptatifs). Ce type de commande adaptative est plus utilisé que le 
premier du fait qu’il tient compte des caractéristiques d’évolution du processus.  
La tolérance aux fautes de ces méthodes reste encore limitée mais comparée aux 
méthodes passives, les techniques de la commande adaptative sont plus tolérantes parce 
que le calcul de la loi de commande dépend de l’état actuel des paramètres du procédé.        
d.    Commande multi modèles: [JAM 03] 
           Cette technique permet de commander un système non linéaire sur une large zone 
de fonctionnement décomposée en plusieurs zones linéarisées autour de différents points 
de fonctionnement. Les techniques linéaires restent alors utilisables en mode non linéaire. 
La loi de commande globale est déterminée à partir de n lois de commandes de base 
(calculées pour toutes les situations possibles du système). Ces situations sont décrites par 
un ensemble de n modèles. Le premier modèle correspond au fonctionnement nominal du 
système, les autres situations prennent en compte l’apparition d’un défaut particulier 
entraînant le système en dehors de sa zone de fonctionnement nominal. Les matrices de 
gain Ki de la commande sont calculées à l’avance pour chacun des modes de 
fonctionnement. La commande locale ui est déterminée par la relation: 
ii i xˆKu =                                                                                                                            (I.17)   
           Où ixˆ  est l’estimation de l’état du système fournie par le i
eme filtre. Une unité de 
calcul des probabilités de Bayes [JAM03] permet de calculer les probabilités P(Hi/ri) 
associées à chaque modèle possible par  
∑
=
= n
1 i
i i i
i i i
i i
)/H(r P )(H P[ 
)/H(r P )(H P )/r(H P                                                                                       (I.18)   
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           Où  )/r(H P i i désigne la probabilité conditionnelle de l’innovation ri issue du ieme 
filtre et où P(Hi) est la probabilité à priori du modèle Hi. La loi de commande globale 
appliquée au système est alors déterminée par: 
∑
=
=
n
1  i
ii i )/rP(H u     U                                                                                                          (I.19)   
           Cette méthode requiert le calcul a priori des gains des régulateurs correspondant à 
chaque situation du système. Cette technique est basée sur une estimation d’état 
reconfigurée permettant d’éviter la modification du gain de la commande par retour d’état 
pour n’importe quelle situation du système. Cette méthode est valable lorsque le modèle 
n’est pas entaché de bruits.  
e.     FTC par observateurs adaptatifs [LI03] 
           Afin de confronter correctement le défaut après l’avoir détecté, une approche 
d'identification peut être employée pour obtenir les paramètres du système défectueux et  
modifier le contrôleur.  Cependant, elle est semblable à la commande adaptative, mais  la 
contrainte est la vitesse d’identification des méthodes classiques qui se pose pour les 
systèmes linéaires et non linéaires. 
           Pour obtenir une information sur le  défaut, le FDI basé sur les observateurs 
adaptatifs (AOFDI) est une bonne méthode pour les systèmes dynamiques non linéaires.  
Les résidus sont générés en utilisant un observateur d'état  basé sur des paramètres 
nominaux et un ensemble d'observateurs adaptatifs.  Chaque observateur adaptatif estime 
un seul paramètre du système commandé, en plus des variables d'état.  Au moyen  de 
l’AOFDI, le paramètre défectueux est identifié. 
                      Les différentes étapes de la FTC sont résumées ci-après:   
1) Pendant l'opération  normale, la loi de commande est un algorithme de commande 
adaptative et le FDI est employé pour détecter n'importe quel défaut survenu dans  
le système;  
2) Quand le défaut est détecté et n'est pas encore isolé, l’AOFDI fait la tâche 
d’analyse des pannes et d’identification des paramètres défectueux.  La loi de 
commande emploie une stratégie passive de FTC.   
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3) Quand le défaut est isolé, La FTC traite la tâche de reconfiguration du contrôleur;  
4) Un contrôleur adaptatif indirect  est choisi comme contrôleur reconfigurable. 
I.5.  Conclusion 
           Dans ce chapitre nous avons étudié le diagnostic de défauts et la commande 
tolérantes aux fautes.   
 Le diagnostic de défauts consiste à détecter  et isoler les défauts survenus dans un 
système. Une classification des méthodes de diagnostic a été donné, deux approches ont 
été distinguées : celles qui n’utilisent pas un modèle et celles basées sur un modèle,  ces 
dernières sont les plus utilisées. Parfois, modéliser un procédé est très délicat vu la 
pauvreté de la connaissance sur ces paramètres, d’où vient l’idée de l’utilisation de 
l’approche structurelle. Cette approche fera l’objet de notre étude dans les prochains 
chapitres. 
 La commande tolérante aux fautes a pour but de trouver des solutions si elles 
existent afin d’atteindre des objectifs désirés en présence de fautes, en tenant compte des 
informations issues du module du diagnostic. Nous avons cité deux approches de la 
commande tolérante aux fautes : l’approche passive et l’approche active. Cette dernière est 
plus adéquate pour contourner les fautes ; elle consiste en l’accommodation ou en la 
reconfiguration. Notre travail sera consacré à l’étude de la reconfiguration structurelle.            
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Chapitre II : Quelques aspectes de l’analyse structurelle 
 
 
II.1 Introduction 
L’analyse structurelle est un outil puissant qui permet de déterminer de nombreuses 
propriétés du système considéré [DUS04c]. Ces propriétés sont obtenues à partir de la 
seule connaissance de l'existence de liens (contraintes) entre variables sans que les valeurs 
des paramètres soient nécessairement connues. Ce prétraitement, qui peut être entièrement 
automatisé de manière efficace même pour les très grands systèmes, permet par exemple 
de connaître les conditions structurelles d'observabilité ou de commandabilité [ASS02, 
BLA03], les possibilités de détection et de localisation des défaillances ou d'étudier la 
reconfigurabilité du système en cas de perte de composants [ASS02], [BLA03], [DUS05], 
[BLA06a]. Cette analyse est effectuée lors de la phase de conception et permet aussi de 
déterminer le nombre et la place des capteurs à implanter afin de respecter le cahier des 
charges de surveillance [CAS94], [CAS97], [COC98], [ZAM99], [KRY02], [COC04], 
[DUS04a], [DUS04b], [JOR04], [DUS06], [BEL07a], [BEL07b], [BEL08]. Pour toutes les 
propriétés structurelles citées auparavant, les conditions obtenues sont nécessaires mais en 
général non suffisantes car elles sont indépendantes de la valeur réelle des paramètres 
[DUS04c]. 
Cette analyse est basée sur un modèle structurel qui est conçu à partir de la 
structure du système, représentée par un graphe.  Parmi les représentations graphiques on 
peut citer la représentation par bond graph (également appelé Graphe à liens ou Graphe de 
liaisons) [OUL02], par un graphe direct [COM02] et par un graphe biparti [DUS05]. Dans 
ce travail on s’intéressera à cette dernière représentation, à savoir la représentation par 
graphe bi parti. 
Ce chapitre est consacré d’abord à la modélisation structurelle des systèmes par 
graphe biparti, puis la présentation de quelques outils qui seront utilisés pour le diagnostic 
et la reconfiguration structurelle. 
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II.2 Modélisation structurelle par un graphe biparti [BLA03] 
 Un graphe biparti G = (E,Z,A) est un graphe composé de deux ensembles de 
sommets distincts E, Z et d’arêtes A où A ⊂ E×Z. On considère alors la projection sur E du 
graphe G, qui est le graphe Gp = (E,Ap) avec Ap = {(u, v) ∈  E×E tel qu’il existe un 
sommet w∈  Z avec (u,w) ∈  A et (v,w) ∈  A}. Dans la modélisation des systèmes E 
représente l’ensemble des contraintes et Z l’ensemble des variables (il existe deux types de 
variables: les variables connues qui représentent les mesures, les consignes et les 
commandes et les variables inconnues que sont les variables internes non mesurées, les 
entrées inconnues et les perturbations). Une arête relie un élément ei de E et un élément zj 
de Z, lorsque la variable zj est contrainte par la relation ei (la contrainte ei  contient la 
variable zj)  . Soit (ei; zj) une arête du graphe, on dira que ei et zj sont adjacentes. [ZAM02] 
 Chaque graphe est représenté par une matrice dite d’adjacence. C’est une matrice 
booléenne où chaque ligne correspond à une équation ou contrainte et chaque colonne à 
une variable. Un 1 à la position (i; j) indique que la variable j apparaît dans l'équation i, 
c'est-à-dire qu'il existe une arête reliant la contrainte ei et la variable zj . Les représentations 
graphique et structurelle du système sont totalement équivalentes. Dans la suite de ce 
mémoire, nous utiliserons donc l'une ou l'autre selon le contexte. Les représentations par le 
graphe biparti et par la matrice d’adjacence sont illustrées sur l’exemple ci-dessous.   
II.2.1. Exemple illustratif des représentations par graphe biparti et matrice 
d’adjacence  
Considérons le système réduit ci-après avec deux variables d’état x1, x2, deux sorties 
mesurées y1, y2, un signal de commande u et une faute f y2: 
  
⎪⎩
⎪⎨
⎧
=
+=
+=
          1  13
y2  2  22
  2  11
x y : e
fx y : e
u  x  x : e
                                                                                                           (II.1)   
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a. Représentation du système (II.1) par un graphe biparti : 
 Le graphe biparti du système (II.1) est schématisé par la figure. II.1 
 
 
 
 
 
 
b. Représentation du système (II.1) par la matrice d’adjacence : 
La matrice d’adjacence du système (II.1) est représentée par le tableau II.1 
         
 
 
 
II.2.2.  Modélisation des variables dynamiques et des dérivées 
 Il existe trois manières de modéliser les variables dynamiques : 
1. La variable et sa dérivée sont considérées comme deux variables différentes reliées 
par l’intermédiaire de la contrainte différentielle. Le modèle est élargi par une 
équation différentielle. [BLA03], [BLA06a] 
2.   La variable et sa dérivée sont considérées comme deux variables différentes 
combinées par l’intermédiaire de la différentiation structurelle. Cependant, la 
différentiation structurelle peut être faite plusieurs fois, donc un critère d’arrêt doit 
être introduit. [KRY02] 
3. La variable et sa dérivée sont considérées structurellement les mêmes. [BLA03] 
 Afin d’illustrer ces différentes modélisations, on utilise le système II.2 de l’exemple 
II.1 
 x1 x2 u y1 y2 fy2 
e1 1 1 1 0 0 0 
e2 0 1 0 0 1 1 
e3 1 0 0 1 0 0 
Tableau II.1: Matrice d’adjacence du système II.1 
u
sContrainte
Connexions
Variables Sommets
Arêtes
Sommets1e 2e3e
 1x  2x 1y  2y  y2f
 
Figure II.1: Graphe biparti du système II.1 
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Exemple II.1 
⎩⎨
⎧
=
+=
     1   2
2  1 1
x  y : e
u       x  x : e &
                                                                                                          (II.2)   
a.   Raccordement par la contrainte différentielle : [BLA03], [BLA06a] 
Dans cette approche, on fait un élargissement du modèle en ajoutant des contraintes 
différentielles au modèle original.  Pour le système II.2, on ajoute  la contrainte suivante: 
 
dt
dx  x:e 113 =& , le système élargi est représenté par le graphe biparti de la figure II.3.  
 
 
 
   
 On constate que les trois variables peuvent être calculées de la manière suivante : x1 est 
calculée à partir de la contrainte e2 ⇒ x1 =y, en utilisant le résultat x1 = y et la contrainte e3 
on obtient 1x& qui est égale à y& . x2 est obtenue en utilisant e1 et les résultats précédents c-à-
d : (x1 = y et 1x& = y& )       uyx2 −= &  
b. Différentiation structurelle : [KRY02] 
 Pour l’application de cette méthode sur le système II.2, on doit dériver l’équation 
e2, en supposant que y est dérivable au moins une fois. Cette dérivée est ajoutée au système 
II.2, le graphe biparti qui correspond au nouveau système est : 
 
 
 
 
Figure II.3 : Graphe biparti du système élargi par l’ajout de la dérivée de e2  
yu y&
1e 2e 2e&
2x 1x1x&  
Figure II.2 : Graphe biparti du système élargi par l’ajout de e3 
yu
1e 3e 2e
2x 1x& 1x
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 Notons que la différentiation structurelle a ajouté une contrainte qui relie 1x&  à une 
variable connue y& et que x1 est linéaire dans e2 et 1x&  linéaire dans 2e& . 
  Pour montrer la différence entre les aspects linéaires et les aspects non linéaires, 
modifions e2     21  2  1 2            2 1  2 x xxx y : e  xx y  :e &&&& +=⇒= .x1 et x2 sont non linéaires dans e2 
et dans 2e &  les variables x1, x2, 1x& et 2x& sont non linéaires. Ceci peut être résumé de la 
manière suivante : 
 Si x est linéairement continue dans e alors x&  est linéairement continue dans e& . 
 Si x est non linéairement continue dans e alors x&  est non linéairement continue 
dans e& . 
c. Les variables et leurs dérivées représentées par les mêmes variables: [BLA03], 
[BLA06a]  
Pour le système II.2, si on considère x1 et 1x&  structurellement comme une seule 
variable c'est-à-dire x1 = 1x& , le  graphe biparti du système résultant est le suivant : 
 
   
 
 
 
 
II.2.3. Prise en compte des défaillances [DUS04c] 
 Lorsque le diagnostic (détection et localisation des défaillances) et la 
reconfiguration  sont considérées, une connaissance supplémentaire doit être ajoutée afin 
de caractériser le comportement défaillant. Trois niveaux de connaissance peuvent être 
considérés suivant l'objectif visé : 
1. Le niveau de connaissance le plus élémentaire consiste à indiquer les équations 
décrivant les composants qui sont influencés directement par la défaillance, c'est-à-
Figure II.4 : Graphe biparti du système statique résultant 
yu 1x2x
2e1e
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dire les équations du modèle (contraintes) qui ne sont plus valides en cas de 
défaillance. 
2. Le deuxième niveau de connaissance est plus précis puisqu'il consiste à décrire, 
grâce à des variables supplémentaires (appelées variables de défaillance), comment 
sont modifiées les équations du fonctionnement normal lorsqu'une défaillance 
survient. Les défaillances peuvent être additives ou multiplicatives suivant la 
manière dont les variables de défaillance influencent les équations du modèle. 
3. Le troisième niveau de connaissance consiste à modéliser l'évolution dynamique de 
la défaillance. Des équations supplémentaires liant les variables de défaillance sont 
ajoutées au modèle de bon fonctionnement. Pour obtenir ce modèle, soit une 
connaissance fine des phénomènes physiques est nécessaire, soit à l’aide de 
l’utilisation des données expérimentales du processus défectueux.  
 Ces trois niveaux sont illustrés en utilisant le système de l’exemple II.1, 
 Exemple II.2 
 Soit le système suivant : 
 
⎩⎨
⎧
=
+=
                      1   2
2  1 1
x  y : e
u       x  x : e α&
                                                                                                       (II.3)   
où x1, x2 sont les variables d’état, y la sortie mesurée, u le signal de commande et α un 
paramètre.                                                                                            
 Supposons que ce système est sujet à deux défaillances: une défaillance interne du 
composant (sur le paramètre α) et une défaillance du capteur. Etudions les trois niveaux de 
connaissance sur ces défaillances et la répercussion sur le modèle structurel du système. 
 Le premier niveau de connaissance est une conséquence directe de la description 
des défaillances. Une défaillance du composant entraînera que la contrainte e1 ne sera plus 
valide, une défaillance du capteur entraînera la non validité de la contrainte e2. 
 Le deuxième niveau consiste à dire comment sont modifiées les deux contraintes du 
modèle en cas de défaillance. Par exemple, la défaillance interne du composant se traduit 
par une variation du paramètre α et la défaillance capteur par un écart entre x1 et y. La prise 
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en compte de ce deuxième niveau de connaissance nécessite l'utilisation de deux variables 
supplémentaires f1 et f2 représentant les défaillances. Le modèle analytique devient :    
⎩⎨
⎧
+=
++=
     2     1   2
21  1 1
f x  y : e
u  x)f(  x : e α&
                                                                                                 (II.3)                         
On ajoute une contrainte différentielle e3 ( dt
dxx:e 113 = ) pour modéliser la dérivée. 
Ce qui donne le modèle structurel suivant : 
 
 
                                                                              
  Supposons maintenant, par expérience ou par une étude du comportement 
physique du système, qu’on sache que les défaillances se traduisent par un biais du 
paramètreα. Dans ce cas, la variable f1 peut être considérée comme constante, ce qui se 
traduit par : 
                                              0 f: e 14 =&     dt
dff :e 115 =&  
Le tableau II.3 représente le modèle structurel donné avec la prise en compte du 
troisième niveau : 
 
 
 
                    
 
 
 
  1x 1x& 2x  1f  2f y u  1f&  
e1 0 1 1 1 0 0 1 0 
e2 1 0 0 0 1 1 0 0 
e3 1 1 0 0 0 0 0 0 
e4 0 0 0 0 0 0 0 1 
e5 0 0 0 1 0 0 0 1 
Tableau II.3: Matrice d’adjacence du troisième niveau de connaissance 
Tableau II.2: Matrice d’adjacence deuxième niveau de connaissance 
  1x 1x& 2x  1f  2f y u
e1 0 1 1 1 0 0 1
e2 1 0 0 0 1 1 0
e3 1 1 0 0 0 0 0 
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Remarque : 
  La prise en compte du premier niveau de connaissance sur les défaillances ne 
nécessite pas l'utilisation de variables de défaillance. Cependant, afin d'indiquer les 
contraintes susceptibles d'être invalides en cas de défaillance, des variables de défaillance 
peuvent aussi être ajoutées. Il est à noter que ces variables n'ont pas, à ce niveau, 
d'interprétation en termes de signal ou d'écart paramétrique. L'utilisation de ces variables, 
dès le premier niveau de description des défaillances, permet d'avoir un modèle structurel 
homogène quelle que soit la connaissance disponible sur les défaillances. D'un point de 
vue structurel, les deux premiers niveaux de connaissance sur les défaillances sont alors 
équivalents.    
II.3. Outils de l’analyse structurelle utilisés pour le diagnostic et la 
reconfiguration 
L’approche structurelle pour le diagnostic est une méthode à base de modèle. Le 
modèle utilisé pour cette approche est basé sur la modélisation structurelle par un graphe 
biparti. Le diagnostic par l’analyse structurelle est basé sur la détermination du sous 
système qui comporte les redondances d’informations, et l’outil pour le déterminer est la 
décomposition de Dulmage-Mendelsohn appelé aussi la décomposition canonique 
[BLA03]. La reconfiguration structurelle se base sur  les propriétés structurelles de 
commandabilité et d’observabilité en présence de fautes. Les étapes utilisées pour ce test 
sont la décomposition canonique et la recherche de couplages. Dans ce qui suit, les 
définitions des outils de l’analyse structurelle pour le diagnostic et la reconfiguration seront 
données.   
III.3.1.  Calculabilité  
Définition1 (calculabilité) [COC04] 
 Soit une contrainte ei : f (…, xp, …) = 0. La variable xp est calculable s'il est 
possible de déterminer sa valeur à partir de la contrainte ei, en  connaissant les valeurs des 
autres variables. 
Cette notion de calculabilité permet d'intégrer dans le traitement structurel le fait 
que certaines activitées ont un comportement non inversible (e.g. non linéaire, hystérésis). 
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On représentera par un triangle (Δ) les variables non calculables dans la matrice 
d'adjacence [Zam99]. L’exemple suivant présente un cas de non calculabilité de l’une de 
ses variables. 
On utilise le système II.2 de l’exemple II.1 pour illustrer la définition de la 
calculabilité. 
Son graphe biparti  est sur la figure II.2  
 
 
 
 
  
 
 Dans ce graphe, les signaux connus sont représentés par des lignes discontinues 
pour les distinguer des signaux inconnus. D’après la figure II.2, le graphe contient deux 
parties. La première partie contient deux variables inconnues 2   1 x etx& et une seule variable 
connue u, donc on ne peut pas calculer les deux autres variables ; par contre dans la 
deuxième partie, la variable inconnue x1 peut être calculée à l’aide de la variable connue y 
en utilisant l’équation e2, afin de calculer  1x& il faut utiliser l’une des trois façons de 
modélisation de cette variable dynamique  (paragraphe II.2.2.) 
III.3.2.  Couplage dans un graphe  
a. Définition2 [BON76] 
 Soit G(E, Z, A) un graphe biparti avec E et Z l’ensemble des sommets et A 
l’ensemble des arêtes, G=(E, Z, A1) est un couplage dans le graphe G = (E, Z, A) si et 
seulement si :  
  E de équation une est e ),e(a  )z(a et )e(a  )e(a alorsa  a  A  A  )a ,(a  2)
                                                                               A    A )1 
1121  21 2 1
1
≠≠≠×∈∀
⊂
 
Figure II.5 : Graphe biparti du système II.2 
yu
1e 2e
1x1x&2x
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               De manière plus simple, un couplage dans un graphe biparti est un ensemble 
d’arcs  A    A1 ⊂  tel que deux arcs quelconques de A1 n’ont aucun sommet commun. 
b. Couplage maximal [BON76] 
 Un couplage maximal dans le graphe G = (E, Z, A) est un couplage G = (E, Z, A1) 
tel que : 
 )A  Z,(E, G  ,A A ,A A 2 1   21  2 =≠⊃∀ n’est plus un couplage. 
 En d’autres termes, le couplage G = (E, Z, A1)  est maximal lorsque le nombre d’arcs de 
A1 est le plus grand possible. 
c. Couplage complet [BLA03], [BLA06a] 
 Un couplage est dit complet relativement à E (respectivement Z) si et seulement si : 
e(a) e  A  a   ,E e =∈∃∈∀ (Respectivement z(a) z  A  a   Z,z =∈∃∈∀ ) 
 Un couplage est donc complet relativement à un ensemble E ou Z, lorsque chaque 
élément de ce sous ensemble est l’extrémité d’un arc d’un couplage maximal. Le couplage 
d'une variable à une contrainte induit une relation de causalité (en termes de calcul) entre 
cette variable et la contrainte. En d'autres termes, un couplage (ei, xj) signifie que la 
variable xj est calculée à partir de la contrainte ei. Un couplage complet de ce graphe biparti 
induit une orientation des arêtes de la manière suivante :  
• pour toute arête (ei; zj) où ei n'est pas couplé, l'orientation est zj → ei. 
• pour toute arête (ei; zj) où ei est couplé, si zj est couplé à ei l'orientation est ei → zj , 
sinon elle est zj → ei. 
d. Couplage complet causal [ASS02] 
Il se peut qu’un couplage induise des cycles dans le graphe orienté. Un cycle est un 
ensemble de variables mutuellement dépendantes (ou de manière équivalente un ensemble 
de contraintes à résoudre simultanément). Il existe deux sortes de cycles qui ont des 
propriétés très différentes : les cycles algébriques et les cycles différentiels. Les cycles 
algébriques sont formés de contraintes algébriques seulement. Il est donc possible de 
résoudre le système d’équations qui est représenté par ce cycle (sous réserve de solvabilité 
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numérique du système, mais ceci dépasse le cadre de l’analyse structurelle). Par contre les 
cycles différentiels représentent un système d’équations algébrodifférentielles qui ne peut 
être résolu si les conditions initiales ne sont pas connues [BLA03, 06], [COC04]. Pour 
différencier ceux-ci, le concept de couplage causal est introduit. 
 Définition 3 
 Un couplage complet causal est un couplage complet qui induit un graphe orienté 
ne contenant pas de cycle différentiel.  
II.3.3.  Décomposition canonique [DUL58] 
 La décomposition de Dulmage-Mendelsohn notée DM-décomposition est le point 
de départ de l'analyse structurelle. La DM-décomposition peut être obtenue en appliquant 
des algorithmes classiques de la théorie des graphes [DUL58, POT90, MUR87]. Ceux-ci 
consistent à permuter les colonnes et les lignes de la matrice d'adjacence représentant le 
graphe afin d'obtenir une représentation bloc triangulaire inférieur. Il a été prouvé 
[DUL58] que tout graphe biparti de dimension finie peut être décomposé de manière 
unique en trois sous graphes [BLA03]. 
 ( )+++= ZZ A,Z,EG  tel qu’il existe un couplage complet sur +Z , non complet 
sur +zE . 
 ( )0Z00Z A,Z,EG =  tel qu’il existe un couplage complet sur 0Z et sur 0zE . 
 ( )−−−= ZZ A,Z,EG  tel qu’il existe un couplage complet sur −zE , non complet 
sur −Z . 
 Puisqu’à chaque graphe biparti correspond  une matrice d’adjacence, la 
décomposition canonique de cette dernière  consiste en premier lieu à la réorganiser de 
manière à  isoler les variables connues des variables inconnues. Ensuite, on applique la 
décomposition de Dulmage- Mendelsohn à la sous matrice relative aux variables inconnues 
puis on permute les lignes et colonnes. La décomposition canonique de la matrice 
d’adjacence est représentée par le tableau suivant :   
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 Après la décomposition canonique de la matrice d’adjacence, on obtient trois 
composantes canoniques (S+, S0, S-). Ces dernières correspondent aux trois sous systèmes 
[BLA03], [ZAM00] 
                 S+ = [ E+, Z+] 
                 S0 = [ E0, Z+ U Z0] 
                 S- = [ E-, Z+ U Z0U Z-] 
 +S est le sous système sur-déterminé, c'est-à-dire que le nombre de contraintes est 
supérieur au nombre de variables. Seul un sous-ensemble des contraintes +E est 
nécessaire pour calculer les variables inconnues Z+. L’ensemble des contraintes 
restantes constitue des relations de redondance analytique. Dans le sous système 
sur-déterminé, des couplages complets existent sur les variables mais pas sur les 
contraintes. 
 0S est le sous système juste déterminé: 
     Ici le nombre de variables inconnues est égal au nombre d’équations. Il existe au moins 
un couplage complet sur les variables Z0 et les contraintes 0E . 
S+ 0 0 
 
 
 
 S0  0 
 
 
 
 S-
Z+ Z0 Z-
E0 
E- 
E+ 
Le
s c
on
tra
in
te
s  
Tableau II.4: Décomposition canonique de la matrice d’adjacence  
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 −S est le sous système sous-déterminé c'est-à-dire que l’ensemble des variables 
+Z ne peut pas être calculé à partir de 0ZZ U+ et des contraintes E-. Dans ce sous 
système, un couplage complet sur les variables Z- ne peut pas être trouvé. 
 II.3.4. Génération de résidus 
 La DM décomposition fournit le sous-système sur-déterminé comportant n 
variables inconnues et n + p équations. Un couplage complet causal sur les n variables, 
lorsqu’il existe, permet de choisir n équations parmi les n + p afin de générer une séquence 
de calcul des variables inconnues. Les séquences de calcul des résidus sont alors obtenues 
en considérant les p équations redondantes et les séquences de calcul des variables 
inconnues induites par le couplage complet causal choisi. La forme de calcul est obtenue 
en suivant la séquence de calcul et en utilisant les équations de fonctionnement normal. On 
obtient une relation du type 0)u,y(W 0 = , où u et y sont les vecteurs d'entrées et de 
sorties et leur dérivées successives jusqu'à un certain ordre n. En appliquant la même 
séquence de calcul mais en utilisant les équations du modèle défaillant, on 
obtient 0)u,y(Wf = . La forme d’évaluation du résidu est )u,y(W)u,y(Wr 0f −= . 
Exemple II.3. 
 Utilisons le système II.5 pour expliquer  les résultats  précédents : 
⎪⎩
⎪⎨
⎧
+=
+=
++=
fxy:e
xxx:e
uxxx:e
13
 2122
2111
&
&
                                                                                                         (II.5)  
 
a.  Matrice d’adjacence du système II.5 
Pour cette représentation, on utilise l’ajout d’une contrainte différentielle pour la 
modélisation des dérivées
dt
dx  x:e  ,
dt
dx  x:e 225114 == && .  
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b. Sous matrice des variables non mesurées 
 
 
 
 
 
 
 
 Afin de calculer toutes les variables d’état, il faut d’abord appliquer la DM-
décomposition à la sous matrice des variables inconnues, ensuite on cherche tous les 
couplages complets des variables dans le sous-système sur-déterminé. Dans l’exemple 
précédent, les couplages sont représentés par des 1 dans un cercle. Un 1 dans un cercle à la 
position (i,j), dans le tableau qui représente le sous système sur-déterminé, signifie que la 
variable j est calculée par la contrainte i. La contrainte correspondante à la ligne où il 
n’existe pas de 1 dans un cercle s’appelle équation redondante. 
c. DM décomposition de la sous matrice avec couplages 
 La DM décomposition montre que la sous matrice ne contient qu’un sous système 
sur déterminé. Le résultat est montré dans le tableau II.7 : 
 
 
 
 
  1x 1x& 2x 2x&
e1 Δ 1 1 0 
e2 1 0 Δ 1 
e3 1 0 0 0 
e4 Δ 1 0 0 
e5 0 0 Δ 1 
Tableau II.6: Sous  matrice des variables non mesurées  
 1x 1x& 2x 2x& f y u  
e1 Δ 1 1 0 0 0 1 
e2 1 0 Δ 1 0 0 0 
e3 1 0 0 0 1 1 0 
e4 Δ 1 0 0 0 1 0 
e5 0 0 Δ 1 0 0 0 
Tableau II.5: Matrice d’adjacence du système II.5 
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 L’équation redondante est e2. Pour générer la fonction du résidu, il faut calculer les 
variables inconnues puis les remplacer dans e2 avec l’hypothèse f=0.  
 Le calcul des variables inconnues se fait de la manière suivante : 
¾  1x est calculée en utilisant la contrainte e3, on trouve  1x = y  
¾ 1x& est calculée en utilisant la contrainte e4, on trouve 1x& = y&  
¾ 2x est calculée en utilisant la contrainte e1, on trouve 2x = y& - y -u  
¾ 2x& est calculée en utilisant la contrainte e5, on trouve 2x& = y&& - y& -u&  
¾ A partir de e2 et sans considéré les fautes, on obtient W0 = y&& - 2 y& -u& - u  
¾ A partir de e2 et en considérant les fautes, on obtient Wf = y&& - f&& -2 y& +2 f& -u& - u  
  Donc l’expression du résidu est  r =Wf -W0= 2 f& - f&&  
 Le chemin suivi pour générer le résidu r peut être représenté par le graphe orienté 
suivant : 
 
  
 
 
 
1
1
1
1
  1x 2x 2x& 1x&
e1 Δ  0 1 
e2 1 Δ 1 0 
e5 0 Δ  0 
e3  0 0 0 
e4 Δ 0 0  
Tableau II.7: DM décomposition de la sous matrice avec couplages 
Figure II.6 : Graphe orienté générant le résidu r 
y
u
r 1x  1x&  2x  2x&
 3e  1e 4e  5e  2e
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II.3.5.  Ensemble minimal  structurellement singulier (MSS) 
a. Définition 4 [KRY02] 
 Un ensemble d’équations est structurellement singulier SS si le nombre d’équations 
est supérieur au nombre de variables inconnues dans ce dernier. 
 Un ensemble structurellement singulier  est minimal s’il ne contient pas de sous 
ensembles SS. 
b. Exemple II.4 
 Soit un système représenté par la matrice d’adjacence suivante  
 
 
 
 
 
 Les ensembles structurellement singuliers  et structurellement singuliers minimaux sont 
présentés respectivement  dans les tableaux II.9 et II.10:    
 
            
 
 
 
 
 
 
II.3.6.  Ensemble  structurellement sur déterminé minimal  (MSO) [KRY06] 
Les ensembles MSO peuvent être définis comme suit:  
  1x 2x 1y 2y  1f  2f
e1 1 0 1 0 1 0 
e2 1 0 0 0 0 0 
e3 0 1 0 1 0 1 
e4 0 1 0 0 0 0 
Tableau II.8: Matrice d’adjacence 
Les équations Les variables 
inconnues 
  {e1, e2} {  1x } 
{e3, e4} { 2x } 
Les 
équations 
Les variables 
inconnues 
{e1, e2} {  1x } 
{e1, e2, e3} {  1x , 2x } 
{e1, e2, e4} {  1x , 2x } 
{e1, e2, e3, 
}
{  1x , 2x } 
{e3, e4} { 2x } 
{e1, e3, e4} {  1x , 2x } 
{e2, e3, e4} {  1x , 2x } 
Tableau II.9: Ensembles SS Tableau II. 10: Ensembles MSS 
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Définition 5 (Ensemble structurellement surdéterminé) [KRY06] 
 Un ensemble d’équations M ⊆  MSD (MSD est l’ensemble d’équations total (les 
équations du système complet de la description du système)) est structurellement 
surdéterminé (SO), si M a plus d'équations que de variables inconnues.  
Définition 6 (Ensemble structurellement surdéterminé propre). [KRY06] 
 Un ensemble M est structurellement surdéterminé propre (PSO) si M = M +. 
Définition 7 (Ensemble structurellement surdéterminé Minimal (MSO)) [KRY06] 
Un ensemble structurellement surdéterminé minimal (MSO) est un ensemble dont 
aucun sous-ensemble n’est  structurellement surdéterminé. 
Définition 8 (redondance structurelle). [KRY06] 
La redondance structurelle notée par φ est la différence entre le nombre d’équations 
et le nombre de variables inconnues  dans le modèle d’un système. 
L’ensemble des MSO du système de l’exemple II.4 ; sont    
{ } { } { } { }321421431432 e,e,e et e,e,e ,e,e,e ,e,e,e  
III.3.7.  Table de signature et d’isolabilité de défauts 
 Les définitions de la table de signature et de la table d’isolabilité sont [BLA03]: 
Définition 9  (Table de signature) 
La table de signature appelée aussi matrice de sensibilité de défauts est la matrice 
rassemblant toutes les structures de résidus possibles. Chaque ligne correspond à un résidu 
et chaque colonne à une défaillance. Un 1 à la position (i,j) indique qu'une défaillance j est 
détectable par le résidu i. Le mot binaire formé par la colonne j est appelé "signature de la 
défaillance j". 
L'analyse de cette table permet de déterminer les propriétés de détectabilité et 
d'isolabilité structurelles des défaillances. Une défaillance est détectable si sa signature 
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comporte au moins un "1". Deux défaillances sont isolables si leurs signatures sont 
différentes. 
Remarque  
Le nombre de résidus de structures différentes peut être très important. Afin 
d'étudier et visualiser l'isolabilité des défaillances, il est possible de construire une matrice 
appelée table d'isolabilité. 
Définition 10 (Table d'isolabilité) 
La table d'isolabilité appelée aussi matrice d’incidence de défauts est une matrice 
carrée où chaque ligne et chaque colonne correspondent à une défaillance. Un 1 à la 
position (i; j) indique que la défaillance i n'est pas isolable de la défaillance j. 
Par permutation de lignes et de colonnes, la table d'isolabilité peut être mise sous 
forme bloc-diagonale, où chaque bloc est une matrice carrée constituée uniquement de 1. 
Chaque bloc représente un sous-ensemble de défaillances non isolables entre elles. 
a. Exemple II.5  
Les fonctions de résidu suivantes sont utilisées afin de montrer comment construire 
ces tables  
3213
1222
2111
fuyyr
fyfr
fufyr
+−−=
+−=
−+−=
&&&
&&&&
Où u, y1, y2 sont les variables mesurées et f1, f2, f3 sont les fautes  
La table de signature de fautes est représentée dans le tableau II.11  
 
 
 
 D’après cette table de signature de défauts on constate que f1 et f2 ont la même 
signature ce qui implique la non distinction entre ces deux défauts, par contre la signature 
 f1 f2 f3
r1 1 1 0 
r2 1 1 0 
r3 0 0 1 
Tableau II.11: Table de 
signature de défauts  
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de f3 est différente des autres, donc f3 est distinguée des autres fautes. Cette remarque est 
résumée sur la table d’isolabilité. 
   La table d’isolabilité est donnée sur le tableau suivant : 
 
 
       
II.4 Conclusion 
Dans ce chapitre nous avons donné quelques outils de l’analyse structurelle.  Au 
début, une description de la représentation structurelle par le graphe biparti est donnée, la 
modélisation structurelle est primordiale pour l’étude des systèmes en général par l’analyse 
structurelle, ensuite des outils nécessaires pour le diagnostic et la reconfiguration 
structurelle sont cités. Parmi ces outils, il ya la DM décomposition qui est utilisée à la fois 
pour le diagnostic et la reconfiguration structurelle. Elle est considérée comme la base de 
ces études (diagnostic et reconfiguration) ainsi que les couplages. 
Les  autres outils sont utilisés spécialement pour le diagnostic à savoir la génération 
de résidus, les ensembles MSS, MSO, les tables de signature de défauts et d’isolabilité. 
Le chapitre suivant sera  consacré à l’utilisation de ses outils dans des algorithmes 
de détection et d’isolation de défauts. 
 
 f1 f2 f3
f1 1 1 0 
f2 1 1 0 
f3 0 0 1 
Tableau II.12: Table 
d’isolabilité de défauts  
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Chapitre III : Algorithme de diagnostic de défauts et placement 
capteurs par l’approche structurelle 
 
 
III.1. Introduction  
 Ce chapitre est consacré au diagnostic de défauts par l’approche structurelle. En 
premier lieu, un algorithme général sera donné avec une explication de ses  différentes 
étapes, puis les différentes méthodes de recherche des ensembles MSOs vont être détaillées 
ainsi que celles de placement de capteurs. Des exemples seront utilisés pour illustrer cette 
approche.           
III.2 Algorithme général de diagnostic de défauts par l’approche 
structurelle  
L’algorithme est donné par l’organigramme de la figure III.1 
 La première étape de l’algorithme pour le diagnostic structurel est la modélisation 
structurelle, la représentation qui sera utilisée est celle basée sur le graphe biparti. 
La DM décomposition est faite dans une deuxième étape afin de déterminer le sous 
système sur-déterminé, dans ce dernier une recherche des ensembles MSO est faite. Il 
existe  plusieurs méthodes  qui permettent la détermination de ces ensembles, parmi 
lesquelles  on trouve : l’algorithme basé sur la possibilité de calcul des conflits PCC 
(Possible Conflict Calculation algorithm) [PUL04] ; l’algorithme de combinaison des bases 
MSO CBMSOs-algorithm (Combination of Basic MSOs algorithm) [BLA06b] ; 
l’algorithme basé sur la structure minimale des ARR  SARR (structure of the minimal 
ARRs, ou Structural ARRs Algorithm) [TRA06] et l’algorithme basé sur les ensembles 
sur-déterminés minimaux  MSO (Minimal Structurally Overdetermined algorithm) 
[KRY08a]. Ces algorithmes seront détaillés dans le prochain paragraphe. 
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  L’existence ou non du sous système sur-déterminé permet de déterminer 
l’action qui sera appliquée dans  la troisième étape à savoir :  
Figure III.1: Organigramme du FDI 
Modèle structurel
? déterminé-sur
  systèmesous
du   Existence
résidus
 de fonctions
des Génération
défauts de
 signaturede table
la de Création
défauts de
éisolabilitd' table
la de Création
eux? entre
 isolables ils
 sontdéfauts Les
éisolabilitl' de
onamélioratid'
éPossibilit
capteurs de Ajout
défauts
 de isolationl'
 et détection la
   surConclusion
Oui
Oui
OuiNon
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début
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• Si le sous système sur-déterminé n’existe pas, alors il faut prévoir l’ajout de 
capteurs. Plusieurs algorithmes sont utilisés pour l’ajout de ces capteurs. Parmi ces 
algorithmes, on peut citer : celui basé sur la supposition que toutes les variables du 
système sont mesurées. Puis on procède au retrait des capteurs jusqu’à la 
satisfaction du cahier des charges considéré [TRA06], la méthode qui  prend  en 
compte des spécifications de diagnosticabilité et de détectabilité [YAS07] et celui 
basé sur la décomposition de Dulmage-Mendelsohn [KRY08b]. C’est ce dernier 
algorithme qui sera utilisé dans la suite de ce travail.  
•    Si le sous système sur-déterminé existe, alors on passe à la génération des 
fonctions des résidus qui sont sensibles à certains défauts. 
 La quatrième étape est consacrée à la création de la table de sensibilité de défauts. 
La table d’isolabilité de défauts est construite lors de la cinquième étape. La sixième étape 
est dédiée à la vérification de l’isolabilité entre les défauts. Deux cas se présentent à la 
septième étape, à savoir : 
• La possibilité de distinguer entre les fautes, et qui va signifier la fin de 
l’algorithme. 
• La non distinction entre les fautes peut être résolue par  l’amélioration de 
l’isolabilité structurelle, qui consiste à considérer des fautes comme variables 
internes mais, cette méthode n’est pas efficace pour tous les cas. Lorsque cette 
amélioration ne donne pas de résultats satisfaisants, on revient à l’ajout de 
capteurs de l’étape précédente. 
III.3. Algorithmes de recherches  des ensembles MSOs 
 Pour l’ensemble des algorithmes, la matrice structurelle est définie par M. 
III.3.1. Algorithme basé sur la possibilité de calcul des conflits (algorithme PCC) 
 L’algorithme de calcul possible des conflits, le PCC, de Pulido et Alonso-Gonzàlez 
[PUL04] essaie d'imiter l'approche GDE (General Diagnosis Engine)   pour trouver un 
conflit, à l'aide de la propagation locale. 
 L’algorithme PCC détermine d'abord les MSOs, puis recherche toutes les 
interprétations causales cohérentes pour chacun d'eux. Pour déterminer les MSOs, il 
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cherche pour chaque équation considérée une autre (équation) qui   partage avec elle une 
variable inconnue et ainsi de suite dans une profondeur (pour les équations qui suivent) de 
la même façon que la première recherche. Cet algorithme présente la particularité d’être 
difficile d’accès et complexe à mettre en œuvre. La série complète des MSO se trouve en 
profondeur d'abord en utilisant la recherche étendue avec retour en arrière sur l'ensemble 
de l'hyper-graphe représentant le modèle du système. Par conséquent, la complexité de 
recherche des MSO  est O (nd) pour  n équations, et une moyenne d’inconnues d dans 
chaque équation. Chaque MSOi a une moyenne d'équations ne; dans le cas général ne ≤ n; 
dans la pratique ne < n ou ne << n. Chaque équation e ∈ MSOi a une moyenne K 
d’interprétations causales d’où une complexité  exponentielle O(nek). Les étapes de cet 
algorithme sont détaillées  dans l’annexe A. 
III.3.2. Algorithme basé sur la structure minimale des ARR (algorithme SARR) 
[Tra06] 
 L’idée principale de cet algorithme est d’utiliser le modèle du comportement du 
système pour analyser d’une façon approfondie les redondances analytiques introduites par 
les capteurs ajoutés. La conception des relations de redondance analytique hypothétiques 
(Qui est fondé sur une hypothèse) (H-RRAs) permet de construire une matrice de signature 
de défauts hypothétique (HFS matrice). Le point de départ de cet algorithme est de faire 
l’hypothèse que toutes les variables du système sont mesurées. On procède alors aux 
retraits consécutifs de capteurs. Cet algorithme est la continuation des travaux proposés 
dans   [TRA01] et [TRA03]. 
 Le travail effectué dans [TRA01] s’appuie sur une interprétation causale et, par 
conséquent, il n’y a pas de garantie que toutes les relations de redondance analytique 
(ARRs) peuvent être trouvées. Mais l’algorithme  [TRA06] traite toutes les interprétations 
causales possibles des relations du modèle du système et par conséquent, toutes les ARRs 
peuvent être obtenues. Cet algorithme contrôle le processus d’élimination pour éviter les 
éliminations non pertinentes et obtenir l'ensemble des ARRs minimales. Les équations 
utilisées  pour obtenir les ARRs résultantes sont des ensembles MSO minimaux. 
 Une équation structurelle obtenue à partir de l'élimination d'une variable inconnue 
entre deux équations structurelles s'appelle une équation de combinaison structurelle ou 
combined structural equation (CSE). 
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  Par conséquent, l’algorithme SARR détermine l'ensemble des ARRs minimales, 
(i.e. équations structurelles qui ne concernent que les variables connues) par l’élimination 
successive des variables  inconnues. Les sous-ensembles d’équations utilisés pour ces 
éliminations sont des MSOs, mais l'inverse n'est pas vrai. En effet, les éliminations sont 
soumises à des conditions de cohérence causale. L’ARR est une interprétation causale 
cohérente d'un MSO. La relation avec l’Algorithme PCC est que si le MSO  a plusieurs 
interprétations causales, toutes, aboutissent aux CSE sémantiquement équivalentes, donc à 
une ARR. Cet algorithme formule le problème de la production des SARRs comme un 
problème d'élimination de variables. La complexité des algorithmes d'élimination de 
variables est exponentielle par rapport aux variables. En plus cette complexité augmente 
encore en prenant en compte l’interprétation causale. Les étapes de cet algorithme sont  sur 
l’annexe B. 
III.3.3. Algorithme de combinaison des bases MSOs : (CBMSOs Algorithm 
Combination of Basic MSOs algorithm) 
 Cet algorithme est basé sur la combinison des bases MSOs ; l’idée de base est 
donnée par Blanke et al. en 2006 [BLA06b]. Une extension de cet algorithme est proposée 
par Gelso et al. en 2008 [GEL08]. 
a. Algorithme de Blanke    
 L'algorithme présenté dans [BLA06b] obtient un couplage complet sur les variables 
inconnues à l'aide de l'algorithme de classement, appelé aussi   algorithme de propagation 
de contraintes [BLA06b]. L'entrée de cet algorithme est la matrice d’adjacence. Dans cet 
algorithme, les informations de causalité ne sont pas prises en compte. Dans la première 
étape, toutes les variables connues sont marquées et toutes les variables inconnues 
demeurent  non marquées. Puis, le rang 0 est attribué à chaque contrainte qui contient au 
plus une variable non marquée. La contrainte est accouplée avec les variables non 
marquées et la variable est marquée. Cette étape est répétée en augmentant le rang jusqu'à 
ce que de nouvelles variables puissent être couplées. Chaque variable correspond à un 
certain nombre ou rang, qui peut être interprété comme le nombre d'étapes nécessaires 
pour calculer une variable inconnue à partir des variables connues.  
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 Les contraintes non couplées  sont utilisées pour obtenir une première série de 
MSO, qui sera appelé MSO de base.  
L’algorithme CBMSOs détermine les MSOs en trouvant d'abord une adéquation complète 
entre les équations et les variables inconnues, conduisant à une première série de MSO. La 
complexité de calcul pour cette partie concerne l’algorithme consacré pour trouver les 
ensembles MSOS de base, elle est O (nm) où n est le nombre de contraintes et m est le 
nombre de variables inconnues  
b. Algorithme de Gelso [GEL08] 
 Cet algorithme «combine» les ensembles MSOs en vue d'obtenir les MSO 
supplémentaires.  Pour un nombre fixe d'inconnues, la complexité du calcul de l'algorithme 
est exponentielle, et pour un ordre fixe de redondance structurelle, il a une complexité 
polynomiale.  Les différentes étapes de cet algorithme sont données dans l’annexe C.  
     III.3.4. Algorithme basé sur les ensembles sur-déterminés minimaux  (algorithme 
MSO) 
 Cet algorithme est proposé par  Krysander et al. en  2008 [KRY08], il est basé  sur 
une approche top-down (technique dite descendante (lit. de haut en bas)). Dans ce sens (cet 
algorithme), il  commence avec l'ensemble des équations du modèle, puis il  réduit la taille 
du modèle étape par étape jusqu'à l’obtention des ensembles MSO minimaux.  
 L’algorithme MSO détermine les MSOs, en procédant par élimination des 
équations dans le sous système sur-déterminé du modèle structurel original jusqu'à ce que 
la redondance structurelle (différence entre le nombre d'équations et le nombre de variables  
inconnues) soit égal à 1. La redondance structurelle dépend du nombre de capteurs 
disponibles, qui sont souvent coûteux, ce qui rend la faible présence de  la redondance 
structurelle dans de nombreuses applications. Pour le premier algorithme (voir annexe D) 
proposé par Krysander et al. et pour un ordre fixe de redondance structurelle, la complexité 
du calcul est polynomiale. Le nombre d'équations pour le deuxième algorithme (voir 
annexe D), contrairement au premier algorithme, où la complexité est exponentielle, par 
contre pour l’algorithme qui sert à améliorer la recherche des ensembles MSO proposé 
dans le même article  par Krysander et al. en 2008 et pour ordre fixe de redondance 
structurelle, la complexité est polynomiale. Cela découle du fait que le nombre d'appels du 
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sous-programme est égal au nombre d'ensembles PSO, qui croît polynomialement et que la 
complexité pour obtenir l'ensemble M + est polynomiale. Les étapes de cet algorithme se 
trouvent dans l’annexe D. 
Une amélioration de l’algorithme MSO est donnée par  Krysander et al[KRY08], 
elle consiste à regrouper des ensembles d’équations afin de  réduire la taille et la 
complexité de la structure. La réduction est basée sur une décomposition unique et 
nouvelle de la partie surdéterminée du graphe biparti. Si M est l'ensemble de toutes les 
équations et X l'ensemble des inconnues, la décomposition peut être définie comme suit : 
Soit R une relation sur l'ensemble M des équations définies par ( ) { }( )E \ Me si Re,e +∉′∈′ , 
(R est une relation d'équivalence), M peut être divisé en classes d’équivalence disjointes 
Mi. Ces dernières seront utilisées à la place des équations. L’algorithme amélioré est donné 
dans l’annexe D. 
III.3. Comparaisons des algorithmes 
La comparaison est faite en utilisant l’exemple d’un système physique donné par la 
figure III.2 et tiré de [BLA03], [BLA06] 
  
 
    
 
 
  
 Ce système se compose d'un seul réservoir, deux capteurs, un actionneur et un 
système de commande. Les équations décrivant ce système avec un seul bac sont : 
capteurs
ommandec de 
AlgorithmeParamètres
0h
h
0q
iq
Bac
hq y ,y i
u
 
Figure III.2: schéma du système d’un seul bac  
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                                                                                                    (III.1) 
Où  
 h(t) est la hauteur dans le réservoir, qi le débit d’entrée, q0 le débit de sortie, u la 
commande du système, yh, yqi les signaux issus des capteurs et α et k des paramètres.    
La matrice d’adjacence du modèle de l’exemple avec un bac est faite après l’ajout 
de la contrainte différentielle
dt
)t(dh(t)h:e6 =& . Elle s’écrit comme suit:   
 
 
 
 
 
• Recherches  des ensembles MSOs  
a. Algorithme basé sur la possibilité de calcul des conflits 
Première partie : recherche des ensembles MSOs  
 Pour l’exemple d’un bac MDS ={e1, e2, e3, e4, e5, e6}, les ensembles MSOs résultant 
après l’aplication de l’algorithme basé sur la possibilité de calcul des conflits donné en 
annexe A sont {e2, e5}, { e1, e2, e3, e4, e6} et { e1, e3, e4, e5, e6}.   
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Deuxième partie : recherche des couplages causaux  pour chaque MSO  
• Pour le premier ensemble MSO ({e2, e5}), on trouve les deux couplages causaux 
suivant : e2-qi et e5-qi 
• Pour le second ensemble MSO ({ e1, e2, e3, e4, e6}), les cinq couplages causaux 
sont : {e2-qi, e3-q0, e4-h, e6- h& }, {e2-qi, e1-q0, e4-h, e6- h& }, {e1-qi, e3-q0, e4-h, e6- h& }, 
{e2-qi, e3-q0, e4-h, e1- h& } et {e2-qi, e1-q0, e3-h, e6- h& } 
• Pour le troisième ensemble MSO ({ e1, e3, e4, e5, e6}), cinq couplages causaux sont 
trouvés, ces derniers sont : {e5-qi, e3-q0, e4-h, e6- h& }, {e5-qi, e1-q0, e4-h, e6- h& }, {e1-qi, 
e3-q0, e4-h, e6- h& }, {e5-qi, e3-q0, e4-h, e1- h& } ou {e5-qi, e1-q0, e3-h, e6- h& }. 
 Cet algorithme présente une complexité importante, déjà pour la première étape il 
faut un temps pour trouver les MSOs et du temps en plus pour la deuxième étape.   
b. Algorithme basé sur la structure minimale des ARR  
 Le modèle d’observation est décrit par les contraintes suivantes : 
{ } { }
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 Quand les quatre variables sont mesurées, une base ऋb (annexe B) des RRAs est 
simplement donnée par les contraintes du système III.1 dans les quelles chaque variables 
est remplacée par sa mesure.    
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0
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0
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0
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0
6ARR  peuvent être interprétées de la façon 
suivante :    
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 Au départ, on pose que toutes les variables sont observables, ces observations sont 
utilisées pour construire des ARRs ( 01ARR ,…,
0
6ARR ), ensuite on combine ces ARRs pour 
construire d’autres ARRs ( 1ARR , …, 9ARR ), le résultat est représenté sur le tableau 
suivant :  
 
 
 
 
 
 
 
 
 
 support structures 
 e1 e2 e3 e4 e5 e6 h h& iq 0q
ARR1 × 0 0 0 0 0 0 ⊗ × × 
ARR2 × 0 0 0 0 0 0 × ⊗ × 
ARR3 × 0 0 0 0 0 0 × × ⊗
ARR4 0 × 0 0 0 0 0 0 ⊗ 0 
ARR5 0 0 × 0 0 0 × 0 0 ⊗
ARR6 0 0 × 0 0 0 ⊗ 0 0 × 
ARR7 0 0 0 × 0 0 ⊗ 0 0 0 
ARR8 0 0 0 0 × 0 × × ⊗ 0 
ARR9 0 0 0 0 0 × 0 ⊗ 0 0 
SARR 
SARR1 0 × 0 0 × 0 0 0 # 0 
SARR2 × 0 × × × × # # # # 
SARR3 × × × × × 0 # # # # 
Tableau.III.1: Résultats de l’algorithme basé sur la structure minimale des ARR  
Les symboles sont  
expliqués dans 
l’annexe B 
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La  complexité de cette méthode est exponentielle par rapport aux variables. En 
plus cette complexité augmente encore en prenant en compte l’interprétation causale du 
système III.1. Ceci représente l’inconvénient majeur de cette méthode. Nous avons 
remarqué que pour un simple exemple qui contient 3 ARRs, 9 ARRs sont obtenues (voir . 
c.     Algorithme de combinaison des bases MSO 
L’application de l’algorithme de combinaison des bases MSO sur le sytème d’un 
seul bac donne les resultats presentés sur le tableau III.2. 
 
 
 
 
 
 
Les MSO trouvés sont {e3,e4,e6,e5,e1}, {e3,e4,e6,e2,e1}et {e2,e5} 
Dans cet algorithme, certains MSOs sont trouvés de nombreuses fois : donc il y a 
une redondance de calculs.  Trouver touts les MSOs du système exige de chercher tous les 
couplages possibles : 9 couplages sont possibles pour le système (III.1). Pour chaque 
couplage, le nombre de MSO possibles qui peuvent être obtenu est égal à 2. Or pour les 3 
MSOs possible par ce système, 9 x 2 MSO sont obtenus. Cette approche induit une grande 
complexité.     
d. Algorithme basé sur les ensembles sur-déterminés minimaux (algorithme 
MSO) 
{{e1}, {e2}, {e3}, {e4}, {e5}} est l'entrée de  l'algorithme. La redondance 
structurelle est φ= 5-3 = 2. Pour éviter de trouver les mêmes ensembles MSO, on regroupe 
les ensembles selon le tableau suivant :  
Ensemble 
d’équations 
couplées 
Equations 
non couplées 
MSO1 MSO2 MSO résultant de 
la combinaison de 
MSO1 et de MSO2 
{e4,e6,e2,e1} e5, e3 {e2,e5} { e3,e4,e6,e2,e1} {e3,e4,e6,e5,e1} 
{e4,e6,e2,e3} e5, e1 {e2,e5} { e3,e4,e6,e2,e1} {e3,e4,e6,e5,e1} 
{e4,e6,e5,e1} e2, e3 {e2,e5} { e3,e4,e6,e5,e1} {e3,e4,e6,e2,e1} 
{e4,e6,e5,e3} e2, e3 {e2,e5} { e3,e4,e6,e5,e1} {e3,e4,e6,e2,e1} 
{e4,e6,e1,e3} e2, e5 { e3,e4,e6,e2,e1} { e3,e4,e6,e5,e1} {e2,e5} 
{e4,e1,e2,e3} e5, e6 {e2,e5} { e3,e4,e6,e2,e1} {e3,e4,e6,e5,e1} 
{e4,e1,e5,e3} e2, e6 {e2,e5} { e3,e4,e6,e5,e1} {e3,e4,e6,e2,e1} 
{e3,e6,e2,e1} e5, e4 {e2,e5} { e3,e4,e6,e2,e1} {e3,e4,e6,e5,e1} 
{e3,e6,e5,e1} e2, e4 {e2,e5} { e3,e4,e6,e5,e1} {e3,e4,e6,e2,e1} 
Tableau.III.2: Résultats de l’algorithme de combinaison des bases MSO 
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 En éliminant  {e1, e3, e4, e6}, on obtient le MSO {e2, e5},  l’élimination de {e2} 
donne {e1, e3, e4, e5, e6} comme MSO, le MSO {e1, e2,  e3, e4, e6} est obtenu en éliminant 
{e5}. Les ensembles MSO trouvés sont  {e2, e5}, {e1, e3, e4, e5, e6} et {e1, e2,  e3, e4, e6}. 
Cet algorithme présente une complexité faible et ne présente pas de difficulté lors de son 
application.  
 Récapitulatif de comparaison 
 
 
 
 
 
Remarque : 
 L’algorithme MSO présente une simplicité lors de son application comme il 
présente une complexité moins réduite que les autres algorithmes, c’est pour cela qu’on a 
choisi cet algorithme pour nos applications. 
III.6. Placement de capteurs par la méthode basée sur  la décomposition 
Dulmage- Mendelshon 
Mi h h& qi q0 
{e1, e3, e4, e6} 1 1 1 1 
{e2} 0 0 1 0 
{e5} 0 0 1 0 
Tableau.III.3: Nouveau modèle du système à un seul réservoir 
avec regroupement des équations 
Algorithme de 
recherches des MSOs 
Conclusion déduite de leurs applications 
Algorithme PCC Difficile d’accès et complexe à mettre en œuvre    
Algorithme SARR Complexité  exponentielle par rapport aux 
variables 
Algorithme CBMSOs Beaucoup de redondance dans les calculs 
Algorithme MSO Pas de redondance dans les calculs et son degré de 
complexité est faible 
Tableau III.4 : Récapitulatif de comparaison 
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 Cette méthode a été proposée par Krysander et Frisk [KRY08b], elle est basée sur 
la décomposition Dulmage-Mendelshon. Comme la plupart des approches structurelles, 
elle peut manipuler des modèles très divers : (non linéaires et algébro-différentiels) d’une 
façon efficace. 
III.6.1.  Placement de capteurs : étude de la détectabilité 
  Définition 1 : Un défaut fi est structurellement détectable dans un modèle M si eFi ג M+ 
où M+ est l’ensemble des contraintes sur-déterminé. 
 La méthode consiste à déterminer l’ensemble des variables à mesurer afin de rendre 
toutes les fautes détectables. D’après la définition précédente, une faute ne peut être 
détectée s’il n’existe pas de sous système sur-déterminé.  
 L’exemple suivant est utilisé afin d’expliquer la méthode de placement de capteurs 
pour résoudre un problème de détection 
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
++−=
++−=
+++−=
++−=
++−=
4555
35144
215333
43222
52111
fux5x:e
fxx4x:e
ffxx3x:e
xxx2x:e
xxxx:e
&
&
&
&
&
                                                                                          (III.2) 
  Où xi sont les variables d’états, u le signal de commande et fi les fautes. 
La DM décomposition de la matrice d’adjacence associée au système III.2 est 
représentée sur la figure suivante  
 
 
 
 
  
1e
2e
3e
4e
5e
1b
2b
3b
4b
5b
1f
2f
3f
4f
1x 2x 3x 4x 5x
Figure III.3: DM décomposition de la matrice 
d’adjacence associée au système III.2 
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 Dans cette matrice les parties blanches représentent les zéros (0) et les parties grises 
représentent les uns (1), ei et xi sont reliés entre eux par les blocs bi. 
 Considérons  le défaut f3. Pour que f3 devient détectable, selon la définition, il faut 
ajouter un capteur de telle façon que e3f  = e4  soit dans le sous système sur-déterminé. 
 Il est facile de vérifier la détectabilité de   f3 lorsque les variables (x1, x2, x4) seront 
mesurées. Par exemple, mesurer x4 donne un sous système surdéterminé composé de  la 
nouvelle  équation de mesure avec les équations e4 et e5. Dans ce sous système, un 
générateur de résidus sensible au défaut f3 peut facilement être dérivé. Le même 
raisonnement peut être fait lors de la mesure de x1 ou de x2. L'explication sur le choix des 
variables à mesurer peut être fait comme suit : d’après la figure (III.3), le bloc b1 est relié à 
b2 par l’intermédiaire d’un élément non nul  en position (1 ,2), le bloc b2 est connecté à b4 
de la même façon,  ce qui donne un lien entre variables x1, x2, et x4 dans le bloc b4. Par 
contre la mesure  de  x3, c'est à dire, la variable en b3, ne donne pas la détectabilité de f3 car 
il n'y a aucun lien entre b3 et b4.  Les relations entre les blocs du système III.2 sont 
représentées sur le diagramme de Hasse [KRY08b] (graphe acyclique direct tel qu'il existe 
un arc direct qui va de x vers y si et seulement si, x ≤ y (dans ce cas, x et y sont 
comparables ici x et y sont remplacés par bi) [ALA05] de la figure III.4.   
 
 
 
 
Lemme 1: Soient M l’ensemble d'équations dans le sous système juste déterminé, bi la 
composante fortement connexe dans M avec les équations Mi, et e ב M une équation 
correspondante à la mesure de toute variable en bi. Alors 
{ }( ) { } ( )jMiMj MeeM ≤+ = UUU .La preuve de ce lemme est donnée dans [KRY08b]. 
1b
2b
3b 4b
5b
Figure III.4: Diagramme de Hasse du système III.2 
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 La réalisation de la détectabilité d'un défaut affectant une composante fortement 
connexe implique immédiatement la détectabilité de tous les défauts affectant la même 
composante. Par conséquent, il est logique de définir une relation d'équivalence sur 
l'ensemble des défauts, où tous les défauts qui influencent la même composante fortement 
connexe sont équivalents. Une série de défauts équivalents est notée [fi], où fi est un 
élément de la classe d’équivalence. 
 Soit P ك X un ensemble de capteurs possibles à placer  et  l’ensemble D ([fi]) tel 
que  
D ([fi]) = {x|bi ≤ bj, x א Xj ∩ P}, où Xj est l'ensemble des variables correspondant au bloc bj, 
bi est le bloc qui est infecté par les défauts de [fi]. L'ensemble D([fi]) est donc l'ensemble de 
variables telles que la mesure de n'importe quelle variable dans l'ensemble atteint la 
détectabilité de tous les défauts dans la classe d'équivalence [fi].  
 Dans le système III.2, l’ajout d’un capteur pour atteindre la détectabilité de l'un des 
défauts dans [f1] ou [f3] entraine  la détectabilité de f4, cela est causé par le fait que b5 est 
inférieur ou égal à b3 et b4 (la notion d’inferieur ou égal est dû au nombre d’équations dans 
chaque bloc), et selon le lemme 1, le bloc b5 est automatiquement inclus dans tout  
ensemble d'équations surdéterminé lorsque [f1] ou [f3]  est détectable. Cela signifie qu'il est 
seulement nécessaire pour assurer la détectabilité d'un sous-ensemble des classes de 
défauts d'assurer la détection de tous les défauts. Pour illustrer exactement les classes, 
introduisons un ordre sur les classes d'équivalence de F, défini comme suit : [fi] ≤ [fj] si bi ≤ 
bj, où bk est le bloc où les défauts de [fk] entrent dans le modèle. La figure III.5 montre le 
diagramme de Hasse de l’ordre partiel pour le système (III.2).  
 
 
 
 Dans le système (III.2), il est nécessaire et suffisant d’assurer la détectabilité d’un 
nombre maximal d’éléments de l'ordre partiel.  
[ ]1f [ ]3f
[ ]4f
Figure III.5 : Diagramme de Hasse de l’ordre partiel du système III.2 
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Théorème 1: [KRY08b] Soient M l’ensemble d'équations dans le sous système 
juste déterminé, F l’ensemble correspondant de défauts, P ك X l'ensemble de placements 
de capteurs  possible, et MS les équations correspondantes à l'ajout d'un ensemble de 
capteurs S. Alors, la détectabilité maximale de F dans  M ׫ MS est obtenue si et seulement 
si S a une intersection non vide avec D ([f]) pour tout [f] א Fm, où Fm est l'ensemble des 
classes de défauts maximales avec  D ([f] ) ≠ ׎. 
 La preuve de ce théorème est dans [KRY08b] 
 Pour le modèle du système (III.2), les classes maximales  de défauts sont [f1] et [f3] 
et les ensembles de  détectabilité correspondants sont D ([f1]) = {x1,x2,x3},  D ([f3]) = 
{x1,x2,x4}. Le théorème 1 donne les ensembles minimaux  de capteurs qui permettent 
d'atteindre la détectabilité de tous les défauts et qui sont {x1}, {x2} et {x3, x4}. 
III.6.2.  Placement de capteurs : étude de l’isolabilité  
Définition 2 [KRY08b]: Un défaut fi est structurellement discriminable (isolable ou 
distinguable) d’un défaut fj dans un modèle E si efi ג (E+\{efj}). 
 Le problème de l’isolabilité maximale d’ensembles de défauts peut être divisé en |F| 
sous-problèmes, un pour chaque défaut, comme suit : pour chaque défaut fj א F, trouver 
toutes les mesures  qui rendent le plus grand nombre possible de défauts  fi א F \ {fj} 
isolables de fj. La solution du problème de l’isolabilité sera donc obtenue en combinant les 
résultats de tous les sous-problèmes. Chaque sous-problème peut être formulé comme un 
problème de détectabilité selon le  raisonnement  qui suit : 
  Supposons que M est un modèle, y compris les capteurs de telle sorte que tous les 
défauts soient détectables, et MS représentant l’ensemble des équations décrivant les  
capteurs supplémentaires prévues S. Compte tenu de l'ensemble S de capteurs, un défaut fi 
est isolable de fj dans le modèle M ׫ MS si :  
ife ג ((M \ { jfe }) ׫MS)
 +                                                                                                                                                  (III.3)  
On pose M'= (M \ { jfe }), on le remplace dans  (III.3) et on obtient : 
ife ג (M'׫MS)
 +                                                                                                                                                                       (III.4)  
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 D’après  la définition 2, fi peut être considéré structurellement détectable dans 
M׫M'. Par conséquent, le nombre maximal possible de défauts fi א F \{fj} est isolable de fj 
dans M ׫ MS si le nombre maximal de fautes fi א F \ {fj} est structurellement détectable 
dans le modèle ((M \ { jfe }) ׫MS. Cela montre que chaque sous-problème peut être 
formulé comme un problème de détectabilité. 
 Le système (III.2) est utilisé pour  illustrer les résultats sur l’isolabilité,  avec l’ajout 
de capteurs pour mesurer {x3, x4} telle que tous les défauts soient détectables. En outre, on 
suppose que ces capteurs peuvent être entachés de défauts (f5 et f6). La nouvelle DM 
décomposition de la matrice d’adjacence associée au système III.2 est  
 
 
 
 
 
  
 
  
 Considérons  le sous-problème associé au défaut f1. L'ensemble M' en (III.4) est 
égal à M \ { 1fe } = M \ { 3fe }. Le sous-problème est de trouver l’ensemble minimal S de 
capteurs à ajouter dans M \ {e3}, tel que le plus grand nombre de défauts f2, f3,. . . ,f6 soit 
détectables et visibles dans M ׫ MS.  
 Trois types de défauts peuvent se présenter : les défauts qui n’affectent aucune 
équation de M', les défauts qui violent les équations de la partie surdéterminée (M ')+ et les 
défauts qui affectent les  autres équations M' à savoir, M'  \ (M')+. Dans l'exemple, nous 
avons (M ') + = {e4,e5, e7} et M' \ (M')+ = {e1, e2, e6} qui représentent la partie juste 
déterminée de M'. On constate que f2 n'est pas inclu dans M', que f3, f4, f6 appartiennent à 
1e
3e
4e
7e
1f
2f
6f
5f
1x 2x 3x 4x 5x
3f
4f
2e
6e
5e
Figure III.6: DM décomposition de la matrice d’adjacence  
associée au système III.2 entaché de deux fautes capteurs 
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la partie surdéterminée de M' et que f5 appartient à la partie juste déterminée de M'. Le 
défaut f2 n'est pas inclu dans M', donc il ne peut pas être structurellement détectable dans 
M'׫ MS  pour tout l’ensemble des capteurs S. Ceci implique que f2 n'est pas isolable de f1, 
ce qui résulte également du fait que ces deux défauts violent la même équation. Les défauts 
f3, f4 et f6  sont dans la partie sur-déterminée (M')+ et selon la définition 2, ils sont 
structurellement détectables dans M'  et ne nécessitent aucune mesure supplémentaire. Le 
défaut f5 est dans la partie juste déterminée, donc il n'est pas détectable, mais f5 peut le 
devenir dans M'׫MS si S est correctement sélectionné.  Sur les conditions nécessaires et 
suffisantes, S peut être calculé par la fonction de détectabilité décrite dans la section 
(III.6.1). En appliquant cette fonction à la structure sur la partie juste  déterminée de M' 
i.e.,  le sous-graphe défini par les deux ensembles des nœuds {e1, e2, e6} et {x1, x2, x3}, 
nous obtenons D ([f5]) ={x1, x2, x3}. Par conséquent, l'une des variables dans l’ensemble de 
détectabilité {x1, x2, x3} doit être mesurée pour rendre les défauts F\{f1,f2} détectables dans 
M׫MS, ce qui implique que tous les défauts de F\{f1,f2}sont isolables de f1 dans M ׫ MS. 
La solution du sous-problème lié au défaut f1 sera calculée à partir de l’ensemble de 
détectabilité. Le théorème suivant formalise la solution d'un  sous-problème comme celui 
évoqué précédemment.  
Théorème 2: [KRY08b] Soient M un ensemble d'équations qui ne contient pas de 
partie sous-déterminée, F un ensemble de défauts structurellement détectables dans M, P 
ك X l'ensemble des capteurs possibles, et MS les équations ajoutées à l’ensemble de 
capteurs S.  Pour un défaut fj arbitraire, supposons que M0 est la partie juste-déterminée  
de M \ { jfe }, F0 l'ensemble des fautes contenues dans M0, et D  la fonction de détectabilité  
de (M0, F0, P). Alors  le nombre maximal possible de défauts fi א F \ { jfe } est 
structurellement isolable  de fj dans M׫MS  si et seulement si S on a une intersection non 
vide avec tous les ensembles de D. 
 Pour l'exemple de la figure. III.6, les différents  ensembles de détectabilité  
pour chaque sous-problème sont : 
{{x1, x2, x3}} pour f1, f2 et f5  
{{x1, x2, x4}} pour f3 et f6  
׎ pour f4.  
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 Il y a  deux ensembles distincts de détectabilité et les minimums des ensembles sont  
{x1}, {x2} et {x3, x4}. Ces ensembles sont les mesures supplémentaires minimales qui 
permettent d’obtenir le maximum d’isolabilité  
III.7. Exemples explicatifs sur l’algorithme général de diagnostic structurel 
III.7.1. Exemple 1 
 Ce premier exemple illustre l’application de l’algorithme général FDI sans ajout de 
capteurs. Soit le système représenté par les équations suivantes : 
⎪⎩
⎪⎨
⎧
=
+=
++=
1
112
221
xy
x)f(x
fuxx
α&
&
                                                                                                             (III.5) 
 Où x1 et x2 représentent les variables d’état, f1 et f2 les défauts, u et y les variables 
mesurées.  
 Le système mis sous forme contraintes -variables est donné par les équations 
(III.6) :   
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
=
=
=
+=
++=
dt
dxx:e
dt
dxx:e
xy:e
x)f(x:e
fuxx:e
2
25
1
14
13
1122
2211
&
&
&
&
α
                                                                                                       (III.6) 
Les contraintes e4 et e5 sont utilisées pour modéliser les variables dynamiques à 
savoir 21 x et x && . 
L’algorithme FDI cité au paragraphe III.2 est appliqué à cet exemple selon les 
étapes suivantes : 
Etape 1 : Modélisation structurelle  
Chapitre III            Algorithme de  diagnostic de défauts et placement de capteurs par l’approche structurelle 
63 
 
La représentation structurelle de l’exemple précédent est donnée par la matrice d’adjacence  
suivante : 
 
 
 
 
Etape 2 : Détermination du sous système sur-déterminé  
Ce système est sur déterminé et sa redondance structurelle φ est égale à 1, le sous 
système surveillable de cet exemple est composé des équations {e1,e2,e3,e4,e5}. 
Etape 3 : Détermination des fonctions des résidus 
 
  
 
  
Le couplage permet de générer la séquence  de calcul suivante :   
• x1est calculé par l’équation e3,  
• e4 et le résultat de x1 sont utilisés pour calculer 1x& , 
• Pour le calcul de x2, on remplace la valeur de 1x&  dans e1, 
• Le calcul de 2x&  est fait en utilisant e2 avec les résultats précédents. 
 Pour déterminer la fonction du résidu, on remplace les valeurs des variables sans la 
considération des défauts  en premier lieu puis en considérant les défauts en deuxième lieu, 
le résultat est le suivant :  
uyy0 &&& +−= αω  et 21f fuyy)f( &&&& ++−+= αω  
 x1 x2 1x& 2x&
e1 0 1 1 0 
e2 1 0 0 1 
e3 1 0 0 0 
e4 ∆ 0 1 0 
e5 0 ∆ 0 1 
Tableau.III.5 : Matrice  
d’adjacence du système III.5 
 x1 x2 1x& 2x&
e1 0 1 1 0 
e2 1 0 0 1 
e3 1 0 0 0 
e4 ∆ 0 1 0 
e5 0 ∆ 0 1 
Tableau: III.6 Matrice d’adjacence 
du système (III.5) avec couplages 
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D’où 210f1 fyfr &+=−= ωω  
Etape 4 : Création de la matrice de sensibilité de défauts et la matrice d’incidence de 
défauts :    
  
 
 
• f1 et f2 apparaissent dans la fonction de r1, donc les deux défauts sont détectables,  
• f1 et f2 ont la même signature, ce qui implique la non distinction entre ces deux 
défauts. 
Etapes 5 : Amélioration de l’isolabilité structurelle 
 Dans cette étape, on considère la faute f1 comme une variable d’état et constante, 
après l’application des étapes précédentes, la fonction de résidu trouvée est la suivante : 
  
y
f
y
fr 22
2
2
&&& +=  
Les matrices de sensibilité globale et d’incidence de défauts globale sont 
représentées par les tableaux 9 et 10 respectivement : 
 
 
 
 Les signatures de f1 et f2 sont différentes, ce qui implique la distinction entre ces 
deux défauts (d’après le tableau.III.9). 
 
 f1 f2 
r1 1 1 
 
Tableau. III.7: Matrice de 
sensibilité de défauts du 
système III.5 
 f1 f2 
f1 1 1 
f2 1 1 
Tableau. III.8: Matrice 
d’incidence de défauts 
du système III.5 
 f1 f2
r1 1 1 
r2 0 1 
Tableau. III.9: Matrice de 
sensibilité de défauts 
globale du système III.5 
 f1 f2 
f1 1 0 
f2 0 1 
Tableau. III.10: Matrice 
d’incidence de défauts globale 
du système III.5 
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III.7.2.. Exemple2 
 Ce deuxième exemple illustre l’application de l’algorithme général FDI avec ajout 
de capteurs. Considérons le système représenté par les équations suivantes : 
⎪⎩
⎪⎨
⎧
=
+=
+++=
3233
2122
23111
x-xx:e
x)f(x:e
fxuxx:e
&
&
&
α                                                                                                 (III.7) 
 Où x1, x2 et x3 représentent les variables d’état, f1 et f2 les défauts, u la variable de 
commande. 
L’algorithme FDI cité dans  le paragraphe III.2 est appliqué à cet exemple selon les 
étapes suivantes : 
Etape 1 : Modélisation structurelle  
 La représentation structurelle de l’exemple précédent est donnée par la matrice 
d’adjacence  suivante : 
 
 
 
 
 
Les contraintes e4, e5et e6 sont utilisées pour modéliser les variables dynamiques à 
savoir  321 x et x ,x &&& . 
Etape 2 : Détermination du sous système sur-déterminé  
Cet exemple est juste déterminé, ce qui rend les défauts non détectables, l’ajout de 
capteurs est nécessaire afin de résoudre le problème de la détectabilité. 
 x1 x2 x3 1x&  2x&  3x&  
e1 1 0 1 1 0 0 
e2 0 1 0 0 1 0 
e3 0 1 1 0 0 1 
e4 ∆ 0 0 1 0 0 
e5 0 ∆ 0 0 1 0 
e6 0 0 ∆ 0 0 1 
Tableau III.11 : Matrice  
d’adjacence du système III.7 
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Pour l’ajout de capteurs, la méthode citée dans le paragraphe (III.6.1) est la 
suivante : 
1. la DM décomposition du système III.7 est la suivante  
 
     
 
 
2. L’ensemble de capteurs 
 Afin de rendre le système sur déterminé il suffit de mesurer  {x1}, {x2} ou {x3} en 
ajoutant des capteurs, on choisit a titre d’exemple d’ajouter un capteur pour mesurer x1, le 
système (III.7) devient 
 
⎪⎪⎩
⎪⎪⎨
⎧
=
=
+=
+++=
11
323
212
2311
xy
x-xx
x)f(x
fxuxx
&
&
&
α
                                                                                                     (III.8) 
Etape 3 : détermination des fonctions des résidus 
( )( ) ( ) ( )u-y-u-yf-ff-f ffr 2112111 &&&&&&& +++= α                                                         (III.9) 
Etape 4 : Création de la matrice de sensibilité de défauts et de la matrice d’incidence de 
défauts :   
  
 
• f1 et f2 apparaissent dans la fonction de r1, donc les deux défauts sont détectables,  
1e
2e
3e
1b
2b
3b
1x 2x 3x
1f
2f
Figure III.7: DM décomposition du système III.7 
 f1 f2 
r1 1 1 
 
Tableau III.12: Matrice de sensibilité de 
défauts du système III.7 
 f1 f2 
f1 1 1 
f2 1 1 
Tableau III.13: Matrice d’incidence de 
défauts du système III.7 
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• f1 et f2 ont la même signature, ce qui implique la non distinction entre ces deux 
défauts. 
Etapes 5 : Amélioration de l’isolabilité structurelle : 
 Dans cette étape on utilise l’ajout de capteurs afin de rendre les deux défauts 
isolables entre eux, cela est fait en suivant la méthode citée au paragraphe (III.6.2). 
 Sans l’équation e1, le système (III.8) est juste déterminé. Pour assurer la 
détectabilité de f2, il faut ajouter un capteur pour mesurer x3 et l’équation de ce capteur est 
y2=x3. La fonction du résidu résultante est :    
  ( )2222 yyf-r += &                                                                                                     (III.8) 
 Les matrices de sensibilité globale et d’incidence de défauts globale sont 
représentées par les tableaux III.13 et III.14 respectivement : 
 
 
 
 Puisque les deux signatures de f1 et f2 sont différentes, cela rend  les deux défauts 
isolables entre eux (tableau III.14). 
III.8. Conclusion 
  Nous avons consacré ce chapitre à l’étude du diagnostic  de  défauts par l’approche 
structurelle. Après avoir donné l’ossature de l’algorithme général de diagnostic de défauts, 
nous avons présenté des algorithmes pour la recherche des ensembles MSOs et pour ajout 
et placement de capteurs. L’approche a été illustrée par des exemples académiques. Dans 
le prochain chapitre, les résultats issus de l’algorithme de diagnostic seront utilisés pour la 
conception de la commande tolérante aux défauts. 
 
 f1 f2
r1 1 1 
r2 0 1 
Tableau III.14: Matrice de 
sensibilité de défauts 
globale du système III.7 
 f1 f2 
f1 1 0 
f2 0 1 
Tableau III.15: Matrice 
d’incidence de défauts 
globale du système III.7 
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Chapitre IV : Reconfiguration structurelle 
 
 
IV.1. Introduction 
 L’une des motivations de l’automatique est de  trouver une commande pour réaliser 
les objectifs d’un système dont la structure et les paramètres sont inconnus et en présence 
d’une ou de plusieurs fautes. La commande tolérante aux fautes est la solution proposée 
pour résoudre ce problème. Cette dernière utilise deux stratégies : l’accommodation des 
fautes et la  reconfiguration. Dans notre travail nous nous intéressons à la reconfiguration 
vue par l’analyse structurelle (reconfiguration structurelle). Elle vise à étudier dans quelle 
mesure les propriétés structurelles du système (commandabilité et observabilité 
structurelles) restent vérifiées en présence d’une ou de plusieurs fautes. Dans un premier 
temps, une présentation de la commande tolérante aux fautes est faite, suivie de l’étude de 
la reconfiguration structurelle.  
IV.2. Rappel du problème de la commande standard [STA01], [ASS02] 
 Un problème de commande standard est défini par les trois entités «γ, C, U » où γ  
est l’objectif à atteindre, C l’ensemble des contraintes et U la classe de commandes. La 
résolution du problème revient à trouver, dans la classe U une commande permettant 
d’atteindre l’objectif γ  tout en respectant les contraintes c. Lorsque ce problème admet 
plusieurs solutions, il est possible d’ajouter un critère J pour orienter le choix d’une 
commande, ce qui définit un problème de commande optimale. Selon le modèle utilisé, 
l’objectif du système peut s’exprimer par des trajectoires que le système doit suivre, ou par 
des caractéristiques entrées sorties. 
Dans les contraintes, on peut distinguer la structure « s » des contraintes et leurs 
paramètres «θ ». Ainsi, le problème de commande est complètement défini par le 
quadruplet «γ,s,θ,U », et le problème de la commande optimale par le quintuplet 
«γ,s,θ,U,J » où J est le critère à optimiser. Ces notions d’objectif, de structure, de 
paramètres sont valables à la fois pour les systèmes linéaires et les systèmes non linéaires. 
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IV.3.  Problème de la  commande tolérante aux fautes 
a. Définition du problème 
 Soit le problème «γ,s,θ,U », dans lequel aucune connaissance n’est disponible au 
sujet de l’évolution des contraintes (s,θ).  L’interprétation est que l’objectif doit être 
atteint, sous des contraintes dont la structure et les paramètres sont inconnus et doivent 
appartenir aux ensembles S etΘ. 
 Le problème ainsi posé est une généralisation du problème de la commande robuste 
ou adaptative pour lesquels non seulement  les paramètres sont inconnus mais, dont la 
structure peut changer à l’occurrence d’un défaut. Parmi les défauts qui existent, on a les 
défauts paramétriques (multiplicatifs) qui sont dû aux changements des paramètres et les 
défauts additifs qui peuvent être décrits par des changements structuraux ou de paramètres 
[STA01]. Manifestement, l’approche recherchant la robustesse pour atteindre l’objectif γ 
quelque soit le couple (s,θ) est irréalisable dans ce cas. Des travaux ont été développés 
dans la littérature pour traiter le problème [PAT97], [STA01], [ASS02]. 
 Deux stratégies, l’accommodation de fautes  et la reconfiguration sont à distinguer. 
Le choix entre ces stratégies dépend des informations fournies par le module FDI. 
b. Informations fournies par le module FDI  
 Selon les informations fournies par le module FDI, on peut se trouver face aux 
différents cas suivants [ASS02]:  
1. Le module FDI détecte et isole la (les) faute(s) et fournit une estimation ( θˆ ,sˆ ) de 
l’impact de cette faute. Le problème à résoudre à l’occurrence de la faute nécessite 
la résolution d’un problème de la commande standard {γ, θˆ  ,sˆ ,U} appliqué au 
système estimé actuel. 
2. Le module FDI détecte et isole la (les) faute(s), mais il ne peut fournir l’estimation 
( Θˆ  ,sˆ ) où Θˆ est un ensemble possible de paramètres. Le problème à résoudre à 
l’occurrence de cette faute est le problème {γ, Θˆ  ,sˆ ,U} du système (estimé) actuel. 
Selon que l’approche considérée est de type active ou passive, le problème à 
résoudre est un problème de commande adaptative ou robuste. 
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3. Le module FDI détecte et isole la (les) faute(s), mais il ne peut fournir aucune  
estimation de l’impact de cette faute. On est face à un système dont le modèle est 
inconnu et la recherche d’une commande pour un tel système est impossible. Une 
solution serait de transformer ce système inconnu en un système connu. Cela peut 
se faire comme suit : 
¾ Avoir plus d’informations, en utilisant une approche basée sur 
l’apprentissage. Dans ce cas, une estimation du système peut être obtenue et 
le problème revient aux cas précédemment cités en 1 et 2. 
¾ Avoir un système connu en mettant hors service les composants défaillants 
isolés par le module FDI. 
4. Le module FDI détecte la (les) faute(s), mais il ne peut ni l’isoler, ni fournir aucune 
estimation. Dans ce cas, il faut reconfigurer les objectifs du système. 
5. Le module FDI ne détecte pas la (les) faute(s). Le système est donc, dans une 
situation de danger. 
c. Accommodation des fautes  
 L’accommodation des fautes est la stratégie qui résout le problème de la commande 
du système estimé « U ,ˆ ,sˆ , θγ » actuel. Elle fait appel aux approches de commande robuste 
et de commande adaptative [STA01]. Les solutions, si elles existent doivent satisfaire 
l’objectif γ  qui lui, implicitement, impose des performances ou une gamme de 
performances que le système doit respecter. Dans le cas contraire l’objectif sera considéré 
comme non atteint [ASS02].  
d. Reconfiguration 
 On distingue deux types de reconfiguration : la reconfiguration structurelle du 
système (de structure et de commande) et la reconfiguration d’objectifs.       
1. Reconfiguration structurelle du système  
 C’est la stratégie dans laquelle le système défectueux est remplacé par un autre. La 
commande modifiée résoud ainsi un nouveau problème (γ,σ,τ, v) qui remplace le problème 
original avec le même objectif.  
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 La reconfiguration se repose simplement sur une formulation d’un nouveau 
problème (γ,σ,τ,V) et laisse ainsi réaliser l’objectif γ  en modifiant la structure du système, 
les paramètres et la commande. Cela signifie qu’une certaine redondance existe dans le 
système. La nouvelle structure des contraintes et les nouveaux paramètres sont obtenus en 
débranchant les composants défectueux. 
  Pour que la stratégie de la reconfiguration soit clairement définie, on doit définir les 
ensembles admissibles Z et E pour le choix de la paire (σ,τ) et remplacer l’ensemble 
admissible de classes de commande U par un autre ensemble V. Notons que la 
reconfiguration n’a besoin d’aucune information détaillée sur l’évaluation de l’ensemble 
des contraintes réelles [STA01], [ASS02]. 
2. Reconfiguration d’objectifs 
 La reconfiguration d’objectifs concerne le cas où le module FDI détecte une 
défaillance, sans pouvoir l’isoler. La reconfiguration d’objectifs propose d’atteindre un 
autre objectif O avec la même structure du système et la même commande, ce qui  revient 
à considérer le problème traité dans le cas précédent «O,s,θ,U ». 
IV.4. Algorithme de la reconfiguration structurelle   
Le déroulement de l’organigramme de cet algorithme représenté sur la figure IV.1 se fait 
selon les étapes suivantes: 
 Etape1 :    
 Les informations sur l’existence des fautes sont obtenues en appliquant les 
algorithmes FDI. Si une faute ou plusieurs fautes existent, on passe à la deuxième 
étape, sinon on laisse le système fonctionner. 
 Etape 2 :    
 Cette étape est consacrée à la suppression de (des) équation(s) (contrainte(s)) du 
modèle du système affectée(s) par une ou plusieurs fautes.   
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 Etape 3 :    
 Dans cette étape nous  testons les propriétés d’observabilité et de commandabilité 
structurelle du système pour la nouvelle structure (c.-à-d. le système sans les équations 
affectées par les fautes. Si le nouveau système est structurellement observable et 
commandable, on arrête l’algorithme, sinon  on passe à l’étape suivante. 
 Etape 4 :    
  Cette étape est utilisée pour donner une solution afin de résoudre les problèmes 
d’observabilité et de commandabilité structurelle. Il faut une vérification pour chaque 
solution trouvée à savoir pour une solution d’observabilité structurelle, il faut vérifier 
la commandabilité structurelle et vice versa. 
Oui
OuiOui
Non
Non Non
Non NonOui Oui
Figure IV.1: Organigramme de la reconfiguration structurelle 
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VI.5. Observabilité et Commandabilité structurelle par graphe biparti 
VI.5.1. Observabilité structurelle 
 La détermination des valeurs des variables dans un système est structurellement 
possible s’il existe un chemin de la variable inconnue vers un ensemble de variables 
connues. La possibilité de déterminer les valeurs des variables est la base de l’observabilité 
structurelle.  
Considérons  le système représenté sous la forme suivante [ASS02] : 
( )
( )
( )
( )4.1.IV
3.1.IV
2.1.IV
1.1.IV
                                                       
             x 
dt
d x
                                             u) ,x ,(x g y 
                                              u) ,x ,(x h  0
                                             u) ,x ,(x c x
                                                                                d  d
ad
ad
ad d
⎪⎪⎩
⎪⎪⎨
⎧
=
=
=
=
&
&
        Où R  x n∈  le vecteur d’état, R  y r∈  le vecteur de mesure et R  u m∈  le vecteur de 
commande. Le système ainsi formulé présente : 
• Des contraintes différentielles Ed qui sont les équations d’états (IV.1.1) et 
les dérivées (on les désigne par D) (IV.1.4). 
• Des contraintes algébriques Ea qui sont les équations statiques (IV.1.2) et 
les équations de mesures (IV.1.3).  
On associe à ce système le graphe biparti ( )A,KX,EGB U  où ad EEE U=  est 
l’ensemble des contraintes différentielles et algébriques,  dda xxxX &UU=  l’ensemble des 
variables inconnues et yuK U=  l’ensemble des variables connues. 
Sur ce graphe initialement non orienté, nous orientons le principe de causalité 
physique de certaines arrêtes. Nous trouvons les cas suivants : 
 L’arrête dont l’extrémité est une commande  est orientée vers  l’autre 
extrémité de l’arrête. 
 L’arrête dont l’extrémité est une sortie est  orientée de l’arrête vers cette 
sortie. 
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 Les arrêtes dont l’extrémité est une contrainte g et l’autre extrémité n’est 
pas une sortie sont orientées vers g. 
 Les arrêtes dont l’extrémité est une contrainte e sont orientées de e vers  dx&  
et des variables xd vers e. 
Ce graphe est dit graphe biparti orienté pour l’observabilité ( )A,KX,EGBo U . 
Dans le graphe biparti ( )A,KX,EGB U  nous nous intéressons aux sous graphes 
Gb(Ex,X,Ax) où { }0 X )Q(e E,  eE iix /≠∈= I . Une décomposition de ce sous graphe donne les 
trois composantes : 
[ ]+++ = X,ES x  
  [ ]00x0 XX,ES U+=  
  [ ]−+−− = XXX,ES 0x UU  
Théorème IV.1 [ASS02,BLA03,STA02] 
Un système donné par les équations IV.1.1, IV.1.2, IV.1.3 et IV.14 est structurellement 
observable si et seulement si : 
1)  Il existe au moins un chemin allant de chaque variable inconnue à une des 
variables connues sur le graphe biparti orienté GBO (E, X U  K, A). 
2)   Il n’y a pas de sous système sous-déterminé S- dans la décomposition canonique 
du graphe biparti GB (Ex, X, Ax). 
3)  Il existe au moins un couplage complet causal (causalité dérivée) M sur les sous 
systèmes juste et sur-déterminé par rapport à leurs variables associées, et que la 
chaîne alternée associée à ce couplage ne présente pas de boucles différentielles où 
une variable et sa dérivée coexistent. [ASS02,BLA03,STA02] 
Preuve 
La première condition exprime la condition d’atteignabilité des variables connues 
par toutes les variables inconnues. Ceci veut dire que pour qu’un système soit observable, 
il faut que chaque variable inconnue affecte au moins une variable connue. 
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Les deuxième et troisième conditions expriment la condition nécessaire pour que 
les variables inconnues soient structurellement calculables à partir des variables connues. 
La condition de non-existence de boucles différentielles où une variable et sa dérivée 
coexistent va dans ce sens aussi. La présence d’une telle boucle impliquera la résolution 
d’équations différentielles qui nécessite la connaissance des conditions initiales qui sont 
supposées inconnues quand on étudie l’observabilité d’un système.       
Exemple IV.1  
On considère le système suivant : 
⎪⎪
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎪⎪
⎨
⎧
=
=
=
=
+=
=
=
                                                               337
                                                              226
                                                              115
                                                                        14
32 133
                                                                     322
                                                                     211
x 
dt
d  x :e
x 
dt
d  x :e
x 
dt
d  x :e
x y  :e
u       12x - x 47 - x 60 -  x :e
x  x :e
x  x :e
&
&
&
&
&
&
                                                                           (IV.2) 
Le graphe biparti du système IV.2 est le suivant : 
 
 
 
 
 
 
 
La matrice d’adjacence du système IV.2 est represéntée sur le tableau IV.1 
 
 
 
y u
1e5e 4e 3e 2e 6e 7e
1x1x& 2x 3x 2x&3x&
Figure IV.2: Graphe biparti du système IV.2 
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Le graphe biparti de la La figure IV.2 est orienté de la manière suivante  
• e4 vers la sortie y 
• x1 vers e4 et e3 
• e3 vers 3x&  
• x2, x3 et u vers e3 
• x2 vers e1 
• e1 vers 1x&  
Le graphe orienté obtenu est illustré sur la figure IV.3.    
 
 
 
 
 
 
 
Test d’observabilité structurelle 
 Les trois conditions du théorème IV.1 sont appliquées pour le système IV.2 et les 
résultats suivants sont trouvés : 
y u
1e5e 4e 3e 2e 6e 7e
1x1x& 2x 3x 2x&3x&
Figure IV.3: Graphe biparti orienté du système IV.2 
 x1 1x& x2 2x& x3 3x& u y 
e1 0 1 1 0 0 0 0 0 
e2 0 0 0 1 1 0 0 0 
e3 1 0 1 0 1 1 1 0 
e4 1 0 0 0 0 0 0 1 
e5 1 1 0 0 0 0 0 0 
e6 0 0 1 1 0 0 0 0 
e7 0 0 0 0 1 1 0 0 
Tableau IV.1: Matrice d’adjacence du système IV.2 
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1. D’après le graphe biparti orienté on constate que y est atteignable par les trois 
variables d’état (y est atteignable par x1 via e4, x1 est atteignable par x2 et x3 via e3, 
ce qui implique l’atteignabilité de y par  x2 et x3). 
2. Le système est sur-déterminé et il ne contient pas de sous système sous-déterminé.  
3. Le système contient un couplage  complet causal. Ce couplage est donné par la 
figure suivante : 
 
 
 
 D’après 1, 2 et 3 le système précédent est structurellement observable. 
VI.5.2. Commandanbilité structurelle 
La commandabilité structurelle concerne la partie de sa structure qui fait intervenir 
les variables d’entrées et les variables inconnues quelles soient mesurées ou non. 
Utilisons le système dynamique suivant : 
( )
( )
( )
( )
( )IV.3.3
IV.3.2
IV.3.1
                                                                                                           
        x 
dt
d  x
u ,x ,x h  0
u ,x ,x e x
d d
ad
ad d
⎪⎪⎩
⎪⎪⎨
⎧
=
=
=
&
&
     
Notons que pour l’étude de la commandabilité structurelle, les conditions initiales 
sont connues. Il s’agit de partir d’un état initial donné pour ce système. Nous associons un 
graphe biparti orienté comme défini pour l’observabilité. Sur ce graphe La condition 
nécessaire de la commandabilité structurelle d’ un système est donné par le theoreme 
suivant       
Théorème IV.2 [ASS02] 
La condition nécessaire pour qu’un système soit structurellement commandable  est 
que toutes les variables inconnues doivent être accessibles par au moins une variable de 
commande.  
y
1e5e4e 2e6e 7e
1x 1x& 2x 2x& 3x 3x&
 
Figure IV.4 : Couplage causal complet du système IV.2 
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Ce théorème exprime une condition nécessaire d’accessibilité de toutes les 
variables inconnues par au moins une variable d’entrée (commande). Cela implique que 
pour qu’une variable inconnue soit commandable, il est nécessaire qu’il ait au moins une 
commande qui agissant dessus. Une variable inconnue non accessible par aucune des 
commandes ne peut être actionnée. Cela est valable pour les systèmes linéaires comme 
pour les systèmes non linéaires. Par contre cette condition ne suffit pas pour qu’un système 
soit structurellement commandable. Il existe une condition suffisante pour les systèmes 
linéaires décrite ci-après.  
Considérons pour la commandabilité, que l’ensemble des variables inconnues est 
 da xxK &U=  et les variables connues  dxuX U= . L’ensemble des contraintes est 
 
dt
dheE UU= . On associe à ce système le graphe biparti Gb (Ex, X, Ax) où 
{ }0 X )Q(e E,  eE iix /≠∈= I . La décomposition du graphe biparti Gb (Ex, X, Ax) donne les 
trois composantes suivantes: 
[ ]+++ = X,ES x  
  [ ]00x0 XX,ES U+=  
  [ ]−+−− = XXX,ES 0x UU  
La condition suffisante exprime alors, le fait, qu’un système structurellement 
commandable, doit être juste ou sous déterminé pour qu’une commande u puisse être 
trouvée. 
Le théorème suivant résume les deux conditions pour lesquelles un système linéaire 
est structurellement commandable :    
Théorème IV.3 [BLA03]  (pour les systèmes linéaires) 
Un système donné sous la forme (IV.3.1, IV.3.2, IV.3.3) est structurellement 
commandable si et seulement si : 
I. Toute variable inconnue est accessible par au moins une des variables de 
commande sur le graphe biparti orienté GBO (E, X U  K, A), 
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II. Il n’y a pas de sous-système sur-déterminé S+ dans la décomposition canonique du 
graphe biparti (Ex, X, Ax), 0 X /=+ .      
Preuve 
La première condition exprime la condition nécessaire d’accessibilité de toutes les 
variables inconnues par au moins une variable d’entrée (une commande) énoncée dans le 
théorème précédent IV.2. 
Pour la deuxième condition, l'existence d'un sous-système surdéterminé 
impliquerait que les variables connues (ici dx& ) doivent satisfaire certaines conditions de 
compatibilité. Pour les systèmes linéaires, celles-ci seraient exprimés en  
0xd
T =&α                                                                                                                          (IV.4) 
Où α est un vecteur constant. Les trajectoires du système doivent donc vérifier la 
relation suivante : 
0)t(x)t(x 0d
T
d
T =−αα                                                                                                  (IV.5) 
Exemple IV.2  
Considérons le système IV.6 représenté  par les équations suivantes : 
⎪⎪
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⎩
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⎨
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=
=
=
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                                                          337 
                                                         226
                                                                  1 15
                                                                        14
3 133
                                                                     222
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x 
dt
d  x :e
x 
dt
d  x :e
x 
dt
d x :e
x y  :e
    x2x-  x :e
ux  x :e
ux2x-  x :e
&
&
&
&
&
&
                                                            (IV.6) 
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Le graphe biparti correspondant au système IV.6 est : 
 
 
 
 
 
Sa matrice d’adjacence est représentée sur le tableau IV.2. 
  
 
 
 
 
Test de commandabilité structurelle  
Pour le test de la commandabilité structurelle, on vérifie les conditions du théorème IV.3.   
1) d’après le graphe biparti orienté de la figure IV.6   
 
 
 
 
 
y u
1e5e 4e 3e 2e 6e 7e
1x1x& 2x 3x 2x&3x&
Figure IV.5 : Graphe biparti du système IV.6 
 x1 1x& x2 2x& x3 3x& u y 
e1 1 1 0 0 1 0 1 0 
e2 0 0 1 1 0 0 1 0 
e3 1 0 0 0 1 1 0 0 
e4 1 0 0 0 0 0 0 1 
e5 1 1 0 0 0 0 0 0 
e6 0 0 1 1 0 0 0 0 
e7 0 0 0 0 1 1 0 0 
Tableau IV.2: Matrice d’adjacence du système IV.6 
y u
1e5e 4e 3e 2e 6e 7e
1x1x& 2x 3x 2x&3x&
 
Figure IV.6 : Graphe biparti orienté du système IV.6 
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On constate que les trois variables d’état sont accessibles par la commande (x1 et x3 
sont accessible par u via e1 et x2 est accessible par u via e2). 
2) La décomposition canonique est faite pour la sous matrice qui ne fait intervenir que 
les variables x1, x2, x3 et u sans les contraintes différentielles (ces variables sont 
considérées connues). 
      
 
 
 Le sous système formé par la sous matrice de la commandabilité structurelle est 
juste déterminé.  
         De 1 et 2 on déduit que le système est structurellement commandable.   
VI.6 Exemple illustratif de l’algorithme de reconfiguration structurelle       
Considérons le modèle linéaire du système électrique de la figure IV.7,  
 
 
 
 
 
Le modèle est décrit par le système d’équations suivant :  
 x1 x2 x3 u 
e1 1 0 1 1 
e2 0 1 0 1 
e3 1 0 1 0 
e4 1 0 0 0 
Tableau IV.3: Sous matrice de la commandabilité 
structurelle du système IV.6 
)t(v
2R
1R
+
)t(e
)t(i
L
)t(s
C
 
Figure IV.7 : Exemple d’un système électrique 
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                                                                             (IV.7) 
 Où R1 et R2 sont des résistances, L l’inductance, C le condensateur, i(t) le courant 
représenté par x1, v(t) la tension aux bornes du condensateur représentée par x2, s(t) le 
vecteur de sortie représenté par [y1,y2]T et e(t) = u la tension d’entrée.   
Ce modèle sera prolongé par les équations différentielles 
suivantes :    1 15 x dt
d x :e =& et    226 x dt
d  x :e =& . Comme on suppose dans ce modèle  que y2 
est affecté par une faute additive fy2. Le graphe biparti du système IV.7 est complété par 
l’arrête (e4,fy2). Il est représenté sur la figure IV.8.  
 
 
  
 
 
Sa matrice d’adjacence est la suivante :  
 
 
 
 
 
 Etape1 :    
Il existe une faute fy2, cette faute affecte l’équation e4.    
 x1 1x& x2 2x& u y1 y2 fy2 
e1 1 1 1 0 1 0 0 0 
e2 1 0 0 1 0 0 0 0 
e3 1 0 0 0 0 1 0 0 
e4 0 0 1 0 0 0 1 1 
e5 1 1 0 0 0 0 0 0 
e6 0 0 1 1 0 0 0 0 
Tableau IV.4 : Matrice d’adjacence du système IV.7 
Figure IV.8 : Graphe biparti du système IV.7 affecté par la faute fy2 
u
1e5e 3e 4e 2e 6e
1x 1y2x 2y 2yf1x& 2x&
Chapitre IV                                                                                                               Reconfiguration structurelle                             
83 
 
 Etape 2 :    
L’équation e4 sera supprimée dans le système IV.7. 
 Etape 3 :    
 Dans cette étape les tests de l’observabilité et de la commandabilité seront effectués 
sur le système IV.7 sans l’équation e4 
a. Test d’observabilité structurelle  
1. D’après le graphe biparti orienté de la figure IV.9, on constate que la 
sortie y1 est accessible par les variables inconnues. 
 
 
 
 
 
2.   Le système sans l’équation e4 est sur déterminé.  
3. Il existe un couplage causal complet sur les variables inconnues, le 
couplage donné est sur le tableau IV.5. 
 
 
 
 
 
 
Figure IV.9 : Graphe biparti orienté du système IV.7 sans e6 
u
1e5e 3e 2e 6e
1x 1y2x1x& 2x&
 
1
1
1
11 1
1
1
1100
0 0
0 0 0
0 0
01e
2e
3e
5e
6e
1x 1x& 2x 2x&
Tableau IV.5: Décomposition canonique 
et couplages des variables 
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D’après 1, 2 et 3 le système sans e4 est structurellement observable. 
b. Test de commandabilité structurelle  
1. D’après le graphe biparti orienté de la figure IV.9, on constate que 
toutes les variables sont accessibles par la commande u. 
2. La décomposition canonique du système sans e4 de la commandabilité 
structurelle  du tableau ci-dessous montre qu’il n’existe qu’un seul sous 
système sous déterminé.  
 
 
 
D’après 1 et 2, on conclut que le système IV.7 sans e4 est structurellement 
commandable. 
VI.7 Conclusion       
Dans ce chapitre, nous avons présenté l’algorithme de la reconfiguration 
structurelle. Un rappel du problème de la commande standard a été donné suivi d’un rappel 
du problème de la commande tolérante aux fautes en premier lieu. En second lieu, les 
étapes de l’algorithme de la reconfiguration structurelle ont été détaillées. L’idée de cet 
algorithme est de supprimer les équations affectées par les fautes puis tester la validité des 
propriétés structurelles du système à savoir l’observabilité et la commandabilité. Des 
exemples ont été donnés pour illustrer ces déférentes notions ainsi que cet algorithme. 
Nous allons appliquer cette stratégie sur un procédé du traitement des eaux usées dans le 
dernier chapitre. 
    
u
11 1
1 0 0
2x1x
2e
1e
Tableau IV.6: Matrice d’adjacence du système IV.7 sans e4 
pour la commandabilité structurelle 
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Chapitre V : Diagnostic structurel d’un procédé de traitement 
des eaux usées 
 
 
V.1. Introduction  
La conduite des procédés biologiques a connu un développement important ces 
dernières années, notamment dans les industries de traitement des eaux usées, grâce à la 
prise de conscience collective de préserver l’environnement, en particulier la qualité de 
l’eau. Le but recherché dans ce domaine du point de vue de l’automatique est la détection 
précoce des anomalies de fonctionnement et l’amélioration de la qualité des produits afin 
d’assurer un bon fonctionnement. 
Dans ce chapitre, nous allons d’abord décrire le procédé de traitement des eaux 
usées sujet de notre application et le modèle retenu pour sa conduite. Ensuite, les 
algorithmes de diagnostic seront appliqués sur le modèle choisi. 
V.2. Description du procédé de traitement des eaux usées 
Les eaux usées sont toutes les eaux chargées de déchets, qui sont de nature à polluer 
les milieux dans lesquelles elles seront déversées. C'est pourquoi, dans un souci de respect 
de ces différents milieux, des traitements sont réalisés sur ces effluents. Ces traitements 
peuvent être réalisés de manière collective dans une station  d’épuration  ou de manière 
individuelle. La plupart des stations d'épuration fonctionnent selon les mêmes processus de 
base, mais des différences plus ou moins importantes peuvent exister dans la manière de 
mettre en place ces processus [SPE07].  
V.2.1. Etapes de traitement des eaux usées dans une station d’épuration  
La dépollution des eaux usées nécessite une succession d’étapes faisant appel à des 
traitements physiques, physico-chimiques et biologiques. En dehors des plus gros déchets 
présents dans les eaux usées, l’épuration doit permettre, au minimum, d’éliminer la 
majeure partie de la pollution carbonée. Selon le degré d’élimination de la pollution et les 
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procédés mis en œuvre, trois étapes de traitement sont définis [QUE00]; ces étapes sont 
représentées sur la figure V.1. 
 
 
 
 
 
 
 
 
 
 
 
 
• Les prétraitements consistent à débarrasser les eaux usées des polluants solides les 
plus gros (dégrillage, dégraissage). Ce sont de simples étapes de séparation 
physique. 
• Les traitements primaires regroupent les procédés physiques ou physico-
chimiques visant à éliminer par décantation une forte proportion de matières 
minérales ou organiques en suspension. A l'issue du traitement primaire, seul 50 à 
60 % des matières en suspension sont éliminées. Ces traitements primaires ne 
permettent d'obtenir qu'une épuration partielle des eaux usées. Ils ont d'ailleurs 
tendance à disparaitre en tant que seul traitement, notamment lorsque l'élimination 
de la pollution azotée est requise. Pour répondre aux exigences réglementaires, une 
phase de traitement secondaire doit être conduite [DIM08]. 
• Les traitements secondaires recouvrent les techniques d'élimination des matières 
polluantes solubles (carbone, azote et phosphore). Ils constituent un premier niveau 
de traitement biologique. Le traitement secondaire est le niveau minimal de 
traitement qui doit être mis en œuvre dans les usines de dépollution [SPE07]. 
Dans certains cas, des traitements tertiaires sont nécessaires, notamment lorsque l'eau 
épurée doit être rejetée en milieu particulièrement sensible. A titre d'illustration, les rejets 
dans les eaux de baignade, dans des lacs souffrant d'un phénomène d'eutrophisation (c’est 
Figure V.1 : Schéma de principe du procédé de traitement des eaux 
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la modification et la dégradation d'un milieu aquatique, lié en général à un apport excessif 
de substances nutritives, qui augmentent la production d’algues et de plantes aquatiques) 
ou dans des zones d'élevage de coquillages sont concernés par ce troisième niveau de 
traitement. Les traitements tertiaires peuvent également comprendre des traitements de 
désinfection. La réduction des odeurs peut encore être l'objet d'attentions particulières 
[HEN87].  
V.2.2. Modèle du procédé du traitement des eaux usées par boues actives    
Le modèle mathématique d’un procédé de traitement des eaux usées est établi à 
partir des bilans matières effectués sur chaque réactif relatif aux différents composés de la 
réaction biochimique pendant un certain intervalle de temps. Ce bilan est basé sur l’égalité 
suivante [HEN87]: 
Accumulation = ±  Conversion + Alimentation – Soutirage  
     Le premier modèle cinétique complet (ASM1 : Activated  Sludge Model no 1), 
intégrant l’élimination du carbone et de l’azote, a été proposé dans [HEN87] sur la base 
des modèles dynamiques de Ekama et Marais, en 1979, et de Dold et al., en 1980 [SPE07]. 
Le modèle ASM1 permet de décrire les processus de dégradation de la matière organique 
(en aérobie et en anoxie (elle décrit le manque d'oxygène dissous d'un milieu aquatique ou 
d'un sédiment immergé)), ainsi que la nitrification et la dénitrification dans les boues 
activées. Le modèle (ASM1) reste aujourd’hui une base éprouvée et encore largement 
utilisée dans les logiciels de simulation dynamique. Par la suite, les processus de 
déphosphatation biologique ont été intégrés dans les modèles ASM2 et ASM2d [HEN95]. 
Enfin un modèle complémentaire, intégrant notamment les processus de stockage 
intracellulaire, a été proposé par [HEN99], [NEJ01], c’est le modèle ASM3.  
V.2.2.1. Variables d’états du modèle  
Dans le modèle ASM1, la pollution organique est composée  de la demande 
chimique en oxygène (DCO) biodégradable et de la DCO non biodégradable [SPE07]. La 
DCO biodégradable est divisée en substrat aisément biodégradable SS et en substrat 
lentement biodégradable XS [SPE07]. La DCO non biodégradable est divisée en fractions 
soluble SI et particulaire XI, elle traverse le procédé sans subir de modification [SPE07]. La 
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biomasse est constituée de microorganismes hétérotrophes XH, le composé XP représente le 
débris inerte de ceux issus de l’analyse bactérienne [SPE07]. 
V.2.2.2. Dynamique du procédé  
 Croissance aérobie des hétérotrophes   
L’expression du taux de croissance la plus utilisée et répandue dans la littérature est 
celle adoptée par Monod [MON49] pour modéliser la croissance microbienne. Ce modèle 
ne prend en compte que le facteur limitant dû à un manque de substrat SS et s’exprime sous 
la forme: 
SS
S
SK
SS +μ=μ max)(                                                                                                         (V.1) 
Où maxμ  est le taux maximum de croissance et KS la constante d’affinité appelée 
paramètre de Michaelis-Menten. KS traduit la facilité d’assimilation du substrat par la 
biomasse. 
Une autre forme du taux spécifique de croissance à été élaborée par [MON49] en 
tenant compte de l’inhibition par la concentration en oxygène dissous SO.   
OO
O
SS
S
O SK
S
SK
SSS ++μ=μ max),(                                                                                     (V.2) 
C’est cette dernière structure que nous allons utiliser dans la suite du travail.  
 Décomposition hétérotrophe  
Le processus est modélisé selon l’hypothèse de la régénération et de la mortalité. Les 
organismes meurent à un certain taux et une partie du matériau est considérée comme non 
biodégradable et s’ajoute à la fraction du produit particulaire inerte XP. Le reste s’ajoute à 
la quantité du substrat biodégradable.  
 Hydrolyse de la matière organique absorbée 
Le substrat lentement biodégradable est décomposé par un mécanisme extra cellulaire  
en produisant du substrat aisément biodégradable utilisable par la biomasse. Le taux 
d’hydrolyse se construit quand la concentration du substrat absorbé devient grande par 
rapport à la biomasse. Dans la formulation du modèle, les hypothèses suivantes sont faites: 
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• Aucune réaction biologique n’a lieu dans le clarificateur. 
• Les bassins sont considérés comme parfaits. 
• Le bassin d’aération est considéré comme étant parfaitement mélangé de sorte 
que la concentration de chaque composant soit homogène dans l’espace.   
• Les substrats et l’oxygène dissous sont considérés comme masses limitantes 
avec cinétique bi-substrat du type de Monod [DIM08]. 
• Le produit particulaire inerte XP est considéré comme une matière organique 
inerte XI.  
On peut se faire une idée satisfaisante d’une station à boues activées, comportant un 
aérateur et un décanteur, moyennant quelques simplifications, à partir du schéma suivant : 
 
 
 Variables d’entrée  
Les concentrations des composants solubles (S.,in) et particulaires (X.,in) dans l’eau 
polluée qui rentrent au réacteur sont considérées comme des variables d'entrée du modèle. 
Le taux de dilution d'entrée D et le coefficient de transfert de l'oxygène KLa font partie 
aussi de cet ensemble de variables [DIM08]. 
 Modèle dynamique du procédé 
Par l’application du bilan massique au niveau du bassin d’aération, les équations 
différentielles qui décrivent l’évolution de la concentration en biomasse, en substrat, et en 
oxygène dissous au sein du procédé de dépollution ont été établies comme suit [HEN87].       
Eau épurée Eau polluée 
Décanteur 
secondaire
XH,r , XS,r  boues recyclées 
Boues purgées 
O2 
Bassin d’aération
XH, XS, SS, SO ,XI,SI 
 
Figure V.2 : Schéma d’un système de traitement des eaux usées 
XH,in , XS,in, SS,in , SO,in,SI,in ,XI,in 
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  Où  
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Et 
)(tSI : Concentration en substrat soluble non-biodégradable (mg/l)  
)(tSS : Concentration en substrat aisément biodégradable (mg/l)  
)(tXI : Concentration en substrat particulaire non-biodégradable (mg/l) 
)(tXH : Concentration en biomasse hétérotrophe (mg/l) 
)(tX S : Concentration en substrat lentement biodégradable (mg/l) 
)(tSO : Concentration en oxygène dissous (mg/l) 
)(, tX recI : Concentration en biomasse recyclée (mg/l) 
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)(, tX recH : Concentration de la biomasse hétérotrophe recyclée (mg/l) 
)(, tX recS : Concentration de substrat lentement biodégradable recyclé (mg/l) 
inIS , : Concentration en substrat soluble non-biodégradable dans l’alimentation  (mg/l)  
inSS , : Concentration en substrat aisément biodégradable dans l’alimentation (mg/l)  
inIX , : Concentration en substrat particulaire non biodégradable dans l’alimentation (mg/l). 
inHX , : Concentration en biomasse hétérotrophe dans l’alimentation (mg/l). 
inSX , : Concentration en substrat lentement biodégradable dans l’alimentation (mg/l) 
inOS , : Concentration en oxygène dissous d’alimentation (mg/l) 
)(1 tρ : Vitesse spécifique de croissance des hétérotrophes (1/h) 
)(2 tρ : Vitesse spécifique de mortalité des hétérotrophes (1/h) 
)(3 tρ : Vitesse  spécifique d’hydrolyse de la matière organique absorbée (1/h) 
:Hb  Taux hétérotrophe d’affaiblissement 
:IXf  Fraction de biomasse 
:HY  Taux de conversion du substrat en biomasse. 
SC : Constante de saturation en oxygène (mg/l). 
β : constante strictement positive (1/l) 
:rV  Volume du bassin d’aération (l). 
:decV  Volume du décanteur (l). 
:maxμ  Taux maximum de croissance 
OK : Coefficient de demi-saturation de l’oxygène pour la biomasse hétérotrophe (mg/l). 
:SK  Coefficient de demi-saturation du substrat facilement biodégradable pour la biomasse 
hétérotrophe (mg/l). 
:hK  Taux maximum d’hydrolyse 
:XK  Coefficient de saturation d’hydrolyse du substrat. 
inQ : Débit d’entrée (l/h) 
LQ : Débit d’air (l/h) 
:rQ  Débit de boues recyclées (l/h) 
wQ : Débit de boues en excès (l/h) 
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 r : Taux de recyclage (défini comme étant le rapport entre le débit de boues recyclées et le 
débit à l’entrée) 
Le modèle V.3 peut être réécrit, sous forme implicite de la manière suivante :  
)Q,Q,X,X,Q(9fX
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 Les variables qui sont observables sont SI, SS, XS, XH, XI et SO mais, pour la 
commandabilité, on doit choisir un nombre d’entrées supérieur ou égal au nombre de 
sorties. Puisque le modèle du procédé de traitement des eaux usées possède quatre entrées, 
il faut utiliser le graphe des états de la figure V.3 pour le choix des sorties. Dans ce graphe, 
on constate que SI et XI n’ont pas de relation avec d’autres variables et peuvent être 
calculées sans  utiliser d’autres équations. Ces deux variables seront automatiquement dans 
Figure V.3: Graphe des états du modèle du procédé de traitement des eaux usées 
IS SS
OS
IX SX
HX
rec,IX
rec,SX
rec,HX
 
Il est schématisé par le graphe des états ci-après.  
Chapitre V                                                      Diagnostic structurel d’un procédé de traitement des eaux usées  
93 
 
le sous système juste déterminé lors de la décomposition de Dulmage Mendelsohn, les 
variables de sortie qui seront donc choisies sont SS, XS, XH et SO. Le modèle choisi est 
celui décrit par le système d’équations V.4 : 
 
 
 
                  
 
 
                             (V.4) 
 
    La différence avec le système V.3 est l’ajout de quatre équations de mesure.                                            
V.3. Application de l’algorithme de détection et d’isolation sur le modèle 
du procédé de traitement des eaux usées 
V.3.1. Modèle structurel  
Le modèle structurel utilisé  ici est dérivé  du modèle analytique (V.4). Les équations 
de ce modèle sont représentées par e1, e2, e3, e4, e5, e6, e7, e8, e9, e10, e11, e12 et e13. Les 
équations et les variables existantes dans ce modèle constituent les sommets du graphe 
biparti. Dans la matrice d’adjacence, les lignes correspondent aux équations et les colonnes 
aux variables. Ce modèle est prolongé par l’ajout d’équations différentielles afin de 
modéliser les variables dynamiques (différentielles), ces équations sont : 
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dt
dSS II =& ,  dt
dSS SS =& ,  dt
dXX II =& ,  dt
dXX SS =& , 
dt
dXX HH =& ,  dt
dSS OO =& ,  dt
dX
X rec,Hrec,H =&
, 
dt
dX
X rec,Irec,I =&  et dt
dX
X rec,Srec,S =& . Elles sont représentées par e14, e15, e16, e17, e18, e19, e20, 
e21 et e22 respectivement. 
Les équations ei (i=1,…,22) sont également appelées contraintes du modèle.  
La  matrice d’adjacence du modèle structurel est donnée sur le tableau (V.1).  
La matrice d’adjacence ne comporte que les contraintes et les variables inconnues.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IS SS IX SX HX OS rec,HX   rec,IX   rec,SX IS& SS& IX& SX& HX& OS& rec,HX& rec,IX& rec,SX&
1e
 
2e
 
3e
4e
5e
6e
7e
8e
9e
10e
11e
12e
13e
14e
15e
16e
17e
18e
19e
20e
21e
22e
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 00
0 1 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0
0 0 1 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0
0 1 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 01
0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 00
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 00
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 00
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 00
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 00
0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 01
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1
 
Tableau V.1: Matrice d’adjacence  du modèle du procédé de traitement des eaux usées
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V.3.2. Recherche des ensembles MSO minimaux  
  V.3.2.1 Décomposition de Dulmage Mendelsohn  
La DM décomposition montre que le modèle utilisé comporte deux sous systèmes. 
Le premier est un sous-système juste déterminé composé des équations {e3, e8, e15, e20} et 
les variables { IX , rec,IX , IX& , rec,IX& }. Le second est un sous système sur-déterminé qui est 
composé des autres équations et variables. Dans ce dernier, s’effectue  la recherche des 
ensembles MSO minimaux. Le sous système sur déterminé est représenté sur le tableau 
V.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
V.3.2.2 Utilisation des ensembles MSO minimaux pour déterminer les variables 
inconnues  
L’algorithme utilisé pour la recherche des ensembles MSO est celui de Krysander et 
al. [Kry 08], et cette recherche est effectuée sur le sous système sur-déterminé du tableau 
SS SX HX OS rec,HX   rec,SX SS& SX& HX& OS& rec,HX& rec,SX&
4e
5e
6e
7e
9e
10e
11e
12e
13e
15e
17e
18e
19e
20e
22e
1 0 1 1 0 0 1 0 0 0 0 0
0 1 1 1 0 0 0 1 0 0 0 0
1 0 1 1 1 0 0 0 1 0 0 0
1 0 0 1 0 0 0 0 0 1 0 0
0 0 1 0 1 0 0 0 0 0 1 0
0 1 0 0 0 1 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0 1
2e
 
Tableau V.2 : Sous système surdéterminé  du modèle 
du procédé de traitement des eaux usées 
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IV.2. Les ensembles MSO sont utilisés pour déterminer les variables inconnues et les 
expressions de ces dernières sont obtenues en sachant que: 
• SS est déterminé à partir de l’équation e10, 1S YS = . 
• SS& est calculé dans e15 en remplaçant SS par sa fonction, 1S YS && = . 
• La fonction de Xs est obtenue en utilisant e11, Xs=Y2. 
• En utilisant la fonction de Xs et l’équation e17, on déduit 2S YX && = . 
• XH est obtenu de l’équation e12, XH =Y3 
• En remplaçant la fonction de XH dans e18, on déduit celle de  HX& ,  3H YX && = .  
• SO est obtenu de l’équation e13, SO=Y4. 
• En remplaçant la fonction de SO dans e19, on déduit celle de OS& ,  3O YS && = . 
• XS,rec est obtenue en utilisant e4 : 
1
4O
3
2
X4
in
r
3Hxi
in
r
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⎡ +++−−−+= & .
 
• rec,SX& est obtenue en utilisant e22 : 
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• La fonction XH,rec est obtenue en utilisant e5 : 
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• La fonction rec,HX& est déterminée en utilisant e20 :  
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V.3.2.3. Fonctions de résidus 
Les équations qui seront utilisées pour générer les fonctions des résidus sont : e2, e6, 
e7 et e9. On y étudie le cas où la faute est commise sur les actionneurs à savoir Qw et Qr et 
sur  le taux maximum de croissance de la biomasse µH,max, et la Constante de Michaelis 
Menten Ks. 
a. Calcul de W10 (sans la présence des défauts) pour chaque équation 
• Pour l’équation e2, W10 s’écrit : 
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• A partir de  l’équation e6, on calcule W20, soit : 
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• de l’équation e7, on calcule W30 : 
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D’après  l’équation e9, on obtient W40, soit : 
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b. Calcul de W1f (en présence de défauts) pour chaque équation 
• Pour l’équation e2, on calcule W1f : 
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• Pour l’équation e6, on calcule W2f : 
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• Pour l’équation e7, on calcule W3f : 
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Pour l’équation e9, on calcule W4f : 
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c. Détermination des fonctions de résidus 
Les  fonctions des résidus sont calculées en faisant la soustraction entre les Wf et les W0  
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• Fonction du premier résidu notée r1 : 
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• Fonction du deuxième résidu notée r2 : 
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• Fonction du troisième résidu notée r3 : 
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• Fonction du quatrième résidu noté r4 : 
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d. Résultats de simulation des résidus 
Les valeurs initiales et les valeurs des paramètres du modèle utilisé pour la 
simulation des fonctions des résidus sont SI0=35(mg/l), XI0=25(mg/l), XS0=50(mg/l), 
XH0=43(mg/l), SO0=2(mg/l), SS0=45(mg/l), XH,rec0=583(mg/l), XI,rec0=339(mg/l), 
XS,rec0=670(mg/l), SI,in=30(mg/l), XI,in=25(mg/l), XS,in=125(mg/l), XH,in=30(mg/l), 
SO,in=0.5(mg/l), SS,in=50(mg/l), bH=0.62, μmax=0.67, KS=20, KO=0.20(mg/l), KH=3, 
KX=0.3, yh=0.67, fxi=0.08, CS=10(mg/l), VR=2000(l), Vdec=1500 (l)et r=0.8. Les fautes (f1, 
f2, f3 et f4) sont appliquées à t=20 jours et les simulations sont faites pour cinq cas. Les 
résultats sont  présentés sur les figures V.4, V.5, V.6, V.7, V.8  et V.9 représentant 
respectivement les courbes des résidus selon la (les) faute (s) considérée (s).   
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1. Cas où seule la faute f1 est considérée 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Les courbes des résidus 1 et 2 sont à zéro cela est dû à l’absence de f1 dans leurs 
fonctions, alors que celles des résidus 3 et 4 s’éloignent de zéro à partir de l’instant où f1 
est appliquée, ce qui signifie que r3 et r4 sont sensibles à la faute f1.   
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Figure V.4 : Courbes des fonctions des résidus (f1≠0, f2= f3 =f4=0) 
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2. Cas où seule la faute f2 est considérée 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Seules les courbes des résidus r3 et r4 présentent un décalage par rapport à l’axe 
zéro à partir de l’instant de l’application de la faute f2, cela est dû à la présence de cette 
faute seulement dans les fonctions de r3 et r4. La faute f2 est donc détectable par r3 et r4.  
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Figure V.5 : Courbes des fonctions des résidus (f2≠0, f1= f3 =f4=0) 
Chapitre V                                                      Diagnostic structurel d’un procédé de traitement des eaux usées  
102 
 
3. Cas où seule la faute f3 est considérée 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Après l’application de la faute f3, on constate un éloignement des courbes des 
résidus r1, r2 et r3 de zéro, ce qui signifie que la faute f3 affecte les trois résidus à savoir r1, 
r2 et r3.   
La présence des oscillations dans la courbe r1 et leurs absences dans la courbe r2 est 
due à l’existence du terme   
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4 μ  dans la fonction de 
r2. Pour la courbe du résidu r3 les oscillations sont causées par la forme de la fonction de ce 
résidu.    
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Figure V.6 : Courbes des fonctions des résidus (f3≠0, f1= f2 =f4=0) 
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4. Cas où seule la faute f4 est considérée 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 La faute f4 affecte les trois résidus r1, r2 et r3, ce qui implique leurs éloignements 
de zéro à partir de l’instant où la faute est appliquée. On constate que le résidu 3 présente 
un pic de 1028 d’amplitude, cela est dû à la présence  de la dérivée de la faute f4 dans la 
fonction de r3.   
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Figure V.7: Courbes des fonctions des résidus (f4≠0, f1= f2 =f3=0) 
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5. Cas où toutes les fautes  sont considérées  
a. Les fautes sont appliquées au même instant  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 Les quatre résidus sont sensibles aux quatre fautes, du fait que leurs courbes 
s’éloignent de zéro.  
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Figure V.8 : Courbes des fonctions des résidus en présence de toutes les fautes 
(f1്0, f2്0, f3്0 et f4്0 
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b. Les fautes sont appliquées à des instants différents comme suit : f1 à t=5h, 
f2 à t=10h, f3 à t=15h et f4 à t= 20h  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
D’après la simulation précédente r1 n’est sensible qu’a f3 et f4, d’où l’éloignement 
de sa courbe dès l’application de f3 à 15h (f3 est produite avant f4, et les deux fautes ont le 
même impact sur le résidu r1 voir les figures V.6 et V.7). La courbe du résidu r2 se présente 
comme celle de la courbe du résidu r1 puisque r2 est sensible aux mêmes fautes. La courbe 
du résidu r4 montre la sensibilité de r4 aux fautes f1 et f2, cela se voit dès l’application de 
f1à t= 5h. A cet instant, la courbe commence à changer de trajectoire. Après l’application 
de la faute f2, on constate un léger changement de la trajectoire dû à l’impact de f2. Pour la 
courbe du résidu r3 (r3 est sensible aux trois fautes suivantes f1, f2 et f3) il y un pic 
important à l’instant où la faute f4 est appliquée, cela rend les autres changements 
invisibles devant l’impact de la faute f4. D’après cette  dernière simulation, on constate que 
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Figure V.9: Courbes des fonctions des résidus lorsque les fautes sont appliquées à des 
instants différents (f1 à 5h, f2 à 10, f3 à 15h et f4 à 20h) 
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les 4 fautes sont détectables mais elles ne sont pas isolables entre elles. Cela va se voir sur 
les matrices de sensibilité et d’isolabilité données dans les paragraphes qui suivent.       
V.3.2.4. Matrice de sensibilité de défauts 
La matrice de sensibilité de défauts est représentée  dans le tableau V.3. 
 
 
 
 
 
En effet, d’après la table de sensibilité de défauts on constate que : 
• f1 et f2 ont la même signature, ce qui signifie la non distinction entre ces deux 
défauts. 
• La signature de f3 et de f4 présentent une similitude, ces deux défauts ne sont pas 
distinguables entre eux, par contre les signatures de ces deux défauts sont 
differentes de celles de f1 et f2. 
 Ces deux remarques sont résumées dans la matrice d’incidence de défauts du 
paragraphe suivant. 
V.3.2.5. Matrice d’incidence de défauts 
 
 
 
 
 Ainsi, les fautes ne sont pas isolables entre elles et l’amélioration de l’isolabilité 
est nécessaire. Elle est faite dans le paragraphe suivant.   
 
 f1 f2 f3 f4
r1 0 0 1 1 
r2 0 0 1 1 
r3 1 1 1 0 
r4 1 1 0 0 
Tableau V.3: Matrice de sensibilité de défauts 
pour le modèle de traitement des eaux usées 
 f1 f2 f3 f4
f1 1 1 0 0 
f2 1 1 0 0 
f3 0 0 1 1 
f4 0 0 1 1 
Tableau V.4 : Matrice d’incidence de défauts 
pour le modèle de traitement des eaux usées  
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V.3.2.6. Amélioration de l’isolabilité  
 L’amélioration de l’isolabilité est faite en élargissant le sous système sur déterminé 
du  modèle du procédé de traitement  des eaux usées par la considération des fautes f2 et f3 
comme des variables d’états. Ces deux variables seront considérées constantes et les 
équations qui seront ajoutées sont :  
dt
dff:e et 
dt
dff:e 0,f:e ,0f:e 33262225324223 ==== &&&&
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SS SX HX OS rec,HX   rec,SX SS& SX& HX& OS& rec,HX& rec,SX&
4e
5e
6e
7e
9e
10e
11e
12e
13e
15e
17e
18e
19e
20e
22e
1 0 1 1 0 0 1 0 0 0 0 0
0 1 1 1 0 0 0 1 0 0 0 0
1 0 1 1 1 0 0 0 1 0 0 0
1 0 0 1 0 0 0 0 0 1 0 0
0 0 1 0 1 0 0 0 0 0 1 0
0 1 0 0 0 1 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0 1
2e
2f 3f 3f&2f&
23e
24e
25e
26e
0 1 0 0
0 0 0 0
0 1 0 0
0 0 0 0
1 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0
0 1 0
0 0 0 0
0 0 0 0
0 0 0 0
0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0
0 0 0 1
1 0 1 0
0 1 0 1
 
Tableau V.5 : Sous système surdéterminé  élargi du modèle du procédé 
de traitement des eaux usées 
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La décomposition canonique montre que le modèle élargi ne comporte qu’un sous 
système surdéterminé. L’application des différentes étapes de l’algorithme de diagnostic 
donne les résultats suivants : 
a. Détermination des nouvelles variables inconnues 
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b. Détermination des fonctions des résidus 
Les équations superflues (c'est-à-dire celles qui ne sont pas utilisées dans le calcul 
des variables inconnues dans le sous système sur-déterminé) sont e6, e7, e25 et e26, ce 
qui nous donne quatre autres résidus.  
• Pour l’équation e6 : 
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• Pour l’équation e7 : 
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Pour l’équation e25 : 
[ ] ( ) [ ] ( )
[ ] ( ) [ ] ( ) [ ] ( ). QQXXVXXVYQQX
YQQXYQQXXW
wrrec,S
1
rec,Sdec
2
rec,S
1
rec,Sdec2rin
1
rec,S
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1
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2
rec,Srec,S70
&&&&&&
&&&
+−+++
++++−=
−−−
−−
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Et  
[ ] ( ) [ ] ( )
[ ] ( ) [ ] ( ) [ ] ( ). QfQXXVXXVYQfQX
YQfQXYQfQXXW
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Donc  
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• Pour l’équation e26 : 
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c. Résultats de simulation  
 
Les fautes qui sont appliquées à l’instant t=20 jours sont f1 et f4, la simulation est faite 
pour trois cas. Dans  le premier cas, on ne  considère que f1, dans le second seule f4 est 
considérée et le troisième cas concerne les deux fautes. 
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1. Cas où seule f1 est appliquée  
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
On constate que seuls les résidus r6 et r7 sont sensibles à la faute f1, cela est causé 
par la présence de f1 dans les fonctions des résidus. Le résidu r7 est sous forme de pic à 
cause de la présence des dérivées et les signaux que nous avons utilisés (des échelons).   
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Figure V.10: Courbes des fonctions des résidus en ne considérant que f1 
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2. Cas où seule f4 est appliquée 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
La présence de f4 dans les fonctions des résidus 5, 6 et 8 les rend sensibles dès que 
la faute est appliquée. La courbe des résidus 6 et 8 sont sous forme de pics, cela est causé 
par la présence des dérivées des entrées et  de la faute elle même  ainsi que les signaux 
appliqués (échelons). On constate aussi que les deux fonctions de r5 et r6 sont négatives, 
cela est causé par la présence des termes négatifs dans leurs fonctions.   
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Figure V.11: Courbes des fonctions des résidus en présence seulement de f4 
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3. Cas où les deux fautes sont appliquées 
a. Les deux fautes sont appliquées au même instant 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Les courbes des quatre résidus changent de forme dès que f1 et f4 sont appliquées. 
Avant t= 20 jours,  toutes les courbes sont à  zéro, après cet instant, elles quittent zéro à 
cause de la présence des deux fautes. Le pic sur le résidu r6 est dû à la valeur de l’impact 
de f4 sur ce résidu (voir les deux figures V.11 et V.12. L’impact de la faute f4 est de l’ordre 
de 1020 par contre celui de la faute est de l’ordre de 1. Cela peut être remarqué sur la figure 
lorsque les deux fautes sont appliquées à des instants différents (f1 à t =5 jours et f4 à t = 20 
jours).  
      
 
 
 
 
0 5 10 15 20 25 30
-1
-0.5
0
x 10
-4
temps , (jour)
ré
si
du
 5
0 5 10 15 20 25 30
-2
-1
0
1
x 10
20
temps , (jour)
ré
si
du
 6
0 5 10 15 20 25 30
-5
0
5
x 10
13
temps , (jour)
ré
si
du
 7
0 5 10 15 20 25 30
-1
0
1
2
x 10
11
temps , (jour)
ré
si
du
 8
Figure V.12: Courbes des fonctions des résidus en présence de f1 et f4 
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b. Les deux fautes sont appliquées des instants différents (f1 à t = 5 jours et 
f4 à t=20 jours) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cette simulation résume la sensibilité des résidus aux deux fautes. Le résidu r7 est 
très sensible à f1 vu que sa  courbe diffère de zéro à l’instant où cette faute est appliquée. 
Les résidus r5, r8 sont sensibles à f4, cela se voit sur leurs deux courbes, elles s’éloignent de 
zéro dès que f4 est appliquée. Le résidu r6 est sensible aux deux fautes. Le fait de ne pas 
avoir l’influence de f1 sur r6 est causé par le fort impact de f4 sur la courbe du résidu.   
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Figure V.13: Courbes des fonctions des résidus en présence de f1 à t=5 jours et f4 à  
t=20 jours 
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d.  Matrice de sensibilité de défauts globale 
La matrice de sensibilité de défauts globale est représentée  par le tableau V.6. 
 
 
 
 
 
 
 
On constate que les signatures des défauts ne sont pas identiques, ce qui signifie que 
toutes les fautes sont isolables entre elles. Ce résultat est montré à travers la matrice 
d’incidence de défauts globale donnée par le tableau V.7. 
e.   Matrice d’incidence de défauts globale 
 
 
 
 
 
V.3. Conclusion  
Le travail présenté dans ce chapitre a porté sur l’application du diagnostic de fautes 
par une approche purement structurelle sur un  procédé de traitement des eaux usées. On a 
étudié les cas où les fautes sont appliquées sur les actionneurs à savoir Qw et Qr et sur  le 
taux maximum de croissance de la biomasse µH,max, et la Constante de Michaelis Menten 
Ks. Pour distinguer entre les fautes, il nous a fallu l’amélioration de l’isolabilité 
 f1 f2 f3 f4 
r1 0 0 1 1 
r2 0 0 1 1 
r3 1 1 1 1 
r4 1 1 0 0 
r5 0 0 0 1 
r6 1 0 0 1 
r7 1 0 0 0 
r8 0 0 0 1 
Tableau V.6: Matrice de sensibilité de défauts 
globale pour le modèle de traitement des eaux usées 
 f1 f2 f3 f4
f1 1 0 0 0 
f2 0 1 0 0 
f3 0 0 1 0 
f4 0 0 0 1 
Tableau V.7: Matrice d’incidence de défauts globale 
pour le modèle de traitement des eaux usées 
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structurelle. Pour cette amélioration on a considéré la faute commise sur  Qr et celle 
commise sur µH,max.  
Les résultats de simulation ont montré l’efficacité des  algorithmes de détection et 
d’isolation de fautes lors de la variation du modèle utilisé à l’instant d’application du 
défaut et ont confirmé les avantages et l’apport de l’analyse structurelle pour le diagnostic 
des fautes. 
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Chapitre VI : Reconfiguration structurelle d’un procédé de 
traitement des eaux usées 
 
 
VI.1. Introduction  
Dans cette partie nous allons appliquer l’algorithme de reconfiguration structurelle 
sur le modèle du procédé de traitement des eaux usées. Le fonctionnement normal et celui 
en présence de différentes fautes seront étudiées. 
Dans un premier temps nous donnons le  modèle du procédé de traitement des eaux 
usées linéairisé ; ensuite nous appliquons l’algorithme de la reconfiguration structurelle sur 
le modèle linéairisé et présentons quelques résultats de simulation. 
VI.2. Linéarisation du modèle du procédé de traitement des eaux usées 
La linéarisation du modèle donné en V.4 est faite autour d’un point fixe. Le modèle 
obtenu est donné par le système linéaire d’équations  d’états et de sortie de la forme VI.1 
⎩⎨
⎧
+=
+=
DUCXY
BUAXX&
                                                                                                                         (VI.1) 
 Ce système a 4 entrées, 4 sorties et 9 états ave X, U, Y vecteurs d’état, de 
commande et de sortie respectivement et A, B, C, D les matrices d’état, de commande, de 
sortie et de couplage. 
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VI.3. Etude de l’observabilité  et de la commandabilité structurelle sur 
un modèle sain (sans fautes) 
a. Graphe biparti construit à partir du modèle linéaire (VI.2)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure VI.1 : Graphe biparti du 
modèle linéaire du procédé de 
traitement des eaux usées  
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Figure VI.2 : Graphe biparti orienté 
du modèle linéaire du procédé de 
traitement des eaux usées  
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b. Matrice d’adjacence  
La matrice d’adjacence du modèle linéaire du procédé est 
c. Etude de l’observabilité structurelle du modèle sain  
1. Une vérification simple sur le graphe biparti orienté (dans le graphe orienté les 
arrêtes non orientées seront supprimées pour le rendre plus clair, cela sera fait pour 
tous les graphes orientés) de la figure VI.2, nous indique que les sorties Y1, Y2, Y3 
et Y4 sont atteignables par les variables d’états.   
2. Y1, Y2,Y3, Y4, Qin, QL, Qr et Qw étant les variables connues, la décomposition 
canonique sur le reste des variables donne deux composantes, une est juste-
déterminée M0 et l’autre est sur-déterminée M+. Ces composantes sont :   
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M =
IS& SS& IX& SX& HX& OS& rec,HX& rec,IX& rec,SX& IS SS IX SX HX OS rec,HX rec,IX rec,SX inQ LQ rQ wQ 1Y 2Y 3Y 4Y
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3. Détermination d’un couplage complet causal : 
Pour le modèle utilisé, il n’existe pas de couplage complet causal qui permet de 
calculer les variables inconnues. Les variables qui ne peuvent pas être calculées se 
trouvent dans la composante M0, ce qui rend le système non observable 
structurellement.  
La solution efficace pour résoudre ce problème de calculabilité (de variables 
inconnues) est de changer les sorties choisies au départ.  Ce changement est fait 
seulement sur les deux dernières sorties comme suit: Y4=SI et Y3= XI,rec (pour SI, ce 
choix est fait parce qu’il n’apparaît pas dans les autres équations et pour le choix  de 
XI,rec, il est fait pour trouver un couplage causal)  et la nouvelle matrice d’adjacence est: 
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00000000001000000000100000
00000000000100000000010000
00000000000010000000001000
00000000000001000000000100
00000000000000100000000010
00000000000000010000000001
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00100000000000100000000000
00010000000000010000000000
00001101100001000100000000
00001101010000100010000000
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00000011000100010000100000
00000001001110010001000000
00000001100111000000001000
00000001010010100000000100
00000001000111010000000010
00000001000000001000000001
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19
18
17
16
15
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9
8
7
6
5
4
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2
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e
e
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e
e
e
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e
e
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M =
IS& SS& IX& SX& HX& OS& rec,HX& rec,IX& rec,SX& IS SS IX SX HX OS rec,HX rec,IX rec,SX inQ LQ rQ wQ 1Y 2Y 3Y 4Y
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Le graphe biparti du nouveau modèle est sur la figure VI.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
D’après, le graphe biparti orienté de la figure VI.4, les variables de sorties sont atteignables 
par les variables d’états.   
1e IS&
SS&
IX&
SX&
HX&
recHX ,&
recIX ,&
IS
SS
IX
SX
recSX ,&
OS&
HX
recHX ,
recIX ,
recSX ,
OS
inQ
LQ
rQ
wQ
1Y
2Y
3Y
4Y
2e
21e
19e
18e
20e
17e
16e
15e
14e
13e
12e
11e
10e
9e
8e
7e
6e
5e
4e
3e
22e
 
Figure VI.3 : Graphe biparti du 
nouveau modèle linéaire du procédé de 
traitement des eaux usées  
Figure VI.4 : Graphe biparti orienté du 
nouveau modèle linéaire du procédé de 
traitement des eaux usées  
1e IS&
SS&
IX&
SX&
HX&
recHX ,&
recIX ,&
IS
SS
IX
SX
recSX ,&
OS&
HX
recHX ,
recIX ,
recSX ,
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inQ
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rQ
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1Y
2Y
3Y
4Y
2e
21e
19e
18e
20e
17e
16e
15e
14e
13e
12e
11e
10e
9e
8e
7e
6e
5e
4e
3e
22e
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Le couplage complet causal trouvé est indiqué sur la matrice suivante (les 1 cerclés): 
 Ce nouveau modèle est structurellement observable. 
d. Etude de la commandabilité structurelle du modèle sain 
d.1. Cas ou le modèle est considéré avec Y1=SS, Y2=XS, Y3=XH et Y4=SO comme 
sorties  
1. D’après le graphe biparti orienté de la figure VI.2, on constate que toutes les 
variables inconnues sont accessibles par au moins une commande. 
2. La décomposition canonique sur les variables inconnues sans les dérivées ainsi 
que sur les variables de commande nous donne un seul sous-système et ce dernier est juste 
déterminé. Ce dernier s’écrit :
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100000000000000000
000010000000000000
000000010000000000
010000000000000000
011000010000001010
011000000001011000
001110100000000000
000111000000000000
000011000000000000
000100100000000000
001000011010001000
000000011100000000
000000001100000000
000000010010000000
001000000001100000
000000000001100000
001000000000010000
010000000000001100
000000000000001100
010000000000000010
100000000000000001
1
13
12
11
10
2
5
3
8
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16
4
9
22
17
7
20
18
6
19
15
14
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
MM ==+
IS& SS& IX&SX&HX&OS& rec,HX& rec,IX&rec,SX& ISSSIXSX HXOS rec,HX rec,IXrec,SX
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D’après 1 et 2, le modèle est structurellement commandable.    
d.2. Cas ou le modèle est considéré avec Y1=SS, Y2=XS, Y3=XI,rec et Y4=SI 
comme sorties 
1. le graphe biparti orienté de la figure VI.4 montre que toutes les variables d’états 
sont accessibles au moins par une des variables de commande. 
2. la décomposition canonique sur les variables de commande et les variables 
inconnues sans les dérivées donne le résultat suivant : 
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M =
IS SSIX SX HX OSrec,HXrec,IX rec,SX inQLQrQwQ
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La décomposition canonique montre que le système est juste déterminé. 
Le modèle (ou le modèle en considérant Y1=SS, Y2=XS, Y3=XI,rec et Y4=SI comme 
sorties) est structurellement commandable puisque toutes les variables d’états sont 
accessibles par au moins une variable de commande et il n’existe pas de sous système sur 
déterminé dans la décomposition canonique. 
VI.4. Etude de la reconfiguration  structurelle en présence de fautes 
 VI.4.1. Scénario de fautes choisi (pour le modèle où Y1=SS, Y2=XS, Y3=XI,rec et Y4=SI 
sont considérées comme sorties) 
Nous étudions les cas où les fautes sont commises sur Débit de boues recyclées 
Qr(f1) et Débit de boues en excès Qw(f2) et sur  le taux maximum de croissance de la 
biomasse µH,max(f3), et la Constante de Michaelis Menten Ks(f4). Le tableau VI.1 montre les 
équations qui sont affectées par les différentes fautes. 
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0100000000000
0010000000000
0001000000000
0001100000000
0110110000100
1000111000000
1000101110000
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0100100111000
0100110001100
0010110000110
0010100000101
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11
10
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1
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e
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M =
IS SSIX SXHXOSrec,HX rec,IX rec,SXinQLQ rQwQ
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Les fautes f1 et f2 affectent les mêmes équations e7, e8 et e9 et les fautes f3 et f4 affectent e2, 
e5 et e6 en même temps. Dans la suite nous étudions les trois cas suivants : où les fautes  
(f1,f2), (f3,f4) et (f1,f2,f3,f4) sont considérées. 
VI.4.2. Cas où f1 et f2 sont considérées 
 La présence de f1 et f2 provoque la non validation des équations e7, e8 et e9, cela se 
traduit par la suppression de ces dernières équations du modèle. Le graphe biparti du 
nouveau modèle est représenté par la figure.VI.5. 
 
 
 
 
 
 f1 f2 f3 f4 
e1  
e2  
e3  
e4  
e5  
e6  
e7  
e8  
e9  
e10  
e11  
e12  
e13  
e14  
e15  
e16  
e17  
e18  
e19  
e20  
e21  
e22  
Tableau VI.1: Equations affectées pars les différentes fautes 
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a. Test de l’observabilité structurelle  
1. D’après le graphe biparti orienté de la figure VI.6, on constate que toutes les sorties 
sont atteignables par les variables d’états. 
1e
IS&
SS&
IX&
SX&
HX&
recHX ,&
recIX ,&
IS
SS
IX
SX
recSX ,&
OS&
HX
recHX ,
recIX ,
recSX ,
OS
inQ
LQ
rQ
wQ
1Y
2Y
3Y
4Y
2e
21e
19e
18e
20e
17e
16e
15e
14e
13e
12e
11e
10e
6e
5e
4e
3e
22e
 
Figure VI.5 : Graphe biparti du nouveau 
modèle linéaire sans e7, e8 et e9 du procédé de 
traitement des eaux usées  
1e
IS&
SS&
IX&
SX&
HX&
recHX ,&
recIX ,&
IS
SS
IX
SX
recSX ,&
OS&
HX
recHX ,
recIX ,
recSX ,
OS
inQ
LQ
rQ
wQ
1Y
2Y
3Y
4Y
2e
21e
19e
18e
20e
17e
16e
15e
14e
13e
12e
11e
10e
6e
5e
4e
3e
22e
 
Figure VI.6 : Graphe biparti orienté du 
nouveau modèle linéaire sans e7, e8 et e9 du 
procédé de traitement des eaux usées  
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2. La décomposition canonique de la matrice d’adjacence sur les variables inconnues 
montre qu’il n’existe pas de sous système sous déterminé, le résultat de la 
décomposition canonique est : 
3. Il n’existe pas de couplage complet causal qui permet de calculer toutes les 
variables inconnues.  
 D’après 1, 2 et 3, le modèle sans e7, e8 et e9 n’est pas structurellement  observable. 
La solution envisageable est l’ajout d’un capteur afin de mesurer XI. Le couplage 
complet causal est représenté sur la matrice suivante : 
Ainsi, le système devient structurellement observable. 
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SSIX SXHX OSrec,HX rec,IXrec,SX
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b. Test de la commandabilité structurelle  
1. D’après le graphe orienté de la figure VI.6, on remarque que toutes les 
variables sont accessibles par la variable de commande Qin. Pour la variable 
SO, en plus de Qin  elle est accessible par la commande QL. 
2. La décomposition canonique sur les variables d’états et les variables de 
commande du modèle sans e7, e8 et e9, montre qu’il n’existe pas de sous 
système surdéterminé. Les deux sous systèmes de la décomposition canonique 
M0 pour le sous système juste  déterminé et M- pour le sous système sous 
déterminé, sont : 
Le modèle linéaire du procédé du traitement des eaux usées en présence de f1 et de 
f2 est donc structurellement commandable. 
Pour la solution de l’observabilité i.e. avec l’ajout d’un capteur, le problème se 
pose pour la deuxième condition de la commandabilité  structurelle. La décomposition 
canonique montre qu’il n’existe pas de sous système sur-déterminé, donc le système reste 
toujours structurellement commandable. Les deux autres sous systèmes sont : 
[ ]1004eM =−
IS SS IX SXHXOSrec,HX rec,IX
rec,SX
inQLQ
rQwQ
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VI.4.3. Cas où f3 et f4 sont considérées 
Dans ce cas les équations e2, e5 et e6 sont supprimées à cause de la présence de f3 et 
f4, le nouveau graphe biparti orienté est représenté sur la figure VI.7     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1e
IS&
SS&
IX&
SX&
HX&
recHX ,&
recIX ,&
IS
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IX
SX
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OS&
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inQ
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Figure VI.7 : Graphe biparti orienté 
du nouveau modèle linéaire sans e2, e5 
et e6 du procédé de traitement des eaux 
usées  
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a. Test de l’observabilité structurelle  
1. Le graphe biparti orienté de la figure VI.7 montre que toutes les variables de 
sorties sont atteignables. 
2. La décomposition canonique du modèle sans les équations e2, e5 et e6 
montre la non existence d’un sous système sous déterminé. Les deux sous systèmes 
sont M0 pour le juste déterminé et M+ pour le surdéterminé: 
3. Le système sans les équations e2, e5 et e6 n’est pas structurellement 
observable, car il n’existe pas de couplage complet causal sur toutes les variables 
inconnues. La solution possible est d’observer SO et XH,rec en ajoutant des capteurs 
Y5=S0 et Y6= XH,rec. Les couplages complets causaux des variables sont illustrés 
par les deux sous systèmes du système élargi par les équations e23 et e24. Ce qui 
rend le système structurellement observable. 
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Test de la commandabilité structurelle  
1. Le graphe biparti orienté de la figure VI.7 montre que la variable d’état SS n’est 
pas accessible par une variable de commande, ce qui rend le système 
structurellement non commandable. 
 La solution envisagée pour résoudre le problème de non commandabilité 
structurelle est de changer la structure du système. Pour ce faire nous allons agir sur la 
matrice D du système linéaire et la nouvelle matrice désignée par D1 est la suivante : 
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Le nouveau graphe biparti orienté est représenté sur la figure VI.8. 
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2. La décomposition canonique, du nouveau modèle linéaire sans e2, e5 et e6 du 
procédé de traitement des eaux usées et avec e23 et e24 et D1, montre la non 
existence de la composante sur déterminée. Les deux autres composantes 
existantes sont M- pour la composante sous déterminée et M0 pour la 
composante juste déterminée:   
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Figure VI.8 : Graphe biparti orienté 
du nouveau modèle linéaire sans e2, e5 
et e6 du procédé de traitement des eaux 
usées et avec e23 et e24 et la nouvelle 
matrice D1 
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 D’après 1 et 2, le nouveau modèle linéaire sans e2, e5 et e6 du procédé de traitement 
des eaux usées et avec e23 et e24 et D1 est structurellement commandable.  
VI.4.4. Cas où f1, f2, f3 et f4 sont considérées 
La présence des fautes f1, f2, f3 et f4 provoque la non validation des équations e2, e5, 
e6, e7, e8 et e9, le nouveau graphe biparti orienté du système est représenté sur la figure 
VI.9. 
a. Test de l’observabilité structurelle  
1. Le graphe biparti orienté de la figure VI.9 montre que toutes les variables de 
sorties sont atteignables. 
2. La décomposition canonique montre l’existence d’un sous système sous 
déterminé. 
 L’existence du système sous déterminé rend le nouveau modèle sans les équations 
e2, e5, e6, e7, e8 et e9 structurellement non observable. Les trois sous systèmes obtenus par la 
décomposition canonique sont :  
a. Test de la commandabilité structurelle  
 D’après le graphe orienté de la figure VI.9, on constate que SS et XH,rec ne sont pas 
accessibles par une commande, cela rend le nouveau modèle sans les équations e2, e5, e6, 
e7, e8 et e9 structurellement non commandable. 
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Figure VI.9 : Graphe biparti orienté 
du nouveau modèle sans e2, e5, e6, e7, 
e8 et e9 du procédé de traitement des 
eaux usées  
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b. Solution envisagée pour résoudre le problème d’observabilité et de 
commandabilité structurelle 
 L’ajout de capteurs afin d’observer S0, XI et XH,rec permet de régler le problème de 
la non observabilité structurelle. Le modèle est élargi par les équations Y5= XI, Y6=S0 et 
Y7= XH,rec. La modification de la matrice D permet de résoudre le problème de non 
commandabilité.    
Les nouvelles matrices C  et D sont : 
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c. Test de l’observabilité et de la commandabilité structurelle  
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1. Graphe biparti orienté du nouveau système 
Le graphe biparti orienté du nouveau système est représenté sur la figure VI.10  
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Figure VI.10 : Graphe biparti orienté 
du nouveau modèle  
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2. Matrice d’adjacence du nouveau système 
 La matrice d’adjacence du nouveau modèle est la suivante : 
3. Test de l’observabilité structurelle  
Le nouveau système est structurellement observable puisque le graphe orienté de la 
figure VI. 10 montre que toutes les variables de mesure sont atteignables par les variables 
d’états. La décomposition canonique du nouveau système nous donne deux composantes à 
savoir une composante juste déterminée M0 et une composante sur déterminée M+. Il existe 
par ailleurs un couplage complet causal qui permet de déterminer les variables inconnues. 
Les deux composantes ainsi que le couplage sont données par M0 et M+ : 
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4. Test de la commandabilité structurelle  
Le nouveau système est structurellement commandable  du fait d’une part, que 
toutes les variables d’états sont accessibles par au moins une variable de commande. Cela 
est vérifié sur le graphe biparti orienté de la figure VI.10 et d’une autre part il n’existe pas 
de sous système surdéterminé dans la décomposition canonique. Les deux sous systèmes 
issus de la décomposition canonique sont M- pour le sous système sous déterminé et M0 
pour le sous système juste déterminé. Il sont donnée ci-dessous : 
 VI.4.5. Récapitulatif 
Le tableau suivant résume tous les cas de fautes et les solutions données pour que le 
système utilisé garde ses propriétés structurelles  
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VI.5. Conclusion 
 L’étude de la reconfiguration structurelle sur le modèle linéarisé d’un procédé de 
traitement des eaux usées a été faite dans ce chapitre. Elle était scindée en deux parties : 
l’étude de l’observabilité structurelle et celle de la commandabilité structurelle. 
 On a étudié plusieurs scénarios de fautes, en donnant les solutions possibles qui 
permettent au système de garder ses propriétés structurelles. 
 Les résultats trouvés lors de cette application nous permettent de dire que les 
algorithmes de reconfiguration structurelle sont simples à appliquer et efficaces pour 
résoudre les problèmes d’observabilité et de commandabilité structurelles.  
  
 
Tableau VI.2 : Récapitulatif des scénarios des fautes et des solutions trouvées 
Les 
Cas des 
fautes 
Les 
équations 
affectées 
Les effets des fautes Les solutions 
f1 et f2 e7, e8 et e9 Le système devient 
structurellement  non 
observable 
La solution envisagée est l’ajout d’un 
capteur pour mesurer XI,    
f3 et f4 e2, e5 et e6 Le système devient 
structurellement  non 
commandable 
La solution qui permet de remédier au 
problème de commandabilité 
structurelle est de changer la structure 
du système en agissant sur la matrice D, 
on remplace D par D1  
f1, f2, 
f3et f4 
e2, e5, e6, 
e7, e8 et e9 
Le système devient 
structurellement  non 
observable et non 
commandable 
Afin de rendre le système de nouvau 
structurellement observable et 
commandable , on ajoute des capteurs 
pour observer S0, XI et XH,rec et on 
modifie la matrice D, (cette matrice 
devient D2.) 
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Conclusion générale et perspectives  
 
 
Le travail présenté dans cette thèse a porté sur l’étude du diagnostic de fautes  et la 
reconfiguration en utilisant une approche issue de l’analyse structurelle. La motivation du 
choix de cette approche est que cette analyse utilise une connaissance pauvre du système, 
elle n’utilise que les liens entre contraintes et variables.  Le procédé de traitement des eaux 
usées a été utilisé comme application pour valider les algorithmes présentés. 
Notre objectif a été donc de détecter et d’isoler plusieurs fautes dans le modèle de 
procédé de traitement des eaux usées  et de maintenir les propriétés structurelles du 
système à savoir l’observabilité et la commandabilité  structurelle malgré l’existence d’une 
ou de plusieurs fautes. Pour cela, on supprime l’équation ou les équations affectée (s) par 
les fautes et on trouve des solutions issues de la reconfiguration pour garder ces propriétés 
structurelles inchangées.  
Après avoir fait un bref tour d’horizon sur la recherche dédiée au diagnostic et à la 
commande tolérante aux fautes, nous avons présenté les outils nécessaires de l’analyse 
structurelle. Ces derniers ont été appliqués dans l’approche choisie (l’approche 
structurelle) pour la détection et l’isolation de défauts, ainsi que pour la reconfiguration. 
Pour le diagnostic structural, l’étape principale consiste à chercher les ensembles 
MSO qui servent à la génération des résidus. Une étude comparative de quelques 
algorithmes de recherche de ces ensembles a été faite pour choisir la méthode la plus 
efficace, la méthode choisie est celle de Krysander et al. La recherche des ensembles MSO 
faite dans le sous système sur-déterminer. Pour l’amélioration de l’isolabilité structurelle, 
deux méthodes sont citées : la première consiste à considérer certaines fautes comme 
variables internes du système et la deuxième concerne l’ajout de capteurs. 
Pour la reconfiguration structurelle, on s’est basé sur les propriétés d’observabilité 
structurelle et de la commandabilité structurelle. Notre but est de trouver la structure du 
système qui nous permet de garder les propriétés structurelles inchangées.  
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Nous avons utilisé pour l’application du diagnostic un modèle du procédé de 
traitement des eaux usées puis nous avons étudié le cas où les fautes sont commises sur les 
actionneurs à savoir Qw et Qr, sur  le taux maximum de croissance de la biomasseµH,max et 
la Constante de Michaelis Menten Ks. Au début on a généré quatre résidus qui ne sont pas 
suffisants pour distinguer les fautes entre elles et la solution que nous avons utilisée pour 
résoudre ce problème de distinction est de considérer deux fautes (la faute commise sur Qr 
et la faute commise sur le taux maximum de croissance de la biomasse) comme deux 
variables internes. Cela nous a permis  de générer quatre autres résidus et d’obtenir 
l’isolation des fautes. 
Pour l’étude de la reconfiguration structurelle, le même modèle que celui utilisé 
pour le diagnostic structurel (mais linéarisé) est utilisé en considérant les mêmes fautes.  
En premier lieu, nous avons testé  l’observabilité et la commandabilité structurelle pour le 
modèle sain, puis nous avons étudié trois cas. Dans le premier cas, seules les fautes 
commises sur  les actionneurs Qw et Qr ont été considérées. Dans le deuxième seules les 
deux fautes commises sur le taux maximum de croissance de la biomasse et la Constante 
de Michaelis Menten ont été considérées. Le troisième cas considère toutes les fautes. 
Dans le premier cas, les fautes ont causé la perte de l’observabilité structurelle,  dans le 
deuxièmes cas c’est la commandabilité structurelle qui n’a pas été respectée en présence 
des fautes. Les deux propriétés structurelles n’ont pas été respectées dans le troisième cas. 
Pour chacun des cas nous avons donné une solution. 
En conclusion, nous pouvons dire que  les résultats obtenus lors de l’application ont 
confirmé les avantages et l’apport de l’approche structurelle pour le diagnostic de fautes et 
de la reconfiguration. Les résultats obtenus  nous permettent de conclure que les 
algorithmes de diagnostic et de reconfiguration structurelles sont simples à appliquer et 
efficaces pour résoudre les problèmes de détection et d’isolation de fautes,  d’observabilité 
et de commandabilité structurelles. 
En résumé notre contribution dans ce travail se situe dans l’adaptation des 
algorithmes de diagnostic et de la reconfiguration structurelle afin de les appliquer sur un 
modèle du procédé de traitement des eaux usées.  
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Perspectives  
Ce travail peut faire l’objet de travaux futurs tels que : 
• L’élaboration d’un logiciel capable de faire une analyse structurelle pour 
différents types de systèmes. 
• Les tests des programmes sur des bancs d’essai. 
• Trouver des algorithmes pour étudier l’observabilité et la commandabilité 
structurelle des systèmes non linéaires.  
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Annexe A 
Algorithme basé sur la possibilité de calcul des conflits (algorithme PCC) [PUL04] 
 
Etape1 
Etape 1.1: Trouver des sous-systèmes strictement surdéterminés dans M: 
(Ensemble de MSO possibles pour chaque équation de M) 
1. Fonction SMSO : recherche de  touts les ensembles MSO possibles (M) 
2. Pour chaque équation E dans M faire 
3. Trouver les ensembles MSOs dans (M \ {E}), et les mettre dans SMSO; 
4. Fin 
Étape 1.2: Trouver les OSM possibles 
1. Fonction trouver MSO possibles (M, MSO possible, des variables, SMSO) 
2. Si variables = =φ, alors  
3. Si possible MSO est minime dans SMSO alors 
4. Retirez tout-ensemble de MSO possibles dans SMSO; insérer MSO possibles 
dans SMSO 
5. Fin 
6. Si non 
7. Pour chaque équation E' ∈ M faire 
8. Pour chaque y ∈ (E'. inconnues  ∩ variables) faire 
9. Trouver possible MSO (M \ (E'), 
                 MSO possible∪ {E'}, 
                 variables ∪{E'. inconnues} \ {y}, SMSO); 
10. Fin 
11. Fin 
12. Fin 
 
Etape 2 
Etape 2.1: Pour chaque MSO possible, tester les correspondants de causalité 
possibles, cm possible. SCM est l'ensemble des couplages causaux - modèle évaluable 
minimale qui peut conduire à un conflit. 
1. Fonction SCM := trouver MEMS (SMSO) 
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2. Pour chaque MSO dans  SMSO faire  
3. Trouver cm possible (MSO, {}, SCM) 
4. Fin 
Etape 2.2. cm possible est un couplage causal valide pour le MSO, s’il est 
conforme, pour chaque équation dans MSO. 
1. Fonction trouver cm possible (MSO, cm possible, SCM) 
2. si MSO = = φ  alors 
3. Insérez cm possible en SMC; 
4. Fin 
5. pour chaque équation dans E' MSO faire 
6. pour chaque interprétation causale C' dans E' faire 
7. si (c', cm possible) consistent alors 
8. MSO  = MSO \ {E'}; 
Cm possible = cm possible ∪{c'} ; 
            Trouver cm possible (MSO, cm possible, SCM); 
9. Fin 
10. Fin 
11. Fin 
12. Fin 
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Annexe B 
Algorithme basé sur la structure minimale des ARR (algorithme SARR) [Tra06] 
1 fonction SARR= SARR (M(x, z),X,Z) trouvé 
2 f = 0; csei=1,...,h = cse construit (M, x, z); pour chaque  xi גX 
Faire  
3 Définir  l’ensemble J = {j/xi ג structure (csej)} ; 
4  si card J > 1 alors 
5   pour chaque (p, q) ג J2, p ≠q  faire 
6    si Condsupport = 1  Condstructure = 1 ר Condcausality = 1 alors 
7     nouveau_cse := nouveau cse _construit ; 
8     si  nouveau_cse ء csei׊i ≤ h alors 
9     si s(nouveau_cse, xi) = #׊i = 1, . . . , n 
alors 
10        SARRf+1 = new cse; 
  MSOf+1 = supp(SARRf+1); 
  f = f + 1 
11      fin 
12      cseh+1 = nouveau_cse; h = h + 1 
13     fin  
14    fin 
15   fin 
16  fin 
17 fin 
L’algorithme de construction du cse est : 
1 fonction nouveau_cse= nouveau_cse (csep, cseq, xi) construit; 
2 supp(nouveau_cse) = supp(csep)׫ supp(cseq) ; 
3 pour chaque β≠i f aire 
4  si s(csep, vβ) = × ou s(csep, vβ) = × alors 
5   s(nouveau_cse, β) = × 
6 fin 
7  si s(csep, vβ) = # ou s(csep, vβ) = # alors 
8   s(nouveau_cse, β) = # 
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9  fin 
10  si s(csep, vβ) =⊗ ou s(csep, vβ) = ⊗ alors 
11   s(nouveau_cse, β) = ⊗ 
12  fin 
13 fin 
 La première étape de cet algorithme est de construire la CSE par un tableau dans 
lequel chaque ligne correspond à une interprétation causale d'une équation structurelle du 
modèle, c'est à dire une équation structurelle de causalité. Un support sur le champ 
d’équation est ajouté au champ de la structure donnée par la matrice bi adjacente: la table a 
donc autant de colonnes que d’équations et de variables du modèle original. Pour une 
équation structurelle de causalité donnée (CSEi) on note supp(CSEi) et struct (CSEi) pour 
le champ du support d’équation et le champ de la structure respectivement et on a : 
• L’entrée (CSEi,ej) du supp(CSEi) = ⎩⎨
⎧ ∈
 non  si0
) supp(CSEe  si1 ij
 
• L’entrée (CSEi,vj) du struct(CSEi), notée s(i,j), est différente de zéro si la 
variable vj est impliquée dans csei ou un de ses ascendants: 
¾ elle est marquée # si elle a été éliminée; 
¾ elle est marquée ⊗ si vj est la variable calculée ; 
¾ elle est marquée × autrement. 
 L’élimination peut être effectuée lorsque les deux équations considérées ont une 
même  causalité, qui se traduit par la condition Condcausality égale à 1. Cela nécessite de 
rendre compte de toutes les interprétations possibles de causalité des équations et de 
maintenir la cohérence causale. 
 Deux cas  peuvent  se présenter ; il s’agit  en premier lieu de l’élimination d’une 
équation déjà combinée avec l'une de ses propres  relations ascendante et en second lieu de 
la réintroduction d’une variable qui a déjà été éliminée ou en éliminant la même variable 
par des voies différentes .   Afin d’éviter ces deux situations, pour le premier cas, il faut 
faire le tracé des supports. La combinaison de la CSEp et CSEq est pertinente si Condsupport 
= 1, ie | supp(CSEp)∪supp(CSEq)=Vel+1, où Vel est égal au nombre de variables 
éliminées en  
                                                                                                                                                                  Annexes 
 
CSEp et CSEq, à savoir le nombre de #. Et pour le deuxième cas, il faut que Condstructure = 1 
si s(CSEp,vβ)∈{x,⊗,}∧ s(CSEq,vβ)= # ou s(CSEq,vβ)∈{x,⊗,}∧ s(CSEp,vβ)= #. 
 Par contre, cet algorithme ne peut pas éviter l’obtention  d’équations 
identiques sémantiquement combinées de l'élimination des chemins différents. Deux 
équations structurelles sont dites sémantiquement identiques (note ≡/ ) si et seulement si 
leurs interprétations causales sont différentes. En outre, les équations finales combinées, 
c'est à dire avec toutes les variables inconnues éliminées, correspondent à des ensembles 
SO, mais ils ne peuvent pas  être des MSOs. 
Afin de mieux comprendre cet algorithme voici Quelques définitions et 
propositions avec les démonstrations qui sont proposées par Travé et al. Dans [TRA06]. 
Définition 1. Supposons que ऋ est un ensemble de RRAs. Nous définissons ऋb comme 
une base de ऋ  si toutes les RRAs de A peuvent être obtenues en combinant deux ou 
plusieurs RRAs de ऋb et il n’existe pas ऋʹ ؿऋb qui soit genérateur de ऋ. 
Proposition 1. Soit un système ߑ = (K,XڂO) où K est l’ensemble des contraintes du 
système et V= XڂO, l’ensemble de variables du système X et les flots de données O. 
Supposons que M soit un couplage complet par rapport aux variables X, alors l’ensemble 
des RRAs résultant de ce couplage (M) est une base pour les RRAs du système ߑ. 
Démonstration. Une RRA est une contrainte déduite du modèle du système. Cette 
contrainte ne contient que les flots de données. La recherche d’un couplage complet dans 
un graphe biparti est une manière d’appliquer l’élimination structurelle des variables, qui 
conduit aux relations de redondance analytique RRAs. Par conséquent, chaque 
combinaison de RRAs est également une RRA. 
Proposition 2. Considérons le modèle du système ߑ = (K,XڂO), où K est l’ensemble des 
contraintes du système, composé de deux sous-ensembles : les contraintes modélisant les 
composants du système sans capteurs et les actionneurs : (Kproc) et les contraintes 
modélisant les capteurs et les actionneurs : (Kobs). Supposons que toutes les variables du 
système ߑ sont mesurées (card(X) = card(O)). Alors l’ensemble des contraintes de Kproc 
instanciées par les observations constitue une base ऋb qui permet de construire toutes les 
RRAs du système. 
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Démonstration. Comme il y a une contrainte d’observation kobs ג Kobs de la forme oi = 
fi(xi) pour chaque paire (xi, oi), un couplage complet entre les contraintes du système K et 
les variables X est obtenu en associant les variables X à leurs contraintes d’observation 
correspondantes (Kobs). Par conséquent, les contraintes dans (Kproc) sont toutes les 
relations de redondance, et les RRAs correspondantes sont obtenues en remplaçant les 
variables par leurs expressions d’observation xi=f i −1 (oi). L’ensemble des RRAs est une 
base pour les RRAs du système ߑ. 
Proposition 3. Considérons le modèle du système ߑʹ=(Kʹ,XڂOʹ) résultant du modèle 
ߑ=(K,XڂO) après le retrait d’un capteur s(xi) mesurant la variable xi. Dans ce modèle 
Kʹ=KprocڂKʹobs tel que Kʹobs = Kobs \kiobs où kiobs est la contrainte modélisant le capteur s(xi) 
et Oʹ = O\oi où oi est l’observation de xi. Alors une base ऋʹb est donnée par { ऋb \ ऋb (oi) 
ڂ Comb(ऋb (oi))} telle que ऋb (oi) est l’ensemble de RRAs contenant l’observation oi et 
Comb(ऋb (oi)) est l’ensemble de RRAs combin´e obtenu de ऋb (oi) en éliminant la 
variable oi, c’est-à-dire extraire oi d’une relation dans ऋb (oi) et la remplacer dans les 
autres relations. 
Démonstration. Construisons un couplage complet par rapport aux variables entre les 
contraintes Kʹ et les variables X. Toutes les variables de X peuvent être couplées à 
l’exception de xi parce que la contrainte d’observation kiobs n’est pas dans (Kʹobs) (elle est 
retirée). Alors xi doit être couplée avec une contrainte k*proc ג Kproc(xi) tel que Kproc(xi) est 
l’ensemble de contraintes de Kproc qui contient la variable xi. Ces contraintes sont 
seulement celles qui correspondent à ऋb(oi). Les RRAs dans ऋb(oi)ne sont pas une partie 
des RRAs du ߑʹ . Un nouvel ensemble des RRAs intitulé Comb(ऋb(oi)) peut être ajouté 
aux RRAs du ߑʹ . Cet ensemble est obtenu en utilisant k¤proc pour produire xi, puis xi sera 
remplacée dans Kproc(xi) \ {k*proc}, puis les variables xj , j ≠i seront remplacées par leurs 
observations oj . D’une façon équivalente, en considérant ऋb(oi), oi est extraitde la RRA 
correspondant à k*proc et remplacée dans les autres RRAs de ऋb(oi). ऋb(oi) est alors 
remplacée par Comb(ऋb(oi)) dans les RRAs du ߑʹ. 
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Annexe C 
Algorithme de Gelso [GEL08] 
L’entrée : couplage complet  
1- MSO1       Base MSO 
2- i= 1 
3- tant que i< nombre de MSO, ou, MSOi n’est pas suprimé faire 
4- MSOi+1 :=combine (MSOi, MSO1) ; l’ensemble i=i+1 
5- fin 
6- MSO :=MSO1,…MSOi) ; 
Sortie : l’ensemble complet des MSOs 
La fonction combine sert à obtenir un nouveau MSO à partir de la combinison de deux 
MSOs, l’algorithme de cette fonction est comme suit: 
1. fonction MSOab= combine (MSOa,MSOb) 
2. pour chaque ensemble Sa dans MSOa faire  
3.        pour chaque ensemble Sb dans MSOb faire 
4.               Si l’intersection enter Sa et Sb est non vide, et, Sa et Sb ne partagent pas 
d’ensembles non couplés alors  
5. Supprimer une ou plusieurs contraintes partagées; Vérifiez si le nouvel ensemble 
structurellement surdéterminé est minimal, si il est minimal, ajouter à MSOab;  
6.              Fin 
7.         Fin 
8. Fin 
Sortie : MSOab 
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Annexe D 
 
Algorithme MSO [KRY08] 
 
function MSOs := MSO(M) trouvé ; 
Si ϕ (M) = 1 alors 
MSOs := {M} ; 
Si non 
MSOs :=φ; 
    Pour chaque equation e dans M faire 
M’ := (M \ {e})+; 
MSOs := MSOs∪MSO(M’) trouvé; 
    Fin 
Fin 
L’algorithme amélioré de  [KRY08]  
1. MSO = MSO (M) 
2. M := {{e}│e  (M)+ }; 
3. M SO:= MSO sous ensemble (M, M); 
4. Renvoi MSO 
5. Subroutine : MSO :=recherche MSO (M, R) 
6. Si ϕ M=1 alors  
7. MSO :={ }U ME E∈  ; 
8. Si nonR’=φ ; M'=M ; 
9. Tant que R=φ faire 
10.  sélectionner E ∈R ; 
11. Regroupée [E] dans M' 
12. Si [E] ⊆ R alors  
13. [ ]{ }ER:R EE ′′=′ ∈′UU  ; 
14. Fin de si 
15. R :=R\ [E] ; 
16. Fin de Tant que 
17.  Tant que R'≠φ faire  
18. Sélectionner un E ג R' 
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19. R' :=R'\{E} ; 
20. MSO :=MSO U  MSO (M'\{E}, R') trouvé 
21. Fin de tant que  
22. Fin de si renvoi de MSO 
 
  
 
 
 
Contribution to the study of diagnosis and fault tolerant control by the structural 
approach - application to biological processes 
Abstract: This thesis concerns the study of fault diagnosis and reconfiguration using an 
approach based on the structural analysis and their applications on a model of wastewater 
treatment. The first part is a brief overview of research dedicated to the diagnosis and fault 
tolerant control, and then the tools of structural analysis are presented. This structural 
approach is used for the faults detection and isolation, and for the structure reconfiguration. 
For structural diagnosis, the important step is to look for MSO sets used in the generation of 
residues. The comparison of some algorithms for these sets was made to select the most 
effective method. The chosen method is developed by krysander et al. The study of MSO sets 
is done in the over-determined subsystem. To improve the structural isolability, two methods 
are used: the first is to consider some faults as internal variables of the system and the second 
is to add sensors. For structural reconfiguration, it is based on structural properties of 
observability and controllability. Our objective is to find the system structure that allows us to 
keep the structural properties unchanged. In the application study of our methods, the 
actuators faults associated with the recycled sludge flow rate (Qr) and the excess sludge flow 
rate (Qw) and , the faults of parameters associated with maximum growth rate of biomass 
(uH, max )  and Michaelis Menten constant (Ks) are considered. 
Keywords: diagnosis, fault-tolerant control, structural analysis, bipartite graph, structural 
reconfiguration, structural observability, structural controllability, wastewater treatment 
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RESUME : Le travail réalisé dans cette thèse concerne  l’étude du diagnostic de fautes  et la 
reconfiguration en utilisant une approche issue de l’analyse structurelle et leurs applications sur un 
modèle de traitement des eaux usées. Dans une première partie, on fait un bref tour d’horizon sur 
la recherche dédiée au diagnostic et à la commande tolérante aux fautes, puis nous présentons les 
outils nécessaires de l’analyse structurelle. Ces derniers ont été appliqués sur l’approche choisie 
(l’approche structurelle) pour la détection et l’isolation de défauts, ainsi que pour la 
reconfiguration. Pour le diagnostic structurel, l’étape principale consiste à chercher les ensembles 
MSO qui servent à la génération des résidus. Une étude comparative de quelques algorithmes de 
recherche de ces ensembles a été faite pour choisir la méthode la plus efficace, la méthode choisie 
est celle de Krysander et al. La recherche des ensembles MSO est faite dans le sous système sur-
déterminé. Pour l’amélioration de l’isolabilité structurelle, deux méthodes sont citées : la première 
consiste à considérer certaines fautes comme variables internes du système et  la deuxième 
concerne l’ajout de capteurs. Pour la reconfiguration structurelle, on s’est basé sur les  propriétés 
d’observabilité et de commandabilité structurelles. Notre but est de trouver la structure du système 
qui nous permet de garder les propriétés structurelles inchangées. Lors de l’application, nous 
étudions  le cas où les fautes sont commises sur les actionneurs à savoir le débit de boues recyclées 
(Qr) et le débit de boues en excès (Qw),  et sur les paramètres du système qui sont  le taux 
maximum de croissance de la biomasse (µH,max) et la constante de Michaelis Menten (Ks). 
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reconfiguration structurelle, observabilité structurelle, commandabilité structurelle, procédé de 
traitement des eaux usées. 
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