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We study thermal transport in the one dimensional classical Heisenberg model driven by boundary
heat baths in presence of a local time varying magnetic field that acts at one end of the system.
The system is studied numerically using an energy conserving discrete-time odd even dynamics. We
find that the steady state energy current shows thermal resonance as the frequency of the time-
periodic forcing is varied. When the amplitude of the forcing field is increased the system exhibits
multiple resonance peaks instead of a single peak. Both single and multiresonance survive in the
thermodynamic limit and their magnitudes increase as the average temperature of the system is
decreased. Finally we show that, although a reversed thermal current can be made to flow through
the bulk for a certain range of the forcing frequency, the system fails to behave as a heat pump,
thus revalidating the fact that thermal pumping is generically absent in such force-driven lattices.
I. INTRODUCTION
Low dimensional thermal transport has been a topic
of intense research interest in recent times. The reason
for the sudden upsurge in this field is primarily two-
fold. Firstly, low dimensional systems have rich and
intriguing transport properties and therefore contribute
immensely in widening our theoretical understanding of
the fundamental principles of transport, e.g., the neces-
sary and sufficient criteria for the validity of Fourier law
in thermally driven low dimensional systems [1–3]. Al-
though substantial progress has been made in the theo-
retical front, a comprehensive understanding is still lack-
ing. The advancement in low dimension experiments has
also greatly motivated theoretical research since theoret-
ical predictions can often be readily tested in laborato-
ries nowadays. Secondly, studying thermal transport in
low dimension is of huge technological interest because
of the recent breakthrough in nanoscale thermal devices
which rely on the energy transport properties of phonons
present in a system [4]. Similar to its electrical coun-
terpart, theoretical designs for phononic devices such as
thermal diodes, transistors, logic gates, memory devices,
phonon waveguide [5–9] have been proposed and some of
them also experimentally realized recently. Thus, it has
been possible to control and manipulate heat current,
just as one would control electrical current in electronic
devices [10]. These new exciting developments have in-
duced a flurry of active theoretical and experimental re-
search in this field at present.
A particular lattice model that has been extensively
studied in regards to its thermal transport properties is
the Frenkel-Kontorova (FK) model. The FK model is a
nonlinear lattice model which exhibits normal transport
of thermal energy in one dimension (1D) and thus obeys
the Fourier law [11]. The FK model is particularly signif-
icant because of the fact that theoretical designs of many
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phononic devices have been based on this lattice model
[4]. It has been shown in a recent paper [12] that the ther-
mally driven FK model in presence of local time-periodic
forcing at one end of the system shows thermal resonance
- the energy current through the system attains a maxi-
mum value for some characteristic frequency of the exter-
nal forcing. It was also suggested that a thermal pump
can be designed using this setup which can direct ther-
mal energy against the imposed gradient. Subsequently
it was shown [13] that the thermal resonance seen in this
model is actually a multiresonance phenomenon which
appears in certain ranges of the system parameter. It
was also argued (based on direction of energy flow in the
system) that thermal pumping is actually absent in such
force-driven lattices. Other nonlinear models with lo-
cal time-periodic driving at one edge of the system have
also been studied recently, such as, the Fermi-Pasta-Ulam
model, sine-Gordon model, Klein-Gordon model, discrete
nonlinear Schro¨dinger system [14–18].
Motivated by these results, we investigate the trans-
port properties of the thermally driven classical Heisen-
berg model in presence of local time varying forcing. The
classical Heisenberg model [19, 20] has been studied, both
analytically and numerically, for several decades and has
become a prototypical model for magnetic insulators. Al-
though the transport properties of its quantum counter-
part (spin- 1
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quantum Heisenberg model) have been ex-
tensively studied [21–23], not much attention has been
paid to the thermal transport properties of the classi-
cal Heisenberg model until recently [24–27]. The ther-
mal transport properties of the classical model is found
to obey the Fourier law and this diffusive energy trans-
port is attributed to the nonlinear spin wave interactions
of the system [24]. A deeper understanding of thermal
properties of such spin systems is extremely desirable now
since several new magnonic devices, such as, memory el-
ements, logic gates, switches, waveguides etc. are now
being conceived by manipulating spin waves by external
magnetic field in ferromagnetic materials [28, 29]. Trans-
port in spin systems can also give rise to intriguing phe-
nomenon such as spin Seebeck effect where a spin voltage
2is generated by a temperature gradient even across a fer-
romagnetic insulator and is due to the thermally excited
spin wave interactions about which very little is known
[30, 31].
In this paper, we study the classical Heisenberg model
in presence of a time varying magnetic field that acts
locally at one end of the one dimensional system and a
thermal bias is imposed by heat baths attached at the two
boundaries. Eventually this force-driven system attains
an oscillatory nonequilibrium steady state. In the steady
state, the thermal current flowing through the system
shows thermal resonance at a characteristic frequency of
the time-periodic force, similar to the FK model. We
discuss the dependence of system parameters on the res-
onance and find that the Heisenberg model is quite sim-
ilar to FK model (which, in turn, has resonance prop-
erties similar to the harmonic lattice [13]) in regards to
the resonance both exhibit, although the mechanism of
energy transport in the FK model and the spin system
are quite different. We also investigate the multireso-
nance feature that can be observed in this model in some
parameter range and study its parameter dependence as
well. We point out the typical features of the multireso-
nance seen in our model and compare it with that of the
FK/harmonic system. Finally, we explicitly demonstrate
that, although the direction of the current in the bulk
can be reversed when the system resonates, one can not
use this as a thermal pump.
The remainder of the paper is organised as follows.
We define the classical Heisenberg model in detail and
discuss our numerical scheme in Sec. II briefly. There-
after in Sec. III, we present our numerical results and
demonstrate the existence of thermal resonance in this
system. We study dependencies of system parameters on
the resonance and show that the occurrence a multires-
onance phenomenon for certain parameter ranges. We
then demonstrate the absence of thermal pumping in this
system which reconfirms the fact that thermal pumping
is generically absent in such force-driven lattices. Finally,
we conclude by summarizing our main results in Sec. IV.
II. MODEL AND NUMERICAL SCHEME
Consider classical Heisenberg spins { ~Si} (three-
dimensional unit vectors) on a one-dimensional regular
lattice of length N (1 ≤ i ≤ N) and the Hamiltonian of
the system is given as,
H = −K
N∑
i=1
~Si · ~Si+1 − ~h(t) · ~Siδi1, (1)
where the spin-spin interaction is ferromagnetic for cou-
pling K > 0 and anti-ferromagnetic for K < 0. The
second term Eq. (1) is due to a time varying magnetic
field that acts locally on the spin at the first site i = 1.
A schematic diagram of our system is shown in Fig. 1.
The microscopic equation of motion for the spin vectors
FIG. 1. (Color online) Schematic diagram of the classical
Heisenberg model in one dimension with two boundary heat
baths at temperatures Tl and Tr, and local time varying mag-
netic field ~h(t) that acts on the first site of the system i = 1.
We choose Tl < Tr and ~h(t) ≡ (0, 0, A sin(ωt)).
can be written as
d
dt
~Si = ~Si ×
[
~Bi + ~h(t)δi1
]
, (2)
where ~Bi = K(~Si−1 + ~Si+1) is the local molecular field
experienced by the spin at site i. Apart from the local
forcing, there is also an overall thermal gradient across
the system maintained by two heat baths attached at the
two boundaries. This is implemented by introducing to
additional spins at sites i = 0 and i = N +1. The bonds
between the pairs of spins (~S0, ~S1) and (~SN , ~SN+1) at two
opposite ends of the system behave as stochastic thermal
baths. The left and right baths are in equilibrium at
their respective temperatures, Tl and Tr and the bond
energies El = −K~S0 · ~S1 and Er = −K~SN · ~SN+1 have
a Boltzmannian distribution. The interaction strength
of the bath spins with the system is taken to be K,
and therefore both El and Er are bounded in the range
(−K,K). Thus the average energies of the baths are
given by 〈El〉 = −KL(K/Tl) and 〈Er〉 = −KL(K/Tr),
L(x) being the standard Langevin function. Thus one
can set the two baths at a fixed average energy (or tem-
perature) and a thermal current flows through the system
if Tl 6= Tr. For our simulations we choose Tl < Tr and
therefore the periodic forcing is near the colder boundary.
We investigate the steady state transport properties of
the Heisenberg model by numerically computing quan-
tities, such as, currents, energy profiles etc. using the
DTOE dynamics [25]. Briefly stated, the DTOE dynam-
ics updates the spins belonging to the odd and even sub-
lattices alternately using a spin precessional dynamics
~Si,t+1 =
[
~S cosφ+ (~S × Bˆ) sinφ+ (~S· Bˆ)Bˆ(1 − cosφ)
]
i,t
,
(3)
where Bˆi = ~Bi/| ~Bi|, φi = | ~Bi|∆t and ∆t is the inte-
gration time step. The above formula is also sometimes
referred to as the rotation formula and holds for rotation
of any finite magnitude [32]. Note that ~Bi in the above
equation has to be replaced by the vector ( ~Bi + ~h(t))
for the first site i = 1. The advantages of using the
DTOE dynamics are as follows. This dynamics is strictly
3energy conserving and maintains the length of the spin
vectors naturally. The total spin conservation is also ap-
proximately maintained and is comparatively better than
other conventional integration schemes [33]. Also it has
been thoroughly verified that local thermal equilibrium
is established in the thermally driven system (in absence
of forcing) when evolved using the DTOE dynamics inde-
pendently of the value of the integration time step ∆t. A
thorough discussion of the DTOE scheme and numerical
implementation of the thermal baths have been presented
in Ref. [25].
The computation of the steady state thermal cur-
rent is done as described in the following. Since the
DTOE dynamics alternately updates only half of the
spins (odd/even) but all the bond energies simultane-
ously, the energy of the bonds Eoi measured immedi-
ately after the update of odd spins is different from Eei
measured after the update of even spins where Ei =
−K~Si · ~Si+1−~h(t) · ~Siδi1. Clearly, the difference E
e
i −E
o
i
is a measure of the energy flowing through the i-th bond
in time ∆t. Thus the thermal current (rate of flow of
thermal energy) in the steady state is given by
j = 〈Eei − E
o
i 〉/∆t (4)
and the average energy of i-th bond is Ei =
1
2
〈Eei +E
o
i 〉.
As already mentioned, the thermal current j in the one
dimensional classical Heisenberg model obeys the Fourier
law, i.e., j ∼ 1/N . Let us define a total current J ≡ jN
which clearly is independent of the system size. In the
following, we present our numerical results in terms of
the total current J , since this will allow us to compare
the thermal current of systems of different sizes.
III. NUMERICAL RESULTS
A. Resonance
For simulations, we choose the time varying magnetic
field of the form ~h(t) ≡ (0, 0, A sin(ωt)) and the boundary
heat baths have average energy 〈El〉 = Eb and 〈Er〉 =
Eb+∆E. Starting from a random initial configuration of
spins, the system is evolved using the DTOE dynamics
with integration time-step ∆t = 0.25. The spin system
is first relaxed, typically for ∼ 106 − 107 iterations, and
thereafter the steady state quantities are computed for
the next ∼ 107 − 108 iterations which is also averaged
over several independent realizations (typically ∼ 1000)
of the initial spin configuration. In absence of periodic
forcing, a current flows through the system in response to
the imposed thermal bias. To fix the sign of the thermal
current we set the following convention - a current flowing
from a larger to a smaller site index i is negative; in other
words, a current from the right towards the left end of
the lattice is taken to be negative and vice-versa.
We categorize the frequency response of the system in
three separate regimes - the low, moderate and high fre-
quency. For comparison, we plot the thermal current J
 0  10  20  30  40  50
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FIG. 2. (Color online) Typical oscillations of the total thermal
current J (data points shown as ‘+’ symbol) in the steady
state at small (ω = 0.1), moderate (ω = 1.5) and high (ω =
20.0) frequencies along with the corresponding time varying
magnetic field (smooth continuous lines). Thermal resonance
occurs in our model at frequency ω ≈ 1.5 where the typical
oscillation frequency of the current becomes comparable to
the periodic forcing frequency.
and the periodic forcing as a function of time, for three
frequencies corresponding to the three regimes mentioned
above. This is shown in Fig. 2 where we have shown the
thermal current and the sinusoidal forcing field for fre-
quencies ω = 0.1, 1.5, 20.0. The steady state current as a
function of the forcing frequency is shown in Fig. 3. We
find that the thermal transport scenario is essentially the
same for the small and high frequency regimes. For small
values of the forcing frequency the current flows through
the system from the higher temperature end to the lower
temperature end (hence negative according to our con-
vention) and similarly for high frequencies, and the av-
erage value of the current is roughly the same in these
to regimes. This can be understood from the fact that
for very small frequencies the typical timescales of the
system are much smaller than the forcing timescale and
thus the system senses two opposite static forces which
amounts to no net forcing. In the other limit, the system
fails to respond to the rapidly varying forcing and thus
effectively experiences no external forcing. Thus in the
two asymptotic limits the frequency behavior is essen-
tially the same as can be clearly seen from Fig. 3.
In the moderate frequency range, where the typical os-
cillations of the thermal current is comparable to that of
the external periodic forcing, the current however shows
thermal resonance - the current attains a maximum value
Jm corresponding to some characteristic resonance fre-
quency ωm. By properly choosing the bath temperatures,
the current J can even be made to change sign (here,
from negative to a positive value). This implies that for
certain range of the forcing frequency the thermal cur-
rent through the bulk of the system flows in the opposite
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FIG. 3. (Color online) Thermal resonance in classical Heisen-
berg model: (a) thermal current J shows thermal resonance
for some value of the forcing frequency ω ≈ 1.5 where the
J(ω) curve shows a peak. The low and high frequency behav-
ior is same as that in absence of any periodic forcing (shown
as a dotted line); The parameters used are N = 100, A =
1.0, Eb = −0.1, and ∆E = 0.015. (Inset) The change of sign
of the slope of the energy profile for ω = 1.5 as compared
to ω = 0.05, 20.0 suggests current reversal in the bulk of the
system.
direction i.e., from the colder end to the hotter end. We
refer to this frequency range for which the bulk current
is reversed as the resonance region for convenience sake.
To check that the thermal current indeed gets reversed
for frequencies in the resonance region, we compute the
energy profile of the system [see Fig. 3 (inset)] for
three forcing frequencies belonging to the three frequency
regimes. It is found that the energy profiles for small and
large frequencies have the usual linear form connecting
the two heat baths with a discontinuity at the forcing
site. The energy profile for frequency in the resonance re-
gion ω = 1.5, however, has an opposite slope in the bulk
of the system. Thus by merely tuning the forcing fre-
quency, one can easily manipulate the magnitude as well
as the direction of flow of the thermal current in the bulk
of the system. Two more characteristic features of the
observed thermal resonance are in order. Firstly, the res-
onance effect survives in the thermodynamic limit which
is evident from Fig. 4, where we have shown resonance
for three different system sizes. The maximum current
Jm as a function of the system size fits nicely with the
functional form Jm = Jm,∞ − aN
−γ , where Jm,∞ is the
saturation value of maximum current in the thermody-
namic limit, and a, γ are fitting parameters. Thus the
maximum current has a finite limiting value for a ther-
modynamically large system. This evidently shows that
thermal resonance is an intrinsic feature of the system
and not a finite size effect. Secondly, the resonance fre-
quency ωm seems to be completely independent of the
system size, which again points to the fact that the ωm
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FIG. 4. (Color online) Thermal resonance survives in the
thermodynamic limit as can understood from the J(ω) curve
for system sizes N = 50, 100 and 200, all other parameters
remaining the same as Fig. 3. (Inset) The maximum current
Jm corresponding to ω = ωm saturates in the thermodynamic
limit. The Jm ∼ N data obtained from simulation fits with
the form Jm,∞−aN
−γ (shown as a broken line) where Jm,∞ =
0.118, a = 0.633, and γ = 0.685.
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FIG. 5. (Color online) (a) Thermal resonance with a larger
energy gradient (Eb = −0.2 and ∆E = 0.175) for different
values of the forcing amplitude A. Increasing the amplitude
increases the current and makes J > 0; (Inset) Energy profiles
corresponding to A = 1.0, 2.0 and 3.0 for N = 100. The en-
ergy profile for A = 1.0 has slope of opposite sign as compared
to that for A = 2.0 and 3.0.
is an intrinsic frequency of the system.
If the temperature gradient is comparatively large
(keeping all other parameters unchanged), the resonance
phenomenon is still there but the current through the sys-
tem has now a large negative value and tuning only the
frequency can not push the current to a positive value.
As before, the energy profiles can be computed which
also validate the fact that the current although is ampli-
5fied (the slope of the energy profile increases) but does
not get reversed (the slope does not change sign). This is
shown in Fig. 5. However, increasing the amplitude can
push the current to a positive value and current reversal
can be achieved in the bulk of the system.
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FIG. 6. (Color online) Thermal current with frequency for
different average energy of the bath Eb = −0.1,−0.2 and
−0.3 and same energy gradient ∆E = 0.015. Resonance en-
hances as the temperature decreases. (Inset) Log-log plot of
the maximum thermal current Jm corresponding to ω = 1.5
for N = 500.
We also investigate the effect of the temperature on
the resonance feature. Let the temperatures of the two
baths be Tl = T and Tr = T + ∆T . For the same ∆T
we find that the resonance effect is enhanced at a lower
temperature and the current amplification is larger as is
shown in Fig. 6. To see how the maximum thermal cur-
rent Jm varies with temperature, we set ω = ωm ≈ 1.5
and measure Jm for different bath temperatures keeping
the same temperature difference. The inset in Fig. 6 sug-
gests that the maximum current Jm is inversely propor-
tional (approximately) to the temperature of the system.
Phenomenologically, the total thermal current in a finite
system can be related to its size via the relation [25]
J = κ
N∆E
N + ξ
, (5)
where κ is the thermal conductivity and ξ is the corre-
lation length of the system, both being a function of the
temperature. Since both κ and ξ vary as T−1 at low tem-
peratures [25], the above relation suggests that, in the
thermodynamically large system (N ≫ ξ), Jm ∼ T
−1.
Thus our numerical result is found to be close to this
analytical result but needs corrections for finite size.
B. Multiresonance
For certain parameter ranges, the thermal resonance
described above can show multiresonance behavior in
which the resonance peak splits into two or more dis-
tinct resonance peaks. In the following, we study the
multiresonance phenomenon and its dependence on the
system parameters. In Fig. 7 the thermal current J is
shown as a function of the forcing frequency ω for several
values of the forcing amplitude A. We find that as A in-
creases, first, the central peak splits up in two peaks and
the current J corresponding to ω = ωm is no longer the
maximum now; two other peaks appear on both sides of
ωm. Thus in Fig. 7 we find that for A = 5.0 there are two
peaks, whereas, for A = 7.0 there are three peaks, and for
A = 9.0 four peaks appear which are further amplified
as A increases. This process continues and new peaks
emerge as the forcing amplitude is increased. Thus mul-
tiresonance is enhanced as the amplitude of the forcing
is increased.
We also find that the multiresonance feature gets mag-
nified as the average temperature of the system goes
down, similar to the previous case of single peak reso-
nance. For the FK model, multiresonace is seen both in
the limit of low and high temperatures since the model
reduces to an effective harmonic model in both the limits,
whereas, in the intermediate temperature range there oc-
curs a crossover from single peak to multiresonace [13]. In
Fig. 8a we show the multiresonace in our model for differ-
ent values of the average bath energy Eb. This enhance-
ment in multiresonance can be explained by considering
the fact that the classical Heisenberg model at low tem-
peratures can be effectively thought to be a harmonic-
like system [25] in terms of the relevant degrees of free-
dom (here, the angle between the spin vectors θi). This
is similar to the case of FK model, where with the in-
crease (or decrease) of temperature a harmonic-like be-
havior emerges. Since resonant magnitudes are larger in
the harmonic lattice as compared to the FK model [13],
we expect an enhanced multiresonance in the Heisenberg
model at lower temperatures. However, the number of
resonance peaks seem to be independent of the average
temperature of the system.
The multiresonace feature of our model, however, ap-
pears to be different from that of the FK/harmonic lat-
tices in the sense that only a few spin modes are excited
as the forcing amplitude is increased. It is also observed
(from the data shown in Fig. 7) that a modal frequency
which is a dominant mode of energy transport for a given
forcing amplitude does not always remain a dominant
mode when the amplitude is altered. For example, the
dominant frequency for A = 1.0 which approximately
corresponds to ωm = 1.5 is no longer a dominant mode
for A = 5.0; two other frequencies on either side of ωm be-
come the dominant modal frequencies that contribute the
most to the thermal transport. Unlike the harmonic sys-
tem where the amplitude of the forcing signal excites all
the eigenmodes of the system, here, external forcing se-
lectively picks up certain frequencies and amplifies them.
This disparity is also apparent from the fact that the
number of modes that are excited by the external forc-
ing seems to be independent of the system size as can be
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FIG. 7. (Color online) The thermal current J for forcing
amplitude A = 5.0, 6.0, 7.0, 8.0, 9.0 and 10.0, for bath energy
Eb = −0.1 with ∆E = 0.015 in a system size of N = 100
shows more than one resonance peak as the forcing amplitude
A is increased.
seen in Fig. 8b. For the harmonic system, the number of
modes participating in transport is directly proportional
to the size of the system which is definitely not the case
in our model.
We have also increased the data sampling frequency to
resolve finer structures, if present, within the broad mul-
tiresonace peaks but could not find any, even for very
small systems at low temperatures for which the har-
monic approximation should be valid. Thus we specu-
late that, although nonlinearty effects are relatively sup-
pressed at low temperatures (where our model has an
effective harmonic description), they do not vanish com-
pletely and spin modes remain strongly coupled to each
other. Unlike the FK model, increasing the forcing am-
plitude to quite larger values in this model can excite
only a few spin modes because of the existence of strong
intrinsic nonlinearity. A more detailed study of the clas-
sical Heisenberg model is surely desirable to unravel the
underlying physics of its multiresonance feature.
C. Absence of thermal pumping
Although the system in resonance exhibits a reversed
bulk current, there is no thermal pumping in this system.
This is consistent with the result (previously obtained for
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FIG. 8. (Color online) (a) The thermal current J for different
average bath energy Eb = −0.05,−0.1,−0.2 and −0.3, with
∆E = 0.015 and forcing amplitude A = 5.0 for a system size
of N = 100. (b) The thermal current J for different system
sizes N = 50, 100, 200 and 500 with A = 5.0, Eb = −0.1 and
with ∆E = 0.015.
FK/harmonic lattices) that there is no thermal pumping
in force-driven lattices. For a system to be a thermal
pump, energy must be pumped from the colder heat bath
and absorbed in the hotter heat bath and as a conse-
quence a reverse flow of energy occurs in the bulk of the
system. However in our system (and other force-driven
lattices in general), although the high temperature bath
absorbs energy from the system and a reversed current
flows through the bulk, the low temperature heat bath
does not pump energy into the bulk of the system. What
actually happens is that the additional energy, drawn
from the external periodic forcing, flows from the point
of forcing (here i = 1) towards the two boundaries of the
system, and thus, results in a reversed bulk current.
This can be clearly seen in our system by monitoring
the energy flow across sites i = 1, N/2 and N . When
the spin at a site i is updated using the DTOE dynam-
ics, the energy of the bonds connected to it, namely Ei−1
and Ei, are updated such that the sum Ei−1+Ei remains
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FIG. 9. (Color online) Computation of ∆n = nl − nr from
a typical run using the DTOE dynamics for three sites i =
1, N/2 and N in a system of size N = 100, Eb = −0.1, ∆E =
0.015: (a) without periodic forcing energy across all the sites
flow towards left; (b) with periodic forcing (A = 1.0, ω = 1.5)
energy across site i = 1 flow towards left whereas, for sites
i = N/2 and N flows to the right. Thus both the heat baths
absorb energy and there is no thermal pumping.
the same before and after the update. In other words,
a redistribution of the sum Ei−1 + Ei takes place while
the i-th spin is updated. Since our system is connected
to stochastic thermal baths, this redistribution process is
also stochastic in nature - the (i − 1)-th bond stochas-
tically gains and loses energy and similarly for the i-th
bond. However, since there is an overall thermal gradi-
ent (Tr − Tl), the total number of times energy flows in
one particular direction (here, towards left since Tr > Tl)
over a long time will obviously be more than that of the
opposite direction so that a steady energy current flows
through the system. In absence of the periodic forcing,
the quantity ∆n = nl − nr is positive when measured
for sites i = 1, N/2 and N , where nl (nr) is the total
number of times energy flows to the left (right) across
a particular site. The results from a typical run, start-
ing from a random initial condition of spins and using
the DTOE dynamics, is shown in Fig. 9a. Thus energy
flows from the high energy bath to the low energy bath
i.e., from right to left end of the system. However when
the system is in resonance region, ∆n for site i = 1 is
positive whereas that for sites i = N/2 and N is nega-
tive. This shows that while in resonance, energy flows
from right to left for i = 1 but for i = N/2 and the right
end i = N , energy flows from left to right (see Fig. 9b).
Thus current flows towards the two boundaries from the
point of periodic perturbation in the bulk of the system.
Evidently, there is no thermal pumping since both the
high temperature and low temperature baths absorb en-
ergy and thus the transport of energy from low to high
temperature bath is absent.
IV. SUMMARY
To summarise, we report here the extensive numerical
study of the one dimensional classical Heisenberg model
in presence of boundary drive and time varying forcing.
A time-periodic magnetic field acts locally at one end of
the system (site i = 1) and a thermal gradient is main-
tained by boundary heat baths. We choose the time-
periodic forcing to be sinusoidal with amplitude A and
frequency ω. The thermal current that flows though the
system shows resonance at some characteristic frequency
ωm of the forcing frequency for which the current attains
a maximum value. By properly tuning the boundary
temperatures, we demonstrate that the energy current
flowing through the bulk of the system can be reversed
for frequencies within the resonance region. The magni-
tude of the current can also be controlled by tuning the
forcing amplitude A. This allows one to mechanically
control the magnitude as well as the direction of current
in the system. This could be of immense practical use in
nanoscale systems where a large thermal gradient is not
desirable.
We study the dependence of the thermal resonance on
the parameters of the system. It is found that the mag-
nitude of resonance increases as the system size increases
and survives in the thermodynamic limit. The maxi-
mum thermal current Jm corresponding to the resonance
frequency ωm, saturates to a finite value for a thermo-
dynamically large system. Also decreasing the average
temperature enhances the magnitude of resonance; the
maximum thermal current Jm varies as T
−1 at low tem-
peratures in the thermodynamic limit.
In some parameter range, the single resonance peak
splits into multiple peaks and a multiresonance phe-
nomenon is observed. As the amplitude of the external
forcing is increased, the number of peaks also increases.
The resonance and the multiresonace phenomenon can
in general be explained as follows. The external peri-
odic forcing that is imposed on the system acts as an
additional source of energy for the system. When the
frequency of the forcing coincides with the natural fre-
quencies of the system, the transfer of energy from the
external perturbation to the system becomes maximum.
However for our system, certain frequencies are selec-
tively excited by the external forcing and the the number
of modal frequencies that participate in thermal trans-
port is determined by the forcing amplitude. Similar to
single peak resonance, the magnitude of multiresonance
is also enhanced with the decrease of average temperature
of the system; the modal frequencies and their number,
however, seem to be independent of the average temper-
ature and also the size of the system.
Finally, we explicitly show using energy flow arguments
that despite the reversal of the current in the bulk, this
system fails to act as a thermal pump. This is consistent
with the previous result that a force-driven lattice can
not direct thermal energy from the low temperature heat
bath to the high temperature heat bath.
8The classical model can be thought to be the infinitely
large spin limit of the quantum Heisenberg model. This
classical approximation of the quantum model is already
seen to hold for systems with spin s = 5/2, for exam-
ple, in Mn2+ [34]. As such, controlled laboratory ex-
periments with model chemical compounds, which are
now-a-days routinely performed, can be used to test the
theoretical predictions made in the classical Heisenberg
model. Hopefully, such experimental studies will eventu-
ally lead us towards better heat control and management
in future.
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