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The interest in improving the thermoelectric response of bulk materials has received a boost after it has
been recognized that layered materials, in particular SnSe, show a very large thermoelectric figure of merit.
This result has received great attention while it is now possible to conceive other similar materials or
experimental methods to improve this value. Before we can now think of engineering this material it is
important we understand the basic mechanism that explains this unusual behavior, where very low thermal
conductivity and a high thermopower result from a delicate balance between the crystal and electronic
structure. In this Letter, we present a complete temperature evolution of the Seebeck coefficient as the
material undergoes a soft crystal transformation and its consequences on other properties within SnSe by
means of first-principles calculations. Our results are able to explain the full range of considered
experimental temperatures.
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Thermoelectric (TE) materials and the thermoelectric
effect are an interesting alternative energy source, harvesting
waste heat frompower production and other thermal engines.
Despite their vast potential impact, only few materials are
used in practice: most thermoelectric materials are highly
toxic, expensive, and the devices present too low efficiencies
to compete with other forms of power generation in industry.
The main concern in this field is to discover or design
thermoelectric materials that deal with these issues. The
efficiency of a TEmaterial is quantified by the thermoelectric
figure of merit zT ¼ S2σT=ðκel þ κlÞ, which is the ratio of
the electrical conductivity (σ), multiplied by the Seebeck
coefficient (S) squared and the absolute temperature (T),
over the thermal conductivity, which has both ionic (κl) and
electronic (κel) contributions. The recent demonstration of
zT ¼ 2.6 in monocrystalline tin selenide [1] or zT ¼ 1.34 in
device form [2] has given a new breath to the field of
thermoelectrics. Bymore than doubling the efficiency record
for intrinsic bulk systems, SnSe has shown that economically
competitive, nontoxic TE devices are within reach. The
microscopic mechanism responsible for the performance is,
however, not fully established, in particular due to sublima-
tion effects in the high-T phase. Bulk SnSe is a narrow-
band-gap semiconductor that undergoes a phase transition
spanning the temperature range from 600 to 807 K, from a
Pnma low-temperature phase as illustrated in Fig. 1 (space
group 62) to a Cmcm high-temperature phase (space group
63) [3]. Both are distorted phases of rocksalt Fm3m (the
isoelectronic structure of PbTe and SnTe). Exceptional
values of zT are obtained for two main reasons: the intrinsi-
cally low thermal conductivity (in both phases) and the
strong enhancement of the carrier concentration and con-
ductivity in the Cmcm phase. This intricate interplay opens
perspectives for many other layered or heterostructure
materials, and calls for a profound understanding of the
mechanisms. Properties can then be further engineered, e.g.,
by doping [2,4,5], nanostructuring [6–8], or strain [9,10].
Therefore, it is expected that any results we obtain from the
physical comprehension of SnSe can be extrapolated tomany
other layered materials as SnTe and SnS (as in Ref. [11]).
(a) (b) (c)
FIG. 1. Ball and stick model for both orthorhombic phases
of SnSe. (a) Modified high-T Cmcm phase; (b) distortion of the
modified Cmcm structure by the unstable phonon mode at Y,
which leads to the stable Pnma phase; (c) low-T Pnma phase.
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While many authors have described the different physical
properties of this material, there is still an incomplete picture
of the thermoelectric response of SnSe over the whole
temperature range.
In this Letter, we offer a clear description of the exper-
imental thermoelectric response of SnSe as a function of
temperature. We perform advanced first-principles calcula-
tions to elucidate the origin of the increase in carrier
concentration and the nature of the phase transition.
Carrier concentrations are determined from intrinsic defect
energies in the low- and high-T phases. We find that the
calculated carrier concentration is dominated by Sn vacan-
cies. Defect thermochemistry results, and carrier concen-
trations, show a strong dependence on both structure and
temperature.We calculate Seebeck coefficients including the
temperature dependence of the chemical potential, Fermi
distribution, and the structure. Our results are in excellent
agreement with experiments. We clarify the complex phase
transition pathway between Pnma andCmcm, and show that
the high-T Cmcm phase is stabilized only when anharmo-
nicity is included. Using harmonic phonon calculations and
metadynamics simulations, we identify the sequence of
elastic and phononic distortions which was suggested over
30 years ago by von Schnering and Wiedemeier [3]. The
carrier concentrations are derived from intrinsic defect
calculations within density functional theory. Perturbation
theory is used for the harmonic phonon analysis [12], and the
temperature dependent effective potential (TDEP) method
[13], based on ab initio molecular dynamics, to calculate
fully renormalized anharmonic effects and the completeP-T
phase diagram. Metadynamics [14,15] allows us to explore
theBorn-Oppenheimer surface to refine our understandingof
the phase transition. Seebeck coefficients are calculated from
the Boltzmann transport equation within the constant relax-
ation time approximation [16]. Further details of the theo-
retical methods are given in the Supplemental Material [17].
We perform defect thermochemistry calculations to cal-
culate defect formation energies Ed in the experimentally
relevant Se rich limit. The results are shown in Fig. 2 vs the
electron chemical potential μe for two experimental unit cells
obtained at 790 (Pnma) and 829 K (Cmcm) [50], and where
atomic positions are relaxed. The dominant defect in both
phases is the Sn vacancy (Vð2−ÞSn ), which produces holes. The
most striking difference between the two phases is that Vð2−ÞSn
is strongly stabilized in Cmcm compared to Pnma.
Hall experiments by Zhao et al. [1] showed that the
carrier concentration of SnSe varies strongly with T
(Fig. 3). The first sign of a rapid increment in experimental
electrical conductivity σ is at T ¼ 600 K and continues
steadily until 800 K. During the transition, the experimental
concentration is well described by a single thermally
activated level with energy barrier of 0.67 eV, shown as
the magenta line in Fig. 3. Please note that in this small
temperature interval, the ð1=TÞ behavior appears as a linear
dependence on T, shown in Fig. 3. The magnitude of
activation energy, 0.67 eV, is in good agreement with the
calculated VacSn formation energies at μe ≃ 0 eV, Fig. 2,
which strongly indicates that the increase in carrier con-
centration is due to creation of additional Sn vacancies
during the phase transition. For temperatures below 600 K,
the experimental concentration is constant for a sample
that has been submitted to cycles of heating and cooling.
In these conditions, the defects will be frozen into the
structure with a constant carrier concentration.
Beyond a simple activated behavior, the defect formation
energy will depend on temperature through μe, Fig. 2.
FIG. 2. The defect formation energies versus the electronic
chemical potential μe are shown here for (a) the Pmna phase and
for the (b) Cmcm phase in the Se rich limit. In both phases the
most stable defects are the Sn vacancy, Vð2−ÞSn (intrinsic defect)
which will produce holes. The slopes of Ed versus μe plots are the
charges of the corresponding defects.
FIG. 3. Temperature dependence of the carrier concentration. In
black, the average inverse Hall coefficient measured by Zhao
et al. [1]. In green, the extrapolation determined as the carrier
concentration which maximizes the Seebeck coefficient of the
Cmcm phase (details in the Supplemental Material [17]). In blue,
the carrier concentrations due to Vð2−ÞSn for the Pnma and Cmcm
phases. In magenta, the simple thermally activated behavior, with
a defect energy of 0.67 eV.
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The temperature-dependent equilibrium concentration of
defects, cDðqÞ , and corresponding carrier concentration, is
calculated following Refs. [[51,52]], and summarized in the
Supplemental Material [17]. In Fig. 3 we show the resulting
calculated carrier concentrations for the Pnma and Cmcm
phases alongside the experimental ones and its extrapolation
for higher temperatures. Our predicted carrier concentration,
essentially due to Sn vacancies, agrees with experiment
above 600 K, suggesting the defects are equilibrated around
this temperature. This also corresponds to the onset of
the phase transition, which will affect defect mobilities.
Themodel overestimates the carrier concentration somewhat
in Cmcm, compared to our extrapolation of experiment. The
slope is well reproduced, suggesting that above the phase
transition the defect concentration is determined by thermo-
dynamic equilibrium rather than being limited by mobility.
We calculate the Seebeck coefficients with the
BOLTZTRAP code [16] which uses density functional theory
(DFT) electronic band structures as input parameters
(details in the Supplemental Material [17]). To take into
account the temperature dependence of the carrier concen-
tration, we adjust the chemical potential such that the
doping level follows the experimental concentration and its
extrapolation presented in Fig. 3. To account for the phase
transition, we calculate the Seebeck coefficients for three
different structures. The first two are Pnma structures at
295 and 790 K, and the third structure is Cmcm taken at
825 K. All cell parameters come from Ref. [50] and internal
parameters are relaxed. The excellent agreement between
experiment and theory in Fig. 4 was not present in previous
publications [11,53,54]. We relate this level of agreement to
both the variation of the carrier concentration and a correct
representation of the phase transition.
The transition path between Pnma and Cmcm is subtle:
the main differences are the b=a ratio and the degree of
order and bond regularity. Our theoretically relaxed Pnma
lattice constants, a ¼ 4.2095, b ¼ 4.4968, c ¼ 11.7201 Å,
slightly overestimate experimental ones [1,55] which is
common in GGA DFT. Including dispersion forces does
not affect the interlayer significantly (and is counterpro-
ductive with certain functionals); we do not use them in our
results below. As temperature increases, there is a con-
tinuous phase transition towards the Cmcm phase, spread-
ing over more than 200 K below the critical temperature of
807 K [3]. This transition can also be induced by pressure
[56]. Our theoretically relaxed Cmcm lattice parameters
are a ¼ 4.2838, b ¼ 4.2816, c ¼ 6.3250 Å, which also
compare well to experimental data [1].
The harmonic phonon band structure for Pnma is dynami-
cally stable (see the Supplemental Material [17]) and
compares well with experimental Raman and IR data at Γ
[55], and theory in Ref. [57]. The harmonic phonon band
structure for Cmcm (see the Supplemental Material [17])
presents a transverse optical phonon mode which is unstable
at Γ along the directions to X and Y. Eigenvectors show
that distortions appearing from the unstable phonon do not
describe the full transition from Cmcm to Pnma: the phonon
responsible for the transitionmust be a zone-boundary mode
for the primitive cell of the Cmcm structure.
An experimental study of the phase transition [3]
suggested that the transition is a two-step process, where,
first, the atomic positions are shifted along the b axis
continuously over a wide range of 200° below the transition
temperature Tc and, second, the ratio of interplane cell
constants changes from b=a > 1 to b=a < 1 over a range of
5 K near Tc. It is not clear that this last inversion of the cell
parameters would lead to a first order structural transition.
However, the recent experimental study of Zhao et al. [1]
found a discontinuity at Tc in differential thermal analysis,
confirming there are two steps in the transition.
Inspired by these results, we create a modified Cmcm
structure where b=a > 1 by exchanging the values of a and
b. Figure 5(a) shows the harmonic phonon bands of this
structure with two unstable modes: one at the center of the
Brillouin zone and a second at the zone boundary Y point.
The unstable Γ point mode is ferroelectric, identical to
the unstable mode of the unmodified Cmcm structure, and
does not lead to Pnma. However, the Y point instability
distorts the structure as in Fig. 1(b). Condensing this mode
and relaxing leads to the low-temperature Pnma phase.
This decomposition quantifies the two-step process of von
Schnering: an elastic and a phononic distortion are com-
bined to transform Cmcm to Pnma. This model explains
numerous experimental results: in particular, the disconti-
nuity in the differential thermal analysis originates in the
elastic distortion, whereas the slow change of transport
properties, starting 200 K before Tc, comes from the
gradual phononic distortion.
FIG. 4. Seebeck coefficients calculated with temperature-
dependent carrier concentrations for three different regions of
temperature. For the low-temperature region, we use the exper-
imental structure of the Pnma phase at 298 K [50]. For the
intermediate region, we used the Pnma experimental structure at
790 K [50]. For the last region, we used the Cmcm experimental
structure at 825 K [50]. These calculations are compared with
Ref. [1].
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In order to verify the possibility of a metastable Cmcm
phase at ambient conditions, a metadynamics calculation
was performed at 0.1 GPa and two different temperatures
300 and 700 K. This is a technique to map out the local
potential energy surface (PES) by adding to the Born
Oppenheimer potential a repulsive term which tracks the
dynamics history [14,15,58,59]. Calculation details follow
Ref. [60] (cf. the Supplemental Material [17]).
The evolution of the metadynamics for 300 and 700 K is
shown in Fig. 6. The top right panel shows the Gibbs free
energy, the bottom left the b=a ratio, and the bottom right
panel the scalar product of two generalized forces on the
unit cell, one coming from the PES and the other from the
metadynamics Gaussians. A positive scalar product value
indicates the metadynamics is moving into a well in the
PES (initial phase), a negative value that it is climbing out,
and a value near 0 that it is passing through saddle points
between wells. The initial structure is Pnma for both
temperatures. The first phase of the metadynamics is a
slip of the SnSe bilayers, with rocksaltlike stacking. The
dynamics then oscillates between b=a > 1 and b=a < 1.
The principal conclusion is that both the layer slip and the
oscillations observed do not show any metastable Cmcm
phase, which validates our conclusions based on the
harmonic phonons.
Our final step is to confirm the high-T stability of Cmcm.
The phonon results above do not include the temperature
dependence of the interatomic forces. In order to include
full anharmonicity, we use the TDEP approach (details in
the Supplemental Material [17]) [13]. Based on ab initio
molecular dynamics in the canonical ensemble, an effective
potential is fit to harmonic and anharmonic interatomic
forces. The instability of Cmcm precludes the use of finite
displacement methods as in Ref. [57]. With the TDEP
method the force constants come from the full potential
energy surface and contain infinite order renormalization of
anharmonicities at the chosen temperature. This allows us to
calculate the phonon band structure at finite temperature
and the anharmonic free energies [26]. The top-left panel of
Fig. 6 shows the pressure-temperature phase diagram of
SnSe calculated from theGibbs free energywithinTDEP.We
find that the relaxed GGA volume is slightly too large, and
that the phase diagram is very sensitive to it. At low pressures
only Pnma structures appear in the molecular dynamics: a
small positive pressure is required to induce the phase
transition to Cmcm. The “missing” pressure is probably
linked to DFT shortcomings, such as a lack of accurate van
derWaals contributions. The crystal structure is quite close to
experiments, and we have tried all commonly available van
der Waals functionals: none improve the results. Under a
compression of around 4 GPa (volume change of 9%, faded
zone in the figure), we obtain excellent agreement with
experiment: the phase transition temperature of 807 K is
reproduced, and the calculated phonon band structure of
Cmcm is fully stabilized [Fig. 5(b)].
In summary, we present a complete account of the origin
and evolution of the huge thermoelectric properties in
SnSe. The fundamental driver is the order of magnitude
increase of the carrier concentration, which we show is due
to the energetics of charged defects in the two phases.
Further, we decompose phonon and elastic instabilities to
show that the transition from Pnma to Cmcm is indeed
double, as suggested by von Schnering in 1981. There is a
progressive change of bond angles over a range of 200 K,
(a) (b)
FIG. 5. Phonon band structure for SnSe in the Cmcm phase at
different temperatures. (a) Harmonic 0 K phonons of the modified
Cmcm structure where the a and b cell parameters are exchanged.
A strong harmonic instability at the Y point returns the structure
to the 0 K Pnma ground state. (b) Phonons of Cmcm calculated
within TDEP at 807 K and for a pressure of 4 GPa—the structure
is fully stabilized.
FIG. 6. Top left panel: full phase diagram of SnSe, from the
TDEP method. The experimental Tc is recovered under a small
volume contraction. Magenta and blue dots in the phase diagram:
position in phase space for the metadynamics calculations. Top
right panel: Gibbs free energy as a function of the metadynamics
step, for 0.1 GPa at 300 and 700 K. Bottom left panel: b=a ratio
of the crystal as a function of the metadynamics step. Bottom
right panel: scalar product of the metadynamics and DFT
generalized forces, indicating whether one is being pushed in
to (> 1) or out of (< 1) a well in the PES.
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and then a first order elastic transition at around 800 K,
which inverts the b=a ratio. Finite temperature phonon
calculations reconstruct the full phase diagram, and are
necessary to stabilize Cmcm. The strong carrier-induced
electrical conductivity can thus be engineered in chalco-
genides [2,52] without destroying the thermopower as
suggested by Hong et al. [61]. As the structures of SnSe
are common in other materials classes, our analysis opens
prospects for new layered and heterostructured thermo-
electrics of unprecedented efficiency.
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