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Abstract
Sequences of Levy transformations for the Darboux system of con-
jugates nets in multidimensions are studied. We show that after a
suitable number of Levy transformations, with at least a Levy trans-
formation in each direction, we get closed formulae in terms of multi-
Wron´ski determinants. These formulae are for the tangent vectors,
Lame` coefficients, rotation coefficients and points of the surface.
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1. The interaction between Soliton Theory and Geometry is a growing
subject. In fact, many systems that appear by geometrical considerations
have been studied independently in Soliton Theory, well-known examples
include the Liouville and sine-Gordon equations which characterize minimal
and pseudo-spherical surfaces, respectively. Another relevant case is given
by the the Darboux equations that were solved 12 years ago in its matrix
generalization, using the ∂¯–dressing, by Zakharov and Manakov [14].
In this note we want to iterate a transformation that preserves the Dar-
boux equations which is known as Levy transformation [10].
2. The Darboux equations
∂βij
∂uk
= βikβkj, i, j, k = 1, . . . , N, i 6= j 6= k 6= i, (1)
for the N(N−1) functions {βij}i,j=1,...,N
i 6=j
of u1, . . . , uN , characterize N -dimen-
sional submanifolds of RP , N ≤ P , parametrized by conjugate coordinate
systems [3, 4], and are the compatibility conditions of the following linear
system
∂X j
∂ui
= βjiX i, i, j = 1, . . . , N, i 6= j, (2)
involving suitable P -dimensional vectorsX i, tangent to the coordinate lines.
The so called Lame´ coefficients satisfy
∂Hj
∂ui
= βijHi, i, j = 1, . . . , N, i 6= j, (3)
and the points of the surface x can be found by means of
∂x
∂ui
=X iHi, i = 1, . . . , N, (4)
which is equivalent to the more standard Laplace equation
∂2x
∂ui∂uj
=
∂ lnHi
∂uj
∂x
∂ui
+
∂ lnHj
∂ui
∂x
∂uj
, i, j = 1, . . . , N, i 6= j.
A Darboux type transformation for this system was found by Levy [10, 5,
9]. In fact, in [10] the transformation is constructed only for two-dimensional
surfaces, N = 2, being the Darboux equations in this case trivial and Levy
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only presents the transformation for the points of the surface. However, in [9]
the Levy transformation is extended to the first non trivial case of Darboux
equations, namely N = 3. The extension to arbritary N is straightforward
and reads as follows. Given a solution ξj of
∂ξj
∂uk
= βjkξk,
for each of the N possible directions in the coordinate space there is a corre-
sponding Levy transformation that reads for the i-th case:
x[1] = x−
Ω(ξ,H)
ξi
X i,


X i[1] =
1
ξi
(
ξi
∂X i
∂ui
−
∂ξi
∂ui
X i
)
,
Xk[1] =
1
ξi
(ξiXk − ξkX i),


Hi[1] = −
Ω(ξ,H)
ξi
,
Hk[1] = Hk − βik
Ω(ξ,H)
ξi
,


βik[1] = −
1
ξi
(
βik
∂ξi
∂ui
− ξi
∂βik
∂ui
)
,
βki[1] = −
ξk
ξi
,
βkl[1] = −
ξkβil − ξiβkl
ξi
,
where k, l = 1, . . . , N with k 6= l 6= i. Here we have introduced the potential
Ω(ξ,H) defined by
∂Ω(ξ,H)
∂uk
= ξkHk, k = 1, . . . , N,
which are compatible equations by means of the equations satisfied by ξk and
Hk.
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3. Using Crum type ideas [1] one can iterate this Levy transformation.
However now there is a difference with respect to the iteration of the Dar-
boux transformation of the 1-dimensional Schro¨dinger equation: we have N
different elementary Levy’s transformations {Li}i=1,...,N .
If one performs less than N iterations or more than N iterations, say
Li1 · · · LiM with {1, . . . , N} 6⊂ {i1, . . . , iM}, one gets non symmetric formulae
in which the initial β’s and its derivatives appear explicitly. However, if in
the latter case we have {1, . . . , N} ⊂ {i1, . . . , iM}, that is we have perform at
least one Levy transformation in each spatial direction we obtain formulae
only in terms of Wron´ski determinants of the wave functions with no β’s
appearing explicitly.
To present our main result, we introduce some convenient notations. First
we define ∂i := ∂/∂ui. Second, for any set of functions {ξ
i
j}i=1,...,M
j=1....,N
we denote
by Wj(n) the following Wron´ski matrix
Wj(n) := Wj(ξ
1
j , . . . , ξ
M
j ) :=


ξ1j ξ
2
j . . . ξ
M
j
∂jξ
1
j ∂jξ
2
j . . . ∂jξ
M
j
...
...
...
∂n−1j ξ
1
j ∂
n−1ξ2j . . . ∂
n−1
j ξ
M
j

 .
For any partition of M = m1+m2+ · · ·+mN , we construct a multi-Wron´ski
matrix
W :=


W1(m1)
W2(m2)
...
WN (mN)

 .
Now we are ready to present the following:
Theorem. Given M functions {ξji } i=1,...,N
j=1,...,M
and X i = (X
1
i , . . . , X
P
i )
t, i =
1, . . . , N , all of them solutions of (2) and Hi, i = 1, . . . , N , solutions of (3),
for given βij, then new solutions X i[M ], Hi[M ] and βij [M ] are defined by:
Xℓi [M ] =
∣∣Xℓi∣∣
|W|
, Hi[M ] = −
|Hi|
|W|
, βij[M ] = −
|Wij |
|W|
,
where
X
ℓ
i =
(
W vℓ
∂mii ξi ∂
mi
i X
ℓ
i
)
,
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with
vℓ := (vℓ1, . . . , v
ℓ
N )
t, being vℓk := (X
ℓ
k, ∂kX
ℓ
k, . . . , ∂
mk−1
k X
ℓ
k),
ξi := (ξ
1
i , . . . , ξ
M
i ),
Hi is obtained from W by replacing the last row of the i-th block by Ω(ξ, H)
and Wij by replacing the last row of the j-th block by ∂
mi
i ξi. In the partition
M = m1 +m2 + · · ·+mN we need mi ∈ N.
Moreover, for the transformed surface we have the parametrization
x[M ] =
1
|W|
( ∣∣∣∣ W v1Ω(ξ, H) x1
∣∣∣∣ , . . . ,
∣∣∣∣ W vPΩ(ξ, H) xP
∣∣∣∣
)t
.
Proof. The proof that follows is inspired by [6, 11], however is extended to
this multicomponent system and we give a more detailed account.
We first need to show that
∂kX
ℓ
i [M ] = βik[M ]X
ℓ
k[M ],
or equivalently that the following bilinear equation holds
|W| ∂k
∣∣Xℓi∣∣− ∣∣Xℓi∣∣ ∂k |W| + ∣∣Xℓk∣∣ |Wik| = 0.
To this aim we consider the following (2M + 1)× (2M + 1) square matrix
Aℓik :=


Ak 0 ∂
mk−1
k ξ
t
k ∂
mk
k ξ
t
k ∂
mi
i ξ
t
i
0 Ak ∂
mk−1
k ξ
t
k ∂
mk
k ξ
t
k ∂
mi
i ξ
t
i
0 bℓk ∂
mk−1
k X
ℓ
k ∂
mk
k X
ℓ
k ∂
mi
i X
ℓ
i

 ,
where Ak is a M × (M − 1) rectangular matrix
(Ak)
t :=


W1(m1)
...
Wˆk(mk)
...
WN(mN )

 ,
with Wˆk(mk) obtained from Wk(mk) by deleting the last row, and
bℓk = (v
ℓ
1, · · · , vˆ
ℓ
k, . . . , v
ℓ
N ),
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with vˆℓk obtained by deleting the last element in v
ℓ
k.
We now recall the Laplace’s general expansion theorem [12] that we shall
use in this proof, this theorem allows the computation of an n × n matrix
A := (aij) as follows:
detA =
∑
ρ1,...,ρr
ρ1<···<ρr
(−1)γ1+···+γr+ρ1+···+ρr
∣∣∣∣∣∣∣∣∣
aγ1ρ1 aγ1ρ2 . . . aγ1ρr
aγ2ρ1 aγ2ρ2 . . . aγ2ρr
...
...
...
aγrρ1 aγrρ2 . . . aγrρr
∣∣∣∣∣∣∣∣∣
×
∣∣∣∣∣∣∣∣∣
aδ1σ1 aδ1σ2 . . . aδ1σs
aδ2σ1 aδ2σ2 . . . aδ2σs
...
...
...
aδsσ1 aδsσ2 . . . aδsσs
∣∣∣∣∣∣∣∣∣
,
where r + s = n and
(γ1, . . . , γr, δ1, . . . , δs) = (1, . . . , n)
(ρ1, . . . , ρr, σ1, . . . , σs) = (1, . . . , n),
up to permutations.
Let us now expand the determinant of the matrix Aℓik by means of the
Laplace’s general expansion theorem. Here, we take r = M , γi = i and
δi =M + i(i = 1, . . . ,M). It is easy to see that:
∣∣Aℓik∣∣ = (−1)M−1
( ∣∣Ak ∂mk−1k ξtk∣∣×
∣∣∣∣Ak ∂mkk ξtk ∂mii ξtibℓk ∂mkk Xℓk ∂mii ξi
∣∣∣∣
−
∣∣Ak ∂mkk ξtk∣∣×
∣∣∣∣Ak ∂mk−1k ξtk ∂mii ξtibℓk ∂mk−1k Xℓk ∂mii ξi
∣∣∣∣
+
∣∣Ak ∂mii ξti∣∣×
∣∣∣∣Ak ∂mk−1k ξtk ∂mki ξtibℓk ∂mk−1k Xℓk ∂mkk ξk
∣∣∣∣
)
,
expression that after an even number of permutations of columns and trans-
position reads∣∣Aℓik∣∣ = (−1)M−1[|W|∂k|Xℓi | − |Xℓi |∂k|W|+ |Xℓk||Wik|].
But the Laplace’s theorem also implies |Aℓik| = 0, to see this we just use the
standard version of this theorem and expand the determinant with respect
to its last row. In doing so we get a sum in which all terms vanish, this last
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statement follows again from the Laplace’s general expansion theorem. This
gives the desired result.
Next we prove that
∂kHi[M ] = βki[M ]Hk[M ],
or equivalently that the following bilinear equation holds:
|W|∂k |Hi| − |Hi| ∂k |W| + |Wki| |Hk| = 0.
As before this relation is a consequence of the Laplace’s general expansion
theorem. For this aim we consider the 2M × 2M square matrix:
Bik :=
(
Bik 0 ∂
mk−1
k ξ
t
k ∂
mk
k ξ
t
k ∂
mi−1
i ξ
t
i Ω(ξ, H)
t
0 Bik ∂
mk−1
k ξ
t
k ∂
mk
k ξ
t
k ∂
mi−1
i ξ
t
i Ω(ξ, H)
t
)
,
where Bik is a M × (M − 2) rectangular matrix
(Bik)
t :=


W1(m1)
...
Wˆi(mi)
...
Wˆk(mk)
...
WN (mN)


.
Using the version of the Laplace expansion appearing in [6] (eq. (3.3)) we
get the desired bilinear formula.
Finally, we prove the formula for xℓ = Ω(Xℓ[M ], H [M ]) (see (4)). This is
achived by considering the following (2M + 1)× (2M + 1) square matrix
Cℓik :=


Ak 0 ∂
mi−1
i ξ
t
i ∂
mi
i ξ
t
i Ω(ξ, H)
t
0 Ak ∂
mi−1
i ξ
t
i ∂
mi
i ξ
t
i Ω(ξ, H)
t
0 bℓk ∂
mi−1
i X
ℓ
i ∂
mi
i X
ℓ
i Ω(X
ℓ, H)

 ,
and using that xℓ = Ω(Xℓ, H) and Laplace’s general expansion theorem.
7
4. Sequences of Levy transformations for two dimensional surfaces have
already been studied in [7, 13], see also [5]. Let us remark that the Darboux
equations are trivial in this case and that they only consider the points in
the surface. Up to a factor ((H1 · · ·HN |W|)
−1) and the choice Hiξ
j
i = ∂iθ
(j)
our formula for the points of the surface coincides, when N = 2, with the
formula of [7], in where, to our knowldege, is the first place where double
wronskian appeared.
From a complete different point of view Nimmo considered in [11] what he
called Darboux transformations for the two-dimensional Zakharov-Shabat/
AKNS spectral problem, i. e. in the context of the Davey-Stewartson equa-
tions. In fact, this is intimately connected with two-dimensional conjugate
nets [8]. His results are special cases of ours: first we have arbitary dimension,
not only N = 2 as in [11]; second our partition for N = 2, M = m1 +m2,
is more general than his, M = 2m; third we have computed not only the
transformation for the potentials β12 = q and β21 = r and wave functions
but also for the adjoint wave function and for the corresponding points in
the surface, that in this case, as we mentioned in the previous paragraph can
be found in [7].
The above remarks illustrate the fact that same problem has been tack-
led by different techniques coming form Geometry on one hand and Soliton
Theory on the other, covering different aspects of it. In this paper we have
extended the results of both approaches to higher dimensions, in where the
Darboux equations are not any more trivial. In fact, from the Soliton The-
ory point of view the Levy transformation for the Darboux system can be
consiedered as a elementary Darboux transformations for the N -component
Kadomtsev-Petviashvili hierarchy [2].
We already mentioned that there exist other possibilities for iterations.
In fact we have requested that there is at least one Levy transformation per
direction. If this is not the case our results do not hold any more. However,
one could get closed formulae in where the β’s appear explicitly. In principle,
one has N possible different types of formulae. But we are not going to
consider this problem in this Letter.
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