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Abstract
Explicit expressions for all the 3n þ 2 primitive idempotents in the ring Rpnq ¼
GFðcÞ½x=ðxpnq  1Þ; where p; q; c are distinct odd primes, c is a primitive root modulo pn
and q both, gcdðfðpnÞ
2
; fðqÞ
2
Þ ¼ 1; are obtained. The dimension, generating polynomials and the
minimum distance of the minimal cyclic codes of length pnq over GFðcÞ are also discussed.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let GFðcÞ be a ﬁeld of prime order c; c odd. Let mX1 be an integer with
gcdðc; mÞ ¼ 1: Let Rm ¼ GFðcÞ½x=ðxm  1Þ: The minimal cyclic codes of length m
over GFðcÞ are the ideals of the ring Rm generated by the primitive idempotents. For
m ¼ 2; 4; pn; 2pn; p odd prime and c a primitive root mod m; the primitive
idempotents in Rm have been obtained by Arora and Pruthi [1,5]. Some idempotents
in Rm; when m ¼ 2n; nX3 are obtained by Pruthi [6].
In this paper, we consider the case, when m ¼ pnq; where p; q are distinct odd
primes and c is a primitive root mod pn and q both, gcdðfðpnÞ
2
; fðqÞ
2
Þ ¼ 1: (p ¼ 5; q ¼ 7;
c ¼ 3 is one such sequence for every n:) We obtain explicit expressions for all the
3n þ 2 primitive idempotents in Rpnq (see Theorem 3). In Section 5, we discuss the
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dimension, generating polynomials and the minimum distance of the minimal cyclic
codes of length pnq over GFðcÞ: As an example, in Section 5.5, we ﬁnd all the ternary
minimal cyclic codes of length 35.
In another paper [2], the authors have derived all the primitive idempotents in R2n ;
nX3 where c is an odd prime power and c 	 3 or 5 ðmod 8Þ: Later the condition that
c 	 3 or 5 ðmod 8Þ is being dropped and Bakshi et al. [3] derived all the primitive
idempotents in R2n ; nX3 where c is any odd prime power.
2. Primitive idempotents in GFðcÞ½x=ðxpnq  1Þ
2.1. We begin with the generalization of Theorem 6, Chapter 8 of [4] to the non-
binary case.
For 0pspm  1; let Cs ¼ fs; sc; sc2;y; scms1g; where ms is the smallest positive
integer such that scms 	 s ðmod mÞ; be the cyclotomic coset containing s: If a denotes
a primitive mth root of unity in some extension ﬁeld of GFðcÞ; then the polynomial
MðsÞðxÞ ¼QiACs ðx  aiÞ is the minimal polynomial of as over GFðcÞ: LetMs be the
minimal ideal in Rm generated by
xm1
MðsÞðxÞ and ysðxÞ be the primitive idempotent ofMs:
Then we know that
ysðajÞ ¼
1 if jACs;
0 if jeCs:
(
ð2:1Þ
Theorem 1. ysðxÞ ¼
Pm1
i¼0 eix
i; where ei ¼ 1m
P
jACs a
ij for all iX0:
Proof.
Xm1
j¼0
ysðajÞaij ¼
Xm1
j¼0
Xm1
k¼0
ekajkaij ¼
Xm1
k¼0
ek
Xm1
j¼0
ajðkiÞ ¼ mei:
Therefore, in view of (2.1), ei ¼ 1m
Pm1
j¼0 ysðajÞaij ¼ 1m
P
jACs a
ij: &
2.2. Recall that a reduced residue system modulo m is a set of fðmÞ integers
a1; a2;y; afðmÞ; such that gcdðai; mÞ ¼ 1 and aicaj ðmod mÞ for all i; j;
1pi; jpfðmÞ; iaj: The order of c modulo m is the smallest positive integer h such
that ch 	 1 ðmod mÞ: If h ¼ fðmÞ then c is called a primitive root modulo m: It is well
known that primitive roots modulo m exist only when m ¼ 2; 4; pe and 2pe where p is
an odd prime.
Throughout this paper we assume that p; q; c are distinct odd primes, nX1 is
an integer; c is a primitive root mod pn as well as a primitive root
mod q; gcdðfðpnÞ
2
; fðqÞ
2
Þ ¼ 1:
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Lemma 1. If c is a primitive root mod pn then c is a primitive root mod pnj also,
for all j; 0pjpn  1:
Proof. Let hj ¼ order of c ðmod pnjÞ; 0pjpn  1: Since chj 	 1 ðmod pnjÞ we get
cp
jhj 	 1 ðmod pnÞ which gives fðpnÞ j pjhj i.e. fðpnjÞ j hj:
On the other hand, hj j fðpnjÞ as cfðpnjÞ 	 1 ðmod pnjÞ by Euler’s classical result.
Hence hj ¼ fðpnjÞ: &
Lemma 2. Let p; q; c be distinct odd primes, nX1 an integer; c be a primitive root
mod pn as well as a primitive root mod q; gcdðfðpnÞ2 ; fðqÞ2 Þ ¼ 1; then the order of
cmod pnjq is fðp
njqÞ
2
for every j; 0pjpn  1:
Proof. Let hj ¼ order of c ðmod pnjqÞ; 0pjpn  1: Since chj 	 1 ðmod pnjqÞ; we
get chj 	 1 ðmod pnjÞ which gives fðpnjÞ j hj; as c is a primitive root mod pnj; by
Lemma 1. Also chj 	 1 ðmod qÞ and c is a primitive root mod q; therefore fðqÞ j hj:
Hence lcmðfðqÞ;fðpnjÞÞ j hj:
But fðqÞ and fðpnjÞ both being even and gcdðfðqÞ;fðpnjÞÞ ¼ 2; we get
lcmðfðqÞ;fðpnjÞÞ ¼ fðpnjÞfðqÞ
2
¼ fðpnjqÞ
2
: Therefore fðp
njqÞ
2
j hj:
On the other hand,
cfðp
njÞ 	 1 ðmod pnjÞ ) c fðp
nj ÞfðqÞ
2 	 1 ðmod pnjÞ
and
cfðqÞ 	 1 ðmod qÞ ) c fðqÞfðp
nj Þ
2 	 1 ðmod qÞ:
But p; q are distinct primes, so we get c
fðpnj qÞ
2 	 1 ðmod pnjqÞ: This gives hj j fðp
njqÞm
2 :
Thus we obtain hj ¼ fðp
njqÞ
2
: &
Lemma 3. There exits a fixed integer a; satisfying gcdða; pqcÞ ¼ 1; 1oaopq;
acck ðmod pqÞ for any k; 0pkpfðpqÞ
2
 1: Further for this fixed a and any j;
0pjpn  1; the set f1; c; c2;y; c fðp
nj qÞ
2 1; a; ac; ac2;y; ac
fðpnj qÞ
2 1g forms a reduced
residue system mod pnjq:
Proof. Since order of c ðmod pqÞ is fðpqÞ
2
; the numbers 1; c; c2;y; c
fðpqÞ
2 1 are all
incongruent mod pq: But there are exactly fðpqÞ numbers in a reduced residue
system mod pq; therefore there exists a number a; gcdða; pqcÞ ¼ 1 such that
acck ðmod pqÞ for any k; 1pkpfðpqÞ
2
 1: Then 1; c; c2;y; c fðpqÞ2 1;
a; ac; ac2;y; ac
fðpqÞ
2 1 form a reduced residue system mod pq: To prove the second
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part of the Lemma, we just need to check that acct ðmod pnjqÞ for any
t; 1ptpfðpnjqÞ2  1: If so then a 	 ct ðmod pqÞ also, and ct 	 ck ðmod pqÞ for some
k; 1pkpfðpqÞ
2
 1: This will contradict the choice of a: &
Theorem 2. If m ¼ pnq; then there are 3n þ 2 cyclotomic cosets mod pnq given by
C0 ¼ f0g;
Cpn ¼ fpn; pnc; pnc2;y; pncq2g
and for 0pjpn  1;
Cpjq ¼ fpjq; pjqc;y; pjqcfðp
njÞ1g;
Cpj ¼ fpj; pjc; pjc2;y; pjc
fðpnj qÞ
2 1g;
Capj ¼ fapj; apjc;y; apjc
fðpnj qÞ
2 1g
where a is as defined in Lemma 3.
Proof. Since c is a primitive root mod q; 1; c; c2;y; cq2 form a reduced residue
system mod q and pncq1 	 pn ðmod pnqÞ: Therefore the cyclotomic class containing
pn is Cpn ¼ fpn; pnc;y; pncq2g: Further since c is a primitive root mod pnj for every
j; 0pjpn  1 and pjqcfðpnjÞ 	 pjq (mod pnq); therefore the cyclotomic class contain-
ing pjq is Cpjq ¼ fpjq; pjqc;y; pjqcfðp
njÞ1g:
Clearly for all j; 0pjpn  1; and for r ¼ 1 or a we have rpjc fðp
nj qÞ
2 	
rpj ðmod pnqÞ: Therefore, by Lemmas 2 and 3, Cpj and Capj listed above
are disjoint cyclotomic cosets containing pj and apj; respectively. Further
Cs for s ¼ 0; pn; pjq; pj; apj; 0pjpn  1; are all the cyclotomic cosets
mod pnq because
jC0j þ jCpn j þ
Xn1
j¼0
jCpjqj þ
Xn1
j¼0
jCpj j þ
Xn1
j¼0
jCapj j
¼ 1þ q  1þ
Xn1
j¼0
fðpnjÞ þ
Xn1
j¼0
fðpnjqÞ
2
þ
Xn1
j¼0
fðpnjqÞ
2
¼ pnq: &
Remark 1. (i) Capn and Cpn is same as Cpn modulo pnq:
(ii) Cpjq is same as Cpjq modulo pnq; for 0pjpn  1; but
(iii) C1 is either C1 or Ca modulo pnq: Note that C1 ¼ C1 iff c
fðpnqÞ
4 	
1 ðmod pnqÞ:
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(iv) If C1 ¼ C1; then Cpj ¼ Cpj and if C1 ¼ Ca; then Cpj ¼ Capj for all j;
0pjpn  1:
Deﬁne ssðxÞ ¼
P
iACs x
i and let ysðxÞ denote the primitive idempotent corre-
sponding to the cyclotomic class Cs:
Theorem 3. The 3n þ 2 primitive idempotents in Rpnq are given by
y0ðxÞ ¼ 1
pnq
f1þ x þ x2 þ?þ xpnq1g;
ypnðxÞ ¼ 1
pnq
ðq  1Þ 
Xn
i¼0
spiðxÞ 
Xn1
i¼0
sapiðxÞ þ ðq  1Þ
Xn1
i¼0
spiqðxÞ
( )
:
For 0pjpn  1;
ypjqðxÞ ¼
p  1
pjþ1q
1þ
Xn1
i¼nj
ðspiðxÞ þ sapiðxÞ þ spiqðxÞÞ þ spnðxÞ
( )
 1
pjþ1q
spnj1ðxÞ þ sapnj1ðxÞ þ sqpnj1ðxÞ
 
:
The remaining 2n primitive idempotents corresponding to cyclotomic cosets Cpj and
Capj ; 0pjpn  1; are given by
OjðxÞ ¼ ðp  1Þðq  1Þ
2pjþ1q
þ 1
pnþjq
An1spnj1ðxÞ þ
1
pnþjq
Bn1sapnj1ðxÞ
 ðp  1Þ
2pjþ1q
Xn
i¼nj
spiðxÞ þ
Xn1
i¼nj
sapiðxÞ
( )
 ðq  1Þ
2pjþ1q
spnj1qðxÞ þ
ðp  1Þðq  1Þ
2pjþ1q
Xn1
i¼nj
spiqðxÞ
( )
;
Oj ðxÞ ¼
ðp  1Þðq  1Þ
2pjþ1q
þ 1
pnþjq
Bn1spnj1ðxÞ þ
1
pnþjq
An1sapnj1ðxÞ
 ðp  1Þ
2pjþ1q
Xn
i¼nj
spiðxÞ þ
Xn1
i¼nj
sapiðxÞ
( )
 ðq  1Þ
2pjþ1q
spnj1qðxÞ þ
ðp  1Þðq  1Þ
2pjþ1q
Xn1
i¼nj
spiqðxÞ
( )
;
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where An1 and Bn1 are constants in GFðcÞ given by
An1 ¼
pn1ð1þ gÞ
2
; g2 ¼ pq if c fðp
nqÞ
4 	 1 ðmod pnqÞ;
pn1ð1þ dÞ
2
; d2 ¼ pq if c fðp
nqÞ
4 c 1 ðmod pnqÞ;
8><
>:
Bn1 ¼
pn1ð1 gÞ
2
; g2 ¼ pq if c fðp
nqÞ
4 	 1 ðmod pnqÞ;
pn1ð1 dÞ
2
; d2 ¼ pq if c fðp
nqÞ
4 c 1 ðmod pnqÞ:
8><
>:
Remark 2. It turns out that pq and pq are squares in the ﬁeld GFðcÞ
in the respective cases (see Corollary). So An1 and Bn1 are well deﬁned.
OjðxÞ and Oj ðxÞ are just interchanged if An1 and Bn1 are interchanged.
Further, if we ﬁx a square root of pq (or pq) in the ﬁeld GFðcÞ; we actually have
OjðxÞ ¼ ypj ðxÞ and Oj ðxÞ ¼ yapj ðxÞ; if C1 ¼ Ca; but OjðxÞ ¼ yapj ðxÞ and Oj ðxÞ ¼
ypj ðxÞ; if C1 ¼ C1:
3. Some lemmas
The following lemmas are needed in the proof of Theorem 3.
Lemma 4. For any odd prime p; and k a positive integer, if b is a primitive pkth root
of unity in some extension field of GFðcÞ; then
XfðpkÞ1
s¼0
bc
s ¼ 1 if k ¼ 1;
0 if kX2;
(
ð3:1Þ
where c is a primitive root mod pk:
Proof. As 1; c; c2;y; cfðp
kÞ1 form a reduced residue system mod pk; we have
XfðpkÞ1
s¼0
bc
s ¼
Xpk1
s¼0
bs 
Xpk
s¼1;pjs
bs ¼ 
Xpk1
t¼1
bpt:
If k ¼ 1; the summation on right-hand side is equal to just bp ¼ 1: If kX2;
we have bpa1; so we can sum up the geometric series and get the sum equals
bpðbpk1Þ
bp1 ¼ 0: This proves Lemma 4. &
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Let a be a ﬁxed primitive pnqth root of unity in some extension ﬁeld of GFðcÞ: For
0pipn  1; deﬁne
Ai ¼
X
sACa
ap
is and Bi ¼
X
sAC1
ap
is:
As C1 ¼ Cc and Ca ¼ Cac; Aci ¼ Ai and Bci ¼ Bi; we have that Ai; BiAGFðcÞ:
Lemma 5.
Ai þ Bi ¼
0 if ipn  2;
pn1 if i ¼ n  1:
(
ð3:2Þ
Proof. Since, for r ¼ 1 or a; pircs 	 pirck ðmod pnqÞ if and only if cs 	
ck ðmod pniqÞ if and only if s 	 k ðmod fðpniqÞ
2
Þ: Therefore
Ai þ Bi ¼
XfðpnqÞ2 1
s¼0
ap
iacs þ
XfðpnqÞ2 1
s¼0
ap
ics
¼ fðp
nqÞ
fðpniqÞ
Xfðpni qÞ2 1
s¼0
ap
iacs þ
Xfðpni qÞ2 1
s¼0
ap
ics
8><
>:
9>=
>;
¼ pi
Xfðpni qÞ2 1
s¼0
ðbcs þ bacsÞ
8><
>:
9>=
>;; ð3:3Þ
where b ¼ api is a primitive pniqth root of unity. Now since,
1; c;y; c
fðpni qÞ
2 1; a; ac;y; ac
fðpniqÞ
2 1 form a reduced residue system mod pniq; the
sum in (3.3) is
Xpniq
k¼1
bk 
Xpniq
k¼1;pjk
bk 
Xpniq
k¼1;qjk
bk þ
Xpniq
k¼1;pqjk
bk
¼
Xpniq
k¼1
bk 
Xpni1q
s¼1
bps 
Xpni
s¼1
bqs þ
Xpni1
s¼1
bpqs: ð3:4Þ
As ba1; bpa1; bqa1; the ﬁrst three geometric series in summation (3.4) are zero.
If bpqa1 i.e. if ian  1; the last series also has the sum zero. Substituting in (3.3),
we get Ai þ Bi ¼ 0 for ipn  2:
If i ¼ n  1; the last series in (3.4) just consists of bpq which is 1; so that from (3.3)
and (3.4), we get An1 þ Bn1 ¼ pn1: &
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Lemma 6. For 0pi; jpn;
X
sACpj
aasp
i ¼
X
sACapj
asp
i ¼
fðp
njÞ
2
if i þ jXn; jpn  1;
1 if j ¼ n;
1
pj
Aiþj if i þ jpn  1:
8>>><
>>>:
ð3:5Þ
Proof. Let b ¼ aapiþj ; so that b is a primitive qth root of unity if i þ jXn; and b
is a primitive pnijqth root of unity if i þ jpn  1:
For j ¼ n; the required sum, using Lemma 4, is equal to PfðqÞ1s¼0 aapiþncs ¼Pq2
s¼0 b
cs ¼ 1:
Let now jpn  1: The required sum is
Xfðpnj qÞ2 1
s¼0
aap
iþjcs ¼
Xfðpnj qÞ2 1
s¼0
bc
s
: ð3:6Þ
If i þ jXn; then bcs ¼ bcr if and only if cs 	 cr ðmod qÞ if and only if s 	 r ðmod q 
1Þ: Therefore, by Lemma 4, the sum in (3.6) is equal to fðpnjqÞ
2ðq1Þ
Pq2
s¼0 b
cs ¼ fðpnjÞ
2
:
If i þ jpn  1; bcs ¼ bcr if and only if cs 	 cr ðmod pnijqÞ if and only if
s 	 r ðmod fðpnijqÞ
2
Þ: Therefore the sum in (3.6) is
fðpnjqÞ
fðpnijqÞ
Xfðpnij qÞ2 1
s¼0
bc
s
: ð3:7Þ
Also
Aiþj ¼
X
sACa
asp
iþj ¼
XfðpnqÞ2 1
s¼0
aap
iþjcs ¼
XfðpnqÞ2 1
s¼0
bc
s ¼ fðp
nqÞ
fðpnijqÞ
Xfðpnij qÞ2 1
s¼0
bc
s
: ð3:8Þ
From (3.7) and (3.8), we get
P
sACpj
aasp
i ¼PsACapj aspi ¼ 1pj Aiþj: &
Lemma 7. For 0pi; jpn;
X
sACpj
asp
i ¼
X
sACapj
aasp
i ¼
fðp
njÞ
2
if i þ jXn; jpn  1;
1 if j ¼ n;
1
pj
Biþj if i þ jpn  1:
8>>><
>>>:
ð3:9Þ
ARTICLE IN PRESS
G.K. Bakshi, M. Raka / Finite Fields and Their Applications 9 (2003) 432–448 439
Proof. For j ¼ n; the two sums are clearly equal to 1: Now let jpn  1: Since
1; c; c2;y; c
fðpnj qÞ
2 1; ac; ac2;y; ac
fðpnj qÞ
2 1 form a reduced residue system mod pnjq
and a2cack ðmod pnjqÞ for 0pkpfðpnjqÞ
2
 1; we must have a2 	 cr ðmod pnjqÞ for
some r; 0prpfðpnjqÞ
2
 1: This gives a2Cpj ¼ Cpj modulo pnq: Therefore, the two
sums in the statement of the lemma are in fact equal and the proof is now similar to
that of Lemma 6. &
Lemma 8. For 0pjpn  1; 0pipn;
X
sACpj q
asp
i ¼
X
sACpj q
aasp
i ¼
X
sACpj q
asp
iq ¼
fðpnjÞ if i þ jXn;
pi if i þ j ¼ n  1;
0 if i þ jpn  2:
8><
>: ð3:10Þ
Proof. Let b ¼ apiþjqr where r is either of 1, a or q: For any choice of r; b is a
primitive pnijth root of unity if i þ jpn  1 and b ¼ 1 if i þ jXn: The required
sum is equal to
XfðpnjÞ1
s¼0
ap
iþjqrcs ¼
XfðpnjÞ1
s¼0
bc
s
:
If i þ jXn; then clearly the sum equals fðpnjÞ:
If i þ jon; then
XfðpnjÞ1
s¼0
bc
s ¼ fðp
njÞ
fðpnijÞ
XfðpnijÞ1
s¼0
bc
s ¼ pi
XfðpnijÞ1
s¼0
bc
s
:
The result now follows from Lemma 4. &
Lemma 9. For 0pjpn  1;
X
sACpj
ap
iqs ¼
X
sACapj
ap
iqs ¼
fðpnjqÞ
2
if i þ jXn;
piðq  1Þ
2
if i þ j ¼ n  1;
0 if i þ jpn  2:
8>>><
>>>:
ð3:11Þ
The proof is similar and is left to the reader.
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4. Proof of Theorem 3
4.1. Evaluation of y0ðxÞ. If y0ðxÞ ¼
Ppnq1
k¼0 ekx
k; then by Theorem 1, ek ¼
1
pnq
P
sAC0
aks ¼ 1
pnq
jC0j ¼ 1pnq for all k: Therefore, y0ðxÞ ¼ 1pnq ð1þ x þ x2 þ?þ
xp
nq1Þ:
4.2. Evaluation of ypnðxÞ. If ypnðxÞ ¼
Ppnq1
k¼0 ekx
k; then by Theorem 1 and in view of
Remark 1(i), ek ¼ 1pnq
P
sACpn
aks ¼ 1
pnq
P
sACpn
aks:
As the value of ek remains same for all k in a cyclotomic coset, we just need to
evaluate e0; epn and epi ; eapi ; epiq for 0pipn  1:
e0 ¼ 1
pnq
X
sACpn
a0s ¼ jCpn j
pnq
¼ q  1
pnq
:
epn ¼ 1
pnq
X
sACpn
ap
ns ¼ 1
pnq
; by Lemma 7:
For 0pipn  1; using Lemmas 6 and 7, we have
epi ¼
1
pnq
X
sACpn
ap
is ¼ 1
pnq
; eapi ¼
1
pnq
X
sACpn
aap
is ¼ 1
pnq
and
epiq ¼
1
pnq
X
sACpn
ap
iqs ¼ 1
pnq
Xq1
s¼0
ap
iþnqcs ¼ q  1
pnq
:
Hence
ypnðxÞ ¼ 1
pnq
ðq  1Þ 
Xn
i¼0
spiðxÞ 
Xn1
i¼0
sapiðxÞ þ ðq  1Þ
Xn1
i¼0
spiqðxÞ
( )
:
4.3. Evaluation of ypjqðxÞ for 0pjpn  1. If ypjqðxÞ ¼
Ppnq1
k¼0 e
ðjÞ
k x
k; then by
Theorem 1 and Remark 1(ii), eðjÞk ¼ 1pnq
P
sACpj q
aks ¼ 1
pnq
P
sACpj q
aks:
As before we just need to evaluate eðjÞ0 ; e
ðjÞ
pn and e
ðjÞ
pi
; eðjÞ
api
; eðjÞ
piq
for 0pipn  1:
eðjÞ0 ¼
1
pnq
X
sACpj q
a0s ¼ jCpjqj
pnq
¼ p  1
pjþ1q
;
eðjÞpn ¼
1
pnq
X
sACpj q
ap
ns ¼ fðp
njÞ
pnq
¼ p  1
pjþ1q
;
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and for 0pipn  1; using Lemma 8,
eðjÞ
pi
¼ eðjÞ
api
¼ eðjÞ
piq
¼
fðpnjÞ
pnq
if iXn  j;
pi
pnq
if i ¼ n  j  1;
0 if ipn  j  2:
8>>><
>>>>:
Substituting the values of eðjÞk ; we get the required expression for ypjqðxÞ as stated in
Theorem 3.
4.4. Evaluation of ypj ðxÞ for 0pjpn  1. If ypj ðxÞ ¼
Ppnq1
k¼0 e
ðjÞ
k x
k; then by Theorem
1 and Remark 1(iii) and (iv),
eðjÞk ¼
1
pnq
X
sACpj
aks ¼
1
pnq
P
sACapj
aks if  C1 ¼ Ca;
1
pnq
P
sACpj
aks if  C1 ¼ C1:
8>><
>>>:
ð4:1Þ
As usual we just need to evaluate eðjÞ0 ; e
ðjÞ
pn and e
ðjÞ
pi
; eðjÞ
api
; eðjÞ
piq
for 0pipn  1: eðjÞ0 ; in both
the cases, is equal to fðp
njqÞ
2pnq
:
Case (1): C1 ¼ Ca (i.e. c
fðpnqÞ
4 c 1 ðmod pnqÞ).
Here by Lemma 6, for 0pipn;
eðjÞ
pi
¼ 1
pnq
X
sACapj
ap
is ¼
fðp
njÞ
2pnq
if iXn  j;
Aiþj
pnþjq
if ipn  j  1:
8>>><
>>:
By Lemma 7, for 0pipn  1;
eðjÞ
api
¼ 1
pnq
X
sACapj
aap
is ¼
fðp
njÞ
2pnq
if iXn  j;
Biþj
pnþjq
if ipn  j  1:
8>><
>>:
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And by Lemma 9,
eðjÞ
piq
¼ 1
pnq
X
sACapj
ap
iqs ¼
fðpnjqÞ
2pnq
if iXn  j;
ðq  1Þ
2pjþ1q
if i ¼ n  j  1;
0 if ipn  j  2:
8>>><
>>>:
Thus
ypj ðxÞ ¼
ðp  1Þðq  1Þ
2pjþ1q
þ 1
pnþjq
Xnj1
i¼0
AiþjspiðxÞ þ
1
pnþjq
Xnj1
i¼0
BiþjsapiðxÞ
 ðq  1Þ
2pjþ1q
spnj1qðxÞ þ
ðp  1Þðq  1Þ
2pjþ1q
Xn1
i¼nj
spiqðxÞ
 ðp  1Þ
2pjþ1q
Xn
i¼nj
spiðxÞ þ
Xn1
i¼nj
sapiðxÞ
( )
: ð4:2Þ
To evaluate Aiþj and Biþj ; for 0pipn  j  1; we use the fact that apj is a non zero
of the primitive idempotent ypj ðxÞ so that ypj ðapj Þ ¼ 1:
Now, since ssðxÞ ¼
P
iACs x
i; we have by Lemma 7,
spiðap
j Þ ¼
X
sACpi
asp
j ¼
fðp
niÞ
2
if iXn  j; ipn  1;
1 if i ¼ n;
1
pi
Biþj if ipn  j  1:
8>>><
>>>:
By Lemma 6,
sapiðap
j Þ ¼
X
sACapi
asp
j ¼
fðp
niÞ
2
if iXn  j; ipn  1;
1 if i ¼ n;
1
pi
Aiþj if ipn  j  1;
8>>><
>>>:
and by Lemma 8,
spiqðap
j Þ ¼
X
sACpiq
asp
j ¼ fðp
niÞ if iXn  j;
pj if i ¼ n  j  1:
(
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Substituting these values in the equation ypj ðapj Þ ¼ 1; we get that
1 ¼ðp  1Þðq  1Þ
2pjþ1q
þ 1
pnþjq
Xnj1
i¼0
1
pi
AiþjBiþj þ 1
pnþjq
Xnj1
i¼0
1
pi
BiþjAiþj
þ ðq  1Þ
2pjþ1q
pj þ ðp  1Þðq  1Þ
2pjþ1q
Xn1
i¼nj
fðpniÞ
 ðp  1Þ
2pjþ1q

Xn1
i¼nj
fðpniÞ
2
 1
Xn1
i¼nj
fðpniÞ
2
( )
:
A simple calculation gives
1
pj
AjBj þ 1
pjþ1
Ajþ1Bjþ1 þ?þ 1
pn1
An1Bn1 ¼ p
n1ð1þ pqÞ
4
: ð4:3Þ
This relation is true for all j; 0pjpn  1: In particular, if j ¼ n  1; we have
An1Bn1 ¼ p
2n2ð1þ pqÞ
4
: ð4:4Þ
Also by Lemma 5, An1 þ Bn1 ¼ pn1: Therefore
ðAn1  Bn1Þ2 ¼ p2n2ðpqÞ: ð4:5Þ
Solving these, we get An1 ¼ p
n1ð1þdÞ
2
and Bn1 ¼ p
n1ð1dÞ
2
; where d2 ¼ pq: From
Eq. (4.3), when j ¼ n  2; we have 1
pn2 An2Bn2 þ 1pn1 An1Bn1 ¼ p
n1ð1þpqÞ
4
; which
using Lemma 5 and (4.4) gives An2 ¼ Bn2 ¼ 0: Similarly putting j ¼ n  3;
n  4;y; 2; 1 in (4.3) and using Lemma 5, we obtain that Ak ¼ Bk ¼ 0 for all
kpn  2: Consequently, ypj ðxÞ ¼ OjðxÞ as stated in Theorem 3.
Case (2): C1 ¼ C1 (i.e. c
fðpnqÞ
4 	 1 ðmod pnqÞ).
Here by Lemma 7, for 0pipn
eðjÞ
pi
¼ 1
pnq
X
sACpj
ap
is ¼
fðp
njÞ
2pnq
if iXn  j;
Biþj
pnþjq
if ipn  j  1:
8><
>:
By Lemma 6, for 0pipn  1
eðjÞ
api
¼ 1
pnq
X
sACpj
aap
is ¼
fðp
njÞ
2pnq
if iXn  j;
Aiþj
pnþjq
if ipn  j  1:
8><
>:
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And by Lemma 9,
eðjÞ
piq
¼ 1
pnq
X
sACpj
ap
iqs ¼
fðpnjqÞ
2pnq
if iXn  j;
ðq  1Þ
2pjþ1q
if i ¼ n  j  1;
0 if ipn  j  2:
8>>><
>>>:
Working as in Case (1), in place of (4.3), we get for all j; 0pjpn  1
1
pj
ðA2j þ B2j Þ þ
1
pjþ1
ðA2jþ1 þ B2jþ1Þ þ?þ
1
pn1
ðA2n1 þ B2n1Þ ¼
pn1ð1þ pqÞ
2
: ð4:6Þ
Putting j ¼ n  1; we have A2n1 þ B2n1 ¼ p
2n2ð1þpqÞ
2 : Therefore, using Lemma 5, we
get
ðAn1  Bn1Þ2 ¼ p2n2ðpqÞ: ð4:7Þ
From here we obtain that An1 ¼ p
n1ð1þgÞ
2
and Bn1 ¼ p
n1ð1gÞ
2
; where g2 ¼ pq:
Putting j ¼ n  2;y; 1 successively in (4.6), we get as before Ak ¼ Bk ¼ 0 for all
kpn  2: Consequently, ypj ðxÞ ¼ Oj ðxÞ as stated in Theorem 3.
4.5. Evaluation of yapj ðxÞ; for 0pjpn  1. If yapj ðxÞ ¼
Ppnq1
k¼0 e
ðajÞ
k x
k; then by
Theorem 1 and Remark 1(iv),
eðajÞk ¼
1
pnq
X
sACapj
aks ¼
1
pnq
P
sACpj
aks if  C1 ¼ Ca;
1
pnq
P
sACapj
aks if  C1 ¼ C1:
8>>><
>>:
ð4:8Þ
From (4.1) and (4.8), we note that value of eðajÞk is same as that of e
ðjÞ
k but has been
interchanged in the two cases C1 ¼ Ca or ¼ C1: Now working exactly as in Section
4.4, we ﬁnd that yapj ðxÞ ¼ Oj ðxÞ in Case (1) and yapj ðxÞ ¼ OjðxÞ in Case (2). This
completes the proof of Theorem 3.
The following corollary is immediate from (4.5) and (4.7).
Corollary. If p; q; c are distinct odd primes, c is a primitive root modulo pn and q both,
gcdðfðpnÞ
2
; fðqÞ
2
Þ ¼ 1; then pq is a quadratic residue mod c if c fðp
nqÞ
4 c 1 ðmod pnqÞ
and pq is a quadratic residue mod c if c
fðpnqÞ
4 	 1 ðmod pnqÞ:
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5. Dimension, generating polynomial and minimum distance of minimal codes
of length pnq
The dimension of the minimal code Ms is the number of non-zeros of the
generating idempotent ys; which is the cardinality of the class Cs:
Lemma 10. If C is a cyclic code of length m generated by gðxÞ and is of minimum
distance d; then the code #C of length mk generated by gðxÞð1þ xm þ x2m þ?þ
xðk1ÞmÞ is a repetition code of C repeated k times and its minimum distance is dk:
Proof is trivial.
5.1. The generating polynomial of the code M0 is clearly
xp
nq  1
ðx  1Þ ¼ 1þ x þ x
2 þ?þ xpnq1 and its minimum distance is pnq:
5.2. Observe that
xp
nq  1 ¼ ðx  1Þð1þ x þ x2 þ?þ xq1Þð1þ xq þ x2q þ?þ xðpn1ÞqÞ
and Mðp
nÞðxÞ ¼ 1þ x þ?þ xq1 is the minimal polynomial of apn : Hence the
generating polynomial of Mpn is ðx  1Þð1þ xq þ x2q þ?þ xðpn1ÞqÞ and its
minimum distance, by Lemma 10, is 2pn:
5.3. For 0pipn  1; we have
ðxpnq  1Þ ¼ ðxpni  1Þð1þ xpni þ x2pni þ?þ xðpiq1ÞpniÞ
¼ ðxpni1  1Þð1þ xpni1 þ x2pni1 þ?þ xðp1Þpni1Þ
 ð1þ xpni þ x2pni þ?þ xðpiq1ÞpniÞ:
The minimal polynomial of ap
iq is
Mðp
iqÞðxÞ ¼ ð1þ xpni1 þ x2pni1 þ?þ xðp1Þpni1Þ: ð5:1Þ
Therefore the generating polynomial of Mpiq is ðxpni1  1Þð1þ xpni þ x2pni þ
?þ xðpiq1ÞpniÞ:
If Ci is the code of length p
ni generated by ðxpni1  1Þ; then by Lemma 10, the
code Mpiq is the repetition code of Ci and its minimum distance is 2p
iq:
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5.4. For 0pipn  1; we have
ðxpnq  1Þ ¼ ðxpniqÞpi  1
¼ðxpniq  1Þð1þ xpniq þ x2pniq þ?þ xðpi1ÞpniqÞ
¼ ðxpni1q  1Þð1þ xpni1q þ x2pni1q þ?þ xðp1Þpni1qÞ
 ð1þ xpniq þ x2pniq þ?þ xðpi1ÞpniqÞ:
Note that
Mðp
iÞðxÞMðapiÞðxÞMðpiqÞðxÞ ¼ ð1þ xpni1q þ x2pni1q þ?þ xðp1Þpni1qÞ:
Therefore using (5.1), we have
xp
nq  1
MðpiÞðxÞMðapiÞðxÞ
¼ ðxpni1q  1Þð1þ xpni1 þ?þ xðp1Þpni1Þð1þ xpniq þ?þ xðpi1ÞpniqÞ:
Let Ci be the code of length p
niq generated by gðxÞ ¼ ðxpni1q  1Þð1þ xpni1 þ
?þ xðp1Þpni1Þ: The minimum distance of Ci is 2 minðp; qÞ: By Lemma 10, #Ci; the
code of length pnq and generated by ðx
pnq1Þ
MðpiÞðxÞMðapi ÞðxÞ is a repetition code of Ci repeated
pi times and its minimum distance is 2pi minðp; qÞ: The minimal codesMpi andMapi
being sub codes of #Cið¼Mpi"MapiÞ; have minimum distance at least 2pi minðp; qÞ:
Further if Ca ¼ C1; the minimal polynomial of aapi is the reciprocal of the minimal
polynomial of ap
i
; so the generating polynomial ofMapi is negative of the reciprocal
of the generating polynomial of Mpi : Therefore the minimum distance of Mpi and
Mapi is same.
5.5. An example. Take p ¼ 5; q ¼ 7; n ¼ 1; c ¼ 3; so that a ¼ 2: The ﬁve primitive
idempotents mod 35 over GFð3Þ are given by
y0ðxÞ ¼ 2ð1þ x þ x2 þ?þ x34Þ;
y1ðxÞ ¼ 2s1ðxÞ þ 2s5ðxÞ;
y2ðxÞ ¼ 2s2ðxÞ þ 2s5ðxÞ;
y5ðxÞ ¼ s1ðxÞ þ s2ðxÞ þ s5ðxÞ;
y7ðxÞ ¼ 2ð1 s1ðxÞ  s2ðxÞ þ s5ðxÞ  s7ðxÞÞ:
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Also ðx35  1Þ ¼Qs MðsÞðxÞ; Mð0ÞðxÞ ¼ ðx  1Þ;
Mð1ÞðxÞ ¼ 1þ x2  x4 þ x5 þ x7  x8 þ x9  x10  x11 þ x12;
Mð2ÞðxÞ ¼ 1 x  x2 þ x3  x4 þ x5 þ x7  x8 þ x10 þ x12;
Mð5ÞðxÞ ¼ 1þ x þ?þ x6; Mð7ÞðxÞ ¼ 1þ x þ?þ x4:
The minimal ternary codes M0;M1;M2;M5;M7 of length 35 have the following
parameters:
Code Dimension Minimum
distance
Generating polynomial
M0 1 35 ð1þ x þ x2 þ?þ x34Þ
M1 12 18 ðx23 þ x22  x21  x20 þ x19 þ x18
þx17  x15 þ x13 þ x12 þ x11  x10
þx9  x7 þ x5 þ x4 þ x2  1Þ
M2 12 18 ðx23  x21  x19  x18 þ x16  x14
þx13  x12  x11  x10 þ x8  x6
x5  x4 þ x3 þ x2  x  1Þ
M5 6 10 ðx  1Þðx28 þ x21 þ x14 þ x7 þ 1Þ
M7 4 14 ðx  1Þð1þ x5 þ x10 þ?þ x30Þ:
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