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Abstract
In this paper we establish the convergence of three computational algorithms for interface
motion in a multi-phase system, which incorporate bulk effects. The algorithms considered fall
under the classification of thresholding schemes, in the spirit of the celebrated Merriman-Bence-
Osher algorithm for producing an interface moving by mean curvature. The schemes considered
here all incorporate either a local force coming from an energy in the bulk, or a non-local force
coming from a volume constraint. We first establish the convergence of a scheme proposed
by Ruuth-Wetton for approximating volume-preserving mean-curvature flow. Next we study a
scheme for the geometric flow generated by surface tension plus bulk energy. Here the limit is
motion by mean curvature (MMC) plus forcing term. Last we consider a thresholding scheme
for simulating grain growth in a polycrystal surrounded by air, which incorporates boundary
effects on the solid-vapor interface. The limiting flow is MMC on the inner grain boundaries,
and volume-preserving MMC on the solid-vapor interface.
2010 Mathematics Subject Classification: Primary 65M12; Secondary 35A15.
Keywords: Mean curvature flow; Thresholding; MBO scheme; Minimizing movements; Vol-
ume preserving
Introduction
Surfaces moving with curvature dependent velocities is a phenomenon of interest in many physical
models. A standard model of this type of interfacial motion is mean-curvature flow, which appears
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as the effective evolution equation of grain boundaries in Mullins’ model [21] or as the singular
limit of the Allen-Cahn equation describing the evolution of antiphase boundaries [1]. The motion
law then is V = H , where V denotes the velocity in the normal direction, and H is the scalar mean
curvature of the interface. It is a system of degenerate parabolic equations and can be regarded as
the gradient flow of the interfacial energy w. r. t. the L2-metric on the space of normal velocities. A
similar motion is observed in multi-phase systems where the energy depends on a possibly weighted
sum of the interfacial energies between the phases. This is a prominent model for grain growth in
polycrystals, where each phase represents a grain, i. e. a part of the volume with homogeneous
crystal structure [21].
If one also considers bulk energies in the model, a forcing term arises in the velocity, leading to
the equation V = H + f , where the force f might in general be non-local. A particular example of
a non-local forcing arises when the volume of the bulk is constrained to stay constant. This leads to
volume-preserving mean-curvature flow. Here the motion law is V = H − 〈H〉, where 〈·〉 denotes
the average over the interface. This evolution arises for example in the modeling of metallic alloys
or Ostwald ripening, a process describing the change in inhomogeneous structure of a dispersion.
Coarsening is observed in these processes, and the coarsening rates can be measured by collecting
statistical data from a series of experiments or numerical simulations.
For this and other purposes it is desirable to have efficient computational schemes for producing
various types of curvature driven flows. In this paper we will examine computational models for
the examples described above, namely, volume-preserving motion by mean curvature, motion by
mean curvature with a local forcing term and a model for grain growth in polycrystals incorporat-
ing boundary effects. The main results of this paper are the rigorous convergence results for these
algorithms, Theorems 1.11, 2.5 and 3.8.
The class of algorithms we consider are so-called thresholding algorithms. The idea goes back
to Merriman, Bence and Osher, who introduced a nowadays highly appreciated time discretization
to generate motion by mean curvature in [17]. This algorithm has colloquially become known as
the MBO scheme. It is based on a time splitting for a slow-reaction fast-diffusion process in order to
bypass the numerical difficulty of multiple scales. Starting from the phase Ω0, i. e. an open, bounded
set in Rd, with characteristic function 1Ω0 , one solves the heat equation with initial data 1Ω0 for a
short time h > 0, i. e. one defines the function φ := Gh ∗ 1Ω0 , where Gh denotes the heat kernel at
time h. One then updates to the evolved phase Ω1 by thresholding φ at the value 1
2
, i. e. taking Ω1
to be the super level set {φ > 1
2
}. The procedure is then repeated with the updated set. This scheme
produces a discrete sequence of interfaces Σh(nh) ≡ Σn = ∂Ωn.
It has been shown that MBO dynamics converge to motion by mean curvature as h → 0+.
Rigorous convergence proofs have been established independently by Evans [11] and Barles and
Georgelin [4]. Their proofs rely on the fact that the scheme preserves a structural feature of mean-
curvature flow, a geometric comparison principle. This allows the authors to use the level set for-
mulation of mean-curvature flow which can be treated using the theory of viscosity solutions for
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second-order parabolic PDE. However, a number of extensions of the MBO scheme for different
curvature driven motions have been developed that do not satisfy a comparison principle; see e. g.
[6, 9, 10, 13, 22]. This is not a weakness of these algorithms but inherent in the equations. The
convergence proofs in [4, 11] do not apply in these cases.
Two more recent proofs have established the convergence of MBO, but do not rely on a compari-
son principle. Using asymptotic techniques, Yip and the second author [23] established a short-time
convergence result along with quantitative properties such as convergence rate and bounds on cur-
vature growth. Otto and the first author [14] established a conditional long-time convergence result
also for the case of multiple phases by exploiting the gradient flow structure. In this paper, we show
how to adapt the proof of the second approach [14] to the situations mentioned above.
Ruuth and Wetton [22] extended the thresholding scheme to produce an interface moving by
volume-preserving mean-curvature flow. Here one simply changes the threshold parameter from 1
2
to the value λ ∈ (0, 1) such that the volume is preserved, i. e. |{φ > λ}| = |Ω0|. In Section 1 we
will provide a convergence proof for this scheme, cf. Theorem 1.11.
The inspiration for changing the threshold value comes from Mascarenhas in [16] who simulates
an affine forcing term. He observes that changing the threshold value from 1
2
to 1
2
− f
2
√
π
√
h seems to
produce approximate solutions to V = H + f for a constant force f . In Section 2 we adapt this idea
to produce a thresholding scheme for interfaces moving by mean curvature plus a local forcing term,
i. e. V = H + f with a space-time dependent force f = f(x, t). In addition we give a convergence
proof of this scheme in Theorem 2.
The above mentioned schemes extend naturally to multi-phase motions if one assumes equal sur-
face tensions between the phases, cf. [18]. The extension to arbitrary surface tensions by Esedog˘lu
and Otto in [9] is less obvious and comes from an energetic view-point on which we will com-
ment in the next paragraph. In [8], Elsey, Esedog˘lu and Smereka use the multi-phase schemes to
perform large-scale computational simulations for grain growth in polycrystals. Convergence of
the algorithm in [9] was recently established in [14]. These simulations assume periodic boundary
conditions and are therefore restricted to the interior behavior in a polycrystal. Taking into account
boundary effects on the solid-vapor interface is more difficult. It is known that the outer boundary of
a polycrystal moves by surface diffusion, which is a fourth order flow. However, computational sim-
ulations involving fourth order flows present various challenges. In Section 3 we discuss a simpler
algorithm proposed by Esedog˘lu and Jin in [3] for approximating these effects. They consider an
algorithm which replaces surface diffusion, the fourth order local motion law on the outer boundary
of the polycrystal, by volume-preserving mean-curvature flow, a second order but non-local equa-
tion. This is plausible because both motions are volume preserving and (due to the gradient flow
structure) energy dissipative flows for the area functional. Simulations for this model have been
performed in [3], demonstrating that the model is reasonable and captures the typical effect of sur-
face grooving. However it is admittedly not perfect, as it is also shown that for large numbers of
grains (∼ 103), non-physical phenomenon are observed in the simulations. In Theorem 3.8 we show
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that the proof in [14] can also be applied in this situation under some moderate modeling assump-
tions. The limiting motion is shown to be mean-curvature flow on the inner grain boundaries, and
volume-preserving mean-curvature flow on the outer boundary of the whole polycrystal.
The basis of our proofs is the interpretation of the MBO scheme as a minimizing movements
scheme by Esedog˘lu and Otto in [9]. Minimizing movements is a natural time-discretization of a
gradient flow which can be seen as a generalization of the implicit Euler scheme. It was introduced
by De Giorgi in the general framework [7] and for mean-curvature flow by Almgren, Taylor and
Wang in [2] and Luckhaus and Sturzenhecker in [15]. Let us elaborate more on the connection
between thresholding schemes and minimizing movements drawn in [9] in the case of two phases.
The functional Eh(χ) = 1√h
∫
(1− χ)Gh ∗ χ dx is an approximation of the perimeter of the set
{χ = 1}. Indeed, it was shown in [19] and later on with different techniques in [9] that these
functionals Γ-converge to E(χ) = 1√
π
∫ |∇χ| as h → 0. It is the case that MBO is equivalent to
running minimizing movements for dissipating Eh, where Dh(ω) = 1√h
∫
ωGh ∗ ω dx is the metric
term penalizing distances between two sets. More specifically, starting with an initial set Ω0 ⊂ Rd,
settingχ0 := 1Ω0 to be the characteristic function of this set, it turns out that the sets Ωn = {χn = 1}
generated by the MBO scheme can be characterized by
χn = argmin
{
Eh(χ
n) +Dh(χ
n − χn−1)} .
This allows for energetic techniques used in the study of gradient flows. We show in Lemma 1.7 that
this structural property is conserved in the case of the scheme for volume-preserving mean-curvature
flow in [22]. In particular, we have the important a priori estimate (1.14). Most recently Mugnai, Seis
and Spadaro [20] studied a volume-preserving variant of the above mentioned minimizing move-
ments scheme [2, 15] and proved a conditional convergence result in the same way as Luckhaus
and Sturzenhecker. In the proof of Theorem 1.11 we face similar issues as the ones in that work.
Bellettini, Caselles, Chambolle and Novaga [5] studied anisotropic versions of mean-curvature flow
starting from convex sets. In particular they proved convergence of the thresholding scheme with
uniformly bounded forcing terms. Furthermore, they considered a variant of the volume-preserving
scheme [22] where the volume is not precisely preserved in the approximation but still in the limit
when the time-step size goes to zero. They are able prove uniform bounds on the resulting forcing
term. In contrast, we work with the exact constraint on the volume and only work with an L2-bound
on the forcing term coming from the Lagrange multipliers associated to the volume constraint. We
establish this bound in Proposition 1.12. In Lemma 1.19 we generalize the one-dimensional es-
timate Lemma 4.2 and Corollary 4.3 in [14] to our situation where the threshold value may differ
from 1
2
. A common thread in the above mentioned works [14, 15, 20], and in ours as well, is an area-
convergence assumption, here (1.8). This assumption prevents a sudden loss of interfacial area as
the time step tends to zero which is not guaranteed by the a priori estimate (1.14). It is an interesting
task to validate this assumption, even for the classical MBO scheme, under convexity assumptions
on the initial phase.
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1 Volume-preserving mean-curvature flow
In this section, we discuss a scheme for volume-preserving motion by mean curvature, here Algo-
rithm 1.1, which was introduced by Ruuth and Wetton in [22]. We first state the algorithm and fix
the notation, and present the main result of this section in Theorem 1.11. Following this we give the
details of the proof of the theorem.
1.1 Algorithm and notation
Algorithm 1.1. Given the phase Ω, i. e. an open, bounded set in Rd, with |Ω| = 1 at time t =
(n− 1)h, obtain the evolved phase Ω′ at time t = nh by:
1. Convolution step: φ := Gh ∗ 1Ω.
2. Defining threshold value: Pick λ such that |{φ > λ}| = 1.
3. Thresholding step: Ω′ := {φ > λ} .
Here and throughout the paper
Gh(z) :=
1
(4πh)d/2
exp
(
−|z|
2
4h
)
denotes the heat kernel at time h.
Remark 1.2. In general, the threshold value λ is not necessarily a regular value of φ, so that a priori
we cannot say that the function s 7→ |{φ > s}| will attain the value 1 for any s ∈ [0, 1]. Since by
Sard’s Lemma a. e. value of φ is a regular value, this practically does not happen in simulations.
Therefore, as in [22], we ignore this fact in stating the algorithm. Our analysis also works if one
replaces the second step of the scheme by defining λ via
λ := inf{s > 0: |{φ > s}| < 1}
and then chooses the updated set in the following way:
{φ > λ} ⊂ Ω′ ⊂ {φ ≥ λ} such that |Ω′| = 1.
Notation 1.3. We denote the characteristic function of Ωn at the n-th time step by χn, i. e.
χn := 1Ωh
∣∣
t=nh
≡ 1Ωn
and interpolate these functions piecewise constantly in time, i. e.
χh(t) := χn for t ∈ [nh, (n + 1)h).
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As in [9], here for the two-phase case, we define the following approximate energies
Eh(χ) :=
1√
h
∫
(1− χ)Gh ∗ χ dx, (1.1)
for χ : Rd → {0, 1} and the approximate dissipation functionals as
Dh(ω) :=
1√
h
∫
ωGh ∗ ω dx (1.2)
for any ω : Rd → {−1, 0, 1}.
Remark 1.4. As h→ 0, the approximate energies Eh Γ-converge to the perimeter functional
E(χ) :=
1√
π
∫
|∇χ|
w. r. t. the L1-topology. Esedog˘lu and Otto proved in [9] that this Γ-convergence which has al-
ready been established by Miranda et. al. in [19] is a consequence of pointwise convergence of the
functionals, namely
Eh(χ)→ E(χ) for any χ ∈ {0, 1}, (1.3)
and the following approximate monotonicity: For any 0 < h ≤ h0 and any χ ∈ {0, 1},
Eh(χ) ≥
( √
h0√
h +
√
h0
)d+1
Eh0(χ). (1.4)
Our main result of this section, Theorem 1.11, establishes the convergence of the scheme towards
the following weak formulation of volume-preserving mean-curvature flow which was also used
by Mugnai, Seis and Spadaro [20] and is the analogue of the formulation used by Luckhaus and
Sturzenhecker without the volume constraint [15].
Definition 1.5 (Volume-preserving motion by mean curvature). We say that χ : (0, T ) × Rd →
{0, 1} is a solution to the volume-preserving mean-curvature flow equation with initial data χ0 if
there exists a function V : (0, T )× Rd → R with V ∈ L2(|∇χ| dt) such that∫ T
0
∫
(∇ · ξ − ν · ∇ξ ν) |∇χ| dt =
∫ T
0
∫
(V + Λ) ξ · ν |∇χ| dt (1.5)
for any ξ ∈ C∞0 ((0, T )× Rd) and∫ T
0
∫
∂tζ χ dx dt+
∫
ζ(0)χ0 dx = −
∫ T
0
∫
ζ V |∇χ| dt (1.6)
for all ζ ∈ C∞0 ([0, T )× Rd), where Λ ∈ L2(0, T ) is the average of the generalized mean curvature
H ∈ L2(|∇χ| dt) of χ:
Λ := 〈H〉 =
∫
H |∇χ|∫ |∇χ| . (1.7)
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Remark 1.6. For our convergence proof we assume the following convergence of the energies
which is not guaranteed by the a priori estimates we have at hand:
∫ T
0
Eh(χ
h) dt→
∫ T
0
E(χ) dt. (1.8)
In the following we prove Theorem 1.11 using the techniques from [14]. Throughout this section,
we write A . B if there exists a constant C = C(d) <∞ such that A ≤ CB. Combining (1.3) and
(1.4), we have
E0 := E(χ
0) ≥ Eh(χ0). (1.9)
Furthermore by scaling we can normalize the prescribed volume |Ω0| = ∫ χ0 dx = 1.
1.2 Minimizing movements interpretation
In the following lemma we elaborate the interpretation of Algorithm 1.1 as a minimizing movements
scheme which is the starting point of the convergence proof.
Lemma 1.7 (Minimizing movements interpretation). Given χ0 ∈ {0, 1} with ∫ χ0 dx = 1, let φ, λ
and χ1 be obtained by Algorithm 1.1. Then χ1 solves
min Eh(χ) +Dh(χ− χ0) + 2λ− 1√
h
∫
χ dx, (1.10)
where the minimum runs over all χ : Rd → {0, 1}. Or equivalently
min Eh(χ) +Dh(χ− χ0) s. t.
∫
χ dx = 1, χ ∈ {0, 1}. (1.11)
Proof. First we show that (1.10) is equivalent to minimizing the ‘linearized energy’
Lλ,h(φ, χ) :=
1√
h
∫
(1− χ)φ+ χ (2λ− φ) dx, (1.12)
over χ : Rd → {0, 1}. Indeed, this is just a consequence of the fact that
Eh(χ) +Dh(χ− χ0) + 2λ− 1√
h
∫
χ dx = Lλ,h(φ, χ) + Terms depending only on χ0, (1.13)
Second we show that (1.11) is equivalent to minimizing Lλ,h(φ, χ) over χ : Rd → {0, 1} such
that
∫
χ dx = 1. This again follows from (1.13) and the fact that 2λ−1√
h
∫
χ dx is a constant in this
case.
Finally we show that χ1 as obtained through Algorithm 1.1 minimizes Lλ,h(φ, χ) over χ : Rd →
{0, 1} (and therefore also minimizes Lλ,h(φ, χ) over this class when the unit volume constraint is
enforced). To see this, note that the integrand is clearly bounded below by φ ∧ (2λ− φ) for any
χ ∈ {0, 1}. And by definition, χ1 admits this minimum pointwise:(
1− χ1) φ+ χ1 (2λ− φ) = φ ∧ (2λ− φ) .
8 T. Laux and D. Swartz
The following a priori estimate is a direct consequence of the minimizing movements interpre-
tation but is a very important tool to prove compactness of the approximate solutions.
Lemma 1.8 (Energy-dissipation estimate). The approximate solutions χh satisfy the following
energy-dissipation estimate
Eh(χ
N) +
N∑
n=1
Dh(χ
n − χn−1) ≤ E0. (1.14)
Proof. As a direct consequence of the minimization procedure (1.11) we obtain
Eh(χ
n) +Dh(χ
n − χn−1) ≤ Eh(χn−1).
Iterating this estimate from n = 1 to N together with (1.9) yields the claim.
Above we used the minimizing movements interpretation to derive an easy a priori estimate
by comparing the solution χn to its predecessor χn−1. Now we use this interpretation to derive an
optimality condition, the Euler-Lagrange equation associated to the functional
Eh(χ) +Dh(χ− χ0) + 2λ− 1√
h
∫
χ dx.
This will be an important component of our convergence proof. To state this precisely, let us first
define the notion of first variation of Eh(·) and Dh(· − χ0). Since we are considering characteristic
functions of sets, which induces the “constraint” χ ∈ {0, 1}, the correct variations are inner varia-
tions, i. e. variations of the independent variable. Geometrically this corresponds to a deformation
of the phase Ω.
Definition 1.9 (First variation). For any χ ∈ {0, 1} and ξ ∈ C∞0 (Rd,Rd) let χs be generated by the
flow of ξ, i. e. χs solves the following distributional equation:
∂sχs + ξ · ∇χs = 0.
We denote the first variation along this flow by
δEh(χ, ξ) :=
d
ds
Eh(χs)
∣∣
s=0
, δDh( · − χ˜)(χ, ξ) := d
ds
Dh(χs − χ˜)
∣∣
s=0
,
where χ˜ ∈ {0, 1} is fixed.
Corollary 1.10 (Euler-Lagrange equation). Given χ0 ∈ {0, 1}, let χ1 be obtained by Algorithm 1.1
with threshold value λ. Then χ1 solves the Euler-Lagrange equation associated to (1.10):
δEh(χ
1, ξ) + δDh( · − χ0)(χ1, ξ) + 2λ− 1√
h
∫
(∇ · ξ)χ1 dx = 0. (1.15)
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Equation (1.15) follows directly from the minimizing movements interpretation (1.10) and can
be regarded as an approximate version of the weak formulation (1.5). One can easily compute
the formal limit of each single term. A formal expansion suggests that with H denoting the mean
curvature of ∂Ω1 and V denoting the normal velocity moving ∂Ω0 to ∂Ω1 in time h we have
δEh(χ
1, ξ) ≈ 1√
π
∫
∂Ω1
H ξ · ν and δDh( · − χ0)(χ1, ξ) ≈ − 1√
π
∫
∂Ω1
V ξ · ν.
Therefore, at least formally, (1.15) is similar to the desired equation V = H − 〈H〉. In our rigorous
justification we will interpret the terms in a weak sense and use the strategy of [14]. Following the
lines of [14], we can also compute the first variation δEh of the energy rigorously and obtain
δEh(χ, ξ) =
1√
h
∫
ξ · ∇χGh ∗ χ− (1− χ)Gh ∗ (ξ · ∇χ) dx
=
1√
h
∫
ξ · [(1− χ)∇Gh ∗ χ]− (1− χ)∇Gh ∗ (ξ χ) dx (1.16)
+
1√
h
∫
(∇ · ξ) (1− χ)Gh ∗ χ+ (1− χ)Gh ∗ ((∇ · ξ)χ) dx.
Expanding ξ(x) − ξ(x − z) = (z · ∇) ξ(x) + O(|z|2) for the first right-hand side integral, and
(∇ · ξ) (x− z) = (∇ · ξ) (x) +O(|z|) for the second we obtain
δEh(χ, ξ) =
1√
h
∫
∇ξ : (1− χ) (Gh Id− 2h∇Gh) ∗ χ dx+ o(1), (1.17)
as h → 0. The integral on the right hand side formally converges to 1√
π
∫ ∇ξ : (Id− ν ⊗ ν) |∇χ|,
and can be made rigorous. We will discuss this fact below in Proposition 1.17. For the first variation
of the dissipation we can expand ξ again and obtain
δDh( · − χ0)(χ1, ξ) = −2
∫
χ1 − χ0
h
ξ ·
√
h∇Gh ∗ χ1 dx+ o(1),
where the firstfactor in the right-hand side integral is a finite difference and formally converges to
∂tχ = V |∇χ|, and the second factor formally converges to 12√πν. The rigorous justification of this
fact is more involved since one has to pass to the limit in a product of two weakly converging terms.
We will show how to overcome this difficulty in the following.
1.3 Main result
From (1.15) we establish convergence to the weak formulation of volume-preserving mean- curva-
ture flow in Definition 1.5. The central novelties of this section are establishing the equivalence of
(1.15) to Algorithm 1.1, which was done above, and to show that the threshold value λ remains close
to 1
2
in a certain sense, which is done in Prop. 1.12 below. The latter property plays an important
role in showing that each of the three terms of (1.15) converges to its respective limit. The mean
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curvature is recovered as the limit of the first variation δEh of the energies (c.f. Prop. 1.17), and
the normal velocity is recovered as the limit of the first variation δDh of the dissipation (c.f. Prop.
1.18). Doing so is similar to results in [14], however technical difficulties must be overcome due
to the fact that the threshold parameter λ may vary (as opposed to being fixed at 1
2
in the original
MBO scheme). The averaged mean curvature is recovered as the limit of the Lagrange multipliers,
c.f. proof of Thm.1.11.
We now state and prove the main result of this section, Theorem 1.11 below. Under the same
convergence assumption as in [14] which is inspired by the assumption in [15] we can prove the
convergence of the scheme. For clarity of presentation, the given proof merely highlights the main
ideas involved in establishing the convergence of (1.15) to (1.5). The more technical aspects of the
proof are then postponed to later subsections (c.f. Props. 1.12, 1.13, 1.14, 1.17, 1.18).
Theorem 1.11. Let T < ∞ and χ0 ∈ {0, 1} with E(χ0) < ∞ and {χ0 = 1} ⊂⊂ Rd. After
passage to a subsequence, the functions χh obtained by Algorithm 1.1 converge to a function χ in
L1((0, T )×Rd). Under the convergence assumption (1.8), χ is a solution of the volume-preserving
mean-curvature flow equation in the sense of Definition 1.5.
Proof of Theorem 1.11. By Proposition 1.13 the approximate solutions χh converge to some limit
χ after passage to a subsequence. The strategy of our proof for (1.5) is to pass to the limit in the
Euler-Lagrange equation (1.15) after integration in time.
By Proposition 1.12, after passing to a further subsequence, we can find a function Λ ∈ L2(0, T )
such that
2λh − 1√
h
⇀
1√
π
Λ in L2(0, T ).
Since the integrals converge strongly,∫
(∇ · ξ)χh dx→
∫
(∇ · ξ)χ dx in L2(0, T ),
we can pass to the limit h → 0 in the product. This is one of the three terms of the Euler-Lagrange
equation. In Proposition 1.17 we recover the mean curvature from the first variation of the energy,
i. e. the first term in (1.15). In Proposition 1.18 we recover the normal velocity from the second
term in (1.15), the first variation of the dissipation. Therefore, the limit solves (1.5). Furthermore,
V solves (1.6) by construction. Note that since Λ, V ∈ L2(|∇χ| dt) we have a generalized mean
curvature H ∈ L2(|∇χ| dt). We are left with proving (1.7). Note that t 7→ ∫ χ(t) dx ∈ H1(0, T )
with
d
dt
∫
χ dx =
∫
V |∇χ| .
Indeed, given f ∈ C∞0 (0, T ) and g ∈ C∞0 (Rd) with g ≡ 1 on BR∗ with R∗ = R∗(d, E0, T ) from
Proposition 1.14, setting ζ(x, t) := f(t)g(x), we have
−
∫ T
0
f ′(t)
∫
χ(t) dx dt = −
∫ T
0
∫
∂tζ χ dx dt =
∫ T
0
∫
ζ V |∇χ| dt =
∫ T
0
f(t)
∫
V |∇χ| dt.
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Since
∫
χh dx is constant in time, also
∫
χ dx is constant in time. Using (1.5) as a pointwise a. e.
statement in time, we have
0 =
d
dt
∫
χ dx =
∫
V |∇χ| (1.5)=
∫
(H − Λ) |∇χ| =
∫
H |∇χ| − Λ
∫
|∇χ|
almost everywhere in (0, T ). Solving for Λ yields (1.7).
1.4 L2-estimate for Lagrange multipliers
The following proposition gives a quantitative estimate on the closeness of the threshold values λn
to 1
2
in the natural topology coming from the gradient flow structure and the appearance of 2λn−1√
h
as a Lagrange multiplier. Roughly speaking, the lemma states that
∣∣λh − 12∣∣ = O(√h) in L2. This
is the analogue of Corollary 3.4.4 in [20] but our proof works in a different way. While they couple
the bound on the Lagrange multiplier and the growth rate of the sets via the estimate (3.28) in [20],
we prove the bound on the Lagrange multipliers first, independently of the growth rate. The main
difference is that we construct our test function ξ via some elliptic problem in Step 3 of the proof
below so that we can obtain estimates by using elliptic regularity theory, in particular the Caldero´n-
Zygmund inequality, cf. Theorem 9.9 in [12].
Proposition 1.12 (L2-estimate for Lagrange multipliers). Given the approximate solutions χh ob-
tained by Algorithm 1.1 with threshold values λh, for h≪ 1E2
0
we have
∫ T
0
(
λh − 12
)2
dt . (1 + T )
(
1 + E40
)
h.
Here h ≪ 1
E2
0
means that there exists a generic constant C = C(d) < ∞ such that the statement
holds for h < 1
CE2
0
. We recall that A . B means A ≤ C B for some generic constant C = C(d) <
∞.
Proof. Squaring the Euler-Lagrange equation (1.15), we obtain
1
h
(
λn − 12
)2(∫
(∇ · ξ)χn dx
)2
. [δEh(χ
n, ξ)]2 +
[
δDh( · − χn−1)(χn, ξ)
]2 (1.18)
for any ξ ∈ C∞0 (Rd,Rd). In order to prove the proposition, we first estimate the right-hand side for
an arbitrary test vector field ξ, cf. Step 1 for the first and Step 2 for the second term. In Step 3 we
construct a specific vector field such that the integral on the left-hand side is bounded from below.
Step 1: Estimates on δEh(χ, ξ). For any χ ∈ {0, 1} and any ξ ∈ C∞0 (Rd,Rd), we have
|δEh(χ, ξ)| . ‖∇ξ‖∞Eh(χ). (1.19)
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Argument: Starting from the computation (1.16) we see that the second integral on the right-hand
side is clearly controlled by ‖∇ξ‖∞Eh(χ), whereas the first integral on the right-hand side can be
estimated via
1√
h
∫
ξ · [(1− χ)∇Gh ∗ χ]− (1− χ)∇Gh ∗ (ξχ) dx
=
1√
h
∫
− z
2h
Gh(z) ·
∫
(ξ(x)− ξ(x− z)) (1− χ) (x)χ(x− z) dx dz
≤ ‖∇ξ‖∞
1√
h
∫ |z|2
2h
Gh(z)
∫
(1− χ) (x)χ(x− z) dx dz.
Using |z|2G1(z) . G2(z) we thus have
|δEh(χ, ξ)| . ‖∇ξ‖∞ (E2h(χ) + Eh(χ))
and the approximate monotonicity of the energy (1.4) yields (1.19).
Step 2: Estimates on δDh( · − χn−1)(χn, ξ). We have
h
N∑
n=1
[
δDh( · − χn−1)(χn, ξn)
]2
. sup
n
‖ξn‖2W 1,∞
(
1 + E20
)
. (1.20)
Argument: For any ξ ∈ C∞0 (Rd,Rd) and any n ∈ {1, . . . , N}, we have
δDh( · − χn−1)(χn, ξ) = 2√
h
∫
(−ξ · ∇χn)Gh ∗
(
χn − χn−1) dx
=
2√
h
∫
χnξ · ∇Gh ∗
(
χn − χn−1)+ (∇ · ξ)χnGh ∗ (χn − χn−1) dx.
Setting (compare to the dissipation measures µh in Definition 2.7 in [14])
µn :=
1√
h
∫ [
Gh/2 ∗
(
χn − χn−1)]2 dx
and using the Cauchy-Schwarz inequality, we obtain[
δDh( · − χn−1)(χn, ξ)
]2
.
(
1
h
∫ √
h∇Gh/2 ∗ (χnξ)Gh/2 ∗
(
χn − χn−1) dx)2
+ ‖∇ξ‖2∞
(
1√
h
∫
Gh/2 ∗ χn
∣∣Gh/2 ∗ (χn − χn−1)∣∣ dx)2
≤ 1
h
(
1√
h
∫ [√
h∇Gh/2 ∗ (χnξ)
]2
dx
)
µn +
1√
h
‖∇ξ‖2∞
∫
χn dx µn.
For the first right-hand side term, we first observe that for any χ ∈ {0, 1} and any ξ ∈ C∞0 (Rd,Rd),
by |ξ(x+ z)− ξ(x)| ≤ ‖∇ξ‖∞|z| we obtain
1√
h
∫
|
√
h∇Gh/2(z)|
∫ ∣∣ξ(x+ z)− ξ(x)∣∣χ(x+ z) ∣∣∣√h∇Gh/2 ∗ (χξ)∣∣∣ (x) dx dz
≤ ‖ξ‖∞ ‖∇ξ‖∞
∫
χ dx
(∫
|z||∇Gh/2(z)| dz
)(∫
|
√
h∇Gh/2(z)| dz
)
,
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where the last two integrals are uniformly bounded in h. Thus, in our case where χ = χn with∫
χn dx = 1, we obtain an estimate on the error when commuting the multiplication with ξ and the
convolution with the kernel
√
h∇Gh/2 in one of the factors:
1√
h
∫ [√
h∇Gh/2 ∗ (χξ)
]2
dx ≤ 1√
h
∫
ξ ·
√
h∇Gh/2 ∗ χ
[√
h∇Gh/2 ∗ (χξ)
]
dx+ c(d) ‖ξ‖2W 1,∞ .
Since ∇G is antisymmetric and since |z|G(z) . G2(z), we have
1√
h
∫
ξ ·
√
h∇Gh/2 ∗ χ
[√
h∇Gh/2 ∗ (χξ)
]
dx
=
1√
h
∫
ξ ·
√
h∇Gh/2 ∗ (χ− 1)
[√
h∇Gh/2 ∗ (χξ)
]
dx
. ‖ξ‖2∞
1√
h
∫
Gh ∗ (1− χ)Gh ∗ χ dx . ‖ξ‖2∞Eh(χ).
Thus, we have[
δDh( · − χn−1)(χn, ξ)
]2
.
1
h
(
‖ξ‖2∞E0 + ‖ξ‖2W 1,∞ +
√
h ‖∇ξ‖2∞
)
µn,
which is (1.20) after integration in time and using the energy-dissipation estimate (1.14) once more.
Step 3: Choice of ξ. For any E0 > 0, any 0 < h ≪ 1/E20 and any χ ∈ {0, 1} with
∫
χ dx = 1,
suppχ ⊂⊂ Rd and Eh(χ) ≤ E0 there exists ξ ∈ C∞0 (Rd,Rd) with∫
(∇ · ξ)χ dx ≥ 1
2
and (1.21)
‖ξ‖W 1,∞ . 1 + E0. (1.22)
Argument: Set ε2 = 1
CE2
0
. We will determine the constant C = C(d) later. Set χε := ϕε ∗χ for some
standard mollifier ϕε(z) = 1εdϕ1(
z
ǫ
) with 0 ≤ ϕ1 ≤ 1,
∫
ϕ1 dz = 1, ϕ1 . G1 and
∫ |∇ϕ1| dz . 1.
Then χε ∈ C∞0 (Rd, [0, 1]). Let u denote the solution of
∆u =χε
given by the Newtonian potential u = Γ ∗ χε. We define ξ := ∇u = Γ ∗ ∇χε and claim that ξ
satisfies (1.21). Indeed, since |χε − χ| = χ (1− χε) + (1− χ)χε for χ ∈ {0, 1} and 0 ≤ χε ≤ 1,
we can use the approximate monotonicity (1.4) such that for any 0 < h ≤ ε2 we have∫
|χε − χ| dx = 2
∫
(1− χ)ϕε ∗ χ dx .
∫
(1− χ)Gε2 ∗ χ dx
(1.4)
≤ ε
(
ε+
√
h
ε
)d+1
Eh(χ) . εE0.
Thus, if we pick the constant C(d) in the definition of ε large enough, we have∫
(∇ · ξ)χ dx =
∫
χεχ dx ≥
∫
χ dx−
∫
|χε − χ| dx ≥ 1
2
,
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which is (1.21). Now we give an argument for (1.22). The Caldero´n-Zygmund inequality yields∫
Rd
|∇ξ|pdx .p
∫
|χε|pdx ≤ 1 (1.23)
for any 1 < p <∞, where we write .p to stress that the constant depends not only on the dimension
d but also on the parameter p. Since χε is smooth, we can differentiate the equation:
∆ξ = ∇χε.
Thus by the Caldero´n-Zygmund inequality and Jensen’s inequality∫
Rd
|∇2ξ|pdx .p
∫
|∇χε|pdx ≤
(∫
|∇ϕε| dz
)p ∫
|χ|p dx . 1
εp
(1.24)
for any 1 < p <∞. Now we want to bound the 0-th order term of ξ. Let R > 0 be big enough such
that suppχε ⊂ BR
2
and take η ∈ C∞c (B2R) to be a cut-off function for BR in B2R with |∇η| . 1R .
Then we have∫
|∇(η ξ)|pdx .p
∫
η|∇ξ|pdx+
∫
|∇η|p|ξ|pdx
(1.23)
. p 1 +
1
Rp
∫
B2R\BR
|ξ|pdx.
Note that for any x ∈ Rd \BR, since then dist(x, suppχε) & R, we have
|ξ(x)| ≤
∫
|∇Γ(x− y)|χε(y) dy . 1
Rd−1
∫
χε(y) dy =
1
Rd−1
.
Thus, ∫
|∇(η ξ)|pdx .p 1 +Rd(1−p). (1.25)
Now we fix some p = p(d) ∈ (d
2
, d). Since η ξ has compact support, we can apply the Gagliardo-
Nirenberg-Sobolev inequality, so that∫
BR
|ξ|p∗dx ≤
∫
|η ξ|p∗dx .
(∫
|∇(η ξ)|pdx
)p∗/p (1.25)
.
(
1 +Rd(1−p)
)d/(d−p)
,
where p∗ = pd
d−p > d is the Sobolev conjugate of p. Taking the limit R→∞, we obtain∫
|ξ|p∗dx . 1. (1.26)
Since p∗ > d, by Morrey’s inequality and the above estimates (1.23), (1.24) with p∗ playing the role
of p and (1.26), we have
‖ξ‖W 1,∞(Rd) . ‖ξ‖W 2,p∗(Rd) . 1 +
1
ε
∼ 1 + E0.
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Step 4: Conclusion. We apply Step 3 on χ = χn and find ξn ∈ C∞0 (Rd,Rd) with∫
(∇ · ξn)χn dx ≥ 1
2
‖ξn‖W 1,∞ . 1 + E0.
Plugging ξ = ξn into (1.18), summing over n and using the estimates in Steps 1 and 2, we obtain
N∑
n=1
(
λn − 12
)2
. sup
n
‖ξn‖2W 1,∞
(
TE20 + 1 + E
2
0
)
. (1 + T )(1 + E40),
which is the desired estimate.
1.5 Compactness
Proposition 1.13 (Compactness). There exists a subsequence hց 0 and a functionχ ∈ L1((0, T )×
R
d, {0, 1}) such that
χh −→ χ in L1((0, T )× Rd). (1.27)
Moreover,
χh −→ χ a. e. in (0, T )× Rd (1.28)
and χ(t) ∈ BV (Rd, {0, 1}), ∫ χ(t) dx = 1 for a. e. t ∈ (0, T ).
Proof. As in Lemmas 2.4 and 2.5 in [14] we can prove that∫ T
0
∫ ∣∣χh(x+ δ e, t + τ)− χh(x, t)∣∣ dx dt . (1 + T )E0 (δ + τ +√h) . (1.29)
The proposition follows then from the arguments in Proposition 2.1 of [14] in conjunction with
Proposition 1.14 below. Indeed, in [14], the authors show that this can be done by adapting the
proof of the Riesz-Kolmogorov compactness theorem. Since we work in Rd and not on a periodic
domain as in [14] we need to guarantee that no mass escapes to infinity. The proposition below
establishes precisely this.
Take R0 > 0 such that Ω0 ⊂ BR0 . For subsequent n we take a sequence of radii Rn ≥ Rn−1
such that Ωn ⊂ BRn . The focus of this section will be to show that we can choose the radii Rn such
that they are uniformly bounded for n ∈ {1, . . . , N}, independent of the time step h.
Proposition 1.14 (Tightness). There is a finite radius R∗ = R∗(d, E0, T ), independent of h such
that
Ωh(t) ⊂ BR∗ for all t ∈ [0, T ].
16 T. Laux and D. Swartz
We seperate the indices n into ‘good’ and ‘bad’ iterations. A ‘good’ iteration is taken to mean
that |λn − 12 | < 14 , and a bad iteration will be taken to mean that |λn − 12 | ≥ 14 . The L2-bounds
in Proposition 1.12 give us a suitable level of control over the number of ‘bad’ iterations. Indeed,
Chebyshev’s inequality implies that the number of ‘bad’ iterations is controlled by (1+T )(1+E40).
In the next Lemma we show that in the worst case scenario, the radii Rn grow exponentially over
consecutive iterations.
Lemma 1.15. Rn may be chosen such that Rn ≤ 3Rn−1.
Proof. In order to reduce the notation we may assume n = 1 and write φ = Gh ∗ χ0, R := R0,
χ = χ1 and λ = λ1. We first claim that
min
BR
φ > max
Rd\B3R
φ. (1.30)
This follows immediately from the definition of φ using {χ0 = 1} ⊂ BR and the obvious inequality
|x− z| < 2R < |y − z| for all x ∈ BR, y ∈ Rd \B3R and z ∈ BR.
Now suppose that U := Ω \ B3R has positive measure. This being the case, we may construct
a new set, call it Ω˜, by deleting the volume U from Ω \ B3R and filling it into BR. Indeed, since
|Ω| = |Ω0|, we can find a set U˜ ⊂ BR of the same volume as U such that U˜ ∩ Ω = ∅. Then we set
Ω˜ := (Ω \ U) ∪ U˜ and χ˜ = 1Ω˜. Recall the definition of Lh in (1.12). We claim that χ˜ has lower
linearized energy Lh(φ, ·) than χ, which is a contradiction. By
∫
χ˜ dx =
∫
χ dx and (1.30) we have
Lh(φ, χ)− Lh(φ, χ˜) = 2√
h
∫
φ (χ˜− χ) dx = 2√
h
∫
φ (1U˜ − 1U) dx > 0.
Thus we conclude that the minimizer of the linearized energy Lh(φ, ·) cannot contain any volume
outside B3R.
Next we show that over ‘good’ iterations, i. e. |λn − 12 | < 14 , the growth of Rn−1 to Rn is
O(|λn − 12 |
√
h), which in terms of Proposition 1.12 can be interpreted as ‘linear growth’.
Lemma 1.16. There exists a universal constant C <∞ such that over ‘good’ iterations we have
Rn ≤ Rn−1 + C
√
h|λn − 12 |.
Proof. Given |λn− 12 | < 14 , we want to find a constant C <∞ so that for any direction e ∈ Sd−1 we
have φ < λn and therefore χn = 0 in {x · e > Rn−1 +C
√
h|λn − 12 |}. We prove this by comparing
to a half space H = {x · e < Rn−1} whose boundary is tangent to ∂BRn−1 . By rotational symmetry
we may assume w. l. o. g. that e = e1 so that at a point x = (x1, x′), thanks to the factorization
property of G, we can estimate
φ = Gh ∗ χn−1 ≤ Gh ∗ 1H =
∫ ∞
−∞
G1h(z1)1x1+z1<Rn−1dz1 =
1
2
−
∫ x1−Rn−1
0
G1h(z1) dz1.
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We observe that the right-hand side expression is monotone decreasing in x1 and find the upper
bound for Rn ≥ Rn−1 simply by setting the right-hand side to be equal to λn for x1 = Rn:
|λn − 1
2
| =
∫ 1√
h
(Rn−Rn−1)
0
G1(z1) dz1.
There exists a universal C < ∞ such that ∫ C
0
G1(z1) dz1 =
1
4
. Thus, since |λn − 12 | < 14 , we have
Rn−Rn−1√
h
< C. In turn this gives
Rn − Rn−1√
h
min
|z1|≤C
G1(z1) < |λn − 12 |,
which is the desired estimate.
Proof of Proposition 1.14. The result follows by iterating the estimate of the previous two lemmas.
Indeed, over ‘good’ iterations we have the estimate
Rn ≤ Rn−1 + C
√
h|λn − 12 |.
And over ‘bad’ iterations we have the estimate
Rn ≤ 3Rn−1.
Iterating these two estimates and keeping in mind that we have at most a finite number ∼ (1 +
T )(1 + E40) of ‘bad’ iterations we obtain
RN ≤ C(d, T, E0)
(
R0 +
N∑
n=1
√
h|λn − 12 |
)
.
Finally we note that by Jensen’s inequality and Proposition 1.12
N∑
n=1
√
h|λn − 12 | ≤
(
h
N∑
n=1
|λn − 12 |2
h
) 1
2
T
1
2 ≤ C(d, E0, T ).
The constant C(d, E0, T ) yields the estimate on R∗. Note that our proof does not give a linear
growth estimate in time. Indeed, the upper bound R∗ growth exponentially in T . Nevertheless, for
our purpose, this is enough.
1.6 Convergence
In this section we give the details of the proof of Theorem 1.11. We can directly apply Proposition
3.1 of [14] to our situation, which we state in Proposition 1.17. In Proposition 1.18 we prove that
we can change the proof of Proposition 4.1 of [14] so that it applies in our situation. For this part
we need Proposition 1.12 to apply the one-dimensional lemma, Lemma 1.19 stated below.
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Proposition 1.17 (Energy and mean curvature; Prop. 3.1 in [14]). Under the convergence assump-
tion (1.8) we have
lim
h→0
∫ T
0
δEh(χ
h, ξ) dt =
1√
π
∫ T
0
∫
(∇ · ξ − ν · ∇ξ ν) |∇χ| dt
for any ξ ∈ C∞0 ((0, T )× Rd,Rd).
Proof. The proof of Proposition 3.1 in [14] only uses the convergence that we deduced here in
Proposition 1.13 and the convergence assumption. However, we briefly highlight the line of proof
here. We observe that the expansion (1.17) of the first variation of the energy is already in the
same form as the limit: multiplication with the anisotropic kernel Gh Id − 2h∇Gh corresponds to
multiplication with Id − ν ⊗ ν, i.e. projection onto the tangent space. More precisely, evaluated at
a fixed configuration χ, the right-hand side of (1.17) converges to the correct quantity. Under the
strengthened convergence (1.8) this holds true also along the sequence χh.
Proposition 1.18 (Dissipation and normal velocity). There exists a function V : (0, T )× Rd → R
which is a normal velocity in the sense of (1.6). Given the convergence assumption (1.8), V ∈
L2(|∇χ| dt) and for any ξ ∈ C∞0 ((0, T )× Rd,Rd) we have
lim
h→0
∫ T
0
δDh( · , χh(t− h))(χh(t), ξ(t)) dt = − 1√
π
∫ T
0
∫
V ξ · ν |∇χ| dt. (1.31)
Proof. Since we have the same energy-dissipation estimate, namely (1.14), with the volume con-
straint as in [14] without a constraint, we can directly apply most of the techniques. In Lemma 1.19,
we show that for most of the iterations we can also apply the finer estimate, Lemma 4.2 in [14] when
changing the threshold value from 1
2
to λ as in Step 2 of Algorithm 1.1. To make this applicable we
need the L2-estimate in Proposition 1.12.
Step 1: Construction of the normal velocity and (1.6). We construct the normal velocity V exactly as
in Lemma 2.11 in [14]. First, one proves that the distributional time derivative ∂tχ of χ is a Radon
measure using only the energy-dissipation estimate, in our case (1.14). Using the convergence as-
sumption, for us (1.8), this measure turns out to be absolutely continuous w. r. t. |∇χ| dt, so that one
can define V to be the density of ∂tχw. r. t. |∇χ| dt and prove higher integrability, V ∈ L2(|∇χ| dt).
Then V satisfies (1.6) by construction.
Step 2: Argument for (1.31). One of the key ideas in [14] is to introduce a mesoscopic time scale
α
√
h. In Step 2 of the proof of Proposition 4.1 there, one chooses a shift of the mesoscopic time
slices so that one has control over the error terms. We can make use of this degree of freedom
to make sure that in addition the mesoscopic time steps are ‘good’ iterations. Given N = T/h,
K = α/
√
h, L = N/K, for any function ε2 : {1, . . . , N} → [0,∞) we can find k0 ∈ {1, . . . , K},
such that in addition to
1
L
L∑
l=1
ε2(Kl + k0) ≤ 4 1
N
N∑
n=1
ε2(n) (1.32)
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as in [14] we furthermore have
1
L
L∑
l=1
(
λKl+k0 − 12
)2 ≤ 4 1
N
N∑
n=1
(
λn − 12
)2
and (1.33)∣∣λKl+k0 − 12∣∣ ≤ 18 (1 ≤ l ≤ L). (1.34)
We give a short counting argument for this. By Proposition 1.12
# {k0 : (1.32) is violated, (1.33) is violated, or (1.34) is violated for some l}
≤ # {k0 : (1.32) is violated}+# {k0 : (1.33) is violated}+
L∑
l=1
# {k0 : (1.34) is violated for l}
≤ K
4
+
K
4
+ 82
L∑
l=1
K∑
k=1
(
λKl+k − 12
)2 ≤ K
2
+ C
for some constant C = C(d, E0, T ). Therefore, we can adapt the proof of Proposition 4.1 in [14] so
that indeed we can link the first variation of the dissipation with the normal velocity. Furthermore,
the localization argument in Section 5 in [14] applies one-to-one so that we have (1.31).
One of the main tools of the proof in [14] are Lemma 4.2 and its rescaled version, Corollary 4.3
in [14]. Roughly speaking, this lemma establishes control over the distance of the super level sets
{u > 1
2
} and {u˜ > 1
2
} in terms of the L2-distance of two functions u, u˜ : R→ R , provided at least
one of the two functions is sufficiently monotone around the threshold value 1
2
, which is measured
by the term 1√
h
∫
1
3
≤u≤ 2
3
(√
h ∂1u− c
)2
−
; see Lemma 1.19 below for the precise statement with more
general threshold values, which however reduces to the statement in [14] when λ = λ˜ = 1
2
. Note
that such an estimate would clearly fail without such an extra term on the right-hand side.
In order to motivate the lemma let us streamline its application to the thresholding scheme. To
this purpose let us ignore the localization η. We apply the one-dimensional estimate to the thresh-
olding scheme in a fixed direction ν∗ ∈ Sd−1 with χ = χh(t) and χ˜ = χh(t+τ) for some τ = α√h.
We think of the fudge factor α as small, but independent of h. After dividing by α and integrating the
resulting estimate over the further d− 1 directions and over the time variable we obtain an estimate
for the difference quotient
∫∫ ∣∣∂τt χh∣∣ dx dt in terms of ∫∫ √h(Gh/2 ∗ ∂τt χh)2dx dt, the above term
measuring the monotonicity of Gh ∗ χh(t− h) in direction ν∗ and a term involving the L2-norm of
λh − 12 . The constant c in the term measuring the monotonicity is chosen such that if χh was a half
space in direction ν∗ this term would vanish. One can indeed prove, cf. Lemma 4.4 in [14], that this
term is bounded by the energy-excess
ε2 :=
∫ T
0
Eh(χ
h)−Eh(χ∗) dt, for some half space χ∗ in direction ν∗.
This term in turn is small (after localization) by our strengthened convergence (1.8) and the local
flatness of the limit — which is guaranteed by De Giorgi’s Structure Theorem. The second term,
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∫∫ √
h(Gh/2∗∂τt χh)2dx dt, is bounded by the dissipation and is thus finite by the energy-dissipation
estimate (1.14). Therefore we obtain the following estimate for the discrete time derivative∫ T
0
∫ ∣∣∂τt χh∣∣ dx dt . 1α (ε2 + sT )+ 1s2α2E0 + 1αs2 1√h
∫ T
0
(
λh − 1
2
)2
dt,
which differs from the estimate in [14] only by the last right-hand side term involving the threshold
value. However, this term is of order
√
h by our L2-estimate, cf. Proposition 1.12. We apply a
localized version of this estimate and sum over a partition of unity with fineness r > 0. Sending
first h to zero, the first right-hand side term converges to the the energy-excess on each patch, while
the other terms stay uniformly bounded in r if the patches have finite overlap. Then we take the limit
r → 0 so that the first right-hand side term vanishes by De Giorgi’s Structure Theorem. Optimizing
the additional parameter s and then sending α to zero, the right-hand side stays uniformly bounded.
The resulting estimate resembles∫ T
0
∫ ∣∣∂τt χh∣∣ dx dt = O(1) for τ = o(√h).
In comparison, the analogous estimate coming from (1.29) only holds for larger time scales τ ∼ √h.
Lemma 1.19. Let u, u˜ ∈ C∞(R), |λ − 1
2
| < 1
8
χ = 1u>λ, χ˜ = 1u˜>λ˜ and η ∈ C∞0 (−2r, 2r) a
radially non-increasing cut-off for (−r, r) inside (−2r, 2r). Then
1√
h
∫
η |χ− χ˜| . 1√
h
∫
1
3
≤u≤ 2
3
η
(√
h∂1u− c
)2
−
+ s+
1
s2
1√
h
∫
η (u− u˜)2 + r
s2
(
λ− λ˜)2√
h
for any s≪ 1.
Proof of Lemma 1.19. The lemma follows from Corollary 4.3 in [14] with a shifting argument to
make the threshold value λ appear. Set v := u − λ + 1
2
so that χ = 1v> 1
2
(and analogously with v˜)
and Corollary 4.3 in [14] applies for v, v˜: For any s > 0, we have
1√
h
∫
η|χ− χ˜| . 1√
h
∫
|v− 1
2
|≤s
η
(√
h ∂1v − c
)2
−
+ s+
1
s2
1√
h
∫
η (v − v˜)2 . (1.35)
Now we can resubstitute v = u−λ+ 1
2
and v˜ = u˜− λ˜+ 1
2
on the right-hand side. Then the integrand
of the first integral stays unchanged since λ is constant. If |λ − 1
2
| < 1
8
and s ≪ 1, the domain of
integration is {∣∣v − 1
2
∣∣ < s} = {|u− λ| < s} ⊂ { 1
3
< u < 2
3
}
.
Since (v − v˜)2 . (u− u˜)2 + (λ− λ˜)2, also the second integral is in the form of the claim.
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2 Mean-curvature flow with external force
The following algorithm is based on an idea of Mascarenhas in [16] but we allow the forcing term
to be space-time dependent.
2.1 Algorithm and main result
Algorithm 2.1. Given the phase Ω at time t = (n−1)h, obtain the evolved phase Ω′ at time t = nh
by:
1. Convolution step: φ := Gh ∗ 1Ω.
2. Thresholding step: Ω′ := {φ > 1
2
− 1
2
√
π
f(x, nh)
√
h}.
The following weak formulation of mean-curvature flow with an external force has already been
introduced in [15].
Definition 2.2 (Motion by mean curvature with external force). We say that χ : (0, T )×Rd → {0, 1}
moves by mean curvature with external force f ∈ C∞([0, T ]×Rd) and initial data χ0 if there exists
a function V : (0, T )×Rd → R with V ∈ L2(|∇χ| dt), which is the normal velocity in the sense of
(1.6), such that ∫ T
0
∫
(∇ · ξ − ν · ∇ξ ν) |∇χ| dt =
∫ T
0
∫
(V − f) ξ · ν |∇χ| dt (2.1)
for any ξ ∈ C∞0 ((0, T )× Rd,Rd).
It is easy to see that also Algorithm 2.1 can be interpreted as a minimizing movements scheme.
In fact, as in Lemma 1.7 we add a linear functional as a correction.
Lemma 2.3 (Minimizing movements interpretation). Given χ0 ∈ {0, 1}, let χ1 be obtained by
Algorithm 2.1. Then χ1 solves
min Eh(χ) +Dh(χ− χ0)− 1√
π
∫
f(nh, x)χ dx, (2.2)
where the minimum runs over all χ : Rd → {0, 1}.
Corollary 2.4 (Euler-Lagrange equation). Given χ0 ∈ {0, 1}, let χ1 be obtained by Algorithm 2.1.
Then χ1 solves the Euler-Lagrange equation
δEh(χ
1, ξ) + δDh( · − χ0)(χ1, ξ)− 1√
π
∫
∇ · (f(nh, x) ξ)χ1 dx = 0. (2.3)
We can prove a conditional convergence result for Algorithm 2.1 under the same assumption as
in Section 1.
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Theorem 2.5. Let T < ∞, χ0 ∈ {0, 1} with E(χ0) < ∞ and {χ0 = 1} ⊂⊂ Rd and f ∈
C∞([0, T ] × Rd). After passage to a subsequence, the functions χh obtained by Algorithm 2.1
converge to a function χ in L1((0, T )× Rd). Under the convergence assumption (1.8), χ moves by
mean curvature with external force f in the sense of Definition 2.2.
We follow the same strategy as in Section 1 to prove the theorem. From the Euler-Lagrange
equation (2.3), the mean curvature and normal velocity will be recovered from the limits of the
first variations of the energy and dissipation, respectively. The convergence of the third term in this
algorithm is much easier. f is a smooth function in time and space so the convergence of the third
term is an immediate consequence of the compactness of the χh (c.f. Prop. 2.8). As before we write
A . B if there exists a constant C = C(d) < ∞ such that A ≤ CB and note that we also have
(1.9).
2.2 Compactness
Since there are no ‘bad’ iterations as in Section 1, the argument in Lemma 1.16 yields the following
linear growth estimate and is sufficient to prove the boundedness of the sets. Here we even have the
optimal growth rate of the radii w. r. t. the time horizon T .
Proposition 2.6. There exists a universal constant C <∞ such that for any n = 1, . . . , N
Rn ≤ Rn−1 + Ch‖f‖∞.
In particular, if Ω0 ⊂ BR and the sets Ωh(t) are obtained by Algorithm 2.1, then Ωh(t) ⊂ BR∗ for
all t ≤ T , where R∗ = R(1 + CT‖f‖∞) for some universal constant C <∞.
The following lemma states the a priori estimate coming from the minimizing movements inter-
pretation. Here, we obtain extra terms coming from the forcing term which did not appear in Section
1 due to the special structure of the equation there.
Lemma 2.7 (Energy-dissipation estimate). The approximate solutions χh constructed in Algorithm
2.1 satisfy
Eh(χ
N) +
N∑
n=1
Dh(χ
n − χn−1) ≤ E0 + C
(
‖f‖∞ +
∫ T
0
∫
|∂tf | dx dt
)
. (2.4)
Proof. Comparing χn to χn−1, we have
Eh(χ
n) +Dh(χ
n − χn−1)− 1√
π
∫
f(nh)χn dx ≤ Eh(χn−1)− 1√
π
∫
f(nh)χn−1 dx.
Iterating this estimate yields
Eh(χ
N ) +
N∑
n=1
Dh(χ
n − χn−1) ≤ Eh(χ0) + 1√
π
N∑
n=1
∫
f(nh)
(
χn − χn−1) dx. (2.5)
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We handle the second right-hand side term by a discrete integration by parts,
N∑
n=1
f(nh)
(
χn − χn−1) = f(Nh)χN − f(0)χ0 − N∑
n=1
(f(nh)− f((n− 1)h))χn−1,
so that by Proposition 2.6 the right-hand side of (2.5) is estimated by
E0 +
1√
π
‖f‖∞
∫ (
χ0 + χN
)
dx+
1√
π
∫ T
0
∫
|∂tf | dx dt . E0 + ‖f‖∞ +
∫ T
0
∫
|∂tf | dx dt,
which concludes the proof.
Now we can apply the same argument as in Section 1 to prove the relative compactness of the
approximate solutions.
Proposition 2.8 (Compactness). Let T < ∞ and χ0 ∈ {0, 1} with E(χ0) < ∞. Then there exists
a subsequence h ց 0 and a function χ ∈ {0, 1} such that χh → χ in L1((0, T ) × Rd) and the
convergence holds almost everywhere in (0, T )× Rd.
2.3 Convergence
Proof of Theorem 2.5. By Proposition 2.8 we have compactness. Our a priori estimate (2.4) and the
strengthened convergence (1.8) allow us to proceed as in Step 1 of the proof of Theorem 1.11 above
to construct the normal velocity and establish the integrability.
As in Section 1, we can apply Proposition 1.17 because of our strengthened convergence (1.8)
so that we recover the mean curvature from the first variation of the energy. To prove the analogue
of Proposition 1.18, i. e. convergence of the first variation of the dissipation towards
∫
V ξ · ν |∇χ|
we use Lemma 2.9 below to apply the proof in [14]. This turns out to be easier compared to the
proof in Section 1 since there are no ‘bad’ iterations and we do not have to take special care of the
shift of the mesoscopic time slices as in Step 2.
The following lemma is the analogue of Lemma 1.19 but adapted to to the setting of this problem.
There are two major differences. On the one hand, here the threshold values are not constant in space
so that we obtain an extra term coming from the first right-hand side integral in (1.35) which gives
an error term measuring the spatial variation of f . But on the other hand, the mild bound on the
threshold value, |λ − 1
2
| < 1
8
in Lemma 1.19, is here automatically satisfied if the time step h is
small enough.
Lemma 2.9. Let u, u˜, f, f˜ ∈ C∞(R), χ = 1u> 1
2
− 1
2
√
pi
f
√
h, χ˜ = 1u˜> 1
2
− 1
2
√
pi
f˜
√
h and let furthermore
η ∈ C∞0 (−2r, 2r) be a radially non-increasing cut-off for (−r, r) inside (−2r, 2r). Then
1√
h
∫
η|χ− χ˜| . 1√
h
∫
1
3
≤u≤ 2
3
η
(√
h ∂1u− c
)2
−
+ s+
1
s2
1√
h
∫
η (u− u˜)2
+
r
s2
√
h
(
f − f˜)2 +√h3 ∫ η (∂1f)2
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for any s≪ 1 and h≪ 1‖f‖2∞ .
We conclude this section with a short remark on the necessary regularity of f . In Theorem 2.5
we assumed f ∈ C∞ ([0, T ]× Rd). However this regularity assumption can be weakened. Indeed,
our proof of Theorem 2.5 only used f ∈ L∞, ∂tf ∈ L1 and ∇f ∈ L2.
3 Grain growth in polycrystals
In this section we present and study a thresholding algorithm for simulating grain growth in poly-
crystals including boundary effects. Especially for thin films this is very important since then these
effects become more important.
3.1 Preliminaries
The energy that we are interested in is the following weighted sum of interfacial energies
E(Ω1, . . . ,ΩP ) =
∑
i,j
σij |Σij |+ 2σ0 |Σ0| , (3.1)
where the phases Ω1, . . . ,ΩP represent the different grains and are assumed to be closed, intersect
only through their boundaries and
Σij := ∂Ωi ∩ ∂Ωj , Σ0 := ∂ (Ω1 ∪ · · · ∪ ΩP ) .
The number σij is the surface tension between Phase i and Phase j and σ0 the surface tension
between the crystal and the air which is an additional modeling parameter. The equation we want to
study is the gradient flow of the energy (3.1) subject to the volume constraint
|Ω1 ∪ · · · ∪ ΩP | = constant.
In particular we analyze a thresholding algorithm (Algorithm 3.1) and in Theorem 3.8 we prove a
(conditional) convergence result for a very general class of surface tensions that has been introduced
in [9]. Esedog˘lu and Otto showed that this class includes the 2-d and 3-d Read-Shockley formulas
which are very prominent models for grain boundaries with a small mismatch in the angle. As in
[14], we need slightly stronger assumptions for the convergence proof. We ask the matrix σ =
(σij)
P
ij=1 of surface tensions to satisfy
σii = 0, σji = σij > 0 for all i 6= j (3.2)
and furthermore the following triangle inequality
σij < σik + σkj for all pairwise different i, j, k. (3.3)
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For the dynamics, it is natural to assume that there exists a positive constant σ > 0 such that
σ ≤ −σ < 0 on (1, . . . , 1)⊥ (3.4)
as a bilinear form. Given a matrix of surface tension σ, the only modeling assumption on the pa-
rameter σ0, the surface tension between the crystal and the air, is the the lower bound
σ0 >
1
2
max
i,j
σij . (3.5)
In the following, we will normalize this parameter σ0 = 1 by rescaling the other surface tensions
σij 7→ σijσ0 so that this modeling assumption turns into an additional assumption on the matrix of
(normalized) surface tensions between the grains:
σij < 2 for all i, j. (3.6)
Note that given this additional assumption, the extended matrix of surface tensions given by the
(P + 1)× (P + 1)-block matrix 
0 1 · · · 1
1
.
.
. σ
1
 (3.7)
satisfies all the assumptions mentioned before and in particular (3.4) with σ replaced by σ ∧ 2. The
resulting equation then becomes
Vij = Hij (3.8)
on the smooth part of the interface Σij , (i, j ≥ 1) and
σijνij(p) + σjkνjk(p) + σkiνki(p) = 0, (3.9)
whenever p is a triple junction between the phases i, j and k, and
V0 = H0 − 〈H0〉 (3.10)
on the smooth part of the outer boundary Σ0.
Esedog˘lu and Otto showed in [9] that - up to a constant - the energy E in (3.1) can be approxi-
mated by
Eh(χ) :=
1√
h
∑
i,j≥1
σij
∫
χiGh ∗ χj dx+ 2√
h
∫
(1− χ0)Gh ∗ χ0 dx (3.11)
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for admissible χ, i. e.
χ = (χ0, χ1, . . . , χP ) : R
d → {0, 1}P+1, s. t.
P∑
i=1
χi = 1− χ0. (3.12)
Indeed, they proved that the functionals Eh Γ-converge to 1√πE as h→ 0 when identifying the sets
Ωi with their characteristic functions χi = 1Ωi and defining the area of the interface Σij between
Phases i and j via the term
∫
1
2
(|∇χi|+ |∇χi| − |∇χi + χj|) so that the energy E then becomes
E(χ) =
1√
π
∑
i,j≥1
σij
∫
1
2
(|∇χi|+ |∇χi| − |∇χi + χj |) + 2√
π
∫
|∇χ0| .
In the following we will w. l. o. g. assume that the total volume of the crystal is normalized to 1,
i. e.
|Ω1 ∪ · · · ∪ ΩP | = 1.
3.2 Algorithm and notation
The following algorithm was proposed in [3] to model grain growth in thin polycrystals. Similar
to Algorithm 1.1, here the total volume of the polycrystal is preserved by the right choice of the
threshold value.
Algorithm 3.1. Given the phases Ω1, . . . ,ΩP with total volume 1 at time t = (n − 1)h and write
Ω0 := R
d \ (Ω1 ∪ · · · ∪ ΩP ), obtain the evolved phases Ω′1, . . . ,Ω′P at time t = nh by:
1. Convolution step:
φ0 := Gh ∗
(∑
j≥1
1Ωj
)
, φi := Gh ∗
(∑
j≥1
σij1Ωj + 1Ω0
)
, i ≥ 1.
2. Defining threshold value: Find λ such that∣∣∣∣∣⋃
i≥1
{φi < φ0 + λ}
∣∣∣∣∣ = 1.
3. Thresholding step: For i = 1, . . . , P set
Ω′i := {φi < φj for all j 6= i, j ≥ 1} ∩ {φi < φ0 + λ}
and Ω′0 := Rd \ (Ω′1 ∪ · · · ∪ Ω′P ).
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3.3 Minimizing movements interpretation
With a similar argument as before, using the linearized energy
Lh(φ, χ) :=
2√
h
P∑
i=0
∫
χi φi dx, (3.13)
we can interpret Algorithm 3.1 as a minimizing movements scheme for the approximate energies
Eh defined in (3.11) and dissipation−Eh(ω). Here the matrix of surface tensions σij is extended as
in (3.7).
Lemma 3.2 (Minimizing movements interpretation). Given any admissible χ0, let φ, λ and χ1 be
obtained by Algorithm 3.1. Then χ1 solves
min Eh(χ)− Eh(χ− χ0)− 2λ√
h
∫
(1− χ0) dx, (3.14)
where the minimum runs over (3.12). Or equivalently,
min Eh(χ)− Eh(χ− χ0) s. t.
∫
(1− χ0) dx = 1, (3.15)
where the minimum runs over (3.12) and is additionally constrained by the volume constraint.
Proof. Indeed, for any admissible χ in the sense of (3.12) we have
P∑
i=0
χi φi − λ (1− χ0) = χ0 (φ0 + λ) +
P∑
i=1
χi φi − λ
(3.12)
≥ min {φ0 + λ, φ1, . . . , φP} − λ.
For χ1 obtained by Algorithm 3.1 in turn we have equality in the above inequality so that χ1 min-
imizes the left-hand side pointwise. In particular, after integration we see that χ1 minimizes the
functional
2√
h
P∑
i=0
∫
χi φi dx− 2λ√
h
∫
(1− χ0) dx = Lh(χ, φ)− 2λ√
h
∫
(1− χ0) dx.
By the quadratic nature of the functional Eh we have
Lh(φ, χ) = Eh(χ)− Eh(χ− χ0) + Terms depending only on χ0,
which proves the first claim (3.14). Since the last term in (3.14) is constant for χ with the volume
constraint, we also have (3.15).
Again, as a direct consequence of the minimizing movements interpretation, we obtain an a
priori estimate by comparing the solution to its predecessor.
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Lemma 3.3 (Energy-dissipation estimate). The approximate solutions χh satisfy
Eh(χ
N )−
N∑
n=1
Eh(χ
n − χn−1) ≤ E0. (3.16)
Note that our assumption (3.4) guarantees that √−Eh defines a norm on the process space
{ω : ∑i ωi = 0} in the same spirit as √Dh in the previous two sections.
Definition 3.4 (First variation). For any admissible χ ∈ {0, 1}P and ξ ∈ C∞0 (D,Rd) let χs be
generated by the flow of ξ, i. e. χi,s solves the following distributional equation:
∂sχi,s + ξ · ∇χi,s = 0.
We denote the first variation along this flow by
δEh(χ, ξ) :=
d
ds
Eh(χs)
∣∣
s=0
, δEh( · − χ˜)(χ, ξ) := d
ds
Eh(χs − χ˜)
∣∣
s=0
,
where χ˜ ∈ {0, 1} is fixed.
Corollary 3.5 (Euler-Lagrange equation). Given an admissible χ0 ∈ {0, 1}P , let χ1 be obtained by
Algorithm 3.1 with threshold value λ. Then χ1 solves the Euler-Lagrange equation
δEh(χ
1, ξ)− δEh( · − χ0)(χ1, ξ)− 2λ√
h
∫
(∇ · ξ) (1− χ10) dx = 0. (3.17)
The idea underlying the convergence proof now follows the framework laid out in Section 1.
The first variation of the approximate energy will be shown to converge to the mean curvature of
the crystal/grain boundary in a weak sense. The first variation of the dissipation will be shown to
converge to the velocity in a weak sense. And the first variation of the Lagrange multiplier term will
converge to zero on the inner grain boundaries, and the average of the mean curvature over the outer
solid-vapor interface. The precise limit is formulated in the next definition.
The following definition is similar to the notion for multi-phase mean-curvature flow as de-
scribed in [14] but incorporates an additional constraint on the total volume.
Definition 3.6. Fix some finite time horizon T < ∞, a matrix of surface tensions σ as above and
initial data χ0 : Rd → {0, 1}P with E0 := E(χ0) <∞. We say that
χ = (χ1, . . . , χP ) : (0, T )× Rd → {0, 1}P
with χ0 := 1 −
∑
i χi ∈ {0, 1} a. e. and χ(t) ∈ BV (Rd, {0, 1}P ) for a. e. t moves by total-volume
preserving mean-curvature flow if
P∑
i,j=1
σij
∫ T
0
∫
(∇ · ξ − νi · ∇ξ νi − ξ · νi Vi) (|∇χi|+ |∇χj | − |∇(χi + χj)|) dt
+2
∫ T
0
∫
(∇ · ξ − ν0 · ∇ξ ν0 − ξ · ν0 (V0 + Λ)) |∇χ0| dt = 0 (3.18)
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for all ξ ∈ C∞0 ((0, T )×Rd,Rd), where the functions Vi : (0, T )×Rd → R are normal velocities in
the sense that ∫ T
0
∫
∂tζ χi dx dt+
∫
ζ(0)χ0i dx = −
∫ T
0
∫
ζ Vi |∇χi| dt (3.19)
for all ζ ∈ C∞([0, T ] × Rd) with ζ(T ) = 0 and supp ζ(t) ⊂⊂ Rd and all i ∈ {0, 1, . . . , P} and
if the Lagrange multiplier Λ: (0, T ) → R is such that the volume of the solid phase (1 − χ0) is
preserved:
P∑
i=1
∫
χi(t) dx = constant. (3.20)
Remark 3.7. We assume the following convergence of the energies defined in (3.11).∫ T
0
Eh(χ
h) dt→
∫ T
0
E(χ) dt. (3.21)
3.4 Main result
Theorem 3.8. Let T < ∞ be a finite time horizon, χ0 = (χ01, . . . , χ0P ) be admissible initial data
with E(χ0) < ∞ and {∑i χ0i = 1} ⊂⊂ Rd and let the matrix of surface tensions σ satisfy the
assumptions (3.2)-(3.5). After passage to a subsequence, the approximate solutions χh constructed
in Algorithm 3.1 converge to an admissible χ in L1((0, T )×Rd). Given the convergence assumption
(3.21), χ moves by total-volume preserving mean-curvature flow according to Definition 3.6.
One of the main ingredients – as in Section 1 – is the following estimate on the Lagrange multi-
plier.
Proposition 3.9. Let χ0 be admissible. Given the approximate solutions χh obtained by Algorithm
1.1 with thresholding values λh, we have the estimate∫ T
0
λ2h dt . (1 + T )
(
1 + E40
)
h.
Proof. We can adapt the proof of Proposition 1.12. We square the Euler-Lagrange equation and
obtain an equation similar to (1.18) but with χn replaced by 1 − χn0 on the left-hand side. The
estimates on δE and δD, i. e. Steps 1 and 2 work analogously with help of the a priori estimate
(3.16). In Step 3 we choose the test vector field ξ to satisfy∫
(∇ · ξ) (1− χ0) dx ≥ 1
2
and
‖ξ‖W 1,∞ . 1 + E0.
The construction of ξ is the same as there but with χ replaced by 1− χ0, which has a fixed volume∫
(1− χ0) dx = 1.
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3.5 Compactness
Proposition 3.10 (Compactness). There exists a subsequence h ց 0 and an admissible χ ∈
L1((0, T )× Rd, {0, 1}P ) such that
χh −→ χ in L1((0, T )× Rd). (3.22)
Moreover,
χh −→ χ a. e. in (0, T )× Rd (3.23)
and χ(t) ∈ BV (Rd, {0, 1}P+1), ∫ (1− χ0) dx = 1 and 1− χ0 ⊂⊂ Rd for a. e. t ∈ (0, T ).
As in Section 1, this follows from [14] and the following two lemmas, which guarantee that the
phases stay in a bounded region. In the proofs, we will reduce the statements until we can apply
Lemma 1.15 and Lemma 1.16, respectively to conclude.
Lemma 3.11. Rn may be chosen such that Rn ≤ 3Rn−1.
Proof. For the sake of notational simplicity we will assume w. l. o. g. n = 1. We want to give a
similar, energy-based argument as in the proof of Lemma 1.15. Let 1− χ00, the crystal at time 0, be
located inside BR. We write Ω1, . . . ,ΩP for the update in Algorithm 3.1, write χi = 1Ωi and assume
that U := Ω1 \B3R has positive volume and construct U˜ ⊂ BR with the same volume as U as in the
proof of Lemma 1.15. Then we define the competitor χ˜ by setting Ω˜1 := (Ω1 \ U) ∪ U˜ leaving the
phases Ωi, i ≥ 2 unchanged so that Ω˜0 := (Ω0 \ U˜) ∪ U . Recalling the linearized energy defined in
(3.13), we see that
Lh(φ, χ)− Lh(φ, χ˜) = 2√
h
∫
(χ0 − χ˜0)φ0 + (χ1 − χ˜1)φ1 dx.
By construction we have χ0 − χ˜0 = −(χ1 − χ˜1) = 1U˜ − 1U . Rewriting φ1 in the form
φ1 =
(
1−
∑
j≥1
Gh ∗ χ0j
)
+
∑
j≥1
σ1j Gh ∗ χ0j ,
we thus have
Lh(φ, χ)− Lh(φ, χ˜) = 2√
h
∫
(φ0 − φ1)
(
1U˜ − 1U
)
dx
=
2√
h
P∑
j=1
(2− σ1j)
∫
Gh ∗ χ0j
(
1U˜ − 1U
)
dx.
Note that by the normalization (3.6), which guarantees the strict triangle inequality for the extended
surface tensions, each prefactor in the sum is strictly positive, furthermore we have (1.30) forGh∗χ0j
playing the role of φ there and by construction of U˜ the right-hand side term is positive which gives
the desired contradiction.
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Lemma 3.12. Over ‘good’ iterations we have the estimate
Rn ≤ Rn−1 + C
√
h|λn|.
Proof. As before, we can ignore the index n and set n = 1 for convenience. Let 1− χ00, the crystal
at time 0, be located inside some ball BR0 . As in the proof of Lemma 1.16, via a comparison
argument, we want to prove that 1 − χ0, the crystal at time h, does not intersect the half space
{x · e > R0 + C
√
h} for any choice of e ∈ Sd−1. That means, we want to prove the existence of a
constant C <∞ such that
φ0 + λ < φi for all i ≥ 1 in {x · e > R0 + C
√
h}.
By rotational symmetry we may again restrict to the case e = e1. Since we may relabel the phases
inside the crystal, we may also prove the inequality only for i = 1. In that case, writing x =
(x1, x
′) ∈ Rd, we have
(φ0 − φ1) (x) ≤ Gh ∗
(∑
i≥1
χ0i − χ00
)
.
Thus, writing χ0 :=
∑
i≥1 χ
0
i , we reduced the problem to the two-phase analogue which we handled
in Lemma 1.16. Indeed, using the same comparison argument, i. e. using χ0 ≤ 1H , where H =
{x1 < R0} is a half space tangent to ∂BR0 we find
(φ0 − φ1) (x) ≤ 2
∫ x1−R0
0
G1h(z1) dz1.
Since for a ‘good’ iteration λ is bounded, as in the proof of Lemma 1.16 we can find a constant
C <∞, so that
(φ0 − φ1) (x) ≤ 2R1 − R0√
h
min
|z1|≤C
G1(z1) ≤ |λ|
which concludes the proof.
3.6 Convergence
The following lemma is the main technical ingredient of the convergence proof. It is slightly more
general than our set-up here since it allows for several Lagrange-multipliers so that the order param-
eter becomes σ u+λ instead of σ u, where u = G ∗χ and λ ∈ RP . The changes in the statement w.
r. t. Lemma 4.5 in [14] are of the same form as before in Lemma 1.19 except for a lower order term,
|λ|, which can be absorbed by the term r
s2
|λ−λ˜|2√
h
and terms of order
√
h.
Lemma 3.13. Let N ∈ N, I ⊂ R be an interval, h > 0, η ∈ C∞0 (R), 0 ≤ η ≤ 1, radially non-
increasing and u, u˜ : I → RN be two maps into the standard simplex {Ui ≥ 0,
∑
i Ui = 1} ⊂ RN .
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Let σ ∈ RN×N be admissible in the sense of (3.2)-(3.4) and λ, λ˜ ∈ RN with |λ| ≤ 1
8
. Define
φ := σ u+ λ, χi := 1{φi>φj ∀j 6=i} and φ˜, χ˜i in the same way. Then
1√
h
∫
η |χ− χ˜| dx1 . 1
s
ε2 + s+ |λ|+ 1
s2
1√
h
∫
η |u− u˜|2 dx1 + r
s2
|λ− λ˜|2√
h
for s≪ 1, where
ε2 :=
1√
h
∫
1
3
≤u1≤ 23
(√
h∂1u1 − c
)2
−
dx1 +
1√
h
∑
j≥3
∫
η [uj ∧ (1− uj)] dx1.
Proof. As in the proof of Lemma 4.5 in [14] by scaling we can assume h = 1 and by taking convex
combinations, we may assume η = 1I for some interval I ⊂ R:∫
I
|χ− χ˜| .
∫
|u1− 12 |≤s+|λ|
(∂1u1 − c)2− +
1
s
∑
j≥3
∫
I
[uj ∧ (1− uj)] + s+ |λ|
+
1
s2
∫
I
|u− u˜|2 + |I|
s2
|λ− λ˜|2.
We will prove
{χ 6= χ˜} ⊂
{
|u1 − 12 | . s+ |λ|
}
∪
{∑
j≥3
[uj ∧ (1− uj)] & s
}
∪ {|u− u˜|+ |λ| & s}. (3.24)
We fix i ∈ {1, . . . , P} and define v := minj 6=i φj − φi as in [14]. Then χi = 1v>0 and
{χi 6= χ˜i} ⊂ {|v| < s} ∪ {|v − v˜| ≥ s}.
We clearly have
|v − v˜| . |u− u˜|+ |λ− λ˜|
so that our goal is to prove
|u1 − 12 | . s+ |λ| or
∑
j≥3
[uj ∧ (1− uj)] & s on {|v| < s}, (3.25)
which then implies (3.24). In order to prove (3.25) we claim that
uj ≤ 1
2
+
s+ |λ|
σmin
on {|v| < s}. (3.26)
First we show that (3.26) implies (3.25). By (3.26) we have on the one hand
u1 ≤ 1
2
+ C(s+ |λ|) on {|v| < s}
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and on {|v| < s} ∪ {u1 ≤ 12 − C(s+ |λ|)} we have∑
j≥3
[uj ∧ (1− uj)] =
∑
j≥3
uj −
∑
j≥3
(1− 2uj)− ≥
(
C − 1
σmin
− 2P 1
σmin
)
s & s
if C <∞ is large enough. This implies (3.25).
We are left with proving the inequality (3.26). As in [14] we decompose the set
{|v| < s} =
⋃
j 6=i
Ej , Ej :=
{ |φi − φj| < s, φj = min
k 6=i
φk
}
.
For k 6= {i, j} by the triangle inequality for the surface tensions we have on Ej
φj ≤ φk ≤ σjk (1− 2uk) + φj + λk − λj ,
so that
uk ≤ 1
2
+
λk − λj
2σjk
.
For ui we can use that φj − s ≤ φi on Ej so that using the same chain of inequalities we have
ui ≤ 1
2
+
s+ λi − λj
2σij
.
Since also φi− s ≤ φj on Ej we have the analogous inequality for uj , which concludes (3.26).
As in [14], we have the following convergence of the first variations of the (approximate) ener-
gies.
Proposition 3.14 (Energy and mean curvature; Prop. 3.1 in [14]). Under the convergence assump-
tion (3.21)
lim
h→0
∫ T
0
δEh(χ
h, ξ) dt
=
1√
π
P∑
i,j=0
σij
∫ T
0
∫
(∇ · ξ − ν · ∇ξ ν) 1
2
(|∇χi|+ |∇χj| − |∇(χi + χj)|) dt
for any ξ ∈ C∞0 ((0, T )× Rd,Rd).
Since we have both, the estimate on the Lagrange multiplier λ in Proposition 3.9 and the im-
portant estimate Lemma 3.13, as in Section 1, we can adapt the techniques from [14] to recover the
normal velocity from the first variation of the dissipation functional.
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Proposition 3.15 (Dissipation and normal velocity). There exist functions Vi : (0, T ) × Rd → R
which are normal velocities in the sense of (3.19). Given the convergence assumption (3.21), Vi ∈
L2(|∇χ| dt) and for any ξ ∈ C∞0 ((0, T )× Rd,Rd) we have
lim
h→0
∫ T
0
−δEh( · − χh(t− h))(χh(t), ξ) dt
= − 1√
π
P∑
i,j=0
σij
∫ T
0
∫
ξ · νi Vi1
2
(|∇χi|+ |∇χj | − |∇(χi + χj)|) dt.
Proof. Step 1: Construction of the normal velocities and (3.19). As before in the two-phase case
we can also adapt the proof of [14] in this case. Indeed, the argument there only makes use of the a
priori estimate (3.16) and the strengthened convergence (3.21).
Step 2: Argument for (1.31). Our L2-estimate on the Lagrange-multiplier λ allows us to choose the
shift of the mesoscopic time slices as in Step 2 of the proof of Proposition 1.18 such that these slices
are ‘good’ in the sense that |λ| ≤ 1
8
. Now we may use our main technical ingredient, Lemma 3.13,
for all mesoscopic time slices and hence we can apply the proof as in Section 1 before.
These two propositions conclude the proof of Theorem 3.8.
Acknowledgements
The authors want to thank Selim Esedog˘lu and Felix Otto for fruitful discussions. Additionally
they would like to thank the referees for their helpful comments, which have improved the overall
readability of the paper. Finally, the second author would like to thank the MPI for their generous
support in funding his travels and living accommodations while this research was undertaken.
Bibliography
[1] Samuel M. Allen and John W. Cahn. “A microscopic theory for antiphase boundary mo-
tion and its application to antiphase domain coarsening”. In: Acta Metallurgica 27.6 (1979),
pp. 1085–1095.
[2] Fred Almgren, Jean E. Taylor, and Lihe Wang. “Curvature-driven flows: a variational ap-
proach”. In: SIAM Journal on Control and Optimization 31.2 (1993), pp. 387–438.
[3] Jing An. Volume preserving threshold dynamics for grain networks. REU report, University
of Michigan, 2015.
[4] Guy Barles and Christine Georgelin. “A simple proof of convergence for an approximation
scheme for computing motions by mean curvature”. In: SIAM Journal on Numerical Analysis
32.2 (1995), pp. 484–500.
[5] Giovanni Bellettini, Vicent Caselles, Antonin Chambolle, and Matteo Novaga. “The volume
preserving crystalline mean curvature flow of convex sets in RN”. In: Journal de mathe´ma-
tiques pures et applique´es 92.5 (2009), pp. 499–527.
BIBLIOGRAPHY 35
[6] Eric Bonnetier, Elie Bretin, and Antonin Chambolle. “Consistency result for a non monotone
scheme for anisotropic mean curvature flow”. In: Interfaces and Free Boundaries 14.1 (2012),
pp. 1–35.
[7] Ennio De Giorgi. “New problems on minimizing movements”. In: Boundary Value Problems
for PDE and Applications (1993), pp. 91–98.
[8] Matt Elsey, Selim Esedog˘lu, and Peter Smereka. “Large-scale simulation of normal grain
growth via diffusion-generated motion”. In: Proceedings of the Royal Society A: Mathemati-
cal, Physical and Engineering Science 467.2126 (2011), pp. 381–401.
[9] Selim Esedog˘lu and Felix Otto. “Threshold dynamics for networks with arbitrary surface
tensions”. In: Communications on Pure and Applied Mathematics 68.5 (2015), pp. 808–864.
[10] Selim Esedog˘lu, Steven Ruuth, and Richard Tsai. “Threshold dynamics for high order geo-
metric motions”. In: Interfaces and Free Boundaries 10.3 (2008), pp. 263–282.
[11] Lawrence C. Evans. “Convergence of an algorithm for mean curvature motion”. In: Indiana
University Mathematics Journal 42.2 (1993), pp. 533–557.
[12] David Gilbarg and Neil S. Trudinger. Elliptic partial differential equations of second order.
3rd ed. Springer, 2001.
[13] Hitoshi Ishii, Gabriel E. Pires, and Panagiotis E. Souganidis. “Threshold dynamics type ap-
proximation schemes for propagating fronts”. In: Journal of the Mathematical Society of
Japan 51.2 (1999), pp. 267–308.
[14] Tim Laux and Felix Otto. “Convergence of the thresholding scheme for multi-phase mean-
curvature flow”. In: Max Planck Preprint Series 33 (2015).
[15] Stephan Luckhaus and Thomas Sturzenhecker. “Implicit time discretization for the mean
curvature flow equation”. In: Calculus of variations and partial differential equations 3.2
(1995), pp. 253–271.
[16] Pierre Mascarenhas. Diffusion generated motion by mean curvature. Department of Mathe-
matics, University of California, Los Angeles, 1992.
[17] Barry Merriman, James K. Bence, and Stanley J. Osher. Diffusion generated motion by mean
curvature. Department of Mathematics, University of California, Los Angeles, 1992.
[18] Barry Merriman, James K. Bence, and Stanley J. Osher. “Motion of multiple junctions: A
level set approach”. In: Journal of Computational Physics 112.2 (1994), pp. 334–363.
[19] Michele Miranda, Diego Pallara, Fabio Paronetto, and Marc Preunkert. “Short-time heat flow
and functions of bounded variation in RN”. In: Annales-Faculte des Sciences Toulouse Math-
ematiques. Vol. 16. 1. Universite´ Paul Sabatier. 2007, p. 125.
[20] Luca Mugnai, Christian Seis, and Emanuele Spadaro. “Global solutions to the volume-pre-
serving mean-curvature flow”. In: arXiv preprint arXiv:1502.07232 (2015).
[21] William W. Mullins. “Two-dimensional motion of idealized grain boundaries”. In: Journal of
Applied Physics 27.8 (1956), pp. 900–904.
[22] Steven J. Ruuth and Brian T. R. Wetton. “A simple scheme for volume-preserving motion by
mean curvature”. In: Journal of Scientific Computing 19.1-3 (2003), pp. 373–384.
36 BIBLIOGRAPHY
[23] Drew Swartz. “Analysis of models for curvature driven motion of interfaces”. PhD thesis.
Purdue University, 2015.
