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Cap´ıtulo 1
Introduc¸a˜o
Neste trabalho analisa-se o controle preditivo de sistemas lineares e na˜o lineares
com atraso. O estudo aqui apresentado, ocupa-se fundamentalmente com a robustez,
a garantia de estabilidade e do caso particular de processos com dinaˆmica integradora
ou insta´vel. Os resultados obtidos neste trabalho melhoram algumas das estrate´gias de
controle preditivo existentes e contribuem ao entendimento de problemas associados a
este tipo de sistemas.
1.1 Motivac¸a˜o
O controle preditivo baseado em modelo (“model-based predictive control”, mpc) e´
classificado dentro da famı´lia de algoritmos de controle que utilizam um modelo expl´ı-
cito do processo para predizer a resposta futura da planta e calcular a ac¸a˜o de controle
com base nestas informac¸o˜es. O mpc foi desenvolvido inicialmente para solucionar
problemas exclusivos em algumas aplicac¸o˜es relacionadas com a indu´stria do refino de
petro´leo e de gerac¸a˜o de energia. A tecnologia do mpc pode ser agora encontrada
numa lista variada de a´reas de aplicac¸a˜o, incluindo produtos qu´ımicos, farmaceˆuticos,
processamento de alimentos, indu´stria automotriz, do ac¸o, aplicac¸o˜es aeroespaciais,
biome´dicas, refino de ac¸u´car, em roboˆ manipuladores, etc (Qin e Badgwel 2003). Os
principais motivos do uso do mpc devem-se fundamentalmente a que: pode ser apli-
cado tanto em sistemas monovaria´veis como em multivaria´veis; lineares e na˜o lineares;
as ac¸o˜es de controle por prealimentac¸a˜o podem ser inclu´ıdas no algoritmo de forma
direta; as restric¸o˜es nas varia´veis de entrada e sa´ıda da planta podem ser consideradas
em tempo real no controlador e; pela pro´pria definic¸a˜o, o mpc pode ser utilizado para
controlar plantas com atraso (Camacho e Bordons 2004).
2 Introduc¸a˜o
Numa pesquisa apresentada na revista Journal of Process Control sobre contro-
ladores utilizados em indu´strias japonesas, em que se mostra a prefereˆncia dos opera-
dores pelos sistemas de controle baseado em modelos, o grau de satisfac¸a˜o e´ de um 80%
na maioria dos casos. Os resultados refletem as vantagens do uso deste tipo de contro-
ladores, especialmente quando se apresentam problemas causados pelas perturbac¸o˜es e
atrasos de transporte (Takatsu et al. 1998).
O campo do controle preditivo pode-se dividir em duas a´reas: o controle de sistemas
lineares e o de sistemas na˜o lineares. O controle de sistemas lineares e´ aplicado quando
o sistema opera nas vizinhanc¸as de um ponto de operac¸a˜o e o comportamento pode
ser aproximado satisfatoriamente por um modelo linear com atraso. Isto e´ o motivo
pelo qual muitas te´cnicas de mpc foram abordadas utilizando modelos lineares: dmc
(“dinamic matrix control”, (Cutler e Ramaker 1979)); mac (“model algorithm control”,
(Richalet et al. 1976)); gpc (“generalized predictive control”, (Clarke et al. 1987));
epsac (“extended predictive self adaptive control”, (De Keyser 2003)). Embora o
campo dos sistemas lineares ja´ tenha sido amplamente estudado, ainda restam temas
em aberto, tais como:
• estudos sobre a garantia de estabilidade na presenc¸a de incertezas e de restric¸o˜es
nos sinais de controle e de sa´ıda quando se controlam sistemas com atraso;
• o estudo de casos particulares como a aplicac¸a˜o em sistemas com dinaˆmica inte-
gradora ou insta´vel.
Por outro lado, se o processo afasta-se do ponto de operac¸a˜o, ou este e´ varia´vel,
enta˜o necessariamente devera´ ser levado em conta o modelo na˜o linear no projeto do
controle, de forma que permita manter a estabilidade do sistema em malha fechada.
Para contornar este problema, o controle preditivo na˜o linear e´ uma boa alternativa
(Mayne 2000, Mayne et al. 2000). O interesse nos anos recentes neste campo, tem
incrementado em forma crescente o nu´mero de publicac¸o˜es focalizadas principalmente
em aspectos de estabilidade e robustez (Marruedo 2002, Magni 2003, Magni e Scattolini
2004). As soluc¸o˜es neste campo na˜o sa˜o triviais e existem problemas que ainda na˜o
foram resolvidos, tais como:
• a dificuldade para se obter modelos na˜o lineares de processos reais usando te´cnicas
de identificac¸a˜o para processos na˜o lineares;
• a complexidade computacional para a resoluc¸a˜o do controle mpc de processos
na˜o lineares;
Introduc¸a˜o 3
• a complexidade de uma implementac¸a˜o pra´tica de controladores preditivos ro-
bustos de sistemas na˜o lineares.
O apresentado previamente, motiva a continuar pesquisando as te´cnicas de controle
preditivo baseado em modelo e propondo modificac¸o˜es e melhorias nos algoritmos.
1.2 Objetivos
Os objetivos principais deste trabalho sa˜o:
1. aprofundar o conhecimento sobre a soluc¸a˜o de controle preditivo de sistemas
lineares e na˜o lineares com atraso;
2. estender algumas soluc¸o˜es do caso do mpc linear para o caso na˜o linear;
3. estender resultados existentes sobre mpc para casos mais complexos, por exemplo,
sistemas integradores ou insta´veis com atraso e sistemas na˜o lineares com atraso;
4. aplicar os resultados em simulac¸o˜es e em plantas piloto de laborato´rio, sobretudo
direcionando os estudos para o setor biome´dico e de processos industriais.
Para isto, sera´ buscado como objetivo melhorar uma determinada relac¸a˜o entre o
desempenho e a robustez do sistema em malha fechada. O estudo estara´ focalizado
na busca de soluc¸o˜es de fa´cil implementac¸a˜o e utilizac¸a˜o no meio industrial para o
controle de sistemas com atraso, considerando fundamentalmente o comportamento
robusto das mesmas. Da mesma forma, em cada caso estudado, se buscara´ estabelecer
resultados comparativos entre as diferentes estrate´gias de controle de sistemas com
atraso, ressaltando as vantagens e desvantagens de cada estrate´gia.
1.3 Organizac¸a˜o do trabalho
Este trabalho esta´ organizado da seguinte forma:
No Cap´ıtulo 2 faz-se uma revisa˜o dos compensadores de tempo morto e dos con-
troladores preditivos. Estudam-se as diferentes soluc¸o˜es propostas na literatura e suas
propriedades.
No Cap´ıtulo 3 apresentam-se treˆs estrate´gias de mpc para sistemas lineares com
atraso, todas sendo contribuic¸o˜es deste trabalho: uma primeira relacionada com a
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garantia de estabilidade de sistemas com atraso e as duas outras relacionadas com
ajustes para sistemas esta´veis, integradores ou insta´veis com atraso.
No cap´ıtulo 4 propo˜e-se uma estrate´gia de mpc para sistemas na˜o lineares com
atraso com resultados testados em uma planta piloto.
No Cap´ıtulo 5 apresenta-se um estudo de caso aplicado a` dosagem de anestesia de
pacientes durante cirurgia.
Finalmente no Cap´ıtulo 6 apresentam-se as concluso˜es do trabalho.
Cap´ıtulo 2
Controle de sistemas com atraso
Este cap´ıtulo mostra a importaˆncia do uso de um preditor como compensador
de tempo morto associado ao processo e sua influeˆncia no comportamento de malha
fechada do sistema. O cap´ıtulo apresenta tambe´m resultados ba´sicos relacionados com
controle de sistemas com atraso que sera˜o usados nos cap´ıtulos seguintes.
Dado que um dos principais objetivos neste trabalho e´ controlar sistemas com atraso
utilizando te´cnicas de controle preditivo, neste cap´ıtulo e´ realizada uma revisa˜o dos
controladores preditivos ao longo da histo´ria, passando pelo pid (proporcional, inte-
gral, derivativo), os dtc (“dead-time compensator”) e, finalmente, e´ analisado o mpc.
Especial atenc¸a˜o e´ dada ao preditor de Smith (sp, “Smith predictor”) que pode ser
considerado o primeiro controlador preditivo proposto na literatura.
Inicialmente estuda-se a aplicac¸a˜o do pid e sp para o controle de plantas com
atraso e a metodologia que sera´ usada nesta tese para o estudo de robustez de sistemas
de malha fechada. Em seguida apresentam-se modificac¸o˜es importantes do sp que
permitem melhorar seu desempenho por meio de modificac¸o˜es na estrutura. Resultados
experimentais mostram as propriedades dos dtc. Em seguida apresenta-se a te´cnica
de controle preditivo (mpc) e suas caracter´ısticas. Dentro do mpc estudam-se o gpc,
o spgpc (“Smith predictor gpc”) e o epsac para o controle de sistemas lineares, uma
vez que estes algoritmos sa˜o utilizados como base para os cap´ıtulos seguintes. Parte
do conteu´do deste cap´ıtulo foi resumido das teses de doutorado: (Normey-Rico 1999,
Marruedo 2002, Dutra 2003) e da dissertac¸a˜o de mestrado (Torrico 2003).
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2.1 Compensac¸a˜o de tempo morto
Os atrasos entre as varia´veis de entrada e de sa´ıda dos processos aparecem em
muitas plantas industriais, sistemas biolo´gicos e em sistemas econoˆmicos e sociais. Na
maioria dos casos, os atrasos devem-se ao transporte de massa ou energia no processo e
ao efeito produzido pela acumulac¸a˜o de sistemas de baixa ordem. Mas, podem tambe´m
ser produzidos pelo processamento de informac¸o˜es, como por exemplo, em analisadores
e pela transmissa˜o de sinais como nos sistemas de comunicac¸a˜o.
Um dos primeiros sistemas descritos com atraso foi apresentado por Boltzmann
(1874) que estudou o feito do atraso nas propriedades de elasticidade de alguns obje-
tos. Nos in´ıcios do se´culo XX comec¸ou a crescer a necessidade de armazenar os valores
passados de um sistema para poder predizer a evoluc¸a˜o futura. Esta teoria era contra´ria
a` Newtoniana que afirmava que o conhecimento dos valores presentes das varia´veis rele-
vantes sa˜o suficientes para predic¸a˜o. Ate´ que Picard (1907) levou em conta um estudo
no qual mostra a importaˆncia dos estados passados para a obtenc¸a˜o de um modelo
mais realista. Tambe´m comec¸aram a surgir trabalhos com modelos matema´ticos na
a´rea da medicina e biologia. Por exemplo, Ross (1911) descreveu modelos matema´ticos
para a epidemia da mala´ria usando equac¸o˜es diferencias. Logo apo´s, Sharpe e Lotka
(1923) enfatizaram a necessidade de considerar o atraso devido ao tempo de incubac¸a˜o
do v´ırus da mala´ria. Tambe´m com o objetivo da obtenc¸a˜o de modelos mais realistas,
Volterra (1927) desenvolveu a teoria de equac¸o˜es funcionais e integro diferencias. Logo
no ano 1953, em uma monografia da Rand Corporation, Bellman e Danskin apresen-
taram diversas aplicac¸o˜es com equac¸o˜es que continham atraso nas a´reas de economia e
biologia, nas quais ficou evidente a influeˆncia do atraso no comportamento deste tipo
de sistemas.
Esta breve introduc¸a˜o foi resumida de Schoen (1995) e mostra que os atrasos de-
vem ser levados em conta para descrever ou controlar certos tipos de processos. Na
atualidade, um dos principais objetivos do controle automa´tico de processos e´ alcanc¸ar
n´ıveis elevados de produc¸a˜o garantindo uma qualidade desejada. O aumento na pro-
duc¸a˜o com garantia de qualidade requer um sistema de controle que garanta variac¸o˜es
ra´pidas nas varia´veis de controle e que o sistema seja robusto sob perturbac¸o˜es e varia-
c¸o˜es em alguns paraˆmetros. Portanto e´ necessa´rio levar em conta os efeitos do atraso
no projeto de controle de forma a garantir estes requisitos.
No campo do controle de processos, a presenc¸a do atraso na malha de controle, tem
duas consequ¨eˆncias fundamentais:
1. O atraso (ou tempo morto) diminui consideravelmente a fase do sistema, conse-
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qu¨entemente diminuem as margens de ganho e de fase do sistema.
2. No caso cont´ınuo as relac¸o˜es entrada-sa´ıda do sistema tornam-se irracionais o que
dificulta o projeto de controle (Palmor 1996).
A utilizac¸a˜o de me´todos cla´ssicos de projeto de controladores na compensac¸a˜o de
sistemas com atraso (por exemplo controladores tipo “proporcional integral derivativo”
pid), exigem ajustes conservadores (que produzem respostas lentas) para garantir a es-
tabilidade do sistema em malha fechada (Hagglung (1996), Astrom e Hagglund (1995)).
De forma geral, se o atraso e´ pequeno (menor que duas vezes a constante de tempo do-
minante do sistema) e o modelo e´ de baixa ordem, o ajuste do pid permite a obtenc¸a˜o
de uma soluc¸a˜o aceita´vel. Mas se o atraso e´ grande e deseja-se obter respostas em
malha fechada mais ra´pidas, enta˜o e´ conveniente utilizar sistemas de compensac¸a˜o de
atraso. Estes aspectos sa˜o analisados na sequ¨eˆncia.
2.1.1 Controlador pid para sistemas com atraso
A ac¸a˜o de um controlador pid ideal pode ser calculada como:
u(t) = Kc[e(t) +
1
Ti
∫ t
0
e(t) + Td
de(t)
dt
] (2.1)
em que Kc e´ o ganho do controlador, Ti o tempo integral, Td o tempo derivativo, u(t)
o sinal de controle e e(t) o erro entre a sa´ıda do processo e a refereˆncia.
tempot t+ Td
erro
e(t)
e(t+ Td)
eˆ(t+ Td)
Figura 2.1: Interpretac¸a˜o da ac¸a˜o derivativa como predic¸a˜o do erro.
A soma das ac¸o˜es proporcional e derivativa pode ser interpretada como uma ac¸a˜o
de controle proporcional baseada na predic¸a˜o do erro Td unidades a` frente de t:
uPD = Kc[e(t) + Td
de(t)
dt
] = Kceˆ(t+ Td|t),
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em que eˆ(t+ Td|t) e´ a estimativa do erro do processo e(t) no tempo t+ Td a partir do
instante t. Esta interpretac¸a˜o da ac¸a˜o derivativa, como predic¸a˜o linear do erro, pode
ser apreciada na Figura 2.1.
Esta ide´ia evidencia a importaˆncia de um ajuste apropriado da ac¸a˜o derivativa de
um controlador pid quando o sistema tem atraso de transporte e se a resposta do
processo pode ser interpretada como a de um sistema de primeira ordem mais um
atraso. O controle pi atua sobre a dinaˆmica sem atraso e o pd sobre o atraso (Normey-
Rico e Camacho 2007).
Se o atraso (ou atraso equivalente) for pequeno um ajuste apropriado de Td fornecera´
uma ac¸a˜o, que prediz adequadamente o valor do erro em t+Td e a resposta do sistema
em malha fechada podera´ ser melhorada se comparada a` do controle pi. Quando o
atraso for grande (se comparado a` constante de tempo dominante) e deseja-se acelerar
a resposta em malha fechada, o ajuste de Td na˜o fornecera´ uma boa predic¸a˜o e sera´
necessa´rio utilizar outro tipo de controlador.
2.1.2 Preditor de Smith (sp)
O preditor de Smith (Smith 1957) foi o primeiro sistema de controle proposto na lite-
ratura que introduz um compensador de atraso. Naquela e´poca (1957), ainda usavam-se
equipamentos analo´gicos para o controle de plantas industriais, o que tornava a imple-
mentac¸a˜o do preditor de Smith dif´ıcil e inconveniente. Quando os controladores digitais
comec¸aram a aparecer no mercado, no in´ıcio dos anos 80, a implementac¸a˜o de com-
pensadores de tempo morto (dtc) tornou-se relativamente fa´cil. Isso tem motivado,
nos u´ltimos 25 anos, a diversos autores voltarem a atenc¸a˜o ao preditor de Smith, ana-
lisando as propriedades e propondo me´todos de ajuste ou modificac¸o˜es na estrutura,
procurando melhorar algumas de suas caracter´ısticas (Palmor 1996).
O sp permite melhorar o desempenho de um sistema com atraso em relac¸a˜o a
outras te´cnicas, como por exemplo o pid, principalmente quando o atraso e´ dominante
(maior que duas vezes a constante de tempo dominante do sistema) e bem conhecido.
A estrutura do sp esta´ baseada no uso de um preditor Gn(s) no esquema de controle.
Nesta estrate´gia de controle, realimenta-se a predic¸a˜o da sa´ıda do processo no tempo t,
calculada usando o modelo do processo sem atraso (Gn(s)). Para que o sistema possa
rejeitar erros de modelagem e o efeito das perturbac¸o˜es, realimenta-se a diferenc¸a entre
a sa´ıda do processo e a sa´ıda do modelo com atraso (Pn(s) = Gn(s)e
−Ls em que L e´ o
atraso), tal como ilustrado no esquema da Figura 2.2.
Pode ser observado nesta estrate´gia que (i) a sa´ıda do preditor (Yˆ eLs) e´ uma esti-
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P (s)
e−Ls
YR
Q
Y
−
−
U
C(s)
+
+
+
+
+
Gn(s)
Yˆ eLs
+
Yp E
Figura 2.2: Estrutura de controle do preditor de Smith
mativa da sa´ıda do processo sem o atraso nominal, (ii) como o modelo do preditor na˜o
e´, em geral, igual ao processo real, e´ introduzido um fator de correc¸a˜o E, gerado pela
diferenc¸a entre a sa´ıda real e a predita por (Pn(s)) e (iii) no caso ideal, o erro e´ zero
e o controlador prima´rio C(s) pode ser ajustado considerando apenas a planta sem o
atraso (G(s)). Esta soluc¸a˜o e´ simples e permite obter respostas mais ra´pidas do que as
que podem ser obtidas usando um controle pid (Palmor 1996). Por outro lado, o uso
do sp pode ter as seguintes limitac¸o˜es:
1. A primeira limitac¸a˜o esta´ relacionada com o ajuste do controle prima´rio. Quando
C(s) e´ ajustado considerando-se somente Gn(s), o sistema poderia resultar insta´-
vel para erros de modelagem (P (s)−Pn(s)) pequenos (esta propriedade se analisa
com detalhe na sec¸a˜o 2.2.4).
Para entender claramente a segunda e a terceira limitac¸o˜es consideram-se as re-
lac¸o˜es entrada−sa´ıda do sp:
Hr(s) =
Y (s)
Yr(s)
=
C(s)Pn(s)
1 + C(s)Gn(s)
, (2.2)
Hq(s) =
Y (s)
Q(s)
= Pn(s)
[
1−
C(s)Pn(s)
1 + C(s)Gn(s)
]
= Pn(s)(1−Hr(s)). (2.3)
2. A segunda limitac¸a˜o esta´ relacionada com a estrutura do sp: o sistema de controle
na˜o pode ser utilizado com processos que tenham po´los com parte real positiva
(dado que Hq(s) seria insta´vel) e se o processo for integrador a implementac¸a˜o
na˜o pode ser realizada diretamente usando o esquema da Figura 2.2. Observa-se
na Equac¸a˜o (2.3) que os po´los de Pn(s) sa˜o os po´los de Hq(s) exceto se Pn(s)
tiver um po´lo em s = 0.
3. A terceira limitac¸a˜o esta´ relacionada com a rejeic¸a˜o de perturbac¸o˜es. Se C(s) for
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ajustado para obter uma determinada resposta a perturbac¸o˜es, enta˜o na˜o sera´
poss´ıvel obter simultaneamente qualquer resposta desejada para mudanc¸as da
refereˆncia. Se a planta e´ integradora, o sistema na˜o pode rejeitar perturbac¸o˜es
constantes em regime permanente. Por exemplo, se e´ considerado que Pn(s) =
Gm(s)e
−Ls
s
, em que Gm(s) e´ uma func¸a˜o de transfereˆncia esta´vel com ganho km
e por outro lado que poderia ser aplicado um controlador prima´rio ideal (um
controle de ganho tendendo ao infinito C(s) → ∞), o seguimento a refereˆncias
ser´ıa dado por:
Hr(s) = e
−Ls
e a rejeic¸a˜o de perturbac¸o˜es Hq(s) em estado estaciona´rio seria:
lim
s→0
Hq(s) = lim
s→0
Gm(s)e
−Ls
s
(1− e−Ls) = km, (2.4)
isto demonstra que o sistema na˜o rejeita perturbac¸o˜es constantes no caso inte-
grador.
2.2 Ana´lise de robustez
O projeto de sistemas de controle e´ normalmente baseado em um modelo do pro-
cesso, seja este obtido por identificac¸a˜o ou pelo equacionamento das leis f´ısicas que
regulam o comportamento dinaˆmico do sistema. Devido a`s limitac¸o˜es do conhecimento
do processo, os modelos utilizados na˜o representam fielmente a dinaˆmica real. Como
consequ¨eˆncia, se o projeto do controle e´ realizado unicamente com base no modelo, o
mesmo pode na˜o funcionar como desejado quando opera com o processo real.
Quando um controlador e´ capaz de controlar um processo mesmo que o modelo
usado para o projeto na˜o seja perfeito, se diz que o mesmo e´ robusto. O grau de
robustez do sistema pode ser medido de va´rias formas, mas e´ claro que devera´ ser
maior quanto maiores forem as incertezas ou erros de modelagem do processo, isto
para garantir um bom desempenho do sistema.
A primeira ac¸a˜o que deve ser levada em conta no estudo de um sistema controle
robusto e´ aceitar que devido a`s limitac¸o˜es do conhecimento do processo, os modelos
que sera˜o obtidos na˜o representam fielmente a dinaˆmica real. Assim, o projeto de
um sistema de controle robusto deve considerar sequ¨encialmente as seguintes etapas
(Morari e Zafiriou 1989):
1. Estudar as incertezas de modelagem;
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2. Representar adequadamente as incertezas;
3. Projetar os controladores considerando os erros de modelagem para se obter um
comportamento robusto do controlador.
Em seguida mostra-se como sera˜o abordadas cada uma destas etapas nesta tese.
2.2.1 Incertezas de modelagem
A modelagem de processos normalmente considera que estes podem ser representa-
dos por um conjunto de equac¸o˜es relacionando as varia´veis e paraˆmetros. As incertezas
de modelagem podem ter va´rias origens. Algumas delas sa˜o:
1. paraˆmetros sa˜o sempre aproximac¸o˜es dos valores reais;
2. paraˆmetros do modelo variam devido a`s na˜o linearidades ou a mudanc¸as no ponto
de operac¸a˜o;
3. erros de medic¸a˜o de varia´veis;
4. desconhecimento da estrutura do processo em alta frequ¨eˆncia;
5. na pra´tica, por simplicidade, usam-se modelos de baixa ordem.
As incertezas mencionadas acima podem ser classificadas em dois grupos:
1. Incertezas parame´tricas ou estruturadas: e´ quando a estrutura do modelo uti-
lizada para representar o processo e´ perfeitamente conhecida e invariante, e ape-
nas seus paraˆmetros estara˜o sujeitos a variac¸o˜es. Um exemplo deste tipo pode
ser uma planta que tem um comportamento dinaˆmico de um sistema de primeira
ordem, linear, com ganho esta´tico varia´vel.
2. Incertezas na˜o estruturadas: quando a estrutura, a ordem e outras caracter´ısticas
do modelo utilizado para representar o processo podem variar, de forma tal que
na˜o e´ poss´ıvel representa´-lo por um u´nico modelo com paraˆmetros varia´veis. Um
exemplo deste tipo pode ser uma planta que tem um comportamento dinaˆmico,
que pode se representado por um sistema de ordem varia´vel em que unicamente
limitam-se os valores de amplitude da sua resposta em frequ¨eˆncia.
Esta segunda representac¸a˜o, que permite incluir as dinaˆmicas na˜o modeladas no
modelo das incertezas, sera´ usada neste trabalho.
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2.2.2 Representac¸a˜o das incertezas
Para poder colocar formalmente a representac¸a˜o das incertezas e´ necessa´rio que
sejam definidos os conceitos de modelo nominal e famı´lia de modelos.
Ao descrever o comportamento de um processo linearmente normalmente devem ser
usados va´rios modelos. Este conjunto de modelos lineares definem-se como a famı´lia de
modelos que permitem representar o comportamento do processo. Dentre eles existe
um modelo, usualmente chamado modelo nominal, que e´ normalmente usado para
representar o comportamento padra˜o ou me´dio do sistema. Ainda, este modelo nor-
malmente e´ usado na teoria de controle para o projeto por te´cnicas cla´ssicas, como por
exemplo, o me´todo do Lugar Geome´trico das Ra´ızes.
Ao longo deste documento, o modelo nominal e´ normalmente representado por uma
func¸a˜o do tipo:
Pn(s) = Gn(s)e
−Ls,
em que Gn(s) modela a dinaˆmica do processo e L e´ o atraso.
Por outro lado, para ana´lise, o processo “real”pode ser representado por um modelo
de incertezas na˜o estruturadas aditivas ou multiplicativas. Assim para cada Pi(s) da
famı´lia:
Pi(s) = Pn(s) + ∆Pi(s), (2.5)
ou
Pi(s) = Pn(s)(1 + δPi(s)), (2.6)
em que ∆Pi(s) e´ o erro aditivo e δPi(s) o erro multiplicativo. ∆P (s) e δP (s) conte´m
o ma´ximo erro de modelagem do sistema, tais que:
|∆P (s)| ≥ |∆Pi(s)|, s = jω, ω > 0,
|δP (s)| ≥ |δPi(s)|, s = jω, ω > 0.
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2.2.3 Estabilidade e robustez
Considere o sistema de malha fechada da Figura 2.3 em que C ′(s) e´ o controlador
e P (s) representa a planta. Considerando que as incertezas sa˜o de tipo na˜o estrutu-
radas aditivas (2.5) e considerando o crite´rio de Nyquist, um condic¸a˜o suficiente de
estabilidade robusta e´ dada por (Morari e Zafiriou 1989):
|∆P (jω)| <
|1 + C ′(jω)Pn(jω)|
|C ′(jω)|
, ∀ω > 0. (2.7)
P (s)C ′(s)
YUEYR +
−
Figura 2.3: Sistema de malha fechada
Definindo o ı´ndice de robustez IR como o segundo termo de (2.7) obte´m-se:
|∆P (jω)| < IR(ω) =
|1 + C ′(jω)Pn(jω)|
|C ′(jω)|
, ∀ω > 0, (2.8)
No caso de incertezas na˜o estruturadas multiplicativas o ı´ndice de robustez iR e´
dado por:
iR(ω) =
|1 + C ′(jω)Pn(jω)|
|C ′(jω)Pn(jω)|
, ∀ω > 0, (2.9)
e a condic¸a˜o suficiente de estabilidade robusta e´ dada por: iR(ω) > |δP (jω)| ,
∆P (jω)
Pn(jω)
.
Nota-se que:
iR(ω) =
IR(ω)
|Pn(jω)|
.
2.2.4 Estabilidade e robustez do preditor de Smith (sp)
Se e´ considerada a estrutura do preditor de Smith (Figura 2.2), esta pode ser re-
duzida em uma estrutura equivalente a` Figura 2.3, em que:
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C ′(s) =
C(s)
1 + C(s)(Gn(s)− Pn(s))
.
Substituindo C ′ no ı´ndice de robustez (2.8), obte´m-se:
IR(ω) =
∣∣∣∣1 + C(jω)1 + C(jω)(Gn(jω)− Pn(jω))Pn(jω)
∣∣∣∣∣∣∣∣ C(jω)1 + C(jω)(Gn(jω)− Pn(jω))
∣∣∣∣
, ∀ω > 0, (2.10)
=
|1 + C(jω)(Gn(jω)− Pn(jω)) + C(jω)Pn(jω)|
|C(jω)|
(2.11)
e logo simplificando:
IR(ω) =
|1 + C(jω)Gn(jω)|
|C(jω)|
∀ω > 0. (2.12)
No caso de incertezas na˜o estruturadas multiplicativas o ı´ndice de robustez iR e´
dado por:
iR(ω) =
|1 + C(jω)Gn(jω)|
|C(jω)Gn(jω)|
, ∀ω > 0, (2.13)
e a condic¸a˜o de estabilidade robusta e´ dada por: iR(ω) > |δP (jω)|.
Nota-se que:
iR(ω) =
IR(ω)
|Gn(jω)|
.
Observa-se que a robustez iR (ou IR) do sp depende somente do modelo sem atraso
Gn e do controle prima´rio C.
Se o controle prima´rio C for projetado para obter respostas muito ra´pidas em malha
fechada, enta˜o o sistema tera´ um ı´ndice de robustez muito pequeno em altas frequ¨eˆn-
cias (iR(ω) ≈ 1), precisamente onde existem mais incertezas de modelagem, podendo o
sistema se tornar insta´vel em malha fechada com pequenos erros de modelagem. Por-
tanto, no sp assim como em outros controladores, na˜o e´ poss´ıvel a obtenc¸a˜o simultaˆnea
de respostas ra´pidas ao seguimento de refereˆncias e ı´ndice de robustez elevado.
Na continuac¸a˜o analisam-se as modificac¸o˜es mais relevantes apresentadas na litera-
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tura do sp que apontam para a soluc¸a˜o dos problemas discutidos nesta sec¸a˜o.
2.3 Modificac¸o˜es ao preditor de Smith
Va´rios autores propuseram diferentes modificac¸o˜es ao sp original para melhorar
o comportamento em malha fechada do sistema de controle quando o processo e´ es-
ta´vel com atraso dominante (Astrom e Hagglund 1995, Normey-Rico et al. 1997), inte-
grador e possui atraso dominante (Astrom et al. 1994, Matausek e Micic 1996, Zhang
e Sun 1996, Tian e Gao 1999, Normey-Rico e Camacho 1999a, Normey-Rico e
Camacho 2002, Hang et al. 2003) e, recentemente em (Liu et al. 2005, Torrico e Normey-
Rico 2006), quando o processo e´ insta´vel com atraso dominante. No caso esta´vel, a
robustez do algoritmo de Astrom e Hagglund (1995), que pode ser usado em plantas
com atraso dominante, foi melhorada por Normey-Rico et al. (1997) incluindo um filtro
passa baixa na estrutura de predic¸a˜o e mantendo a simplicidade de ajuste do algoritmo
original. No caso de plantas integradoras com atraso, o algoritmo de Astrom et al.
(1994) foi comparado com o proposto por Watanabe e Ito (1981) para mostrar como
o primeiro melhorava a resposta do segundo a`s mudanc¸as da refereˆncia, mantendo as
mesmas vantagens a` rejeic¸a˜o das perturbac¸o˜es. Posteriormente a soluc¸a˜o proposta por
Matausek e Micic (1996) para o mesmo problema, permite obter resultados parecidos
aos de Astrom et al. (1994), mas utilizando uma estrutura mais simples e fa´cil de ajus-
tar. Por outro lado, os autores Normey-Rico e Camacho (1999a) demonstraram que,
incluindo um filtro de refereˆncia na estrutura do compensador de atrasos de Watanabe
e Ito (1981) e ajustando adequadamente um modelo ra´pido (Gn(1− Ls)) e o controle
prima´rio (C(s)), e´ poss´ıvel obter resultados equivalentes aos controladores apresen-
tados em Astrom et al. (1994) e Matausek e Micic (1996) tanto para a rejeic¸a˜o de
perturbac¸o˜es quanto para o seguimento de refereˆncias. Logo apo´s em Normey-Rico e
Camacho (2002) foi apresentado um enfoque unificado do controle de processos esta´veis
e integradores com atraso, mostrando como a estrutura de Normey-Rico e Camacho
(1999a) pode ser melhorada usando um filtro de refereˆncia diferente. Por outro lado,
em Zhong e Normey-Rico (2002), ao inve´s de utilizar o sp para compensar o atraso, foi
proposto um observador de perturbac¸o˜es baseado na estrutura dois graus de liberdade.
Esta estrutura de controle apresenta um melhor desempenho do que o de Normey-Rico
e Camacho (2002) e pode ser projetada para a rejeic¸a˜o de perturbac¸o˜es de forma mais
simples. E´ fa´cil de se ajustar os paraˆmetros e de se implementar. Igualmente num
trabalho recente, apresentado em Torrico e Normey-Rico (2005a), foi proposto o ajuste
dos paraˆmetros, no caso discreto, do observador de perturbac¸o˜es baseado na estrutura
2dof para plantas esta´veis e integradoras. Nesta tese, os resultados sa˜o estendidos
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para plantas insta´veis e as questo˜es de implementac¸a˜o sa˜o analisadas. Ale´m disso,
como parte das contribuic¸o˜es desta tese, propo˜e-se uma metodologia de escolha do
per´ıodo de amostragem e um ajuste do controlador para sistemas com atraso.
2.3.1 Preditor de Smith filtrado
A estrutura do preditor de Smith filtrado (fsp) e´ representada na Figura 2.4 e foi
apresentada inicialmente para plantas esta´veis em Normey-Rico et al. (1997).
P (s)
e−Ls
YR
Q
Y
−
−
U
C(s)
+
+
+
+
+
Gn(s)
Yˆ eLs
E
R(s)
+
Yp
Figura 2.4: Estrutura de controle do preditor de Smith filtrado
Observa-se dos diagramas do sp e do fsp que a diferenc¸a do sp para o fsp e´ que
este apresenta um filtro R(s) que atua sobre o erro entre a sa´ıda real e a sa´ıda predita.
Para entender claramente as propriedades do sp filtrado calculam-se as relac¸o˜es
entrada−sa´ıda e o ı´ndice de robustez da estrate´gia ilustrada na Figura 2.4:
Hr(s) =
Y (s)
YR(s)
=
C(s)Pn(s)
1 + C(s)Gn(s)
, (2.14)
Hq(s) =
Y (s)
Q(s)
= Pn(s)
[
1−
C(s)R(s)Pn(s)
1 + C(s)Gn(s)
]
, (2.15)
iR(ω) =
|1 + C(jω)Gn(jω)|
|C(jω)R(jω)Gn(jω)|
, ∀ω > 0. (2.16)
A partir destas relac¸o˜es pode-se deduzir que:
1. Nesta estrutura, se C(s) for projetado para conseguir respostas ra´pidas em malha
fechada, o sistema seria pouco robusto como explicado na sec¸a˜o 2.2.4. Este pro-
blema pode ser contornado projetando R(s) como um filtro passa baixa. Observa-
se que R(s) no caso nominal na˜o afeta a` func¸a˜o de transfereˆncia do seguimento de
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refereˆncias Hr e sim ao ı´ndice de robustez iR e rejeic¸a˜o de perturbac¸o˜es Hq. Na
Equac¸a˜o (2.16) pode-se observar que R(s) esta´ no denominador de iR, portanto
valores pequenos de R(jω) em altas frequ¨eˆncias elevam o ı´ndice de robustez. Por
outro lado com R(s) pequeno em altas frequ¨eˆncias, a rejeic¸a˜o a perturbac¸o˜es
torna-se lenta. Isto significa que R(s) deve ser ajustado considerando o compro-
misso entre a rejeic¸a˜o a perturbac¸o˜es e o ı´ndice de robustez.
2. Se o filtro R(s) na˜o e´ bem escolhido, os po´los de Pn(s) na˜o podem ser eliminados
da func¸a˜o de transfereˆncia perturbac¸a˜o−sa´ıda (exceto um po´lo em s = 0). Isso
acarreta treˆs consequ¨eˆncias importantes:
(a) O sp filtrado aqui estudado na˜o poderia ser utilizados com processos insta´-
veis em malha aberta, pois a resposta a`s perturbac¸o˜es seria insta´vel.
(b) Se os po´los do processo sa˜o mais lentos que os desejados em malha fechada
(da relac¸a˜o Y/YR), enta˜o na˜o seria poss´ıvel acelerar a resposta a`s pertur-
bac¸o˜es com o ajuste de C(s) uma vez que os po´los lentos dominara˜o os
transito´rios. Na pra´tica, este problema aparece somente quando os atrasos
sa˜o pequenos comparados com o tempo de resposta. Nos outros casos, a re-
gra geral consiste em projetar o sistema de controle para conseguir em malha
fechada tempos de resposta similares aos de malha aberta. Do mesmo modo,
deve-se notar que na˜o se justifica projetar sistemas muito ra´pidos se o efeito
em malha fechada na˜o for considera´vel e ao mesmo tempo prejudica-se a
robustez do sistema de controle.
(c) Se a planta tem um po´lo em s = 0 (e´ integradora) e o resto dos po´los possuem
parte real negativa, enta˜o a raiz nula do denominador de Hq(s) cancela-se
com a mesma raiz do numerador de esta func¸a˜o. Consequ¨entemente o ganho
esta´tico de Hq(s) e´ uma constante. Isso implica que o sistema em malha
fechada podera´ funcionar de maneira esta´vel com plantas integradoras, mas
na˜o rejeitara´ perturbac¸o˜es constantes em regime permanente.
3. Se C(s) for o u´nico paraˆmetro de ajuste (como e´ o caso do sp) na˜o seria poss´ıvel
obter simultaneamente uma resposta desejada para mudanc¸as da refereˆncia e
rejeic¸a˜o de perturbac¸o˜es. Assim, para atingir ambas especificac¸o˜es, deve-se usar
necessariamente o filtro R(s). Observa-se que C(s) afeta simultaneamente ao
seguimento de refereˆncias, rejeic¸a˜o de perturbac¸o˜es e robustez do sistema. Para
simplificar o ajuste ao seguimento de refereˆncias pode ser inclu´ıdo na estrutura do
preditor de Smith (Figura 2.2) um filtro na referencia (Fr(s)), que afete somente
Hr(s) e assim desacoplar o ajuste ao seguimento de refereˆncia.
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No caso de sistemas insta´veis e´ poss´ıvel ajustar R(s) para que o termo:[
1−
C(s)R(s)Pn(s)
1 + C(s)Gn(s)
]
de Hq(s) tenha zeros que anulem os po´los insta´veis de Gn(s) e para que:
lim
s→0
Hq(s) = 0. (2.17)
Com este ajuste a estrutura de controle da Figura 2.4 na˜o pode ser aplicada diretamente
por ser internamente insta´vel. A instabilidade interna surge dado que os po´los insta´veis
de Gn(s) na˜o sa˜o expl´ıcitamente simplificados. Este problema sera´ tratado na parte
final desta sec¸a˜o.
Para satisfazer a Equac¸a˜o (2.17), considera-se:
Hq(s) = Pn(s)[1−Hr(s)R(s)] = Pn(s)[1−Gr(s)R(s)e
−Ls],
em que Hr(s) = Gr(s)e
−Ls, considera-se Gr(s) =
Ng(s)
Dg(s)
esta´vel e Gr(0) = 1. Se R(s)
e´ projetado como R(0) = 1 e R(s) =
NR(s)
DR(s)
, obte´m-se:
Hq(s) =
NP (s)
DP (s)
[
Dg(s)DR(s)−Ng(s)NR(s)e
−Ls
DR(s)Dg(s)
]
,
em que
NP (s)
DP (s)
= Pn(s). Assim, escolhe-se NR(s) para que o pseudo polinoˆmio
[Dg(s)DR(s) − Ng(s)NR(s)e
−Ls] tenha as mesmas ra´ızes insta´veis que DP (s). Isto
equivale a considerar o esquema da Figura 2.5 e a predic¸a˜o Yp:
YP = R(s)Y +Gn(s)(1− e
−LsR(s))U.
P (s)
YR
Q
Y
−
UC(s)
+
+
+
Gn(s)−R(s)Gn(s)e
−Ls
+ +Yp
R(s)
Figura 2.5: Estrutura alternativa do preditor de Smith filtrado
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Para que o sistema seja internamente esta´vel, os po´los insta´veis de Gn(s) devem ser
anulados explicitamente pelos zeros de (1− eLsR(s)). Neste caso, que e´ cont´ınuo, isto
e´ muito complexo dado que se o atraso for representado por uma se´rie polinomial em s
(de grau infinito) enta˜o praticamente seria imposs´ıvel realizar uma divisa˜o polinomial
que simplifique explicitamente os po´los insta´veis Gn(s) com os zeros de (1− e
LsR(s)).
Este problema pode ser resolvido na implementac¸a˜o discreta, dado que neste caso
o atraso e´ representado por um polinoˆmio finito. Isto sera´ estudado na sec¸a˜o 2.4.1.
Outra estrate´gia eficiente para compensar sistemas com atraso, e´ o observador de
perturbac¸o˜es de dois graus de liberdade (dtc2dof “dead-time compensator of two
degree-of-freedom”)
2.3.2 Observador de perturbac¸o˜es de dois graus de liberdade
(dtc2dof)
Uma maneira muito eficiente de rejeitar perturbac¸o˜es mensura´veis e´ usar o controle
por pre´-alimentac¸a˜o ou antecipativa. Em processos com perturbac¸o˜es na˜o mensura´veis
e´ interessante usar a ac¸a˜o de pre´-alimentac¸a˜o como um valor estimado, dado que este
tipo de estrutura permite diminuir o efeito das perturbac¸o˜es na sa´ıda. Um observador
de perturbac¸o˜es estima as mesmas a partir das medidas da sa´ıda e do controle.
Para usar estas ide´ias em sistemas com atraso, considera-se que a relac¸a˜o entre a
sa´ıda, a entrada e a perturbac¸a˜o da planta pode ser descrita por:
Y (s) = Gn(s)(e
−LsU(s) + e−LsQ(s)), (2.18)
em que Y e´ a sa´ıda, U a entrada, Q a perturbac¸a˜o e L o atraso. Isolando e−LsQ(s)
obte´m-se:
e−LsQ(s) = G−1n (s)Y (s)− e
−LsU(s). (2.19)
Da Equac¸a˜o (2.19) percebe-se que na˜o e´ poss´ıvel observar a perturbac¸a˜o Q sem
que antes transcorra um tempo L e ale´m disso, a implementac¸a˜o exige que G−1n (s) seja
uma func¸a˜o pro´pria. Portanto, opta-se por uma estimac¸a˜o da perturbac¸a˜o realiza´vel
Qˆ introduzindo-se um filtro V (s) na perturbac¸a˜o observada
Qˆ(s) = V (s)e−LsQ(s) = V (s)(G−1n (s)Y (s)− e
−LsU(s)). (2.20)
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O filtro V (s) deve ser projetado com a considerac¸a˜o de que a func¸a˜o
V (s)
Gn(s)
seja
pro´pria.
Finalmente, a perturbac¸a˜o estimada e´ introduzida na malha de controle (ac¸a˜o de
pre-alimentac¸a˜o) como mostra a Figura 2.6. Completa-se a estrutura com um controle
com preditor para seguimento de refereˆncias.
C(s)
Gn(s)
G−1n (s)e−Ls
V (s)
YR
−
YE
Qˆ
−
Observador de
perturbac¸o˜es
P (s)
Q
+
+
−+
Figura 2.6: Sistema de controle dtc2dof
As relac¸o˜es de entrada−sa´ıda e o ı´ndice de robustez no caso nominal sa˜o represen-
tadas pelas seguintes func¸o˜es (Zhong e Normey-Rico 2002):
Y (s)
YR(s)
=P (s)
C(s)
1 + C(s)Gn(s)
, (2.21)
Y (s)
Q(s)
=P (s)(1− V (s)e−Ls) e (2.22)
iR(ω) =
1
|V (jω)|
, ∀ω > 0. (2.23)
Percebe-se que o sistema esta´ desacoplado entre o seguimento de refereˆncias e a
rejeic¸a˜o de perturbac¸o˜es. Com isso, C(s) e´ ajustado para o seguimento de refereˆncias
e V (s) para a rejeic¸a˜o de perturbac¸o˜es e a robustez. Para que o sistema possa rejeitar
perturbac¸o˜es ra´pidamente, V (s) deve ser aproximado de um em altas frequ¨eˆncias. No
entanto, para que o sistema tenha robustez elevada, o filtro V (s) deve se aproximar
de zero em altas frequ¨eˆncias. Portanto, existe um compromisso entre a robustez e a
resposta a perturbac¸o˜es. Nota-se, que em baixas frequ¨eˆncias o filtro deve tender a um
para que o sistema possa rejeitar perturbac¸o˜es do tipo degrau em regime permanente.
Na pro´xima sec¸a˜o sa˜o analisadas as condic¸o˜es de ajuste do filtro V (s).
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2.3.2.1 Condic¸o˜es de ajuste do filtro V(s)
O filtro V (s) deve ser projetado para rejeitar perturbac¸o˜es, portanto considera-se
a relac¸a˜o perturbac¸a˜o−sa´ıda:
Y (s)
Q(s)
= Pn(s)(1− V (s)e
−Ls). (2.24)
A relac¸a˜o Y/Q deve ter ganho zero para a rejeic¸a˜o de perturbac¸o˜es em regime perma-
nente. Para isto, o ajuste de V varia em func¸a˜o da dinaˆmica da planta ou em func¸a˜o
da ordem das perturbac¸o˜es (degrau, rampa, etc.). Em seguida sa˜o analisados os casos
de plantas esta´veis, integradoras e insta´veis:
1. No caso esta´vel observa-se que a seguinte condic¸a˜o (1 − V (s)e−Ls)|s=0 = 0 deve
ser satisfeita para rejeic¸a˜o de perturbac¸o˜es do tipo degrau.
2. No caso de plantas integradoras o termo (1 − V (s)e−Ls) deve ter mais um zero
em s = 0 para compensar o efeito do integrador. Portanto, as seguintes condic¸o˜es
devem ser satisfeitas:
{
(1− V (s)e−Ls)|s=0 = 0,
d
ds
(1− V (s)e−Ls)|s=0 = 0
(2.25)
3. No caso de plantas insta´veis, o filtro V (s) deve satisfazer o caso esta´vel e o termo
(1 − V (s)e−Ls) deve possuir um zero em cada po´lo si de Pn(s) com parte real
positiva (R(si) > 0). Portanto as seguintes condic¸o˜es devem ser satisfeitas:
{
(1− V (s)e−Ls)|s=0 = 0,
(1− V (s)e−Ls)|s=si = 0.
(2.26)
2.3.2.2 Aspectos de implementac¸a˜o
A estrutura de controle ilustrada na Figura 2.6, que foi estudada no ı´tem anterior,
na˜o pode ser implementada dessa forma devido, a que Gn(s)
−1 pode na˜o ser pro´pria.
Uma soluc¸a˜o simples para este problema e´ a reordenac¸a˜o dos blocos das func¸o˜es
de transfereˆncia, tal que estas sejam pro´prias e a estrutura internamente esta´vel. Para
isto, propo˜e-se a reordenac¸a˜o dos blocos como ilustrado na Figura 2.7, em que:
Feq(s) =
C(s)Gn(s)
1 + C(s)Gn(s)V (s)
,
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Ceq(s) =
V (s)
Gn(s)
1
(1− V (s)e−Ls)
.
Q
Gp(s)e
−Lps Y
+
+
+
−
YR
Ceq(s)Feq(s)
Figura 2.7: Esquema de controle dtc2dof. Feq(s) e Ceq(s) sa˜o func¸o˜es de transfereˆncia
pro´prias e, Gp(s) representa a dinaˆmica da planta sem atraso
Nota-se que esta estrutura na˜o muda as relac¸o˜es entrada−sa´ıda (Y/YR e Y/Q)
da estrutura original (Figura 2.6), mantendo assim as propriedades de seguimento de
refereˆncias e rejeic¸a˜o de perturbac¸o˜es explicadas no ı´tem anterior, com a vantagem que
esta estrutura e´ internamente esta´vel. Por exemplo, se C(s) for bem ajustado o sinal
de sa´ıda de Feq(s) sera´ esta´vel. Por outro lado, o controlador equivalente Ceq(s) tem
pelo menos um po´lo em s = 0, [(1− V (s)e−Ls) = 0, ∀s = 0]. Desta forma, o sistema
de malha fechada podera´ seguir refereˆncias do tipo degrau com erro zero em estado
estaciona´rio.
2.4 Compensac¸a˜o de tempo morto no domı´nio dis-
creto
A implementac¸a˜o analo´gica dos controladores cont´ınuos estudados ate´ aqui, e´ dif´ıcil,
especialmente devido a que os controladores incluem atrasos em sua estrutura. Isto
tem motivado o uso de controladores digitais no controle de sistemas com atrasos.
Controladores digitais tambe´m sa˜o usados para alcanc¸ar um melhor desempenho, em
termos de produtividade ma´xima, custo mı´nimo ou energia usada. O baixo custo dos
computadores digitais e a flexibilidade na programac¸a˜o do controle, sa˜o as principais
vantagens do controle digital.
2.4.1 Implementac¸a˜o discreta do sp filtrado em sistemas inte-
gradores ou insta´veis
Como foi estudado na sec¸a˜o 2.3.1, o sp filtrado na˜o pode ser implementado de
forma exata no domı´nio cont´ınuo para processos insta´veis dado que o controlador e´
internamente insta´vel. No caso discreto, a instabilidade interna pode ser eliminada
como estudado nesta sec¸a˜o.
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O esquema de controle do sp filtrado no caso discreto pode ser representada usando
uma estrutura equivalente a` cont´ınua como se apresenta na Figura 2.8:
P (s)
z−d
YR
Q
Y
−
−
C(z)
+
+
+
+
+
Gn(z)
Yˆ zd
E
R(z)
+
Yp
U
Zoh
Figura 2.8: Estrutura de controle discreto do preditor de Smith filtrado
Nesta figura, Zoh e´ um sustentador de ordem zero, Gn(z) o modelo discreto do
processo e inclui o Zoh, C(z) o controle prima´rio, d e´ o atraso e R(z) o filtro do
preditor.
Para implementac¸a˜o utiliza-se o sinal YP como:
Yp(z) = R(z)Y (z) +Gn(z)(1− R(z)z
−d)U(z)
= R(z)Y (z) +
Gm(z)
PI(z−1)
(
denR(z−1) + numR(z−1)z−d
denR(z−1)
)
U(z)
= R(z)Y (z) + FE(z)U(z),
em que
numR(z−1)
denR(z−1)
= R(z),
Gm(z)
PI(z−1)
= Gn(s), Gm(z) e´ a func¸a˜o de transfereˆncia
discreta do modelo sem os po´los insta´veis e FE(z) = Gn(z)(1 − R(z)z
−d). Observa-
se que FE(z) e´ insta´vel dado que Gn possui po´los insta´veis. Portanto, FE(z) deve
implementar-se sem os po´los insta´veis de Gn(z).
Na pra´tica a func¸a˜o FE(z) e´ implementada como:
FE(z) =
Gm(z)
denR(z−1)
FI(z
−1),
em que FI(z
−1) e´ um polinoˆmio de dimensa˜o d + nR − nI , d e´ o atraso discreto, nR
a dimensa˜o do filtro e nI o nu´mero de po´los insta´veis de Gn(z). O polinoˆmio FI(z
−1)
pode ser calculado dividindo (denR(z−1)− z−dnumR(z−1)) por PI(z
−1).
O ajuste do filtroR(z) e´ equivalente ao caso cont´ınuo, os detalhes sera˜o apresentados
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no pro´ximo cap´ıtulo, em que R(z) sera´ escolhido dependendo de cada caso (plantas
integradoras ou insta´veis).
2.4.2 Implementac¸a˜o discreta da estrutura dtc2dof
Na Figura 2.7 e´ apresentada uma estrutura discreta do dtc2dof equivalente ao
caso cont´ınuo, em que:
Feq(z) =
C(z)Gn(z)
1 + C(z)Gn(z)V (z)
,
Ceq(z) =
V (z)
Gn(z)
1
(1− V (z)z−d)
.
Gp(s)e
−Lps
Y
Q
Gp(z)z
−dp
Ceq(z)Feq(z)
YR
−
+
Figura 2.9: Sistema de controle discreto dtc2dof
A representac¸a˜o discreta do modelo e´ descrito por:
Y (z) = Pn(z)(U(z) +Q(z)),
em que Pn(z)Q(z) representa o efeito da perturbac¸a˜o q(t) na sa´ıda amostrada y(kTs).
Por outro lado, da relac¸a˜o perturbac¸a˜o−sa´ıda
Y
Q
= Pn(z)(1− V (z)z
−d), (2.27)
pode-se deduzir que, para a rejeic¸a˜o de perturbac¸o˜es em estado estaciona´rio, as
seguintes condic¸o˜es devem ser satisfeitas:

(1− V (z)z−d)|z=z0 = 0,
(1− V (z)z−d)|z=1 = 0,
d
dz
(1− V (z)z−d)|z=1 = 0,
...
dm−1
dzm−1
(1− V (z)z−d)|z=1 = 0.
(2.28)
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em que m = m1 +m2, m1 e´ a ordem da perturbac¸a˜o (1 para degraus, 2 para rampas,
etc) e m2 e´ a ac¸a˜o integral da planta (0 para plantas esta´veis, 1 para plantas com um
integrador, 2 para plantas com duplo integrador, etc). A primeira condic¸a˜o da Equac¸a˜o
(2.28) deve ser satisfeita somente em caso de sistemas insta´veis para cada po´lo insta´vel
|z0| ≥ 1 de Pn(z).
Tambe´m, na implementac¸a˜o de V (z), deve ser garantido que V (z)
Gn(z)
seja causal.
Como um exemplo e´ considerado uma planta de segunda ordem e esta´vel:
Gn(z) =
a0z + a1
z2 + b1z + b2
a1 6= −a0, (2.29)
e um filtro do tipo:
V (z) =
α0z
m−1 + α1z
m−2 + ...+ αm−1
(z − β)m
, (2.30)
em que m2 = 0, m = m1 e α0, ...,αm−1 e β devem ser definidos para satisfazer a
Equac¸a˜o (2.28). Se a perturbac¸a˜o e´ do tipo degrau (m = m1 = 1) enta˜o α0 = 1− β, e
β e´ um paraˆmetro de ajuste (0 < β < 1). Portanto,
V (z) =
1− β
z − β
,
em que β pode ser sintonizado levando em conta uma robustez elevada (incrementando
β) ou ra´pida rejeic¸a˜o de perturbac¸o˜es (diminuindo β). No discreto, o ı´ndice de robustez
e´ dado por:
iR(ω) =
1
|V (ejω)|
Nota-se, neste caso que a rejeic¸a˜o de perturbac¸a˜o tambe´m depende dos po´los de Pn(z)
(ver Equac¸a˜o 2.27). Quando as perturbac¸o˜es sa˜o do tipo rampa (m = m1 = 2) ou a
planta e´ integradora com perturbac¸o˜es do tipo degrau (m = m1 +m2 = 1 + 1 = 2) e´
suficiente escolher o filtro da forma:
V (z) =
α0z + α1
(z − β)2
,
em que α0 = dx
2 + 2x, α1 = x
2 − α0 e x = 1− β. Novamente, β e´ um paraˆmetro livre
de ajuste.
26 Controle de sistemas com atraso
2.5 Metodologia para a escolha do per´ıodo de
amostragem
A escolha do per´ıodo de amostragem tem um importante efeito sobre o desempenho
e a robustez de um sistema de controle. Nesta sec¸a˜o, um novo me´todo para a escolha do
per´ıodo de amostragem e´ proposto, para garantir o compromisso entre o desempenho
e a robustez em sistemas com atraso. O estudo foi realizado com base no compensador
de tempo morto dtc2dof estudado previamente.
2.5.1 Escolha de Ts levando em conta a robustez
O ı´ndice de robustez varia em func¸a˜o da escolha do per´ıodo de amostragem Ts.
Per´ıodos de amostragem muito grandes levara˜o o sistema a` instabilidade e per´ıodos
muito pequenos na˜o melhoram significativamente a resposta nem a estabilidade ro-
busta, pore´m aumentam a complexidade do controle, dado que devem aumentar o
nu´mero de medidas passadas dos sinais de sa´ıda e de controle para a obtenc¸a˜o de um
controle equivalente e diminui o tempo de ca´lculo. Neste caso, o per´ıodo de amostragem
o´timo para um dado sistema sera´ o maior valor de Ts que mante´m aproximadamente
as caracter´ısticas de estabilidade robusta deste sistema quase equivalentes ao caso con-
t´ınuo, especialmente nas frequ¨eˆncias em que o erro de modelagem e´ mais importante.
Para analisar o efeito de Ts na robustez, um me´todo gra´fico no domı´nio da frequ¨eˆncia
e´ usado. Os erros na estimac¸a˜o do atraso e na constante de tempo dominante do
processo sa˜o considerados, dado que sa˜o os mais importantes neste tipo de processos
(Normey-Rico e Camacho 1999a). E´ considerado que no caso esta´vel, o processo pode
ser representado por Pn(s) =
e−Ls
1+sτ
e no caso integrativo por Pn(s) =
e−Ls
s(1+sτ)
. Por outro
lado, sa˜o considerados ∆L e ∆τ (∆τ = |τ − τm|, em que τ e´ a constante de tempo do
processo real e τm do modelo) como o ma´ximo erro no atraso e na constante de tempo,
respectivamente. Assim, a condic¸a˜o de estabilidade robusta e´ dada por |δP | < iR ou:
∣∣∣∣P (ejw)− Pn(ejw)Pn(ejw)
∣∣∣∣−1 = 1∣∣∣∣∣
τ
τm
eTjw−
„
τ−τm
τm
+e
−
T
τm
«
eTjw−e
−
T
τm
e−∆Ljw − 1
∣∣∣∣∣
> |V (ejw)|, ∀w ∈ [0, pi/Ts].
(2.31)
Para realizar uma ana´lise gra´fica, V e´ definido como um filtro de primeira ordem
para a rejeic¸a˜o de perturbac¸o˜es do tipo degrau em processos esta´veis:
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V (z) =
1− β
z − β
=
1− e−
Ts
λ
z − e−
Ts
λ
, β = e−
Ts
λ , (2.32)
em que λ e´ um paraˆmetro livre que deve ser ajustado para satisfazer a condic¸a˜o de
estabilidade robusta.
Normalizando a relac¸a˜o de estabilidade robusta, obte´m-se:
E(wn) =
1∣∣∣∣∣∣∣∣
τn
τnm
eTnjwn −
(
τn − τnm
τnm
+ e
−
Tn
τnm
)
eTnjwn − e
−
Tn
τnm
e−jwn − 1
∣∣∣∣∣∣∣∣
> |V (ejwn)|, ∀wn ∈ [0, pi/Tn].
(2.33)
em que wn e´ a frequ¨eˆncia normalizada, Tn e´ o per´ıodo de amostragem normalizado e kn
e´ um paraˆmetro livre que deve ser ajustado. A normalizac¸a˜o nos paraˆmetros permite
que os ajustes sejam em forma geral e va´lidos para um conjunto de casos.
A relac¸a˜o entre os paraˆmetros reais e os normalizados sa˜o:
ωn = ∆Lω, Tn =
Ts
∆L
, τn =
τ
∆L
, τnm =
τm
∆L
, kn =
∆L
λ
,∆L = maxLp |Lp − L|, (2.34)
em que Lp = dpT e´ o atraso real e L = d T e´ o atraso do modelo cont´ınuo.
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100 101
−25
−20
−15
−10
−5
0
5
10
15
20
25
wn
db
Tn = 1
Tn =
1
2
Tn =
1
5
Tn = 2
E|τnm=5
E|τnm=20
Es|τnm=20
wc
(b) wc = 1.23
Figura 2.10: Sintonia do ı´ndice de robustez normalizado: as linhas negritas mostram
a resposta em frequ¨eˆncia de E, as linhas cont´ınuas a resposta em frequ¨eˆncia de V
para diferentes per´ıodos de amostragem (ver a Equac¸a˜o 2.33) e as linhas pontilhadas
a resposta em frequ¨eˆncia de Es (ver a Equac¸a˜o 2.35)
28 Controle de sistemas com atraso
Na Figura 2.10, ilustra-se a resposta em frequ¨eˆncia da robustez normalizada para
quatro per´ıodos de amostragem (Tn = 2, 1,
1
2
, 1
5
). Na mesma figura, o erro de mode-
lagem e´ mostrado para quatro casos diferentes (em linhas negritas). Na Figura 2.10.a,
o primeiro caso e´ calculado com τnm = 1 e o segundo caso com τnm = 10. Em ambos os
casos, um erro de 30% na estimac¸a˜o da constante de tempo e´ considerada. A Figura
2.10.b mostra os outros dois casos, o primeiro com τnm = 5 e o segundo com τnm = 20.
Nestes casos o erro de estimac¸a˜o da constante de tempo e´ 20%.
Observac¸o˜es adicionais:
1. |V (ejωn)| e´ va´lido no intervalo ωn ∈ [0, pi/Tn].
2. o efeito do erro na estimac¸a˜o de τ afeta somente na regia˜o de baixas frequ¨eˆncias
do erro de modelagem;
3. para frequ¨eˆncias pequenas, |V (ejwn)| e´ quase independente de Tn, mas a medida
que a frequ¨eˆncia aumenta as curvas se tornam diferentes.
4. para Tn = 2, o sistema poderia se tornar insta´vel quando o controlador opera
com a planta real e o atraso e´ mal estimado;
5. se o erro de estimac¸a˜o do atraso cresce a curva (E(ω)) se movimenta para as
regio˜es de baixas frequ¨eˆncias. Isto implica que as curvas do erro e da robustez
se intersectara˜o em frequ¨eˆncias menores que pi. Este comportamento e´ mostrado
na mesma figura em que o ma´ximo valor da estimaca˜o do atraso e´ incrementada
em ms,
Es(wn) =
1∣∣∣∣∣∣∣∣
τn
τnm
eTnjwn −
(
τn − τnm
τnm
+ e
−
Tn
τnm
)
eTnjwn − e
−
Tn
τnm
e−(1+ms)jwn − 1
∣∣∣∣∣∣∣∣
, ∀wn ∈ [0, pi/Tn].
(2.35)
Nesse contexto a Equac¸a˜o (2.35) e´ tangente a |V (ejwn)| (linhas pontilhadas da
Figura 2.10). O ponto de cruzamento e´ em ωc, em que a condic¸a˜o de estabilidade
robusta na˜o e´ mais va´lida.
Assim, e´ poss´ıvel concluir que o erro de estimac¸a˜o do atraso e´ o mais importante
nas incertezas do modelo para processos com atraso. Por outro lado, o per´ıodo de
amostragem que na˜o compromete a robustez e´ Tn ≤ 1, o que e´ equivalente sem a
normalizac¸a˜o a Ts ≤ ∆L (ver a Equac¸a˜o 2.34).
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2.5.2 Escolha de Ts levando em conta o desempenho
A ana´lise anterior na˜o considera a deteriorac¸a˜o do desempenho do sistema em malha
fechada quando e´ definido o per´ıodo de amostragem Ts. Nesta sec¸a˜o e´ estudado o
efeito de Ts no desempenho, usando o erro integral quadra´tico (IQE) sobre a rejeic¸a˜o
de perturbac¸a˜o do tipo degrau, considerando que a referencia e´ zero (Figura 2.9). Uma
condic¸a˜o ideal e´ considerada quando Ts → 0. A condic¸a˜o real e´ quando 0 < Ts ≤ ∆L
e sera´ aqui analisada.
Para este estudo e´ considerado a planta descrita por:
P (s) = Gp(s)e
−Ls =
Kp
τs + 1
e−Ls,
cuja representac¸a˜o discreta e´ dada por:
P (z) = Gp(z)z
−d =
Kp(1− a0)
z − a0
z−d.
No caso nominal:
Y (z)
Q(z)
= Pn(z)(1− V (z)z
−d), (2.36)
e V (z) e´ definido como na Equac¸a˜o (2.32). Devido ao atraso, se uma perturbac¸a˜o do
tipo degrau Q e´ aplicada em t = t0 (com refereˆncia zero YR = 0) a sa´ıda Y na˜o e´
afetada ate´ t1 = t0 + L. No intervalo [t1, t2] (t2 = t0 + 2L) a resposta e´ em malha
aberta, dado que a ac¸a˜o de controle atua em t = t1 e o efeito na sa´ıda e´ somente em
t = t2.
O erro e´ dado por:
e(t) = yR(t)− y(t) = 0− y(t) = −y(t), (2.37)
e
IQE =
∫
∞
t0
(e(t))2dt, (2.38)
ou
IQE =
∫ t2
t0
(e(t))2dt+
∫
∞
t2
(e(t))2dt. (2.39)
O primeiro termo de IQE ,
∫ t2
t0
(e(t))2dt, na˜o depende da ac¸a˜o de controle, mas so-
mente o segundo termo,
∫
∞
t2
(e(t))2dt, poderia ser afetado.
Considerando t0 = 0, o erro integral quadra´tico no intervalo [0, t2] e´ calculado como:
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I1 =
∫ t2
0
(y(t))2dt (2.40)
A func¸a˜o de transfereˆncia cont´ınua da sa´ıda da planta e´ representada por:
Y
Q
= G(s)e−Ls(1− V (s)e−Ls) =
Kp
τs+ 1
e−Ls(1−
1
λs+ 1
e−Ls). (2.41)
Calculando a inversa da transformada de Laplace, para uma perturbac¸a˜o constante
q, obte´m-se:
y(t) = 0, ∀t : [t0, t1], (2.42)
y(t) = Kpq(1− e
−
t−t1
τ ), ∀t : [t1, t2]. (2.43)
Substituindo a sa´ıda y(t) na Equac¸a˜o (2.40) e calculando a integral, obte´m-se:
I1 = K
2
pq
2
(
L+ 2τ(e−
L
τ − 1)−
τ
2
(e−
2L
τ − 1)
)
. (2.44)
No intervalo [t2, ∞] o erro integral quadra´tico quando T → 0 e´ calculado como:
I2 =
∫
∞
t2
(y(t))2dt, (2.45)
a sa´ıda da planta no intervalo [t2, ∞] e´ dada por:
y(t) = Kpq
{
(1− e−
t−t1
τ )−
(
1−
τ
τ − λ
e−
t−t2
τ +
λ
τ − λ
e−
t−t2
λ
)}
. (2.46)
Substituindo a sa´ıda na equac¸a˜o (2.45) e resolvendo a integral, obte´m-se:
I2 =
K2pq
2
(τ − λ)2
(
(τ − e−
L
τ (τ − λ))2
τ
2
− 2(τ − e−
L
τ (τ − λ))λ2
τ
τ + λ
+
λ3
2
)
. (2.47)
No caso discreto o erro integral quadra´tico no intervalo [t2, ∞] e´ dado por:
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I2D =
∞∑
kT=t2
∫ kT+T
kT
(y(t))2dt, (2.48)
em que y(t) e´ dado por:
y(t) = Kpqb
kT
(
1− e−
t
τ
(
1−
y(kT )
KpqbkT
))
∀ t : [kT, kT + T ]. (2.49)
Calculado a integral da Equac¸a˜o (2.48), obte´m-se:
I2D = K
2
pq
2b2kT
∞∑
kT=t2
{
T + 2τ(e−
T
τ − 1)
(
1−
y(kT )
Kpq bkT
)
−
τ
2
(e−
2T
τ − 1)
(
1−
y(kT )
Kpq bkT
)2}
.
(2.50)
A relac¸a˜o entre I2D (Equac¸a˜o (2.50)) e I2 (Equac¸a˜o (2.47)) pode ser computada
para valores diferentes de τ
L
. O pior caso e´ obtido quando τ
L
→ 0, isto e´, o caso de
sistemas com atraso dominante (L >> 2τ). Assim, considerando somente o pior caso,
τ = 0, as Equac¸o˜es (2.44), (2.47) e(2.50) podem ser reescritas como:
I1 = K
2
pq
2L, I2 =
∫
∞
t2
(e(t))2dt =
K2pq
2λ
2
e I2D = K
2
pq
2T
2kn
T
∆L
1− e−2kn
T
∆L
. (2.51)
A relac¸a˜o I2D
I2
, definida como ke, pode ser expressa em func¸a˜o de
T
∆L
como segue:
ke =
I2D
I2
=
2kn
T
∆L
1− e−2kn
T
∆L
. (2.52)
O erro integral quadra´tico no caso de um controlador cont´ınuo (T → 0) e´ dado por
EIQcontinuo = I1 + I2, (2.53)
e o erro integral quadra´tico discreto por:
EIQdiscreto = I1 + I2D = I1 + keI2. (2.54)
A relac¸a˜o entre EIQcontinuo e EIQdiscreto e´ denominada ı´ndice do erro integral
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quadra´tico (IEIQ) que e´ dado por:
IEIQ =
EIQdiscreto
EIQcontinuo
=
I1 + keI2
I1 + I2
, (2.55)
esta equac¸a˜o pode ser reduzida a:
IEIQ =
1 + ke
2kn
∆L
L
1 + 1
2kn
∆L
L
(2.56)
em que kn e´ ajustado para manter a estabilidade robusta e ke e´ calculada por meio da
Equac¸a˜o (2.52).
Observa-se que uma vez que e´ calculado kn, pode ser definido o filtro V (z) tal que
mantenha a estabilidade robusta do sistema para um caso particular, por meio das
Equac¸o˜es (2.32) e (2.34).
2.5.3 Me´todo de escolha do per´ıodo de amostragem
O per´ıodo de amostragem pode ser escolhido considerando a robustez e o desem-
penho de sistema. Na sec¸a˜o 2.5.1 foi estudado o efeito da escolha de Ts sobre a robustez
do sistema. Foi demonstrado que a escolha de Ts ≤ ∆L (Tn ≤ 1) na˜o modifica con-
sideravelmente a robustez do sistema. Por outro lado na sec¸a˜o 2.5.2 foi estudado o
efeito da escolha de Ts sobre o comportamento do sistema definido pelo ı´ndice do erro
integral quadra´tico (IEIQ), tal como se mostra na Figura 2.11.
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Figura 2.11: Escolha de Ts
Portanto, se e´ desejado que a escolha de Ts mantenha a estabilidade robusta e
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na˜o afete significativamente o comportamento do sistema, devem-se utilizar os crite´rios
estudados nas sec¸o˜es 2.5.1 e 2.5.2. Por exemplo, na Tabela 2.1 e´ escolhido o per´ıodo
de amostragem levando em conta a premissa de que o erro integral quadra´tico discreto
EIQdiscreto na˜o deve exceder em 10% ao do caso cont´ınuo e o sistema deve manter a
estabilidade robusta para variac¸o˜es do atraso. Mesmo quando Ts = ∆L, o sistema
mante´m a estabilidade robusta para grandes variac¸o˜es do atraso. Esta escolha na˜o e´
adequada em caso de grandes variac¸o˜es do atraso quando se deseja atender o crite´rio
de comportamento.
∆L Escolha do per´ıodo de amostragem
0-17% Ts = ∆L
17%-45% Ts = ∆L/2
45%-82% Ts = ∆L/3
82%-100% Ts = ∆L/4
Tabela 2.1: Escolha de Ts para IEIQ = 1.1
Assim, o me´todo proposto permite uma forma simples de escolha do per´ıodo de
amostragem, que exige menos custo computacional e garante a estabilidade robusta do
sistema e bom comportamento para erros de estimac¸a˜o do atraso dentro de uma faixa
considerada.
2.6 Resultados experimentais dos dtc
Figura 2.12: Planta piloto
Para ilustrar a aplicac¸a˜o dos dtc apresentados, o controle de temperatura de uma
planta piloto do “Departamento de Automac¸a˜o e Sistemas”, ilustrado na Figura 4.5,
e´ apresentado. Na planta, a vaza˜o da entrada de a´gua e´ impulsionada pela bomba
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B1 do tanque de armazenamento Ta ao tanque aquecedor T1. Nesse tanque, a agua
e´ aquecida com um aquecedor ele´trico e e´ conduzido por meio de um tubo longo ao
segundo tanque T2 onde o sensor de temperatura esta´ localizado. A vaza˜o e´ mantida no
valor desejado pela va´lvula FY1. Tambe´m a va´lvula manual VM pode ser usada para
mudar as condic¸o˜es de operac¸a˜o do tanque T2. Toda a instrumentac¸a˜o e dispositivos de
controle esta˜o conectados por uma rede Fieldbus ao SCADA que e´ executado por um
computador. Neste tipo de aplicac¸a˜o, em que a rede e´ usada para tarefas de supervisa˜o
e controle, o per´ıodo de amostragem e´ um paraˆmetro de ajuste muito importante e
na˜o pode ser escolhido menor que um determinado valor. O modelo do processo, que
relaciona a energia entregue ao aquecedor e a temperatura de sa´ıda, foi obtido usando
alguns ensaios de resposta ao degrau na regia˜o de operac¸a˜o. Por meio do me´todo de
curva de reac¸a˜o (Astrom e Hagglund 1995) sa˜o obtidos va´rios modelos de primeira
ordem mais tempo morto e o seguinte modelo foi escolhido como o modelo nominal:
P (s) =
0.7
6s+ 1
e−12s,
em que as constantes de tempo esta˜o em minutos. O erro ma´ximo na estimac¸a˜o dos
paraˆmetros foi estimado em 10%. O controlador dtc2dof discreto foi sintonizado
usando esta informac¸a˜o. Seguindo o procedimento apresentado nas sec¸o˜es previas, o
per´ıodo de amostragem foi definido Ts = 1min. Os paraˆmetros obtidos do controlador
sa˜o mostrados na Tabela 2.2.
Caso Filtro de refereˆncia Filtro de realimentac¸a˜o V(z)
Perturbac¸a˜o Degrau 1.18z
2
−2z+0.85
z2−1.72z+0.74
0.57z−0.48
0.11z−0.05
0.5654
z−0.43
Perturbac¸a˜o Rampa 0.63z
3
−1.46z2+1.13z−0.29
z3−2.52z2+2.12z−0.59
0.543−1.35z2+1.12z−0.30
0.020z3−0.017z2−0.014z+0.012
0.54z−0.52
z2−1.69z+0.72
Tabela 2.2: Paraˆmetros do controlador
Os resultados experimentais ilustrados na Figura 2.13.a inicialmente consideram a
sintonia do dtc2dof para a rejeic¸a˜o de perturbac¸o˜es do tipo degrau. No intervalo de
tempo t = [0, 50min], a temperatura ambiente permaneceu aproximadamente constante
e a temperatura controlada alcanc¸a a refereˆncia desejada embora apresenta um sobre-
sinal. No intervalo de tempo t = [50, 100]min a temperatura ambiente, que e´ no
per´ıodo da tarde, comec¸a a diminuir em forma aproximada a uma rampa. Neste caso a
temperatura na˜o pode alcanc¸ar a refereˆncia desejada (veja a Figura 2.13.a). Para testar
a rejeic¸a˜o de perturbac¸a˜o e´ introduzida uma mudanc¸a na vaza˜o de entrada de 10% do
valor nominal em t = 95min. Observa-se que o controlador rejeita as perturbac¸o˜es tipo
degrau.
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Para a obtenc¸a˜o de uma melhor resposta ao seguimento de refereˆncias e a rejeic¸a˜o
de perturbac¸o˜es do tipo rampa, causadas pela temperatura ambiente, o controlador
dtc2dof e´ recalculado usando um modelo diferente P (s) = 0.7
(5s+1)(3s+1)
e−10s e o modelo
de perturbac¸a˜o do tipo rampa. Os paraˆmetros deste novo controlador sa˜o dados na
Tabela 2.2. O u´ltimo ensaio foi realizado no per´ıodo da manha˜, quando a temperatura
ambiente sempre e´ crescente. Como pode ser visto na Figura 2.13.b, o desempenho do
controlador foi melhorado e o sistema segue refereˆncia com erro em estado estaciona´rio
quase zero.
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Figura 2.13: Resultados experimentais
Na sec¸a˜o a seguir apresentam-se o mpc e estudos de como a robustez pode ser
melhorada com uma estrutura de compensac¸a˜o de tempo morto dtc.
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2.7 O controlador preditivo baseado em modelo
mpc
O mpc esta´ dentro da famı´lia de controladores o´timos, isto e´, aqueles em que a
sequ¨eˆncia de ac¸o˜es de controle correspondem a` otimizac¸a˜o de um determinado crite´rio
(Camacho e Bordons 2004). O crite´rio, ou func¸a˜o custo, a otimizar esta´ relacionado
com o comportamento futuro do sistema, o qual e´ predito utilizando o modelo dinaˆmico
deste. O intervalo de tempo futuro que se considera na otimizac¸a˜o e´ denominado de
horizonte de predic¸a˜o.
Dado que o comportamento futuro do sistema depende das ac¸o˜es de controle que
sa˜o aplicadas ao longo do horizonte de predic¸a˜o, sa˜o estas as varia´veis de decisa˜o que
sa˜o utilizadas para otimizar o crite´rio. A aplicac¸a˜o da sequ¨eˆncia das ac¸o˜es de controle
sobre o sistema conduzem a um controle em malha aberta. A poss´ıvel diferenc¸a entre o
comportamento predito e o comportamento real, cria a necessidade de impor certo grau
de robustez ao sistema incorporando realimentac¸a˜o do mesmo. Esta realimentac¸a˜o e´
poss´ıvel grac¸as a` estrate´gia de horizonte deslizante que consiste em aplicar apenas as
ac¸o˜es de controle do instante presente. Logo apo´s o sistema e´ amostrado e e´ resolvido
um novo problema de otimizac¸a˜o. Desta forma, o horizonte vai sendo deslocado para
frente ao longo do tempo.
Uma das propriedades mais importantes do mpc e´ sua formulac¸a˜o aberta, que
permite a incorporac¸a˜o de diferentes modelos de predic¸a˜o, sejam estes lineares ou na˜o
lineares, monovaria´veis ou multivaria´veis e a considerac¸a˜o de restric¸o˜es sobre o sistema.
O primeiro grupo de controladores preditivos que surgiu e teve aplicac¸a˜o inmediata
na indu´stria, e´ constituido pelos controladores: “dinamic matrix control” (dmc), que
foi desenvolvido por engenheiros da Shell Oil, no in´ıcio da de´cada de 70, com a primeira
aplicac¸a˜o no ano 1973 e que logo apo´s foi apresentada na literatura por Cutler e Ra-
maker (1979) e; o “model predictive heuristic control”(mphc) que teve sua primeira
aplicac¸a˜o reportada em Richalet et al. (1976). Posteriormente esta estrate´gia foi de-
nominada na literatura como “model algorithmic control” (mac). Estes algoritmos
baseiam-se em modelos lineares de resposta ao degrau ou ao impulso respectivamente,
para descrever a planta, e as perturbac¸o˜es sa˜o consideradas como as diferenc¸as entre a
sa´ıda do processo real e a sa´ıda de predic¸a˜o (Lee et al. 1994).
Por outro lado, existe outro grupo de algoritmos mpc lineares que surgiram no
meio acadeˆmico, geralmente relacionados ao controle adaptativo e possuem uma se´rie
de caracter´ısticas que os diferenciam do dmc e mac. Neste grupo, podem ser inclu´ıdos
o “generalized predictive controller” (gpc, (Clarke et al. 1987)), o “extended predictive
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self adaptive control” (epsac, (Keyser e Cuawenberghe 1985)) e o “extended horizon
adaptive control” (ehac, (Ydstie 1984)). Neste grupo, a planta e as perturbac¸o˜es sa˜o
representadas por um modelo autoregressivo integrado de me´dia mo´vel, denominado
na literatura inglesa de modelo carima (Goodwin e Sin 1984). As predic¸o˜es da sa´ıda
do processo calculam-se usando preditores o´timos. Uma das vantagens do modelo
usado neste segundo grupo de controladores e´ que este e´ mais geral que os de resposta
impulsiva e de resposta ao degrau. Isto permite obter uma representac¸a˜o com menor
nu´mero de paraˆmetros, principalmente em caso de sistemas com atraso. Ale´m disso,
com este tipo de controladores a robustez frente aos erros de modelagem e ru´ıdo de
medic¸a˜o pode ser considerada no algoritmo, por meio do uso de polinoˆmios de filtragem
(Clarke et al. 1987).
Finalmente, existem controladores que usam modelos na˜o lineares. Neste grupo,
podem ser inclu´ıdos o “extended predictive self adaptive control” (nepsac, (Keyser e
Lazar 2003)) e o “Nonlinear generalized predictive control” (ngpc, (Chen et al. 1999)).
O nepsac combina o modelo carima e o modelo na˜o linear, na forma entrada−sa´ıda,
para aproximar a ac¸a˜o do controle ao o´timo. No ngpc usa-se, somente o modelo na˜o
linear para calcular as predic¸o˜es das sa´ıdas e a func¸a˜o custo minimiza a diferenc¸a entre
a sa´ıda e a refereˆncia.
Entre as vantagens e desvantagens em se usar modelos lineares e na˜o lineares no
mpc podem ser citadas as seguintes:
• modelos lineares podem ser identificados de forma relativamente simples;
• em muitas das aplicac¸o˜es o objetivo principal e´ manter a sa´ıda desejada num
determinado ponto em regime permanente. Neste caso, o modelo linear representa
bem o sistema;
• o uso de um modelo linear e uma func¸a˜o objetivo quadra´tica levam a um problema
de programac¸a˜o quadra´tica convexa. Neste caso, existem soluc¸o˜es anal´ıticas e
nume´ricas que podem ser facilmente encontradas;
• existem situac¸o˜es importantes em que as na˜o linearidades sa˜o severas, inclusive
na vizinhanc¸a do ponto de operac¸a˜o. Neste caso, o uso de um modelo na˜o linear
pode ser importante para garantir a estabilidade do sistema em malha fechada;
• do ponto de vista aplicativo a falta de te´cnicas de identificac¸a˜o na˜o linear bem
estabelecidas e´ um problema.
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2.7.1 Formulac¸a˜o do controle preditivo baseado em modelo
O controle preditivo (mpc) cujo esquema esta´ ilustrado na Figura 2.14 e´ formado
pelos seguintes elementos:
de predic¸a˜o
Modelo
PlantaOtimizador
Func¸a˜o objetivoRestric¸o˜es
Sequencia de ac¸o˜es
de controle futuro
y(t)
Trajeto´ria
de refereˆncia
w(t+ k)
u(t+ k|t)
−
+
Sa´ıdas futuras preditas
u(t)
Figura 2.14: Estrutura geral do MPC
1. Modelo de predic¸a˜o: E´ o modelo matema´tico que descreve o comportamento
esperado do sistema. Este modelo pode ser linear ou na˜o linear, em tempo con-
t´ınuo ou em tempo discreto, em varia´veis de estado ou entrada−sa´ıda;
2. Func¸a˜o custo: E´ a func¸a˜o que indica o crite´rio a otimizar. E´ uma func¸a˜o
definida positiva, usualmente quadra´tica, que expressa o custo associado a uma
determinada evoluc¸a˜o do sistema ao longo do horizonte de predic¸a˜o N ;
3. Restric¸o˜es: Indicam os limites dentro dos quais deve permanecer a evoluc¸a˜o
das varia´veis do sistema. A evoluc¸a˜o destas varia´veis na˜o deve exceder deter-
minadas restric¸o˜es que, por limites f´ısicos ou por motivos de seguranc¸a, devem
ser impostas ao sistema. A necessidade, geralmente por motivos econoˆmicos, de
trabalhar em pontos de operac¸a˜o pro´ximos aos limites f´ısicos admiss´ıveis do sis-
tema tem provocado a necessidade de incorporar as restric¸o˜es no algoritmo dos
controladores.
4. Otimizador: E´ um algoritmo que minimiza a func¸a˜o custo sujeita a`s restric¸o˜es
das varia´veis do sistema.
A descric¸a˜o geral da sequ¨eˆncia de controle do mpc (Figura 2.14) e´ apresentada a
seguir:
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1. usando o modelo do processo, estima-se a sa´ıda futura do sistema, a cada instante
de tempo discreto, no horizonte de predic¸a˜o N . Estas predic¸o˜es sa˜o representadas
por yˆ(t+ k|t) para k = 1, ..., N e dependem de entradas e sa´ıdas passadas, e das
ac¸o˜es futuras de controle u(t+k|t), k = 0, ..., N−1 que sera˜o calculados e enviados
ao sistema;
2. define-se a trajeto´ria de refereˆncia futura w(t+ k), k = 1, ..., N ;
3. calcula-se a sequ¨eˆncia de ac¸o˜es o´timas do controle futuro u(t+k|t), k = 0, ..., N−1
minimizando a func¸a˜o custo;
4. somente o primeiro elemento da sequ¨eˆncia de controle u(t|t) deve ser enviado ao
processo, desprezando o restante dos valores, o que caracteriza a estrate´gia como
de horizonte deslizante. Para o pro´ximo per´ıodo de amostragem os dados devem
ser atualizados e o algoritmo deve retornar ao passo 1.
2.7.2 Vantagens e desvantagens do controle preditivo baseado
em modelo
As principais razo˜es da aceitac¸a˜o do mpc no meio industrial, sa˜o as seguintes:
• o ajuste dos paraˆmetros e´ intuitivo o que simplifica a compreensa˜o pelos opera-
dores;
• possui uma estrate´gia flex´ıvel e pode ser usado para controlar uma grande vari-
edade de processos, lineares e na˜o lineares, nonovaria´veis e multivaria´veis, com
restric¸o˜es, com longos atrasos, esta´veis, de fase na˜o mı´nima, integradores ou ins-
ta´veis;
• a lei de controle corresponde a crite´rios o´timos.
Entre as desvantagens desta te´cnica podem ser citadas as seguintes:
• requer o conhecimento de um modelo dinaˆmico do sistema, suficientemente pre-
ciso;
• requer um elevado custo computacional o que torna dif´ıcil a sua aplicac¸a˜o em
sistemas ra´pidos;
• em caso de modelos na˜o lineares ou com restric¸o˜es a ana´lise de estabilidade e
robustez torna-se complexa.
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2.8 Algoritmos de controle preditivo
Nesta sec¸a˜o, apresenta-se uma revisa˜o de algumas estrate´gias de controle preditivo
de sistemas lineares, utilizadas como base no desenvolvimento deste trabalho: o “gen-
eralized predictive control” (gpc), o “Smith predictor generalized predictive control)”
(spgpc), o “extended prediction self-adaptive control” (epsac) e o “Smith predictor
epsac”(spepsac). Como e´ conhecido, estes algoritmos usam o modelo carima (“con-
trolled auto-regressive integrated moving average”) para calcular as predic¸o˜es ao longo
de um horizonte futuro (Clarke et al. 1987). Em consequ¨eˆncia inicialmente sera´ apre-
sentado o modelo de predic¸a˜o.
2.8.1 Modelo de predic¸a˜o
O modelo carima, para o caso monovaria´vel, tem a seguinte forma:
A(z−1)y(t) = z−dB(z−1)u(t− 1) +
T (z−1)e(t)
∆
, (2.57)
em que u(t) e y(t) sa˜o o controle e sa´ıda da planta, e(t) e´ ru´ıdo branco e d e´ o atraso.
A(z−1), B(z−1), T (z−1) e ∆ sa˜o polinoˆmios em func¸a˜o do operador atraso z−1:
A(z−1) = 1 + a1z
−1 + a2z
−2 + ...+ anaz
−na ,
B(z−1) = b0 + b1z
−1 + b2z
−2 + ...+ bnbz
−nb ,
T (z−1) = 1 + t1z
−1 + t2z
−2 + ...+ tntz
−nt ,
∆ = 1− z−1.
Neste modelo, o polinoˆmio T (z−1) representa as caracter´ısticas estoca´sticas do ru´ıdo
e das perturbac¸o˜es. O principal objetivo do uso de T (z−1) e´ reduzir os efeitos do ru´ıdo
e das perturbac¸o˜es na predic¸a˜o de sa´ıda sem afetar o comportamento nominal. Por
outro lado, as perturbac¸o˜es de baixa frequ¨eˆncia podem ser reduzidas pelo operador ∆
que aparece no modelo de predic¸a˜o.
No entanto, nas aplicac¸o˜es industriais e´ dif´ıcil estimar as caracter´ısticas do ru´ıdo.
Portanto, T (z−1) e´ raramente estimado e sim escolhido como um filtro. Se este e´ apro-
priadamente escolhido pode diminuir o erro de predic¸a˜o devido ao erro de modelagem,
que e´ particularmente importante em altas frequ¨eˆncias. Nota-se que as incertezas devi-
das a` ma´ estimac¸a˜o do atraso sa˜o uma das caracter´ısticas mais frequ¨entes de dinaˆmica
na˜o modelada em altas frequ¨eˆncias e tem uma influencia negativa na estabilidade em
malha fechada, uma vez que diminui a margem de fase do sistema.
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O polinoˆmio T (z−1) pode ser uma alternativa para melhorar a robustez, mas a
correta escolha e´ um problema na˜o trivial que ainda na˜o foi amplamente resolvida,
embora seu projeto tenha sido analisado em va´rios artigos (Clarke et al. 1987, Clarke
e Mothadi 1989, Robinson e Clarke 1991, Yoon e Clarke 1995). Nestes artigos, os
autores estudam a correta escolha de um filtro para aumentar o ı´ndice de robustez
do gpc em casos particulares. Em Ansay e Wertz (1997) os autores apresentam um
projeto sistema´tico do gpc levando em conta o desempenho e a robustez. Apesar desses
esforc¸os, a escolha e ajuste de T (z−1) (ou a escolha de me´todos alternativos) em busca
de melhoras da robustez e´ ainda um tema complexo na pra´tica e pouco usado.
2.8.2 O controle preditivo generalizado gpc
O algoritmo gpc (Clarke et al. 1987), consiste em aplicar uma sequ¨eˆncia de controle
que minimiza a seguinte func¸a˜o custo:
min J =
N2∑
k=N1
[yˆ(t+ k|t)− w(t+ k)]2 + λ
Nu−1∑
k=0
[∆u(t+ k)]2, (2.58)
em que yˆ e´ a predic¸a˜o da sa´ıda do processo, ∆u e´ a variac¸a˜o do sinal de controle, w
e´ a trajeto´ria de refereˆncia futura, λ e´ a ponderac¸a˜o do controle, Nu e´ o horizonte de
controle, N1 e N2 definem o horizonte de predic¸a˜o. Normalmente, N1 e N2 sa˜o dados
por d + 1 e d + N , em que d e´ o atraso do sistema e N a largura do horizonte de
predic¸a˜o.
O valor da predic¸a˜o o´tima em, t + j, pode ser calculada por meio da equac¸a˜o
Diophantina1 (Camacho e Bordons 2004):
T (z−1) = Ej(z
−1)∆A(z−1) + z−jFj(z
−1). (2.59)
Usando esta equac¸a˜o e o modelo da planta (2.57), a sa´ıda futura da planta pode ser
expressa por:
y(t+ j) =
Fj(z
−1)
T (z−1)
y(t) +
Ej(z
−1)B(z−1)
T (z−1)
z−d∆u(t+ j − 1) + Ej(z
−1)e(t+ j). (2.60)
1Ao longo do texto, equac¸a˜o Diophantina e´ chamada a` equac¸a˜o polinomial do tipo P1(z−1) =
P2j(z
−1)P3(z−1)+ z−jP4j(z
−1), em que P2j(z
−1) e P4j(z
−1) podem ser obtidas dividindo P1(z−1)
por P3(z−1) ate´ que o resto possa ser fatorizado como z−jP4j(z
−1), o quociente sera´ P2j(z
−1).
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A expressa˜o Ej(z
−1)e(t + j) da Equac¸a˜o (2.60) conte´m somente o ru´ıdo branco
futuro, dado que o grau de {Ej(z
−1)} = (j−1). Considerando que a melhor estimativa
deste ru´ıdo e´ zero, a predic¸a˜o o´tima (denotada por yˆ) e´ dada por (Camacho e Bordons
2004):
yˆ(t+ j|t) =
Fj(z
−1)
T (z−1)
y(t) +
Ej(z
−1)B(z−1)
T (z−1)
z−d∆u(t+ j − 1). (2.61)
Esta expressa˜o esta´ em func¸a˜o de valores passados e futuros das ac¸o˜es de controle.
As ac¸o˜es de controle passadas podem ser separadas das futuras usando neste caso a
seguinte equac¸a˜o Diophantina:
Ej(z
−1)B(z−1)z−d = H∗j (z
−1)T (z−1) + z−jI∗j (z
−1). (2.62)
Com isto, a predic¸a˜o da sa´ıda pode ser escrito como:
yˆ(t+ j|t) = H∗j (z
−1)∆u(t+ j − 1) +
Fj(z
−1)
T (z−1)
y(t) +
I∗j (z
−1)
T (z−1)
∆u(t− 1),
= H∗j (z
−1)∆u(t+ j − 1) + Fj(z
−1)yf(t) + I∗j (z
−1)∆uf (t− 1),
(2.63)
em que yf(t) = y(t)
T (z−1)
e ∆uf(t − 1) = ∆u(t−1)
T (z−1)
. Note que, j deve variar de t + d + 1 a
t+d+N . Por outro lado os coeficientes nulos, devido ao atraso, de H∗j (z
−1) e I∗j (z
−1),
podem ser eliminados tornado-se em Hj(z
−1) e Ij(z
−1). Assim, a predic¸a˜o da sa´ıda e´
dada por:
yˆ(t+ j|t) = Hj(z
−1)∆u(t+ j − d− 1) + Fj(z
−1)yˆf(t) + Ij(z
−1)∆uf(t− 1), (2.64)
e sua representac¸a˜o vetorial por:
yˆ = G∆u+ Fyf1 + Iu
f
1, (2.65)
em que:
yˆ =


yˆ(t+ d+ 1|t)
yˆ(t+ d+ 2|t)
...
yˆ(t+ d+N |t)

 , ∆u =


∆u(t)
∆u(t+ 1)
...
∆u(t+Nu− 1)

 ,
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yf1 =


yˆ(t)
yˆ(t− 1)
...
yˆ(t− na)

 , uf1 =


∆uf(t− 1)
∆uf(t− 2)
...
∆uf(t− ni)

 , G =


h1 0 . . . 0
h2 h1 . . . 0
...
...
. . . . . .
hN hN−1 . . . hN−Nu+1

 ,
F =


f1+d,1 f1,2 . . . f1+d,na+1
f2+d,1 f2,2 . . . f2+d,na+1
...
...
. . .
...
fN+d,1 fN,2 . . . fN+d,na+1

 , I =


i1,1 i1,2 . . . i1,ni
i2,1 i2,2 . . . i2,ni
...
...
. . .
...
iN,1 iN,2 . . . iN,ni

 , ni = max(nb, nt).
Observa-se, que os dois u´ltimos termos da Equac¸a˜o (2.65) dependem somente de
medidas passadas e podem ser agrupadas em f . Portanto, a predic¸a˜o pode ser escrita
como:
yˆ = G∆u+ f . (2.66)
Uma vez conhecida a predic¸a˜o, a func¸a˜o custo (2.58) pode ser expressa como:
J = (G∆u+ f −w)T (G∆u+ f −w) +∆uTQλ∆u, (2.67)
em que Qλ = diag{λi}
O valor mı´nimo de J (2.67), assumindo que na˜o ha´ restric¸o˜es nos sinais de controle,
pode ser encontrado igualando o gradiente de J a zero, o qual resulta na sequ¨eˆncia de
controle o´tima,
∆u = (GTG+Qλ)
−1GT (w − f). (2.68)
Devido a estrate´gia de controle deslizante, o controle aplicado ao processo refere-se
somente ao primeiro elemento de ∆u, isto e´:
∆u(t) = k(w − f),
em que k = [k1, k2, ...,kN ] (ver Figura 2.15). No pro´ximo per´ıodo de amostragem,
todo o processo de ca´lculo deve ser repetido considerando as novas medidas da sa´ıda
do processo.
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Figura 2.15: Estrate´gia de controle preditivo gpc
2.8.3 Algoritmo gpc baseado no preditor de Smith (spgpc)
O controle preditivo generalizado baseado no preditor de Smith (spgpc) utiliza o
mesmo procedimento de otimizac¸a˜o do gpc, mas calcula as predic¸o˜es de forma dife-
rente. Estudos realizados em Normey-Rico e Camacho (1999b), mostram que para
processos lineares, esta´veis e com atraso as propriedades do gpc podem ser bastante
melhoradas, utilizando um preditor de Smith, no lugar do preditor o´timo, para calcular
as predic¸o˜es ate´ o instante t+d. Com isto, pode-se obter o mesmo desempenho nominal
e melhor robustez que o gpc, principalmente quando existem erros ao estimar o atraso
do processo.
No spgpc, a predic¸a˜o da sa´ıda e´ calculada em duas etapas. Na primeira e´ calculada
a predic¸a˜o da sa´ıda ate´ o instante t+d e na segunda, no intervalo [t+d+1, ..., t+d+N ].
Para calcular as predic¸o˜es ate´ o tempo t + d utiliza-se o modelo da planta em malha
aberta sem considerar perturbac¸o˜es e corrige-se a predic¸a˜o usando as diferenc¸as entre
a predic¸a˜o calculada e a sa´ıda real: yˆ(t+d− i | t)← yˆ(t+d− i | t)+ y(t− i)− yˆ(t− i).
Este erro de predic¸a˜o, pode ser filtrado, antes de ser somado ao valor da predic¸a˜o em
malha aberta, o que permite melhorar a robustez do preditor de Smith em caso de
sistemas com incertezas no atraso (Normey-Rico et al. 1997). Com este procedimento,
a predic¸a˜o no instante t+ d e´ dada por:
yˆ(t+ d|t) = G(z)u(t) +R(z)[y(t)− P (z)u(t)], (2.69)
em que R(z) e´ um filtro passa baixa que deve ser ajustado junto com os outros paraˆ-
metros do controlador (Normey-Rico e Camacho 1999b), P e G representam o modelo
da planta 2:
P (z) =
B(z−1)z−1−d
A(z−1)
= G(z)z−d.
2A letra z e´ usada, nesta tese, indistintamente para representar a varia´vel complexa e o operador
avanc¸o.
Controle de sistemas com atraso 45
A predic¸a˜o a partir do instante t + d + 1 e´ calculada considerando o modelo de
predic¸a˜o da Equac¸a˜o (2.57) com T (z−1) = 1 (Clarke et al. 1987) e usando a equac¸a˜o
Diophantina 1 = Ej(z
−1)A˜(z−1) + Fj(z
−1)z−j :
yˆ(t+ d+ j|t) = Gj(z
−1)∆u(t+ j − 1) + Fj(z
−1)yˆf(t+ d|t), (2.70)
em que Gj(z
−1) = Ej(z
−1)B(z−1). Separando as ac¸o˜es de controle futuras das ac¸o˜es
passadas e colocando-se da forma vetorial, obte´m-se:
yˆ = G∆u+ f = G∆u+Gpu1 + Fy1, (2.71)
em que:
yˆ =


yˆ(t+ d+ 1|t)
yˆ(t+ d+ 2|t)
...
yˆ(t+ d+N |t)

 , ∆u =


∆u(t)
∆u(t+ 1)
...
∆u(t+Nu− 1)

 ,
y1 =


yˆ(t+ d|t)
yˆ(t+ d− 1|t)
...
yˆ(t+ d− na|t)

 , u1 =


∆u(t− 1)
∆u(t− 2)
...
∆u(t− nb)

 , G =


g1 0 . . . 0
g2 g1 . . . 0
...
...
. . . . . .
gN gN−1 . . . gN−Nu+1

 ,
F =


f1,1 f1,2 . . . f1,na+1
f2,1 f2,2 . . . f2,na+1
...
...
. . .
...
fN,1 fN,2 . . . fN,na+1

 ,Gp =


g′1,1 g
′
1,2 . . . g
′
1,nb
g′2,1 g
′
2,2 . . . g
′
2,nb
...
...
. . .
...
g′N,1 g
′
N,2 . . . g
′
N,nb

 .
Substituindo o valor de yˆ na func¸a˜o custo e minimizando calcula-se o controle o´timo
de forma igual ao ı´tem anterior. Neste caso, o controle o´timo e´ dado por (Normey-Rico
e Camacho 1999b):
∆u = (GTG+Qλ)
−1GT (w − f). (2.72)
Nota-se que f esta´ em func¸a˜o da predic¸a˜o ate´ t+d que e´ calculada pela Equac¸a˜o (2.69).
Observe que as soluc¸o˜es de controle do gpc e spgpc estruturalmente sa˜o iguais
(Equac¸o˜es 2.68 e 2.72). A u´nica diferenc¸a esta´ no ca´lculo da resposta livre f . No caso
do gpc a resposta livre f e´ calculada com base em um preditor o´timo (supondo que a
melhor estimativa do ru´ıdo e´ zero). No caso do spgpc a resposta livre f e´ calculada
com base em um preditor robusto (ate´ t + d) como e´ observado na Figura 2.16. Este
algoritmo usa as ide´ias dos dtc para a compensac¸a˜o do atraso e o ajuste da robustez.
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Ale´m disso, o algoritmo usa crite´rios de resposta o´tima do mpc para calcular a resposta
no caso nominal.
zoh+processo
z−dG(z)
1/∆
−
+
++
+
+ y
q
R(z)
Preditor de Smith filtrado
yp(t)
Ca´lculo da
resposta livre
w
k+
−
Figura 2.16: Controle preditivo spgpc
2.8.4 Algoritmo de controle preditivo epsac
Da mesma forma que no gpc, o controlador aqui analisado utiliza uma lei de con-
trole calculada a partir da minimizac¸a˜o de uma func¸a˜o objetivo do tipo:
min J =
d+N∑
k=d+1
[yˆ(t+ k|t)− w(t+ k)]2 + λ
Nu−1∑
k=0
[∆u(t+ k)]2, (2.73)
em que yˆ e´ a predic¸a˜o da sa´ıda do processo, ∆u e´ a variac¸a˜o do controle, w e´ a trajeto´ria
de refereˆncia futura, λ e´ a ponderac¸a˜o do controle, d e´ o atraso do sistema, N , Nu sa˜o
o horizonte de predic¸a˜o e de controle, respectivamente.
O ca´lculo das predic¸o˜es e´ realizada por meio do modelo carima que representa a
dinaˆmica do processo e das perturbac¸o˜es, conforme mostrado na Equac¸a˜o (2.57)
O epsac divide a ac¸a˜o de controle futura em duas partes, denominadas entrada base
ub(t + k) e entrada o´tima δu(t + k), como mostra a Figura 2.17. Isto permite dividir
a predic¸a˜o da resposta futura tambe´m em duas partes assim denominadas: resposta
base e resposta o´tima.
yˆ(t+ d+ k|t) = yˆb(t+ d+ k|t) + yˆot(t+ d+ k|t). (2.74)
A resposta base (yˆb(t+d+k|t), ∀k = 1, ..., N), e´ calculada utilizando a Equac¸a˜o (2.57)
e como entrada o controle passado [u(t− 1), u(t− 2),...] e o controle base, ub(t+ k).
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u
ub(t+ k)
δu(t+ k)
u(t+ k)
tempo
Nu = 6
Figura 2.17: Conceito das ac¸o˜es do controle base e o´timo.
O controle base, ub(t + k), pode ser definido arbitrariamente, dado que δu(t + k)
e´ calculado para que ∆u(t + k) minimize J . Por exemplo, se e´ definido ub(t + k) =
u(t − 1), ∀k = 1, ..., N , enta˜o a resposta base e´ associada a` resposta livre do gpc
(Camacho e Bordons 2004).
A resposta o´tima (yˆot(t+d+k|t), ∀k = 1, ..., N) e´ calculada utilizando a componente
δu(t+ k), obtida do procedimento de otimizac¸a˜o descrito a seguir.
A relac¸a˜o entre a sa´ıda o´tima yˆot(t+ d+ k|t) e o controle o´timo δu(t+ k) e´:
yˆot = Geδu,
em que Ge e´ uma matriz constante de dimensa˜o N ×Nu, calculada a partir do modelo
de predic¸a˜o.
yˆot =


yˆot(t+ d+ 1|t)
yˆot(t+ d+ 2|t)
...
yˆot(t+ d+N |t)

 , δu =


δu(t)
δu(t+ 1)
...
δu(t+Nu − 1)

 .
Nota-se que yˆot pode ser considerado como o resultado acumulativo de uma se´rie
de impulsos na entrada ao longo do horizonte de controle Nu e de uma entrada do tipo
degrau a partir do tempo t+Nu. Portanto, Ge tem a forma:
Ge =


hN1 0 . . . . . . . . .
hN1+1 hN1 . . . . . . . . .
. . . . . . . . . . . . . . .
hN2 hN2−1 . . . hN2−Nu+2 gN2−Nu+1


em que hk (k = N1,..., N2) sa˜o os coeficientes da resposta ao impulso unita´rio, os
paraˆmetros gk (k = N1 − Nu + 1,..., N2 − Nu + 1) sa˜o os coeficientes da resposta ao
degrau unita´rio. A matriz Ge pode ser expressa em func¸a˜o de hk ou gk por meio da
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relac¸a˜o hk = gk − gk−1.
A predic¸a˜o da sa´ıda e´: yˆ = yˆb +Geδu, em que
yˆ =


yˆ(t+ d+ 1|t)
yˆ(t+ d+ 2|t)
...
yˆ(t+ d+N |t)

 , yˆb =


yˆb(t+ d+ 1|t)
yˆb(t+ d+ 2|t)
...
yˆb(t+ d+N |t)

 .
Substituindo a predic¸a˜o na func¸a˜o custo,
J = (yˆ−w)T (y−w) +∆uTQλ∆u,
em que ∆u =
[
∆u(t) ∆u(t+ 1) . . . ∆u(t+N − 1)
]T
e Qλ = diag(λi). Mini-
mizando J em relac¸a˜o a δu obte´m-se o controle o´timo:
δu = (GTeGe +Qλ)
−1GTe (w− yb).
Finalmente, o controle resultante a ser aplicado a` planta e´:
u(t) = ub(t) + δu(t).
O procedimento de ca´lculo de u(t) deve ser repetido a cada per´ıodo de amostragem.
Como demonstrado em De Keyser (2003), a escolha do controle base (ub) na˜o modi-
fica o valor final do controle a ser aplicado no processo, quando o modelo do processo e´
linear. Assim, os resultados que podem ser obtidos com o epsac ao controlar sistemas
com atraso sa˜o os mesmos que se obteˆm aplicando o controlador gpc. No caso na˜o
linear, a escolha de ub afeta o sinal de controle do epsac. Como sera´ estudado no
Cap´ıtulo 4, a vantagem do epsac com relac¸a˜o ao gpc, e´ que por meio de uma es-
colha adequada de ub o algoritmo, no caso nominal, pode encontrar o sinal de controle
pro´ximo ao o´timo na˜o linear.
O crite´rio para a sintonia robusta dos paraˆmetros do gpc (e do epsac) sa˜o os
seguintes (Camacho e Bordons 2004): os horizontes de predic¸a˜o N1 e N2 devem ser es-
colhidos tais que, dentro destes horizontes, deve estar contido a maior parte transito´ria
do processo em malha fechada; o horizonte de controle normalmente e´ usado como
Nu = N2 −N1; finalmente, o paraˆmetro restante, λ > 0, deve ser sintonizado por meio
de um compromisso entre o desempenho e a robustez. Valores pequenos de λ tornam
o sistema mais ra´pido e valores grandes mais robusto. No cap´ıtulo 3, sera´ mostrado
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que λ na˜o melhora significativamente a robustez do sistema em malha fechada quando
o sistema tem atraso. Por outro lado, o spgpc permite melhorar significativamente
a robustez do gpc mas na˜o pode ser aplicado a plantas integradoras ou insta´veis.
No cap´ıtulo 3, sera˜o propostas soluc¸o˜es de controle preditivo robustas para sistemas
integradores ou insta´veis com atraso por meio do uso de filtros.
2.9 Concluso˜es
Devido ao efeito negativo que produz o atraso na malha de controle, muitas
pesquisas teˆm sido orientadas ao estudo de te´cnicas de compensac¸a˜o de tempo morto.
Embora as soluc¸o˜es apresentadas possuam bom desempenho e robustez, na˜o conside-
ram aspectos importantes tais como: as restric¸o˜es nos sinais de controle e de sa´ıda
do processo, e as na˜o linearidades do processo. Por outro lado, os algoritmos de mpc
apresentam soluc¸o˜es para contornar as na˜o linearidades e restric¸o˜es, mas ao contra´rio
dos dtc, poucas soluc¸o˜es robustas teˆm sido analisadas quando sa˜o utilizados para con-
trolar sistemas com atraso. Os primeiros trabalhos nesta direc¸a˜o foram apresentados
em (Normey-Rico 1999) com a criac¸a˜o de algoritmos que combinam vantagens de am-
bas abordagens e solucionam alguns dos problemas mencionados neste cap´ıtulo. Nos
cap´ıtulos seguintes, estas ide´ias sera˜o generalizadas e estendidas para outros casos.
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Cap´ıtulo 3
Controle preditivo linear para
sistemas com atraso
Neste cap´ıtulo estudam-se alguns problemas do controle preditivo de sistemas com
atraso, em casos espec´ıficos. Apesar de que, pela pro´pria definic¸a˜o, o mpc pode ser
usado para controlar processos com atraso, algumas propriedades na˜o teˆm sido suficien-
temente pesquisadas na literatura. Os resultados apresentados neste cap´ıtulo utilizam
as vantagens dos dtc e do mpc, discutidas no cap´ıtulo 3, para propor treˆs algoritmos
de controle de processos com atraso.
Devido a` estrate´gia de controle deslizante, o gpc na˜o tem estabilidade em malha
fechada garantida (Clarke et al. 1987). Para solucionar este problema, em Clarke
et al. (1991) foi proposta uma estrate´gia de controle preditivo com estabilidade de
malha fechada garantida, cujo algoritmo foi denominado “constrained receding-horizon
predictive controller” (crhpc). Embora o problema de estabilidade e´ resolvido pelo
algoritmo, o efeito do atraso na˜o e´ devidamente tratado. Para solucionar este pro-
blema, na primeira parte do cap´ıtulo, e´ proposta a inclusa˜o de um dtc no crhpc, que
posteriormente e´ chamado “constrained horizon Smith predictor predictive controller”
chsppc.
Na segunda parte, sera´ estudado o gpc para sistemas com atraso, que posterior-
mente sera´ chamado rgpc (“robust gpc”). Como posteriormente sera´ visto, o rgpc
possui um conjunto de propriedades que podem torna´-lo mais atrativo que o gpc tradi-
cional, para o controle de sistemas integradores e sistemas insta´veis. Estas propriedades
sa˜o: i) Tem todas a caracter´ısticas do gpc no referente a seu comportamento nominal.
ii) Oferece melhores ı´ndices de robustez. iii) O efeito de filtragem na resposta a per-
turbac¸o˜es pode ser analisada de forma simples. Assim, o rgpc tem as vantagens do
gpc e do dtc e permite obter melhores resultados que ambos.
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Na terceira parte sera´ estudado o epsac para sistemas com atraso e sera´ chamado
spepsac. Por outro lado, se os paraˆmetros do epsac sa˜o sintonizados iguais aos do
gpc ambos os algoritmos sa˜o equivalentes. Enta˜o, o spepsac tera´ as mesmas pro-
priedades do spgpc para sistemas com atraso, com a vantagem que o spepsac podera´
ser estendido para o caso de sistemas na˜o lineares como sera´ estudado no pro´ximo
cap´ıtulo.
3.1 Controle preditivo com garantia de estabilidade
em sistemas com atraso
Nesta sec¸a˜o, propo˜e-se um algoritmo de controle preditivo baseado no preditor de
Smith com garantia de estabilidade robusta para processos esta´veis. A estrate´gia usa
restric¸o˜es terminais duras na predic¸a˜o da sa´ıda do processo, no instante t+d+N , para
garantir a estabilidade. Este algoritmo e´ chamado “constrained horizon Smith predic-
tor predictive controller” (chsppc). O chsppc e´ particularmente apropriado para o
controle de sistemas com atraso e apresenta melhor robustez que outros propostos na
literatura, principalmente quando sa˜o considerados erros de estimac¸a˜o do atraso. A
sintonia dos paraˆmetros de controle inclui um filtro passa baixa, o qual e´ definido para
obter um compromisso entre o desempenho e a robustez.
Ainda, sa˜o estendidas as condic¸o˜es necessa´rias de estabilidade do crhpc (Clarke
et al. 1991) para o gpc baseado no preditor de Smith (spgpc). Resultados de simulac¸a˜o
mostram que o algoritmo de controle proposto permite obter o mesmo desempenho do
crhpc no caso nominal e melhor robustez no controle de sistemas com atraso.
Os resultados aqui descritos foram publicados nos anais do de´cimo sexto congresso
internacional da IFAC realizado em Praga (Torrico e Normey-Rico 2005b).
3.1.1 Modelo da planta e revisa˜o do controlador
Para a ana´lise de estabilidade considera-se o modelo discreto da planta dada por
um sistema controla´vel e observa´vel, sem zeros em z = 1, e de ordem n,
x(t+ 1) = Aˆx(t) + Bˆu(t− d),
y(t) = Cˆx(t).
(3.1)
Para garantir que o sistema siga refereˆncias tipo degrau com erro estaciona´rio zero,
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a varia´vel de controle u deve ser a sa´ıda do seguinte sistema integrador:
v(t− d+ 1) = v(t− d) + ∆u(t− d),
u(t− d) = v(t− d) + ∆u(t− d).
(3.2)
O sistema aumentado das Equac¸o˜es (3.1) e (3.2) e´ descrito por:
[
x(t+ 1)
v(t− d+ 1)
]
= A
[
x(t)
v(t− d)
]
+B∆u(t),
y(t) = C
[
x(t)T v(t− d)T
]
.
(3.3)
Ainda, o sistema (3.3) pode ser representado por:
A(z−1)∆(z−1)y(t) = z−dB(z−1)∆u(t− 1), (3.4)
em que z−1 e´ o operador atraso e:
A(z−1) = 1 + a1z
−1 + a2z
−2 + ...+ anz
−n,
B(z−1) = b0 + b1z
−1 + b2z
−2 + ... + bn−1z
−(n−1),
∆ = 1− z−1.
3.1.1.1 Controle preditivo com restric¸o˜es terminais crhpc
Existem diferentes trabalhos que teˆm abordado a estabilidade dos mpc visto que
a maioria dos teoremas de estabilidade podem ser aplicados em casos limitados,
por exemplo no caso de horizonte tendendo a infinito N → ∞. Em (Kouvaritakis
et al. 1992, Rossiter e Kouvaritakis 1994, Rossiter et al. 1996) e´ analisado o gpc es-
ta´vel (sgpc) que consiste na estabilizac¸a˜o da malha, antes de aplicar a estrate´gia de
controle. Por outro lado, em (Clarke et al. 1991, Scokaert e Clarke 1994) foi apresentada
outra soluc¸a˜o ao gpc, impondo restric¸o˜es terminais na sa´ıda do processo, denominada
“constrained receding-horizon predictive control” (crhpc). Isto possibilitou a ana´lise
de estabilidade para casos de N finito. Esta estrate´gia sera´ apresentada na sequ¨eˆncia.
A ide´ia do crhpc consiste em otimizar uma func¸a˜o quadra´tica, sobre o horizonte
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de predic¸a˜o, sujeita a M restric¸o˜es futuras de igualdade (Figura 3.1):
min J =
N2∑
j=N1
ψ(j)[yˆ(t+ j|t)− w(t+ j)]2 +
N2−d∑
j=1
λ(j)[∆u(t+ j − 1)]2,
sujeito a:
{
yˆ(t+N2 + j) = w(t+N2)
∆u(t+N2 − d+ j) = 0
j = 1, ...,M,
(3.5)
em que: N1 e N2 sa˜o o horizontes ma´ximo e mı´nimo da func¸a˜o custo; M representa o
horizonte com restric¸o˜es terminais; d e´ o atraso de transporte entre a entrada e sa´ıda
do modelo; ψ(j) e λ(j) sa˜o as sequ¨encias de ponderac¸o˜es; w(t + j) e´ a sequ¨eˆncia de
refereˆncia futura; ∆u(t) e´ a ac¸a˜o incremental do sinal controle (∆u(t) = u(t)−u(t−1))
e yˆ(t+ j | t) e´ a predic¸a˜o da sa´ıda a partir do instante t. Como mostrado em Normey-
Rico e Camacho (1999b) os horizontes N1 e N2 podem ser usados como N1 = d + 1 e
N2 = N + d. Assim, N e´ usado como o paraˆmetro de sintonia que define os horizontes.
restric¸o˜es
t
yˆ(t+ j)
y(t − j)
w
fun. custo
Figura 3.1: Controle preditivo com restric¸o˜es terminais crhpc
Uma propriedade importante sobre a de estabilidade da estrate´gia de controle
crhpc e´ (Clarke et al. 1991):
Propriedade 3.1 Se o sistema de controle, que atenda as condic¸o˜es estabelecidas na
Equac¸a˜o (3.5), satisfaz as seguintes propriedades:
1. A planta e´ controla´vel e observa´vel,
2. ψ(j) = ψ¯ ≥ 0, λ(j) = λ¯ > 0 ∀j = 1, ..., N,
3. N ≥ n+ 2; M = n+ 1,
enta˜o, o sistema em malha fechada e´ assintoticamente esta´vel.
Observa-se que o horizonte de predic¸a˜o N na˜o pode ser arbitrariamente pequeno
para garantir estabilidade em malha fechada, uma vez que N e´ func¸a˜o da ordem do mo-
delo. Por outro lado, o nu´mero de restric¸o˜es terminais na sa´ıda (M), tambe´m depende
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da ordem da planta. Embora exista um horizonte mı´nimo que garanta estabilidade em
malha fechada (N ≥ Nmin = n + 2, em que Nmin e´ o horizonte mı´nimo que garante
estabilidade), quando este e´ escolhido, o controlador poderia ser pouco robusto devido
a` pouca liberdade para satisfazer as restric¸o˜es terminais quando ha´ pequenos erros de
modelagem (Clarke et al. 1991), por outro lado a soluc¸a˜o ao problema de otimizac¸a˜o
poderia ser na˜o fact´ıvel. Em aplicac¸o˜es pra´ticas N deve ser escolhido maior que Nmin
para tornar o sistema mais robusto.
Esta propriedade e´ tambe´m va´lida para o caso de sistemas com atraso de transporte,
uma vez que o algoritmo (3.5) minimiza a func¸a˜o custo excluindo o atraso das primeiras
amostras (isto e´: N1 = d + 1 e N2 = N + d) e portanto na˜o e´ afetada a condic¸a˜o 3
anteriormente exposta (Clarke et al. 1991).
3.1.2 Controlador proposto
No controlador proposto, o objetivo e´ combinar as ide´ias do spgpc e do crhpc para
obter uma resposta esta´vel do sistema em malha fechada com melhores caracter´ısticas
de robustez que o crhpc para sistemas com atraso.
Para isso, a abordagem baseia-se nas seguintes ide´ias:
1. usar a estrutura do spgpc dado que, se o ajuste garante estabilidade nominal,
enta˜o a robustez pode ser melhorada usando filtragem;
2. a estabilidade nominal pode ser obtida usando a abordagem do crhpc.
Assim, o estudo das caracter´ısticas da lei de controle proposta e´ realizado por meio
do seguinte procedimento.
Inicialmente e´ considerado que os valores de yˆ(t+d|t), ..., yˆ(t+d−n−1|t) sa˜o obtidos
usando o preditor de Smith (sp). Usando esses dados, pode ser calculada a sa´ıda da
planta yˆ(t+ d+ j|t) recursivamente aplicando o modelo incremental do processo (3.4).
Assim, para j = 1, 2, ..., N, ..., N +M , obte´m-se:
yˆ = Gu+Hu1 + Sy1, (3.6)
ˆ¯y = G¯u+ H¯u1 + S¯y1, (3.7)
em que:
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yˆ = [yˆ(t+ d+ 1|t), ..., yˆ(t+ d+N |t)]T ,
ˆ¯y = [yˆ(t+ d+N + 1|t), ..., yˆ(t+ d+N +M |t)]T ,
u = [∆u(t), ...,∆u(t+N)]T ,
u1 = [∆u(t− 1), ...,∆u(t− (n− 1))]
T ,
y1 = [yˆ(t+ d|t), ..., yˆ(t+ d− n|t)]
T .
G, G¯, H, S, H¯ e S¯ sa˜o matrizes constantes de dimenso˜es N×N , N×N , N×n−1,
N × n+1, M × n− 1 e M × n+1, respectivamente.
O ı´ndice de desempenho e as restric¸o˜es (3.5) podem ser escritas como:
min J = [yˆ −w]TQψ[yˆ−w] + u
TQλu, (3.8)
G¯u+ H¯u1 + S¯y1 = w¯, (3.9)
em que Qψ e Qλ sa˜o matrizes de ponderac¸a˜o e w¯ e´ a restric¸a˜o terminal do sistema
(w¯ = [w(t+N2), ..., w(t+N2)]T ).
A Equac¸a˜o (3.8) sujeita a` restric¸a˜o da Equac¸a˜o (3.9) pode ser minimizada por meio
do uso dos multiplicadores de Lagrange (Clarke et al. 1991), e colocando em evideˆncia
a varia´vel de controle, obte´m-se:
u = K1[w − f ] +K2[w¯− f¯ ],
K1 = M{I− G¯
T[G¯MG¯T]−1G¯M}GTQψ,
K2 = MG¯
T[G¯MG¯T]−1
(3.10)
em que: M = [GTQψG+Qλ]
−1, f = Hu1 + Sy1 e f¯ = H¯u1 + S¯y1. Os termos f e
f¯ dependem de entradas e sa´ıdas passadas (u1 e y1) e correspondem a` resposta livre
do sistema. A resposta livre e´ a sa´ıda predita do sistema quando o sinal de controle
e´ mantido constante ao longo do horizonte de predic¸a˜o. A predic¸a˜o de N1 a N2 e´
denotada por f e de N2 + 1 a N2 +M por f¯ .
De acordo com a estrate´gia de controle deslizante, a equac¸a˜o (3.10) e´ calculada a
cada per´ıodo de amostragem, em que somente o primeiro elemento ∆u(t) do vetor u e´
efetivamente usado para o ca´lculo do sinal u(t). Assim, o incremento de controle ∆u(t)
pode ser escrito como:
∆u(t) = q[w − f ] + q¯[w¯− f¯ ],
em que q = [q1, ..., qN ] e q¯ = [q¯1, ..., q¯M ] sa˜o as primeiras linhas das matrizes que
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multiplicam [w − f ] e [w¯ − f¯ ] respectivamente em (3.10). Ainda, a lei de controle pode
ser escrita como:
∆u(t) = qw + q¯w¯ + [qH+ q¯H¯]u1 + [qS+ q¯S¯]y1,
em que [qH+ q¯H¯] = [e1, e2, ..., en−1] e [qS+ q¯S¯] = [c1, c2, ..., cn+1]. Os coeficientes qi,
q¯i, ei e ci sa˜o func¸a˜o de ai, bi, N , M , ψ(i) e λ(i).
Reescrevendo a lei de controle por meio de func¸o˜es polinomiais e considerado que a
trajeto´ria de refereˆncia w(t+ k) e´ constante e igual a` refereˆncia no instante t (yR(t)),
obte´m-se:
∆u(t) = kryR(t)+ (e1+ ...+ en−1z
−n2)z−1∆u(t)+ (c1+ c2z
−1+ ...+ cn+1z
−n)yˆ(t+ d|t),
(3.11)
em que kr =
N∑
i=1
qi +
M∑
i=1
q¯i e yˆ(t+ d|t) e´ a predic¸a˜o o´tima da sa´ıda no tempo (t+d).
Reordenado a Equac¸a˜o (3.11) e colocando em evideˆncia ∆u(t), obte´m-se:
∆u(t) =
(c1 + c2z
−1 + ...+ cn+1z
−n)
(1− (e1 + ...+ en−1z−(n−2))z−1)
[
kr
(c1 + c2z−1 + ...+ cn+1z−n)
yR(t) + yˆ(t+ d|t)
]
(3.12)
Esta estrutura de controle (3.12) e´ representada na Figura 3.2, em que:
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Figura 3.2: Esquema de controle do crhpc
C(z) =
c1 + c2z
−1 + ... + cn+1z
−n
(1− z−1)(1− e1z−1 − ...− en−1z−n−1)
, (3.13)
W (z) =
kr
c1 + c2z−1 + ...+ cn+1z−n
. (3.14)
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A lei de controle proposta e´ ilustrada segundo o esquema apresentado na Figura
3.3. Os coeficientes do controlador prima´rio C(z) e do filtro de refereˆncia W (z) sa˜o
calculados usando o modelo incremental tal como no crhpc, com o objetivo manter as
mesmas propriedades de estabilidade. Assim, C(z) e W (z) sa˜o iguais aos da estrutura
crhpc se os horizontes de predic¸a˜o e controle e paraˆmetros de ponderac¸a˜o sa˜o iguais
em ambas as estruturas. Por outro lado, as caracter´ısticas de robustez do spgpc
sa˜o adquiridas devido ao uso da estrutura do preditor de Smith filtrado para calcular
as predic¸o˜es da planta de t + 1 a t + d. Para analisar a robustez pode ser usada a
estrutura de dois graus de liberdade ilustrada na Figura 3.3 dado que tem a forma de
compensador de tempo morto dtc e pode ser estudada como no cap´ıtulo 2.
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Figura 3.3: Esquema de controle do chsppc
3.1.3 Ana´lise da robustez
O estudo da robustez do chsppc e´ realizado usando o diagrama de blocos da Figura
3.3. Para simplificar, a dependeˆncia da notac¸a˜o polinomial de z−1 sera´ omitida na
ana´lise que sera´ realizada nesta sec¸a˜o. A planta sera´ representada por uma func¸a˜o de
transfereˆncia P e incertezas na˜o estruturadas sera˜o consideradas. Da mesma forma
que no cap´ıtulo 2, mas agora no plano z, e´ assumido que o comportamento do processo
pode ser descrito por uma famı´lia de modelos lineares. Assim, a planta real P estara´
nas vizinhanc¸as do modelo nominal da planta Pn, isto e´ P = Pn(1 + δP ). Se d e´ o
atraso de transporte da planta, enta˜o e´ poss´ıvel escrever na representac¸a˜o discreta:
P = Gz−d e no caso nominal Pn = Gnz
−dn . Assim G, representa a planta sem o atraso
de transporte e Gn e dn sa˜o os valores nominais da planta e do atraso de transporte,
respectivamente.
O ajuste do chsppc, que origina o controlador C e o filtro W da Figura 3.3, e´
realizado para atender as especificac¸o˜es desejadas ao seguimento de refereˆncias no caso
nominal. O ı´ndice de robustez e´ calculado para manter a estabilidade em malha fechada
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(Morari e Zafiriou 1989) de acordo com a condic¸a˜o:
| δP (ejω) |≤ iR(ω) =
| 1 + C(ejω)Gn(e
jω) |
| C(ejω)Gn(ejω)R(ejω) |
, ∀ω ∈ (0, pi). (3.15)
Para simplificar, na ana´lise seguinte sera´ omitida a dependeˆncia de ω.
Da Equac¸a˜o (3.15), observa-se que o filtro R pode ser usado para melhorar a ro-
bustez do sistema na regia˜o de frequ¨eˆncias de interesse.
Para entender o efeito do filtro R no desempenho consideram-se as relac¸o˜es
entrada−sa´ıda do esquema de controle (Figura 3.3):
Hr(z) =
Y (z)
YR(z)
=
C(z)Pn(z)
1 + C(z)Gn(z)
, (3.16)
Hq(z) =
Y (z)
Q(z)
= Pn(z)
[
1−
C(z)R(z)Pn(z)
1 + C(z)Gn(z)
]
= Pn(z)[1−Hu(z)], (3.17)
Hu(z) =
U(z)
Q(z)
=
C(z)R(z)Pn(z)
1 + C(z)Gn(z)
. (3.18)
Como o desempenho na rejeic¸a˜o de perturbac¸o˜es do sistema e´ afetado pelo uso do
filtro, enta˜o o ajuste deve ser realizado considerando um compromisso entre a robustez
e a rejeic¸a˜o de perturbac¸o˜es. Para um bom desempenho na rejeic¸a˜o de perturbac¸o˜es
|Hq| deve estar pro´ximo a zero (ou |Hu| pro´ximo a um) para ω < ω0, em que, ω0 define
a largura de banda desejada.
Como estudado no cap´ıtulo anterior, o ı´ndice de robustez e´:
iR =
1
|Hu|
,
enta˜o um elevado desempenho na rejeic¸a˜o de perturbac¸o˜es conduz a uma robustez
baixa.
Como em geral, o modelo das incertezas e´ dominante em altas frequ¨eˆncias, R deve
ser escolhido para incrementar o valor de iR nessas frequ¨eˆncias e seja sempre maior a
|δP |, mas tambe´m manter o ganho unita´rio de |Hu| para as frequ¨eˆncias menores a ω0.
Assim, R e´ um filtro passa baixa com ganho unita´rio em estado estaciona´rio (R(1) = 1).
Nota-se que o compromisso entre a robustez e a rejeic¸a˜o de perturbac¸o˜es na˜o permite
atender especificac¸o˜es arbitra´rias de seguimento de refereˆncias em malha fechada.
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Estas propriedades do chsppc conduzem ao ajuste do controlador em treˆs passos:
1. escolher os paraˆmetros do controlador N , ψ e λ para obter um desempenho
desejado no caso nominal, com garantia de estabilidade em malha fechada;
2. estimar as incertezas da planta e calcular δP ;
3. calcular o filtro R para obter a estabilidade robusta desejada e obter uma largura
de banda elevada para a rejeic¸a˜o de perturbac¸o˜es.
3.1.4 Exemplos ilutrativos
Para ilustrar as propriedades do controlador proposto chsppc e comparar com o
crhpc, alguns exemplos de simulac¸a˜o sa˜o apresentados.
Exemplo 3.1
O processo real e´ representado por:
P (s) =
e−5s
(s+ 1)(0.5s+ 1)(0.2s+ 1)(0.1s+ 1)
. (3.19)
Considerando somente as constantes de tempo dominantes, um simples modelo de
segunda ordem e´ usada para o modelo de predic¸a˜o:
P (s) =
e−5s
(s+ 1)(0.5s+ 1)
. (3.20)
Considerando que a ma´xima variac¸a˜o do atraso e´ 20%, o per´ıodo de amostragem
apropriado Ts = 0.5s e´ calculado por meio da Tabela 2.1.
Discretizando o modelo e considerando que ha´ um sustentador de ordem zero na
entrada, obte´m-se:
P (z) =
0.15z + 0.09
z2 − 0.97z + 0.22
z−10.
O ajuste dos paraˆmetros do controlador e´ definido por N = 10,M = 3, λ = 25 (este
mesmo ajuste foi considerado para a estrate´gia crhpc). Estes paraˆmetros satisfazem as
propriedades de estabilidade (3.1) e foram ajustados para a obtenc¸a˜o de uma resposta
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desejada ao seguimento de refereˆncias no caso nominal. Neste exemplo, na˜o e´ analisado
o efeito do filtro no preditor, i.e. R(z) = 1. Na Figura 3.4 e´ ilustrado o comportamento
em malha fechada de ambos os sistemas, o controlado por chsppc e o por crhpc).
Um degrau na refereˆncia e´ introduzido em t = 0 e em t = 25s. Ale´m disso, uma
perturbac¸a˜o do tipo degrau de 50% e´ introduzida na entrada e sa´ıda da planta em
t = 50s e t = 90s respectivamente. Para testar a robustez e´ introduzido erro de 20%
na estimac¸a˜o do atraso em t = 80s. Como pode ser observado, ambos os sistemas teˆm
o comportamento similar ao seguimento de refereˆncias e rejeic¸a˜o de perturbac¸o˜es no
caso nominal. Entretanto, quando e´ introduzido um erro na estimac¸a˜o no atraso, o
algoritmo proposto chsppc tem uma resposta esta´vel em malha fechada enquanto o
crhpc torna-se insta´vel.
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Figura 3.4: Exemplo 3.1
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Exemplo 3.2
Para ilustrar as vantagens do uso do filtro de robustez no controlador proposto, e´
analisado um sistema de fase na˜o mı´nima com atraso (Clarke et al. 1991):
(1− 1.5z−1 + 0.7z−2)y(t) = (−z−1 + 2z−2)u(t− 4). (3.21)
Na Figura 3.5 e´ comparado o desempenho dos algoritmos de controle crhpc e
chsppc, usando os mesmos valores de refereˆncia e ajuste de controle que no exem-
plo 1. Adicionalmente, sa˜o introduzidas perturbac¸o˜es na entrada de 5% e de 10%
em t = 50s e 90s, respectivamente. A estrate´gia proposta usa o filtro passa baixa
R(z) = 0.15z
z−0.85
, o qual foi ajustado, por meio de simulac¸a˜o, para melhorar a robustez do
controlador quando o erro de modelagem no atraso e´ de uma amostra. Nas simulac¸o˜es,
ate´ o instante t = 100s, ambos os sistemas operam em condic¸o˜es nominais. Como
esperado a resposta ao seguimento de refereˆncias sa˜o iguais para ambas as estrate´gias.
O controlador proposto tem melhor desempenho a` rejeic¸a˜o de perturbac¸o˜es. A partir
de t = 100s e´ introduzida uma amostra de incerteza no processo. Como e´ observado, a
estrate´gia crhpc torna-se insta´vel e a proposta continua esta´vel com leves oscilac¸o˜es
nos transito´rios.
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Figura 3.5: Exemplo 3.2 (Ts = 1s)
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Como pode ser visto, o me´todo de controle proposto permite incluir um filtro sem
afetar o desempenho no caso nominal, embora o sistema apresente uma dinaˆmica com-
plexa, atraso e comportamento de fase na˜o mı´nima.
3.1.5 Concluso˜es
Nesta sec¸a˜o, foi mostrado como melhorar a robustez do controlador crhpc man-
tendo o desempenho nominal e as propriedades de estabilidade em malha fechada, no
caso de controle de sistemas com atraso de transporte. O controlador proposto, baseado
em uma estrutura de predic¸a˜o diferente, permite obter um bom compromisso entre a
robustez e desempenho e usa um procedimento de ajuste simples baseado em um filtro
passa baixa. Simulac¸o˜es comparativas mostraram as vantagens do algoritmo proposto.
3.2 Controlador preditivo para sistemas com atraso
e dinaˆmica integradora ou insta´vel
Nesta sec¸a˜o, apresenta-se uma ana´lise sobre o gpc quando e´ aplicado a plantas com
atraso e dinaˆmica integradora ou insta´vel. Por outro lado, e´ proposto um me´todo de
projeto que permite melhorar a robustez do gpc por meio da inclusa˜o de um filtro,
denominado gpc robusto ou rgpc que atua na resposta livre. O controlador proposto
e´ baseado em duas ide´ias de controle a seguir apresentadas: a primeira a apresentada
em Normey-Rico e Camacho (1999b) para plantas esta´veis que consiste em levar o gpc
a` forma 2dof sp e usar um preditor robusto em lugar de um preditor o´timo para
compensar o atraso (ver sec¸a˜o 2.8.3); a segunda e´ a do observador de perturbac¸o˜es,
apresentada em (Zhong e Normey-Rico 2002, Torrico e Normey-Rico 2005a), que con-
siste no ajuste de um filtro para a rejeic¸a˜o de pertubac¸o˜es de ordem arbitra´ria, em
sistemas com atraso. Com estas ide´ias e´ proposto um algoritmo de controle preditivo
robusto para sistemas com atraso e dinaˆmica integradora ou insta´vel. Um estudo com-
parativo mostra que o me´todo proposto permite um comportamento mais robusto que
outros controladores propostos na literatura.
Os resultados aqui apresentados esta˜o nos anais do “XVI Congresso Brasileiro de
Automa´tica (CBA 2006)” realizado em Salvador-Bahia (Torrico e Normey-Rico 2006).
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3.2.1 Ana´lise do gpc para sistemas com atraso
Como foi explicado no ı´tem 2.8.2, o gpc usa o modelo carima (Equac¸a˜o 2.57)
para calcular as predic¸o˜es ao longo de um horizonte futuro e consiste em aplicar uma
sequ¨eˆncia de controle que minimiza a func¸a˜o custo descrita na Equac¸a˜o 2.58.
Para analisar o efeito do atraso no algoritmo gpc, a predic¸a˜o da sa´ıda e´ dividida
em dois intervalos: [t+ 1,...,t+ d] e [t+ d+ 1,...,t+ d+N ].
Inicialmente, analisa-se o intervalo [t+ d+1,...,t+ d+N ]. O modelo carima, para
o ca´lculo das predic¸o˜es quando o sistema tem atraso d, pode ser escrito como:
A(z−1)y(t+ d) = B(z−1)u(t− 1) +
T (z−1)e(t+ d)
∆
. (3.22)
Usando a equac¸a˜o Diophantina T (z−1) = Ej(z
−1)∆A(z−1)+z−jFj(z
−1) e a equac¸a˜o
acima, calcula-se a predic¸a˜o em t+ d+ j (j = 1, ..., N), que e´ dada por:
y(t+ d+ j) = Fj(z
−1)
y(t+ d)
T (z−1)
+ Ej(z
−1)B(z−1)
∆u(t− 1 + j)
T (z−1)
+ Ej(z
−1)e(t+ d+ j).
(3.23)
A melhor predic¸a˜o ou predic¸a˜o o´tima da sa´ıda, na hipo´tese de que a esperanc¸a
matema´tica de e(t+ d+ j) seja zero, e´ dada por:
yˆ(t+ d+ j|t) = Fj(z
−1)
yˆ(t+ d|t)
T (z−1)
+ Ej(z
−1)B(z−1)
∆u(t− 1 + j)
T (z−1)
, (3.24)
em que yˆ e´ a melhor predic¸a˜o de y.
Para separar as ac¸o˜es de controle passadas das ac¸o˜es futuras, e´ usada a equac¸a˜o
Diophantina:
Ej(z
−1)B(z−1) = Hj(z
−1)T (z−1) + z−jIj(z−1),
logo a predic¸a˜o pode ser escrita como:
yˆ(t+ d+ j|t) = Hj(z
−1)∆u(t+ j− 1)+Fj(z
−1)yˆf(t+ d|t)+ Ij(z
−1)∆uf(t− 1), (3.25)
em que: yf(t) =
y(t)
T (z−1)
e ∆uf (t− 1) =
∆u(t− 1)
T (z−1)
.
Assim a predic¸a˜o da sa´ıda na forma vetorial e´ dada por:
yˆ = G∆u+ Fyf1 + Iu
f
1 (3.26)
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em que:
yˆ =


yˆ(t+ d+ 1|t)
yˆ(t+ d+ 2|t)
...
yˆ(t+ d+N |t)

 , ∆u =


∆u(t)
∆u(t+ 1)
...
∆u(t+Nu− 1)

 ,
yf1 =


yˆ(t+ d|t)
yˆ(t+ d− 1|t)
...
yˆ(t+ d− na|t)

 , uf1 =


∆uf (t− 1)
∆uf (t− 2)
...
∆uf(t− ni)

 , G =


h1 0 . . . 0
h2 h1 . . . 0
...
...
. . . . . .
hN hN−1 . . . hN−Nu+1

 ,
F =


f1,1 f1,2 . . . f1,na+1
f2,1 f2,2 . . . f2,na+1
...
...
. . .
...
fN,1 fN,2 . . . fN,na+1

 , I =


i1,1 i1,2 . . . i1,ni
i2,1 i2,2 . . . i2,ni
...
...
. . .
...
iN,1 iN,2 . . . iN,ni

 , ni = max(nb, nt).
Uma vez conhecida a predic¸a˜o da sa´ıda, a ac¸a˜o de controle que minimiza J e´ dada por
(ver ı´tem 2.8.2):
∆u = (GTG+Qλ)
−1GT (w − f). (3.27)
Devida a` estrate´gia de controle deslizante, somente sera´ aplicado no processo o primeiro
elemento do vetor ∆u, isto e´:
∆u(t) = k(w− f) = k(w− (Fyf1 + Iu
f
1)), (3.28)
em que k = [k1 k2 . . . kN ] e´ a primeira linha de (G
TG +Qλ)
−1GT . A lei de controle
pode ser ainda escrita na forma:
∆u(t) = kw − kFyf1 − kIu
f
1, (3.29)
em que kF = [c1 c2 . . . cna+1] e kI = [e1 e2 . . . eni].
Para completar a ana´lise, deve ser calculada a predic¸a˜o ate´ t+ d usando a seguinte
equac¸a˜o Diophantina:
1 = E¯j(z
−1)∆A˜(z−1) + z−jF¯j(z
−1), j = d, ..., d− na (3.30)
e o modelo da planta (3.22). Esta predic¸a˜o e´ apresentada na sequ¨eˆncia:
yˆf(t+ d|t) = F¯d(z
−1)yf(t) + E¯d(z
−1)B(z−1)∆uf(t− 1),
...
yˆf(t+ d− na|t) = F¯d−na(z
−1)yf(t) + E¯d−na(z
−1)B(z−1)∆uf(t− 1− na),
(3.31)
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em que yˆf(t+j|t) =
yˆ(t+ j|t)
T (z−1)
, yf(t) =
y(t)
T (z−1)
e ∆uf(t−1−d+j) =
∆u(t− 1− d+ j)
T (z−1)
.
Multiplicado e dividindo os termos de (3.31), que dependem das entradas passadas,
por A˜ = ∆A,
yˆf(t+ d|t) = F¯d(z
−1)yf(t) + E¯d(z
−1)A˜(z−1)
B(z−1)
A(z−1)
uf(t− 1),
...
yˆf(t+ d− na|t) = F¯d−na(z
−1)yf(t) + E¯d−na(z
−1)A˜(z−1)
B(z−1)
A(z−1)
uf(t− 1− na),
(3.32)
e aplicando a equac¸a˜o (3.30) obte´m-se:
yˆf(t+ d|t) = F¯d(z
−1)yf(t) + (1− z−dF¯d(z
−1))G(z)uf(t),
...
yˆf(t+ d− na|t) = F¯d−na(z
−1)yf(t) + (1− z−(d−na)F¯d−na(z
−1))G(z)uf(t− na),
(3.33)
em que G(z) =
B(z−1)
A(z−1)
z−1 e´ o modelo da planta sem atraso. Substituindo as predic¸o˜es,
dadas na Equac¸a˜o (3.33), no controle o´timo, dado na Equac¸a˜o (3.29), obte´m-se:
∆u(t) = kryR(t)− [c1Fd(z
−1) + ...+ cna+1Fd−na(z
−1)]yf(t)
−[c1 + ...+ cna+1z
−na]G(z)uf (t) + [c1Fd(z
−1) + ...+ cna+1Fd−na(z
−1)]G(z)z−duf(t)
−[e1 + ...+ eniz
−i+1]∆uf(t− 1)
(3.34)
em que kr = (k1 + ... + kn). Neste caso, que a estrate´gia de controle considera que a
trajeto´ria de refereˆncia w(t+ k) e´ constante e igual a` refereˆncia no instante t (yR(t)).
Reordenando a Equac¸a˜o (3.34) e substituindo os sinais filtrados pelos sinais reais
(yf(t) = y(t)/T (z−1) e uf(t) = u(t)/T (z−1)), obte´m-se:
(
1 +
[e1 + ... + eniz
−i+1]z−1
T (z−1)
)
∆u(t) = kryR(t)−
[c1 + ...+ cna+1z
−na]
T (z−1)
G(z)u(t)
−
[c1Fd(z
−1) + ...+ cna+1Fd−na(z
−1)]
T (z−1)
[y(t)−G(z)z−du(t)].
(3.35)
Colocando em evidencia u(t) do termo da esquerda de (3.35) e reordenarndo alguns
paraˆmetros, obte´m-se:
u(t) =
[c1 + ...+ cna+1z
−na]
T (z−1) + [e1 + ...+ eniz
−i+1]z−1)(1− z−1)
{
kryR(t)
[c1 + ...+ cna+1z
−na]
−G(z)u(t)−
[c1Fd(z
−1) + ...+ cna+1Fd−na(z
−1)]
[c1 + ...+ cna+1z
−na]
[y(t)−G(z)z−du(t)]
}
.
(3.36)
Controle preditivo linear para sistemas com atraso 67
Observa-se que este algoritmo esta´ na forma 2dof, com preditor de Smith filtrado.
Isto pode ser visualizado na Figura 3.6, em que:
W (z) =
kr
[c1 + ... + cna+1z
−na]
,
C(z) =
[c1 + ...+ cna+1z
−na]
[T (z−1) + (e1 + e2z−1 + . . .+ eniz
−ni+1)z−1](1− z−1)
,
R(z) =
[c1Fd(z
−1) + ...+ cna+1Fd−na(z
−1)]
[c1 + ...+ cna+1z
−na]
.
z−dG(z)
C(z)
−
−
+
++
+ ++ y
q
yp(t)
W (z)
yR
R(z)
zoh+processo
Figura 3.6: Estrutura de dois graus de liberdade e compensac¸a˜o de tempo morto
Esta propriedade do gpc e´ muito importante dado que pode ser analisado como
um compensador de tempo morto estudado no Cap´ıtulo 2, embora neste caso o filtro
R(z) entre a sa´ıda real e a predita, na˜o e´ um paraˆmetro de projeto e sim faz parte do
ca´lculo da resposta livre. Igualmente, observa-se que o grau das func¸o˜es de transfereˆncia
que definem a lei de controle, W (z), C(z) e R(z), dependem do grau dos polinoˆmios
do modelo de predic¸a˜o (3.22). Ale´m disso, os valores dos seus coeficientes tambe´m
dependem dos paraˆmetros de ajuste do controlador, i.e.: Nu, N , λ e T (z
−1). Nesta
estrate´gia de controle os paraˆmetrosNu, N e λ definem o desempenho de malha fechada
no caso nominal e o polinoˆmio T (z−1) pode ser ajustado para melhorar a robustez.
No entanto, a escolha e o ajuste do polinoˆmio T (z−1) na˜o e´ simples. Embora existam
ajustes para alguns casos espec´ıficos, na˜o existe um procedimento de ajuste sistema´tico
que possa ser usado de uma forma geral (Camacho e Bordons 2004). Por outro lado, e´
sabido que o gpc pode ser aplicado a processos com atraso integradores ou insta´veis.
Ainda no cap´ıtulo 2, foi estudado que R(z) pode ser escolhido arbitrariamente, desde
que satisfac¸a certas condic¸o˜es, para que a estrutura dtc possa ser aplicada a processos
com atraso integradores ou insta´veis.
Assim, na sequ¨eˆncia, propo˜e-se uma estrate´gia de controle preditivo, em que, Nu,
N e λ sa˜o ajustados para alcanc¸ar o desempenho nominal desejado e R(z) como um
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paraˆmetro de ajuste da robustez para sistemas com atraso integradores ou insta´veis.
Em seguida, sera˜o estudadas as propriedades do novo algoritmo que sera´ dominado
rgpc.
3.2.2 Controle preditivo proposto
Nesta sec¸a˜o, sa˜o usadas as mesmas ide´ias analisadas na sec¸a˜o 2.4.2, para projetar
o controle preditivo para plantas integradoras ou insta´veis com atraso. Isto porque
que o observador de perturbac¸o˜es permite rejeitar perturbac¸o˜es, em caso de plantas
integradoras com atraso, melhor que outros algoritmos de compensac¸a˜o de atraso apre-
sentados na literatura.
Assim, inicialmente os paraˆmetros do controle preditivo Nu, N , λ sa˜o ajustados
para controlar o modelo sem atraso G(z). Na sequ¨eˆncia deve ser ajustado R(z) para
satisfazer as condic¸o˜es de estabilidade. Para este objetivo, calcula-se inicialmente a
relac¸a˜o perturbac¸a˜o−sa´ıda do esquema de controle preditivo (Figura 3.6),
Y (z)
Q(z)
= P (z)
(
1−
C(z)R(z)G(z)z−d
1 + C(z)G(z)
)
. (3.37)
Se P (z) e´ um processo insta´vel, o termo a` direita de P na equac¸a˜o (3.37) deve
possuir um zero em cada po´lo insta´vel 1 de P (z), |z0| ≥ 1. A condic¸a˜o para a rejeic¸a˜o
de perturbac¸o˜es constantes em regime estaciona´rio e´ que o mesmo termo tenha um zero
em z = 1. Portanto, as seguintes condic¸o˜es devem ser satisfeitas:


(
1−
C(z)R(z)G(z)z−d
1 + C(z)G(z)
)∣∣∣∣
z=1
= 0,(
1−
C(z)R(z)G(z)z−d
1 + C(z)G(z)
)∣∣∣∣
z=z0
= 0.
(3.38)
Por meio de manipulac¸o˜es matema´ticas, as condic¸o˜es da equac¸a˜o (3.38) podem ser
reduzidas a: { (
R(z)− zd
)∣∣
z=1
= 0,(
R(z)− zd
)∣∣
z=z0
= 0.
(3.39)
e para o caso particular de sistemas integradores:
1Ao longo deste trabalho e´ chamado po´lo insta´vel a todo po´lo Re(s) ≥ 0, s 6= 0. No caso discreto
|z| ≤ 1, z 6= 1
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

(
R(z)− zd
)∣∣
z=1
= 0,
d
dz
(
R(z)− zd
)∣∣
z=1
= 0.
(3.40)
Nota-se que R(z) deve possuir no mı´nimo 3 paraˆmetros de ajuste, 2 para satisfazer
a Equac¸a˜o (3.39) ou (3.40) e um paraˆmetro livre para atender as especificac¸o˜es de
robustez e rejeic¸a˜o de pertubac¸o˜es. Assim, R(z) e´ proposto como um filtro passa baixa
de segunda ordem:
R(z) =
r1 + r2z
−1
(1− αz−1)2
, (3.41)
em que no caso de plantas integradoras: r1 = (1−α)
2(d−1)+2(1−α), r2 = (1−α)
2−r1 e
no caso de plantas com um po´lo insta´vel: r1 =
zd0(1− 2αz
−1
0 + α
2z−20 )− (1− 2α + α
2)
(1− z−10 )
,
r2 = (1 − 2α + α
2) − r1 e α e´ o paraˆmetro livre que pode ser ajustado utilizando
especificac¸o˜es de robustez. Este ajuste e´ analisado na continuac¸a˜o.
3.2.3 Robustez
Utilizando a mesma abordagem apresentada no ı´tem 3.1.3, pode-se estudar a ro-
bustez do algoritmo proposto. Para isto, inicialmente calcula-se o ı´ndice de robustez
associado ao erro multiplicativo:
iR(ω) =
| 1 + C(ejω)Gn(e
jω) |
| C(ejω)Gn(ejω)R(ejω) |
, ∀ω ∈ (0, pi). (3.42)
Nota-se que, R(z) esta´ presente no denominador da Equac¸a˜o (3.42) e por outro lado,
no controlador proposto, R(z) e´ dado por um filtro passa baixa que pode ser ajustado
variado a frequ¨eˆncia de corte. Para valores da frequ¨eˆncia de corte tendendo a frequ¨eˆn-
cias baixas, o iR sera´ maior, mas a tendeˆncia a rejeitar perturbac¸o˜es Y/Q (equac¸a˜o
3.37) sera´ mais lenta. Portanto, R(z), que deve considerar iR e Y/Q, pode ser facil-
mente ajustado, para satisfazer especificac¸o˜es, por meio de simulac¸a˜o ou no domı´nio
da frequ¨eˆncia.
Para estudar o efeito dos paraˆmetros de controle na robustez e a forma do erro
de modelagem, e´ apresentada a seguinte ana´lise. Baseado no sistema apresentado no
Exemplo 3.4, ı´tem 3.2.4, as Figuras 3.7, 3.8 e 3.9 mostram, respectivamente, (i) o
efeito sobre o ı´ndice de robustez (iR), no controlador proposto, dos paraˆmetros λ, N
e α (em todas as figuras iR esta´ representada pelas linhas tracejadas) e (ii) o erro
de modelagem |δP | (representado pelas linhas cont´ınuas) para diferentes valores de
estimac¸a˜o do atraso (10%, 20%, e 25%). A Figura 3.7 mostra o efeito de λ no iR.
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Como pode ser observado, embora a sintonia deste paraˆmetro modifique a robustez,
na˜o e´ poss´ıvel incrementar o mo´dulo de iR na frequ¨eˆncia desejada, nem mesmo usando
valores elevados de λ. Para este caso particular, inclusive quando λ = 100, o sistema
torna-se-a´ insta´vel para pequenos erros de estimac¸a˜o no atraso (10%). A Figura 3.8
mostra o efeito de N no iR. Nota-se que, o iR e´ fortemente modificado por N , mas na˜o
e´ poss´ıvel atingir a condic¸a˜o de robustez. Finalmente, a Figura 3.9 mostra o efeito de
R no iR para diferentes valores de α. Nota-se que, neste caso, e´ fa´cil de incrementar o
iR na frequ¨eˆncia desejada usando um valor apropriado de α.
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Figura 3.7: Sintonia do ı´ndice de robustez: efeito de λ. As linhas cont´ınuas representam
o erro de modelagem |δP | e as linhas tracejadas o ı´ndice de robustez iR
3.2.4 Exemplos ilustrativos
Para ilustrar as propriedades do controlador proposto rgpc e comparar com o gpc,
e´ apresentado o seguinte exemplo de simulac¸a˜o.
Exemplo 3.3
O processo real e´ representado por:
P (s) =
e−5.3s
s(s+ 1)(0.5s+ 1)(0.2s+ 1)(0.1s+ 1)
(3.43)
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Figura 3.8: Sintonia do ı´ndice de robustez: efeito de N . As linhas cont´ınuas represen-
tam o erro de modelagem |δP | e as linhas tracejadas o ı´ndice de robustez iR
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Figura 3.9: Sintonia do ı´ndice de robustez: efeito deR. As linhas cont´ınuas representam
o erro de modelagem |δP | e as linhas tracejadas o ı´ndice de robustez iR
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As especificac¸o˜es de controle sa˜o que o sistema rejeite perturbac¸o˜es o mais rapida-
mente poss´ıvel e seja esta´vel em malha fechada para erros de estimac¸a˜o no atraso de
ate´ 20% (∆L ≈ 1s).
Inicialmente, faz-se a escolha do per´ıodo de amostragem, considerando variac¸o˜es de
ate´ ±20% do atraso. Como estudado no cap´ıtulo 2, um per´ıodo de amostragem que
na˜o compromete o desempenho nem a robustez e´ Ts = (∆L)/2 = 0.5s.
Um modelo simples de segunda ordem e´ usado para o modelo de predic¸a˜o:
P (z) =
0.1065z + 0.0029
z2 − 1.6065z + 0.6065
z−12.
O ajuste dos paraˆmetros e´ definido por N = Nu = 15, λ = 10.
Assim,
W (z) =
0.2426z2
−2.8977z2 + 4.0654z − 1.4103
, (3.44)
C(z) =
−2.8977z2 + 4.0654z − 1.4103
z2 − 0.7903z − 0.2097
, (3.45)
R(z) =
0.2368z2 − 0.2304z
(z − αF )2
,
com αF = 0.92 ajustado por meio de simulac¸a˜o, como e´ explicado no item 3.2.3 e
T (z−1) = 1. Para o gpc e´ utilizado T (z−1) = (1− αT z
−1)2, com αT = 0.95.
Na Figura 3.10 ilustra-se o comportamento em malha fechada de ambos os sistemas
de controle (gpc e o proposto rgpc). Um degrau na refereˆncia e´ introduzido em
t = 0. Ale´m disso, uma perturbac¸a˜o negativa do tipo degrau de 4% e´ introduzida
na entrada da planta, em t = 40s. Como pode ser observado, ambos os sistemas
teˆm comportamento similar ao seguimento de refereˆncias, mas a resposta do algoritmo
proposto, rgpc, tem um menor tempo de resposta na rejeic¸a˜o de perturbac¸a˜o. Para
testar a robustez e´ introduzido 20% de erro na estimac¸a˜o do atraso. Pode-se observar,
na Figura 3.11, que o algoritmo proposto rgpc tem uma resposta esta´vel em malha
fechada enquanto o gpc torna-se insta´vel.
Controle preditivo linear para sistemas com atraso 73
0 10 20 30 40 50 60 70 80 90 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Tempo (s)
S
a
íd
a
GPC
RGPC
referência
0 10 20 30 40 50 60 70 80 90 100
−0.05
0
0.05
0.1
0.15
0.2
Tempo (s)
C
o
n
tr
o
le
GPC
RGPC
Figura 3.10: Comparac¸a˜o dos algoritmos gpc e o proposto rgpc
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Figura 3.11: Comparac¸a˜o dos algoritmos gpc e o proposto rgpc com erro de 20% no
atraso
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Exemplo 3.4
Este exemplo ilustra as vantagens do uso do filtro no controlador proposto, com a
possibilidade de sintonia em tempo real. Para este objetivo e´ analisado o exemplo
apresentado em Normey-Rico e Merino (2005), em que o modelo representa o compor-
tamento dinaˆmico de n´ıvel de um tanque do processo de evaporac¸a˜o na indu´stria do
refino de ac¸u´car. Uma vez que o n´ıvel tem dinaˆmica integral, e´ poss´ıvel descrever o
comportamento dinaˆmico entre o n´ıvel e a variac¸a˜o do fluxo de controle do processo
como um processo de baixa ordem com ac¸a˜o integradora e atraso:
G(s) =
−0.002
s
e−110s (3.46)
em que o per´ıodo de amostragem e´ Ts = 10s.
Da mesma forma que no exemplo pre´vio, para obter a estabilidade de malha fechada
com sobre sinal pequeno a sintonia dos paraˆmetros e´ definido porN = Nu = 30 e λ = 5.
Assim:
W (z) =
−0.416z
5.651z − 5.236
, (3.47)
C(z) =
5.651z − 5.236
z − 1
. (3.48)
Inicialmente, na˜o e´ usado o filtro no controlador (R(z) = 1) e o erro de estimac¸a˜o
do atraso e´ zero (de t = 0 a t = 2600s). Os resultados de simulac¸a˜o sa˜o ilustrados na
Figura 3.12 mostrando que o sistema tem bom desempenho no seguimento de refereˆncia
e rejeic¸a˜o de perturbac¸a˜o (uma perturbac¸a˜o do tipo degrau de 0.5 e´ inserida na entrada
da planta em t = 1000s). Quando e´ introduzido um 10% de erro de estimac¸a˜o no atraso
(em t = 2600s) uma nova mudanc¸a na refereˆncia (em t = 2650s) e´ considerada e o
sistema torna-se insta´vel.
Para melhorar a robustez o filtro R(z) e´ introduzido em t = 3300s com α = 0.9:
R(z) =
0.3000z2 − 0.2900z
z2 − 1.8000z + 0.8100
. (3.49)
Como pode ser observado o efeito do filtro na˜o somente estabiliza o sistema, tambe´m
permite uma resposta razoa´vel a` rejeic¸a˜o de perturbac¸a˜o e seguimento de refereˆncia.
Este procedimento pode ser realizado em forma simples em tempo real, visto que o
filtro tem somente um paraˆmetro de sintonia.
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Figura 3.12: Exemplo 3.4
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3.2.5 Concluso˜es
O rgpc apresentado neste cap´ıtulo pode ser aplicado em forma satisfato´ria a sis-
temas com dinaˆmica integradora e atraso. Ainda, o controlador proposto pode ser
ajustado em dois passos: o primeiro calculando os paraˆmetros do gpc para obter um
desempenho desejado em malha fechada, e segundo por meio do ajuste de um filtro R
que define a robustez e a capacidade de rejeic¸a˜o de perturbac¸o˜es. Os resultados de si-
mulac¸a˜o mostraram que a resposta com o algoritmo proposto tem melhor desempenho
e e´ mais robusto que o gpc com o polinoˆmio T .
3.3 Formulac¸a˜o do epsac baseado no preditor de
Smith (spepsac)
Nesta sec¸a˜o, propo˜e-se um algoritmo de controle preditivo baseado no epsac e
no spgpc para plantas esta´veis com atraso, que se denomina Smith predictor epsac
(spepsac). A vantagem deste algoritmo e´ que: (i) como demonstrado em De Keyser
(2003), o epsac pode ser generalizado para o caso de processos na˜o lineares, mantendo
a simplicidade do controle linear; (ii) o uso do sp permite melhorar a robustez do
sistema.
Assim, a utilizac¸a˜o das ide´ias do epsac para o ca´lculo da lei de controle e do spgpc
para o ca´lculo das predic¸o˜es podem ser usadas para obter um algoritmo que permita
controlar adequadamente processos na˜o lineares com atraso.
Como comentado no cap´ıtulo anterior a proposta do epsac e´ a divisa˜o do sinal de
controle em duas partes. Para formalizar esta ide´ia, o sinal de controle ∆u pode ser
decomposto como:
∆u = Aδu+ b, (3.50)
em que b e A sa˜o constantes e δu e´ a varia´vel de controle o´timo:
b =


ub(t)− u(t− 1)
ub(t+ 1)− ub(t)
...
ub(t+Nu − 1)− ub(t+Nu − 2)

 , ANu×Nu =


1 0 . . . 0 0
−1 1 . . . 0 0
0 −1 . . . 0 0
...
...
. . .
...
0 0 . . . −1 1


,
δu =
[
δu(t) δu(t+ 1) . . . δu(t+Nu − 1)
]T
.
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Desta forma a predic¸a˜o da sa´ıda pode ser escrita como: yˆ = GAδu︸ ︷︷ ︸
yˆot
+Gb+ f︸ ︷︷ ︸
yˆb
, em
que yˆb e yˆot sa˜o denominados resposta base e o´tima respectivamente, sendo que a nova
resposta base depende das predic¸o˜es ate´ o tempo morto calculadas pelo procedimento
do spgpc.
Para o ca´lculo do controle o´timo minimiza-se a func¸a˜o custo:
J = (yˆ−w)T (yˆ−w) +∆uTQλ∆u,
em que w e´ um vetor, de dimensa˜o N , que conte´m a trajeto´ria da refereˆncia futura e
Qλ e´ uma matriz diagonal (de dimensa˜o Nu × Nu) de ponderac¸a˜o do controle. Para
isto substitui-se yˆ e ∆u em J :
J = (GAδu+ yˆb −w)
T (GAδu+ yˆb −w) + (Aδu+ b)
TQλ(Aδu+ b),
por meio de algumas manipulac¸o˜es matema´ticas pode se obter:
J =
1
2
δuT2AT (GTG+Qλ)Aδu+2[(yˆb−w)
TG+bTQλ]Aδu+(yˆb−w)
T (yˆb−w)+b
TQλb,
Observa-se que J tem a forma:
J =
1
2
δuTHδu+MT δu+N
em que:
H = 2AT (GTG+Qλ)A, (3.51)
MT = 2[(yˆb −w)
TG+ bTQλ]A, (3.52)
N = (yˆb −w)
T (yˆb −w) + b
TQλb. (3.53)
Minimizando J em relac¸a˜o a δu obte´m-se o controle o´timo:
δu = −H−1M. (3.54)
Substituindo as equac¸o˜es (3.51) e (3.52) em(3.54) e simplificando obte´m-se a
seguinte expressa˜o:
δu = A−1(GTG+Qλ)
−1(GT (w− yb)−Qλb).
Como A−1 e´ uma matriz triangular inferior com os elementos na˜o nulos iguais a um, a
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primeira linha da expressa˜o A−1(GTG +Qλ)
−1, e´ igual a` primeira linha de (GTG +
Qλ)
−1 e esta e´ representada por q. Por conseguinte o primeiro elemento de δu (δu(t))
e´ dado por:
δu(t) = q(GT (w− yˆb)−Qλb). (3.55)
em que
b = Abuv,uv = [u(t− 1) ub]
T , yˆb = GAbuv +Gpup + Fyˆd,
Gp e F sa˜o matrizes constantes (como definidas para o gpc, sec¸a˜o 2.8.2),
up =


∆u(t− 1)
∆u(t− 2)
...
∆u(t− nb)

 , yˆd =


yˆ(t+ d|t)
yˆ(t+ d− 1|t)
...
yˆ(t+ d− na|t)


e AbNu×Nu+1 =


1 −1 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
0 0 1 −1

. yˆd e´ calculado usando o sp de igual forma
que no spgpc (ver sec¸a˜o 2.8.3).
Substituindo b e yˆb na equac¸a˜o (3.55) obte´m-se:
δu(t) = frw+ fbuv + fgup + fsyˆd, (3.56)
em que:
fr = qG
T = [fr1 fr2 . . . frN ],
fb = qG
TGAb = [fb0 fb1 fb2 . . . fbNu ],
fg = qG
TGp = [fg1 fg2 . . . fgnb ],
fs = qG
TF = [fs1 fs2 . . . fsna+1].
O controle resultante a ser aplicado a` planta e´:
u(t) = ub(t) + δu(t).
A Figura 3.13 mostra o esquema de controle resultante. Observa-se que, dadas
as relac¸o˜es entre a resposta livre e a base, a estrutura do preditor ate´ y(t + d|t) e os
paraˆmetros fr, fg, fs sa˜o iguais ao do spgpc (Normey-Rico e Camacho 1999b). Como
comentado, a escolha do vetor ub e´ irrelevante na soluc¸a˜o do controle u(t) em sistemas
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yˆ(t+ d)
ub(t)
uz(t)
ub(t +Nu − 1)
ub(t + 1)
ub(t)
y(t)u(t)
Preditor
fbNu
fb2
fb1
fb0
fr1
frN
fr2
fs1 + fs2z
−1 + ...+ fsna+1z
−na
1− z−1fg1z
−1 + ...+ fgnbz
−nb
G(z)
R(z)
z−d
Processo
+
+
+ +
+
+
+
+
+
+
+
+
+
− +
w(t + d + 1)
w(t + d + 2)
w(t + d +N)
u(t− 1)
ug(t)
us(t)
δu(t)
− +
+
Figura 3.13: Estrutura do spepsac.
lineares (De Keyser 2003). Por exemplo se todos os elementos de ub, sa˜o escolhidos
como u(t− 1), enta˜o a estrutura da Figura 3.13 e´ igual a` do spgpc, uma vez que uz(t)
e´ igual a zero. Este algoritmo pode ser estendido a sistemas na˜o lineares com atraso
se ub for bem escolhido e e´ usado o modelo na˜o linear para o ca´lculo da sa´ıda base yˆb
como sera´ estudado no pro´ximo cap´ıtulo.
O preditor do spepsac pode ser ajustado usando as ide´ias dos dtc para a compen-
sac¸a˜o do atraso em que R e´ um filtro passa baixa ajustado considerando o compromisso
entre o desempenho e robustez. Por outro lado, no caso nominal, o controlador spepsac
tem as mesmas propriedades de desempenho que o epsac se os horizontes de predic¸a˜o
e controle, e paraˆmetros de ponderac¸a˜o sa˜o iguais em ambos os casos.
3.3.1 Concluso˜es
Nesta sec¸a˜o foi mostrada, que ao igual que o gpc, o epsac pode ser estendido,
usando um preditor robusto, para o controle de sistemas lineares com atraso. Como foi
anteriormente mencionado, a vantagem deste algoritmo e´ que pode ser estendido para
o caso de sistemas na˜o lineares com atraso como sera´ estudado no cap´ıtulo a seguir.
Cap´ıtulo 4
Controle de sistemas na˜o lineares
com atraso
Embora, em geral, os processos industriais sa˜o na˜o lineares, a maioria das te´cnicas
de controle esta˜o baseadas em modelos lineares, incluindo os compensadores de tempo
morto e controladores preditivos. Os modelos lineares proporcionam bons resultados
quando a planta opera nas vizinhanc¸as de um ponto de operac¸a˜o fixo. Nos processos
industriais em que o objetivo e´ manter o processo em torno a um estado estaciona´rio ao
contra´rio de mudar constantemente o ponto de operac¸a˜o, um modelo linear e´ geralmente
suficiente. Existem situac¸o˜es em que isso na˜o e´ mais va´lido. Por um lado, ha´ processos
com na˜o linearidades severas (incluindo vizinhanc¸as do estado estaciona´rio) em que o
modelo linear na˜o e´ suficiente para assegurar a estabilidade de malha fechada. Por outro
lado, existem processos que esta˜o sujeitos a transic¸o˜es cont´ınuas (partidas, paradas,
etc.) e esta˜o a maior parte do tempo longe do funcionamento em estado estaciona´rio
ou incluso processos que nunca esta˜o operando em estado estaciona´rio em que todo
o funcionamento e´ levado a cabo em modo transiente. Para este tipo processos uma
estrate´gia de controle linear na˜o sera´ muito efetiva, portanto controladores na˜o lineares
sera˜o essenciais para melhorar o desempenho e manter um funcionamento esta´vel.
Obviamente o projeto de um controle na˜o linear e´ mais complexo que o caso linear.
Ale´m disso, o problema de controle agrava-se se o processo apresenta um tempo morto
significativo. Um tipo particular de na˜o linearidades e´ causado pelos limites f´ısicos nos
atuadores ou nas varia´veis do processo. Este tipo de na˜o linearidades esta´ presente em
todos os processos. O mpc, esta´ entre as te´cnicas que consideram as restric¸o˜es na fase
de projeto.
Devido a` complexidade dos controladores preditivos na˜o lineares (nmpc; “nonlinear
mpc”) ainda existem muitos temas que na˜o foram resolvidos tanto no aspecto teo´rico
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quanto na implementac¸a˜o pra´tica.
No aspecto teo´rico tem aparecido muitos resultados significativos no aˆmbito de
estabilidade em malha fechada. Sempre analisando o problema do regulador (conduzir
os estados a zero). Neste campo os principais resultados sa˜o:
1. Horizonte infinito. Esta soluc¸a˜o foi proposta por Keerthi e Gilbert (1988) e
consiste em implementar os horizontes de predic¸a˜o ate´ o infinito. Neste caso
a func¸a˜o objetivo pode ser considerada uma func¸a˜o de Lyapunov, fornecendo
estabilidade nominal. Embora importante, esta soluc¸a˜o na˜o e´ pra´tica dado que
um numero infinito de varia´veis devem ser computadas em cada de per´ıodo de
amostragem.
2. Restric¸a˜o terminal. Os mesmos autores propuseram outra soluc¸a˜o considerando
um horizonte finito e assegurando estabilidade por meio da adic¸a˜o de restric¸o˜es
terminais nos estados (i.e. restric¸o˜es na predic¸a˜o final dos estados da forma
x(t + N2|t) = xs). A adic¸a˜o deste termo adicional restringe a que o sistema
opere dentro de uma regia˜o fixa e aumenta o custo computacional. Isto dificulta
a aplicac¸a˜o pra´tica.
3. Controle dual. Foi proposta por Michalska e Mayne (1993), esta e´ uma estrate´gia
que usa uma restric¸a˜o terminal menos restritiva. A ide´ia foi definir uma regia˜o Ω
em torno ao estado final a` que o sistema poderia ser conduzido (i.e. uma restric¸a˜o
da forma x(t +N2|t) ∈ Ω). Uma vez que os estados entrem em Ω, o controlador
muda para uma estrate´gia linear previamente computada.
4. Horizonte quase infinito. Chen e Allgo¨wer (1996) estenderam o conceito de con-
trole dual usando a ide´ia de regia˜o terminal e controle estabilizante, mas somente
para o ca´lculo do custo terminal. A ac¸a˜o de controle e´ determinada resolvendo
o problema de horizonte finito sem mudar a um controlador linear, mesmo den-
tro da regia˜o terminal. Este me´todo adiciona um custo terminal quadra´tico na
func¸a˜o custo. Este termo e´ um limite superior da func¸a˜o custo necessa´ria para
conduzir o sistema na˜o linear a` origem, comec¸ando de algum estado dentro da
regia˜o terminal. Portanto a func¸a˜o custo de horizonte finito se aproxima a` func¸a˜o
custo de horizonte infinito.
Estas e outras formulac¸o˜es de controle preditivo com estabilidade garantida foram
resumidas no artigo apresentado por Mayne et al. (2000). Nesta refereˆncia, os autores
apresentam condic¸o˜es gerais e suficientes para o projeto de um mpc estabiliza´vel e
mostram que as estrate´gias apresentadas anteriormente sa˜o um caso particular destas.
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Por outro lado, a aplicac¸a˜o de um controlador que resolva o controle o´timo, con-
siderando os aspectos anteriormente mencionados, em cada per´ıodo de amostragem e´
complexo. Existem outras formulac¸o˜es que ao inve´s de analisar o projeto de um mpc
esta´vel, partem da hipo´tese de que a lei de controle e´ esta´vel e se ocupam de simplificar
os problemas associados com a otimizac¸a˜o para tornar o mpc via´vel do ponto de vista
de aplicac¸a˜o. Entre estas te´cnicas de controle esta˜o:
1. Controle mpc linear estendido. Este e´ um dos caminhos mais simples de lidar
com a na˜o linearidade e foi originalmente adaptado para a estrate´gia do dmc
(Hernandez e Arkun 1991). A ide´ia consiste em somar um termo adicional na
predic¸a˜o do modelo linear que leva a na˜o linearidade em conta: yˆ = G∆u+f+fnl.
Os elementos do vetor fnl sa˜o calculados minimizando a diferenc¸a entre a predic¸a˜o
obtida do modelo linear estendido e a predic¸a˜o do modelo modelo na˜o linear
completo, conservando assim a estrutura original de programac¸a˜o quadra´tica.
2. Modelos locais. Uma forma simples de tratar a na˜o linearidade e´ utilizar suces-
sivos modelos linearizados em torno do ponto de operac¸a˜o nominal, consequ¨eˆnte-
mente podera´ ser usado um mpc linear. Esta ide´ia foi estendida em Kouvaritakis
et al. (1999), que usa o modelo linearizado em torno das trajeto´rias preditas as
quais podem ser obtidas aplicando a sequ¨eˆncia de controle calculada no per´ıodo
anterior. O modelo e´ variante no tempo mas pode ser usado com um mpc linear,
permitindo assim uma soluc¸a˜o em tempo real.
3. Uso de horizontes pequenos. Horizontes de predic¸a˜o e controle pequenos reduzem
o custo computacional do problema de otimizac¸a˜o, muito embora horizontes
grandes sa˜o requeridos para tornar o sistema esta´vel e melhorar o desempenho,
por exemplo no cap´ıtulo anterior foi mostrado que para garantir a estabilidade
os horizontes de predic¸a˜o e de controle na˜o podem ser menores a um valor que
depende da ordem da planta e do atraso. Para contornar este problema existem
resultados testados experimentalmente com bom desempenho reduzindo o hori-
zonte de controle a um e mantendo os horizontes de predic¸a˜o como paraˆmetros
de ajuste (De Keyser e Donald III 2005).
4. Decomposic¸a˜o da sequ¨eˆncia de controle. Uma das principais ide´ias no mpc linear
e´ a decomposic¸a˜o das predic¸o˜es em resposta livre e forc¸ada. Embora isto na˜o
e´ mais va´lido para processos na˜o lineares dado que o princ´ıpio de superposic¸a˜o
na˜o pode mais ser aplicado, uma soluc¸a˜o alternativa foi apresentada em Keyser
e Lazar (2003) para o epsac. A principal ide´ia consiste em considerar uma
sequ¨eˆncia de controle (ub(t + j)) tal que a sequ¨eˆncia de controle para predic¸a˜o
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seja:
u(t+ j) = ub(t+ j) + δu(t+ j), j = 0, ..., Nu − 1,
em que Nu e´ o horizonte de controle e δu a sequ¨eˆncia das varia´veis manipuladas.
A predic¸a˜o do processo e´ calculada como a soma da resposta do processo yb que
corresponde a ub e yot que corresponde a δu:
y(t+ j) = yb(t+ j) + yot(t+ j), j = N1, ..., N2,
em que yb e´ associado ao modelo na˜o linear e yot a um modelo linear. O problema
de otimizac¸a˜o pode ser resolvido como um mpc linear dado que a varia´vel mani-
pulada δu esta´ associada com o modelo linear. Atrave´s de sucessivas iterac¸o˜es de
otimizac¸a˜o e´ poss´ıvel encontrar uma soluc¸a˜o para ub tal que δu seja zero. Neste
caso, como na˜o ha´ mais o principio de superposic¸a˜o, a soluc¸a˜o e´ pro´xima a` soluc¸a˜o
o´tima na˜o linear. As condic¸o˜es de convergeˆncia do algoritmo sa˜o complexas de
analisar e dependem das caracter´ısticas da na˜o linearidade do modelo, entradas
e sa´ıdas passadas do processo, refereˆncia futura e perturbac¸o˜es.
Neste cap´ıtulo da´-se eˆnfase a` abordagem do problema de mpc na˜o linear do ponto
de vista pra´tico, propondo soluc¸o˜es que permitam melhorar a robustez de um tipo de
sistemas na˜o lineares com atraso. Os resultados sa˜o testados em simulac¸a˜o e por meio de
ensaios em uma planta piloto. Dois casos sa˜o estudados, o mpc baseado em modelos
lineares e restric¸o˜es nas varia´veis de entrada e sa´ıda e o mpc baseado em modelos
na˜o lineares. Assim, inicialmente faz-se uma revisa˜o de como implementar processos
na˜o lineares, logo apo´s, como parte das contribuic¸o˜es deste trabalho, apresenta-se um
algoritmo de controle preditivo especialmente apropriado para o controle de processos
na˜o lineares com atraso que se baseia na ide´ia dos algoritmos nepsac (De Keyser 2003)
e spgpc (Normey-Rico e Camacho 1999b). Para o melhor entendimento do algoritmo
e´ realizada uma revisa˜o do algoritmo nepsac e e´ proposta uma estrutura de controle
que permita melhorar a robustez do nepsac. Parte dos resultados apresentados neste
cap´ıtulo foram publicados em Torrico e Normey-Rico (2004). Na parte final do cap´ıtulo
sera˜o apresentados alguns resultados experimentais e as concluso˜es.
4.1 Restric¸o˜es no controle preditivo baseado em
modelo (mpc)
Nos cap´ıtulos pre´vios, o problema de controle foi considerado levando-se em conta
que os sinais de controle possuem uma faixa ilimitada de operac¸a˜o. Isto na˜o e´ muito
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realista dado que na pra´tica todos os processos esta˜o sujeito a restric¸o˜es. Os atuadores
teˆm uma faixa de operac¸a˜o limitada e um tempo de resposta limitado, como e´ o caso
das va´lvulas de controle limitadas pela abertura ma´xima e mı´nima como tambe´m pelo
tempo de resposta. Razo˜es de seguranc¸a e limites nos sensores causam restric¸o˜es nas
varia´veis dos processos como e´ o caso dos n´ıveis nos tanques, vaza˜o nas tubulac¸o˜es e
pressa˜o nos depo´sitos. Ale´m disso, na pra´tica, os pontos de operac¸a˜o das plantas esta˜o
determinados para satisfazer objetivos econoˆmicos o qual conduz a operar perto dos
limites e de violar as restric¸o˜es.
O sistema de controle tem que se antecipar a` violac¸a˜o das restric¸o˜es e corrig´ı-las de
uma maneira apropriada. Embora as restric¸o˜es da entrada e da sa´ıda sejam tratadas
basicamente da mesma forma, as implicac¸o˜es das restric¸o˜es diferem. As restric¸o˜es
da sa´ıda sa˜o principalmente devido a razo˜es de seguranc¸a e devem ser controladas
com antecipac¸a˜o porque as varia´veis de sa´ıda sa˜o afetadas pela dinaˆmica do processo.
As varia´veis da entrada, ou manipuladas, podem sempre ser mantidas no limite pelo
controlador limitando a ac¸a˜o do controle a valores que satisfac¸am as restric¸o˜es do
esforc¸o de controle.
As restric¸o˜es que atuam em um processo podem ser de va´rios tipos. As mais comuns
sa˜o as originadas pelos limites na amplitude do sinal de controle, limites de variac¸a˜o
ma´xima por unidade de tempo deste e limites nos sinais de sa´ıda. Estas restric¸o˜es, no
caso do mpc, podem ser descritas por:
∆umin ≤ ∆u(t+ j) ≤ ∆umax, ∀ j = 0, ..., Nu−1,
umin ≤ u(t+ j) ≤ umax, ∀ j = 0, ..., Nu − 1,
ymin ≤ yˆ(t+ j|t) ≤ ymax, ∀ j = N1, ..., N2,
(4.1)
em que u e yˆ sa˜o valores futuros do sinal de controle e de sa´ıda respectivamente, N1 e
N2 definem o horizonte de predic¸a˜o e Nu o horizonte de controle. No caso de sistemas
lineares, a predic¸a˜o da sa´ıda, na forma vetorial, pode ser expressa como yˆ = G∆u+ fr,
em que yˆ e´ um vetor composto pelas sa´ıdas preditas, ∆u e´ formado pelos sinais de
controle futuro, G e´ a matriz dinaˆmica de resposta ao degrau e fr e´ a resposta livre
(Camacho e Bordons 2004). As restric¸o˜es (4.1) tambe´m podem ser escritas em forma
geral, vetorialmente, como:
A∆u ≤ B, (4.2)
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em que A =


I
−I
Trig
−Trig
G
−G


e B =


∆umax
∆umin
umax −Tumu(t− 1)
Tumu(t− 1)− umax
ymax − fr
fr − ymax


, Trig =


1 0 . . . 0 0
1 1 . . . 0 0
...
...
. . .
...
...
1 1 . . . 1 0
1 1 . . . 1 1


Nu×Nu
Tum =


1
0
...
0


Nu×1
, umax =


umax
...
umax


Nu×1
, umin =


umin
...
umin


Nu×1
, ymax =


ymax
...
ymax


N×1
ymin =


ymin
...
ymin


N×1
, ∆umax =


∆umax
...
∆umax


Nu×1
e
∆umin =


∆umin
...
∆umin


Nu×1
.
E´ importante levar as restric¸o˜es do sistema a esta representac¸a˜o geral (4.2), dado
que esta forma permite utilizar algoritmos eficientes de otimizac¸a˜o que existem no
mercado os quais resolvem o problema de otimizac¸a˜o sujeito a este tipo de restric¸o˜es.
Como sera´ visto na sequ¨eˆncia, o mpc considera um problema de otimizac¸a˜o quadra´tica
sujeito a este tipo de restric¸o˜es e a soluc¸a˜o o´tima pode ser calculada em um nu´mero
finito de iterac¸o˜es.
4.2 Restric¸o˜es no mpc em sistemas com atraso
Uma das principais vantagens do mpc e´ que as restric¸o˜es podem ser levadas em
conta explicitamente. Considere o problema de otimizac¸a˜o:
min J = (yˆ−w)T (yˆ −w) +∆uTQλ∆u,
s.a : A∆u ≤ B.
(4.3)
Se a predic¸a˜o pode ser descrita na forma yˆ = G∆u + fr enta˜o substituindo esta
equac¸a˜o (4.3), a estrate´gia mpc pode ser expressa como segue:
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min J = 1
2
∆uTH∆u+ bT∆u+ f0,
s.a : A∆u ≤ B.
(4.4)
em que:
H = 2(GTG +Qλ),
b = 2[GT (fr −w)],
f0 = fr
T fr − 2w
T fr +w
Tw.
A implementac¸a˜o dompc com restric¸o˜es requer a soluc¸a˜o de um problema de progra-
mac¸a˜o quadra´tica (qp; “quadratic programming”) (Biegler 1998), isto e´, um problema
de otimizac¸a˜o com uma func¸a˜o objetivo quadra´tica e restric¸o˜es lineares. Portanto,
a soluc¸a˜o o´tima do problema de programac¸a˜o quadra´tica e´ resolvida considerando o
conjunto de restric¸o˜es ativas e todos os pontos da resposta livre.
Observe que o termo f0 e´ uma func¸a˜o quadra´tica da resposta livre do processo fr.
Os paraˆmetros B e b sa˜o dependentes em forma afim da resposta livre (fr). Considere
todos os pontos no espac¸o de fr em que o problema de otimizac¸a˜o e´ fact´ıvel e a soluc¸a˜o
o´tima e´ denotada por u∗. Ha´ duas poss´ıveis soluc¸o˜es: i) que u∗ esteja no interior do
politopo definido pelas restric¸o˜es ou ii) que u∗ se encontre sobre o limite das restric¸o˜es.
Definindo Ω0 como todos os pontos no espac¸o de fr em que a soluc¸a˜o u
∗ esta´ dentro do
politopo definido pelas restric¸o˜es, enta˜o a soluc¸a˜o para todos os pontos de fr contidos
em Ω0 e´ equivalente a` soluc¸a˜o do problema de otimizac¸a˜o sem restric¸o˜es (Normey-Rico
e Camacho 2007):
u∗ = H−1b = 2H−1GT (w − fr),
isto e´, u∗ e´ uma func¸a˜o afim da resposta livre se todos os pontos de fr esta˜o contidos
em Ω0. Agora considere que a soluc¸a˜o esta´ no limite do politopo e e´ definido Ωp como
a regia˜o no espac¸o de fr, tal que a soluc¸a˜o do mpc se encontra no conjunto de restric¸o˜es
denotado por p.
As linhas de A e B, para um conjunto de restric¸o˜es ativas, podem ser reordenadas
tal que as matrizesA e B possam ser particionadas como: A =
[
A1
A2
]
e B =
[
B1
B2
]
,
e as restric¸o˜es sejam descritas por:
A1∆u = B1
A2∆u < B2
em queA1 e´ uma matriz de dimensa˜o
m1 × n e B1 e´ um vetor de dimensa˜o m1. E´ assumido que m1 < n e que o posto de
A1 = m1.
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O problema de otimizac¸a˜o do mpc para os pontos de fr em Ωp e´ equivalente a:
min J = 1
2
∆uTH∆u+ bT∆u+ f0,
s.a : A1∆u = B1.
(4.5)
A soluc¸a˜o do problema (4.5) tem a forma (Camacho e Bordons 2004):
∆u = Kpww +K
p
f fr +K
p. (4.6)
Isto e´, para todos os pontos na regia˜o Ωp, o controlador e´ uma func¸a˜o afim da resposta
livre fr e refereˆncia futuraw. Deve ser destacado, que a estrutura do mpc sem restric¸o˜es
e´ similar ao caso com restric¸o˜es. A u´nica diferenc¸a e´ em que o controle e´ afim por
segmentos.
Em caso de sistemas com atraso a predic¸a˜o do processo (no intervalo N1 = 1 + d,
N2 = d +N em que N e´ o paraˆmetro de sintonia) tambe´m pode ser escrita na forma
yˆ = G∆u+ fr, em que a resposta livre fr depende das sa´ıdas passadas y(t), y(t− 1), ...
e controle passado u(t− 1), u(t− 2), .... Por outro lado, como foi estudado no cap´ıtulo
anterior, a resposta livre pode ser expressa em func¸a˜o da sa´ıda de um preditor yp, que
prediz a sa´ıda ate´ t + d, e os sinais de controle passados, ver Figura 4.1. Como pode
ser observado, o preditor somente afeta o ca´lculo da resposta livre e consequ¨entemente
a estrutura da lei de controle (4.6) na˜o muda. Portanto, qualitativamente, a influeˆncia
da estrutura de compensac¸a˜o de tempo morto do mpc e´ a mesma que no caso sem
restric¸o˜es. Assim, espera-se que estruturas de preditor que melhoram a robustez no
caso do mpc sem restric¸o˜es, melhorem tambe´m no caso do mpc com restric¸o˜es.
PROCESSO
PREDITOR
OTIMIZADOR
restric¸o˜es
u(t)w
yp(t)
y(t)
RESPOSTA LIVRE
DE yp(t)
RESPOSTA LIVRE
Figura 4.1: Esquema do mpc para sistemas com atraso.
Na continuac¸a˜o sera´ abordado teoricamente o problema de estabilidade em sistemas
de controle preditivo com restric¸o˜es, mostrando a complexidade pra´tica quando con-
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siderados sistemas de elevado ordem ou com atraso.
4.3 Formulac¸a˜o geral do mpc com garantia de esta-
bilidade: Abordagem teo´rica
Nesta sec¸a˜o faz-se uma breve revisa˜o da formulac¸a˜o geral do mpc com garantia de
estabilidade. Esta formulac¸a˜o geral e´ usada principalmente devido a razo˜es de ana´lise
de factibilidade e estabilidade (Mayne 2000, Kerrigan 2000, Marruedo 2002). Na parte
final apresentam-se as dificuldades quando aplicadas a sistemas com atraso.
As formulac¸o˜es de controle preditivo mpc com factibilidade no controle e estabili-
dade garantidas teˆm evolu´ıdo ate´ chegar a` necessidade do uso de uma regia˜o e custo
terminal. A regia˜o terminal (T) e´ um conjunto fechado na vizinhanc¸a da origem que o
estado final predito deve alcanc¸ar. Para garantir isto, impo˜e-se a regia˜o terminal como
restric¸a˜o no problema de otimizac¸a˜o, denominada restric¸a˜o terminal. O custo terminal
(V (t+N |t) = x(t +N |t)TPx(t+N |t)) e´ uma func¸a˜o que penaliza o estado terminal,
isto e´, o estado predito no final do horizonte de predic¸a˜o.
A maioria das publicac¸o˜es fazem a ana´lise de factibilidade e estabilidade usando
modelos discretos de predic¸a˜o em espac¸o de estados, que sa˜o mais gerais que os modelos
entrada−sa´ıda, da forma:
x(t+ 1) = f(x(t), u(t), η(t)), (4.7)
em que x e´ o estado do sistema e u um vetor que contem os sinais de entrada, n repre-
senta as perturbac¸o˜es, as dimenso˜es de x(t), η(t) e u(t) sa˜o n, n e m, respectivamente.
Tambe´m e´ considerado que o sistema apresenta um ponto de equil´ıbrio na origem, i.e.
f(0, 0, 0) = 0. Isto e´ poss´ıvel, sem perdida de generalidade, utilizando varia´veis de
desv´ıo. As restric¸o˜es sobre o sistema sa˜o descritas pelos conjuntos X e U, geralmente
fechados e delimitados nos quais devem estar respectivamente contidos os estados do
sistema e os sinais de controle.
Assim o problema de otimizac¸a˜o do mpc e´ descrito por:
min J = V (x(t+N |t)) +
N−1∑
j=0
L(x(t+ j|t), u(t+ j)), (4.8a)
90 Controle de sistemas na˜o lineares com atraso
sujeito a:
x(t+ j + 1|t) = f(x(t+ j|t), u(t+ j), n(t+ j)), x(t|t) = x(t), (4.8b)
x(t+ j|t) ∈ X, u(t+ j) ∈ U, j = 0, ..., N − 1, (4.8c)
u(t+ j) = h(x(t+ j|t)) j = Nu, ..., N − 1, (4.8d)
x(t+N |t) ∈ T ⊆ X (4.8e)
L representa a func¸a˜o custo de etapa normalmente dada por:
L = x(t+ j|t)TQx(t+ j|t) + u(t+ j)TRu(t+ j),
em que Q e R sa˜o matrizes de ponderac¸a˜o dos estados e controle, respectivamente. A
relac¸a˜o u(t+ j) = h(x(t+ j|t)) [equac¸a˜o (4.8d)] e´ uma lei de controle que estabiliza o
sistema obtida utilizando-se a teoria de estabilidade de Lyapunov. E´ claro que quando
Nu = N , a restric¸a˜o (4.8d) na˜o e´ levada em conta.
Na teoria de estabilidade do mpc a regia˜o terminal e o custo terminal sa˜o muito
importantes. Por exemplo, assume-se, o caso nominal em que o sistema e´ localmente
estabiliza´vel por uma lei de controle u = h(x). Esta lei de controle, deve satisfazer as
seguintes condic¸o˜es:
1. Existe uma regia˜o T tal que para todo x(t) ∈ T, enta˜o h(x(t)) ∈ U. Esta condic¸a˜o
garante que as ac¸o˜es de controle na˜o violem as restric¸o˜es. Diz-se, portanto que
estas sa˜o admiss´ıveis em T;
2. f(x, h(x)) ∈ T, ∀x ∈ T. Esta condic¸a˜o indica que o estado do sistema no pro´ximo
per´ıodo de amostragem continua dentro da regia˜o T. Diz-se portanto, que T e´
um conjunto positivamente invariante para o sistema x(t+1) = f(x(t), h(x(t)));
3. Para todo x(t) ∈ T existe uma func¸a˜o de Lyapunov V (x) tal que
V (x(t))−V (x(t+1)) ≥ x(t)TQx(t)+h(x(t))TRh(x(t)). Esta condic¸a˜o garante que
o custo o´timo e´ uma func¸a˜o de Lyapunov. Isto e´ necessa´rio para a convergeˆncia
assinto´tica do sistema.
Se estas condic¸o˜es sa˜o verificadas enta˜o a estrate´gia mpc estabiliza assintoticamente
todos os estados iniciais do sistema que sejam fact´ıveis.
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4.3.1 Formulac¸a˜o do mpc para sistemas com atraso
Embora a ana´lise, do ponto de vista conceitual, do mpc para sistemas com atraso
seja a mesma para sistemas sem atraso, nesta sec¸a˜o mostram-se as dificuldades do
ponto de vista pra´tico quando o atraso ou tempo morto e´ considerado.
Considere que a planta com atraso na entrada e´ descrita por:
xp(t+ 1) = Apxp(t) +Bpu(t− dp), (4.9)
e apresenta restric¸o˜es nos estados e sinais de controle.
Para a ana´lise de estabilidade e factibilidade a planta, descrita na Equac¸a˜o (4.9),
deve ser expressa na forma x(t+ 1) = Ax(t) +Bu(t), isto e´:


x(t+ 1)
u(t+ 1− dp)
...
u(t− 1)
u(t)


=


Ap Bp 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
0 0 0 . . . 0




x(t)
u(t− dp)
...
u(t− 2)
u(t− 1)


+


0
0
...
0
1


u(t) (4.10)
Observa-se que a dimensa˜o do sistema, descrita na Equac¸a˜o (4.10), depende do
atraso, tornando-se mais complexa a ana´lise, a medida que aumenta o atraso. Por outro
lado a maioria das publicac¸o˜es com resultados teo´ricos consideram modelos de baixa
ordem, em geral de segunda ordem, para a ana´lise, devido ao fato que os algoritmos de
ca´lculo dos conjuntos invariantes funcionam eficientemente com modelos de segunda
ordem. Neste caso, e´ poss´ıvel chegar a concluso˜es por meio de interpretac¸o˜es gra´ficas
dos resultados uma vez que estes podem ser expressos em um espac¸o de duas dimenso˜es.
Por outro lado, em sistemas de ordem elevada o ca´lculo da regia˜o terminal T e o ma´ximo
domı´nio de atrac¸a˜o fact´ıvel dos estados e´ mais complexo e os algoritmos sa˜o menos
eficientes, especialmente no caso de incertezas no atraso, que pode ser expresso como
um erro parame´trico em A.
Por este motivo e´ que na pro´xima sec¸a˜o, e nesta tese de modo geral, a abordagem
do mpc e´ do ponto de vista de aplicac¸o˜es pra´ticas. Especificamente sera´ estudado o
caso do mpc na˜o linear para sistemas com atraso, em que se parte da hipo´tese que o
mpc e´ esta´vel e se propo˜e o ajuste de filtros para melhorar a robustez.
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4.4 Controle preditivo na˜o linear de processos com
atraso (nmpc)
E´ evidente que a principal vantagem do nmpc em relac¸a˜o ao mpc e´ a possibilidade
de lidar com processos de dinaˆmica na˜o linear. Na˜o ha´ nada conceitualmente contra´rio
ao uso de modelos na˜o lineares no mpc. Portanto, a extensa˜o das ide´ias do mpc, a
processos na˜o lineares e´ direta, pelo menos conceitualmente. No entanto, a soluc¸a˜o do
problema, na˜o e´ trivial, e ha´ muitas dificuldades derivadas do uso deste tipo de modelos.
A principal destas e´ a soluc¸a˜o do problema de otimizac¸a˜o cujos resultados, em alguns
casos, podem levar a um problema na˜o convexo de otimizac¸a˜o. Outra dificuldade e´ o
estudo de estabilidade e de robustez, os quais sa˜o mais complexos no caso de sistemas
na˜o lineares, em especial, se o processo conte´m tempo morto.
Com o objetivo de contornar o problema de otimizac¸a˜o na˜o linear, existem me´todos
que consideram um modelo linearizado em torno do ponto de operac¸a˜o. Se existem
va´rios pontos de operac¸a˜o, podem ser usados va´rios modelos lineares para os diferentes
pontos. Neste caso, utiliza-se o me´todo de linearizac¸a˜o por partes. Uma outra estrate´-
gia mais aproximada da soluc¸a˜o o´tima na˜o linear e´ dada pelo nepsac, que usa uma
resposta impulsiva para o ca´lculo da matriz dinaˆmica e o modelo na˜o linear para o
ca´lculo da resposta livre, ou resposta base se a entrada na˜o for constante. O algoritmo
encontra a soluc¸a˜o sub-o´tima por meio de sucessivas iterac¸o˜es de otimizac¸a˜o em que
cada iterac¸a˜o e´ equivalente a resolver o problema de otimizac¸a˜o do epsac.
4.4.1 nepsac para sistemas com atraso: Abordagem pra´tica
Do ponto de vista conceitual o uso de te´cnicas de controle preditivo para sistemas
na˜o lineares na˜o apresenta dificuldades. Ja´ do ponto de vista das aplicac¸o˜es, a otimiza-
c¸a˜o na˜o linear pode ser muito complexa e demorada para ser implementada em tempo
real. Para contornar este problema, o nepsac utiliza um procedimento iterativo de
otimizac¸o˜es lineares ate´ aproximar-se da soluc¸a˜o o´tima na˜o linear. Para isto, um mo-
delo linear de resposta ao degrau e o modelo na˜o linear sa˜o usados. A cada um dos
modelos sa˜o associados sinais de entrada diferentes. Por meio de sucessivas iterac¸o˜es
diminui-se a componente de entrada que esta´ associada ao modelo linear obtendo-se
a soluc¸a˜o de controle pro´xima a` soluc¸a˜o o´tima na˜o linear (Keyser e Lazar 2003). Os
resultados obtidos com o nepsac em plantas sem atraso sa˜o satisfato´rios, pore´m o
efeito do atraso na˜o e´ devidamente tratado. Por outro lado, estruturas dtc-mpc aju-
dam a melhorar o desempenho e a robustez do controlador e podem ser usadas quando
o atraso pode ser separado da dinaˆmica na˜o linear (ver Figura 4.2). Assim, aqui e´
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apresentada uma extensa˜o do nepsac para sistemas com atraso (dtc-nepsac) para o
caso em que este possa ser separado da dinaˆmica na˜o linear. Do ponto de vista pra´tico,
isto e´ comum em processos em que o atraso deve-se a` medic¸a˜o das varia´veis.
na˜o linear
Processo
Atraso
u(t) y(t)
Figura 4.2: Esquema de um modelo em que o atraso pode ser separado da parte
dinaˆmica
4.4.1.1 O modelo na˜o linear
Para este estudo sera˜o considerados apenas os processos que possam ser represen-
tados por um modelo da forma:
y(t) = x(t) + η(t), (4.11)
em que x(t) conte´m a dinaˆmica na˜o linear do processo e η(t) representa a dinaˆmica das
perturbac¸o˜es.
A dinaˆmica na˜o linear apresenta atraso em relac¸a˜o a` entrada e pode ser representada
por:
x(t) = f(x(t− 1), x(t− 2), ..., x(t− na), u(t− 1− d), ..., u(t− nb − d)), (4.12)
em que na e nb indicam o nu´mero de amostras passadas da sa´ıda do modelo em malha
aberta e do controle respectivamente e d e´ o atraso. Assim a dinaˆmica do sistema e´
composta de um atraso em se´rie com o modelo na˜o linear.
Por outro lado, o modelo de perturbac¸o˜es η(t) inclui os efeitos das perturbac¸o˜es na˜o
mensura´veis, que podem ser modeladas por um ru´ıdo colorido da mesma forma que no
caso linear (De Keyser 2003):
η(t+ d+ j) =
C(z−1)
D(z−1)
e(t+ d+ j), (4.13)
4.4.1.2 Ca´lculo das predic¸o˜es
Dado que o modelo e´ na˜o linear, na˜o e´ poss´ıvel usar a equac¸a˜o diofantina para o
ca´lculo das predic¸o˜es de x. Portanto, as predic¸o˜es podem ser calculadas recursivamente
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a partir dos valores passados de x.
Por outro lado, dado que o modelo das perturbac¸o˜es e´ linear, a predic¸a˜o de
n pode ser calculada baseada na equac¸a˜o diofantina C(z−1) = ECd+j(z
−1)D(z−1) +
z−d+jFd+j(z
−1), obtendo-se assim:
η(t+ d+ j) = FCd+j(z
−1)
η(t)
C(z−1)
+ ECd+j(z
−1)e(t+ d+ j), (4.14)
4.4.2 Algoritmo de controle preditivo nepsac
A estrate´gia de controle preditivo nepsac consiste em dividir as predic¸o˜es em duas
partes:
yˆ = yot + yb, (4.15)
em que, yot e´ calculada a partir de um modelo de resposta a pequenas perturbac¸o˜es e
uma entrada δu(t+ k), denominada tambe´m entrada o´tima, e yb por meio do modelo
na˜o linear, modelo de perturbac¸o˜es e uma entrada ub(t + k), denominada tambe´m
entrada base.
O sinal futuro de controle resultante e´ dado pela soma da entrada o´tima e da base
(ver Figura 2.17):
u(t+ k) = δu(t+ k) + ub(t+ k) ∀k = 1, ..., Nu.
Para simplificac¸a˜o da notac¸a˜o o controle pode ser expresso vetorialmente:
u = δu+ ub.
em que: u =


u(t+ 1)
u(t+ 2)
...
u(t+Nu)

 , δu =


δu(t+ 1)
δu(t+ 2)
...
δu(t+Nu)

 e ub =


ub(t+ 1)
ub(t+ 2)
...
ub(t+Nu)

 .
O modelo de predic¸a˜o de pequenas perturbac¸o˜es e´ descrito por:
yot = Geδu, (4.16)
conforme descrito na sec¸a˜o 2.8.4. Neste caso, a matriz Geδu e´ estimada por meio do
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modelo na˜o linear.
Substituindo (4.16) em (4.15), a predic¸a˜o da sa´ıda pode ser expressa como:
yˆ = Geδu+ yb. (4.17)
Assumindo que ub e´ uma constante conhecida, enta˜o a resposta base (yb) tambe´m
podera´ ser calculada. Portanto, se yˆ (4.17) e´ substitu´ıda na func¸a˜o custo (4.3), a u´nica
varia´vel da func¸a˜o J sera´ δu. Considerando que na˜o ha´ restric¸o˜es nas varia´veis, o valor
de δu que minimiza J e´ dado por:
δu = (Ge
TGe + (Trig
−1)TQλTrig
−1)−1(Ge
T (w− yb)− (Trig
−1)TQλup1), (4.18)
em que up1 = Trig
−1ub −Tumu(t− 1), [Trig e Tum definidas na sec¸a˜o 4.1].
Se ub for escolhida apropriadamente e´ poss´ıvel achar uma soluc¸a˜o o´tima de δu tal
que esta seja zero. Este processo pode ser realizado por meio de sucessivas interac¸o˜es
de otimizac¸a˜o linear e sera´ explicado no pro´ximo ı´tem. Isto permite que o controle
resultante aplicado a` planta (u(t) = ub(t)), seja uma soluc¸a˜o muito pro´xima a` soluc¸a˜o
o´tima na˜o linear (Keyser e Lazar 2003). Isto e´ devido ao fato que, como foi explicado
na parte introduto´ria, deve-se evitar a superposic¸a˜o dos sinais de controle, porque o
principio de superposic¸a˜o na˜o e´ va´lido em sistemas na˜o lineares. Assim, somente restara´
a componente associada ao modelo na˜o linear (ub), sendo esta muito pro´xima a` soluc¸a˜o
o´tima na˜o linear.
4.4.3 nepsac para sistemas com atraso
Considerando o modelo na˜o linear (4.11) e assumindo C(z−1) = 1 e D(z−1) =
[1− z−1] o esquema de controle pode ser transformado como o diagrama apresentado
na Figura 4.3 com R(z) = 1 (estrutura dtc-nepsac). Nesta figura observa-se que: (i)a
estrutura de controle e´ a mesma que no caso linear para sistemas com atraso; (ii) no
caso caso nominal, a diferenc¸a entre a sa´ıda do processo e do modelo e´ zero, portanto o
atraso e´ eliminado da malha de realimentac¸a˜o permitindo o uso de controladores com
maior ganho.
Como no caso linear R(z) pode ser projetado como um filtro passa baixa para
melhorar o desempenho e a robustez em caso de sistemas na˜o lineares esta´veis. Um
filtro passa baixa melhora a robustez em frequ¨eˆncias elevadas, precisamente onde o
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z−d
−
+
R(z)
y(t)
q
+
+
processow Estrate´gia
yp(t)
MNL
nepsac
Figura 4.3: Estrate´gia dtc-nepsac.
erro de modelagem do atraso e´ importante. Isto indica que se a frequ¨eˆncia de corte do
filtro diminui, o sistema torna-se mais robusto e mais lento. Por exemplo, considere-se
que a estrate´gia nepsac estabiliza o modelo nominal sem atraso, mesmo que existam
erros considera´veis de modelagem, o sistema em malha fechada podera´ ser estabilizado
sintonizando o filtro R(z). No pior dos casos o processo opera em malha aberta quando
o ganho de R(z) e´ zero em todas as frequ¨eˆncias. Isto mostra que R(z) sempre pode
estabilizar o sistema em caso de processos na˜o lineares esta´veis se o controle prima´rio
estabiliza o modelo na˜o linear sem atraso, mesmo que os objetivos de desempenho na˜o
sejam satisfeitos.
Embora a ana´lise teo´rica seja muito complexa, as vantagens do uso do filtro R(z)
pode ser evidenciado por meio de exemplos de simulac¸a˜o e, como se vera´ no Cap´ıtulo
5, e´ poss´ıvel analisar teoricamente alguns casos particulares.
Em seguida, apresenta-se o algoritmo que permite o ca´lculo do controle sub-o´timo
para a estrutura dtc-nepsac.
4.4.3.1 Algoritmo de otimizac¸a˜o do dtc-nepsac
Dado que o valor desejado de ub na˜o pode ser calculado diretamente para anular
δu (ver equac¸a˜o 4.18) utiliza-se o procedimento iterativo que se descreve a seguir.
O algoritmo que minimiza J (4.3), por meio da escolha de ub, em sucessivas itera-
c¸o˜es, ilustrado na Figura 4.4, e´ descrito por:
1. calcula-se yp usando o sp;
2. calcula-se a resposta base yb como segue:
- seleciona-se o vetor de controle base inicial com todos os elementos iguais a
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u(t− 1), ou seja ub = [u(t− 1), ..., u(t− 1)]
T ;
- calcula-se a resposta base yb ao longo do horizonte de predic¸a˜o, utilizando o
modelo na˜o linear, os sinais de controle e sa´ıdas passadas de yp e o controle
base ub: yb = [yb(t+ d+ 1), ..., yb(t+ d+N)];
3. ca´lculo do controle sub-o´timo.
- Estima-se a matriz dinaˆmicaGe introduzindo um degrau ou impulso no modelo
na˜o linear e medindo as sa´ıdas e condic¸o˜es inicias, para normalizar Ge, deve
ser dividida pela magnitude do degrau;
- Calcula-se o controle o´timo (δu) por meio da equac¸a˜o 4.18;
- Se |δu| ≤ ε (com ε tendendo a zero), aplica-se o controle u(t) = ub(t) + δu(t) e
o algoritmo volta ao passo 1 no pro´ximo per´ıodo de amostragem;
- Caso contrario faz-se ub = ub+δu calcula-se yb usando a nova ub e o algoritmo
retorna ao inicio do passo 3.
Supo˜e-se que este procedimento iterativo e´ convergente. Propor uma soluc¸a˜o com
garantia de convergeˆncia, do ponto de vista aplicativo, e´ complexo e na˜o e´ tratado
neste trabalho.
4.4.3.2 Ajuste dos paraˆmetros do controlador
O ajuste dos paraˆmetros do mpc na˜o linear deve levar em conta a resposta desejada
de malha fechada e a complexidade computacional do algoritmo.
Os paraˆmetros do controle prima´rio N1, N2, Nu e λ devem ser escolhidos para a
obtenc¸a˜o da resposta desejada em malha fechada no caso nominal. Por outro lado
R(z) do preditor deve ser ajustado como um filtro passa baixa tal que a frequ¨eˆncia de
corte defina a robustez e a rejeic¸a˜o de perturbac¸o˜es desejadas. Assim, na sequ¨eˆncia e´
analisado o ajuste do controle prima´rio e do filtro R(z), que e´ similar ao caso cont´ınuo.
Ajuste do controle prima´rio:
Em sistemas com atraso e´ conveniente escolher N1 = 1 + d dado que ate´ que
transcorra o atraso a ac¸a˜o de controle no afeta a sa´ıda do processo. Por outro lado, o
horizonte ma´ximo pode ser escolhido como N2 = d+N , sendo d o atraso e N o u´nico
paraˆmetro de ajuste do horizonte de predic¸a˜o. O ajuste de N , Nu e λ pode ser dividido
em dois casos:
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Calcular yb
considerando ub a entrada
o modelo de perturbac¸o˜es
do modelo NL e tambem e´ considerado
|δu| < ε
Calcular o o´timo linear δu
ub = ub + δu
Aplicar o controle u(t) = ub(1) + δu(1)
per´ıodo de amostragem
NA˜O
Definir ub = [u(t− 1), . . . , u(t− 1)]
T
SIM
Esperar ate´ o pro´ximo
Calcular yp(t)
Estimar a matriz dinaˆmica Ge
Ler y(t)
Figura 4.4: Algoritmo da estrate´gia de controle dtc-nepsac.
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1. Caso Nu = N .
Neste caso, N deve ser encolhido o suficientemente longo para que o sistema
em malha fechada na˜o seja insta´vel ou apresente oscilac¸o˜es e deve tentar ser do
tamanho do tempo de estabelecimento do sistema em malha fechada. O ajuste
de λ define a caracter´ıstica da resposta do sistema de malha fechada, sendo que
valores pequenos definem respostas ra´pidas e maior esforc¸o de controle e valores
grandes respostas lentas e menor esforc¸o de controle.
2. Caso Nu = 1 e λ = 0.
Esta escolha permite simplificar o ajuste do controle preditivo sendo N o u´nico
paraˆmetro de ajuste. Valores pequenos de N conduzem a respostas ra´pidas e
ac¸o˜es de controle elevadas e valores grandesN conduzem a respostas lentas e ac¸o˜es
de controle menores. As vantagens de esta escolha para sistemas na˜o lineares sa˜o
analisadas na sec¸a˜o 5.3.
Ajuste do filtro R(z):
O ajuste do filtro R(z) e´ similar ao caso linear. Para garantir a rejeic¸a˜o de per-
turbac¸o˜es o ganho do filtro deve ser unita´rio. O numerador deve ser ajustado para
satisfazer o ganho unita´rio e o denominador para a obtenc¸a˜o da frequ¨eˆncia de corte
ωc desejada. Valores pequenos de ωc tornam a rejeic¸a˜o de perturbac¸o˜es mais lenta e
o sistema mais robusto e valores grandes de ωc tornam rejeic¸a˜o de perturbac¸o˜es mais
ra´pida e o sistema menos robusto.
Na sequ¨eˆncia, apresentam-se resultados experimentais da estrate´gia proposta.
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4.5 Resultados experimentais: Controle de n´ıvel
em uma planta piloto
Sa˜o muitos os processo industriais em que combinam-se atrasos e caracter´ısticas
na˜o lineares. Para ilustrar a aplicac¸a˜o do controle preditivo na˜o linear robusto, (dtc-
nepsac) foi usado o controle de n´ıvel num tanque de uma planta piloto do “Depar-
tamento de Automac¸a˜o e Sistemas”, conforme ilustrado na Figura 4.5). A vaza˜o de
entrada, varia´vel manipulada, e´ obtida por meio da bomba B1, que bombeia o l´ıquido
do tanque de armazenamento TA ao tanque T1 e em seguida ao segundo tanque T2. A
varia´vel a ser controlada e´ o n´ıvel no tanque T2. Toda a instrumentac¸a˜o e os disposi-
tivos de controle esta˜o conectados por meio de uma rede Fieldbus ao SCADA, o qual
e´ executado por um computador.
Figura 4.5: Planta piloto.
Para aumentar a na˜o linearidade no tanque T2, foram introduzidos blocos de cimento
no seu interior de tal forma que a sec¸a˜o efetiva do tanque possa ser aproximada a` de
um tanque coˆnico (ver Figuras 4.6 e 4.7).
O me´todo para descrever o modelo da planta e´ o caixa-cinza. Isto e´, por um lado
sa˜o usadas as leis da f´ısica para descrever o modelo e por outro e´ usado um me´todo de
identificac¸a˜o na˜o linear para se estimar alguns paraˆmetros do modelo.
Para isto, inicialmente calcula-se a a´rea da sec¸a˜o do tanque que varia em func¸a˜o da
altura do tanque h:
Area(h) = piR2T − 2
[
R2B arccos
(
RB − b(h)
RB
)
−
√
R2B − (RB − b(h))
2
]
,
em que b(h) = −0.11024 h + 0.07, RT = 0.1065 e RB = 0.0929.
Controle de sistemas na˜o lineares com atraso 101
b(h) RB
RT
Figura 4.6: Corte transversal do tanque.
Figura 4.7: Esquema do tanque.
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Para o controle de n´ıvel, pode ser obtido o seguinte modelo fenomenolo´gico que
relaciona a vaza˜o de entrada qi com o n´ıvel h.
h(t+ 1) = h(t) +
(
qf(t)
Area(h(t))
−
ks
√
2g(h(t) + h0)
Area(h(t))
)
Ts,
em que Ts e´ o per´ıodo de amostragem (5s) e qf esta´ relacionado a qi por meio de uma
func¸a˜o de primeira ordem qf (t) = αq qf (t− 1) + (1− αq) qi(t).
As constantes ks = 3.27 ∗ 10
−5, h0 = 0.1685 e αq = 0.7925 foram identificadas
por meio de ensaios ao degrau, minimizando a diferenc¸a quadra´tica entre a sa´ıda do
processo e do modelo (ver Figura 4.8) e usando ferramentas de otimizac¸a˜o na˜o linear.
Todas as unidades das varia´veis que foram usadas esta˜o no sistema internacional.
Por meio de simulac¸a˜o foi introduzido um atraso de 2 minutos entre a vaza˜o e o
n´ıvel lido. O objetivo e´ representar um processo que mistura dois componentes Ca e
Cb num tanque. A vaza˜o do componente Ca e´ constante e do componente Cb pode
ser manipulada (varia´vel de controle). A mistura entre os componentes Ca e Cb e´
chamada Cc. O n´ıvel do tanque pode ser estimado por meio da concentrac¸a˜o de Cc.
Por outro lado o componente Cc e´ transportado por uma tubulac¸a˜o a um tanque de
armazenamento e a concentrac¸a˜o pode ser medida somente no final da tubulac¸a˜o o qual
ocasiona um atraso na estimac¸a˜o do n´ıvel. O atraso e´ varia´vel em func¸a˜o do n´ıvel de
Cc no tanque. Portanto o atraso da planta pode variar devido a` variac¸a˜o do fluxo de
sa´ıda, sendo o atraso ma´ximo considerado igual a 2 minutos e 40 segundos.
Para efeito de comparac¸a˜o sa˜o feitos dois ensaios utilizando as estrate´gias nepsac
e dtc-nepsac. O per´ıodo de amostragem do sistema e´ Ts = 5s. Os paraˆmetros de
sintonia do nepsac e do dtc-nepsac sa˜o Nu = 1, N1 = d+1 = 25 e N2 = d+N = 39
em que d = 24. No dtc-nepsac foi usado um filtro passa baixa do tipo R(z) = (1−α)z
z−α
,
com α = 0.95. α foi ajustado por meio de simulac¸a˜o, levando-se em conta o desempenho
e a robustez. Deve-se notar que a estrate´gia nepsac tambe´m leva em conta o modelo
do atraso, mas separando a predic¸a˜o ate´ o tempo t+ d pode-se melhorar os resultados
incluindo um compensador de tempo morto robusto dtc.
As Figuras 4.9 e 4.10 mostram os resultados experimentais usado os controladores
nepsac e o proposto dtc-nepsac. Observa-se que o controlador na˜o linear pro-
posto (dtc-nepsac) tem melhor desempenho do que o nepsac dado que apresenta
menor sobre-sinal, menor tempo de estabelecimento e as oscilac¸o˜es do regime transito´rio
diminuem mais rapidamente.
Para testar a rejeic¸a˜o de perturbac¸a˜o foi introduzida uma perturbac¸a˜o tipo degrau
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Figura 4.8: Validac¸a˜o do modelo.
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Figura 4.9: Ensaios ao seguimento de refereˆncia do controlador NEPSAC
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Figura 4.10: Ensaios ao seguimento de refereˆncia do controlador DTC-NEPSAC
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Figura 4.11: Quantidade de iterac¸o˜es do algoritmo de otimizac¸a˜o
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na vaza˜o em t = 75min de 100litros/hora. Pode ser observado que ambos os sis-
temas rejeitam a perturbac¸a˜o. A resposta do dtc-nepsac e´ ligeiramente mais lenta
em relac¸a˜o ao nepsac dado ao compromisso que existe entre robustez e rejeic¸a˜o de
perturbac¸o˜es.
A Figura 4.11 mostra o nu´mero de otimizac¸o˜es lineares que resolve o algoritmo em
cada per´ıodo de amostragem para alcanc¸ar o o´timo na˜o linear. Como observado, em
ambos os casos o nu´mero ma´ximo de iterac¸o˜es esta´ nos transito´rios (5 iterac¸o˜es). Isto
monstra que a na˜o linearidade e´ mais evidente nos transito´rios. Em regime estaciona´rio
o dtc-nepsac acha a soluc¸a˜o em uma iterac¸a˜o e o nepsac em duas. Isto significa
menos custo computacional e pode ser de vital importaˆncia em processos em que o
tempo de ca´lculo do algoritmo e´ importante.
4.6 Concluso˜es
Neste cap´ıtulo, foi mostrado do ponto de vista pra´tico, que as ide´ias dos dtc tam-
be´m podem ser aplicadas para o controle preditivo na˜o linear. Especificamente ao caso
do controle de processos na˜o lineares esta´veis com atraso. Embora na˜o exista uma
ana´lise teo´rica, foi mostrado, por meio de ensaios, que a robustez pode ser melhorada
usando filtros, da mesma forma que no caso linear.
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Cap´ıtulo 5
Estudo de caso: Dosagem de droga
a pacientes durante cirurgia
Durante a u´ltima de´cada, a tecnologia de controle influenciou com sucesso a medi-
cina moderna por meio da cirurgia robo´tica, suporte eletrofisiolo´gico, cirurgia guiada
por computador, etc (Bailey e Haddad 2005). Uma outra a´rea da medicina voltada a
aplicac¸o˜es de controle e´ a farmacologia cl´ınica, em especial a anestesia cl´ınica. Den-
tro deste grupo particular de aplicac¸o˜es, o monitoramento e o controle da profundi-
dade aneste´sica a pacientes durante a cirurgia, oferecem desafios a` engenharia moderna
(Haddad et al. 2003).
Este to´pico chamou a atenc¸a˜o dos engenheiros e me´dicos cl´ınicos ha´ uma de´cada
(O’Hara et al. 1992), com sistemas inteligentes que ofereciam dados ao anestesiolo-
gista sobre uma quantidade o´tima de droga que devia ser ministrada durante o ensaio
cl´ınico (Greenhow et al. 1993). O controle de anestesia apresenta diversas caracter´ısti-
cas interessantes do ponto de vista de controle automa´tico, tais como: caracter´ısticas
multivaria´veis (Petersen-Felix et al. 1995); existeˆncia de um tempo morto entre a ad-
ministrac¸a˜o dos agentes aneste´sicos e o efeito cl´ınico; a dinaˆmica e´ diferente dependendo
das substaˆncias aneste´sicas (Curatolo et al. 1996, Struys et al. 2003). Estudos recentes
mostraram que o desempenho do controle de profundidade de anestesia depende do
tipo de aneste´sico a ser utilizado como varia´vel controlada (Mainland et al. 2000, Ting
et al. 2004). Pesquisas adicionais provaram que o Propofol 1 e´ um aneste´sico que pode
ser bem administrado, usando te´cnicas de controle automa´tico, em pacientes durante
cirurgia (Huang et al. 1999, Kenny e Mantzaridis 1999).
1O Propofol e´ um agente aneste´sico que se administra por via intravenosa e e´ utilizado em induc¸a˜o
e manutenc¸a˜o de anestesia geral. O nome comercial e´ DIPRIVANr
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E´ importante contar com um sistema de controle seguro, que leve em conta o tempo
transcorrido entre o instante em que e´ aplicada a droga e o efeito produzido sobre o
paciente, caso contra´rio podem haver oscilac¸o˜es ou o sistema tornar-se insta´vel (Bailey
e Haddad 2005). Hoje em dia existem drogas com uma demora em atingir o ma´ximo
efeito de ate´ 100 s, como por exemplo o Propofol. As vantagens da aplicac¸a˜o do
controle automa´tico na administrac¸a˜o de droga e´ colaborar com os anestesistas para
evitar overdose ou uma dose muito leve nos pacientes. Portanto, o controlador deve
ser robusto para compensar as na˜o linearidades, variac¸o˜es dos paraˆmetros entre um
e outro paciente (inter variabilidade) como tambe´m variac¸o˜es das caracter´ısticas de
um mesmo paciente ao longo da cirurgia (intra variabilidade). Do ponto de vista da
engenharia de controle, o controle preditivo baseado em modelo mpc tem um papel
muito importante resolvendo este tipo de problemas complexos. Assim, neste cap´ıtulo
e´ desenvolvido o controle preditivo para o caso particular do controle da profundidade
de anestesia com resultados promisso´res. Inicialmente, e´ apresentado uma revisa˜o de
modelos utilizados para predic¸a˜o, na sequ¨eˆncia o algoritmo de controle e sua ana´lise
de estabilidade e robustez. Finalmente, sa˜o apresentados exemplos de simulac¸a˜o e as
concluso˜es do cap´ıtulo.
5.1 Modelo do paciente
Durante o processo de anestesia, no qual o objetivo do mpc e´ a administrac¸a˜o da
quantidade necessa´ria de drogas, o modelo usado para predic¸a˜o e´ de vital importaˆncia.
O modelo deve representar adequadamente a dinaˆmica do paciente durante a aplicac¸a˜o
de uma droga espec´ıfica, neste caso o Propofol. A relac¸a˜o entre a injec¸a˜o e o efeito
desejado da droga pode ser descrita por modelos farmacocine´ticos e farmacodinaˆmicos
seguidos de um tempo morto. Modelos farmacocine´ticos descrevem a distribuic¸a˜o das
drogas no corpo humano e modelos farmacodinaˆmicos descrevem a relac¸a˜o entre a con-
centrac¸a˜o da droga no sangue e o efeito cl´ınico da droga. Normalmente, estes modelos
podem ser identificados para diferentes tipos de drogas por meio de ensaios em um
conjunto de pacientes. Para a maioria dos agentes aneste´sicos na atualidade ja´ exis-
tem modelos identificados (Absalom e Struys 2005). Quando e´ considerado o Propofol
como a droga manipulada, o modelo farmacocine´tico e´ compartimental, constitu´ıdo de
treˆs compartimentos em que a droga e´ acumulada, sendo um compartimento central
(sangue) e dois perife´ricos (gordura e mu´sculo) (Bailey e Haddad 2005). O modelo
dinaˆmico que descreve a relac¸a˜o entre as diferentes varia´veis, ilustrado na Figura 5.1,
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e´ como segue:
x˙1(t) = −[k11 + k21 + k31]x1(t) + k12x2(t)+
k13x3(t) + u(t),
x˙2(t) = k21x1(t)− k12x2(t),
x˙3(t) = k31x1(t)− k13x3(t),
(5.1)
em que: x1 e´ a concentrac¸a˜o da droga no compartimento central (sangue); x2 e´ a
concentrac¸a˜o no mu´sculo e x3 e´ a concentrac¸a˜o na gordura. As constantes kij para
i 6= j, denotam a taxa de transfereˆncia do compartimento j ao compartimento i.
A constante k11 denota a taxa do metabolismo da droga, u(t) e´ a injec¸a˜o de droga
aneste´sica (Propofol) no compartimento central (sangue).
DE
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COMPARTMENTOELIMINAC¸A˜O
Figura 5.1: Modelo dos compartimentos.
O modelo farmacodinaˆmico e´ caracterizado por uma func¸a˜o de primeira ordem que
relaciona a concentrac¸a˜o de droga no compartimento central x1 com a concentrac¸a˜o
Ce:
C˙e(t) = −keCe(t) + kex1(t) (5.2)
em que Ce representa o efeito cl´ınico causado pela droga, que e´ chamado tambe´m de
concentrac¸a˜o no compartimento de efeito, e ke e´ a constante que define a dinaˆmica
deste modelo.
Para quantificar Ce em tempo real, podem ser usados alguns dispositivos comerciais.
Um dispositivo recentemente adotado pelos anestesistas para medir Ce e´ o BIS, que
prove´m da abreviac¸a˜o da sigla em ingleˆs Bispectral Index. O BIS e´ um ı´ndice que
relaciona a medida do Electroencefalograma (EEG) com o n´ıvel de profundidade de
anestesia. Este dispositivo tem um tempo de processamento varia´vel. Isto implica que
a medida do BIS e´ obtida com um tempo morto que normalmente varia entre 15s a
30s. O EEG esta´ inteiramente relacionado com o n´ıvel de conscieˆncia do paciente por
meio da quantificac¸a˜o da atividade ele´trica no ce´rebro (Bailey e Haddad 2005). O BIS
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pode variar de 0 a 100. O valor zero denota o ma´ximo efeito poss´ıvel do EEG, i.e.
um EEG isoele´trico, e o valor 100 denota que o paciente esta´ acordado e totalmente
consciente. Assim, se o BIS i.e. se o BIS e´ 70, enta˜o o paciente esta´ acordado mas na˜o
totalmente consciente. Durante a cirurgia o BIS desejado, do ponto de vista cl´ınico, e´ de
50 e deve permanecer entre os valores de 40 e de 60 para continuar sendo cl´ınicamente
aceita´vel. O BIS pode ser associado a` concentrac¸a˜o no compartimento de efeito Ce por
meio de uma relac¸a˜o esta´tica na˜o linear (chamada tambe´m curva de Sigmoid) que foi
desenvolvida baseada em estudos emp´ıricos (Bailey e Haddad 2005):
BIS(t) =
(
E0 − Emax
Ce(t)
γ
Ce(t)γ + C
γ
50
)
, (5.3)
em que E0 denota o valor do estado totalmente consciente, o qual tipicamente assume o
valor de 100; E0−Emax denota o mı´nimo valor alcanc¸a´vel pelo BIS; C50 e´ a concentrac¸a˜o
da droga na metade do ma´ximo efeito (50) e representa a sensibilidade do paciente a`
droga; e γ determina o grau de na˜o linearidade da curva de Sigmoid (5.3).
As constantes apresentadas no modelo com treˆs compartimentos (5.1) sa˜o com-
putadas para o Propofol usado as seguintes equac¸o˜es (Absalom e Struys 2005):
Vc = 4.27, V2 = 18.9− 0.391(idade− 53), V3 = 238,
Cl1 = 1.89 + 0.0456 (peso− 77)− 0.0681 (lbm− 59)+
0.0264 (estatura− 177),
Cl2 = 1.29− 0.024 (idade− 53), Cl3 = 0.836, k11 =
Cl1
Vc
,
k12 =
Cl2
Vc
, k13 =
Cl3
Vc
, k21 =
Cl2
V2
, k31 =
Cl3
V3
, ke = 0.459.
(5.4)
com LBM (“lean body mass” ou “peso da massa magra”) do homem:
lbm = 1.1 peso− 128
peso2
estatura2
,
e o LBM da mulher:
lbm = 1.07 peso− 148
peso2
estatura2
,
em que as unidades de peso, estatura e idade sa˜o quilogramas, cent´ımetros e anos
respectivamente.
Como pode ser visto em (5.4), os valores de k11, k12, k13, k21 e k31 dependem do
peso, estatura, idade e sexo dos pacientes.
Este modelo descrito, formado pelo modelo farmacocine´tico (5.1) em se´rie com o
modelo farmacodinaˆmico (5.3), e´ atualmente usado na a´rea de anestesia geral pelos
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anestesistas para simular o efeito da injec¸a˜o de droga (Propofol) em pacientes durante
cirurgia, dado que se os paraˆmetros peso, estatura, idade, sexo, E0, Emax, C50 e α sa˜o
corretamente identificados, o modelo representa adequadamente os pacientes (Absalom
e Struys 2005).
Na pra´tica existem simuladores que usam valores dos paraˆmetros E0, Emax, C50 e α
obtidos por meio de identificac¸a˜o com base em dados reais de um conjunto de pacientes.
Normalmente, considera-se que na˜o ha´ erros significativos na obtenc¸a˜o dos paraˆmetros
restantes (peso, estatura e idade).
E´ importante observar que o modelo total e´ composto por uma parte de dinaˆmica
linear em serie com uma na˜o linearidade esta´tica. Na literatura este tipo de modelo
e´ conhecido como modelo Wiener. A parte linear modela a distribuic¸a˜o da droga nos
compartimentos e a parte na˜o linear esta´ associada com o monitoramento do efeito da
droga em tempo real.
5.2 Controle preditivo de dosagem de anestesia
Como foi explicado nos cap´ıtulos pre´vios, o mpc e´ uma te´cnica baseada em modelo
e requer o modelo expl´ıcito do sistema. Por outro lado, nesta aplicac¸a˜o, o modelo e´
composto por uma parte de dinaˆmica linear e outra de na˜o linearidade esta´tica.
Para simplificar o algoritmo a na˜o linearidade esta´tica do modelo, introduzida pelo
BIS, e´ compensada pela inversa da curva nominal de Sigmoid (5.3):
Ce(t) = C50
γ
√
E0 − BIS(t)
BIS + Emax −E0
, (5.5)
obtendo-se assim um modelo linear para o mpc (Figura 5.2). A este modelo e´ adi-
cionado um atraso para representar o tempo de processamento do BIS.
A estimac¸a˜o dos paraˆmetros da curva de sigmoid (E0, Emax, C50 e α) em tempo real
e´ complexa, portanto no modelo de predic¸a˜o, o controlador usa um modelo nominal
da curva de Sigmoid para compensar a na˜o linearidade, independentemente de quais
dos pacientes sa˜o testados na simulac¸a˜o. Portanto, isto assume que o controlador deve
ser suficientemente robusto e que seja capaz de compensar as inter e intra- variac¸o˜es
nos paraˆmetros do paciente. Deve-se notar que as perturbac¸o˜es externas tambe´m esta˜o
presentes como por exemplo os est´ımulos ciru´rgicos e a perda de sangue.
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1
C. de Sigmoid
do controlador
§ ·¨ ¸© ¹
e
C
Figura 5.2: Estrutura linear do modelo do paciente.
5.2.1 Descric¸a˜o da estrate´gia mpc utilizada
Uma vez que que a na˜o linearidade foi compensada, a nova sa´ıda a ser controlada
e´ a estimac¸a˜o da concentrac¸a˜o Ce e sera´ representada por y. A refereˆncia para y pode
ser calculada por meio da Equac¸a˜o (5.5), em que deve ser substitu´ıda a refereˆncia do
BIS, que e´ igual a 50. Assim, o objetivo de controle e´:
min J =
N2∑
k=N1
[yˆ(t+ k|t)− w(t+ k)]2 + λ
Nu−1∑
k=0
[∆u(t+ k)]2,
s.a : u(t) ≥ 0.
(5.6)
em que yˆ e´ a predic¸a˜o do processo, w a trajeto´ria de refereˆncia e u a taxa de injec¸a˜o
de droga.
O modelo de predic¸a˜o utilizado e´ o modelo paralelo, cujo uso e´ valido quando
aplicado a plantas esta´veis (De Keyser 2003):
y(t+ j) = x(t+ j) + η(t+ j) (5.7)
em que x(t + j) =
B(z−1)
A(z−1)
u(t + j − d − 1), representa a dinaˆmica do processo com
atraso d e η(t+ j) =
C(z−1)
D(z−1)
e(t+ j) o modelo das perturbac¸o˜es.
Considerando que a predic¸a˜o da sa´ıda (yˆ) deve ser calculada no intervalo de tempo
t + d + 1 a t + d + N , e para simplificar a notac¸a˜o, assume-se a mudanc¸a de varia´vel
j = d+ j.
Inicialmente e´ calcula-se a predic¸a˜o de x:
x(t+ d+ j) =
B(z−1)
A(z−1)
u(t+ j − 1). (5.8)
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Pode-se observar que x depende dos sinais futuros e passados de controle. Estes valores
podem ser separados por meio do uso da equac¸a˜o diofantinaB(z−1) = A˜(z−1)EBj (z
−1)+
z−jFBj (z
−1), em que A˜(z−1) = (1 − z−1)A(z−1) e o grau de EBj (z
−1) e FBj (z
−1) sa˜o
j − 1 e na respectivamente, obtendo-se assim:
x(t+ d+ j) = EBj (z
−1)∆u(t− 1 + j) + FBj (z
−1)
u(t− 1)
A(z−1)
. (5.9)
Para calcular a predic¸a˜o das perturbac¸o˜es, considera-se o modelo de perturbac¸o˜es:
n(t+ d+ j) =
C(z−1)
D(z−1)
e(t+ d+ j), (5.10)
em que e e´ o ru´ıdo branco, D(z−1) e C(z−1) sa˜o polinoˆmios que definem a dinaˆmica das
perturbac¸o˜es. Multiplicando a Equac¸a˜o (5.10) por D(z−1), e tendo em vista a equac¸a˜o
diofantina C(z−1) = ECd+j(z
−1)D(z−1) + z−d+jFd+j(z
−1) obte´m-se:
n(t+ d+ j) = FCd+j(z
−1)
n(t)
C(z−1)
+ ECd+j(z
−1)e(t+ d+ j), (5.11)
em que o grau de FCd+j e E
C
d+j sa˜o max(nc− j− d, nd− 1) e j+ d− 1, respectivamente.
A partir das Equac¸o˜es (5.9), (5.11) e considerando que a melhor estimativa de
e(t+ d+ j) e´ zero, pode-se computar a predic¸a˜o da sa´ıda como:
yˆ(t+ d+ j|t) = EBj (z
−1)∆u(t− 1 + j) + fd+jb (5.12)
em que fd+j e´ a resposta livre, dada por:
fd+j = F
B
j (z
−1)
x(t+ d)
B(z−1)
+ FCd+j(z
−1)
y(t)− x(t)
C(z−1)
. (5.13)
A predic¸a˜o yˆ tambe´m pode ser expressa em forma vetorial (no horizonte j = 1, ..., N)
por:
yˆ = G∆u+ f , (5.14)
em que:
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yˆ =


yˆ(t+ d+ 1|t)
yˆ(t+ d+ 2|t)
...
yˆ(t+ d+N |t)

 ,∆u =


∆u(t)
∆u(t+ 1)
...
∆u(t+Nu − 1)

 , f =


fd+1
fd+2
...
fd+N

 eG e´ a matriz
dinaˆmica de resposta ao degrau (Camacho e Bordons 2004), cujos coeficientes sa˜o
obtidos de EBN(z
−1).
Substituindo yˆ na func¸a˜o custo J = (yˆ −w)T (yˆ −w) + λ∆uT∆u e minimizando
J , obte´m-se: ∆u = (GTG + λI)−1GT (w − f) = K(w − f). Considerando que k e´ a
primeira linha de K, enta˜o pode-se se calcular o controle atual que sera´ aplicado no
paciente:
∆u(t) = k(w − f) = kw − FB(z−1)
x(t+ d)
B(z−1)
− FC(z−1)
y(t)− x(t)
C(z−1)
, (5.15)
em que: FB(z−1) =
N∑
j=1
kjF
B
j (z
−1), FC(z−1) =
N∑
j=1
kjF
C
d+j(z
−1), k = [k1, ..., kN ].
Reescrevendo a Equac¸a˜o (5.15) na forma:
∆u(t) = kw −
[
FB(z−1)
B(z−1)
[x(t+ d) +R(z)(y(t)− x(t))]
]
, (5.16)
em que R(z) =
B(z−1)FC(z−1)
FB(z−1)C(z−1)
.
Para facilitar a ana´lise nas pro´ximas sec¸o˜es, esta estrate´gia de controle pode ser
representada como na Figura 5.3, em que H(z) =
FB(z−1)
B(z−1)
. Assume-se que a trajeto´ria
de refereˆncia e´ constante e igual a` refereˆncia no instante presente. Assim, kw =
N∑
i=1
ki e
w(t+ j) = yR(t).
5.2.2 Estrate´gia mpc robusto (rmpc)
Como especificado em cap´ıtulos anteriores, R(z) deve ser um filtro passa baixa
para melhorar a robustez. O denominador de R(z) e´ ajustado para a obtenc¸a˜o de
uma desejada caracter´ıstica passa baixa e o numerador melhorar as caracter´ısticas da
resposta em malha fechada.
Nesta aplicac¸a˜o e´ usado um filtro de segunda ordem da forma:
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z−d
−
−
+
++
+yR
R(z)
y
q
+
+
processo
yp(t)
−
+
kw sat
z−1
zoh
L(z)
H(z)
u
G(z)
x(t+ d)
Figura 5.3: Representac¸a˜o do mpc em diagrama de blocos.
R(z) =
(1− α)2
(1− β)
(1− βz−1)
(1− αz−1)2
, (5.17)
em que β e´ escolhido para melhorar o desempenho da relac¸a˜o u(t)/q(t), cancelando
o efeito oscilato´rio que e´ introduzido por um po´lo de H(z) (zero de B(z)). α e´ um
paraˆmetro de ajuste que deve ser escolhido de acordo com um compromisso entre a
robustez e o desempenho.
Para entender o ajuste do numerador de R considera-se as relac¸o˜es entrada−sa´ıda
do esquema da Figura 5.3 no espac¸o em que u na˜o e´ saturado:
Y
YR
=Hr(z) =
P (z)
∆(z−1) +H(z)G(z)
, (5.18)
U
Q
=Hu(z) =
H(z)R(z)P (z)
∆(z−1) +H(z)G(z)
, (5.19)
Y
Q
=Hq(z) = P (z)
(
1−
H(z)R(z)P (z)
∆(z−1) +H(z)G(z)
)
= P (z)(1−Hu(z)). (5.20)
Nota-se que os po´los de H(z) formam parte dos po´los de Hu(z). Substituindo
H(z) =
FB(z−1)
B(z−1)
e G(z) =
B(z−1)z−1
A(z−1)
na Equac¸a˜o (5.19) obte´m-se:
U
Q
= Hu(z) =
FB(z−1)
B(z−1)
R(z)P (z)
[∆(z−1) +
FB(z−1)z−1
A(z−1)
]
. (5.21)
Observa-se que os zeros de B(z−1), do modelo, sa˜o parte dos po´los de Hu(z) e se
algum desses po´los causam oscilac¸o˜es em u(t) devem ser eliminados pelo numerador de
R(z).
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5.3 Ana´lise do mpc no caso especial Nu = 1
Na formulac¸a˜o geral do mpc os horizontes de predic¸a˜o (N1 e N2) e controle (Nu)
geralmente sa˜o maiores do que 1. Embora somente o controle calculado para o instante
t e´ aplicado a` planta, o processo de otimizac¸a˜o calcula toda a sequ¨eˆncia de controle
dentro do horizonte Nu.
Com o objetivo de simplificar o processo de ca´lculo e a ana´lise do algoritmo de
controle, existem trabalhos de aplicac¸a˜o que mostram resultados satisfato´rios com a
escolha deNu = 1 do ponto de vista de desempenho e robustez (Keyser e Lazar 2003, De
Keyser e Donald III 2005).
As principais vantagens da escolha de Nu = 1 sa˜o:
1. o controlador mpc com restric¸o˜es na entrada e´ equivalente a saturar o controle.
Este caso, e´ va´lido para sistemas monovaria´veis e func¸a˜o custo convexa, como e´
o caso mpc linear (De Keyser 2003). Esta estrate´gia, assume que o controlador
preditivo na˜o leva em conta as restric¸o˜es enquanto e´ computado o controle o´timo
e somente depois limitando, se as restric¸o˜es no controle sa˜o violadas;
2. o ca´lculo do controle o´timo e´ mais simples.
5.4 Ana´lise de estabilidade e robustez
Diferentes enfoques sobre estabilidade e robustez podem ser encontrados na litera-
tura para controladores preditivos. Embora a ana´lise na˜o seja ta˜o trivial quando sa˜o
aplicadas restric¸o˜es ou sa˜o usados modelos na˜o lineares.
Nesta aplicac¸a˜o, estuda-se o caso espec´ıfico de um sistema com restric¸o˜es na entrada
(u ≥ 0), o horizonte de controle Nu = 1 e os horizontes de predic¸a˜o N1 e N2 como
paraˆmetros de ajuste, devido as vantagens ja´ mencionadas na sec¸a˜o 5.3.
Para o estudo da estabilidade e robustez, o diagrama de blocos da Figura 5.3 e´
considerado, dado que o mpc linear pode ser reduzido em um controlador linear mais
um preditor de Smith filtrado (Normey-Rico e Camacho 2007).
Ainda ha´ uma na˜o linearidade tipo saturac¸a˜o na entrada do processo (Figura 5.3).
Para o estudo da existeˆncia de ciclo limite, o elemento na˜o linear pode ser aproxi-
mado por uma func¸a˜o descritiva (φ). Isto e´ va´lido para a maioria dos processos com
caracter´ısticas de filtro passa baixa, como e´ o caso dos modelos dos pacientes.
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Para a obtenc¸a˜o da func¸a˜o descritiva, inicialmente considera-se que o elemento na˜o
linear tem a seguinte entrada:
X sin(ωt),
a sa´ıda sera´ uma func¸a˜o na˜o linear e pode ser aproximada pela serie de Fourier:
Yf(ωt) = A0 +
∞∑
n=1
(An cos(nωt) +Bn sin(nωt)). (5.22)
Por definic¸a˜o, a func¸a˜o descritiva e´ dada por:
φ =
Y1
X
∠θ
em que X e´ a amplitude da onda de entrada, Y1 =
√
A21 +B
2
1 e θ = tan
−1
(
A1
B1
)
.
Para o caso da saturac¸a˜o, a func¸a˜o descritiva e´:
φ =
2
pi

sin−1(sat
X
)
+
sat
X
√
1−
(
sat
X
)2 ,
em que sat e´ a amplitude da saturac¸a˜o.
Da Figura 5.3, observa-se que a resposta em frequ¨eˆncia de malha fechada e´:
y
w′
=
φL(jω)
1 + φL(jω)
. (5.23)
A equac¸a˜o caracter´ıstica da Equac¸a˜o (5.23) e´ 1 + φL(jω) = 0 ou L(jω) = −
1
φ
.
Considere que L, e´ de fase mı´nima, como e´ o caso deste exemplo de controle de
profundidade de anestesia. Se a curva de L(jω) na˜o cruza a curva de −1/φ, enta˜o o
sistema na˜o tem ciclo limite. Neste caso, a estabilidade e´ definida pela estabilidade do
sistema sem saturac¸a˜o.
A Figura 5.4 mostra a curva de L(jω) (do exemplo analisado na sec¸a˜o 5.6) ou
curva de Nyquist no caso nominal e −1/φ. A curva de −1/φ e´ trac¸ada para o caso da
saturac¸a˜o como na˜o linearidade, a curva comec¸a em −1 e vai para −∞. Como dito
anteriormente, se o sistema na˜o tem ciclo limite, enta˜o L(jω) na˜o corta a func¸a˜o −1/φ.
Neste caso, se L(jω) na˜o contorna o ponto −1, enta˜o tambe´m na˜o cruzara´ a curva
−1/φ. Por tanto, pode-se afirmar que, se o sistema na˜o apresenta ciclo limite, enta˜o
este sera´ esta´vel. Isto e´ devido ao fato de que L(jω) na˜o contorna o ponto −1, o qual
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que define a estabilidade do sistema sem saturac¸a˜o.
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Figura 5.4: Variac¸a˜o de −1/φ e L(jω) no plano complexo.
No caso de incertezas, os valores limites (ma´ximo e mı´nimo) nas variac¸o˜es dos
paraˆmetros devem ser consideradas para os quais o sistema deve permanecer esta´vel.
Isto e´, a curva L(jω) na˜o contorna a -1. Consequ¨entemente o sistema sera´ robustamente
esta´vel.
Uma forma de definir a robustez, de forma a garantir de que a curva L(jω) na˜o
contorne a -1, e´ por meio da ma´xima sensibilidadeMs, definida como (Morari e Zafiriou
1989):
Ms = max
ω
|1 + L(jω)|−1,
em que Ms pode variar de 1 a ∞. Valores entre 1.5 e 2.5 sa˜o normalmente usados na
pra´tica sendo que valores inferiores de Ms indicam que o sistema e´ mais robusto.
5.5 Estabilidade absoluta
Na sec¸a˜o anterior estudou-se a estabilidade, por meio da func¸a˜o descritiva e da
estabilidade do sistema sem saturac¸a˜o, em que a func¸a˜o descritiva pode ser aplicada
satisfato´riamente a processos com caracter´ısticas passa baixa.
Nesta sec¸a˜o sera´ estudada a estabilidade absoluta, de forma mais geral, de um
sistema com dinaˆmica linear e uma na˜o linearidade tipo saturac¸a˜o aplicando o me´todo
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de setor.
Para isto sa˜o considerados os processos f´ısicos na˜o lineares que podem ser repre-
sentados como um sistema linear seguido de um elemento na˜o linear esta´tico, como e´
ilustrado na Figura 5.5. A complexidade da representac¸a˜o do processo nesta forma de-
pende do sistema particular envolvido. Por exemplo, no caso em que a na˜o linearidade
do sistema e´ da forma de um releˆ ou atuador, na˜o ha´ dificuldade na representac¸a˜o do
sistema na forma da Figura 5.5. Em outros casos a representac¸a˜o poderia ser menos
obvia (Khalil 2002). Sem perda de generalidade assume-se que a refereˆncia e´ zero
(YR = 0). Para o estudo da estabilidade absoluta sera˜o definidos inicialmente alguns
conceitos:
L(z)
YR YU
ψ(.)
+
−
Figura 5.5: Sistema de malha fechada
Definic¸a˜o 5.1 Condic¸a˜o de setor
Uma func¸a˜o escalar cont´ınua ψ(y) pertence a um setor [k1, k2] se existem dois
escalares k1, k2 na˜o negativos tais que:
k1 ≤
ψ(y)
y
≤ k2, y 6= 0.
y
k2
ψ(y)
k1
Figura 5.6: Setor [k1, k2].
1. A func¸a˜o linear esta´ sempre contida entre duas retas k1y e k2y (ver Figura 5.6).
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2. ψ(0) = 0.
3. yψ(y) ≥ 0, i.e. a na˜o linearidade pertence ao primeiro e terceiro quadrantes.
⋄
Definic¸a˜o 5.2
D(d1, d2) e´ um disco de diaˆmetro
1
d1
− 1
d2
no plano complexo definido conforme a
Figura 5.7.
Im
Re
(− 1
d1
, 0)
D(d1, d2)
(− 1
d2
, 0)
Figura 5.7: Disco D(d1, d2).
⋄
Definic¸a˜o 5.3 Estabilidade absoluta
Considere o sistema (5.24)−(5.25), em que ψ satisfaz a condic¸a˜o de setor (5.1). O
sistema e´ absolutamente esta´vel se a origem e´ globalmente assintoticamente esta´vel
para qualquer na˜o linearidade contida no setor dado.
⋄
Teorema 5.1
Considere o sistema de malha fechada da Figura 5.5. E´ assumido que YR = 0 e que
o sistema e´ representado por:
x(t+ 1) = Ax(t) +Bu(t); u = −ψ(t, y) (5.24)
y(t) = Cx(t). (5.25)
onde {A,B,C} e´ uma realizac¸a˜o mı´nima de G(z). O sistema e´ absolutamente esta´vel
se uma das seguintes condic¸o˜es, convenientemente aplicada, for satisfeita:
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1. Se 0 < d1 < d2 e ale´m disso o gra´fico de Nyquist de L(w) = C(e
jωTsI − A)−1B
na˜o entra no disco D(d1, d2), envolvendo-o p vezes no sentido anti-hora´rio, em
que p e´ o nu´mero de po´los insta´veis de L.
2. Se 0 = d1 < d2, L(z) e´ Hurwitz, i.e. todos os po´los de os po´los de L devem estar
dentro do c´ırculo unita´rio e o gra´fico L(ω) = C(ejωTsI − A)−1B permanece do
lado direito de uma linha definida em Re = − 1
d2
.
3. Se d1 < 0 < d2, L(z) e´ Hurwitz e o gra´fico de L(ω) = C(e
jωTsI−A)−1B permanece
no interior D(d1, d2).
Nestes treˆs casos, [d1, d2] conte´m o setor da na˜o linearidade [k1, k2].
⋄
5.5.1 Estudo de caso: na˜o linearidade tipo saturac¸a˜o
Na Figura 5.8 ilustra-se uma na˜o linearidade do tipo saturac¸a˜o. Observa-se que
esta na˜o linearidade esta´ contida entre duas retas de inclinac¸a˜o k1 = 0 e k2 = 1, i.e. a
na˜o linearidade sat(u) pertence ao setor [0, 1].
Se aplicado o teorema de estabilidade absoluta ao sistema ilustrado na Figura 5.5,
considerando que a na˜o linearidade e´ uma saturac¸a˜o, enta˜o, a condic¸a˜o 1 do teorema 5.1
na˜o sera´ satisfeita dado que [d1, d2] na˜o conte´m o setor [0,1], porque d1 > 0. Portanto,
para garantir a estabilidade absoluta do sistema as condic¸o˜es 2 ou 3, do teorema 5.1,
devem ser satisfeitas tais que d1 ≤ 0 e d2 ≥ 1.
Se nenhuma destas condic¸o˜es for satisfeita (2 ou 3), pode-se buscar a estabilidade
local num domı´nio limitado i.e. k2 = 1 e 0 < k1 < 1. O domı´nio de estabilidade diminui
a medida que k1 se aproxima a 1. O caso mais cr´ıtico e´ dado quando lim k1 → 1. Neste
caso na˜o existe garantia de estabilidade fora do domı´nio de comportamento linear.
Observa-se que, neste caso de domı´nio limitado, pode ser aplicada a condic¸a˜o 1 do
teorema 5.1 para provar estabilidade. Por exemplo, se existe um disco D(d1, d2), com
d2 = 1 e 0 < d1 < 1, que satisfaz a primeira condic¸a˜o do teorema 5.1, enta˜o sera´
garantida a estabilidade se o sinal de controle ma´ximo opera dentro do setor [k1, 0], em
que k1 ≥ d1.
Em seguida, para ilustrar as propriedades do algoritmo proposto, calcula-se o ma´-
ximo setor que satisfaz a condic¸a˜o 1 do Teorema 5.1 usando o sistema apresentado
na sec¸a˜o 5.6. O sistema e´ analisado no caso em que a ma´xima variac¸a˜o do atraso na
medic¸a˜o do BIS e´ 10 s.
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Figura 5.8: Saturac¸a˜o.
Os resultados sa˜o ilustrados na Figura 5.9 em que a curva k1 = f(α) define o mı´nimo
valor de k1 tal que a estabilidade local (no setor [k1, 1]) e´ garantida. Neste caso, α define
a frequ¨eˆncia de corte do filtro R (equac¸a˜o 5.17) o qual deve ser ajustado para garantir
a estabilidade dentro do setor desejado. Observa-se que no intervalo 0.55 < α ≤ 0.936,
k1 diminui gradualmente a medida que incrementa α, isto e´, o domı´nio de estabilidade
local aumenta. No intervalo 0.936 < α < 1 o ajuste do filtro garante estabilidade
absoluta do sistema sob saturac¸a˜o.
A partir do exposto neste ı´tem, pode-se concluir que a estrate´gia proposta rmpc
pode melhorar o domı´nio de estabilidade local ou atingir a estabilidade global, quando
considerada uma na˜o linearidade tipo saturac¸a˜o, por meio do ajuste do filtro R. Parale-
lamente o ajuste de R deve considerar o desempenho a` rejeic¸a˜o de perturbac¸o˜es dado
que existe um compromisso entre o domı´nio de estabilidade e desempenho.
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← f (α) = −2.597α3 + 5.160α2 − 4.148α+ 1.486
Figura 5.9: Mı´nimo valor de k1 em func¸a˜o do ajuste do filtro R que define o ma´ximo
setor em que e´ garantida a estabilidade
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5.6 Resultados
Nesta sec¸a˜o sa˜o estudados um conjunto de 12 modelos realistas de pacientes durante
cirurgia e a robustez do controlador e´ analisada. Os paraˆmetros dos modelos dos pa-
cientes foram obtidos por meio de identificac¸a˜o e pertencem a pacientes da universidade
de Ghent (Be´lgica).
O objetivo de controle e´ levar aos pacientes a um n´ıvel de anestesia geral (i.e. BIS =
50) no menor tempo poss´ıvel. O controlador deve ser suficientemente robusto para
compensar as variac¸o˜es entre os o paraˆmetros dos diferentes pacientes, perturbac¸o˜es
externas e variac¸o˜es no atraso. O controlador proposto, usa o filtro R para aumentar
a robustez em forma efetiva.
5.6.1 Pacientes e ajuste do controlador
As caracter´ısticas dos 12 pacientes esta˜o dados na tabela 5.1.
P Idade L W G C50 E0 Emax γ
1 40 163 54 F 6.33 98.80 94.10 2.24
2 36 163 50 F 6.76 98.60 86.00 4.29
3 28 164 52 F 8.44 91.20 80.70 4.1
4 50 163 83 F 6.44 95.90 102.00 2.18
5 28 164 60 M 4.93 94.70 85.30 2.46
6 43 163 59 F 12.10 90.20 147.00 2.42
7 37 187 75 M 8.02 92.00 104.00 2.10
8 38 174 80 F 6.56 95.50 76.40 4.12
9 41 170 70 F 6.15 89.20 63.80 6.89
10 37 167 58 F 13.70 83.10 151.00 1.65
11 42 179 78 M 4.82 91.80 77.90 1.85
12 34 172 58 F 4.95 96.20 90.80 1.84
Tabela 5.1: Caracter´ısticas dos pacientes (P = paciente, L=estatura, W=peso e
G=geˆnero).
Considera-se que o ma´ximo erro de modelagem nos paraˆmetros Estatura e Peso e´
10 % mas na˜o se consideram erros de identificac¸a˜o da idade do paciente. Estes treˆs
paraˆmetros e o sexo do paciente definem a parte dinaˆmica do modelo. Os paraˆmetros
da curva nominal de Sigmoid sa˜o escolhidos como: C50 = 7.43, γ = 3.01, E0 = 100,
Emax = 100 (C50 e γ como o valor meio dos pacientes da tabela 5.1).
Para assegurar uma resposta esta´vel em malha fechada, o controlador deve ser
suficientemente robusto para garantir a estabilidade, sob variac¸o˜es do atraso, ganho
e paraˆmetros do modelo. Assim os paraˆmetros do controlador sa˜o escolhidos como:
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Ts = 5s (per´ıodo de amostragem), Nu = 1, λ = 0, N1 = d + 1 e N2 = d + N em que
d = 5 e´ o atraso discreto (25min) e N = 10 foi ajustado por meio de simulac¸a˜o usando
o crite´rio de que valores pequenos de N tornam o sistema ra´pido e valores grandes lento
e por outro lado a robustez varia na forma contra´ria.
Para o conjunto de pacientes considerados nesta investigac¸a˜o, a Figura 5.10 mostra
a ma´xima sensibilidade (Ms = 1.47) para o mpc quando o erro no atraso varia ±10s e
incertezas no ganho sa˜o considerados.
O objetivo da estrate´gia proposta (rmpc) e´ melhorar o ı´ndice de robustez, portanto
propo˜e-se diminuir a ma´xima sensibilidade, i.e. Ms = 1.2. Para atingir esta especifi-
cac¸a˜o, sa˜o sintonizados os paraˆmetros do filtro do controlador rmpc como: α = 0.87 e
β = −0.96, em que β e´ escolhido para compensar um po´lo na˜o desejado de H(z) e α
para alcanc¸ar o grau de robustez desejado. O diagrama de Nyquist deste controlador
mostrando a ma´xima sensibilidade e´ ilustrado na Figura 5.11.
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Figura 5.10: Diagrama de Nyquist de L(ejω) considerando incertezas no ganho e va-
riac¸o˜es de ±10s no atraso e a estrate´gia mpc
As Figuras 5.12 e 5.13 mostram o digrama de Nyquist para o caso hipote´tico em que
o atraso varia ±100%. Neste caso, a robustez do controlador proposto e´ evidentemente
melhor a` do mpc. A ma´xima sensibilidade do mpc e´ Ms = 4 e a do controlador
proposto rmpc e´ Ms = 1.3.
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Figura 5.11: Diagrama de Nyquist de L(ejω) considerando incertezas no ganho e va-
riac¸o˜es de ±10s no atraso e a estrate´gia rmpc.
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Figura 5.12: Diagrama de Nyquist de L(ejω) considerando incertezas no ganho e va-
riac¸o˜es de ±25s no atraso e a estrate´gia mpc.
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Figura 5.13: Diagrama de Nyquist de L(ejω) considerando incertezas no ganho e va-
riac¸o˜es de ±25s no atraso e a estrate´gia rmpc.
5.6.2 Simulac¸o˜es de malha fechada
Para mostrar as vantagens do controlador rmpc sobre o mpc, e´ realizado um estudo
comparativo por meio de simulac¸o˜es.
As Figuras 5.14 e 5.15 mostram as simulac¸o˜es de malha fechada em que a varia´vel
controlada e´ o BIS e a manipulada a injec¸a˜o do Propofol. Assume-se que o atraso
do modelo e´ de 25 s e o atraso dos pacientes 35s (erro de +10 s). O desempenho da
resposta em malha fechada sobre o conjunto dos pacientes e´ afetado devido a inter
e intra-variac¸o˜es nos paraˆmetros como tambe´m devido ao erro no atraso. O tempo
de estabelecimento tem sido definido como o tempo que o controlador demora em
alcanc¸ar a refereˆncia (50 BIS) e permanecer dentro de limites aceita´veis do ponto de
vista cl´ınico (40; 60). Pode ser observado que a estrate´gia rmpc necessita 190s e
a estrate´gia mpc 238s para alcanc¸ar o BIS desejado e permanecer dentro de limites
seguros. Observa-se tambe´m que o sobre-sinal no pior caso do rmpc e´ 23.5% e do mpc
35%, respectivamente.
As Figuras 5.16 e 5.17 mostram a resposta em malha fechada do sistema para as
estrate´gias mpc e rmpc, respectivamente, sob perturbac¸o˜es estoca´sticas na sa´ıda dos
pacientes, estas perturbac¸o˜es representam o efeito da intervenc¸a˜o ciru´rgica e perda de
sangue. Em ambos os casos, as respostas em malha fechada sa˜o muito pro´ximas. Por
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(b) varia´vel manipulada: administrac¸a˜o de Propofol
Figura 5.14: Resposta de malha usando a estrate´gia RMPC
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(a) varia´vel controlada: BIS
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(b) varia´vel manipulada: administrac¸a˜o de Propofol
Figura 5.15: Resposta de malha usando a estrate´gia MPC
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exemplo, a media da relac¸a˜o entre o erro quadra´tico de ambas as estrate´gias e´:
IQMPC
IQRMPC
=
1440∑
k=0
(BISMPC(k)− 50)
2
1440∑
k=0
(BISRMPC(k)− 50)2
= 0.995.
Para efeitos de comparac¸a˜o tambe´m foi usado o controlador RUGLOOP (Struys
et al. 2001), que foi desenvolvido em parceria entre a companhia DEMED e o depar-
tamento de Anestesiologia da Universidade de Ghent (Be´lgica) para injetar drogas a
pacientes durante cirurgia. O ca´lculo do algoritmo RUGLOOP e´ baseado em dois pas-
sos fundamentais: a) para compensar a na˜o linearidade do BIS, o algoritmo estima a
concentrac¸a˜o do Propofol no compartimento de efeito Ce baseado no modelo nominal
do paciente e usando te´cnicas de identificac¸a˜o; b) esta concentrac¸a˜o estimada Ce e´
usada como entrada para um controlador PID que calcula a quantidade de Propofol
que deve ser injetado.
Foi calculada a relac¸a˜o do ı´ndice quadra´tico meio da resposta usando o algoritmo
rmpc e o rugloop:
IQRMPC
IQRUGLOOP
= 0.61, o qual confirma um melhor desempenho do
rmpc.
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(a) varia´vel controlada: BIS
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(b) varia´vel manipulada: injec¸a˜o do Propofol
Figura 5.16: Resposta de malha fechada da estrate´gia rmpc
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(a) varia´vel controlada: BIS
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(b) varia´vel manipulada: injec¸a˜o do Propofol
Figura 5.17: Resposta de malha fechada da estrate´gia mpc
134 Estudo de caso: Dosagem de droga a pacientes durante cirurgia
5.7 Concluso˜es
Como comenta´rio geral, os ajustes dos paraˆmetros do controlador rmpc sa˜o simples
e intuitivos. O numero de paraˆmetros de ajuste foi reduzido fixando Nu = 1 e λ = 0 e
restando apenas N e α como paraˆmetros de ajuste para alcanc¸ar algumas especificac¸o˜es
de desempenho e robustez. Do ponto de vista de uso cl´ınico, isto e´ muito importante,
dado que pessoas na˜o especialistas na a´rea de controle, como e´ o caso dos anestesistas,
podem ajustar os paraˆmetros do rmpc com um breve treinamento.
Cap´ıtulo 6
Concluso˜es
Esta tese e´ orientada principalmente a uma abordagem pra´tica e robusta do con-
trole preditivo para sistemas lineares e na˜o lineares com atraso. Com este fim, foram
estendidas soluc¸o˜es de mpc existentes na literatura para o caso de sistemas esta´veis,
integradores, insta´veis e na˜o lineares com atraso. Os resultados foram testados e
mostram-se satisfato´rios em exemplos de simulac¸a˜o propostos na literatura, aplicac¸o˜es
biome´dicas na a´rea de anestesiologia e uma planta piloto do departamento Automac¸a˜o
e Sistemas da UFSC.
As principais contribuic¸o˜es deste trabalho esta˜o descritas na sequ¨eˆncia:
1. Foi proposta uma estrate´gia robusta de compensac¸a˜o de tempo morto para sis-
temas com atraso esta´veis, integradores ou insta´veis. Ainda foi proposta uma
metodologia de escolha do per´ıodo de amostragem para processos com atraso do-
minante. Parte destes resultados foram publicados no jornal “Journal of Process
Control” (Torrico e Normey-Rico 2005a).
2. Uma vez que e´ importante que os algoritmos de mpc tenham garantia de es-
tabilidade teo´rica, foi estendida a teoria de estabilidade de sistemas lineares da
estrate´gia de controle preditivo crhpc ao caso sistemas lineares com atraso,
visando a melhora de robustez. Foi mostrada que as condic¸o˜es de estabilidade
para sistemas com atraso na˜o mudam se e e´ usado um preditor diferente, portanto
foi proposto um preditor robusto o qual usa um filtro passa baixa que pode ser
ajustado de forma simples para a obtenc¸a˜o da robustez desejada. Estes resulta-
dos foram publicados nos anais do “de´cimo sexto congresso mundial, da IFAC”
(Torrico e Normey-Rico 2005b).
3. Foi proposto um algoritmo de mpc para sistemas integradores ou insta´veis com
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atraso, supondo que o sistema garante a estabilidade em malha fechada. Este al-
goritmo foi estendido do spgpc que melhora as propriedades de robustez do gpc
para sistemas com atraso, mas na˜o e´ aplica´vel ao caso sistemas integradores ou
insta´veis com atraso. O algoritmo proposto, define as condic¸o˜es que deve satisfa-
zer o filtro do preditor robusto tanto para o caso de sistemas integradores quanto
para o caso de sistemas insta´veis com atraso. Os resultados desta estrate´gia de
controle, foram publicados nos anais do“XVI Congresso Brasileiro de Automa´tica
(CBA 2006)” realizada em Salvador-Bahia (Torrico e Normey-Rico 2006).
4. Foi realizada a extensa˜o de uma te´cnica de controle na˜o linear (nepsac) para
melhorar a robustez do algoritmo original em caso de sistemas com atraso. Este
algoritmo na˜o se preocupa com as condic¸o˜es de estabilidade teo´ricas, mas se
esta condic¸a˜o e´ satisfeita o sistema pode ser aplicado satisfatoriamente. As
propriedades do algoritmo foram testadas numa planta piloto de laborato´rio.
Resultados de este controlador, foram publicados nos anais do “XV Congresso
Brasileiro de Automa´tica (CBA 2004)” realizado em Gramado-RS (Torrico e
Normey-Rico 2004).
5. Finalmente, foi realizada uma aplicac¸a˜o na a´rea da biome´dica em colaborac¸a˜o
com a universidade de Ghent e o hospital da mesma universidade na Be´lgica. Es-
pecificamente a aplicac¸a˜o foi direcionada ao controle de dosagem de anestesia de
pacientes durante cirurgia. Foram obtidos resultados que garantem estabilidade
e robustez para um conjunto de modelos realistas de 12 pacientes. Os resultados
foram comparados com uma estrate´gia desenvolvida pelo departamento de aneste-
sia de Ghent, obtendo-se um melhor desempenho do algoritmo proposto. Foram
escritos dois artigos relacionados a este tema, um foi aceito para sua publicac¸a˜o
nos anais do “European Control Conference 2007 ” (Torrico et al. 2007b) e outro
nos anais do“7th IFAC Symposium on Nonlinear Control Systems NOLCOS 2007
(Torrico et al. 2007a)
Finalizando as concluso˜es pode-se dizer que quando se trata de controlar sistemas
com atraso, teˆm sido abordadas muitas soluc¸o˜es na literatura pelos dtc preocupando-
se principalmente com o desempenho e a robustez. Essas propriedades foram utilizadas
para o melhor entendimento dos mpc quando utilizados em plantas com atraso, o que
permitiu propor soluc¸o˜es adequadas para melhorar a robustez dos mpc, mantendo suas
caracter´ıstica atrativas no caso nominal.
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Como perspectivas de trabalhos futuros podem-se citar:
1. Consolidar teoricamente, resultados pra´ticos e eficientes de controle preditivo
para sistemas com atraso, os quais foram desenvolvidos nesta Tese. No aspecto
pra´tico foi fundamental o uso de estruturas de preditor diferente, como e´ o caso
do preditor de Smith filtrado, para o ajuste da relac¸a˜o desempenho−robustez.
Mesmo que, na literatura, ja´ existem muitos resultados de estabilidade e de ro-
bustez para o caso de controladores preditivos sem atraso, os resultados sa˜o pouco
eficientes e pouco pra´ticos para processos com atraso, devido ao fato de que a or-
dem dos modelos crescem em func¸a˜o do atraso. Por outro lado, a ana´lise teo´rica,
com a inclusa˜o de estruturas de preditores diferentes na˜o e´ trivial.
2. Estender os resultados particulares de estabilidade para processos esta´veis com
atraso e na˜o linearidade do tipo saturac¸a˜o, estudados nesta tese, para outros
casos de na˜o linearidades e para processos insta´veis com atraso.
3. Na a´rea de Anestesia o estudo de modelos mais realistas que considerem todas
as drogas aplicadas aos pacientes durante cirurgia com a implementac¸a˜o da es-
trate´gia mpc usando estes modelos.
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