Introduction
Two-photon laser scanning microscopy (2P-LSM) 1 allows for the visualization of fluorescently-tagged structures hundreds of microns deep within undisturbed living tissues. In addition, second harmonic generation by two photon excitation causes intrinsic emission of light energy under high-frequency pulse laser from ordered structures such as collagen and myosin without exogenous fluorescence probes, allowing for the observation of morphology in collagen-rich structures within tissues such as the lymph node and the brain. [2] [3] [4] While the field of immunology has taken advantage of two photon technology in the past decade, 5 neuroscientists first began using this technology in the late 1990s to monitor calcium flux in organotypic brain slice cultures. 6 Since 2005, intravital CNS imaging in the brain has flourished and scientists have captured biological processes including astrocyte reactivity, dendritic spine turnover, formation of plaques in Alzheimer disease, microglial dynamics, and immune cell trafficking. [7] [8] [9] [10] [11] [12] [13] A variety of techniques have been utilized to access the cortex, but the thinned skull and cranial window techniques to access the cortex dominate the literature. These two techniques are fundamentally different procedures with their own respective merits and drawbacks; therefore, choosing which imaging technique to employ for a given application is the first step to a successful experiment. Both techniques can lead to chronic inflammation, which induces the activation of microglia, the formation of scar tissue, changes of neuronal function and connections, and disruption of the neuropil with possible neuronal death. Therefore, careful consideration of both sterile technique and surgical expertise are paramount to a successful imaging experiment regardless of the approach taken. In this review we will discuss these two techniques, comparing and contrasting the pros and cons of each method.
Technical Considerations
Thinned Skull Procedure The thinned skull cranial window technique consists of thinning the calvarium to approximately 20 µm leaving an intact, almost transparent, periosteal layer. A dental drill is used to thin an area of 0.5 mm-1 mm in diameter to a total skull thickness of greater than 50 μm, completely removing the outer layer of compact bone and the majority of the inner layer of cancellous bone. A microsurgical blade is then used to shave an area of approximately 200 μm 2 in the remaining bone to a skull thickness of approximately 20 μm, 14 leaving the remaining bone intact to serve as structural support for the thinned area. Successful completion of the surgery maintains the integrity of the periosteum and peristoeal dura. Success can also be confirmed by checking for neurite blebbing via epi-fluoescent microscopy, if using reporter mice with neurons labeled with Thy-1, 15 or optically measuring skull thickness via confocal or 2P-LSM.
14 Despite minor bleeding from diploic vessels, thinned skull preparations leave the majority of anastomoses between the diploic vessels and dural vessels intact. Any minor bleeding should stop spontaneously within several seconds. The thinned skull technique leaves an imaging area with an average scanning diameter of 0.2 mm and a routine imaging depth of 250 μm, with the potential of imaging to a depth of 300-400 μm. 14, 16 Once the surgical procedure is complete, the thinned skull preparation can be immediately Fluorescent imaging coupled with high-resolution femtosecond pulsed infrared lasers allows for interrogation of cellular interactions deeper in living tissues than ever imagined. intravital imaging of the central nervous system (cNs) has provided insights into neuronal development, synaptic transmission, and even immune interactions. in this review we will discuss the two most common intravital approaches for studying the cerebral cortex in the live mouse brain for pre-clinical studies, the thinned skull and cranial window techniques, and focus on the advantages and drawbacks of each approach. in addition, we will discuss the use of neuronal physiologic parameters as determinants of successful surgical and imaging preparation.
imaged generating time points from one minute to five days postop.
14 After five days, skull regrowth occludes the preparation and necessitates removal of excess bone deposition. The skull can be re-thinned at any time point up to five times, providing total imaging period from days to years ( Table 1) . 14 
Limitations
The greatest limitation to the thin skull preparation is surgical skill since the thinning procedure provides an opportunity for mechanical stress to disrupt the underlying CNS. Thinning the skull is a balance between access to the CNS and damage due to mechanical instability. Some reports claim that 30 µm thickness provides access to fluorescent signal in the brain parenchyma without interference or spherical abberation. 17 However, other reports urge that the preparation must be no thicker than 25 µm for optimal imaging and no less than 20 µm to avoid neuronal blebbing or microglia and astrocyte activation. 14 In agreement with this, other reports argue that although thinning the bone to 5µm (Fig. 1A-C) may provide higher imaging resolution at early time points as compared with areas with 20-µm thickness ( Fig. 1D-F) , the probability of mechanical disruption of CNS structures increases due to lack of structural integrity in the excessively thinned skull. In addition, thinned skull preparations can also be difficult to perform. The curvature of the skull can make thinning to a specific depth over a large area technically challenging, resulting in varying thickness of the skull. As is emphasized in the supplemental methods of Xu et al., if the preparation is thinned to 15 µm at any point, that area can be no more than 0.3 mm in diameter to avoid damage to the underlying tissue. 15 Repeated thinning of the skull also results in additional opportunity for trauma. There are varying reports of window failure in the literature, including one study reporting that their thinned skull preparations become opaque on the first day after thinning, thus limiting the initial imaging time from 5 d to 24 h. 18 Due to mechanical stress on the underlying vasculature, bleeding is common at the site of drilling and can be excessive at times. 18 Disruption of other underlying structures is possible, although this can be minimized with proper surgical technique.
Variations The polished and reinforced thinned skull procedure (PoRTS) consists of thinning an area of 0.7 -1.0 mm to 10-15 μm thickness, polishing the remaining tissue with grit suspended in artificial cerebrospinal fluid (aCSF), and placing a cover glass over the thinned area. 16 PoRTS allows for imaging to a depth of 250 μm without altering microvasculature for 40 d. 16 Furthermore, this technique quells astrocyte activation as indicated by a decrease in glial fibrillary acidic protein (GFAP) staining and a decrease in microglial activation based identification of microglial morphology in CX 3 CR1 +/GFP transgenic mice. The major drawback to the PoRTS system is a loss in optical resolution. 16 This is due to the presence of glass in addition to the bone through which the laser must penetrate and signals are detected.
Cranial Window Procedure
The cranial window technique also consists of grinding down the calvarium to a transparent layer along the edges of the intended craniotomy before removing the bone to create a small full craniotomy. Rather than making a 0.2 mm thinned area, the bone is ground down around the perimeter of a 3 mm 18 circle creating a flap or island of bone that can be carefully removed using a pair of fine forceps. 19 While diploic vessels may bleed during thinning of the bone the bleeding usually ceases spontaneously within a few seconds. After removing the flap of bone, the exposed dura is bathed in either a saline solution or aCSF. Additionally, a piece of gelatin surgical foam, soaked in the solution of choice, is placed upon the exposed tissue to quell bleeding and maintain tissue moisture. 20 After drying the skull around the window, a round cover glass is placed on top of the dura and sealed using cyanoacrylate glue. In addition, some protocols call for a layer of 1.2% low melting temperature agarose on top of the dura 19, 21, 22 to help reduce movement of the underlying tissue. 18 Lastly, dental acrylic is placed around the window and edges of the exposed tissue in order to stabilize the glass cover as well as provide a reservoir for holding fluid for immersion objectives. Successful completion of the surgery is initially determined by absence of blood or air pockets beneath the implanted window. 18, 20 Depending on the success of the preparation, the brain can be imaged through the window to a depth of 0-900 μm as long as any underlying inflammation or opacity has subsided. 15, 23, 24 After the initial 4 d to 2 wk of recovery time, the window can be imaged at any time point from several weeks to several months depending on bone regrowth and window occlusion.
14,25-27 Table 1 summarizes the major differences in imaging parameters and surgical procedures between the thinned skull and cranial window approaches.
Limitations As with the thinned skull technique, the most challenging aspect of a cranial window preparation is the surgical and technical skill required for a successful preparation. While it is not imaging depth 0 -400 μm 14, 16, 23, 40 0 -900 μm 14, 23, 24 Number of imaging sessions 1 -5 14, 18 Unlimited (until bone regrowth) 25, 26 necessary to measure the depth of the cranial thinning around the perimeter of the craniotomy, it is still possible to drill through the inner layer of compact bone and potentially disrupt the dura mater and underlying CNS tissue while creating the craniotomy. Additionally, when removing the bone flap, the forceps should be as close to parallel as possible to avoid mechanical injury as the dura can be attached to the overlying bone. Lastly, the dental acrylic must be applied in as smooth a layer as possible to avoid removal of the cranial window by the animal post implantation. Physiologically, fibrotic scaring or periosteal dura and bone regrowth can occlude the window over time, eliminating the possibility of further imaging. 18 In addition, any damage to the vessels in the dura during the surgical procedure can form pools of coagulated blood under the window's surface, once again ending the possibility of imaging. Successful completion of the window implantation, defined by optical clarity at the time of imaging (i.e., no bone regrowth, scarring, or overt inflammation), varies greatly with skill. Success rates vary from 30-80%. 15, 18 Variations One variation on the cranial window technique is implantation of windows in neonates. 20, 21, 28, 29 Utilizing modifications to the protocol described above, researchers have been able to image developing neurons in mouse pups as young as day 5 after birth by covering the intact dura with 1.2% low melting temperature agarose before adding the glass window to ensure image clarity and prevent bone regrowth. 21 In another preparation, a ring of cyanoacrylate glue was applied around the area of the coverslip before drilling and bone flap removal to ensure structural integrity of the areas around the flap, taking care not to cross suture lines to allow growth of the developing skull. 20 Even so, windows placed on P5 pups have only been imaged for a few days due to failure of the animals to thrive. However, pups with windows implanted at day 8 after birth have not shown signs of weight loss, altered neuronal branching density or vessel formation in the dura and do not require the use of agarose underneath the glass. 20 Another variation on the cranial window is the addition of 2P-LSM fiberscopes to allow imaging of freely moving animals. This setup can be added to an existing 2P-LSM system but needs sufficient power to overcome the dispersions and power loss generated when imaging through the fiberscope. 30 In addition, placement of the fiberscope deep in the hippocampus involves extensive CNS tissue disruption as compared with either thinned skull or cranial window approaches, although it allows imaging of deeper structures. 31 Another variation is the addition of a miniature scanning device, which allows for imaging of the animal while it is moving around a cage normally, 30 although this is not widely available.
The Great Debate: Neuronal Kinetics and Glial Activation
Dendritic Spine Turnover Dendritic spines are protrusions from dendrites often characterized by a thin neck and bulbous end. 32 Spines contain postsynaptic structures, and spine density is often used as a proxy for synapse number. While the precise molecular mechanisms for the formation of dendritic spines remain unclear, it has been hypothesized that dendritic filopodia, often described in imaging studies, are immature spines. 32 The number of filopodia decreases from 10% of total protrusions at P30 to 2-3% in adult animals, indicating a possible role in development. 33 Rates of dendritic spine turnover also vary drastically with the age of the animals, with 27% spine turn over in young animals vs. 4% in adult animals over the course of a month. 34 Another physiologic parameter is the anatomic location of imaged spines within different cortical layers. Because 2P-LSM can potentially reach a depth of 400-900 μm, all cortical layers can theoretically be imaged. Lee et al. utilized cranial windows to report that more spine remodeling occurs at the limits of the dendritic arbor in layer 2/3 than in either layer 1 or deeper layers, correlating spine turnover to cortical circuit formation in a layer dependent pattern. 35 Proponents of thinned skull preparations often point to differences in dendritic spine and filopodia turnover rates as evidence of altered neuronal kinetics caused by chronic window implantation. However, the age of the experimental animals, imaging locale, and model system must be considered for each comparative experiment. Additionally, because there is no current consensus for the mathematical quantification of turnover rate when comparing experiments between labs, scoring criteria varies for identification of spine formation and dissolution. 18 However, in many studies, rates of dendritic spine turnover do differ significantly when comparing thinned skull and open window preparations. 15, 22, 36, 37 Compared with thinned skull, Xu et al. found that dendritic spine turnover in cortical layer I from pyramidal neurons was significantly higher using cranial windows in Thy-1 YFP H line over the course of a month. 15 Even allowing mice two weeks to recover after window implantation, cranial window preparations resulted in 24.7% of spines turned over in two weeks and 34.3% over 1 mo compared with 4.9% over in two weeks and 6.4% turnover in one month with the thinned skull technique. 15 Allowing a four to five week rest period for the cranial window allows for spine turnover rates that begin to approach that in the thinned skull preparations. Brown et al. showed a dendritic spine turnover rate of 8.8% per week with 4.6% of spines formed and 4.2% lost after the longer rest period. 36 However, the four to five week rest period may limit certain experimental designs. To address this issue Keck et al. demonstrated that spine turnover over the course of one week was similar after allowing the animals to rest for either two weeks and ten weeks post window implantation in the Thy-1 GFP M line. 38 Last, Holtmaat et al. showed that clear window preparations 2 wk post-surgery in Thy-1 GFP M line had minimal change in spine turnover over the course of the subsequent 3 mo, 18 indicating that the particular duration of rest may not directly affect turnover. Although all of these results may not be directly comparable to the more commonly used Thy-1 YFP H line due to different labeled neuronal populations, 39 they suggest that the resting time can be shortened when the window implantation is performed by a skilled surgeon.
These results clearly illustrate the variability in spine turnover results with window preparations based on operator, laboratory and mouse line. Surgical technique is an important first part of this variability. The initial study by Xu reported that 30% of mice maintained non-opaque windows that could be utilized for 2P-LSM. 15 This contrasts with reports from other labs, including our own, with a success rate of 70-80%. 18 Second, the multiple neuronal fluorescent reporter mouse lines resulted in different neuronal populations used for analysis in these studies, making them difficult to compare. 39 Differences in resolution at varying imaging depths may also explain variations in results, although Isshiki and Okabe found that at a depth of 50 μm the point spread function of 2P-LSM was comparable between preparations. Differences in access may also affect results when imaging to greater depths; the cranial widow technique resulted in better image resolution and theoretically recognition of fine neuronal structures such as spines. 40 The discrepancy in resolution could account for the differences in spine and filopodia turnover previously discussed because these microstructures require optimal resolution for quantification.
Glial Activation
The cytokine profile of the normal interstitial fluid in the CNS consists of TGF-β, PGE2, and other mediators that maintain the CNS in a non-inflamed state. 41 Supportive structures within the brain rapidly respond to any changes in inflammatory mediators, ischemia, changes in neuronal activity, trauma or other sign of damage. 42, 43 As described earlier, surgical preparations for imaging access can cause inflammation from surgical trauma due to mechanical disruption of brain parenchymal and meningeal structures, or introduction of foreign particles or pathogens. 15, 18, 44 Activation of inflammatory cells in the glial limitans can also lead to changes in the blood brain barrier, resulting in further inflammatory changes. Several groups have shown differential activation of astrocytes and microglia both within the glia limitans and the parenchyma under thinned skull vs. cranial window preparations. 9, 10, 15, 18, 36, 45 Evidence of reactive gliosis can be used as an indicator of damage to the CNS parenchyma or inflammation and can complicate the study of many disease models. 42, 46 With tissue injury, glial cells including astrocytes, microglia, oligodendrocytes, and glial precursor cells are some of the first to respond, forming a scar termed reactive gliosis. The glial scar may help to maintain CNS integrity after an injury and prevent increases in injury size, although it can also inhibit the regrowth of neurons through the same area. 47, 48 Here, we briefly describe parameters of astrocytes and microglia activation and markers that are routinely used to assess the physiological consequences of different intravital approaches.
Astrocyte Activation During homeostasis, adult CNS astrocytes have a characteristic bushy appearance consisting of thin processes that form a web encompassing the entire CNS and react by changing protein levels and morphology when CNS damage occurs. 42, 47, 49 GFAP, a member of the intermediary filament proteins, is upregulated during activation. 49 GFAP, along with vimentin, nestin, and synemin can form filaments within astrocytes alone or in concert with each other when the cell is activated. 50, 51 The expression of more than one of these proteins is required for complete filament formation under pathologic conditions. 50 Additionally, hypertrophy of astrocytic processes is another hallmark of reactive astrocytes that is closely tied to the expression of the intermediary filament proteins. 52 These cells can be identified in tissues by staining with anti-GFAP antibody, or in animals expressing fluorescent proteins under the GFAP promoter. 51, [53] [54] [55] These activated astrocytes are a component of a stiff scar over the injured tissue, playing a dual role in minimizing damage after an insult and playing a role in the healing process. When imaging through a cranial window or thinned skull, the presence of the scar can often be a useful indicator of damage to the brain parenchyma incurred during surgery.
Microglia Activation
Microglia are the innate immune cells of the CNS and react immediately and dramatically to inflammatory processes within the brain. 41 Through a thinned skull approach, microglia have been described in the resting state as highly dynamic, extending their processes several microns and changing their branching patterns while maintaining a constant number of branches (Fig. 1A-L) . 10, 11 Activated microglia are routinely identified by changes in cell shape, cell body size, IBA-1 and CD68 expression. 56, 57 A quiescent microglia changes from its resting state to an activated state via a process involving retraction of processes, thickening of processes, and enlargement of the cell body. At the end of this transition, the cell takes on an amoeboid morphology indistinguishable from a macrophage. 43, 57 Using the thinned skull approach, extensive branching patterns of individual microglia can be clearly reconstructed with the assistance of imaging software (Fig. 1C, F) . Basic measurements such as cell body size and gross morphology are similar in both thinned skull preparations, although the optical resolution of 5 µm thinned skull preparations (Fig. 1C) is superior to that of 20 µm thinned skull preparations (Fig. 1F) , as evidenced by number and fluorescence intensity of branches detected. Additionally, cranial window preparations (Fig. 1I and L) of quiescent microglia show similar morphology to those imaged through uninjured acute 5 µm thinned skull preparations, and the image quality is superior to 20 µm thinned skull preparations. When EAE is induced in animals equipped with cranial windows (Fig. 1M-O) , the changes associated with individual microglia morphology (Fig. 1O) are striking when compared with their quiescent counterparts with the same window preparation (Fig. 1C, F, I , and L). These changes are comparable to those described with general microglial activation in states of injury or stress. 43 More recently, the CX 3 CR1
GFP/+ reporter mouse has been employed for intravital CNS imaging to identify microglia for morphological studies. 58 In one of the original reports of in vivo microglial physiology, microglia labeled in this manner extended processes toward a laser burn forming bulbous ends without movement of or changes to their cell bodies. 10, 11 A later study demonstrated the morphologic changes from resting, ramified microglia to activated microglia. 59 A more recent study showed robust microglial activation as defined by cellular accumulation and morphological changes during CNS neuroinflammation (Fig. 1M-O) . 60 Complicating the use of microglial morphology to assess window integrity is the activation of microglia and lack of ramification in response to other insults such as stress from restraint. Hyper-ramification of secondary branches and process extension by microglia have been observed in response to chronic restraint stress, with a 21% increase in microglial branching between 8 and 28 μm from the soma in stressed animals. 61 However, increased ramification was not accompanied by increased expression of microglial activation makers such MHC-II, CD68, Caspase-3, or IL-1β.
43,61-64,

Comparative Studies
The roles of activated astrocytes and microglia in reactive gliosis are still under investigation. 51 However, markers of glial activation can be used to evaluate the effectiveness of experimental techniques. Utilizing CX 3 CR1
+/GFP and IBA-1 to identify microglial morphology, Xu et al. showed extensive activation of microglia in cranial window preparations based on process orientation and density. 15 Evaluating astrocyte staining in their study of dendritic spine turnover, Brown et al. found that astrocytes were not activated and did not express GFAP after four to five weeks following cranial window surgery. 36 However, critical evaluation of the GFAP staining presented in both Brown and Xu shows an absence of resting GFAP + astrocytes in contrast with other reports that show that resting astrocytes express a baseline level of GFAP, which is upregulated upon activation. 51, 53, 54 Some striking examples of differences between thinned skull and window preparations came from studies of plaque formation in Alzheimer Disease (AD). Yan et al. showed differential outcomes of amyloid plaque formation in the APP/PS1 mouse model by comparing thinned skull vs. cranial window techniques. They tracked Aβ plaque development over a course of 3 mo, finding that Aβ plaque size increased more reliably in younger (6 mo) mice as compared with older (10 mo) mice. Interestingly, smaller plaques grew rapidly to form large plaques only in thinned skull preparations, and the investigators hypothesized that the glial activation underneath the window preparation was responsible for preventing plaque formation. 9 However, several considerations should be made before dismissing the use of cranial windows. First, this study did not show evidence of GFAP staining in resting astrocytes as would be expected. In addition, Iba-1 staining did not reveal an overt increase in cell size or change in microglial process morphology in mice implanted with the windows. Furthermore, despite the fact that their role in plaque clearance has not been definitively characterized, activated microglia have a significantly larger soma and accumulate around amyloid plaques in AD in vivo, 65, 66 which was not seen in this case. Second, considering the size of plaques at the start of the study, it is conceivable that the plaques did not grow in size in the mice with the cranial windows since the plaques were already large at the beginning of the imaging experiment. Lastly, in window preparations utilizing Tg2576 mice, Burgold et al. were able to show that plaques grew in both 12 and 18 mo old mice, and that new plaques grew faster than pre-existing ones. They also observed that a 21 d resting period was sufficient to reduce experimental variation induced by open craniotomy, 45 arguing that an adequate rest period post-surgery is sufficient to overcome experimental variation in cranial imaging techniques.
Conclusion
When evaluating options for intravital CNS imaging, there are several factors to consider. First, the choice of technique should reflect the experimental design, i.e., thinned skull technique is a good method for either acute imaging or imaging only a few time points. For an experiment that requires longitudinal and frequent imaging, the cranial window provides a stable, long-term imaging solution. Second, and perhaps more importantly when coupled with 2P-LSM, imaging depth is another important factor to consider. As demonstrated by Isshiki and Okabe, the point spread function of thinned skull imaging decreases after 50 μm making it hard to distinguish fine neuronal structures such as dendritic spines and filipodia, 40 while the cranial window preparation does not have this issue. Therefore, cranial windows are preferred when imaging deep or when imaging fine morphological structures. Third, if a cranial window is chosen as the approach of choice, a resting period of 1-3 wk is preferable before collecting experimental results in the adult. Shorter resting periods have been accepted in neonates due to successful imaging in animals up to one day after window implantation. 20, 21, 29, 67, 68 Available studies comparing thinned skull and rested cranial windows demonstrate that, given adequate time, reactive astrocytes and microglia will regain their resting phenotype even if activated previously. Surgical trauma or introduction of contaminants through the skin or bone marrow vasculature can happen with either approach and lead to systemic and local inflammatory responses. Waiting 1-3 wk after window implantation prior to imaging may also help minimize local and systemic host responses toward potential contaminants introduced during the surgical procedure. 69 The duration of the resting period depends on the skill of the surgeon, as the success of preparations is highly variable among laboratories and individual researchers. While this review focuses on two different technical approaches to image the mouse cortex, many of the principles, considerations, and caveats outlined in the above discussions are generally applicable to intravital imaging approaches in other anatomical sites including the spine. [70] [71] [72] [73] [74] [75] [76] Each experimental approach and anatomical site presents its unique set of challenges, such that proper design, execution and interpretation of experiments really rest on the skill of the surgeon, the experimental design, and proper experimental controls. Ultimately, successful intravital CNS imaging begins with the age-old tenant: a steady set of hands is paramount to experimental designs or interpretation of results.
