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a b s t r a c t
We simplify the Ciliberto and Miranda method (Ciliberto and Miranda, 2008) [4] to
construct degenerations of CP2 blown up in several points yielding lower bounds of the
correspondingmulti-point Seshadri constants. In particularwe exploit an asymptotic result
of (Eckl, 2008) [6] which allows us to check the non-specialty of much fewer linear systems
on CP2. We obtain the lower bound 117370 for the 10-point Seshadri constant on CP
2.
© 2010 Elsevier B.V. All rights reserved.
0. Introduction
Conjecture 0.1 (Nagata [15]). Let p1, . . . , pn be n ≥ 10 points onCP2 in very general position, and let C be an irreducible curve
of degree d on P2, passing with multiplicity mi through the point pi. Then
d >
√
n
n−
i=1
mi.
Cast in the language of Seshadri constants, Nagata claimed in effect that 1√n is themulti-point Seshadri constant of p1, . . . , pn
∈ CP2, for the line bundle OP2(1), or equivalently, that
H −

1
n
n−
j=1
Ej
is a nef R-divisor onX = Bln(P2), the blowup of P2 in the n points, where H is the pullback of a line in P2 and Ej are the
exceptional divisors over the blown up points.
The best known bounds for the Seshadri constant of 10 points on P2 until very recently were 619 by Biran [1] and
177
560 by
Harbourne and Roé [13]. Some months ago, Ciliberto and Miranda [4] presented a new method to improve these bounds,
and obtained 55174 .
Their approach relies on the well-known fact that Nagata’s conjecture can be deduced from another conjecture on the
dimension of linear systems on CP2 (see e.g. [3]):
Conjecture 0.2 (Harbourne–Gimigliano–Hirschowitz [11,8,12]). Let p1, . . . , pn be n points on CP2 in general position, and let
π : X → CP2 be the blowup of these n points. Furthermore, call H the divisor class of a line on CP2, and denote the exceptional
divisor over pi by Ei. Given a degree d and n multiplicities m1, . . . ,mn, the linear system |dπ∗H −∑ni=1 miEi| has the expected
dimension
max

−1, d(d+ 3)
2
−
n−
i=1
mi(mi + 1)
2

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if there exists no (−1)-curve C on X such that
C .

dπ∗H −
n−
i=1
miEi

≤ −2.
Linear systems on P2 are often analysed via degenerations: If the degenerated linear system on the central fiber of the
P2-degeneration has expected dimension, then nearby fibers inherit this property by semicontinuity. In [2] Ciliberto and
Miranda use a degeneration of P2 into a union of P2 and the first Hirzebruch surface F1 to check the Harbourne–Hirschowitz
conjecture in a number of cases. Unfortunately, for Nagata’s conjecture the results do not yield interesting bounds for
Seshadri constants. The failure is due to (−1)-curves which intersect the degenerated linear systems negatively.
In [4] Ciliberto and Miranda observe that the normal bundle of these ‘‘bad’’ (−1)-curves is negative. Their new idea is to
flop these curves, possibly after some blowups, thus removing them from a new degeneration. Iterating these flops of ‘‘bad’’
curves Ciliberto and Miranda obtain 55174 as a lower bound for the Seshadri constant of 10 points on P
2.
The main technical difficulty in their calculations is the study of linear systems with small expected dimension. They
require an intricate case-by-case analysis. To avoid this as much as possible this paper uses an approximative approach to
Nagata’s conjecture developed in [6]:
Theorem 0.3 ([6]). Let p1, . . . , pn be n ≥ 10 points on CP2 in general position, and let π : X → CP2 be the blowup of these n
points. If (di,mi), i ∈ N, is a sequence of integer pairs, such that the linear system |diπ∗H−mi∑nj=1 Ej| is non-empty of expected
dimension, and dimi
i→∞−→
√
n
a then the R-divisor
π∗H − a√
n
n−
j=1
Ej
is nef on X.
A first attempt to apply this method was made in [7], using Dumnicki’s reduction algorithm [5], but only led to the unin-
teresting bound 413 . In this paper the combination with Ciliberto–Miranda degenerations yields the new and up to now best
known lower bound 117370 ≈ 0.31621 . . .: compared to 55174 ≈ 0.31609 . . . this is one decimal closer to
√
10 ≈ 0.31622 . . ..
Besides the approximative approach there are two other new ingredients in this paper:
(1) We consistently use a non-specialty criterion for line bundles, which generalizes the core of Harbourne’s Criterion for
linear systems on P2 blown up in several points, in [10]. It also works for Hirzebruch surfaces.
(2) Instead of flopping the ‘‘bad’’ (−1)-curves we only blow them up until the exceptional divisor is isomorphic to P1 × P1.
According to the Atiyah flop (see [14, Ex. 3-4-3] for the details) Ciliberto and Miranda continue blowing down the other
fibering of P1 × P1 thus really erasing the ‘‘bad’’ curve. But in this way they produce non-normal components, and to
prove non-specialty they must again pull back to the blown up components.
To avoid this extra turn we just modify the degenerated line bundle on the blowup such that its intersection with the
‘‘bad’’ curves vanishes. The central fiber of our degenerations thus contain more components but we still consider
this procedure to be more transparent. In particular it lead us to discover two degenerations underlying the Fifth
Degeneration of Ciliberto and Miranda, and finally to the new bound 117370 .
The steps of the method and the statements proving the correctness are presented in Section 1. The calculations leading to
the new bound 117370 are the contents of Section 2. In the last paragraphs we show that the next degeneration is considerably
more complicated than the previous ones, andwe discuss some conditions whichwould guarantee that the algorithm never
terminates.
Notation.We consider smooth complex projective surfaces X and sequences of morphisms
Xn
πn→ Xn−1 πn−1→ · · · π1→ X0 := X,
where each πi is the blowup of a point pi ∈ Xi−1. We also denote Xi by X(p1, . . . , pi), and set π := πn ◦ . . . ◦ π1.
Note that the p1, . . . , pn are not assumed to be in (very) general position. For example, the point pi can be mapped onto
the point pj by the intermediate blowdowns, if i > j. Then pi is said to be infinitely near to pj. Sometimes we emphasize this
relation by brackets: [p1; p2, . . . , pk] means that the points p2, . . . , pk are infinitely near to p1. Each of the p2, . . . , pk can
again be replaced by pairs of infinitely near points etc.
Ei ⊂ Xi = X(p1, . . . , pi) denotes the exceptional divisor over pi, the divisor
Ei := π∗n · · ·π∗i+1Ei
denotes the pullback on Xn.
(E1, . . . , En) is called an exceptional configuration on Xn. We know
E2i = −1, Ei.Ej = 0, i ≠ j, π∗F .Ei = 0
for all line bundles F on X , and Pic(Xn) is generated by Pic(X) and E1, . . . , En.
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If X = P2 we set E0 := π∗OP 2(1), and
L(d;m1, . . . ,mn) := d · E0 −
n−
i=1
miEi.
Sometimes, multiple occurrences of the same coefficientm is abbreviated bymk.
Later on, degree and multiplicities will linearly depend on parameters d,m, a. We do not abbreviate these forms by
introducing new letters thus making the notation of some line bundles quite cumbersome. But we prefer to leave the
dependence of degrees and multiplicities transparent and easy to analyse.
Finally, F0 ∼= P1 × P1, F1 ∼= P2(p), . . . , Fk, . . . denote the Hirzebruch surfaces, with projections πFk to P1. Accepting
some ambiguity Ek ⊂ Fk denotes the curve at infinity, with self-intersection−k, whereas Fk denotes a fiber of the P1-bundle
Fk. On Fk(p1, . . . , pn),
LFk(d1, d2;m1, . . . ,mn) := d1 · Ek + d2 · Fk −
n−
i=1
miEi.
1. The Ciliberto–Miranda method
1.1. Degenerations and the Gluing Lemma
Degenerations are a well-known tool to study (complete) linear systems.
Proposition 1.1. Let f : X → ∆ be a reduced family of projective complex schemes over the unit disc ∆, and let L be a line
bundle onX. Let Xt denote the fiber ofX over t ∈ ∆, and set Lt := L|Xt . Then:
h1(X0, L0) = 0 H⇒ h1(Xt , Lt) = 0,
for all t ∈ ∆′ ⊂ ∆, a smaller unit disc.
Proof. This is a consequence of upper semicontinuity of the h1-function on flat families of projective schemes
[9, Thm.III.12.8]. The flatness follows becauseX is reduced over a 1-dimensional smooth base [9, Prop.III.9.7]. 
Using this proposition on a given degeneration requires calculating H1(X0, L0).
Lemma 1.2 (Gluing Lemma [4]). Let X =ni=1 Vi be a union of projective complex schemes, where the Vi are closed subschemes
of X. Set Wk :=ki=1 Vi, k = 1, . . . , n, and denote by Ck−1 the scheme-theoretic intersection Vk ∩Wk−1, k = 2, . . . , n.
Let L be a line bundle on X satisfying
(i) H1(Vi, L|Vi) = 0 for i = 1, . . . , n,
(ii) the difference maps H0(Wk−1, L|Wk−1)⊕ H0(Vk, L|Vk)→ H0(Ck−1, L|Ck−1) are surjective for all k = 2, . . . , n.
Then: H1(X, L) = 0.
Proof. This follows inductively from the long exact cohomology sequences obtained from the short exact sequences in the
next lemma, applied onWk = Wk−1 ∪ Vk and L|Wk . 
Lemma 1.3. Let X = V ∪W be a projective complex scheme, where V ,W are closed subschemes of X, C = V ∩W the scheme-
theoretic intersection, andL an invertible sheaf on X.
Then there exists an exact sequence of coherent sheaves on X,
0→ L→ L|V ⊕L|W → L|C → 0,
whereL|V ⊕L|W → L|C is the difference map.
Proof. The exactness of the sequence can be checked on open affine subsets SpecA, on whichL is trivial. If IV , IW , IC ⊂ A are
the ideals describing the closed subschemes V ,W , C in SpecA, the claim follows from IV + IW = IC and IV ∩ IW = (0). 
Remark 1.4. Condition (ii) of the Gluing Lemma 1.2 is already satisfied ifH1(Wk−1, L|Wk−1⊗ICk−1/Wk−1) = 0 orH1(Vk, L|Vk⊗
ICk−1/Vk) = 0. Here, ICk−1/Wk−1 resp. ICk−1/Vk are the ideal sheaves of Ck−1 inWk−1 resp. Vk. This follows from the long exact
cohomology sequence associated to
0→ L|Wk−1 ⊗ ICk−1/Wk−1 → L|Wk−1 → L|Ck−1 → 0
(or the analogue sequence for Vk), because then
H0(Wk−1, L|Wk−1)→ H0(Ck−1, L|Ck−1)→ H1(Wk−1, L|Wk−1 ⊗ ICk−1/Wk−1) = 0
is exact (or the analogue sequence for Vk).
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1.2. Non-special linear systems
Thedegenerations ofP2 blownup in 10points studied later onhave a central fiberX0 consisting of irreducible components
isomorphic toP2 or aHirzebruch surfaceFk blownup in several points, possibly in special position, and intersecting in curves
without embedded points. Then L|Vk⊗ICk−1/Vk = L|Vk⊗OVk(−Ck−1) is again a line bundle. In view of Remark 1.4 this implies
for applying the Gluing Lemma 1.2 that we only need criteria for the vanishing ofH1-groups of line bundles on such surfaces.
The first vanishing criterion is extracted from the central argument of Harbourne’s Criterion discussed afterwards.
Theorem 1.5. Let F be P2 or a Hirzebruch surface Fk. Let X = F(p1, . . . , pn) be a blowup of F in several points. Let F be a line
bundle on X, and set
l := min{k : F = π∗n · · ·π∗k+1Fk, Fk line bundle on Xk = F(p1, . . . , pk)}.
Let C be a reduced curve on Xl with irreducible components C1, . . . , Cr . Assume that
(i)

KXl ⊗ OXl(C)

.Ci < Fl.Ci for all i = 1, . . . , r, and
(ii) H1(Xl,Fl ⊗ OXl(−C)) = 0.
Then: H1(X,F ) = 0.
Proof. As X is obtained from successively blowing up points on Xl, the cohomology groups of F and Fl are isomorphic
[9, Prop.V.3.4]. Hence we may assume l = n.
The dualizing sheaf on the Cartier divisor C is ωC := [KX ⊗ OX (C)]|C and Serre duality holds (see [9, III.7]):
h1(C,F|C ) = h0(C, ωC ⊗ F −1|C ).
Using the morphism φ : C1 ⊔ · · · ⊔ Cr → C from the disjoint union of the irreducible components C1, . . . , Cr on C , the
inclusion OC ⊂ φ∗(OC1⊔···⊔Cr ) and the projection formula, we conclude that H0(C, ωC ⊗ F −1|C ) is a subgroup of
H0(C1 ⊔ · · · ⊔ Cr , φ∗(ωC ⊗ F −1|C )) =
r
i=1
H0

Ci,

KX ⊗ OX (C)⊗ F −1|C

|Ci

.
But since [KX ⊗ OX (C)] .Ci < F .Ci, the degree of the invertible sheaf

KX ⊗ OX (C)⊗ F −1|C

|Ci is negative on the irreducible
curve Ci, hence
h0

Ci,

KX ⊗ OX (C)⊗ F −1|C

|Ci

= 0,
and by Serre duality, H1(C,F|C ) = 0.
The claim follows from considering the long exact cohomology sequence associated to the short exact sequence
0→ F ⊗ OX (−C)→ F → F|C → 0. 
Of course, this theorem just shifts the proof of vanishing to another line bundle which hopefully is simpler. For F = P2,
Harbourne [10] developed an inductive scheme which guarantees vanishing if |−KX | contains an irreducible and reduced
section and the coefficients of F = L(d;m1, . . . ,mn) satisfy some numerical conditions.
Definition 1.6. A surface X = P2(p1, . . . , pn) is called strongly anti-canonical iff the anti-canonical linear system |−KX |
contains an irreducible and reduced section.
A line bundle F = L(d;m1, . . . ,mn) on X is called standard iff
d ≥ 0, mi ≥ 0, mi −mi+1 ≥ 0, d−mi −mj −mk ≥ 0, 1 ≤ i < j < k ≤ n.
F is called excellent iff F is standard and F .KX < 0.
Remark 1.7. Let p1, . . . , pn ∈ P2 be n ≤ 8 points in general position on P2. Then X = P2(p1, . . . , pn) is strongly anti-
canonical: For 8 points in general position on P2 there always exists a smooth cubic curve passing through the points, hence
pulling back to a section of the anti-canonical bundle−KX = L(3; 1n).
Remark 1.8. The line bundleL(d;m1, . . . ,mn) on X = P2(p1, . . . , pn) is excellent ifL(d′;m′1, . . . ,m′n) is excellent and
d ≥ d′, mi ≤ m′i,mi ≥ mj for all 1 ≤ i < j ≤ n.
Theorem 1.9 (Harbourne’s Criterion [10]). Let X = P2(p1, . . . , pn) be strongly anti-canonical and F an excellent line bundle
on X. Then:
H1(X,F ) = 0.
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Proof. The statement is a consequence of Theorem 1.5 and another way of writing standard line bundles:
Claim. A line bundle F on X is standard if, and only if, it can be written as
F = a0E0 + a1(E0 − E1)+ a2(2E0 − E1 − E2)+
n−
i=3
ai(−KXi),
for some integers a0, . . . , an ≥ 0.
Proof of the Claim. This is [10, Lem. 1.4]. 
Here the anti-canonical line bundle−KXi on Xi = P2(p1, . . . , pi) is interpreted as a line bundle on X via pullback.
The proof of the Criterion now proceeds by a double induction on
l := min{k : F = π∗n · · ·π∗k+1Fk, Fk line bundle on Xk = P2(p1, . . . , pk)}
= max{k : ak ≠ 0}
and al: The induction start with F = OX is trivial. For the induction step, we can apply Theorem 1.5, because
(i) all the line bundles E0, E0 − E1, 2E0 − E1 − E2 and the −KXi have an irreducible and reduced section on the Xl where
they are not a pullback: a line, the strict transforms of a line through p1 and of a conic through p1, p2, the images of the
−KX -section,
(ii) (KXl + Cl).Cl < 0 for l = 0, 1, 2, and= 0 for l ≥ 3,
(iii) F .E0 = a0 > 0 for l = 0, F .(E0 − E1) = a0 + a1 − a1 = a0 ≥ 0 for l = 1, F .(2E0 − E1 − E2) = 2a0 + a1 + 2a2 > 0
for l = 2, and F .(−KXl) > 0 for l ≥ 3. 
Not all the surfaces occurring in the degenerations constructed below are strongly anti-canonical blowups of P2. In these
cases, we will try to find curves on which we can iteratively apply Theorem 1.5, until we obtain a linear system for which
we can show vanishing with Harbourne’s Criterion.
The next criterion will be useful for checking the surjectivity condition in the Gluing Lemma 1.2:
Proposition 1.10. Let X be a projective complex surface and π : X = X(p)→ X the blowup of X in p, with exceptional divisor
E ⊂X. Let F be a line bundle on X such that H1(X,F ) = 0. Then:
H1(X, π∗F ⊗ O(E)) = 0.
Proof. From the exact sequence
0→ π∗F → π∗F ⊗ O(E)→ π∗F|E ⊗ OE(E) = OE(E) ∼= OP1(−1)→ 0
we obtain the exact sequence
H1(X, π∗F )→ H1(X, π∗F ⊗ O(E))→ H1(E,OE(E)),
and the proposition follows from 0 = H1(X,F ) = H1(X, π∗F ) and H1(E,OE(E)) ∼= H1(P1,OP1(−1)) = 0. 
1.3. Transforming exceptional configurations
Harbourne’s Criterion requires the standardness of line bundles on P2(p1, . . . , pn) which depends on the exceptional
configuration. These configurations are not at all unique on a given surface, and often a major step in applying Harbourne’s
Criterion is to change them appropriately, by means of Cremona transformations. Normally, Cremona transformations
denote birational self-maps of P2. But in our context we instead consider the change of exceptional configurations on the
desingularization of these rational maps.
We only use compositions of quadratic Cremona transformations involving 3 base points. The following lemma describes
the possible configurations of these base points:
Lemma 1.11 ([10]). Let X = P2(p1, . . . , pn) and pi, pj, pk ∈ P2 points such that either
(i) pi, pj, pk are not collinear and not infinitely near to each other, or
(ii) pi, pk ∈ P2 and pj infinitely near to pi, but not to pk, and pi, pj, pk are not collinear, or
(iii) pi ∈ P2, pj infinitely near to pi and pk infinitely near to pj, but not to pi.
Then there exist p′1, . . . , p′n and an isomorphism P2(p1, . . . , pn) = P2(p′1, . . . , p′n) such that
E0 = 2E ′0 − E ′i − E ′j − E ′k, El = E ′l for l ≠ i, j, k,
Ei = E ′0 − E ′j − E ′k, Ej = E ′0 − E ′i − E ′k, Ek = E ′0 − E ′i − E ′j .
In particular, a line bundle F = dE0 −m1E1 − · · · −mnEn can be rewritten as
F = (2d−mi −mj −mk)E ′0 −
−
l≠i,j,k
mlE ′l − (d−mj −mk)E ′i − (d−mi −mk)E ′j − (d−mi −mj)E ′k.
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Proof. Note that for all 3 configurations we can renumber the base points p1, . . . , pk such that i = 1, j = 2, k = 3. In
particular, the blowups for the other points p4, . . . , pn are not touched when exchanging p1, p2, p3 with p′1, p
′
2, p
′
3. So we
can assume w.l.o.g. that n = 3.
The proof can be read off the following diagrams. The integers denote self-intersections, the arrows infinitely near points.
(i)
(ii)
(iii)
We detail the last diagram, the others being even simpler: Let L and L′ denote the lines through p1 and p′1. Furthermore, let
L, E1, E2 and E3 = E3 denote the strict transforms of L, E1, E2 and E3 on P2(p1, p2, p3), and L′, E ′1, E ′2 and E ′3 = E ′3 the strict
transforms of L′, E ′1, E
′
2 and E
′
3 on P
2(p′1, p
′
2, p
′
3). On P
2(p1, p2, p3) ∼= P2(p′1, p′2, p′3)we can identify
L = E ′3, E1 = E ′1, E2 = E ′2, E3 = L′.
The claim follows from the equalities
E0 = L+ E1 + 2E2 + 2E3, E1 = E1 + E2 + E3, E2 = E2 + E3, E3 = E3
on P2(p1, p2, p3) and
L
′ = E ′0 − E ′1 − E ′2, E ′1 = E ′1 − E ′2, E ′2 = E ′2 − E ′3, E ′3 = E ′3
on P2(p′1, p
′
2, p
′
3). 
Remark 1.12. Even if the blowups of p4, . . . , pn are not touched by the Cremona transformations, these points might
become infinitely near to p′1, p
′
2, p
′
3. See the Constructions below.
We must also know the position of the p′1, . . . , p′n relative to each other. The following statement is the most general one in
this direction, and is almost always implicitly applied:
Proposition 1.13. Assume that p1, . . . , pn on P2 do not contain infinitely near points and are in general position.
If P2(p1, . . . , pn) ∼= P2(p′1, . . . , p′n) by means of a quadratic Cremona transformation as described in Lemma 1.11, case (i),
then the p′1, . . . , p′n do also not contain infinitely near points and are in general position.
Proof. A quadratic Cremona transformation as described in Lemma 1.11, case (i), induces a birational map from P2 onto
itself, which is an isomorphism outside the lines connecting the 3 base points. Since p4, . . . , pn are in general position, they
do not lie on these lines. The claim follows because 3 points on P2 can be freelymoved around by the action of PGL(3), hence
are always in general position. 
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In some situations some of the points p4, . . . , pn will not be in general position relative to p1, p2, p3. We collect the
configurations relevant in the constructions below:
Cremona Transformation I. Let p1, . . . , p5 be points on P2 such that
• p1, p2, p4 are not collinear (and not infinitely near to each other),
• p3 is infinitely near to p2, directed to p1 and
• p5 is infinitely near to p4, directed to p1.
After a Cremona transformation with base points p2, p3, p4, the new exceptional configuration is again of the type above,
with base points p′2, p
′
3, p
′
4, and the infinitely near points p
′
3, p
′
1 are directed to p
′
5. This can be read off the following diagram:
Cremona Transformation II. Let p1, . . . , p5 be points on P2 such that
• p1, p2, p4 are not collinear (and not infinitely near to each other),
• p3 is infinitely near to p2, but not directed to p1 or p4 and
• p5 is infinitely near to p4, but not directed to p1 or p2.
After two Cremona transformation with base points p1, p2, p4 and p′1, p
′
3, p
′
5, the new exceptional configuration is again of
the type above, with base points p′′1, p
′′
3, p
′′
4 , and the infinitely near points p
′′
2, p
′′
4 are not directed to p
′′
1, p
′′
4 resp. p
′′
1, p
′′
3 . This
can be read off the following diagram:
Cremona Transformation III. Let p1, . . . , p5 be points on P2 such that
• no three of the points p1, p2, p3, p4 are collinear, and no two of these points are infinitely near to each other,
• p5 is infinitely near to p4, directed to p1.
After a Cremona transformation with base points p1, p2, p3 the point p′5 infinitely near to p
′
4 is directed to p
′
1. This can be
read off the following diagram:
Finally, p1, . . . , pn might not be in general position because they lie on a special curve C . This curve can be interpreted
as the section of a line bundle L(d;m1, . . . ,mn), which is transformed by a Cremona transformation – or several of them
– to L(d′;m′1, . . . ,m′n) resp. C ′. Thus we can translate the special position of the p1, . . . , pn into a special position of the
p′1, . . . , p′n.
1.4. Throwing curves
Consider the setting of Proposition 1.1: Let f : X → ∆ be a family of complex varieties over the unit disc ∆, and let
L be a line bundle on X. Then the cohomology group H1(Xt , Lt) vanishes if H1(X0, L0) = 0. To show H1(X0, L0) = 0 we
want to apply the Gluing Lemma 1.2. Its application fails if H1(V ,L|V ) ≠ 0 on an irreducible component V ⊂ X0. For P2 or
Hirzebruch surfaces Fk blown up in several points this is the case if there exists a (−1)-curve E on V such thatL|V .E ≤ −2
andL|V has a global section:
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Lemma 1.14 ([10,2]). Let F be P2 or a Hirzebruch surface Fk, and V = F(p1, . . . , pn) be a blowup of n points in F. Let L be an
effective line bundle on V . Assume that E is a (−1)-curve on V such that L.E ≤ −2. Then:
H1(V , L) ≠ 0.
Proof. Set L.E = −k, k ≥ 2 an integer. From the short exact sequence
0→ L⊗ O(−E)→ L → L|E → 0
we obtain the following part of the long exact cohomology sequence:
H1(V , L)→ H1(E, L|E)→ H2(V , L⊗ O(−E)).
Next, we calculate
H1(E, L|E) ∼= H1(P1,O(−k)) ∼= H0(P1,O(−2+ k))∨ ≠ 0.
Since L has a global section, L.E < 0 implies that E is a fixed divisor in the associated linear system. Consequently, L − E is
also effective , and (L− E).F ≥ 0 for every nef divisor F . For F = P2 let F be the pull back of a line on P2, for F = Fk let F
be the pull back of a fiber in the P1-bundle Fk. In both cases KV .F < 0, and this implies
(KV ⊗ L∨ ⊗ O(E)).F < 0,
hence KV ⊗ L∨ ⊗ O(E)) cannot be effective. Consequently,
H2(V , L⊗ O(−E)) ∼= H0(V , KV ⊗ L∨ ⊗ O(E))∨ = 0.
The lemma follows. 
The new idea in [4] is to change the degeneration f : X→ ∆ and the line bundleL, whenever such a ‘‘bad’’ (−1)-curve as in
the lemma occurs in one of the components of X0, by flopping it. Such a flop certainly exists if the (−1)-curve E has normal
bundle NE/X ∼= OP1(−1)⊕ OP1(−1): it is the Atiyah flop (see [14, Ex.3-4-3]). This is not always the case, but the following
lemma shows that the normal bundle is at least always negative. Hence we can improve the normal bundle by blowing up
X several times along E resp. its strict transforms, until it is possible to flop E. The flop contracts E on the component V , but
other curves pop up on different components. Therefore this operation is called a ‘‘throw’’.
Lemma 1.15 (Three-Point Formula). Let f : X→ ∆ be a projective fibration from a smooth 3-foldX such that X0 =  Vi is a
union of smooth projective surfaces.
Suppose that C ⊂ Vi is a (−1)-curve on Vi not contained in any other component Vj, and set s :=∑i≠j C .Vj. Then
NC/X ∼= NC/Vi ⊕ NVi/X|C ∼= OP1(−1)⊕ OP1(−s).
Proof. Since f is a fibration, OX = OX(X0) =j OX(Vj). Hence OC =j OC (Vj), and
OC (Vi) =

i≠j
OC (−Vj) ∼= OP1(−s).
The claim follows because there is a natural bundle surjection
NC/X → NVi/X|C ∼= OC (Vi)
whose kernel is TVi|C/TC = NC/Vi ∼= OP1(−1). 
After the flop the strict transforms of other components besides V can be singular. To analyse line bundles on these singular
surfaces, Ciliberto andMiranda use the desingularization given by the blowup part of the Atiyah flop. To avoid this additional
technical difficulty we present the throwing procedure as a sequence of blowups only.
Construction 1.16 (Throwing (−1)-Curves). Let f : X → ∆ be a projective fibration from a smooth complex 3-foldX to the
unit disc∆ such that the central fiber X0 is a union

Vi of smooth projective surfaces. LetL be a line bundle onX.
Assume that C is a (−1)-curve on a component Vi such that for j ≠ i the intersection C∩Vj consists of sj points withmultiplicity
1, and C ∩ Vj ∩ Vj′ = ∅ for j, j′ ≠ i. Set n :=∑j≠i sj and l := −L|Vi .C.
Then we construct a sequence of blowupsX = Xn πn→ Xn−1 πn−1→ · · · π2→ X1 π1→ X0 = X
such that the center of π1 is C ⊂ X and for k = 2, . . . , n, the center Ck ∼= C of πk is the intersection of the strict transform
V (k−1)i ∼= Vi of Vi onXk−1 with the exceptional divisor Tk−1 of πk−1.
Setting φk := πk ◦ · · · ◦ πn we denote byTk the strict (φk+1)-transform of Tk ⊂ Xk, for k = 1, . . . , n− 1. Note thatTk ∼= Tk,
by construction.
Finally we define a new line bundle on X:
L := φ∗nL⊗ OX

n−
l=1
alTl .
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This construction is called an n-throw. It has the following properties:
(1) Tk ∼= Fn−k, the (n− k)th Hirzebruch surface.
(2) Vj is the blowup of sequences of n infinitely near points p1, . . . , pn over each point p = p1 ∈ C ∩ Vj, where pi is infinitely
near to pi−1 but not to pi−2, i ≥ 3. In particular the choice of C fixes these points.
(3) Tk ∩Tk′ = ∅ if k < k′ − 1, whereasTk ∩Tk+1 is the curve at infinity onTk ∼= Fn−k, and is a section ofTk+1 not intersecting
its curve at infinity En−k−1 and linearly equivalent to En−k−1 + (n− k− 1)Fn−k−1 (see the notation in the introduction).
(4) Tk ∩Vi = ∅ if k < n, whereas Tn ∩Vi is C onVi ∼= Vi, and a horizontal P1-fiber on Tn ∼= P1 × P1.
(5) For j ≠ i the intersectionTk ∩Vj consists of the exceptional divisors of the kth blowups over points in C ∩ Vj onVj, which are
P1-fibers ofTk ∼= Fn−k onTk.
(6) The strict transform of an irreducible intersection curve in Vi ∩ Vj is linearly equivalent to the pullback of the intersection
curve minus the exceptional divisors over points in Vj ∩ C on this curve.
(7) L|Vi = φ∗nL|Vi ⊗ OVi(anCn), and this line bundle is trivial on Cn iff an = −k.
(8) If E1, . . . , En is the configuration of exceptional divisors over an intersection point in Vj ∩ C for j ≠ i, the divisor Em occurs
in L|Vj with multiplicity−am + am−1 (in the notation of the introduction).
(9) L|Tn ∼= OP1×P1(−k− an, an−1 − an).
(10) For k < n,L|Tk ∼= OFn−k((ak+1 − 2ak + ak−1)En−k + (−l− ak(n− k+ 1)+ ak−1(n− k))Fn−k).
Proof. The Three-point Formula 1.15 yields
NC/X = NC/Vi ⊕ NVi/X|C ∼= OP1(−1)⊕ OP1(−n).
When we projectivize NC/X the intersection curve of this P1-bundle with V
(1)
i comes from the summand OP1(−1) hence is
the curve at infinity on T1 ∼= Fn−1.
NCk/Xk−1 = NCk/V (k−1)i ⊕ NCk/Tk−1 ,
because V (k−1)i and Tk−1 intersect transversally in Ck ∼= P1,
NCk/Tk−1 ∼= OP1(−n+ k− 1),
because by induction Ck is the curve at infinity of Tk−1 ∼= Fn−k+1. Consequently,
NCk/Xk−1 ∼= OP1(−1)⊕ OP1(−n+ k− 1),
which yields (1).
(2), (3), (4), (5) follow from construction, (6) is true because C intersects the components Vj, j ≠ i, transversally.
(7) is obvious from the definition of L, and the intersection configurations described in (4).
(8) follows from (6) and the fact that Em contains every exceptional divisor Em′ (resp. its strict transform) exactly once, if
m′ ≥ m.
(9) is the result of the following calculation:L|Tn = φ∗nL|Tn ⊗ OTn(anTn)⊗ OTn(an−1Tn−1)∼= OP1×P1(L|Vi .C, 0)⊗ OP1×P1(−an,−an)⊗ OP1×P1(0, an−1)
because
OTn(Tn) = NTn/X = OP(NCn/Xn−1 ) = OP(OP1 (1)⊕OP1 (1))(−1)
= OP(OP1⊕OP1 )(−1)⊗ p∗1OP1(−1) = OP1×P1(−1,−1).
(10) is a consequence ofL|Tk = φ∗nL|Tk ⊗ OTk(ak+1Tk+1)⊗ OTk(akTk)⊗ OTk(ak−1Tk−1),
φ∗nL|Tk ⊗ OTk(ak+1Tk+1)⊗ OTk(ak−1Tk−1) ∼= OFn−k(−lFn−k)⊗ OFn−k(ak+1En−k)⊗ OFn−k(ak−1(En−k + (n− k)Fn−k)),Tk = φ∗k+1Tk −Tk+1 − · · · − Tn
and
OTk(Tk) ∼= OFn−k(−En−k − (n− k+ 1)Fn−k). 
Remark 1.17. Note that in our description of a throw, we do not contract the ‘‘bad’’ (−1)-curve C and push down the line
bundleL, but we only change the line bundle until it is trivial on C .
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Remark 1.18. In the examples of throws belowwe choose a1, . . . , an−1 such that the restrictions of the line bundleL to the
exceptional divisorsTk become minimal.
Remark 1.19. Ciliberto and Miranda [4] only need 1- and 2-throws. But we will see in Section 3 that more blowups can be
necessary.
1.5. Bounds from linear inequalities
Applying the Gluing Lemma 1.2 requires the vanishing of H1(Vi,L|Vi) on components Vi of X0. In the Ciliberto–Miranda
degenerations constructed in Section 2 below, Vi is always a blowup of P2 or a Hirzebruch surface Fk in points p1, . . . , pn,
andL|Vi ∼= L(d;m1, . . . ,mn) resp.L|Vi ∼= L(d1, d2;m1, . . . ,mn) depend linearly on parameters d resp. d1, d2,m1, . . . ,mn.
After possibly performing some Cremona transformations, we would like to use the criteria in Section 1.2 to deduce the
vanishing of the first cohomology group.
It turns out in Section 2 that this is possible on the occurring varieties whenever the integers d resp. d1, d2, m1, . . . ,mn
satisfy a set of linear inequalities. Together with the Gluing Lemma, this observation can be used to find d,m arbitrarily big
such thatL(d;mn) is non-special on P2(p1, . . . , pn), with p1, . . . , pn in general position:
Theorem 1.20. Let f : X→ ∆ be a projective fibration from a smooth complex 3-fold such that for t ≠ 0, Xt ∼= P2(p1, . . . , pn),
n > 9, with p1, . . . , pn in general position, and X0 ∼=  Vi, all the Vi ∼= P2(q(i)1 , . . . , q(i)ni ) or ∼= Fl(q(i)1 , . . . , q(i)ni ). Furthermore,
denote by Ci the intersection curve

j<i Vj ∩ Vi.
Suppose that there exists k ∈ N such that for every d,m, a ∈ k · N, we can construct a line bundleL = L(d,m, a) satisfying
the following conditions:
• L|Xt ∼= L(d;mn) for t ≠ 0,
• L|Vi ∼= L(d(i);m(i)1 , . . . ,m(i)ni ) resp. L(d(i)1 , d(i)2 ;m(i)1 , . . . ,m(i)ni ), the d(i) resp. d(i)1 , d(i)2 , m(i)1 , . . . ,m(i)ni depending linearly on
d,m, a, and
• if the d(i) resp. d(i)1 , d(i)2 , m(i)1 , . . . ,m(i)ni satisfy a finite set of weak linear inequalities then
H1(Vi,L|Vi) = H1(Vi,L|Vi ⊗ O(−Ci)) = 0.
Substituting d,m, a in the d(i) resp. d(i)1 , d
(i)
2 , m
(i)
1 , . . . ,m
(i)
ni , we can consider the closed convex polyhedron P ⊂ R3 described by
the resulting weak linear inequalities in d,m, a, and its projection P ′ ⊂ R2 onto the d−m-coordinates. Set
µ := inf

d
m
: (d,m) ∈ P ′

.
If P ′ is unbounded, both in d and in m, then there exist ϵ > 0, M > 0, such that for all integers d,m > M with d,m ∈ k · N and
0 ≤ dm − µ ≤ ϵ, the line bundleL(d;mn) is a non-special line bundle on the blowup of P2 in n points in general position.
If µ >
√
n then the line bundleL(d;mn) is furthermore effective, for M ≫ 0.
Proof. Note that for some positive integers c(i) resp. c(i)1 , c
(i)
2 , n
(i)
1 , . . . , n
(i)
ni not depending on d,m, a the intersection curve
Ci is a section of the line bundleL(c(i); n(i)1 , . . . , n(i)ni ) on P2(q(i)1 , . . . , q(i)ni ). resp.L(c(i)1 , c(i)2 ; n(i)1 , . . . , n(i)ni ) on Fk(q(i)1 , . . . , q(i)ni ).
Consequently the vanishing of H1(Vi,L|Vi ⊗ O(−Ci)) can also be deduced from a set of weak linear inequalities depending
on d,m, a.
The unboundedness implies that there is a line with slope µ bounding the convex polytope P ′ from below in the region
{m ≥ M}, and an ϵ > 0 such that all pairs (d,m)with d,m > M , 0 ≤ dm −µ ≤ ϵ lie in P ′. For such pairs (d,m) ∈ k ·N2, the
assumptions tell us
H1(Vi,L|Vi) = H1(Vi,L|Vi ⊗ O(−Ci)) = 0,
hence both conditions of the Gluing Lemma 1.2 are satisfied (use Remark 1.4 for the surjectivity of the difference map).
Consequently H1(Xt ,Lt) = 0 for t ∈ ∆ general, by Proposition 1.1.
Since E0.(KXt ⊗ L∨t ) = −3 − d < 0, the divisor KXt ⊗ L∨t cannot be effective, and h2(Xt , Lt) = h0(Xt , KXt ⊗ L∨t ) = 0.
Furthermore, pa = h0(Xt ,OXt ) = h0(P2,OP2) = 1 because Xt is a blowup of P2 [9, Prop.V.3.4]. Consequently, Riemann–Roch
implies
h0(Xt , Lt) = 12 Lt .(Lt − KXt ) =
1
2
(d(d+ 3)− n ·m(m+ 1))+ 1 > 0
for d >
√
nm and d,m ≫ 0. 
Remark 1.21. The k must be introduced because the d(i) resp. d(i)1 , d
(i)
2 , m
(i)
1 , . . . ,m
(i)
ni can linearly depend on d,m, a with
rational coefficients. Then k is a common denominator for all occurring fractions.
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Remark 1.22. We can use H1(V1,L|V1 ⊗ O(−C2)) = 0 instead of H1(V2,L|V2 ⊗ O(−C2)) = 0 to show the surjectivity of
the first difference map.
We can use the information obtained from the last theorem to deduce lower bounds for Seshadri constants:
Proposition 1.23. Assume that for all ϵ > 0, M ≫ 0 there exist d,m > M with 0 ≤ dm − µ ≤ ϵ such that L(d;mn) is
non-empty and non-special. Then the multi-point Seshadri constant for n points in general position on P2 is bounded by
ϵ(P2,OP2(1); p1, . . . , pn) ≥
1
µ
.
Proof. From the assumptions we construct a sequence (dk,mk) of monotonically increasing integers with dk,mk →∞ for
k →∞ such that dkmk → µ andL(dk;mnk) is non-empty and non-special. Since also
dk
mk−1 → µ, we can apply Theorem 0.3
from [6]. 
2. Degenerations of CP2 blown up in 10 points
As Ciliberto and Miranda in [4] we exemplify their method on P2 blown up in 10 points, thus being able to compare the
arguments. But of course, it can also be applied to P2 blown up in more than 10 points.
2.1. The first degeneration
The starting point is a degeneration constructed by Ciliberto and Miranda in [2]: Blowup P2 ×∆ in a point p ∈ P2 × {0},
and obtain the projective fibration π : X → ∆. Its central fiber decomposes into the exceptional divisor Pp ∼= P2 and
Fp ∼= P2, the strict transform of P2 × {0}.
Choose 10 sections p1, . . . , p10 : ∆ → X such that p1(0), . . . , p4(0) ∈ Pp resp. p5(0), . . . , p10(0) ∈ Fp are 4 resp. 6
points in general position. In particular, p, p5(0), . . . , p10(0) are 7 points in general position on P2. By possibly shrinking∆
we can assume w.l.o.g. that for all t ∈ ∆ the points p1(t), . . . , p10(t) are in general position on P2.
Blowing up the images p1(∆), . . . , p10(∆) of the sections yields a projective fibration π1 : X1 → ∆ such that
• for all t ∈ ∆, the fiber X1,t ∼= P2(p1, . . . p10)with p1, . . . , p10 in general position, and• X0 = P1 ∪ F1 with P1 ∼= P2(p1, . . . p4) and F1 ∼= P2(p, p5, . . . p10), all these points in general position.
Denote the exceptional divisor over pi(∆) by Ei.
C1 = P1 ∩ F1 is the pullback of a line on P1, that is a section ofL(1; 04), and the exceptional divisor over p on F1, that is a
section ofL(0;−1, 06).
From the construction ofX1 we obtain a projection f : X1 → X→ P2 ×∆→ P2. For d,m, a ∈ N define a line bundle
onX1 by
L1 := f ∗OP2(d)⊗ O

−m
10−
i=1
Ei

⊗ O((2m+ a)F1).
ThenL1|Xt ∼= L(d;m10) for t ≠ 0,
L1|P1 ∼= L(2m+ a;m4),
where the 4 points are in general position on P 2, and
L1|F1 ∼= L(d; 2m+ a,m6),
becauseOF1(F1) ∼= OF1(−P1), by the Three-point formula 1.15 applied to X1,0 = P1 ∪ F1. The 7 points on P2 can be assumed
to lie in general position.
We assume d >
√
10m. To apply Theorem 1.20 we need H1(P1,L1|P1) = 0, H1(F1,L1|F1) = 0 and H1(F1,L1|F1 ⊗
O(−C1)) = 0.
For the vanishing on P1 we choose an irreducible conic C through the 4 points blown up in P1. The strict transform of C
on P1 is a section of L(2; 14). Since L(2; 14).(KP1 ⊗ L(2; 14)) = L(2; 14).L(−1; 04) = −2 < 0 and L(2; 14).(L1|P1 ⊗
O(−iC)) = 2a ≥ 0, we can deduce H1(P1,L1|P1) = 0 from H1(P1,L1|P1 ⊗ O(−mC)) = H1(P1,L(2a; 04)) = 0, by
Theorem 1.5.
For the vanishing on F1 we note first that F1 is strongly anti-canonical, as a blowup of P2 in less than 9 points in general
position. Next,L1|F1 .KF1 = −3d+ (2m+ a)+ 6m < 0 for a small enough. We perform Cremona transformations onL1|F1
changing the degree and multiplicities as follows:
d; 2m+ a, m6
2d− 4m− a; d− 2m, (d− 3m− a)2, m4
3d− 8m− 2a; 2d− 6m− a, (d− 3m− a)4, m2
4d− 12m− 3a; 3d− 10m− 2a, (d− 3m− a)6.
Here, the underlinings indicate which 3 points are used for the transformation.
T. Eckl / Journal of Pure and Applied Algebra 215 (2011) 672–696 683
After the Cremona transformations the intersection curve C1 with P1 on F1 is a section of
L(0;−1, 06) ∼= L(1; 0, 12, 04) ∼= L(2; 1, 14, 02) ∼= L(3; 2, 16).
Consequently,L1|F1 ⊗ O(−C1) ∼= L(4d− 12m− 3a− 3; 3d− 10m− 2a− 2, (d− 3m− a− 1)6). Both transformed line
bundles are standard if the following inequalities are satisfied:
4d− 12m− 3a− 3 ≥ 0, 3d− 10m− 2a− 2 ≥ 0, d− 3m− a− 1 ≥ 0,
4d− 12m− 3a ≥ (3d− 10m− 2a)+ 2(d− 3m− a) = 5d− 16m− 4a
4d− 12m− 3a ≥ 3(d− 3m− a) = 3d− 9m− 3a.
The inequalities imply d > 103 m. On the other hand they are satisfied if 4m > d >
10
3 m and a = 0. For such values of
d,m, a Harbourne’s Criterion 1.9 implies the vanishing of the two H1-groups. Consequently we can apply Theorem 1.20
with µ = 103 :
Proposition 2.1. The multi-point Seshadri constant of 10 points in general position is bounded from below by
ϵ(P2,OP2(1); p1, . . . , p10) ≥
3
10
.
Remark 2.2. We could also standardize the line bundle on P1. But doing so we would loose the symmetry of the blown up
points on P1 thus creating further difficulties when detecting curves to throw later on.
Remark 2.3. Tensorizing f ∗OP2(d)⊗O(−m
∑10
i=1 Ei)withO((2m+a)F1) is necessary for providing enough positivity on the
line bundle restricted to P1. Themultiple 2mwould be theminimal possible, but the additional a helps in later degenerations.
We will also use this type of modification again, to ensure enough positivity for the line bundle on certain components.
Remark 2.4. The 4 points on Pp and the 6 points on Fp can be freely chosen. Any considerations on general position later on
must backtrack to this choice. When transforming exceptional configurations this is done by the arguments in Section 1.3
without much effort. When discussing the intersection points of curves to throw with other components we invert the
Cremona transformation on the component containing the curve to throw, and argue on Pp and Fp.
2.2. The second degeneration
Still assuming d >
√
10mwe discuss what happens when d < 103 m.
2.2.1. Identification of curves to throw
We look for curves to throw among the exceptional divisors associated to multiplicities of line bundles on components
of the last degeneration. These multiplicities must be negative when d < 103 m. This is the case for the first multiplicity
3d − 10m − 2a of L1|F1 . Hence we want to throw the exceptional divisor E1 ⊂ F1 associated to this multiplicity. E1 is a
section ofL(0;−1, 06).
2.2.2. Intersection of curve to throw with other components
Since
E1.C1 = L(0;−1, 06).L(3; 2, 16) = 2,
we expect two intersection points with P1, and want to perform a 2-throw. Since for 7 points in general position on P2 the
only section of L(3; 2, 16) is the strict transform of a cubic curve with a node in the first point, we indeed get 2 different
intersection points on the exceptional divisor over the node. On P1 these 2 points together with the 4 blown up points can
be assumed to lie in general position.
2.2.3. Throwing the curve: components and their intersections
In the Throwing Construction 1.16 we identify C with E1, V1 with F1 and V2 with P1, and perform a 2-throw. Call
X2 :=X, F2 := V1, P2 := V2, T (2)1 :=T1, T (2)2 :=T2.
Then F2 ∼= F1, P2 ∼= P1([p1, p2], [p3, p4]) where p1, p2, p3, p4 all lie on the intersection curve with F2, T (2)1 ∼= P2(p) and
T (2)2 ∼= P1 × P1.
Next, we describe the configuration of intersection curves on each component:
• on F2: (a section of)L(3; 2, 16)with P2,
L(0;−1, 06)with T (2)2 ,
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• on P2: L(1; 04, [1, 1], [1, 1])with F2,
L(0; 04, [−1, 1], [0, 0]) andL(0; 04, [0, 0], [−1, 1])with T (2)1 ,
L(0; 04, [0,−1], [0, 0]) andL(0; 04, [0, 0], [0,−1])with T (2)2 ,
• on T (2)1 : 2 sections ofL(1; 1)with P2,
(the section of)L(0;−1)with T (2)2 ,
• on T (2)2 : a (horizontal) section of OP1×P1(0, 1)with F2 and with T (2)2 ,
2 (vertical) sections of O(1, 0)with P2.
2.2.4. Throwing the curve: the line bundle and its restrictions
In the Throwing Construction 1.16 identifyLwithL1. SinceL1.E1 = L1|F1 .E1 = 3d− 10m− 2a, we set
a1 := 32d− 5m− a, a2 := 3d− 10m− 2a
and only consider d,m ∈ 2 · N. CallL2 := L. Then
L2|F2 ∼= L(4d− 12m− 3a; 0, (d− 3m− a)6),
L2|P2 ∼= L(2m+ a;m4, [−a1,−a2 + a1]2)
= L

2m+ a;m4,
[
a+ 5m− 3
2
d, a+ 5m− 3
2
d
]2
,
L2|T (2)1
∼= L(a2 − 2a1; a2 − 2a1 − (a2 − 2a1)) = L(0; 0),
L2|T (2)2
∼= OP1×P1(0, a1 − a2) = O

0, a+ 5m− 3
2
d

.
Note that for
√
10m < d < 103 m there are no negative multiplicities.
2.2.5. Applying the Gluing Lemma
In the setting of Gluing Lemma 1.2 we identify V1 with T
(2)
1 , V2 with T
(2)
2 , V3 with F2 and V4 with P2. Then we check when
the relevant cohomology groups vanish.
(1) H1(T (2)1 ,L2|T (2)1
) = 0: obvious.
(2) H1(T (2)2 ,L2|T (2)2
) = 0 andH1(T (2)2 ,L2|T (2)2 ⊗O(0,−1)) = 0, for the intersectionwith T
(2)
1 : true because a+5m− 32d > 0.
(3) H1(F2,L2|F2) = 0 and H1(F2,L2|F2 ⊗ L(0; 1, 06)) = 0, for the intersection with T (2)2 : F2 is strongly anti-canonical
because it is the blowup of P2 in less than 9 points in general position, by Remark 1.7. Since
KF2 .(L2|F2 ⊗L(0; 1, 06)) = (−3) · (4d− 12m− 3a)+ 1+ 6(d− 3m− a))
= −6d+ 18m+ 3a+ 1
is negative if a < 2d − 6m and L(4d − 12m − 3a; 1, (d − 3m − a)6) is standard if 0 ≤ a < d − 3m we can apply
Harbourne’s Criterion 1.9 if 0 ≤ a < d− 3m.
(4) H1(P2,L2|P2) = 0: P2 is only anti-canonical because every section of −KP2 decomposes into the line L, a section of
L(1; 04, [1, 1]2), as the fixed part, and a conic C inL(2; 14, [0, 0]2) as the moving part. We want to apply Theorem 1.5
using the curves L and C , but first we perform several Cremona transformations onL2|P2 :
2m+ a; m4, [5m− 32d+ a, 5m− 32d+ a]2
m+ 2a; m, a3, [5m− 32d+ a, 5m− 32d+ a]2.
Since the lineL(1; 04, [1, 1]2) is transformed to a conicL(2; 0, 13, [1, 1]2) the infinitely near points are tangent to this
conic and not directed to one of the three base points of the next Cremona transformation indicated by the underscores.
We are in the setting of Cremona transformation II:
3d− 9m+ 2a; 3d− 9m, a3,  32d− 5m+ a2 ,5m− 32d+ a2
6d− 19m+ 2a; 6d− 19m, a3, a− 5m− 32d , a− 5m− 32d2 .
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In particular, the non-infinitely near points remain in general position. A final Cremona transformation yields the more
symmetric configuration
L

12d− 38m+ a; (6d− 19m)4,
[
a−

5m− 3
2
d

, a−

5m− 3
2
d
]2
.
After all these Cremona transformations, L and C are again sections of L(1; 04, [1, 1]2) and L(2; 14, [0, 0]2). Now,
(KP2 + C).C = KP2 .C = −2 < 0, and (L2|P2 − iC).C = L2|P2 .C = 2a ≥ 0. Hence H1(P2,L2|P2) = 0 follows from
H1(P2,L(a; 04, [a− (5m− 32d), a− (5m− 32d)]2)) = 0.
Next, (KP2 + L).L = −2 < 0 and if i > 0 and a < 203 m− 2d,
L

a; 04,
[
a−

5m− 3
2
d

, a−

5m− 3
2
d
]2
− iL

.L = a− 4

a−

5m− 3
2
d

+ 3i
> 20m− 6d− 3a > 0.
Hence the vanishing of H1(P2,L(a; 04, [a− (5m− 32d), a− (5m− 32d)]2)) follows from H1(P2,L(5m− 32d; 08)) = 0.
(5) H1(P2,L2|P2 ⊗O(−C2)) = 0 where C2 = P2 ∩ (F2 ∪ T (2)1 ∪ T (2)2 ): The Cremona transformations above do not change the
description of intersection curves on P2 with F2 and T
(2)
1 whereas the 2 intersection curves with T
(2)
2 become sections
of L(2; 14, [1, 0], [0, 0]) and L(2; 14, [0, 0], [1, 0]). These curves add up to a section of L(5; 24, [1, 2]2). As above we
conclude that the first cohomology group of the resulting line bundle
L

12d− 38m+ a− 5; (6d− 19m− 2)4,
[
a−

5m− 3
2
d

− 1, a−

5m− 3
2
d

− 2
]2
.
vanishes if H1(P2,L(5m − 32d + 1; 04, [1, 0]2)) = 0. Projecting from P2 onto P2 blown up in 2 points we obtain an
excellent line bundle on a strongly anti-canonical surface, hence the vanishing.
2.2.6. Bounds
We can apply the Gluing Lemma 1.2 if the following inequalities are satisfied:
√
10m < d <
3
10
m, 0 ≤ a < d− 3m, d > 6
19
m, a > 5m− 3
2
d, a <
20
3
m− 2d.
These inequalities imply 5m− 32d < d− 3m ⇔ d > 165 m. Vice versa they are satisfied if
16
5
m < d <
29
9
m and 5m− 3
2
d < a < d− 3m,
because d− 3m < 203 m− 2d ⇔ d < 299 m. Consequently we can apply Theorem 1.20 with µ = 165 :
Proposition 2.5. The multi-point Seshadri constant of 10 points in general position is bounded from below by
ϵ(P2,OP2(1); p1, . . . , p10) ≥
5
16
.
2.3. The third degeneration
Still assuming d >
√
10mwe discuss what happens when d < 165 m.
2.3.1. Identification of curves to throw
This is more subtle than in the Second Degeneration: d < 165 m implies that 5m− 32d > d− 3m, and we cannot choose a
such that 5m− 32d < a < d− 3m. In the following we assume
a < d− 3m < 5m− 3
2
d.
Then multiplicities in the Cremona-transformed line bundleL2|P2 become negative. Before identifying the curves to throw
we modifyL2, for the reasons discussed in Remark 2.3:
L′2 := L2 ⊗ OX2

a−

5m− 3
2
d

T (2)1

.
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In the proof of Construction 1.16 we showed
OT (2)1
(T (2)1 ) ∼= OF1(−E1 − 2F1 − E1) ∼= L(−2; 0).
Furthermore, OT (2)2
(T (2)1 ) ∼= OP1×P1(0, 1), OP2(T (2)1 ) ∼= L(0; 04, [−1, 1]2) and OF2(T (2)1 ) ∼= OF2 . Consequently,
L′2|F2 = L2|F2 ,L′2|T (2)1
∼= L(10m− 3d− 2a; 0),L′
2|T (2)2
∼= OP1×P1(0, 2a) and
L′2|P2
∼= L(12d− 38m+ a; (6d− 19m)4, [0, 2a− 10m+ 3d]2).
We throw the two (−1)-curves E2,1 of L(0; 04, [0,−1], [0, 0]) and E2,2 of L(0; 04, [0, 0], [0,−1]) simultaneously. This is
possible because they do not intersect on P2:
L(0; 04, [0,−1], [0, 0]).L(0; 04, [0, 0], [0,−1]) = 0.
2.3.2. Intersection of curves to throw with other components
The intersection of E2,i with the other components can be computed on P2, using the intersection curves of the other
components with P2:
• With F2, there exists for both curves exactly
L(1; 04, [1, 1], [1, 1]).L(0; 04, [0,−1], [0, 0]) = L(1; 04, [1, 1], [1, 1]).L(0; 04, [0, 0], [0,−1]) = 1
intersection point. On P2 these two points p1, p2 lie on the intersection curve C1 = P2 ∩ F2, a section ofL(1; 04, [1, 1]2).
Backtracking through the Cremona transformations on P2 it is still a section of L(1; 04, [1, 1]2), hence the (strict
transform of the) line through the 2 intersection points with the curve on F2 thrown in the Second Degeneration. On
the other hand, E2,1 and E2,2 become sections of L(2; 14, [1, 0], [0, 0]) and L(2; 14, [0, 0], [1, 0]). Hence the second
intersection point of these conics with the line varies freely on the line when varying the 4 points on P2. Consequently,
the points p1, p2 are in general position on C1, in particular with respect to the 7 points blown up on F2 determining C1
as a section ofL(3; 2, 16). (See also Remark 2.4.)
• We easily calculate E2,1.T (2)2 = E2,2.T (2)2 = 0.
• P2 intersects T (2)1 in a sectionC1 ofL(0; 04, [−1, 1], [0, 0]) and a sectionC2 ofL(0; 04, [0, 0], [−1, 1]).We easily calculate
E2,i.T
(2)
1 = 1, and E2,i only intersects Ci. Since the intersection points do not lie on T (2)2 , they are not collinear with the
point blown up on T (2)1 , hence in general position.
2.3.3. Throwing the curve: components and their intersections
In the Throwing Construction 1.16 we identify E2,1 resp. E2,2 with E1, P2 with V1, F2 with V2, T
(2)
1 with V3 and T
(2)
2 with V4,
and simultaneously perform two 2-throws. Call
X3 := X, P3 := V1, F3 := V2, T (2,3)1 := V3, T (2,3)2 := V4,
T (3)1,1 :=T1,1, T (3)1,2 :=T1,2, T (3)2,1 :=T2,1, T (3)2,2 :=T2,2.
Then P3 ∼= P2, F3 ∼= F2([p1, p2], [p3, p4]),
T (2,3)1 ∼= T (2)1 ([p1, p2], [p3, p4]) ∼= P2(p, [p1, p2], [p3, p4]),
where p, p1, p3 are not collinear and the infinitely near points p2, p4 are directed to p, T
(2,3)
2
∼= T (2)2 , T (3)1,1 ∼= T (3)1,2 ∼= F1 ∼= P2(p),
T (3)2,1 ∼= T (3)2,2 ∼= P1 × P1.
Next, we describe the configuration of intersection curves on each component:
• On P3: (the only section of)L(1; 04, [1, 1], [1, 1])with F3,
L(0; 04, [−1, 1], [0, 0]) andL(0; 04, [0, 0], [−1, 1])with T (2,3)1 ,
L(2; 14, [1, 0], [0, 0]) andL(2; 14, [0, 0], [1, 0])with T (2,3)2 ,
no intersections with T (3)1,1 and T
(3)
1,2 ,
L(0; 04, [0,−1], [0, 0]) resp.L(0; 04, [0, 0], [0,−1])with T (3)2,1 and T (3)2,2 .
• on F3: L(3; 2, 16, [1, 1], [1, 1])with P3,
no intersection with T (2,3)1 ,L(0;−1, 06, [0, 0], [0, 0])with T (2,3)2 ,
L(0; 0, 06, [−1, 1], [0, 0])with T (3)1,1 andL(0; 0, 06, [0, 0], [−1, 1])with T (3)1,2 ,
L(0; 0, 06, [0,−1], [0, 0])with T (3)2,1 andL(0; 0, 06, [0, 0], [0,−1])with T (3)2,2 .
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• on T (2,3)1 : L(1; 1, [1, 1], [0, 0]) andL(1; 1, [0, 0], [1, 1])with P3,
no intersection with F3,L(0;−1, [0, 0], [0, 0])with T (2,3)2 ,
L(0; 0, [−1, 1], [0, 0])with T (3)1,1 andL(0; 0, [0, 0], [−1, 1])with T (3)1,2 ,
L(0; 0, [0,−1], [0, 0])with T (3)2,1 andL(0; 0, [0, 0], [0,−1])with T (3)2,2 .
• on T (2,3)2 : O(0, 1)with F3 and T (2,3)1 , two sections of O(1, 0)with P3,
no intersection with T (3)1,i and T
(3)
2,i , i = 1, 2.
• on T (3)1,i : L(1; 1)with F3 and T (2,3)1 ,L(0;−1)with T (3)2,i ,
no intersection with P3, T
(2,3)
2 and T
(3)
j,i , j = 1, 2.
• on T (3)2,i : O(0, 1)with F3 and T (2,3)1 , O(1, 0)with P3 and T (3)1,i ,
no intersection with T (2,3)2 and T
(3)
j,i , j = 1, 2.
2.3.4. Throwing the curve: the line bundle and its restrictions
In the Throwing Construction 1.16 identifyLwithL′2. SinceL
′
2.E2,i = L′2|P2 .E2,i = 3d− 10m+ 2a, we set
a1 := 32d− 5m+ a, a2 := 3d− 10m+ 2a
and only consider d,m ∈ 2 · N. CallL3 := L. Then
L3|P3 ∼= L(12d− 38m+ a; (6d− 19m)4, [0, 0]2),
L3|F3 ∼= L

4d− 12m− 3a; 0, (d− 3m− a)6,
[
5m− 3
2
d− a, 5m− 3
2
d− a
]2
,
L3|T (2,3)1
∼= L

10m− 3d− 2a; 0,
[
5m− 3
2
d− a, 5m− 3
2
d− a
]2
,
L3|T (2,3)2
∼= L′
2|T (2)2
∼= O(0, 2a),
L3|T (3)1,i
∼= L(0; 0),
L3|T (3)2,i
∼= O

0, 5m− 3
2
d− a

.
2.3.5. Applying the Gluing Lemma
In the setting of Gluing Lemma 1.2 we identify V1 with T
(3)
1,1 ∪ T (3)1,2 , V2 with T (2,3)1 , V3 with T (3)2,1 ∪ T (3)2,2 , V4 with T (2,3)2 , V5
with F3 and V6 with P3. Then we check when the relevant cohomology groups vanish.
(1) H1(T (3)1,i ,L3|T (3)1,i
) = H1(P2(p),L(0; 0)) = 0: obvious. For the surjectivity on V2 ∩W1 Proposition 1.10 implies H1(P2(p),
L(−1;−1)) = H1(P2,OP2(−1)) = 0.
(2) H1(T (2,3)1 ,L3|T (2,3)1
) = 0: First, T (2,3)1 is strongly anti-canonical since we can find a smooth cubic curve passing through a
configuration of 5 points as blown up on T (2,3)1 . Using the Cremona transformation I in Section 1.3,
L3|T (2,3)1
∼= L
10m− 3d− 2a; 0,5m− 3
2
d− a, 5m− 3
2
d− a
2
can be standardized to
L

5m− 3d− a; [0, 0]2, 5m− 3
2
d− a

.
Then we can apply Harbourne’s Criterion 1.9.
After the Cremona transformation the intersection curves are sections of the following line bundles:
L(0; [0, 0], [−1, 1], 0) andL(1; [0, 0], [1, 1], 1)with P3,
no intersection with F3,L(0; [0, 0], [0,−1], 0)with T (2,3)2 ,
L(0; [−1, 1], [0, 0], 0)with T (3)1,1 andL(1; [1, 1], [0, 0], 1)with T (3)1,2 ,
L(1; [1, 0], [1, 0], 0)with T (3)2,1 andL(0; [0, 0], [0, 0],−1)with T (3)2,2 .
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(3) H1(T (3)2,i ,L3|T (3)2,i
) = 0 andH1(T (3)2,i ,L3|T (3)2,i ⊗OT (3)2,i (−T
(3)
1,i −T (2,3)1 )) = 0, for the intersectionwithW2: true if 5m− 32d > a,
because
OT (3)2,i
(−T (3)1,i − T (2,3)1 ) ∼= OP1×P1(−1,−1).
(4) H1(T (2,3)2 ,L3|T (2,3)2
) = 0 and H1(T (2,3)2 ,L3|T (2,3)2 ⊗ OT (2,3)2 (−T
(2,3)
1 )) = 0, for the intersection with W3: true if a > 0
because OT (2,3)2
(−T (2,3)1 ) ∼= OP1×P1(0,−1).
(5) H1(F3,L3|F3) = 0 and H1(F3,L3|F3 ⊗ OF3(−W4) = 0, for the intersection withW4: First,
L3|F3 ∼= L
4d− 12m− 3a; 0, (d− 3m− a)6,5m− 3
2
d− a, 5m− 3
2
d− a
2
is not standard if d < 5417m because
4d− 12m− 3a < 3 ·

5m− 3
2
d− a

⇔ d < 54
17
m.
Note that 196 <
54
17 .
Next, the infinitely near points are not directed to any of the other points. Hence we can perform Cremona Transfor-
mation I without specifying the third point, and obtain
L

25
2
d− 39m− 3a; 0, (d− 3m− a)6, [7d− 22m− a, 7d− 22m− a], 7d− 22m− a, 5m− 3
2
d− a

.
Note that now the infinitely near point is directed to the last point blown up.
Under our assumption on a, this line bundle is standard if 196 m < d <
54
17m because then d−3m−a < 7d−22m−a <
5m− 32d− a, and
25
2
d− 39m− 3a = 2 · (7d− 22m− a)+

5m− 3
2
d− a

.
After the Cremona transformation the intersection curves of F3 with the other components are sections of the following
line bundles:
L(3; 2, 16, [1, 1], 1, 1)with P3, no intersection with T (2,3)1 ,
L(0;−1, 06, [0, 0], 0, 0)with T (2,3)2 ,
L(0; 0, 06, [−1, 1], 0, 0)with T (3)1,1 andL(1; 0, 06, [1, 1], 0, 1])with T (3)1,2 ,
L(1; 0, 06, [1, 0], 1, 0)with T (3)2,1 andL(0; 0, 06, [0, 0], 0,−1)with T (3)2,2 .
When showing H1(F3,L3|F3) = 0 we can forget the point with multiplicity 0 and study the line bundle
L := L25
2
d− 39m− 3a; (d− 3m− a)6, [7d− 22m− a, 7d− 22m− a], 7d− 22m− a, 5m− 3
2
d− a

onF = P2(p1, . . . , p6, [p7, p8], p9, p10).F is strongly anti-canonical because the image of the cubic inL(3; 2, 16, [1, 1],
1, 1) on F3 is a section of−KF . Furthermore,
L.KF = −3252 d− 39m− 3a

+ 6(d− 3m− a)+ 3(7d− 22m− a)+

5m− 3
2
d− a

= −12d+ 38m− a < 0
if d > 196 m. Consequently we can apply Harbourne’s Criterion 1.9.
Finally all the intersection curves of F3 with components of W4 add up to L(2;−1, 06, [1, 2], 1, 0). Since L′ :=
L3|F3 ⊗ L(−2; 1, 06, [−1,−2],−1, 0) has no vanishing multiplicity we cannot work directly onF . But we can apply
Theorem 1.5 onL′ and the strict transform C of the cubic inL(3; 2, 16, [1, 1], 1, 1), because (KF3 + C).C = −2 and
L′.C = 12d− 38m+ a− 4 > 0
if d > 196 m (and a > 2). Consequently we only have to show
H1(F3,L3|F3 ⊗L(−5;−1, (−1)6, [−2,−3],−2,−1)) = 0,
and after applying Proposition 1.10 this follows as above, working onF .
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(6) H1(P3,L3|P3) = 0 and H1(P3,L3|P3 ⊗ OP3(−W5) = 0, for the intersection with W5: We can forget the points with
multiplicity 0 and work onP ∼= P2(p1, . . . , p4), L := L(12d− 38m+ a; (6d− 19m)4).P is strongly anti-canonical. Since the points p1, . . . , p4 are not collinear we can perform a Cremona transformation on
3 of them and obtainL ∼= L(6d− 19m+ 2a; 6d− 19m, a3).
This is a standard line bundle, and L.KP = −12d+ 38m− 3a < 0 if d > 196 m and a < 6d− 19m. Hence we can apply
Harbourne’s Criterion 1.9.
Finally, the sum of all intersection curves of P3 with components of W5 is a section of L(3; 14, [1, 1]2). By Proposi-
tion 1.10,
H1(P3,L3|P3 ⊗L(−3; (−1)4, [−1,−1]2)) = H1(P, L⊗L(−3; (−1)4)).
We can standardize as above and apply Harbourne’s Criterion 1.9.
We do not use the above Cremona transformation in later degenerations.
2.3.6. Bounds
We can apply the Gluing Lemma 1.2 if the following inequalities are satisfied:
a < 6d− 19m, 19
6
m < d <
54
17
m.
Consequently we can apply Theorem 1.20 with µ = 196 :
Proposition 2.6. The multi-point Seshadri constant of 10 points in general position is bounded from below by
ϵ(P2,OP2(1); p1, . . . , p10) ≥
6
19
.
2.4. The fourth degeneration
Still assuming d >
√
10mwe discuss what happens when d < 196 m.
2.4.1. Identification of curves to throw
If d < 196 m the (−1)-curves E3,1, E3,2, E3,3, E3,4 in
L(0;−1, 03, [0, 0]2), L(0; 0,−1, 02, [0, 0]2), L(0; 02,−1, 0, [0, 0]2), L(0; 03,−1, [0, 0]2)
intersectL3|P3 ∼= L(12d− 38m+ a; (6d− 19m)4) negatively, and they do not intersect each other.
We want to throw simultaneously the 4 curves E3,1, E3,2, E3,3, E3,4.
2.4.2. Intersection of curves to throw with other components
There is no intersection of E3,1, E3,2, E3,3, E3,4 with F3, T
(2,3)
1 , T
(3)
1,i , T
(3)
2,i .
The intersection curve of P3 with T
(2,3)
2 consists of a conic C1 in L(2; 14, [1, 0], [0, 0]) and a conic C2 in L(2; 14,[0, 0], [1, 0]). Both sections intersect each of the E3,j exactly once. Call the intersection points pj and p4+j, j = 1, . . . , 4.
None of the intersection points on C2 lies on the same horizontal fiber of T
(2,3)
2
∼= P1×P1 as one of the intersection points
with C1: Reversing the Cremona transformations applied on P3 ∼= P2 in the second degeneration, it turns out that the E3,i
can also be interpreted as quartics in
L(4; 1, 23, [1, 1]2), L(4; 2, 1, 22, [1, 1]2), L(4; 22, 1, 2, [1, 1]2), L(4; 23, 1, [1, 1]2).
The intersection curves C1 and C2 turn into sections of L(0; 04, [0,−1], [0, 0]) and L(0; 04, [0, 0], [0,−1]). These (−1)-
curves are identified by the horizontal projection of T (2,3)2 on P
1, and the identification is not affected by different choices of
the 4 points blown up on P2. On the other hand, moving the 4 points with a C∗-action pulled back from P2 fixing all points
on C1 and only 2 points on C2 moves the quartic E3,i in such a way that the intersection points with C1 are fixed, and those
with C2 vary.
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2.4.3. Throwing the curve: components and their intersections
In the Throwing Construction 1.16 we identify the curves E3,j with E1, P3 with V1, T
(2,3)
2 with V2, F3, T
(2,3)
1 , T
(3)
1,i , T
(3)
2,i with
V3, . . . , V8, and simultaneously perform four 2-throws. Call
X4 := X, P4 := V1, T (2,4)2 := V2, F4, T (2,3)1 , T (3,4)1,i , T (3,4)2,i := V3, . . . ,V8.
Then P4, F4, T
(2,4)
1 , T
(3,4)
1,i , T
(3,4)
2,i are isomorphic to P3, F3, T
(2,4)
1 , T
(3)
1,i , T
(3)
2,i , and
T (2,4)2 ∼= T (2,3)2 ([p1, q1], . . . , [p8, q8])
where p1, q1, . . . , p4, q4 are on one vertical fiber, p5, q5, . . . , p8, q8 are on another vertical fiber, and no 2 points pi, pj are on
the same horizontal fiber. Finally,
T (4)1,j ∼= F1, T (4)2,j ∼= P1 × P1.
Next, we describe the configuration of intersection curves on each component.
• On F4, T (2,4)1 , T (3,4)1,i , T (3,4)2,i : as on F3, T (2,4)1 , T (3)1,i , T (3)2,i in the Third Degeneration.
• On P4: with F4, T (2,4)1 , T (2,4)2 , T (3,4)1,i , T (3,4)2,i as on P3 with F3, T (2,4)1 , T (2,3)2 , T (3)1,i ,
T (3)2,i in the Third Degeneration,
no intersections with T (4)1,j ,
a section ofL(0;−1, 0, 0, 0, [0, 0]2), that is E3,1, with T (4)2,1 ,
similarly with the other T (4)2,j .
• On T (2,4)2 : O(1, 0)([0, 0]4, [1, 1]4) and O(1, 0)([1, 1]4, [0, 0]4)with P4,
O(0, 1)([0, 0]8)with F4 and T (2,4)1 ,
O(0, 0)([−1, 1], [0, 0]3, [0, 0]4) and O(0, 0)([0, 0]4, [−1, 1], [0, 0]3)with T (4)1,1 ,
similarly with T (4)1,j , j = 2, 3, 4,
O(0, 0)([0,−1], [0, 0]3, [0, 0]4) and O(0, 0)([0, 0]4, [0,−1], [0, 0]3)with T (4)2,1 ,
similarly with T (4)2,j , j = 2, 3, 4,
• On T (4)1,j : 2 sections ofL(1; 1)with T (2,4)2 , and one ofL(0;−1)with T (4)2,j .
• On T (4)2,j : 2 sections of O(1, 0)with T (2,4)2 , and one of O(0, 1)with P4, T (4)1,j .
2.4.4. Throwing the curve: the line bundle and its restrictions
In the Throwing Construction 1.16 identifyLwithL3. SinceL3.E3,j = L3|P3 .E3,j = 6d− 19m, we set
a1 := 3d− 192 m, a2 := 6d− 19m
and only consider d,m ∈ 2 · N. CallL4 := L. Then
L4|P4 ∼= L3|P3 ⊗L(0; (−1)4, [0, 0]2)⊗a2 ∼= L(12d− 38m+ a; 04, [0, 0]2),
L4|F4 ∼= L3|F3 , L4|T (2,4)1
∼= L3|T (2,3)1 , L4|T (3,4)1,i
∼= L3|T (3)1,i , L4|T (3,4)2,i
∼= L3|T (3)2,i ,
L4|T (4)1,j
∼= L(0; 0), L4|T (4)2,j
∼= O

0,
19
2
m− 3d

, j = 1, . . . , 4,
L4|T (2,4)2
∼= O(0, 2a)
[
19
2
m− 3d, 19
2
m− 3d
]8
.
2.4.5. Applying the Gluing Lemma (not possible)
Consider the strict transforms E4,k, k = 1, . . . , 8 of horizontal fibers through one of the 8 points blown up on T (2,4)2 . The
E4,k are sections of O(0, 1)([0, 0]k−1, [1, 0], [0, 0]8−k), and
E4,k.L4|T (2,4)2
= −

19
2
m− 3d

≤ −2
if 6d ≤ −4+ 19m. Lemma 1.14 implies that for these d,m the line bundleL4|T (2,4)2 is special.
Consequently, we cannot apply the Gluing Lemma, and we must perform further throws to obtain new bounds for the
Seshadri constant.
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2.5. The fifth degeneration
Without changing the assumption
√
10m < d < 196 mwewant to throw the 8 curves E4,k on T
(2,4)
2 ⊂ X4 simultaneously.
This is possible because the E4,k are pairwise disjoint. Before throwing them we modify the line bundleL4, for the reasons
discussed in Remark 2.3:
L′4 := L4 ⊗ OX4

−

19
2
m− 3d
 4−
j=1
T (4)1,j

.
The restrictions ofL′4 are the same as those ofL4 on all components besides those intersecting one of the T
(4)
1,j , that is T
(4)
2,j ,
T (2,4)2 , and T
(4)
1,j itself.
In the proof of Construction 1.16 we showed
OT (4)1,j
(T (4)1,j ) ∼= OF1(−E1 − 2F1 − E1) ∼= L(−2; 0).
Furthermore,
OT (4)2,j
(T (4)1,j ) ∼= OP1×P1(0, 1), OT (2,4)2

4−
j=1
T (4)1,j

∼= O(0, 0)([−1, 1]8).
Consequently,
L′
4|T (4)1,j
= L(19m− 6d; 0), L′
4|T (4)2,j
= O(0, 0), L′
4|T (2,4)2
∼= O(0, 2a)([19m− 6d, 0]8).
2.5.1. Intersection of curves to throw with other components
The curves E4,1, . . . , E4,4 intersect P4 in exactly one point, on the component not containing p1, . . . , p4. The curves
E4,5, . . . , E4,8 intersect P4 in exactly one point, on the component not containing p5, . . . , p8. Finally, each of the E4,k intersects
T (4)1,j in exactly one point iff k ≡ jmod 4.
2.5.2. Throwing the curve: components and their intersections
In the Throwing Construction 1.16 we identify the curves E4,k with E1, T
(2,4)
2 with V1, P4 with V2, T
(4)
1,j , j = 1, . . . , 4 with
V3, . . . , V6, F4, T
(2,4)
1 , T
(3,4)
1,i , T
(3,4)
2,i , i = 1, 2, T (4)2,j , j = 1, . . . , 4 with V7, . . . , V16, and simultaneously perform eight 2-throws.
Call
X5 := X, T (2,5)2 := V1, P5 := V2, T (4,5)1,j := V2+j, j = 1, . . . , 4,
F5, T
(2,5)
1 , T
(3,5)
1,i , T
(3,5)
2,i , T
(4,5)
2,j := V7, . . . ,V16,
T (5)1,k :=T1,k, T (5)2,k :=T2,k, k = 1, . . . , 8.
Then T (2,5)2 ∼= T (2,4)2 , P5 ∼= P4([q1, q′1], . . . , [q8, q′8]), where q1, . . . , q4 lie on the first intersection curve of P4 with T (2,4)2 , and
q5, . . . , q8 on the second intersection curve, T
(4,5)
1,j
∼= T (4)1,j ([q1,j, q′1,j], [q1,4+j, q′1,4+j]), T (5)1,k ∼= F1, T (5)2,k ∼= P1×P1, k = 1, . . . , 8,
and finallyVl ∼= Vl, l = 7, . . . , 16.
Next, we describe the configuration of intersection curves on each component.
• On F5, T (2,5)1 , T (3,5)1,i , T (3,5)2,i , T (4,5)2,j as on F4, T (2,4)1 , T (3,4)1,i , T (3,4)2,i , T (4)2,j in the Fourth Degeneration.
• On T (2,5)2 : with P5, F5, T (2,5)1 , T (4,5)1,j , T (4,5)2,j as with P4, F4, T (2,4)1 , T (4)1,j , T (4)2,j in the
Fourth Degeneration, with T (5)2,k : E5,k, k = 1, . . . , 8.
• On P5: with F5, T (2,5)1 , T (3,5)1,i , T (3,5)2,i , T (4,5)1,j , T (4,5)2,j as with F4, T (2,4)1 , T (3,4)1,i , T (3,4)2,i ,
T (4)1,j , T
(4)
2,j in the Fourth Degeneration,
with T (2,5)2 : L(2; 14, [1, 0], [0, 0], [1, 1]4, [0, 0]4) and
L(2; 14, [0, 0], [1, 0], [0, 0]4, [1, 1]4),
with T (5)1,k : L(0; 04, [0, 0]2, [1, 1]4, [0, 0]k−1, [−1, 1], [0, 0]8−k),
with T (5)2,k : L(0; 04, [0, 0]2, [1, 1]4, [0, 0]k−1, [0,−1], [0, 0]8−k).
• On T (4,5)1,j : with T (4,5)2,j as with T (4)2,j in the Fourth Degeneration,
with T (5)1,j : L(0; 0, [−1, 1], [0, 0]), with T (5)1,j+4 : L(0; 0, [0, 0], [−1, 1]),
with T (5)2,j : L(0; 0, [0,−1], [0, 0]), with T (5)2,j+4 : L(0; 0, [0, 0], [0,−1]),
with T (2,5)2 : L(1; 1, [1, 1], [0, 0]) andL(1; 1, [0, 0], [1, 1]).
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• On T (5)1,k : with P5 : L(1; 1), with T (4,5)1,j : L(1; 1) if j ≡ kmod 4, with T (5)1,k :L(0;−1)
• On T (5)2,k : with P5 : O(0, 1), with T (4,5)1,j : O(0, 1) if j ≡ kmod 4,
with T (5)2,k and T
(2,5)
2 : O(1, 0).
2.5.3. Throwing the curve: the line bundle and its restrictions
In the Throwing Construction 1.16 we identifyLwithL′4. SinceL
′
4.E4,k = L′4|P4 .E4,k = 6d− 19m, we set
a1 := 3d− 192 m, a2 := 6d− 19m
and only consider d,m ∈ 2 · N. CallL5 := L. Then:
L5|F5 ∼= L4|F4 , L5|T (2,5)1
∼= L4|T (2,4)1 , L5|T (3,5)1,i
∼= L4|T (3,4)1,i , L5|T (3,5)2,i
∼= L4|T (3,4)2,i , i = 1, 2,
L5|T (4,5)2,j
∼= L4|T (4)2,j = O(0, 0), j = 1, 2, 3, 4,
L5|T (2,5)2
∼= O(0, 2a− 8(19m− 6d))),L5|P5 ∼= L4|P4
[
19
2
m− 3d, 19
2
m− 3d
]8
,
L5|T (4,5)1,j
∼= L

19m− 6d; 0,
[
19
2
m− 3d, 19
2
m− 3d
]2
, j = 1, 2, 3, 4,
L5|T (5)1,k
∼= L(0; 0), L5|T (5)1,k
∼= O

0,
19
2
m− 3d

, k = 1, . . . , 8.
2.5.4. Applying the Gluing Lemma
In the setting of Gluing Lemma 1.2 we identify V1 with T
(3,5)
1,1 ∪ T (3,5)1,2 , V2 with T (2,5)1 , V3 with T (3,5)2,1 ∪ T (3,5)2,2 , V4 with4
j=1 T
(4,5)
2,j , V5 with T
(2,5)
2 , V6 with
4
j=1 T
(4,5)
1,j , V7 with
8
k=1 T
(5)
2,k , V8 with
8
k=1 T
(5)
1,k , V9 with F5 and V10 with P5. Then we
check when the relevant cohomology groups vanish.
(1) H1(T (3,5)1,i ,L5|T (3,5)1,i
) = 0 and H1(T (3,5)1,i ,L5|T (3,5)1,i ⊗ OT (3,5)1,i (−T
(2,5)
1 )) = 0, for the intersection with V2: true because
T (3,5)1,i ∼= P2(p),L5|T (3,5)1,i
∼= L(0; 0) and OT (3,5)1,i (−T
(2,5)
1 )
∼= L(−1;−1).
(2) H1(T (2,5)1 ,L5|T (2,5)1
) = 0: SinceL5|T (2,5)1
∼= L(5m− 32d−a; 5m− 32d−a, [0, 0]2) this follows fromHarbourne’s Criterion
1.9 if a < 5m− 32d.
(3) H1(T (3,5)2,i ,L5|2(3,5)2,i
) = 0 and H1(T (3,5)2,i ,L5|T (3,5)2,i ⊗ OT (3,5)2,i (−W2)) = 0, for the intersection with W2: Since L5|T (3,5)2,i
∼=
O(0, 5m − 32d − a) and the intersection curves with W2 add up to a section of O(1, 1) the vanishings follow if
a < 5m− 32d, using Proposition 1.10 for the second cohomology group.
(4) H1(T (4,5)2,j ,L5|T (4,5)2,j
) = 0: true becauseL5|T (4,5)2,j = O(0, 0). Note that V4 ∩W3 = ∅.
(5) H1(T (2,5)2 ,L5|T (2,5)2
) = 0 and H1(T (2,5)2 ,L5|T (2,5)2 ⊗ OT (2,5)2 (−W4)) = 0, for the intersection with W4: Since L5|T (2,5)2
∼=
O(0, 2a− 8(19m− 6d))([0, 0]8), the first vanishing holds if a ≥ 4(19m− 6d).
ForL5|T (2,5)2
⊗ OT (2,5)2 (−W4)
∼= O(0, 2a− 8(19m− 6d)− 1)([0, 1]8)we apply Theorem 1.5 with C = C1 ∪ C2:
C1 section of O(0, 1)([1, 1]4, [0, 0]4), C2 section of O(0, 1)([0, 0]4, [1, 1]4),
KT (2,5)2
⊗ OT (2,5)2 (C)

.Ci = O(−2, 0)([0, 0]8).Ci = 0,
L5|T (2,5)2
⊗ OT (2,5)2 (−W4))

.Ci = 2a− 8(19m− 6d)− 1− 4 > 0
if a > 4(19m− 6d)+ 2,
H1(T (2,5)2 ,L5|T (2,5)2
⊗ OT (2,5)2 (−W4)⊗ OT (2,5)2 (−C))
= H1(T (2,5)2 ,O(0, 2a− 8(19m− 6d)− 1− 2)([−1, 0]8) = 0,
if a > 4(19m− 6d)+ 2, using Proposition 1.10.
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(6) H1(T (4,5)1,j ,L5|T (4,5)1,j
) = 0 and H1(T (4,5)1,j ,L5|T (4,5)1,j ⊗ OT (4,5)1,j (−W5)) = 0, for the intersection withW5: By Cremona Trans-
formation I we can writeL5|T (4,5)1,j
∼= L(19m− 6d; 0, [ 192 m− 3d, 192 m− 3d]2) as
L5|T (4,5)1,j
∼= L

19
2
m− 3d; [0, 0]2, 19
2
m− 3d

.
Similarly,
L5|T (4,5)1,j
⊗ OT (4,5)1,j (−W5))
∼= L

19
2
m− 3d− 1; [0, 0], [0,−1], 19
2
m− 3d− 1

because the intersection curves on T (4,5)1,j with W5 add up to L(2, 1, [1, 1]2) which is written as L(1; [0, 0], [0, 1], 1)
after the Cremona transformation.
Then both vanishings follow from Harbourne’s Criterion 1.9 and Proposition 1.10 if 19m ≥ 6d.
(7) H1(T (5)2,k ,L5|T (5)2,k
) = 0 and H1(T (5)2,k ,L5|T (5)2,k ⊗ OT (5)2,k (−W6)) = 0, for the intersection with W6: Since L5|T (5)2,k
∼= O(0,
19
2 m− 3d) and the intersection curves withW6 add up to a section of O(1, 1), this is true if 192 m− 3d ≥ 0.
(8) H1(T (5)1,k ,L5|T (5)1,k
) = 0 and H1(T (5)1,k ,L5|T (5)1,k ⊗ OT (5)1,k (−W7)) = 0, for the intersection with W7: Since L5|T (5)1,k
∼= L(0; 0)
and the intersection curves withW7 add up to a section ofL(1; 0), this is true.
(9) H1(F5,L5|F5) = 0 and H1(F5,L5|F5 ⊗ OF5(−W8)) = 0, for the intersection with W8: We start with four Cremona
transformations onL5|F5 ∼= L3|F3 :
25
2 d− 39m− 3a; 0, (d− 3m− a)6, [7d− 22m− a, 7d− 22m− a],
7d− 22m− a, 5m− 32d− a
49
2 d− 77m− 3a; 0, (13d− 41m− a)2, (d− 3m− a)4, [7d− 22m− a, 7d− 22m− a],
7d− 22m− a, 212 d− 33m− a),
73
2 d− 115m− 3a; 0, (13d− 41m− a)4, (d− 3m− a)2, [7d− 22m− a, 7d− 22m− a],
7d− 22m− a, 452 d− 71m− a),
97
2 d− 153m− 3a; 0, (13d− 41m− a)6, [7d− 22m− a, 7d− 22m− a],
7d− 22m− a, 692 d− 109m− a),
76d− 240m− 3a; 0, (13d− 41m− a)6, [ 692 d− 109m− a, 692 d− 109m− a]2).
These transformations are possible because before and after the first three Cremona transformations the infinitely near
point is directed to the third base point: this situation is described in Cremona transformation III. In the last transfor-
mation, the last point blown up becomes infinitely near, as described in Cremona transformation I.
After the Cremona transformations the intersection curves of F5 with the other components can be written as sec-
tions of the following line bundles:
L(3; 2, 16, [1, 1], [1, 1])with P5,L(0;−1, 06, [0, 0], [0, 0])with T (2,5)2 ,
no intersection with T (2,5)1 , T
(4,5)
1,j , T
(4,5)
2,j , T
(5)
1,k , T
(5)
2,k ,
L(0; 0, 06, [−1, 1], [0, 0])with T (3,5)1,1 andL(0; 0, 06, [0, 0], [−1, 1])with T (3,5)1,2 ,
L(6; 0, 16, [3, 2], [3, 3])with T (3,5)2,1 andL(6; 0, 16, [3, 3], [3, 2])with T (3,5)2,2 .
As in 2.3.5(5) we can forget the point with multiplicity 0 and study the line bundle
L := L76d− 240m− 3a; (13d− 41m− a)6, [69
2
d− 109m− a, 69
2
d− 109m− a
]2
onF = P2(p1, . . . , p6, [p7, p8], [p9, p10]). As in 2.3.5(5) the surfaceF is strongly anti-canonical, andL.KF = −12d+ 38m− a < 0
if a > 2(19m−6d). Finally, L is standard if d < 13643 m and a ≤ 692 d−109m: Then, 0 ≤ 692 d−109m−a < 13d−41m−a,
69
2 d− 109m− a < 763 d− 80m and
76d− 240m− 3a > 39d− 123m− 3a ⇔ 37d > 117m
holds because 11737 <
√
10. Hence we can apply Harbourne’s Criterion 1.9.
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As in 2.3.5(5) the intersection curveswithW8 add up to a section ofL(2;−1, 06, [1, 2], 1, 0). After the four Cremona
transformations this line bundle can be written as
OF5(W8) ∼= L(12;−1, 26, [5, 6], [5, 6]).
We want to argue as in 2.3.5(5) and apply Theorem 1.5 on
L′ := L5|F5 ⊗L(−12; 1, (−2)6, [−5,−6], [−5,−6])
and the cubic C inL(3; 2, 16, [1, 1]2). This is possible because (KF5+C).C = −2, andL′.C = 12d−38m+a−4 > −2 if
a > 2(19m− 6d)+ 2.
Under this assumption we only have to show
H1(F5,L′ ⊗ OF5(−C)) = 0,
and this can be done onF as above, after using Proposition 1.10 and assuming the same inequalities.
(10) H1(P5,L5|P5) = 0 and H1(P5,L5|P5 ⊗ OP5(−W9)) = 0, for the intersection withW9: SinceL5|P5 is isomorphic to
L4|P4
[
19
2
m− 3d, 19
2
m− 3d
]8 ∼= La− 2(19m− 6d); 04, [0, 0]2, [19
2
m− 3d, 19
2
m− 3d
]8
,
we can forget all points withmultiplicity 0 andwork with the line bundle L := L(a−2(19m−6d); [ 192 m−3d, 192 m−
3d]8) onP := P2([p1, q1], . . . , [p8, q8]). Here p1, . . . , p4 lie on the strict transform of a conic C1 inL(2; [1, 1]4, [0, 0]4),
whereas p5, . . . , p8 lie on the strict transformof a conicC2 inL(2; [0, 0]4, [1, 1]4). These two conics intersect in 4 points
distinct from any point blown up onP. The infinitely near points q1, . . . , q8 are tangent to C1 resp. C2.
Set C = C1 ∪ C2. Then:
L|P ⊗ OP(−iC) ∼= L

a− 2(19m− 6d)− 4i;
[
19
2
m− 3d− i, 19
2
m− 3d− i
]8
and  L|P ⊗ OP(−iC) .C1 = 2 · (a− 2(19m− 6d))− 8i− 8 · 192 m− 3d− i

= 2a− 8

19
2
m− 3d− i

=  L|P ⊗ OP(−iC) .C2.
On the other hand, [KP ⊗ OP(C)] .Ci = L(1; [0, 0]8).Ci = 2. Consequently we can apply Theorem 1.5 iteratively for
i = 0, 1 . . . , 192 m− 3d, if a > 4(19m− 6d)+ 1. FinallyL|P ⊗ OP −192 m− 3d

C

∼= L(a− 4(19m− 6d); [0, 0]8)
is non-special.
For the surjectivity on V10 ∩W9 the intersection curves on P5 add up to a section ofL(5; 14, [1, 1]2, [1, 1]8). Propo-
sition 1.10 tells us that it will be enough to show
H1(P, L|P ⊗L(−5; [0, 0]8)) = 0.
Repeating the calculations above shows that we can still apply Theorem 1.5 iteratively for i = 0, 1 . . . , 192 m− 3d and
obtain a non-special line bundle if a > 4(19m− 6d)+ 5.
2.5.5. Bounds
We can apply the Gluing Lemma 1.2 if the following inequalities are satisfied:
d >
√
10m, a < 5m− 3
2
d, a > 4(19m− 6d)+ 5, 19m− 6d ≥ 0, d < 136
43
m,
a ≤ 69
2
d− 109m.
Since 692 d− 109m < 5m− 32d ⇔ 36d < 114m, 13643 < 196 and
4(19m− 6d)+ 5 < 69
2
d− 109m ⇔ 185m+ 5 < 117
2
d ⇔ 370
117
m+ 10
117
< d,
we can apply Theorem 1.20 with µ = 330117 .
Proposition 2.7. The multi-point Seshadri constant of 10 points in general position is bounded from below by
ϵ(P2,OP2(1); p1, . . . , p10) ≥
117
330
.
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3. Algorithmic aspects
We do not stop with the Fifth Degeneration because a new idea is needed but because the amount of data we need to
keep track of becomes unmanageable by hand. We illustrate this by identifying the next candidates of curves to throw.
3.1. The next degeneration: Curves to throw
Assume that
√
10m < d < 370117m. Then
69
2 d− 109m < 4(19m− 6d) and we cannot choose a such that
4(19m− 6d) < a < 69
2
d− 109m.
We also have 4(19m− 6d) < 13d− 41m ⇔ 117m < 37d because 11737 <
√
10. So let us assume from now on
69
2
d− 109m < 4(19m− 6d) < a < 13d− 41m.
Furthermore we modify the line bundleL5 to
L′ := L5 ⊗ OX5

69
2
d− 109m− a
−
T (3,5)1,i

,
for the reasons discussed in Remark 2.3. Using
OF5(T
(3,5)
1,1 )
∼= L(0; 0, 06, [−1, 1], [0, 0]) and OF5(T (3,5)1,2 ) ∼= L(0; 0, 06, [0, 0], [−1, 1])
we obtain
L′|F5
∼= L(76d− 240m− 3a; (13d− 41m− a)6, [0, 69d− 218m− 2a]2).
Consequently, the two (−1)-curves E5,1 in L(0; 0, 06, [0,−1], [0, 0]) and E5,2 in L(0; 0, 04, [0, 0], [0,−1]) on F5 are our
next candidates for curves to throw. We can throw them simultaneously because they do not intersect on F5.
The intersection curves of F5 with the other components add up to a section ofL(15; 1, 36, [6, 7], [6, 7]). Hence E5,1 resp.
E5,2 intersect the other components in 7 points (if they are different). So we must perform two 7-throws.
3.2. Non-termination of algorithm
The increasing amount of bookkeeping might be tedious to cope with by hand but would not pose any difficulties for a
computer, at least in the next steps. On the other hand it is also interesting to prove general statements which ensure that
the algorithm never terminates. In the following we specify and shortly discuss some issues related to that aim.
3.2.1. Existence of curves to be thrown
If a line bundleL is special onP2 blownup in several points in general position, the existence of a (−1)-curve intersecting
L sufficiently negative is predicted by the Harbourne–Hirschowitz Conjecture. But in the degenerations constructed above
we already observe components of the central fiberwhich are isomorphic toP2 blownup in points in rather special positions.
In particular, we must deal with omnipresent infinitely near points.
Nevertheless we always found curves to throw among the (−1)-curves of the exceptional configuration in which the
restriction ofL is described. A better understanding of why they exist would be desirable.
3.2.2. Transversal intersections
The curves to throw should intersect the other components of the central fiber transversally. Otherwise, the Throwing
Construction 1.16 is not applicable, or must be extended to a much more complicated situation.
In the above degenerations transversality is always a consequence of sufficiently general position of blown up points.
But when continuing the algorithm more intricate configurations might occur.
3.2.3. Modification of degenerated line bundle
Wemodified the line bundle on the central fiber in the First, Third and Fifth Degeneration, and we will also need to do it
in a possible Sixth Degeneration, see the section before. The modifications can always be justified as in Remark 2.3, and use
analogous components.
3.2.4. Position of points
Even if the blown up points on a component of the central fiber are not in general position they should not lie in a too
special configuration. In the above degenerations the necessary generality can always be deduced from the general position
of the 10 points blown up in the beginning.
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3.2.5. Verifying non-specialty
In all cases in which Harbourne’s Criterion 1.9 does not work we were able to simplify the situation with Criterion 1.5.
This was possible because lots of the blown up points in the considered components of the central fiber lie on simple curves.
This is inherent to the algorithm, because new points always occur on intersection curves with other components.
When we applied Harbourne’s Criterion 1.9 we did not motivate the choice of Cremona transformations to standardize
the line bundle. Harbourne [10] developed an algorithm for standardization, for fixed degree and multiplicities. But in our
case, degree andmultiplicities depend on the parameters d,m, a, andwhich Cremona transformations lead to a standardized
line bundle, depends on linear inequalities between these parameters. On the other hand these linear inequalities are exactly
what we want to find.
Therefore, a more systematic approach tries different inequalities, their effect on the standardization, and finally decide
which set of linear inequalities gives the best bound in the end. But this is very tedious.
3.3. Future prospects
Besides trying to find bounds for the Seshadri constant of 10 points on P2 we could also start the algorithm to find bounds
for the Seshadri constant of 11, 12, . . .points in general position onP2. But after some stepswewill encounter the difficulties
described above in all these cases.
On the other hand overcoming these difficulties only requires careful bookkeeping and systematic trial-and-error. These
are tasks perfectly fit to a computer. So if we want to find new bounds for Seshadri constants, we should first program a
package of tools which allow us to navigate through the data accumulated by the algorithm, without too much effort.
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