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Abstract
We consider the problem of finding an approximate second-order stationary point of a constrained
non-convex optimization problem. We first show that, unlike the unconstrained scenario, the vanilla
projected gradient descent algorithm may converge to a strict saddle point even when there is only a
single linear constraint. We then provide a hardness result by showing that checking (g, H)-second
order stationarity is NP-hard even in the presence of linear constraints. Despite our hardness result, we
identify instances of the problem for which checking second order stationarity can be done efficiently.
For such instances, we propose a dynamic second order Frank–Wolfe algorithm which converges to
(g, H)-second order stationary points in O(max{−2g , −3H }) iterations. The proposed algorithm can
be used in general constrained non-convex optimization as long as the constrained quadratic sub-
problem can be solved efficiently.
1 Introduction
Designing efficient algorithms for non-convex optimization has been an active area of research in recent
years, see [1, 6, 7, 8, 9, 10, 11, 14, 15, 30, 34]. For a general non-convex problem, even finding a local
optimum of the objective function is NP-Hard in the worst-case scenario [32]. Therefore, in practice,
most existing algorithms converge to first or second order stationary points of the objective function.
The latter provides stronger guarantees as it constitutes a smaller subset of the critical points of the ob-
jective function that includes local and global optima. Moreover, when applied to functions with “nice”
geometrical properties, the set of second order stationary points could even be the same as the set of
global optima; see [2, 3, 5, 35, 38, 39, 40] for examples of such objective functions.
Most existing algorithms for finding second order stationary points focus on unconstrained optimization
problems. As a first order algorithm, [18] shows that noisy-stochastic gradient descent converges to a
local optimum of the objective function under strict saddle property. For the vanilla gradient descent
algorithm, [28] uses stable manifold theorem to show that gradient descent with random initialization and
sufficiently small constant step size converges to the set of second-order stationary points of the objective
function, almost surely. More specifically, they show that the set of initial points that converge to a
strict saddle point of the objective function is a measure zero set. As a negative result, [17] constructs an
example where the simple gradient descent can take exponential number of iterations to escape a strict
saddle point. Motivated by this example, [24] proposes a perturbed form of gradient descent that can
efficiently escape saddle points under strict saddle property.
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Using higher order derivative information of the objective function, [7, 8, 15, 34, 36] propose trust region
or cubic regularization methods for finding a second order stationary point in unconstrained optimiza-
tion problems. More specifically, the traditional trust region method [12, Algorithm 6.1.1] and cubic
regularization methods, which are based on the work of [21, 34], are able to converge to second order
stationary points. Moreover, [7, 8] proposed the Adaptive Regularization framework using Cubics, also
known as (ARC), and established convergence to a second order stationary point. This method computes
at each iteration an (approximate) global optimum for a local cubic model which resembles the behavior
of the original objective function. They show that ARC requires O(−3/2) iterations to converge to an
-first-order stationary point, and O(−3) iterations to reach an -second-order stationary point. Moti-
vated by these rates, [15] designed a trust region method, entitled TRACE, which has the same iteration
complexity bound as ARC. TRACE alters the acceptance criteria adopted in the traditional trust region
method, and introduces a new mechanism for updating the radius of the trust region. In a more recent
work, [13] developed an algorithm with a dynamic choice for direction and step-size. In particular, the
dynamic algorithm decides on the step that offer a more significant reduction in the objective value. A
more general framework that contains as special cases the dynamic algorithm, ARC and TRACE was
proposed in [14]. This framework uses a set of generic conditions that need to be satisfied at each trial
step, and converges to second order stationarity with optimal iteration complexity bound.
For constrained optimization problems, many recent papers propose algorithms that converge to first-
order and second-order stationary points. For example, [26] proposed a Frank–Wolfe algorithm that
converges to an -first order stationary point with complexity O(−2). Another work by [20] shows that
projected gradient descent converges to an -first order stationary point with the same complexity bound.
Convergence to second-order stationary points can be achieved by extending some of the aforementioned
second or third order methods. For instance, [6] adapted the ARC method and showed that the worst-case
function evaluation complexity for converging to an -first order stationary point is O(−3/2). Moreover,
[10] showed that the same rate of convergence can be achieved for solving general smooth problems in-
volving both non-convex equality and inequality constraints, using a cubic regularization method. In
addition, a conceptual trust region method was proposed in [11] to compute an -approximate q-th order
stationary point in at most O(−q−1) iterations. The iteration complexity bounds computed for these
methods hide the per-iteration complexity of solving the sub-problem. These sub-problems are either
quadratic or cubic constrained optimization problems, which are in general NP-complete; see section 4
in this paper.
Concurrent to this work, [31] proposed a general framework that yields convergence to an approximate
(g, H)-second order stationary point in at most O(max{−2g , −3H }) iterations. This is achieved when the
feasible set is convex and compact. In particular, the framework uses a first order method to converge
to an approximate first order stationary point, and then computes a second order descent direction if it
exists. Since solving the quadratic sub-problem to optimality is NP-Hard, they suggest to approximately
solve these sub-problems. In this paper, we show that, even for linear constraints, finding an approximate
solution for these sub-problems is NP-Hard.
In addition to these second order methods, first order methods have also been used for finding second
order stationary points of optimization problems with manifold constraints. The recent work [27] shows
that manifold gradient descent converges to local minima under the strict saddle property. More recently,
[22] established similar result for a primal-dual optimization procedure for solving linear equality con-
strained optimization problems. Unlike linear equality constrained scenario, the behavior of first order
algorithms is poorly understood in the presence of linear inequality constraints.
In this paper, we first provide an example that shows that projected gradient descent algorithm may con-
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verge to strict saddle points with positive probability even in the presence of a single linear constraint.
We then discuss an NP-hardness result about solving the sub-problem of current second-order meth-
ods applied to constrained optimization problems. Then, inspired by algorithms proposed in [13] and
[26], we propose a simple second-order Frank–Wolfe algorithm that uses a dynamic choice for direction
and step-size method. Moreover, we show its convergence to (g, H)-second order stationary points in
O(max{−2g , −3H }) iterations. Unlike the algorithms proposed in [26, 31], our algorithm does not require
any boundedness assumption on the feasible set.
2 First and Second Order Stationarity
In order to better understand the first and second order stationary definition in constrained optimization,
let us first start by considering the unconstrained optimization problem
min
x∈Rn
f(x), (1)
where f : Rn 7→ R is a twice continuously differentiable function. We say a point x¯ is a first order
stationary point of (1) if ∇f(x¯) = 0. Similarly, a point x¯ is said to be a second-order stationary point if
∇f(x¯) = 0 and ∇2f(x¯)  0. Moreover, if all second order stationary points of the objective function are
local optima, we say the function satisfies the strict saddle property. This property is satisfied in many
practical objective functions; see [18, 25, 38, 39, 40]. In addition, if every local optima of the objective
function is globally optimal, then finding the global optimum of the objective boils down to finding a
second order stationary point; see [19, 29, 35, 37] for examples of such functions.
Keeping the unconstrained case in mind, let us consider the constrained optimization problem
min
x∈F
f(x), (2)
where F ⊆ Rn is a closed convex set. We say a point x¯ is a first order stationary point of (2) if x¯ ∈ F
and 〈∇f(x¯),x− x¯〉 ≥ 0 for all x ∈ F , or equivalently if
0 = min
s
〈∇f(x¯), s〉
s.t. x¯ + s ∈ F , ‖s‖ ≤ 1.
(3)
Similarly, as defined in [4], we say a point x¯ is a second order stationary point of the optimization problem
(2) if x¯ ∈ F is a first order stationary point and
0 ≤ dT∇2f(x¯)d, ∀d s.t. 〈d,∇f(x¯)〉 = 0 and x¯ + d ∈ F . (4)
Moreover, we say that (2) satisfies the strict saddle property if every saddle point of the objective is not a
second order stationary point. Notice that these definitions simplify to the corresponding unconstrained
definitions when F = Rn.
Motivated by (3) and (4), given a feasible point x, we define the following first and second order station-
arity measures
X (x) ,
∣∣∣min
s
〈∇f(x), s〉
∣∣∣
s.t. x + s ∈ F , ‖s‖ ≤ 1.
(5)
and
ψ(x) ,
∣∣∣min
d
dT∇2f(x)d
∣∣∣
s.t. x + d ∈ F , ‖d‖ ≤ 1
〈∇f(x),d〉 ≤ 0.
(6)
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The optimality measure (5) has been used before in the literature [12, 6, 10]. However, to the best of
our knowledge, the second order stationarity measure (6) has not been utilized before. The next lemma
motivates the use of these stationarity measures.
Lemma 1. The first and second order stationarity measures X (·) and ψ(·) are continuous in x. Moreover,
if x¯ ∈ F then
• X (x¯) = 0 if and only if x¯ is a first order stationary point.
• X (x¯) = ψ(x¯) = 0 if and only if x¯ is a second order stationary point.
The above lemma motivates the following definition.
Definition 2. Approximate first and second order stationary points:
• Given a positive scalar g, a point x¯ is said to be an g-first order stationary point of the optimization
problem (2) if x¯ ∈ F and X (x¯) ≤ g.
• Given positive scalars g and H , a point x¯ is said to be an (g, H)-second order stationary point
of the optimization problem (2) if x¯ ∈ F , X (x¯) ≤ g and ψ(x¯) ≤ H .
Notice that in Definition 2, when the optimization problem (2) is unconstrained, g-first order stationarity
condition is equivalent to ‖∇f(x¯)‖ ≤ g. Similarly, (g, H)-second order stationarity condition is equiv-
alent to ‖∇f(x¯)‖ ≤ g and λmin(∇f(x¯)) ≥ −H . These are the standard definitions of the approximate
first and second order stationarity in unconstrained optimization [13, 15, 14, 34, 8].
In the unconstrained scenario, it is well-known that gradient descent with random initialization converges
to second order stationary points with probability one [28]. Moreover, there exist various efficient algo-
rithms for finding an (g, H)-second order stationary point of the objective function [34, 15, 13, 14, 7, 8].
In what follows, we study whether these results can be directly extended to the constraint scenario by
answering the following questions:
Question 1: Does projected gradient descent with random initialization converge to second
order stationary points with probability one?
Question 2: Does there exist an efficient algorithm for finding an (g, H)-second order sta-
tionary point of the general constrained optimization problem (2)?
3 Projected Gradient Descent with Random Initialization May Con-
verge to Strict Saddle Points with Positive Probability
It is known that gradient descent with fixed step size can converge to an -first order stationary point in
O(−2) iterations for unconstrained smooth optimization problems [33]. Moreover, it escapes strict saddle
points of a general smooth unconstrained optimization with probability one when randomly initialized
[28]. In the general constrained optimization problem (2), projected gradient descent algorithm is a
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natural replacement for gradient descent. The iterates of the projected gradient descent algorithm are
obtained by
xk+1 ← PF (xk − αk∇f(xk)) ,
where αk is the step-size, k is the iteration number, and PF is the projection operator onto the feasible set
F . A natural question about projected gradient descent is whether it has the same behavior as gradient
descent algorithm. More specifically, can projected gradient descent escape saddle points under strict
saddle property? To answer this question, we provide an example where projected gradient descent fails
to converge to second order stationary points even in the presence of a single linear constraint.
Consider the following optimization problem
min
x, y∈R
f(x, y) , −xye−x2−y2 + 1
2
y2 s.t. x+ y ≤ 0. (7)
The landscape of the function f and its corresponding negative gradient mapping are plotted in Figures
1a and 1b. Notice that the function f(·) has the following first and second order derivatives:
∇f(x, y) =
(
−(1− 2x2)ye−x2−y2
−(1− 2y2)xe−x2−y2 + y
)
∇2f(x, y) =
(
2xy(3− 2x2)e−x2−y2 −(1− 2x2)(1− 2y2)e−x2−y2
−(1− 2x2)(1− 2y2)e−x2−y2 2xy(3− 2y2)e−x2−y2 + 1
)
.
(a) Landscape of f(·) (b) Negative Gradient Flow for f(·)
Figure 1: The landscape and gradient mapping of f . The red box in 1b shows a non-zero measure set
that converges to the origin when projected gradient descent is used.
First of all, it is not hard to check that ∇f(0, 0) = 0, ∇2f(0, 0) =
(
0 −1
−1 1
)
, and for the feasible
direction v = (−1,−1), we have vT∇2f(0, 0)v = −1. Hence, the point (0, 0) is a saddle point of the
objective, while it is not second order stationary. Therefore, the origin is a strict saddle point. However,
as one can see in Figure 1b, projected gradient descent algorithm may converge to the origin if initialized
around the lower right corner of the figure. This observation is true for various step-size selection rules.
To formalize this observation, in what follows, we show that projected gradient descent converges to the
strict saddle point (0, 0) if initialized inside the red box in Figure 1b.
First, we show that if the sequence generated by projected gradient descent method intersects a subset
of the boundary of the constraint in (7), then the algorithm will eventually converge to the origin.
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Lemma 3. If for any k ∈ N+, the iterate (xk, yk) of the sequence generated by projected gradient descent
method with constant step-size 0 < α¯ < 2/3 applied to (7) satisfies
xk ≥ 0, yk = −xk, (8)
then {(xk, yk)} converges to the origin.
Proof. Proof of this lemma is relegated to Appendix A.
It remains to show that there exists a non-zero measure region so that if we initialize the projected
gradient descent algorithm in this region, the iterates converge to a point on the boundary satisfying the
conditions in Lemma 3.
Theorem 4. For any given constant step-size αk = α¯ with 0 < α¯ <
2
3
, there exists  > 0 so that if we
initialize in the set
B , {(x, y) | 0.5−  ≤ x ≤ 0.5, −0.5−  ≤ y ≤ −0.5},
then the projected gradient descent method with fixed step-size α¯ converges to the origin when applied to
(7).
Proof. Proof of this Theorem is relegated to Appendix B.
This result shows that there is a positive probability that projected gradient descent with random ini-
tialization converges to a strict saddle point of the objective. Based on our example, we conjecture that
even perturbed/stochastic projected gradient descent algorithm cannot help in escaping strict saddle
points. Therefore, a natural question to ask is whether there exists an efficient algorithm for finding an
(approximate) second order stationary point. This question is the focus of the next section.
4 Finding or Checking (Approximate) Second Order Stationarity is
NP-Hard Even in the Presence of Linear Constraints
Consider the quadratic co-positivity problem
min
x∈Rn
1
2
xTQx s.t. x ≥ 0. (9)
The classical result of [32] shows that checking whether x¯ = 0 is a local minimum (or equivalently a
second order stationary point) of (9) is an NP-Hard problem. In particular, [32, Lemma 2] shows that,
by adding a ball constraint ‖x‖ ≤ 1, the optimal objective value of (9) is either 0 or ≤ −2−n. Thus,
checking whether x¯ = 0 is an (g, H)-second stationary point is not polynomial time solvable if H is
small. In this section, we show that even a less ambitious goal is NP-hard. More precisely, we show that
checking (g, H)-second stationarity is NP-hard in (n, 1/H).
Before proceeding to the result, let us define some notations. Let G(V,E) be a graph with the set of
vertices V and the set of edges E. Also let |V | be the cardinality of V and AG be the adjacency matrix
of graph G. We define Cn , {Q ∈ Rn×n |xTQx ≥ 0, ∀ x ≥ 0} to be the set of co-positive matrices. We
denote the identity matrix and the all-one matrix of size n by In and 1n respectively. We say graph G
has a stable set of size t if it contains a subset of t vertices, from which no two vertices in the subset are
connected by an edge.
Lemma 5. Let G = (V,E) be a graph with |V | = n. Given a scalar t with t ≤ n, define
Q = (In + AG)(t− 1
2
)− 1n, and δ = 1
2n+ 1
.
Then the following are equivalent:
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i. min
x≥0, ‖x‖≤1
xTQx ≤ − δ√
n
.
ii. G contains a stable set of size t
Proof. We first show that i implies ii. By the definition of the set Cn, the condition
min
‖x‖≤1, x≥0
xTQx ≤ − δ√
n
implies that Q /∈ Cn. Therefore, by [16, Lemma 4.1], G contains a stable set of size t.
To show the converse, we use [16, lemma 4.5]. Suppose that G contains a stable set of size t. By [16,
lemma 4.1], Q /∈ Cn. Moreover, by [16, lemma 4.5] it is δ far away from Cn. In other words,
‖Y −Q‖F > δ, ∀Y ∈ Cn. (10)
Let x¯ ∈ arg min
x≥0, ‖x‖≤1
xTQx. Define Q˜ = Q+ δ√
n
In. Clearly, Q˜ /∈ Cn due to (10) and x¯ ∈ arg min
x≥0, ‖x‖≤1
xT Q˜x.
Then,
min
x≥0, ‖x‖≤1
xTQx = x¯TQx¯
= x¯T Q˜x¯− δ√
n
‖x¯‖2
= min
x≥0, ‖x‖≤1
xT Q˜x− δ√
n
≤ − δ√
n
where the last inequality is due to the fact that Q˜ /∈ Cn.
The result of the above lemma directly implies the following theorem about the hardness of checking
second order stationarity.
Theorem 6. For the co-positivity problem
min
x∈Rn
1
2
xTQx s.t. x ≥ 0, (11)
there is no algorithm which can check whether x = 0 is an (g, H)-second order stationary point in
polynomial time in (n, 1H ), unless P = NP.
Proof. The result is an immediate consequence of Lemma 5.
This negative result shows that we should not expect to have a reasonable iterative descent algorithm
which can converge to second order stationary points of general constrained optimization problems. If
such an algorithm exists, one can run that algorithm from the initial point x0 = 0 and see if it can find
a point with negative objective value. This observation shows that in order to have a reasonable descent
algorithm (with polynomial per-iteration complexity), we must put the general convex constrained case
behind; and develop algorithms for special type of constraints. This transition is the focus of the next
subsection.
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5 Easy Instances of Finding Second Order Stationarity in Constrained
Optimization: A Second Order Frank–Wolfe Algorithm
As discussed in previous sections, although designing polynomial time algorithms for finding second order
stationary points is easy when the optimization problem is unconstrained, the same problem becomes very
hard in the general convex constrained case. In particular, even for checking second order stationarity,
one needs to (approximately) solve a quadratic constrained optimization problem (6), which is NP-hard
as shown in Section 4. However, for some special types of constraint set F , the quadratic constrained
optimization problem (6) can be solved efficiently. For example, when F is formed by small number of
linear constraints, [23] presents a backtracking approach which can find the solution of (6) efficiently.
More precisely, by doing an exhaustive backtracking search on the set of constrains, one can find the
solution of the problem
min
d
dTQd
s.t. x + d ∈ F , ‖d‖ ≤ 1
〈∇f(x),d〉 ≤ 0.
(12)
efficiently when F = {x | aTi x ≤ bi, for i = 1, . . . ,m} assuming that m is small and one can afford a
search which is exponentially large in m.
Assuming that (12) can be solved efficiently for a given F , a natural question to ask is as follows:
Assume that the constraint set F is such that the quadratic optimization problem (12) can be
solved efficiently. For such a constraint set F , can we find an (g, H)-second order stationary
point of the general smooth optimization problem (2) efficiently?
In this section, we answer this question affirmatively by proposing a polynomial time algorithm for finding
(g, H) second order stationary point of problem (2) assuming that a quadratic optimization problem
of the form (12) can be solved efficiently at each iteration. The proposed algorithm can be viewed
as a simple second order generalization of the Frank–Wolfe algorithm proposed in [26]. In particular,
in addition to the first order Frank–Wolfe direction computed by solving (5) at xk, we also compute a
second-order descent direction by solving (6) at each iteration. Then we dynamically choose the direction
that potentially offers more reduction in the objective value. This dynamic method was used in [13] to
design an algorithm for unconstrained optimization problems. They show convergence to an (g, H)-
second-order stationary points with complexity O(max{−2g , −3H )}). Our proposed algorithm adapts this
method to the constrained scenario while maintaining the same convergence guarantees and complexity
bounds.
Notations. Given a sequence of iterates {xk} computed by an algorithm for solving (2), we define
Xk , X (xk) and ψk , ψ(xk), where X (·) and ψ(·) functions are defined in (5) and (6).
Throughout this section, we make the following assumption.
Assumption 7. The objective function f is twice continuously differentiable and bounded below by a
scalar fmin on F . The constraint set F is closed and convex. We assume that functions ∇f(·) and
∇2f(·) are Lipschitz continuous on the path defined by the iterates computed in algorithm 1, with Lipschitz
constants L and ρ, respectively. Furthermore, the gradient sequence {∇f(xk)} is bounded such that there
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exists a scalar constant gmax ∈ R++ such that ‖∇f(xk)‖2 ≤ gmax for all k ∈ N. Moreover, we assume that
the Hessian sequence {∇2f(xk)} is bounded in norm, that is, there exist a scalar constant Hmax ∈ R++
such that ‖∇2f(xk)‖2 ≤ Hmax for all k ∈ N.
5.1 Algorithm Description
Let xk be the iterate in our algorithm at iteration k. Given point xk, we define the following first order
and second order descent directions
ŝk , arg min
s
〈∇f(xk), s〉
s.t. xk + s ∈ F , ‖s‖ ≤ 1.
(13)
and
d̂k , arg min
d
dT∇2f(xk)d
s.t. xk + d ∈ F , ‖d‖ ≤ 1
〈∇f(xk),d〉 ≤ 0.
(14)
Notice that in the unconstrained scenario, ŝk = −∇f(xk) and d̂k is the eigenvector corresponding to the
smallest eigenvalue of the Hessian matrix ∇2f(xk), which lead to the simple directions proposed in [13]
for unconstrained scenario.
The algorithm described below follows a dynamic strategy of choosing between ŝk and d̂k for all k ∈ N.
The choice is done based on which direction predicts a larger reduction in the objective. If ŝk is always
chosen, then the algorithm resembles Frank–Wolfe algorithm [26]. Hence, our algorithm can be seen as
a second order extension of Frank–Wolfe algorithm.
Algorithm 1 Second Order Frank–Wolfe with Fixed Step-size
Require: The constants L˜ , max{L, gmax}. ρ˜ , max{ρ,Hmax}.
1: procedure
2: Choose x0 ∈ F .
3: Compute X0 and ψ0 by solving (5) and (6), respectively.
4: for k = 0, 1, 2, . . . do
5: if Xk = 0 then set ŝk = 0, else compute ŝk and Xk by solving (13).
6: if ψk = 0 then set d̂k = 0, else compute d̂k and ψk by solving (14).
7: if ψk = Xk = 0 then
8: terminate and return xk.
9: end if
10: if
X 2k
2L˜
≥ 2ψ
3
k
3ρ˜2
then
11: set xk+1 ← xk + Xk
L˜
ŝk
12: else
13: set xk+1 ← xk + 2ψk
ρ˜
d̂k
14: end if
15: end for
16: end procedure
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5.2 Convergence Results
We first note that regardless of the direction we choose, the step size is either
Xk
L˜
or
2ψk
ρ˜
, which are
both less than or equal to 1. Thus, the iterates generated by the algorithm are always feasible. Also
notice that, unlike the algorithms proposed in [26, 31], our algorithm does not require any boundedness
assumption on the feasible set F . Another advantage of the proposed algorithm is that it does not require
the knowledge of the desired accuracy level (g, H). This allows us to modify our termination rule when
running the algorithm if needed.
Next, we show that Algorithm 1 asymptotically converges to a second order stationary point.
Theorem 8. Under Assumption 7,
lim
k→∞
Xk = lim
k→∞
ψk = 0.
In other words, any limit point of the iterates is a second order stationary point.
Proof. We first show the following reduction bound in the objective value
f(xk)− f(xk+1) ≥ max
{X 2k
2L˜
,
2ψ3k
3ρ˜2
}
.
First of all, notice that if Step 8 is reached, then clearly the reduction bound is satisfied. Otherwise, xk+1
is set in Step 11 or Step 13.
If Step 11 is reached, then using descent lemma [4, Appendix A.24], we obtain
f(xk+1) ≤ f(xk) + 〈∇f(xk),xk+1 − xk〉+ L
2
‖xk+1 − xk‖22
≤ f(xk) + 〈∇f(xk),xk+1 − xk〉+ L˜
2
‖xk+1 − xk‖22
≤ f(xk) + Xk
L˜
〈∇f(xk), ŝk〉+ X
2
k
2L˜
‖ŝk‖22
≤ f(xk)− X
2
k
L˜
+
X 2k
2L˜
= f(xk)− X
2
k
2L˜
. (15)
Otherwise, if Step 13 is reached, then using second-order descent lemma, we obtain
f(xk+1) ≤ f(xk) + 〈∇f(xk),xk+1 − xk〉
+
1
2
(xk+1 − x)T∇2f(xk)(xk+1 − xk) + ρ
6
‖xk+1 − xk‖32
≤ f(xk) + 〈∇f(xk),xk+1 − xk〉
+
1
2
(xk+1 − xk)T∇2f(xk)(xk+1 − xk) + ρ˜
6
‖xk+1 − xk‖32
≤ f(xk) + 2ψk
ρ˜
〈∇f(xk), d̂k〉+ 2ψ
2
k
ρ˜2
(d̂k)
T∇2f(xk)(d̂k) + 4ψ
3
k
3ρ˜2
‖d̂k‖32
≤ f(xk)− 2ψ
3
k
ρ˜2
+
4ψ3k
3ρ˜2
= f(xk)− 2ψ
3
k
3ρ˜2
, (16)
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where the fourth inequality holds since 〈∇f(xk), d̂k〉 ≤ 0, ‖d̂k‖ ≤ 1, and ψk = −(d̂k)T∇2f(xk)d̂k.
Combining (15) and (16) with Step 10, we obtain the following reduction in the objective value
f(xk+1) ≤ f(xk)−max
{X 2k
2L˜
,
2ψ3k
3ρ˜2
}
. (17)
By summing over the iterations, we get
f(x`+1)− f(x0) =
∑`
k=0
(
f(xk+1)− f(xk)
) ≤ −∑`
k=0
max
{X 2k
2L˜
,
2ψ3k
3ρ˜2
}
. (18)
Hence, since f is bounded below by fmin, we have
0 ≤
∑`
k=0
max
{X 2k
2L˜
,
2ψ3k
3ρ˜2
}
≤ f(x0)− fmin.
Thus,
lim
k→∞
Xk = lim
k→∞
ψk = 0.
Moreover, the continuity of the functions X (·) and ψ(·) implies that every limit point of the iterates is a
second order stationary point.
The next result computes the worst-case complexity required to reach an g-first order stationary point
and to reach an (g, H)-second order stationary point.
Theorem 9. Let g, H > 0. The number of iterations required for Algorithm 1 to find an g-first order
stationary point is at most
2L˜(f(x0)− fmin)
2g
.
Moreover, the number of iterations required to find an (g, H)-second order stationary point is at most
f(x0)− fmin
min
{
2g
2L˜
,
23H
3ρ˜ 2
} .
Proof. First notice that the sufficient decrease bound (18) implies that
∑`
k=0
max
{X 2k
2L˜
,
2ψ3k
3ρ˜2
}
≤ f(x0)− fmin, (19)
for every iteration `. Define the index sets
G(g) , {k | Xk > g} and H(H) , {k |ψk > H}.
According to the bound (19), it is easy to show that the cardinality of the above two sets is bounded by
∣∣G(g) ∣∣ ≤ 2L˜(f(x0)− fmin)
2g∣∣G(g) ∪ H(H) ∣∣ ≤ f(x0)− fmin
min
{
2g
2L˜
,
23H
3ρ˜ 2
} . (20)
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The complexity order of the proposed algorithm is the same as the algorithm proposed in [13, 31]. In
particular, the complexity of finding an g-first-order stationary point isO(−2g ), which is not order optimal
under our assumptions (at least for unconstrained scenario). Second order information in conjunction
with smoothness of the Hessian has been used in unconstrained scenario before to design algorithms with
better complexity orders for reaching first order stationarity [6, 10, 11].
12
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A Proof of Lemma 3
For a given k ∈ N+, let (xk, yk) = (xk,−xk) be the current iterate with xk ≥ 0. We first show that iterate
k + 1 generated by projected gradient descent satisfies
xk+1 + yk+1 = 0. (21)
Then we show that
xk+1 ≥ 0, xk − xk+1 ≥ 0. (22)
Combining (21) and (22), we will complete our proof.
First note that if xk = 0, then the result trivially holds. Assume that xk > 0, we define
x¯k+1 , xk − α¯∇xf(xk,−xk) = xk − α¯(1− 2x2k)xke−2x
2
k and
y¯k+1 , yk − α¯∇yf(xk,−xk) = −xk + α¯
[
(1− 2x2k)xke−2x
2
k + xk
]
.
Since x¯k+1 + y¯k+1 = α¯xk > 0, the point (x¯k+1, y¯k+1) is not feasible. By projecting (x¯k+1, y¯k+1) to the
feasible set {(x, y) | y + x ≤ 0}, we obtain
xk+1 = xk − α¯(1− 2x2k)xke−2x
2
k − α¯
2
xk and
yk+1 = −xk + α¯
[
(1− 2x2k)xke−2x
2
k +
1
2
xk
]
.
(23)
Obviously (21) holds. We now show that
xk+1 = xk
[
1− α¯
2
− α¯(1− 2x2k)e−2x
2
k
] ≥ 0 and
xk − xk+1 = xk
[
α¯(1− 2x2k)e−2x
2
k +
α¯
2
] ≥ 0.
Let g(x) , (1−2x2)e−2x2 . This function has two global minima x = ±1, and one global maximum x = 0.
Hence,
− e−2 ≤ g(x) ≤ 1, ∀ x. (24)
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Using (24), we get
xk+1 = xk
[
1− α¯
2
− α¯g(xk)
] ≥ xk[1− α¯
2
− α¯] ≥ 0,
where the second inequality holds since α¯ < 2/3 and xk ≥ 0. Also,
xk − xk+1 = xkα¯
[
g(xk) +
1
2
] ≥ xkα¯[1
2
− e−2] ≥ 0.
Combining (21) and (22), we conclude that for any k¯ ≥ k, (xk¯, yk¯) belongs to the compact set {(x, y) | 0 ≤
x ≤ xk, y = −x} which guarantees convergence. Thus
x¯ , lim
k→∞
xk+1 = lim
k→∞
[
xk − α¯(1− 2x2k)xke−2x
2
k − α¯
2
xk
]
= x¯
[
1− α¯
2
− α¯g(x¯)
]
,
which implies
x¯ = 0, or g(x¯) = −1
2
.
Since max
x
g(x) > −e−2, we get that x¯ = 0 which completes the proof. 
B Proof of Theorem 4
Consider the initial point (x0, y0). If we can show that y1 = −x1 and x1 ≥ 0, then using Lemma 3, we
conclude that the sequence of iterates {(xk, yk)} eventually converges to the origin. Thus it suffices to
show that there exist an  > 0 such that if
0.5−  ≤ x0 ≤ 0.5, and − 0.5−  ≤ y0 ≤ −0.5, (25)
then the next iterate (x1, y1) satisfies
x1 = x0 + α¯y0(1− 2x20)e−x
2
0−y20 ≥ 0, (26a)
y1 + x1 = y0 + α¯
[
x0(1− 2y20)e−x
2
0−y20 − y0
]
+x0 + α¯y0(1− 2x20)e−x
2
0−y20 ≥ 0. (26b)
The first condition (26a) is satisfied when the step-size α¯ is small enough. To prove (26b) we utilize the
conditions in (25) to obtain the following inequalities
−2 ≤x0 + y0 ≤ 0,
0.25 + (0.5− )2 ≤x20 + y20 ≤ (0.5 + )2 + 0.25,
0.5 ≤1− 2x20 ≤ 1− 2(0.5− )2,
1− 2(0.5 + )2 ≤ 1− 2y20 ≤ 0.5,
which implies that
x0(1− 2y20) + y0(1− 2x20)
≥ (0.5− )(1− 2(0.5 + )2)− (0.5 + )(1− 2(0.5− )2)
= −3+ 43.
(27)
Then using (27), we get
x0 + y0 − α¯y0 + α¯
[
x0(1− 2y20) + y0(1− 2x20)
]
e−x20−y20
≥ −2+ 0.5α¯+ α¯(− 3+ 43)e−0.25e−(0.5+)2 .
Note that the right hand side is 0.5α¯+O() which is greater than or equal to zero for sufficiently small
. This shows that condition (26b) holds, and the proof follows by Lemma 3. 
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