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Small-angle X-ray scattering (SAXS) is an increasingly popular technique that
provides low-resolution structural information about biological macromolecules
in solution. Many of the practical limitations of the technique, such as minimum
required sample volume, and of experimental design, such as sample ﬂow cells,
are necessary because the biological samples are sensitive to damage from the
X-rays. Radiation damage typically manifests as aggregation of the sample,
which makes the collected data unreliable. However, there has been little
systematic investigation of the most effective methods to reduce damage rates,
and results from previous damage studies are not easily compared with results
from other beamlines. Here a methodology is provided for quantifying radiation
damage in SAXS to provide consistent results between different experiments,
experimenters and beamlines. These methods are demonstrated on radiation
damage data collected from lysozyme, glucose isomerase and xylanase, and it is
found that no single metric is sufﬁcient to describe radiation damage in SAXS
for all samples. The radius of gyration, molecular weight and integrated SAXS
proﬁle intensity constitute a minimal set of parameters that capture all types of
observed behavior. Radiation sensitivities derived from these parameters show
a large protein dependence, varying by up to six orders of magnitude between
the different proteins tested. This work should enable consistent reporting of
radiation damage effects, allowing more systematic studies of the most effective
minimization strategies.
1. Introduction
Small-angle X-ray scattering (SAXS) provides a low-resolu-
tion structural probe for biological macromolecules in solu-
tion. SAXS measurements generally require a homogeneous,
monodisperse, aggregate-free solution, and that these condi-
tions be maintained throughout data collection (Meisburger et
al., 2013). X-ray-induced radiation damage can cause macro-
molecule aggregation, fragmentation, conformation changes
and unfolding, all of which can be detected by SAXS.
Radiation damage is therefore a major obstacle for SAXS, and
descriptions of dedicated biological SAXS beamlines
acknowledge the need to check for and avoid radiation
damage (David & Pe´rez, 2009; Hura et al., 2009; Pernot et al.,
2010; Blanchet et al., 2012, 2015; Martel et al., 2012; Nielsen et
al., 2012; Classen et al., 2013; Kirby Mudie, Hawley, Cookson et
al., 2013; Kirby, Mudie, Hawley, Mertens et al., 2013; Acerbo et
al., 2015). Minimizing radiation-induced changes in SAXS
places limits on minimum sample volumes (10 ml) and
maximum X-ray exposure times (Dyer et al., 2014; Skou et al.,
2014). Radiation damage is also an obstacle to time-resolved
SAXS studies, as large amounts of sample must be available to
obtain damage-free low-noise scattering proﬁles at many time
points (Pollack, 2011; Graceffa et al., 2013).
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To minimize radiation damage, three strategies are
commonly employed. First, exposure times for a test sample
can be reduced until subsequent exposures of the test sample
show no change in the scattering proﬁle (Dyer et al., 2014;
Skou et al., 2014). Second, the total sample volume irradiated
can be increased, typically by ﬂowing/oscillating the sample or
defocusing the beam at the sample, to minimize dose (Fischetti
et al., 2003; Lipfert et al., 2006; Classen et al., 2013). Third,
small-molecule compounds such as glycerol can be added to
reduce changes in the SAXS proﬁle (e.g. by competitively
binding with free radicals or by inhibiting aggregation)
(Kuwamoto et al., 2004; Kmetko et al., 2011; Bobrowski, 2012;
Jeffries et al., 2015). These approaches can be employed in
parallel and result in the limitations on sample volume and
exposure time given above. Cryocooling samples to 100 K has
been shown to reduce radiation damage rates in SAXS
(Meisburger et al., 2013; Hopkins et al., 2015), but substantial
methodological development is required before cryocooling
can be accepted for routine use. Despite the importance of
radiation damage as a limiting factor in SAXS, early efforts
using laboratory X-ray sources (Zipper & Durchschlag,
1980a,b,c, 1981; Zipper et al., 1980, 1985; Zipper & Kriech-
baum, 1986) have been followed by only two systematic,
quantitative studies at synchrotron sources (Kuwamoto et al.,
2004; Jeffries et al., 2015). With recent and planned upgrades
to already bright third-generation sources and construction of
high-brightness fourth-generation sources, understanding,
quantifying and ultimately minimizing radiation damage in
biological SAXS will be essential to efﬁcient use and full
exploitation of these sources.
To aid in the development of effective strategies for mini-
mizing radiation damage, nominally identical experiments
carried out by different experimenters or at different beam-
lines should yield identical results. Previous studies do not give
a consistent framework for quantifying damage and neglect
variables that may affect reported damage rates. For example,
Meisburger et al. (2013) and Jeffries et al. (2015) use the same
formula to calculate the absorbed X-ray energy, but differ-
ences in how they evaluate beam area would give, if every-
thing else were equal, a factor of six difference in absorbed
energy. Such discrepancies make the evaluation of claimed
damage mitigation effects based on comparisons between
independent studies very difﬁcult.
Here we build upon previous work (Kuwamoto et al., 2004;
Meisburger et al., 2013; Jeffries et al., 2015) to develop a
procedure for quantifying radiation damage in SAXS that is
broadly applicable and allows comparison between different
samples and beamlines. We discuss how to accurately quantify
absorbed X-ray energy and dose (absorbed energy per unit
mass of the sample) for static SAXS samples, accounting for
variables including beam shape, diffusive exchange of protein
into and out of the beam, and beam heating. Flowing or
oscillating samples signiﬁcantly complicate the calculation of
dose, so we recommend and discuss in detail only static
experiments. Different proteins show different modes of
damage such that a single metric is insufﬁcient to quantify
radiation damage. We illustrate our procedure using radiation
damage data for lysozyme, glucose isomerase and xylanase,
which were collected at the MacCHESS BioSAXS user facility
at the CHESS beamline G1 (Nielsen et al., 2012; Acerbo et al.,
2015). Details of the data collection and processing methods
are given in the supporting information (xS1); standard
protocols for SAXS data collection and analysis have been
previously reviewed (Dyer et al., 2014; Skou et al., 2014).
Accurate quantiﬁcation of dose and application of suitable
damage metrics will facilitate development of methods to
minimize radiation damage in SAXS.
2. Overview of a radiation damage experiment
The general steps recommended to quantify radiation damage
in a static SAXS experiment are as follows:
(1) Calibration. Measure X-ray ﬂux and beam shape at the
sample position. Measure the path length through the sample,
or the sample transmission. If necessary, measure or calculate
sample density.
(2) Measurement. For each sample of interest, record
consecutive exposures until clearly detectable damage is
observed. For a given sample condition (protein concentra-
tion, buffer, temperature etc.), measure at least three identi-
cally prepared samples.
(3) Dose calculation. Calculate the X-ray dose for each
exposure.
(4) Quantiﬁcation. Calculate, at minimum, the following
parameters for each scattering proﬁle: radius of gyration,
molecular weight and absolute integrated intensity. Normalize
the parameters for a given sample to their initial values. Plot
the normalized parameters versus dose.
(5) Damage sensitivity metrics. The resulting plots will
generally have an initial linear region. Fit this region to obtain
a radiation sensitivity per dose for each parameter.
If these steps are carried out as described below, data from
different experiments and beamlines should be directly
comparable. For radiation damage experiments that use non-
static samples (particularly ﬂowing samples), consecutive
exposures may not be sufﬁcient to increase the dose delivered
to the sample. Other variables may need to be changed in step
2, such as ﬂux density (by changing ﬂux and/or beam size) or
ﬂow rate, to vary sample doses.
3. Definition of dose
Dose is the X-ray energy absorbed per unit mass of the
sample, in units of Gray (Gy), where 1 Gy = 1 J kg1.
Radiation damage in most contexts is a strict function of dose
(Holton, 2009). Dose is related to the number of absorbed or
inelastically scattered photons, and for static samples is
calculated as
Dose ¼ ftAE
l
; ð1Þ
where f is the ﬂux density (ph s1 mm2), t is the exposure
time, A is the fraction of incident energy absorbed, E is the
X-ray energy per photon,  is the sample density and l is the
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X-ray path length through the sample (Kmetko et al., 2006).
For comparison between different experiments on the same
beamline or between different beamlines, the number of
incident photons and exposure time are not good proxies for
dose. Dose can (and should) be calculated for non-static (such
as ﬂowing) samples, but different inputs will be needed to
determine the absorbed energy and illuminated sample mass.
Accurately calculating the sample dose is critical for
quantiﬁcation of radiation damage. In macromolecular crys-
tallography, tools for calculating dose (Murray et al., 2005;
Paithankar et al., 2009; Paithankar & Garman, 2010; Zeldin et
al., 2013) are widely used in optimizing data collection. Such
tools are not available for SAXS, and previous studies
(Kuwamoto et al., 2004; Meisburger et al., 2013; Jeffries et al.,
2015) used different dose calculations.
4. Calibration of experiment and sample parameters
In order to accurately determine dose, the following experi-
mental parameters must be known: buffer composition;
macromolecule concentration; X-ray energy; exposure time;
ﬂux and beam shape at the sample position; sample path length
or sample transmission; sample density; and the macro-
molecular diffusion coefﬁcient in the buffer. The ﬁrst four
parameters are generally known for any SAXS experiment
(Dyer et al., 2014; Skou et al., 2014), while the last two can be
measured or calculated away from the beamline. The italici-
zation indicates additional parameters not typically measured/
reported for SAXS experiments that must be measured at the
beamline for each experiment.
The beam shape at the sample position can be measured in
a number of ways. These include detection of optical beam
images (such as from ﬂuorescence or scintillation); X-ray
exposure of a glass slide followed by optical measurement of
the resulting fogging (Meisburger et al., 2013); and scanning a
knife edge through the beam in perpendicular directions,
measuring the ﬂux downstream of the knife edge (for example
on an active beamstop) and then calculating the derivative of
the ﬂux versus knife edge position. This latter method was
used here, and details are given in Figs. S1 and S2.
The ﬂux at the sample position can be measured by
inserting a calibrated ion chamber or PIN diode at the sample
position and then accounting for the attenuation of the
upstream sample holder window. Alternatively, ﬂux can be
measured upstream or downstream of the sample, and the
attenuation of any intervening material (such as windows on
the downstream ﬂight tube) can be calculated and accounted
for. Here we measured the ﬂux downstream of the vacuum
ﬂight tube and corrected for ﬂight tube window attenuation
using XCOM (Gerward et al., 2001; Berger et al., 2010). The
sample path length can usually be obtained from a beamline
scientist or by direct measurement of the sample holder. If it is
unknown or not ﬁxed, the transmission of a sample of known
attenuation length (e.g. water) can be measured and used to
estimate the path length, as done by Meisburger et al. (2013).
As reported by Jeffries et al. (2015), sample densities can be
calculated, for example by using MULCh (Whitten et al.,
2008), or measured. For solutions with modest protein, salt
and buffering agent concentrations, the densities calculated
using MULCh (Jeffries et al., 2015) are within 3% of that of
water, so using the density of water instead of the speciﬁc
solution density will generally have a minimal effect on the
dose calculation. Here we use the density of water, 1 g cm3.
5. Measurement of radiation damage data
In a static experiment (Kuwamoto et al., 2004; Jeffries et al.,
2015), the sample is held stationary with respect to the X-ray
beam and a series of SAXS images are recorded. Current
detectors have minimal dead times between images, allowing
continuous exposure with the X-ray shutter open for the
experiment’s duration and the most straightforward dose
calculation. Detectors with signiﬁcant dead times require
beam shuttering between exposures. As we will discuss later,
identically prepared samples do not yield identical damage
rates, for reasons currently unknown. To account for this
variability, at least three samples should be measured for a
given set of sample conditions (sample concentration, buffer
composition etc.).
It is useful to know what changes in a scattering proﬁle
might be expected as a result of radiation damage. The
manifestations of radiation damage to macromolecules in
solution are aggregation, fragmentation, conformation
changes and unfolding, all of which can be detected by SAXS.
The effect of aggregation on the scattering proﬁle is well
known: an increase in scattering at low q that produces a
nonlinear Guinier region (Kuwamoto et al., 2004; Jeffries et al.,
2015). It is also expected, though previously unreported, that
aggregation will cause the scattering at high q to decrease.
Fragmentation should cause the opposite, a decrease in scat-
tering at low q and an increase at high q. Unfolding results in
an increase in the radius of gyration, a decrease in the Porod
exponent and an increase in ﬂexibility with the accompanying
characteristic changes in the Kratky and Porod–Debye plots
(Rambo & Tainer, 2011). The effect of conformational
changes on the scatter will depend on the particular changes.
Fig. 1 shows sample SAXS scattering proﬁles at increasing
accumulated dose (calculated as described in x6) for lysozyme,
xylanase and glucose isomerase, collected in static mode with
continuous exposure. Both lysozyme and xylanase show an
increase in intensity with dose at low q. This increase – the
only previously reported effect of radiation damage in SAXS –
is characteristic of aggregation: aggregates produce much
more low-q scattering than the smaller protein molecules, and
so even small quantities can be easily detected (Kuwamoto et
al., 2004; Skou et al., 2014; Jeffries et al., 2015). However,
lysozyme also shows a decrease in intensity with dose at high
q. This is also consistent with aggregation, as scattering from
large particles decays to zero at lower q than that from small
particles, although whether the amount of protein involved in
aggregates is sufﬁcient to explain the large-q intensity reduc-
tion [also possibly visible in Fig. 1(b) of Jeffries et al. (2015)] is
unclear. In contrast, glucose isomerase shows a decrease in
intensity with dose at low q, which could be characteristic of
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fragmentation. The observed and expected responses of
biomolecules to radiation, as manifested in their SAXS
proﬁles, are thus quite diverse.
While commonly used to reduce radiation damage, ﬂow/
oscillation of the sample complicates the dose calculation. For
typical ﬂow cell diameters/widths (1.5–2 mm), ﬂow rates (1–
30 ml s1) (Martel et al., 2012; Nielsen et al., 2012; Kirby,
Mudie, Hawley, Cookson et al., 2013; Blanchet et al., 2015;
Jeffries et al., 2015) and mean ﬂow velocities (0.5–15 mm s1),
the corresponding Reynolds numbers of between 1 and 25 are
fully in the laminar ﬂow regime. The expected Poiseuille
velocity proﬁle is parabolic with radial position r. For typical
mean ﬂow velocities and beam sizes (500 mm), mean sample
residence times in the beam of 0.03–1 s are too short for
appreciable radial diffusive mixing (see x6.3 below.) Conse-
quently, the Poiseuille proﬁle results in radius-dependent
biomolecule residence times in the X-ray beam. The resulting
dose distribution within a ﬂowing sample is nonuniform and
depends on the geometry of the ﬂow cell and the volume of
the cell that is illuminated by X-rays. Similar behavior is
expected in oscillating ﬂow conﬁgurations. Static experiments
are thus recommended for accurate quantiﬁcation and
comparison between beamlines. Once static radiation sensi-
tivities are established, they can be used to estimate – and/or
be directly compared with – damage in a ﬂow/oscillation
experiment. Even in static experiments, the sample plug may
slowly creep or drift, bringing fresh sample into the beam;
samples should be carefully observed or imaged before and
after each measurement.
6. Calculation of dose
Accurate calculation of dose using equation (1) requires
accurate determination of all parameters. The ﬂux density and
absorbed energy fraction can be subject to a variety of
corrections, as outlined below.
6.1. Determining the flux density
Flux density depends on beam shape (Zeldin et al., 2013).
For a robust metric of radiation-damage-induced change to
the scattering proﬁle, we need to consider not only the amount
of damage caused to the sample at each position in the beam
proﬁle but also the magnitude of each position’s contribution
to the total SAXS signal. Sample regions where the ﬂux
density and thus damage are small also contribute little to the
total scattering, and so should be appropriately weighted by
the ﬂux density when calculating dose. The appropriate
weighted ﬂux density f for use in equation (1) is given by
f ¼
R
f ðx; yÞ f ðx; yÞ dAR
f ðx; yÞ dA ; ð2Þ
where f ðx; yÞ is the beam proﬁle perpendicular to the beam
direction (z).
For a Gaussian beam,
f ðx; yÞ ¼ f0ð2xyÞ1=2
exp  1
2
x2
2x
þ y
2
2y
  
; ð3Þ
where f0 is the total number of incident photons per second
and x and y are the standard deviation of the Gaussian in x
and y. Substituting this into equation (2) gives
f ¼ f0
4xy
: ð4Þ
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Figure 1
Selected scattering proﬁles of (a) 4.1 mg ml1 lysozyme, (b) 4.9 mg ml1
xylanase and (c) 1.2 mg ml1 glucose isomerase as a function of dose. For
lysozyme and xylanase, the damage manifests primarily as an increase in
intensity at low q, indicating aggregation. For glucose isomerase, only a
slight downturn is observed at the lowest q, which could be attributable to
damage or charging.
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The FWHM of a Gaussian is given by 2ð2 ln 2Þ1=2, so the ratio
of the ﬂux density calculated by the FWHM method
[fFWHM ¼ f0=ðFWHMxFWHMyÞ] and using equation (2) is
fFWHM
f
¼ 
2 ln 2
’ 2:27: ð5Þ
This shows that accounting for the beam shape will apply a
signiﬁcant correction to the reported dose.
In the present work, f was numerically calculated using
equation (2) and the measured beam proﬁle. Meisburger et al.
(2013) assumed that the incident photons were uniformly
distributed within the FWHM; if their beam was Gaussian, this
overestimated the dose by a factor of 2.3. Jeffries et al. (2015)
assumed that the photons were uniformly distributed over the
full extent of the beam (2.5FWHM); if their beam was
Gaussian, this underestimated the dose by a factor of 2.5.
6.2. Determining the absorbed energy fraction
In equation (1), the fraction of the incident energy that is
absorbed, A, can be calculated from Beer’s law:
A ¼ 1 exp  =ð Þl½ ; ð6Þ
where  is an absorption coefﬁcient and l is the sample path
length. Absorption coefﬁcients are tabulated as = (Hubbell,
2006), where  is the sample density. Not all of the energy
initially absorbed by the sample will stay within the volume of
interest (the illuminated volume). The use of different
absorption coefﬁcients accounts for different energy loss
mechanisms. A detailed discussion of absorption coefﬁcients,
given in xS2, shows that the mass photoelectric absorption
coefﬁcient, pe=, and the mass-energy absorption coefﬁcient,
en=, are both reasonable choices of absorption coefﬁcients
for SAXS. Further, at our energy of 10 keV, there is no
difference between pe= and en= for water so either is
acceptable. We chose to use pe= to calculate the absorption,
as it can be directly calculated for each sample condition using
XCOM (Gerward et al., 2001; Berger et al., 2010). We note that
the addition of buffer components and protein changes pe=
by only 1% (from 4.944 cm2 g1 for water to 5.008 cm2 g1
for 47.5 mg ml1 lysozyme in buffer), so for our samples it
would create minimal error to use the pe= of water for every
sample. If the path length of the sample is unknown, for
example for the windowless sample holder used by Meis-
burger et al. (2013), the transmission can be used to approx-
imate the path length as l ’ 1 lnð1=TÞ. This can be used with
equation (6) to estimate A.
6.3. Correcting for diffusive turnover
Equation (1) for dose assumes that all sample molecules
within the X-ray beam are static. However, molecules will
diffuse into and out of the illuminated volume, and also diffuse
between regions having different ﬂux densities within that
volume. As with oscillating the sample, this will spread the
energy absorbed from the beam over a larger volume, redu-
cing the dose. The magnitude of this effect depends on the
data collection time (and, in shuttered data collection, on the
detector dead time between images), which determines
maximum diffusion distances; the beam size, shape and
intensity proﬁle, which determine the distance molecules must
diffuse to experience a substantially different ﬂux density; and
the molecular diffusion coefﬁcient of the macromolecule in
the buffer.
A timescale for this effect can be estimated by setting the
average diffusion length l ¼ ðDtÞ1=2, where D is the diffusion
coefﬁcient, equal to half of the beam FWHM (or the smallest
dimension for noncircular beams), as
td ¼
l2FWHM
4D
: ð7Þ
SinceD is inversely proportional to a molecule’s Stokes radius
Rs, td / Rs. For experiments on a given sample longer than td
we expect diffusive turnover to be large. xS3 describes a more
complete calculation to evaluate the dose correction to
compensate for diffusion. This calculation shows that at td
diffusion reduces the dose evaluated using equation (1) by a
factor of 2. This validates td as a reasonable indicator of total
exposure lengths for which diffusion effects will be important.
For the SAXS data collected here for lysozyme, xylanase and
glucose isomerase – using the measured beam size of 190 
196 mm FWHM and maximum total exposure times of 3, 30
and 120 s, respectively (see xS1 for details) – the maximum
diffusion corrections determined by the calculations in xS3
were 2.5, 35 and 43%, respectively.
The timescale for diffusion is proportional to l2FWHM and so
rapidly becomes shorter as the beam size shrinks. For beams
with FWHM = 100 and 10 mm, td ¼ 20 and 0.2 s, respectively,
for lysozyme. Fig. 2 shows how much diffusion reduces the
dose, calculated as in xS3 relative to the expected dose without
diffusion, for lysozyme irradiated by different beam sizes.
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Figure 2
Dose reduction by diffusive exchange of lysozyme versus time for three
beam sizes: 190  196 mm (used for the experiments in this paper), 100 
100 mm and 10  10 mm. The vertical axis is the (unitless) factor by which
diffusion reduces the dose, relative to the expected dose without
diffusion. These reduction factors were calculated as described in xS3.
electronic reprint
7. Quantifying radiation damage data
7.1. Calculate parameters from scattering profiles, normalize
High-throughput SAXS beamlines are increasingly
providing automated methods for assessing when radiation
damage occurs (Pernot et al., 2010; Blanchet et al., 2015; De
Maria Antolinos et al., 2015). These methods use statistical
techniques to determine when the measured scattering proﬁle
has signiﬁcantly changed relative to the initial exposure
(Franke et al., 2012, 2015; Grant et al., 2015). While practical
for assessing the onset of radiation damage, these do not give
data that can be easily interpreted as to type and rate of
damage.
Almost any parameter that can be calculated from a SAXS
proﬁle can be used as a metric for radiation damage. Using a
series of consecutive images, the parameter can be normalized
by its value in the ﬁrst image, and then plotted versus dose,
yielding a ‘dose curve’. Previously, metrics based on the
change in the radius of gyration Rg, the pseudo radius of
gyration and the scattering intensity at zero angle Ið0Þ were
used to study radiation damage (Kuwamoto et al., 2004;
Jeffries et al., 2015). We have investigated these and metrics
based on additional parameters, including the Porod invariant,
the Porod volume, the molecular weight, the maximum
dimension and the integrated intensity. Details of these
calculations are given in xS1.
Fig. 3 shows representative dose curves calculated from our
sample data sets for lysozyme, xylanase and glucose isomerase,
for these parameters. These dose curves show how radiation
damage changes the information available from the SAXS
scattering proﬁle.
7.2. Calculate sensitivities from fits to dose curves
Dose curves generally show a linear region of change in
parameter versus dose. The slope of the linear ﬁt to the dose
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Figure 3
Plot of normalized calculated parameters versus dose for every scattering
proﬁle measured for single samples of (a) 4.1 mg ml1 lysozyme, (b)
4.9 mg ml1 xylanase and (c) 1.2 mg ml1 glucose isomerase. For
lysozyme and xylanase, every parameter except for the Porod invariant
shows an increase with dose. For lysozyme, the integrated intensity, Rg
and maximum dimension are linear for the entire dose range, while the
Porod volume, molecular weight and Ið0Þ exhibit linear behavior only at
doses below 3 kGy. For xylanase, all of the increasing parameters show
a relatively linear region for the ﬁrst 60 kGy. Unlike lysozyme and
xylanase, for glucose isomerase most parameters remain roughly
constant. An increase is clearly visible for the Porod invariant, while a
similar decrease is visible for the Porod volume and molecular weight. It
is not clear if the changes in the glucose isomerase sample are actually
reﬂecting structural changes in the protein or are due to another effect
such as charging.
Figure 4
The change in normalized Rg as a function of dose for four identically
prepared lysozyme samples. The lines represent the best linear ﬁt and the
values of the slopes are reported in the legend. For nominally identical
samples, the sensitivities ranged from 16.5 to 24.9% kGy1, emphasizing
the necessity of measuring and averaging sensitivities from multiple
samples.
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dependence of parameter P then gives the radiation sensitivity
Sp. Most SAXS experiments deliver doses in the 1–10 kGy
range, so % change per kGy provides a convenient unit
allowing a quick estimate of damage in a typical experiment.
Table 1 gives experimentally determined sensitivities for
lysozyme (4.1 mg ml1), xylanase (4.9 mg ml1) and glucose
isomerase (1.2 mg ml1), determined as described in xS4. Fig. 4
shows that identically prepared samples may exhibit different
dose curves and different sensitivities. Consequently, it is
important to measure at least three identically prepared
samples, and report the average and standard deviation of the
sensitivity. xS4 gives a detailed discussion of the behavior of
these samples versus dose, including possible sources of
sample-to-sample variability.
7.3. Which sensitivities are important?
Given the large number of possible parameters P, we would
like to identify a minimal set that accurately captures the
diverse radiation responses of biomolecules in SAXS. To do
this, we calculated the Pearson product-moment correlation
coefﬁcient (Pearson’s r) between every parameter P and for
each SAXS data set, and then averaged the r values over all
identically prepared samples. Example plots of these corre-
lation coefﬁcients for lysozyme, xylanase and glucose
isomerase are shown in Figs. S3–S5. For lysozyme (Fig. S3), all
of the parameters were strongly correlated (r  0:87 for
4.1 mg ml1 lysozyme) except for the Porod invariant. As seen
in Fig. 3(a), the Porod invariant does not change for these
samples, so in this case, any other parameter would char-
acterize radiation damage in the system.
For xylanase (Fig. S4), there was less overall correlation.
Ið0Þ correlated strongly with the integrated intensity and Rg
(r ’ 0:84), and both Ið0Þ and Rg correlated with the pseudo-Rg
(r ’ 0:63). The molecular weight correlated strongly with the
Porod volume (r ¼ 0:93).Dmax correlated with Rg, Ið0Þ and the
Porod volume (r ’ 0:7), and the Porod invariant was corre-
lated with the integrated intensity (r ¼ 0:68). This suggests
that the Rg, molecular weight and integrated intensity would
serve as a minimal parameter set for examining damage.
For glucose isomerase, a signiﬁcant change with dose was
only seen in the integrated intensity, molecular weight, Porod
volume and Porod invariant. Fig. S5 shows, as expected, that
the molecular weight was strongly correlated with the Porod
volume (r ¼ 0:94), and both are strongly anticorrelated with
the Porod invariant, (r ’ 0:95). The integrated intensity was
correlated with Ið0Þ (r ¼ 0:57) but
was otherwise not strongly corre-
lated (jrj  0:42) with anything. In
this case molecular weight and inte-
grated intensity would represent the
damage.
Thus, for the proteins measured
here, the radius of gyration, mol-
ecular weight and integrated inten-
sity together capture the q-
dependent changes in SAXS proﬁles
with dose. Rg and molecular weight both provide insight into
the structural changes caused by damage. Integrated intensity
yields no obvious structural insight, but it is sensitive to any
change in the scattering proﬁle. Integrated intensity also has
the advantage that it can be used to characterize radiation-
induced changes in scatter from protein-free buffers. The
integrated intensity will depend upon the q range and the
instrument background and so will not typically be useful for
comparison with results from separate experiments. For this
work, the entire q range (see xS1) was used to calculate the
integrated intensity. Note that the parameters used in previous
work (Kuwamoto et al., 2004; Jeffries et al., 2015) – Rg and Ið0Þ
– fail to capture the most important changes for glucose
isomerase in Fig. 1(c).
In addition to the correlation analysis described above,
principle component analysis was performed on the data, and
this is described in xS5. The results of that analysis generally
support the results of the correlation analysis, though the
interpretation is not as straightforward. Further details of the
correlation analysis are given in the same section.
7.4. Quantification in a nutshell
To summarize, ﬁrst calculate the interesting parameters for
each measured scattering proﬁle. On the basis of our sample
data, we recommend calculating, at minimum, the radius of
gyration, molecular weight and integrated intensity. Second,
normalize these parameters to the initial value and plot versus
dose to generate dose curves. Third, ﬁt the linear region of
each dose curve to ﬁnd the sensitivity of that parameter.
8. Additional considerations
The preceding sections provide the framework needed to
reliably quantify radiation damage in SAXS, in a way that will
allow comparison between different experiments and beam-
lines. This section will discuss experimental parameters that
are either known to or may affect quantiﬁcation, and so should
be considered and reported for experiments. We will also
discuss the idea of a critical dose, previously used as a metric
for radiation damage.
8.1. Buffer composition, temperature, macromolecule
concentration and degassing
Several additional factors could affect the radiation sensi-
tivity measured by an experiment. The ﬁrst of these is the
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Table 1
Rg, molecular weight and integrated intensity sensitivities (Srg, Smw and SI) and standard deviations (rg,
mw and I) for lysozyme (4.1 mg ml
1), xylanase (4.9 mg ml1) and glucose isomerase (1.2 mg ml1).
Glucose isomerase shows radically different sensitivities, Srg 	 Smw; SI, while for lysozyme and xylanase these
sensitivities agree to within a factor of 2–3 or less.
Protein
Concentration
(mg ml1)
Srg
(% kGy1)
rg
(% kGy1)
Smw
(% kGy1)
mw
(% kGy1)
SI
(% kGy1)
I
(% kGy1)
Lysozyme 4.1 21.3 3.7 37.6 18.6 12.3 1.9
Xylanase 4.9 0.44 0.13 0.31 0.15 0.24 0.08
Glucose isomerase 1.2 0.000046 0.0007 0.10 0.08 0.023 0.009
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buffer composition. There is signiﬁcant evidence that certain
additives, such as glycerol or ascorbic acid, reduce the rate of
damage in SAXS (Kuwamoto et al., 2004; Jeffries et al., 2015).
Buffering agents and salts may also have an effect. For
example, Tris scavenges OH radicals (Davies et al., 1987;
Audette-Stuart et al., 2005) and may be a more effective
radical scavenger than glycerol (Krisch et al., 1991), while
sodium nitrate scavenges aqueous electrons (Audette-Stuart et
al., 2005). Having identical buffers is thus important when
attempting to study the effect of other experimental variables.
While temperature may nominally affect both macro-
molecule and radical diffusion rates, previous and present
measurements (described in xS4) indicate that damage rates
do not vary signiﬁcantly between 277 and 303 K (Kuwamoto et
al., 2004; Jeffries et al., 2015), although there is a huge
reduction in damage rate on cooling to 100 K (Meisburger et
al., 2013). Protein concentration affects damage rate (Kuwa-
moto et al., 2004; Jeffries et al., 2015), so must also be properly
controlled. Our data (xS4) show that a two orders of magni-
tude increase in lysozyme concentration reduces the measured
sensitivities by a factor of 20.
It is sometimes mentioned that a deoxygenated environ-
ment or removal of dissolved oxygen from the solution can
reduce radiation damage in SAXS (Hura et al., 2009). Deox-
ygenating, or, more generally, degassing the solution, is also
done to reduce the chance of bubble formation upon oscilla-
tion/ﬂow, or to prevent the dissolved gasses from being forced
out of solution when exposed to the X-ray beam (Kirby,
Mudie, Hawley, Mertens et al., 2013). In xS4 we report damage
rates of degassed samples of lysozyme and xylanase. These
degassed samples were damaged slightly faster than the
normal samples. However, because of the large standard
deviations involved, we cannot conclusively say there was any
effect from degassing. The effect may be small, and it may also
be protein and/or buffer dependent. Dissolved molecular
oxygen in solution has been observed to both increase and
decrease radiation sensitivity of macromolecules (Saha et al.,
1995). The assumed mechanism for sensitization is generation
of superoxide radicals, O
2 , and singlet oxygen (Garrison,
1987), and reaction of these species with the macromolecules
(Davies, 1987; Davies & Delsignore, 1987; Davies et al., 1987).
Sensitization by a factor of2–3 has previously been observed
(Saha et al., 1995). When dissolved oxygen acts as a desensi-
tizer, it is assumed to be as a result of scavenging of H+ and eaq
by the oxygen in systems that are more sensitive to those
species than the generated superoxide radicals (Garrison,
1987; Saha et al., 1995).
8.2. X-ray energy and dose rate
X-ray energy and/or dose rate could affect the damage rate
in SAXS samples. In X-ray crystallography, changing the
X-ray energy does not change global damage rates (Murray et
al., 2005; Shimizu et al., 2007), but there is some evidence from
cryocooled samples that site-speciﬁc damage rates are affected
(Homer et al., 2011). Aggregation can be driven by site-
speciﬁc damage, such as the reduction of surface cysteine
residues and subsequent cross linking with cysteines on other
molecules (Durchschlag & Zipper, 2007), and so might change
with X-ray energy in SAXS. However, any energy dependence
of site-speciﬁc damage to proteins in solution is likely to be
much smaller than in protein crystals: in crystals, more protein
damage is due to direct interaction with photoelectron-
generated secondary electrons, whereas in dilute solution,
most protein damage is due to interaction with radicals
generated in the solvent.
For low dose rates (28–162 Gy s1), increasing the dose rate
was found to increase the damage rate (Kuwamoto et al.,
2004), and this was attributed to diffusive turnover of the
sample. It is unclear if there is an additional dose-rate effect
once diffusion is accounted for.
8.3. Beam heating
Signiﬁcant heating of macromolecules could lead to dele-
terious effects, such as denaturation, that could be mistaken
for radiation damage. Beam heating could also create
temperature gradients, driving convection and mixing that
might reduce the apparent rate of damage. As discussed in
xS6, we have estimated the heat diffusion timescale, the
adiabatic heating rate, the adiabatic temperature rise Tad,
the steady state temperature riseTss (Warkentin et al., 2012)
and a minimum time to the onset of natural convection t
.
Table 2 gives values calculated using our experimental para-
meters and for several SAXS beamlines using parameters
available online, which may not reﬂect the current state of the
beamlines. Some beamlines may not use the maximum avail-
able ﬂux for biological experiments, which would further
reduce the calculated parameters. For our experiments,
Tad ¼ 0:08 K, Tss ¼ 0:13 K and t
 ¼ 86 s, so neither beam
heating nor convection is expected to inﬂuence our results.
The same appears true for current experiments on other
SAXS beamlines.
8.4. Critical dose
Previous work has deﬁned critical doses for radiation
damage in SAXS (Kuwamoto et al., 2004; Jeffries et al., 2015).
In the paper by Kuwamoto et al. (2004), the critical dose is
somewhat imprecisely deﬁned as the dose where damage is
ﬁrst observed. Jeffries et al. (2015) deﬁned the critical dose as
the dose at which the pseudo-Rg has changed by 0.1 nm.
Applying the deﬁnition of Jeffries et al. (2015) to our glucose
isomerase data, we ﬁnd a critical dose of 66 000 kGy.
However, the molecular weight shows a signiﬁcant (13%)
change after just 75 kGy. This suggests that one particular
deﬁnition of a critical dose will not work for all proteins.
The critical dose for a system will depend upon the metrics/
macromolecular properties of interest. For example, Rg is
typically determined to a precision of 0.1–0.2 A˚ (in the best
cases), which for lysozyme corresponds to a 1% change in Rg.
One might then deﬁne the critical dose as that which causes a
1% change in Rg, which for our lysozyme data at concentra-
tions near 4 mg ml1 is 0.04–0.05 kGy. However, molecular
weight is, as a rule of thumb, not determined in SAXS to better
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than 10%, and our lysozyme data then give a dose limit of
0.2–0.3 kGy. The intrinsic ‘noise’ and precision limits on
SAXS-derived parameters may vary between samples and
beamlines, and these may also inﬂuence the choice of critical
dose. For these reasons, we recommend using radiation
sensitivities for each SAXS-derived parameter rather than a
single critical dose, as they provide a more universal metric for
damage rates.
9. Summary
Radiation damage in SAXS is a serious concern: it limits
minimum sample volumes to 10 ml; it increases the need for
frequent and aggressive cleaning of sample cells, slowing down
data collection; and it requires extra data analysis in high-
throughput experiments to ensure damage does not affect the
results. The best strategies for reducing radiation damage
remain oscillating or ﬂowing the sample through the beam, to
spread out the absorbed energy over a large volume (lowering
the dose), and the addition of small-molecule compounds to
the buffer to reduce damage (Fischetti et al., 2003; Kuwamoto
et al., 2004; Lipfert et al., 2006; Jeffries et al., 2015). Addi-
tionally, cryocooling samples to 100 K can greatly reduce
damage to the samples (Meisburger et al., 2013; Hopkins et al.,
2015). As X-ray sources get brighter, with the upgrade of
third-generation sources and the construction of fourth-
generation sources, the need to prevent radiation damage will
get more urgent. This paper builds upon previous literature to
provide a protocol for accurate quantiﬁcation of radiation
damage in SAXS. This should enable accurate comparison of
results between different beamlines and experiments, and so
enable new studies of the most effective methods for reducing
radiation damage.
The calculation of parameter radiation sensitivities could
also provide initial static calibration measurements of mol-
ecule-speciﬁc radiation damage rates at beamlines. These rates
could then be used to estimate radiation-damage-induced
uncertainties in standard ﬂow measurements based on the ﬂow
rates and biomolecule residence times in the X-ray beam. The
challenge in this approach, as for the current techniques which
detect radiation-damage-based statistically signiﬁcant changes
in the scattering proﬁle (Franke et al., 2012, 2015; Grant et al.,
2015), is determining what represents a signiﬁcant change in
the measurement of interest. The threshold for a signiﬁcant
change will depend not just on the statistical uncertainties
inherent in the measurement and parameter determination,
but also on the goals of the experiment, and so may need to be
examined on a case by case basis.
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Table 2
Estimates of beam heating at several BioSAXS beamlines.
All dose and heating rate calculations assume a sample composed of pure water. Dose calculations used equation (1), assuming the FWHM for a Gaussian beam.
When the actual sample path length could not be found, a standard sample path length of 1.5 mm, indicated by an asterisk (*), was used. Calculations of td, Tad,
Tad,Tss and t

 used the smallest beam dimension. Flux, beam size and energy numbers are from the following sources: BioCAT, measured April 2015; SIBYLS
(Hura et al., 2009); G1, measured (this paper); BL 4-2 (Martel et al., 2012); ID02, assuming 200 mA ring current and sample path length 2 mm (ESRF, 2016b);
BM29, assuming 1.8 mm path length (ESRF, 2016a); BL45XU (SPring-8, 2016); SAXS/WAXS (Australian Synchrotron, 2016); P12 (Jeffries et al., 2015); I22
(Diamond, 2016); SWING (Synchrotron Soleil, 2016), path length from David & Pe´rez (2009). Some beamlines may not use the maximum available ﬂux for
biological experiments, further reducing the calculated parameters.
Beamline
Flux
(ph s1)
Beam size,
FWHM (mm2)
Energy
(keV)
Sample
path
length
(mm)
Dose
rate
(kGy s1)
Adiabatic
heating
rate Tad
(K s1)
Adiabatic
heat
diffusion
time td (s)
Adiabatic
heating
Tad (K)
Steady
state
heating
Tss (K)
Time to
onset of
convection
t* (s)
BioCAT (APS) 1.1  1013 115  122 12 1.5* 180 41 0.024 1 2 15
SIBYLS (ALS) 1012 4000  1000 12 1.5* 0.05 0.01 1.8 0.02 8  105 83
G1 – BioSAXS (MacCHESS) 9.6  1011 190  196 9.96 2.0 5.1 1.2 0.06 0.08 0.1 86
BL 4-2 (SSRL) 2  1012 300  500 11 1.5 3.2 0.8 0.16 0.1 0.2 46
ID02 (ESRF) 2  1014 200  400 12.4 2 519 120 0.07 9 15 2.4
BM29 (ESRF) 1012 700  700 12.5 1.8 0.43 0.10 0.88 0.09 0.03 80
BL45XU (SPring-8) 1  1012 200  400 12.4 1.5* 2.8 0.7 0.07 0.05 0.08 77
SAXS/WAXS (Australian Synchrotron) 2  1013 150  250 10 1.5 127 30 0.04 1 2 10
P12 (DESY) 4  1012 110  200 10 1.7 39 9 0.02 0.2 0.5 31
I22 (Diamond) 6  1012 320  80 12.4 1.5* 40 10 0.01 0.1 0.3 28
SWING (Synchrotron Soleil) 8  1012 450  20 7 1.6 256 60 0.0007 0.04 0.2 16
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