Introduction
Compressive sensing (CS) is a relatively new approach to finding fast solutions of problems which are a priori known to be sparse. CS may be considered as a new sampling techniques which differs from the standard Shannon-Nyquist sampling approach. This concept has been developed in the context of Signal and Image Processing in the seminal papers [2] , [5] , [3] . In the course of development it has appeared that the basic principles and techniques of CS have been discovered at least decade before in other areas of mathematics. However CS has given a lot of results and even more hopes to improve essentially the quality and the speed of the Signal and Image Analysis.
In the present research we apply the CS methodology to a new class of multivariate wavelets, the so-called Polyharmonic Subdivision (PHSD) wavelets, [6] , [7] , [9] , [11] . Let us recall that in [11] we have seen an amazing advantage of the PHSD combined with Vector Quantization of the coefficients over other wavelet methods of compression.
Polyharmonic subdivision wavelets
Let us recall shortly the PHSD wavelets, [7] , [9] , [10] . They are based on the Fourier transform in one direction , 
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This non-stationary Wavelet Analysis has been developed as a direct generalization of the famous Daubechies wavelets which are obtained in the subdivision context studied by Deslaurier and Dubuc, cf. further details in [9] , [10] , [6] , [7] .
The general scheme of CS for PHSD Wavelets
The general scheme of CS is applied to a signal ,
where N is large. We assume that the signal x is "sparse" in some orthonormal basis , Φ and α has the same coefficients as α but those of small size are put equal to zero. We assume that only K coefficients of α are significant, where K is a small number compared to N, i.e.
. << N K The main gist of CS is that the recovery of the signal x is through some measurements with vectors For the details we refer to [1] , [2] , [3] , [14] and the recent survey [4] .
The CS has been applied also in the curvelet basis in [13] .
In the case of the PHSD wavelets we have the following details of the implementation. We refer also to the previous research in [10] , [11] , where complete details of the applications of PHSD wavelets to Image Analysis are available. The image
is a matrix (function) in two discrete variables t and . y Respectively, we have measuring matrices 
Astronomical images 4.2.1 Chain image from Konkoly
We have chosen a chain image from the Konkoly plate archive. The details of the algorithms are similar to the above for the Lena image. First, we present the performance of the PHSD wavelets; we make 10 iterations with the Lasso and BP with the same parameters μ and ; γ we take 50 lines in the Fourier domain. Figure 4 We see that the quality measured by PSNR is more or less the same.
Image from the Rozhen plate archive
We have chosen an image of the Pleiades from the Rozhen plate archive. The details of the algorithms are as above. We take a PHSD wavelets with measurement matrix which is 50 lines in the Fourier domain: Figure 5 If we increase the size of the measurement matrix (100 lines in the Fourier domain) we obtain with PHSD wavelets the following: Figure 6 
Final Remarks
In the recent monograph [14] the scheme of CS is applied by using wavelet transforms (Haar wavelets). In [13] the authors apply the CS approach by using the curvelets basis of Candes and Donoho, cf. [5] . In the papers [12] , [15] and [8] , one finds the Quantization interplay with CS frameworks.
