ABSTRACT: A large series of concrete shrinkage tests which can be used for statistical purposes is reported. The series involves two groups of 36 identical cylindrical specimens. with a diameter of 83 mm for Group I and 160 mm for Group 2. Statistical analysis of shrinkage strains and strain rates is presented, and the goodness of fit by normal distribution. log-normal distribution. and gamma distribution is analyzed. Correlations between the values at various times are determined.
ron mental humidity was 6S ± 5 0/0. and the room temperature was 18 ± 1°C throughout the casting, curing, and shrinkage.
The shrinkage deformations were measured by taking length readings between the ends of the specimens along the cylinder axis. The deformations of all specimens were measured with one dial gauge which had contacts made of steel balls that fit into ringshaped steel targets glued to the specimens. To be able to record the very initial shrinkage, the targets for deformation measurements had been attached before the molds were stripped. All specimens were exposed to drying at the age of seven days and shrinkage measurements started immediately. The initial reading, representing the zero strain for Tables 1 and 2 , was taken within 1 min after the stripping of the mold (it is important to take the first reading promptly; in previous tests the first reading was apparently taken much later, causing a significant initial shrinkage to go unrecorded),
Statistics for the Group of Specimens and Their Evolution with Time
The shrinkage strains Esh measured for specimens i = 1. 2, , , . , N are reported in Table 1 (for diameter 83 mm, N = 36) and Table 2 (for 160 mm, N = 35) in terms of their mean f, at time t, (r = 1.2.3, ...• n) and the deviations from the mean. Ei., -f,. where Ei., is the shrinkage strain Esh of specimen number i at time l,. Time l. represents the duration of drying. Line 38 gives the standard deviation s, of the set of all Ei.,-values at time t,; s, = I:;[(Ei., -f,)2/ (N -1)]1/2 where N -1 is used instead of N to obtain an unbiased estimate [14.15) . Line 39 gives the coefficient of variation w, = s,lf, of the values Ei.,' Considering that in theory an infinite number of samples could be cast and that the available N specimens represent a sample drawn from this infinite popUlation, the standard deviation and the coefficient of variation of the mean value f, are s,/.JN and w,I.JN/ [14] [15] [16] (.IN = 6 or 5.92).
Lines 40-43 give the mean If of the values of log Ei." the values of 10'!-, the standard deviation sf of these values, and their coefficient of variation wf. These characteristics may be used for determining the log-normal distribution of shrinkage strains, which has the advantage that it does not admit negative shrinkage strain values which are physically impossible (if measurement error is eliminated).
Another distribution which does not permit negative strain values and is in a certain sense better justified physically (17) is the gamma distribution of strain. It has the probability density j(E) = IJ-oEo-le-'/~ Ir(a) for E > 0 (and 0 for E < 0), where r(a) is the gamma function, that is, r(a) = 10' Eo-le-'dE, a is the scale parameter and IJ is the shape parameter (a > 0, IJ > 0). As is well known [18] , the mean and standard deviation of the gamma distri- 
Note that for normal distributions m = 0 and k = 3. When k > 3, the distribution is leptokurtic (that is, it has a sharp peak and long tails), and for k < 3, the distribution is platykurtic (that is, it has a flat peak and short tails, a shape reminding of the platypus). Lines 48 and 49 give the skewness m L and kurtosis kL for the distribution of log Ei." which indicates deviations from the log-normal distribution of shrinkage strain.
To evaluate the goodness of fit by various distributions, Figs. Tables 1-2 , pertaining to the normal and log-normal distributions, respectively. For the modeling of shrinkage as a stochastic process with independent increments, which is theoretically superior to the modeling of shrinkage as a stochastic process with independent total shrinkage values at subsequent times [17] , it is useful to know the statistics of the shrinkage increments. They may be characterized by the statistics of the shrinkage rates, which may be approximately calculated for specimen number i as Ei., = Ei., -Ei.,-I (at time .Jt,_lt,)
The rate estimated from interval (t,_I' t,) is best referred to the center of the interval in log t-scale, which is .Jt,_lt,. Lines 53-57 of the tables give for the entire group of specimens (i = I, ... , N) the mean of the shrinkage rates e:, their standard deviation s: , their coefficient of variations w:, skewness m:, and kurtosis k: .
Furthermore, lines 58-62 give the statistics of log Ei." that is, their mean log E" standard deviation s~og, coefficient of variation w~og, skewness m~01, and kurtosis k~og.
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Since the initial evolution of shrinkage is simpler in the log-log plot, it is also useful to consider the rates of log E,h in log t, calculated as log Ei.r -log Ei.,-I E/f = --''-------'---log t, -log tr-I (3) Their mean e: L, standard deviation s; L, and coefficient of variation w; L are listed in lines 63-65. Furthermore, lines 66-67 give the scale parameter a' and the shape parameter IJ' for the gamma distribution of shrinkage rates Ei." determined as a' = (l: Is:)2 andIJ' =s;2Il:.
Figures 6-9 help to evaluate the goodness of fit of the shrinkage rates by the normal and log-normal distributions. These figures show the cumulative frequency distributions of fi., and E/f, plotted in the same manner as Figs. 2-5. If these distributions were perfect, these plots would have to be straight lines, and so the vertical deviations from the straight-line fit are a measure of the deviation from the theoretical distribution. These vertical deviations may be characterized by their coefficients of variation wYIX and wyfx for the normal and log-normal distributions, respectively, which are listed in lines 68-69.
The probability density distributions corresponding to the aforementioned cumulative distributions are plotted in Figs. 10-13.
Statistics of the Time Series
Aside from the statistics for each group of specimens at a fixed time, it is also of interest to determine correlation of shrinkage strains at various times for each particular specimen. This correlation may be characterized, for example, by the correlation coefficient [ 
We use here N -1 instead of N in the usual definition [14.15] because we must require that for tq = tr the value of c be 1.0 (perfect correlation). The values of these correlation moments for all possible combinations of shrinkage times 3,21,91,554, and 1399 days are listed in Table 3 . A correlation coefficient equal to 1.0 means perfect correlation (functional dependence) and 0 means no correlation. The rates in this table are calculated from the intervals (2,3), (14, 21 ), (52, 91), (412,554), and (1105,1399) (in days). The autocorrelation function of the random process of shrinkage could be constructed from Table 3 .
The normalized correlation moments can be similarly defined for the deviations of the single specimen shrinkage rates from the group mean ..... 
r: (log fi., -log f,)(lOg fi.q -log fq) (8) ;=1
Their values are plotted in Fig. 15 . Another interesting statistic is the ratio of the random scatter of a single specimen to the random scatter of all the specimens combined. To define the random scatter of a single specimen we must know the smoothing formula for shrinkage, which we consider as 
This formula, in contrast to some others, satisfies two requirements of diffusion theory [4.131: (1) for short t it reduces to fsh -.Jt; and (2) the size dependence can be introduced as the dependence of 1'sh on size-square. Since the shrinkage law is not known exactly, the use of Eq 9 inevitably entails some error. This error should be small if the formula is theoretically well justified. Anyhow, there is no way to eliminate the error of the smoothing formula per se. The series of shrinkage strains fi., for each specimen number i was optimally fitted by Eq 9, minimizing the sum I:i(fi., -fry where fr, represent the values of fsh at time t, according to the formula (Eq 9) obtained from the parameter values r, f ... and 1'sh that were found to be optimum for specimen number i. The random scatter for specimen number i over its entire history (r = 1, ... , 
We use here n -2 instead of n because the problem is essentially equivalent to linear regression (in which two data values can be fitted perfectly. and so only the further ones determine scatter). The average standard deviation of a single specimen may then be defined as
For comparison we also calculate the standard deviation characterizing the overall scatter of the data set for all times tr and all speci- (12) in which ef is the vaiue of the smoothing formula (Eq 6) obtained by fitting all the specimens combined. The values of sand s* for the entire period of measurements are listed in Table 4 under the column labeled as 0 sis 1399 days. Since the magnitude of scatter evolves with time. we also show in Table 4 the values of sand s* calculated from the data for limited time periods as indicated.
The random scatter of a single specimen and of the entire group of specimens can be also characterized on the basis of log ei.r instead of ei.r' We then have the standard deviations The values of sf and s-.L for the entire group and for a single specimen are again shown in Table 4 for the entire time range of measurements. as well as for limited periods. Table 4 further lists the ratioss*ls ands-.LIsL which characterize the ratio of a single specimen scatter to the group scatter.
The deviations of the smoothed single-specimen shrinkage from the smoothed shrinkage values for the entire group are eD -ef. and they may be characterized by the standard deviations and coefficients of variation
which may be calculated for each time t,. For all times t, (r = 1, 2, ... , n) combined
The values of s" s, and ware also shown in Table 4 for the entire measurement period as well as limited periods. The ratio Sis (Table 4) indicates the portion of statistical variability due to the randomness of permanent specimen properties acquired at its casting. So the value 1 -(Sis) could then be regarded as the portion of scatter that is caused by the randomness of the shrinkage process in time.
The scatter of the data relative to their mean was already characterized by the values of w on line 39 of Tables 1 and 2 . The scatter of the data relative to the smoothing formda (Eq 9) may be characterized by the coefficient of variation (18) where e; is the smoothed value for all the specimens according to the optimum fit by Eq 9 (see Tables 1 and 2 , line 52).
The evolution of statistical scatter in time is further illustrated in Figs_ 14, 16 , 17. Figure 14 shows the history ofall specimens in one plot (that is, the plot of the values of f.h according to lines 1-36 of Tables 1 and 2 ). Figures 16 and 17 (for two specimen diameters D) show the evolution of the deviation from the group mean, for both f.h and log E.h, and for various types of mean (mean of E.h or log f.h from all specimens used). On the bottom of Figs. 16-17 , one can see the evolution of the deviations from the optimum fit by the formula (Eq 9). 
Observations from Test Results

1.
While the standard deviation of shrinkage values of all specimens increases with time. their coefficient of variation decreases and appears to reach a constant value of about 8.50/0 for the cylinders of smaller diameter. and about 6% for the cylinder of larger diameter (Tables 1 and 2 . Figs. 16-17) . The observed means for the set of all specimens have corresponding coefficients of variation of only 1.4 and 1.0%. The values 8.5 and 6% are relatively small. which reveals that the shrinkage process per se is not a major source of uncertainty. Rather it is the various random. poorly controlled. or unknown influences which make shrinkage predictions in practice as uncertain as they are known to be [1.4.5].
2. The distribution of shrinkage values at a fixed time may be approximately c;onsidered as normal (Gaussian). as confirmed by Figs. 2-5 and FIgs. 10-11. However, the log-normal distribution and the gamma distribution fit the observed frequency density distributions (Figs. 10-11 ) at least just as well, and they are both obtained to be very close to the normal distribution. The reason for this closeness is that the coefficient of variation is relatively small. Tables 1, 2 ). This means that they are all skew to the right, that is, have an extended tail toward the high values and a short tail toward the stnall values (for normal distribution m would be zero). The positive value of skewness confirms that asymmetric distributions such as log-normal or gamma are better than the normal distribution. This agrees with the fact that negative shrinkage values are impossible. The log-normal and gamma distributions, unlike the normal distribution, have the advantage that they do not permit negative values.
4. Another deviation from normal distribution is due to the fact that all the observed distributions are slightly platykurtic (that is, have a flat top and short tails). This is revealed by the fact that the kurtosis coefficient k is systematically less than 3 (the value of kurtosis for normal distribution) (Tables 1, 2) .
S. The observed cumulative distributions of shrinkage rates (Figs. 6-7) show somewhat larger deviations from the normal distribution, with a more pronounced skewness. Mostly they deviate 140 CEMENT, CONCRETE, AND AGGREGATES upward from the straight line at the right end (Figs. 6-7) . which indicates skewness to the right. The skewness coefficients m' for the shrinkage rates are larger than those for the shrinkage values (see lines 46 and 56 of Tables 1 and 2 ). The observed cumulative distributions of log fi.r and the frequency distributions of the observed rates (Figs. 12-13 ) also reveal skewness. Thus, the shrinkage rates are described somewhat better by the gamma or log-normal distributions than by the normal distribution, although the normal distribution seems also acceptable empirically (theoretically, though, it is objectionable because it permits negative shrinkage rates which are impossible). Similar conclusions ensue from Figs. 8-9 for log-rates. 6. The deviations of a single-specimen shrinkage from the group mean observed at various times are correlated. For short time intervals the correlation is high, and for long intervals the correlation significantly decreases (Fig. 15) , with the correlation coefficient c of these deviations being about 0.6 for the time interval from 3 to 550 days. The correlation of the deviations of the singlespecimen shrinkage rates from the group mean is much weaker (Fig. 15) .
7. In agreement with the foregoing observation, a specimen whose shrinkage is on the high (or low) side of the mean is likely to remain on the high (or low) side for short times, but less likely for longer times. This is illustrated by the histories of shrinkage deviations shown in Figs. 16-17. 8 . The standard deviation of the individual specimen shrinkage values from the smoothed shrinkage curve of the same specimen is much smaller than (about one third of) the standard deviation of the individual shrinkage values from the mean for the group of all specimens.
9. Observations 5-8 suggest that the shrinkage process of one specimen would be better modeled as a non stationary random process with independent increments (a model assumed in Ref 17) , rather than as a process with independent random total values. 
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