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ABSTRACT
We investigate gravitational waves with sub-nanoHz frequencies (10−11 Hz . fGW .
10−9 Hz) from the spatial distribution of the spin-down rates of milli-second pulsars.
As we suggested in Yonemaru et al. (2018), gravitational waves from a single source
induces the bias in the observed spin-down rates of pulsars depending on the relative
direction between the source and pulsar. To improve the constraints on the time deriva-
tive of gravitational-wave amplitude obtained in our previous work (Kumamoto et al.
2019), we adopt a more sophisticated statistical method called the Mann-Whitney U
test. Applying our method to the ATNF pulsar catalogue, we first found that the
current data set is consistent with no GW signal from any direction in the sky. Then,
we estimate the effective angular resolution of our method to be (66 deg)2 by studying
the probability distribution of the test statistic. Finally, we investigate gravitational-
wave signal from the Galactic Centre and M87 and, comparing simulated mock data
sets with the real pulsar data, we obtain the upper bounds on the time derivative asÛhGC < 8.9×10−19 s−1 for the Galactic Centre and ÛhM87 < 3.3×10−19 s−1 for M87, which
are stronger than the ones obtained in Kumamoto et al. (2019) by factors of 7 and 25,
respectively.
Key words: gravitational waves – methods: data analysis – methods: statistical –
pulsars: general.
1 INTRODUCTION
Pulsar timing arrays (PTAs) can detect nanoHz-frequency
gravitational waves. Although such GWs have not been
detected yet, the three major PTA groups, Parkes PTA
(Manchester et al. 2013; Kerr et al. 2020), Europian PTA
(McLaughlin 2013; Babak et al. 2016) and NANOGrav (Ag-
garwal et al. 2019; Faisai et al. 2020) are operating to de-
tect GWs and have put constraints on the GW amplitudes.
These PTA groups also cooperate as the International PTA
(Verbiest et al. 2016) in order to improve the sensitivity.
In the near future, Square Kilometre Array (SKA) con-
structed in Australia and South Africa will appear and dis-
cover about 27,000 pulsars including about 3,000 millisec-
ond pulsars (MSPs) (Keane et al. 2015; Kramer & Stappers
2015) and further improve the sensitivity. Thus, PTAs will
? E-mail: hiroki kumamoto@kumadai.jp
greatly promote the multi-wavelength gravitational-wave as-
tronomy.
The nanoHz-frequency GWs are radiated from super-
massive black hole (SMBH) binaries in galactic cores. The
frequency of GWs fGW is determined by the separation a and
reduced mass µ of the binary and typically fGW ∼ 10−8 Hz
for a ∼ 10−2 pc and µ = 2.5 × 108 M. On the other hand,
the frequency of observable GWs by the PTA is determined
by the observational time-span and cadence. The practical
range is typically 10−9 . fGW . 10−6 Hz. This frequency
range corresponds to the late stage of the binary evolution.
We need to detect sub-nanoHz frequency GWs to probe
the earlier phase of the binary evolution, especially to chal-
lenge the final parsec problem (Milosavljevi’c & Merritt
2003; Ryu et al. 2018). For stochastic GW backgrounds with
sub-nanoHz frequencies, several detection methods have
been proposed so far Bertotti et al. (1983); Kopeikin (1997);
Pshirkov (2010). Bertotti et al. (1983) estimated the contri-
bution from stochastic GW backgrounds to the timing noise
© 2020 The Authors
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of pulsars and suggested that they can be distinguished from
intrinsic irregularities of pulsars by searching for correla-
tions between the timing noise of different pulsars. Kopeikin
(1997), by using binary pulsars, placed a limit on the energy
density of GW backgrounds as ΩGWh2 . 2.7 × 10−4 in the
frequency range of 1.1 × 10−11 Hz < fGW < 4.5 × 10−9 Hz,
where h is the Hubble constant. In Pshirkov (2010), a new
method to explore GW backgrounds in the frequency range
from 10−12 to 10−8 Hz is suggested. This method is based
on the precise measurements of pulsar periods. The second
derivative of the periods from a number of pulsars gave a
constrain of ΩGWh2 . 10−6. For more previous works, see,
e.g., Iorio (2014).
In Yonemaru et al. (2016), we proposed a new method
to detect sub-nanoHz GWs from a single source with the
statistics of spin-down rates of MSPs. This work was moti-
vated by the possible existence of the second SMBH(s) in
M87 indicated by the significant displacement of the AGN
from the luminous centre of M87 (Batcheldor et al. 2010).
As we describe in Section 2, sub-nanoHz GWs induce a bias
on the observed spin-down rates of MSPs depending on the
relative direction between the GW source and a pulsar. Ac-
cording to the sign of the bias factor, the celestial sphere
is divided into two regions: one with a positive bias and
another with a negative bias. Then, GWs can be probed
by measuring the statistical difference in the distribution of
spin-down rates between two pulsar groups from the posi-
tive and negative bias. In Yonemaru et al. (2018), we gave
a rough estimate of the potential sensitivity using a simple
model of the pulsar locational distribution. Here, we used
the skewness as a statistical quantity to characterize the
distribution of spin-down rates and the skewness difference
between the two groups was considered to be a measure of
GW signals. In Hisano et al. (2019), we adopted a realistic
model of the pulsar spatial distribution within Galaxy to im-
prove the prediction of the sensitivity. Then, in Kumamoto
et al. (2019), we derived upper bounds on the time deriva-
tive of the GW amplitudes from two possible GW sources,
the Galactic Centre and M87.
In this study, we attempt to improve the constraints
given in Kumamoto et al. (2019) by adopting a more sophis-
ticated statistical method named Mann-Whitney U test. In
Section 2, we review the basic idea for the detection of sub-
nanoHz frequency GWs from the statistics of the spin-down
rates. We describe the details of the pulsar catalogue we em-
ploy in this work in Section 3 and the Mann-Whitney U test
is introduced in Section 4. Our main results, constraints on
the time derivative of GW amplitudes and the estimation of
the effective angular resolution of our method, are presented
in Section 5. We give discussions and interpretations of the
results in Section 6 and the summary is given in Section 7.
2 DETECTION PRINCIPLE
Let us begin by briefly describing the detection method of
ultra-low-frequency GWs following Yonemaru et al. (2016).
Timing residuals of a pulsar induced by GWs are given by
Detweiler (1979) as,
rGW(t) =
∑
A=+,×
FA(Ωˆ, pˆ)
∫ t
∆hA(t ′, Ωˆ, θ)dt ′, (1)
where pˆ and θ are the direction of the pulsar and the GW
polarization angle. Here, we note that Ωˆ is the propagation
direction of the GW, not the direction of GW source. The
antenna beam pattern FA(Ωˆ, pˆ) describing the geometric fac-
tor is given by Anholm et al. (2009),
FA(Ωˆ, pˆ) = 1
2
pˆi pˆj
(1 + Ωˆ · pˆ) e
A
ij (Ωˆ), (2)
where eAij (Ωˆ) (A = +,×) are the GW polarization tensors writ-
ten by
e+i j (Ωˆ) = mˆimˆj − nˆi nˆj, (3)
e×i j (Ωˆ) = mˆi nˆj + nˆimˆj, (4)
where mˆ and nˆ are the polarization and orthonormal basis
unit vectors to the propagation direction Ωˆ of the GW. The
elements of basis vectors can be written as,
Ωˆ = (−cosψ cosφ,−cosψ sinφ,−sinψ) (5)
mˆ = (sinφ,−cosφ, 0), (6)
nˆ = (sinψ cosφ, sinψ sinφ,−cosψ), (7)
with the assumption of a single GW source at the position
of ( RA, DEC ) = (φ, ψ).
In Eq. (1), the difference in the metric perturbation be-
tween the earth and pulsar ∆hA(t ′, Ωˆ, θ) is given by
∆hA(t ′, Ωˆ, θ) = hA(t, Ωˆ, θ) − hA(tp, Ωˆ, θ), (8)
where tp = t−τ and τ = L/c(1+Ωˆ · pˆ) is the pulse propagation
time from the pulsar at the distance L to the earth. In the
right-hand side, the first and second terms are called the
“earth term” and “pulsar term”, respectively.
In this work, we focus on the GWs with periods much
longer than the observational time span, which is typically
10 years. Then the effect of GWs with much longer periods
can be approximated to be linear function in time-domain.
While the pulsar term has been often neglected in the litera-
ture, we investigated its importance quantitatively through
Monte Carlo simulations in Hisano et al. (2019). It was found
that the pulsar term behaves as a random noise with zero
average when the GW wavelength is shorter than or compa-
rable to the typical pulsar distance (∼ 1 kpc), in other words,
the GW period is smaller than O(1, 000) years. In this case,
the effects of the pulsar term become statistically smaller
for a large number of pulsar samples. On the other hand,
when the GW wavelength is larger than the typical pulsar
distance, it cannot be treated as a noise and a careful treat-
ment is necessary.
Thus, in this paper, we consider only GW frequencies
of O(100) −O(1, 000) years ( fGW & 10−11 Hz) and neglect the
pulsar term as we did in our previous work Kumamoto et
al. (2019). For such GWs, we can write Eq. (8) as
∆hA(t ′, Ωˆ, θ) ' ÛhA(Ωˆ, θ)t. (9)
Replacing Eq. (1) with Eq. (9) simplifies the integration in
Eq. (1). We obtain the timing residuals induced by ultra-
low-frequency GWs as,
rGW(t) = 12
∑
A=+,×
FA(Ωˆ, pˆ) ÛhA(Ωˆ, θ)t2. (10)
On the other hand, the timing residual induced by the par-
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Figure 1. The spatial pattern of the bias factor in the sky for
Ûh+ = 10−18 s−1. The GW source is placed at the centre of the
sky in equatorial coordinates and the polarisation angle is set to
θ = 0 deg.
ticular spin-down is written as
rspin(t) = 12
ÛP
P
t2, (11)
where, P and ÛP are the pulse period and its time derivative,
respectively. Thus, both types of the timing residual have the
same time dependence. Therefore, in the presence of ultra-
low-frequency GWs, the observed spin-down rate is biased
as
ÛPobs
P
=
ÛP0
P
+ α(Ωˆ, pˆ, θ), (12)
where ÛPobs and ÛP0 are the observed and intrinsic spin-down
rates, respectively. Here, the bias factor, α(Ωˆ, pˆ, θ) is written
as,
α(Ωˆ, pˆ, θ) =
∑
A=+,×
FA(Ωˆ, pˆ) ÛhA(Ωˆ, θ). (13)
The bias factor has the quadrupole spatial pattern cen-
tred at the GW source position and the celestial sphere is
divided into two areas which have positive and negative val-
ues of the bias factor α(Ωˆ, pˆ, θ), as shown in Fig. 1. Therefore,
a statistical difference in the observed spin-down rates is in-
duced between two pulsar groups from positive and negative
regions. In our previous work (Kumamoto et al. 2019), the
skewness of the spin-down rate distribution was considered
and the skewness difference between the two regions was
used to quantify the statistical difference.
Finally, we define the two polarisation modes by,
Ûh+(Ωˆ, θ) = Ûh(Ωˆ) cos 2θ, (14)
Ûh×(Ωˆ, θ) = Ûh(Ωˆ) sin 2θ. (15)
3 PULSAR CATALOGUE
In this work, we obtain observed MSP data from the ATNF
Pulsar Catalogue (PSRCAT) version 1.62 (Manchester et
al. 2005). It includes 274 MSPs with the measured peri-
ods shorter than 30 msec and the time derivatives. Here,
we exclude 72 MSPs in globular clusters since they would
be biased significantly by the gravitational potential and
complicated dynamics inside the cluster. In addition, two
MSPs are removed as outliers: one with a negative spin-
down rate ( ÛPobs/P = −10−20.2 [sec−1], J1801−3210) and
Figure 2. The histogram of logarithmic spin-down rates ( ÛPobs/P)
of the 200 MSPs used in this paper.
Figure 3. Positions of the 200 MSPs in the sky in equatorial
coordinates. Red ”+” and blue ”×” show the positions of the GC
and M87, respectively.
one with an exceptionally large spin-down rate ( ÛPobs/P =
10−11.5 [sec−1], J0537−6910). Thus, just 200 MSPs are used
for our analysis below. However, it should be noted that our
method based on Mann-Whitney U statistic explained below
is rather robust for the presence of outliers and the results
would not be affected by the removal significantly.
Fig. 2 shows the histogram of logarithmic spin-down
rates ( ÛPobs/P) of the observed 200 MSPs. The mean and
standard deviation of this distribution are −17.46 and 0.47,
respectively. The position of the 200 MSPs in the sky is
shown in Fig. 3 in equatorial coordinates. The positions of
the GC and M87 are also shown.
4 MANN-WHITNEY U TEST
Mann-Whitney U test uses the ranks of samples instead of
the values of spin-down rates themselves to verify if two
data sets come from the same population (Mann & Whitney
1947). It is non-parametric rank-based statistical test with-
out assuming a specific form of the distribution of the data
sets. Here, we apply this test to constrain the time derivative
of GW amplitude. In the presence of a single GW source,
the celestial sphere is divided into two groups depending on
the GW polarization angle and the source position as de-
scribed in Sec. 2. Then, the spin-down rates of 200 MSPs
are allocated to the two groups according to the sign of the
bias factor, α(Ωˆ, pˆ, θ), at each pulsar. We rank the spin-down
MNRAS 000, 1–7 (2020)
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rates of all pulsars from the both groups and calculate the
following
UB(rˆ, θ) = n+ · n− + nB(nB + 1)2 − RB, (16)
where B (= +,−) represents the group of positive and neg-
ative bias factor, respectively. Here, rˆ (= −Ωˆ) is the direc-
tion of the GW source, nB and RB are the total sample size
and rank number of each pulsar group. From U+(rˆ, θ) and
U−(rˆ, θ), the smaller one is chosen as the Mann-Whitney U
test statistics U(rˆ, θ). In Mann-Whitney U test, if the sample
size of the smaller group is larger than 20, the distribution
of the U test statistic is expected to follow the normal distri-
bution. In our case, although the sample size of each group
strongly depends on rˆ and θ, it is never smaller than 20.
Thus, it is convenient to standardize the U test statistic us-
ing the mean value, a = n+ ·n−/2, and the standard deviation,
b =
√
n+ · n−(n+ · n− + 1)/12, as,
z(rˆ, θ) = |U(rˆ, θ) − a|
b
, (17)
so that z(rˆ, θ) follows a truncated normal distribution. In
order to discuss the significance of the GW signal from the
direction of rˆ , we define zmax as,
zmax(rˆ ) ≡ max
0◦≤θ≤180◦
z(rˆ, θ). (18)
Finally, let us define zMAX by maximizing zmax(rˆ ) with re-
spect to the sky position of the GW source to evaluate the
overall statistical significance:
zMAX ≡ max
rˆ
zmax(rˆ ) = max
rˆ,0◦≤θ≤180◦
z(rˆ, θ). (19)
5 RESULTS
5.1 GW searching
As a demonstration, in Fig. 4, we show the z test statis-
tic as a function of the polarization angle toward the GC
and M87, z(rˆGC, θ) and z(rˆM87, θ). As can be seen, it rapidly
varies with the polarization angle and the maximum value
is zmax(rˆGC) = 2.55 and zmax(rˆM87) = 1.43, respectively. We
will use these maximum values to derive upper bounds on
the time derivatives of the GW amplitudes in Section 5.3.
Fig. 5 shows the distribution of zmax(rˆ ) in the sky. Here,
zmax(rˆ ) is depicted for every 5 degrees in RA and DEC, and
z(rˆ, θ) was calculated for every 10 degrees of the polarization
angle to perform the maximization. There are several hot
spots where the value of zmax(rˆ ) is relatively large (> 3)
and the largest value is zMAX = 3.8. The directions of this
maximum value are (105 deg, −3 deg) and its antipode, and
is away from both the GC and M87.
To evaluate the statistical significance of the value of
zMAX, we perform a series of Monte Carlo simulations.
Firstly, we make a mock data set of spin-down rates ( ÛPobs/P)
of 200 MSPs located at the same positions as observed. Each
MSP is given a value of logarithmic spin-down rate (log ÛP/P)
randomly following the Gaussian distribution with the same
mean and standard deviation as the real data (−17.46 and
0.47, respectively). Then, we calculate the z test statistics
in the same way as above. We perform this simulation 1,000
times and obtain the probability distribution of zMAX.
Fig. 6 shows the probability distribution of zMAX. The
Figure 4. The z test statistic as a function of polarization angle
toward the GC and M87, z(rˆGC, θ) and z(rˆM87, θ). The maximum
value is zmax(rˆGC) = 2.55 and zmax(rˆM87) = 1.43, respectively.
Figure 5. The distribution of zmax(rˆ ) in the sky. Black points
represent the position of 200 MSPs. Red ”+” and blue ”×” show
the positions of the GC and M87, respectively.
distribution extends from 2.0 to 4.5 and is peaked at around
3. The observed value of zMAX = 3.8, indicated by the verti-
cal line, is slightly larger than the average but is consistent
with no GW signal.
5.2 Angular resolution
In this subsection, we discuss the effective angular resolu-
tion for the GW search of our method. As we saw in Fig. 5,
although we plotted it for every 5 degrees, the spatial pat-
tern of zmax(rˆ ) varies with a much larger scale of about 20
degrees. This indicates that the values of zmax(rˆ ) for adjacent
pixels are not statistically independent. Thus, it is expected
that the angular resolution for the GW source will be about
the same order as the spacial pattern, if it is detected by our
method.
The effective angular resolution can be evaluated by the
statistical behaviour of the z test statistic. First, we show
the probability distribution of z(rˆ, θ) in Fig. 7. This is cal-
culated using the z values of all positions in the sky and
polarization angles of the real data. The distribution is well
reproduced by the truncated normal distribution, which is
the distribution of the absolute value which follows the nor-
mal distribution. The mean and standard deviation of the
MNRAS 000, 1–7 (2020)
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Figure 6. The probability distribution of zMAX obtained from
1,000 realisations of Monte Carlo simulation without the GW
injection. The vertical dashed line is zMAX = 3.8 obtained from
the real data.
Figure 7. The probability distribution of z(rˆ, θ) calculated using
the z values of all positions in the sky and polarization angles of
the real data. The red curve is the truncated normal distribution.
See the main text for the details.
normal distribution (not the truncated normal distribution)
are 0.0 and 1.08, respectively.
The maximum value of the z test statistic over the po-
larization angle, zmax(rˆ ), follows the Gumbel distribution
(Gumbel 1963). It represents the distribution of the max-
imum value of a number of samples of various distributions
and is characterized by the location parameter, µ, and the
scale parameter, β. The probability distribution function
(PDF) for the Gumbel distributions is given as
PDF(z, µ, β) = exp (−(x + e−x)). (20)
where x = (z − µ)/β. If we assume the z test statistic is sta-
tistically uniform in the sky, Fig. 5 can be seen as multiple
realizations of the Gumbel distribution. Fig. 8 represents the
histogram of zmax(rˆ ) shown in Fig. 5. In fact, it is well fitted
by the Gumbel distribution with the location parameter of
1.72 and the scale parameter of 0.48, which justifies our as-
sumption on the statistical uniformity of the z test statistic.
The two parameters of the Gumbel distribution are re-
Figure 8. The histogram of zmax(rˆ ) shown in Fig. 5. Red solid line
represents the best-fitting Gumbel distribution with the location
parameter of 1.72 and the scale parameter of 0.48.
lated to the sample size ns as
µ = CDF−1
(
1 − 1
ns
)
, (21)
β = CDF−1
(
1 − 1
nse
)
− µ, (22)
where CDF is the cumulative distribution function of the
truncated normal distribution and e is the base of the natu-
ral logarithm. From the estimated values of µ and β above,
we obtain ns ∼ 9. This indicates that the effective num-
ber of independent samples in Fig. 5 is 9, which is roughly
the same number of hot and cold spots there. Thus, the
effective angular resolution of our method is evaluated as
40, 000 deg2/9 ∼ 4, 400 deg2 ∼ (66 deg)2.
5.3 Constraints on the time derivative of GW
amplitude
Finally, we derive constraints on the time derivative of GW
amplitude focusing on two specific potential GW source can-
didates: GC and M87. As we saw in Section 5.1, we had
the maximized z test statistics toward these directions as
zmax(rˆGC) = 2.55 and zmax(rˆM87) = 1.43, respectively.
We evaluate the statistical significance of these values
with Monte Carlo simulations similar to those given in Sec-
tion 5.1. But we here inject the GW signal in order to derive
constraints on the time derivative of GW amplitude. There-
fore, to obtain mock observed spin-down rates, ÛPobs/P, we
need to add the bias factor, α(Ωˆ, pˆ, θ), to the mock intrinsic
spin-down rates, ÛP0/P, generated randomly from the normal
distribution (see Eq. (12)).
Fig. 9 shows the probability distribution of zmax(rˆGC)
and zmax(rˆM87) obtained from 10,000 realisations of simula-
tions with and without the GW signal. As the GW signal get
stronger, the probability distribution moves rightward. We
regard a value of Ûh as an upper bound, when the probability
that zmax(rˆ ) is smaller than the observed value, indicated by
the vertical line, is 2% with the assumed GW signal. We
obtained upper bounds of ÛhGC < 8.9 × 10−19 s−1 for GC andÛhM87 < 3.3 × 10−19 s−1 for M87. We will discuss the implica-
tions of these upper bounds in Section 6.
MNRAS 000, 1–7 (2020)
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Figure 9. The probability distribution of the maximized z test
statistics zmax(rˆ ) without the GW signal (black) and with the
GW signals (red and blue). Top panel is for the GC and the
red and blue lines correspond to the value of Ûh of 10−18s−1 and
8.9 × 10−19s−1, respectively. Bottom panel is for the M87 and the
red and blue lines correspond to the value of Ûh of 10−18s−1 and 3.3×
10−19s−1, respectively. The vertical dashed lines are the observed
values of zmax(rˆ ).
6 DISCUSSIONS
First, let us compare the results with our previous work.
As mentioned in Section 1, in Kumamoto et al. (2019), we
placed constraints on the time derivative of the GW ampli-
tude with the skewness difference as the indicator. In con-
sequence, we obtained ÛhGC < 6.2 × 10−18 s−1 for GC andÛhM87 < 8.1 × 10−18 s−1 for M87. Therefore, the current con-
straints are stronger by factors of 7 and 25 for GC and M87,
respectively.
In fact, in the current analysis, we employed the ATNF
pulsar catalogue version 1.62, which includes 50 more MSPs
than the catalogue version 1.59 which was employed in Ku-
mamoto et al. (2019). Thus, it is possible that the improve-
ment of the constraints is due to the increased number of
MSPs, rather than the change of the methodology. To see
this, we repeated the current analysis with MSPs of the cat-
alogue version 1.59. As a result, we obtained the maximum
z statistics of zmax(rˆGC) = 2.27 and zmax(rˆM87) = 2.02, and
the upper bounds of ÛhGC < 8.3 × 10−19 s−1 for the GC andÛhM87 < 9.0 × 10−19 s−1 for M87. The constraint for the GC
is comparable to the one from the fiducial analysis. On the
Table 1. The comparison of the constrains on Ûh.
GW Source This work Kumamoto et al. U test with
2019 catalogue ver. 1.59
GC 8.9 ×10−19 6.2 ×10−18 8.3 ×10−19
M87 3.3 ×10−19 8.1 ×10−18 9.0 ×10−19
other hand, it is degraded by a factor of 3 for M87 but still
better than the constraint in Kumamoto et al. (2019) by a
factor of 9. Thus, we conclude that the current method with
the Mann-Whitney U test is more effective than the previ-
ous method with the skewness difference. The comparison
of the constraints is summarized in Table 1.
In this paper, we obtained constraints on Ûh rather than
h itself. Although it is generally impossible to translate the
constraints into ones on h, typical values can be estimated
by using Ûh ≈ 2pifGWh. Then, our constrains can be converted
as hGC . 4.5 × 10−8 (100 years / fGW) and hM87 . 1.7 ×
10−8 (100 years / fGW), respectively. These constraints on h
can be further translated into upper bounds on the mass of
a possible second supermassive black hole at these places.
The GW amplitude h is related with the chirp mass M of
the binary, the frequency fGW of GW and the distance L to
the source, and described in Yonemaru et al. (2018) as
h =
2(GM)5/3(pi fGW)2/3
c4L
(23)
where M = (m1m2)3/5/(m1 + m2)1/5 is the chirp mass of the
binary, m1 and m2 are the masses of SMBHs, L is the dis-
tance to the binary, G is the gravitational constant and c
is the speed of light. For the Galactic Centre, Gillessen et
al. (2017) monitored stellar orbits and obtained the cur-
rent best estimates for the mass and distance of SgrA* as
m1 = 4.3×106 M and L = 8.3 kpc. On the other hand, Event
Horizon Telescope Collaboration (2019) obtained an esti-
mate for the mass of the SMBH in M87 as m1 = 6.6×109 M
and the distance has been estimated to be L = 16.8 Mpc
(Clakeslee et al. 2009; Cantiello et al. 2018). Assuming a cir-
cular orbit with the orbiting period of 100 years and zero in-
clination (face-on), upper bounds on the second BH mass m2
are 9.6×1014 M for the GC and 2.7×1014M for M87. These
numbers are also improved significantly compared to those
obtained in Kumamoto et al. (2019), 2×1016 M for the GC
and 4×1016 M for M87, although the astrophysical impact
is still rather small.
In the SKA era, we will have 3,000 MSPs (Keane
et al. 2015; Kramer & Stappers 2015) and the constraint
on ultra-low-frequency GWs considered here will improve
accordingly. In fact, we estimated the future constraints
with the skewness difference in Hisano et al. (2019) and
Ûh < 2 × 10−19 s−1 at fGW = 10−11 Hz was obtained for the
GC, which is stronger than the constraint obtained in Ku-
mamoto et al. (2019) by a factor of 30. It is possible that a
future constraint based on the Mann-Whitney U test statis-
tics will improve by a similar factor. This possibility will be
pursued elsewhere.
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7 CONCLUSIONS
We constrained the time derivative of GW amplitude with
sub-nanoHz frequencies (10−11 Hz . fGW . 10−9 Hz) from
the spatial distribution of the spin-down rates of MSPs. As
we suggested in Yonemaru et al. (2018), the GW from a
single source induce the bias in the observed spin-down rates
of pulsars depending on the relative direction between the
GW source and pulsar. Compared with our previous studies
(Yonemaru et al. 2018; Hisano et al. 2019; Kumamoto et al.
2019), where the skewness difference in the spin-down rate
distribution was considered to detect the bias, we adopted
a more sophisticated statistical method called the Mann-
Whitney U test.
Applying our method to the ATNF Pulsar Catalogue
version 1.62, we first found that the maximized value of the
z test statistic obtained from the current data set is con-
sistent with no GW signal from any direction in the sky.
Then, we estimated the effective angular resolution of our
method to be (66 deg)2 by studying the probability distri-
bution of the z test statistic. Finally, comparing simulated
mock data sets with the real pulsar data, the upper bounds
on Ûh were derived as ÛhGC < 8.9 × 10−19 s−1 for the GC andÛhM87 < 3.3 × 10−19 s−1 for M87, which are stronger than the
ones obtained in Kumamoto et al. (2019) by factors of 7
and 25, respectively. These constraints would be improved
significantly with 3,000 MSPs expected to be discovered by
the SKA.
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