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Introduc¸a˜o
Desenvolvemos neste trabalho alguns aspectos ba´sicos da teoria de coa´lgebras
e como´dulos. O contexto do nosso estudo e´ mais restrito do que seria ne-
cessa´rio. Aqui, todas as coa´lgebras sa˜o tomadas sobre um corpo; as coa´lgebras
podem ser definidas mais geralmente sobre ane´is comutativos com unidade.
Pore´m, nesse contexto mais geral, perde-se muito por na˜o se ter mais a como-
didade de trabalhar com produtos tensoriais de espac¸os vetoriais, que tambe´m
sa˜o espac¸os vetoriais.
Coa´lgebra e´ uma noc¸a˜o dual de a´lgebra. O uso do termo “dual”e´ justi-
ficado pelo uso da linguagem catego´rica. Dualidade refere-se a` inversa˜o do
sentido das flechas de certos diagramas comutativos. Portanto, para se duali-
zar a noc¸a˜o de uma k-a´lgebra, faz-se necessa´rio antes transformar a definic¸a˜o
de k-a´lgebra em termos de diagramas. Da mesma forma, dualizamos a noc¸a˜o
de morfismos de a´lgebras, obtendo morfismos de coa´lgebras.
A´lgebras e coa´lgebras na˜o sa˜o apenas noc¸o˜es duais. De certo modo, sa˜o
objetos duais. Objetos duais no seguinte sentido. Dada uma k-coa´lgebra C,
enta˜o conseguimos “naturalmente” – num sentido que ficara´ claro no decorrer
da apresentac¸a˜o – uma estrutura de k-a´lgebra sobre o k-espac¸o vetorial dual
C∗ = Hom(C, k), o espac¸o dos funcionais k-lineares.
A dualidade de objetos, pore´m, na˜o e´ geral. Se o espac¸o dual de uma
coa´lgebra e´ uma a´lgebra, na˜o conseguimos atribuir “naturalmente”uma es-
trutura de coa´lgebra sobre o espac¸o dual de uma a´lgebra. No caso de uma
a´lgebra de dimensa˜o finita, isso e´ sempre poss´ıvel, como sera´ demonstrado. No
entanto, quando a a´lgebra possui dimensa˜o infinita, na˜o conseguimos utilizar
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a te´cnica para definir a estrutura de coa´lgebra. Na˜o obstante, conseguimos
contornar esse obsta´culo. Na˜o conseguimos definir a estrutura de coa´lgebra
sobre todo o espac¸o dual de uma a´lgebra, mas podemos fazeˆ-lo sobre um
subespac¸o do dual, chamado de dual finito da a´lgebra.
Em suma, esse e´ o conteu´do do primeiro cap´ıtulo. No segundo, trata-
mos da teoria ba´sica de como´dulos. Um como´dulo sobre uma coa´lgebra e´
uma noc¸a˜o dual a` de um mo´dulo sobre uma a´lgebra. Depois de provarmos
alguns resultados, partimos para a definic¸a˜o de mo´dulos racionais. Nosso re-
sultado principal sera´ a demonstrac¸a˜o de um isomorfismo entre a categoria
dos como´dulos a` direita sobre uma coa´lgebra C e a categoria dos C∗-mo´dulos
a` esquerda racionais (observe que aqui usamos o resultado citado acima, de
que, sendo C uma k-coa´lgebra, C∗ e´ uma k-a´lgebra).
Nesse trabalho, assumimos como conhecida a teoria ba´sica de grupos,
ane´is e mo´dulos. Alguns resultados sobre produtos tensoriais sa˜o apresentados
no Apeˆndice B. Ale´m disso, fazemos uma introduc¸a˜o ba´sica a` teoria das
categorias no Apeˆndice A. Apesar de na˜o ser absolutamente necessa´rio, este
apeˆndice serve para familiarizar o leitor com a linguagem de diagramas, o que
pode facilitar bastante a compreensa˜o do texto.
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Cap´ıtulo 1
Coa´lgebras
Neste cap´ıtulo, a´lgebras e coa´lgebras sa˜o definidas sobre um corpo k. Isto
e´ uma restric¸a˜o, ja´ que se poderia substituir k por um anel comutativo R;
neste caso, perder-se-ia a convenieˆncia de se trabalhar com produtos tenso-
riais de espac¸os vetoriais. No segundo apeˆndice deste trabalho, algumas das
facilidades de se trabalhar com produtos tensoriais de espac¸os vetoriais sera˜o
explicitadas. Todos os produtos tensoriais na˜o adornados sa˜o considerados
sobre o corpo k. Expressaremos a composic¸a˜o de func¸o˜es de forma simpli-
ficada. Isto e´, ao inve´s de f ◦ g, colocaremos apenas fg nos pro´ximos dois
cap´ıtulos.
1.1 Definic¸o˜es e exemplos
Definic¸a˜o 1.1. Uma k-a´lgebra e´ uma tripla (A, M , u), em que A e´ um k-
espac¸o vetorial, M : A ⊗ A → A e u : k → A sa˜o morfismos de k-espac¸os
vetoriais tais que os seguintes diagramas comutam:
A⊗ A⊗ A
M⊗I

I⊗M // A⊗ A
M

A⊗ A M // A
A⊗ A
M

k ⊗ A
u⊗I
99ttttttttt
∼
%%K
KK
KK
KK
KK
K
A⊗ k
I⊗u
eeJJJJJJJJJ
∼
yyss
ss
ss
ss
ss
A
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Essa definic¸a˜o pode parecer estranha a` primeira vista. De fato, e´ mais
fa´cil e intuitivo definir uma k-a´lgebra A como sendo um anel A que tem
uma estrutura de k-espac¸o vetorial de modo que haja compatibilidade entre
a multiplicac¸a˜o por escalar e a multiplicac¸a˜o dentro do anel. Em outras
palavras:
Definic¸a˜o 1.2. Uma k-a´lgebra e´ um anel (A,+, .) com unidade tal que (A,+)
possui uma estrutura de k-espac¸o vetorial e ∀r ∈ k e ∀a1, a2 ∈ A, r(a1a2) =
(ra1)a2 = a1(ra2).
Proposic¸a˜o 1.3. As duas definic¸o˜es de k-a´lgebra sa˜o equivalentes.
Demonstrac¸a˜o: Suponha que A seja uma k-a´lgebra no sentido “tradicio-
nal”, i.e., A e´ um anel com unidade e um k-espac¸o vetorial tal que r(a1a2) =
(ra1)a2 = a1(ra2), ∀r ∈ k, ∀a1, a2 ∈ A. Temos que definir func¸o˜es M :
A ⊗k A → A e u : k → A tais que os diagramas da definic¸a˜o de a´lgebra
comutem.
Seja u : k → A dada por u(r) = r1A – o que implica que u(1k) = 1A. E´
claro que u e´ k-linear.
Seja g : A × A → A dada por g(a, b) = ab. E´ imediato verificar que
g e´ balanceada. Logo, pelo Teorema ??, existe um u´nico homomorfismo de
grupos M : A ⊗ A → A tal que M(a ⊗ b) = ab. Ale´m disso, M tambe´m e´
k-linear.
Verifiquemos que os diagramas comutam, comec¸ando com o primeiro. Se-
jam a, b, c ∈ A. Por um lado,
M(I ⊗M)(a⊗ b⊗ c) = M(a⊗M(b⊗ c))
= M(a⊗ (bc))
= a(bc).
Por outro lado,
M(M ⊗ I)(a⊗ b⊗ c) = M(M(a⊗ b)⊗ c)
= M((ab)⊗ c)
= (ab)c.
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Como A e´ anel, enta˜o (ab)c = a(bc). Portanto, M(I ⊗M) = M(M ⊗ I), que
e´ precisamente a comutatividade do primeiro diagrama.
Seja ψ : k ⊗ A → A o isomorfismo canoˆnico, dado por ψ(r ⊗ a) = ra.
Vamos mostrar que M(u⊗ I) = ψ, ou seja, que o lado esquerdo do segundo
diagrama comuta. A comutatividade do outro lado e´ inteiramente ana´loga.
Pela linearidade, so´ precisamos verificar a comutatividade para 1k⊗a ∈ k⊗A.
Temos que M(u ⊗ I)(1k ⊗ a) = M(u(1k) ⊗ a) = u(1k)a = 1Aa = a. Por
outro lado, ψ(1k ⊗ a) = 1ka = a, pois A e´ k-a´lgebra.
Portanto, (A,M, u) e´ k-a´lgebra, no sentido da definic¸a˜o via diagramas.
Mostremos agora o inverso, isto e´, que se (A,M, u) e´ uma k-a´lgebra, enta˜o
A e´ uma k-a´lgebra no sentido “tradicional”.
Defina a multiplicac¸a˜o · : A × A → A dada por ·(a, b) = ab = M(a ⊗ b).
Com essa multiplicac¸a˜o, A e´ um anel com unidade u(1k) = 1A. De fato, sejam
a, b, c ∈ A. Enta˜o M(I⊗M)(a⊗b⊗c) = M(a⊗M(b⊗c)) = M(a⊗bc) = a(bc).
Por outro lado, M(M⊗I)(a⊗b⊗c) = M(M(a⊗b)⊗c) = M(ab⊗c) = (ab)c.
Como M(M ⊗ I) = M(I ⊗M) – por hipo´tese –, enta˜o (ab)c = a(bc).
A comutatividade do segundo diagrama significa que u(1k) = 1A. De fato,
M(u⊗I)(1⊗a) = M(u(1k)⊗a) = u(1k)a. Por outro lado, ψ(1k⊗a) = 1ka = a.
Da´ı, u(1k)a = a, ∀a ∈ A. Analogamente, au(1k) = a. Assim, u(1k) e´ unidade
em A.
Falta ainda mostrar que ∀r ∈ k, a, b ∈ A, r(ab) = (ra)b = a(rb). De
fato, r(ab) = rM(a ⊗ b) = M(r(a ⊗ b)) = M(ra ⊗ b) = (ra)b – usamos a k-
linearidade de M . Ale´m disso, (ra)b = M(ra⊗b) = M(ar⊗b) = M(a⊗rb) =
a(rb). Isso termina a demonstrac¸a˜o.
A importaˆncia da definic¸a˜o de a´lgebra via diagramas esta´ no fato de que os
diagramas podem ser dualizados, invertendo-se o sentido das flechas. Assim,
obtemos a definic¸a˜o de coa´lgebra por dualizac¸a˜o da definic¸a˜o de a´lgebra.
Definic¸a˜o 1.4. Uma k-coa´lgebra e´ uma tripla (C,∆, ), em que C e´ um k-
espac¸o vetorial, ∆ : C → C ⊗ C e  : C → k sa˜o morfismos de k-espac¸os
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vetoriais tais que os seguintes diagramas sa˜o comutativos:
C
∆ //
∆

C ⊗ C
I⊗∆

C ⊗ C
∆⊗I
// C ⊗ C ⊗ C
C
∼
yysss
ss
ss
ss
s
∼
%%K
KK
KK
KK
KK
K
∆

k ⊗ C C ⊗ k
C ⊗ C
⊗I
eeKKKKKKKKK I⊗
99sssssssss
As aplicac¸o˜es ∆ e  sa˜o chamadas, respectivamente, de comultiplicac¸a˜o e
counidade da coa´lgebra C. A comutatividade do diagrama esquerdo e´ chamada
de coassociatividade.
Exemplo 1.5. Sejam S um conjunto na˜o-vazio e kS o k-espac¸o vetorial com
base S. Enta˜o kS e´ uma coa´lgebra com comultiplicac¸a˜o ∆ e counidade 
definidas por ∆(s) = s ⊗ s e (s) = 1, para qualquer s ∈ S e estendidas por
linearidade.
Para ver que kS de fato e´ uma coa´lgebra, temos que verificar que a comuta-
tividade dos diagramas. Por linearidade, so´ precisamos verificar para qualquer
s ∈ S. Enta˜o, temos, por um lado, (I⊗∆)∆(s) = (I⊗∆)(s⊗s) = s⊗∆(s) =
s⊗ s⊗ s; por outro, (∆⊗ I)∆(s) = (∆⊗ I)(s⊗ s) = ∆(s)⊗ s = s⊗ s⊗ s.
Portanto, (∆⊗ I)∆ = (I ⊗∆)∆, o que prova a comutatividade do primeiro
diagrama.
Verificamos apenas um lado do diagrama da counidade, sendo a do outro
ana´loga. Seja ψ : k ⊗ kS → kS o isomorfismo canoˆnico, ψ(r ⊗ s) = rs.
Queremos mostrar que ( ⊗ I)∆ψ = Ik⊗kS. Pela linearidade, so´ precisamos
mostrar que (⊗ I)∆ψ(r ⊗ s) = r ⊗ s, com s ∈ S e r ∈ k. Calculando:
(⊗ I)∆ψ(r ⊗ s) = (⊗ I)∆(rs)
= (⊗ I)(r∆(s))
= r(⊗ I)(s⊗ s)
= r((s)⊗ s)
= r(1⊗ s)
= r ⊗ s.
Logo, tal como definida, kS realmente e´ uma coa´lgebra sobre k.
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Exemplo 1.6. Como caso particular do exemplo acima, se S = {1}, vemos
que k e´ uma coa´lgebra com comultiplicac¸a˜o dada por ∆(α) = α ⊗ 1, para
todo α ∈ k, e counidade (α) = α, i.e.,  = Ik.
Exemplo 1.7. SejaH um k-espac¸o vetorial com base {cm : m ∈ N}. Enta˜oH
e´ uma coa´lgebra com comultiplicac¸a˜o ∆ e counidade  definidas por ∆(cm) =
m∑
i=0
ci ⊗ cm−i e (cm) = δ0,m, em que δi,j e´ o delta de Kronecker. Novamente,
as func¸o˜es, tal como definidas acima, so´ da˜o o resultado quando aplicadas na
base. Portanto, elas devem ser entendidas estendendo-as por linearidade.
Mostremos que H e´ uma coa´lgebra. Primeiro observamos que ∆(cm) =
m∑
i=0
ci ⊗ cm−i =
m∑
i=0
cm−i ⊗ ci. Agora, calculamos
(∆⊗ I)∆(cm) = (∆⊗ I)(
m∑
i=0
ci ⊗ cm−i)
=
m∑
i=0
∆(ci)⊗ cm−i (1)
(I ⊗∆)∆(cm) = (I ⊗∆)(
m∑
i=0
cm−i ⊗ ci)
=
m∑
i=0
cm−i ⊗∆(ci) (2)
Desenvolvendo (1) e (2), chegamos a` igualdade desejada (∆ ⊗ I)∆ =
(I ⊗∆)∆.
Vejamos agora a igualdade do segundo diagrama – novamente, so´ mostra-
mos um lado, pois o outro e´ inteiramente ana´logo:
(⊗ I)∆ψ(1⊗ cm) = (⊗ I)∆(cm)
= (⊗ I)(
m∑
i=0
ci ⊗ cm−i)
=
m∑
i=0
(ci)⊗ cm−i
=
m∑
i=0
δ0,i ⊗ cm−i
= 1⊗ cm.
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Logo, H e´ uma coa´lgebra.
Exemplo 1.8. Sejam n ≥ 1 inteiro e M c(n, k) um k-espac¸o vetorial de di-
mensa˜o n2. Denotamos por {eij}1≤i,j≤n uma base de M c(n, k). Definimos
sobre M c(n, k) uma comultiplicac¸a˜o ∆(eij) =
∑
1≤p≤n
eip ⊗ epj e uma couni-
dade (eij) = δij. Desta maneira, M
c(n, k) e´ uma coa´lgebra – chamada de
coa´lgebra de matrizes.
Provemos que isto realmente define uma coa´lgebra. Temos que
(I ⊗∆)∆(eij) = (I ⊗∆)(
n∑
p=1
eip ⊗ epj)
=
n∑
p=1
eip ⊗∆(epj)
=
n∑
p=1
eip ⊗
n∑
q=1
epq ⊗ eqj
=
∑
1≤p,q≤n
eip ⊗ epq ⊗ eqj.
Por outro lado,
(∆⊗ I)∆(eij) = (∆⊗ I)(
n∑
p=1
eip ⊗ epj)
=
n∑
p=1
∆(eip)⊗ epj
=
∑
1≤p,q≤n
eiq ⊗ eqp ⊗ epj
=
∑
1≤p,q≤n
eip ⊗ epq ⊗ eqj.
Portanto, o primeiro diagrama comuta. Basta verificar o segundo. Mos-
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tremos que (⊗ I)∆ψ = Ik⊗Mc(n,k):
(⊗ I)∆ψ(1⊗ eij) = (⊗ I)∆(eij)
= (⊗ I)(
n∑
p=1
eip ⊗ epj
=
n∑
p=1
(eip)⊗ epj
=
n∑
p=1
δip ⊗ epj
= 1⊗ eij.
Portanto, M c(n, k) e´ uma coa´lgebra com a comultiplicac¸a˜o e a counidade
definidas acima.
Nas definic¸o˜es acima, sempre falamos em morfismos de k-espac¸os vetoriais.
Em particular, isso supo˜e que A ⊗ A e C ⊗ C sa˜o k-espac¸os vetoriais. Na
construc¸a˜o de produtos tensoriais de mo´dulos, este e´ definido como um grupo
abeliano. O que nos permite tratar esses produtos tensoriais como k-espac¸os
vetoriais e´ o fato de que todo espac¸o vetorial e´ um mo´dulo a` direita e a`
esquerda sobre um corpo. Isso implica que o produto tensorial e´ k-espac¸o
vetorial (ver Proposic¸a˜o ??).
Uma das vantagens disso e´ que o produto tensorial, sendo um k-espac¸o ve-
torial, tem uma base. Isso significa que podemos facilitar os ca´lculos, compu-
tando sobre a base. Isso sera´ muito importante mais a` frente, particularmente
na demonstrac¸a˜o do Lema ??.
Como foi dito anteriormente, neste trabalho estamos restringindo nossas
definic¸o˜es a espac¸os vetoriais. Num caso mais geral, ter´ıamos a´lgebras e
coa´lgebras sobre um anel comutativo R, em que, ao inve´s de considerarmos A
e C como k-espac¸os vetoriais, ter´ıamos R-mo´dulos. Ainda assim, o produto
tensorial teria uma estrutura de mo´dulo, pois, sendo R comutativo, A e C
seriam mo´dulos a` direita e a` esquerda.
Interrompemos o desenvolvimento das ide´ias da teoria de coa´lgebras para
apresentar a notac¸a˜o de Sweedler, de grande utilidade para ca´lculo de longas
composic¸o˜es envolvendo a comultiplicac¸a˜o ∆.
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A definic¸a˜o recursiva da sequ¨eˆncia de aplicac¸o˜es (∆n)n≥1 e´ definida como
∆1 = ∆ e, para n ≥ 2, ∆n : C → C ⊗ · · · ⊗ C, n + 1 vezes, tem-se ∆n =
(∆⊗ In−1)∆n−1.
A notac¸a˜o de Sweedler para ∆ se escreve como ∆(c) =
∑
c1 ⊗ c2, para
qualquer c ∈ C, evitando assim a escrita ∆(c) =
∑
i,j
ci ⊗ cj. Indutivamente,
∆n(c) =
∑
c1 ⊗ · · · ⊗ cn+1, ∀n ≥ 2. Para mais detalhes, (ver [?], p. 4).
Pela definic¸a˜o de ∆n, quanto maior for n, mais “carregada”torna-se a
escrita de ∆n(c). Para n = 2, por exemplo, temos
∆2(c) =
∑
c11 ⊗ c12 ⊗ c2 =
∑
c1 ⊗ c21 ⊗ c22 =
∑
c1 ⊗ c2 ⊗ c3.
Ale´m disso, c =
∑
(c1)c2 =
∑
c1(c2). Essa igualdade e´ chamada de propri-
edade da counidade, que expressa a comutatividade do segundo diagrama da
definic¸a˜o de coa´lgebra; a primeira reflete a comutatividade do primeiro.
Definic¸a˜o 1.9. Uma a´lgebra (A,M, u) e´ dita comutativa se o diagrama
A⊗ A T //
M ##G
GG
GG
GG
GG
A⊗ A
M{{xx
xx
xx
xx
x
A
e´ comutativo, em que T : A ⊗ A → A ⊗ A e´ func¸a˜o twist, dada por
T (a⊗ b) = b⊗ a.
E´ fa´cil ver que essa definic¸a˜o coincide com a noc¸a˜o usual de a´lgebra co-
mutativa. Por dualizac¸a˜o, definimos coa´lgebras comutativas.
Definic¸a˜o 1.10. Uma coa´lgebra (C,∆, ) e´ dita cocomutativa se o diagrama
C
∆
{{ww
ww
ww
ww
w
∆
##G
GG
GG
GG
GG
C ⊗ C
T
// C ⊗ C
e´ comutativo. Isto significa que
∑
c1 ⊗ c2 =
∑
c2 ⊗ c1, ∀c ∈ C.
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1.2 Subcoa´lgebras e coa´lgebras quociente
Queremos agora definir os mofismos de coa´lgebras. Para isto, partiremos
da definic¸a˜o usual de morfismos de a´lgebras; em seguida, daremos uma for-
mulac¸a˜o equivalente usando diagramas para, enfim, dualizarmos e obtermos
a definic¸a˜o de morfismo de coa´lgebras.
Um morfismo de duas a´lgebras A e B e´ uma func¸a˜o f : A → B tal que
f(a + b) = f(a) + f(b), f(xa) = xf(a), f(ab) = f(a)f(b) e f(1A) = 1B,
∀a, b ∈ A, ∀x ∈ k. Em outras palavras, e´ um morfismo de k-espac¸os vetoriais
que “abre”na multiplicac¸a˜o da a´lgebra e manda unidade em unidade.
Definic¸a˜o 1.11. Sejam (A,MA, uA) e (B,MB, uB) duas k-a´lgebras. Uma
func¸a˜o k-linear f : A→ B e´ um morfismo de a´lgebras se os seguintes diagra-
mas sa˜o comutativos:
A⊗ A f⊗f //
MA

B ⊗B
MB

A
f
// B
A
f // B
k
uA
__???????? uB
??
Definic¸a˜o 1.12. Sejam (C,∆C , C) e (D,∆D, D) duas k-coa´lgebras. Uma
func¸a˜o k-linear f : C → D e´ um morfismo de coa´lgebras se os seguintes
diagramas sa˜o comutativos:
C
∆C

f // D
∆D

C ⊗ C
f⊗f
// D ⊗D
C
f //
C ?
??
??
??
? D
D 



k
A comutatividade do primeiro diagrama pode ser expressa como: ∆D(f(c)) =∑
f(c)1 ⊗ f(c)2 =
∑
f(c1)⊗ f(c2) = (f ⊗ f)(∆(c)), ∀c ∈ C.
Uma suba´lgebra B de uma a´lgebra A e´ um subconjunto de A tal que B
e´ uma a´lgebra. Isto e´, B ⊆ A e´ subespac¸o vetorial tal que a multiplicac¸a˜o
da a´lgebra, quando restrita aos elementos de B e´ fechada. Se (A,M, u) e´
uma k-a´lgebra, enta˜o M(B ⊗ B) ⊆ B. “Dualizando”, obtemos a seguinte
definic¸a˜o:
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Definic¸a˜o 1.13. Seja (C,∆, ) uma coa´lgebra. Um k-subespac¸o D de C e´
dito uma subcoa´lgebra se ∆(D) ⊆ D ⊗D.
E´ claro que (D,∆D, D) e´ uma coa´lgebra, com ∆D = ∆|D e D = |D.
Proposic¸a˜o 1.14. Se {Ci}i∈I e´ uma famı´lia de subcoa´lgebras de C, enta˜o∑
i∈I Ci e´ uma subcoa´lgebra.
Demonstrac¸a˜o: ∆(
∑
i∈I
Ci) =
∑
i∈I
∆(Ci) ⊆
∑
i∈I
Ci⊗Ci ⊆ (
∑
i∈I
Ci)⊗ (
∑
i∈I
Ci).
Ainda nesta ide´ia de dualizac¸a˜o, podemos definir um coideal a` direita (a`
esquerda) assim como um coideal numa coa´lgebra C.
Definic¸a˜o 1.15. Sejam (C,∆, ) uma coa´lgebra e I um k-subespac¸o de C,
enta˜o I e´ dito:
i) Um coideal a` esquerda (a` direita) se ∆(I) ⊆ C ⊗ I (respectivamente,
∆(I) ⊆ I ⊗ C.
ii) Um coideal se ∆(I) ⊆ I ⊗ C + C ⊗ I e (I) = 0.
Ao contra´rio do que se espera, um coideal na˜o e´ necessariamente um
coideal a` direita e/ou a` esquerda. Considerando o anel de polinoˆmios k[X]
que e´ uma coa´lgebra com comultiplicac¸a˜o e counidade dadas por
∆(Xn) = (X ⊗ 1 + 1⊗X)n, (Xn) = 0 para n ≥ 1
∆(1) = 1⊗ 1, (1) = 1
e o k-subespac¸o I = kX – o subespac¸o gerado por X –, claramente temos
∆(I) = I ⊗ 1 + 1⊗ I e (I) = 0, mas I na˜o pode ser coideal a` direita e nem
a` esquerda.
Enunciamos a seguir um resultado, cuja demonstrac¸a˜o pode ser encon-
trada em ([?], p. 25):
Lema 1.16. Sejam f : V1 → V2 e g : W1 → W2 dois morfismos de k-espac¸os
vetoriais. Enta˜o ker(f ⊗ g) = ker(f)⊗W1 + V1 ⊗ ker(g).
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Proposic¸a˜o 1.17. Seja f : C → D um morfismo de coa´lgebras. Enta˜o Im(f)
e´ uma subcoa´lgebra de D e ker(f) e´ um coideal de C.
Demonstrac¸a˜o: Como f e´ morfismo de coa´lgebras, enta˜o (f⊗f)∆C = ∆Df ,
ou seja, o seguinte diagrama comuta:
C
f //
∆C

D
∆D

C ⊗ C
f⊗f
// D ⊗D
Logo, ∆D(Im(f)) = ∆D(f(C)) = (∆Df)(C) = (f ⊗ f)∆C(C) ⊆ (f ⊗ f)(C ⊗
C) = f(C)⊗f(C) = Im(f)⊗Im(f). Ou seja, ∆D(Im(f)) ⊆ Im(f)⊗Im(f),
o que e´ dizer que Im(f) e´ subcoa´lgebra de D.
Mostremos agora que ker(f) e´ coideal de C. E´ claro que (∆Df)(ker(f)) =
∆D(f(ker(f)) = 0. Como f e´ morfismo de coa´lgebras, o diagrama acima
comuta, o que implica que (f ⊗ f)∆C(ker(f)) = 0. Logo,
∆C(ker(f)) ⊆ ker(f ⊗ f) = ker(f)⊗ C + C ⊗ ker(f).
Usamos o Lema ?? na u´ltima igualdade. Ademais, como C = Df , segue que
C(ker(f)) = Df(ker(f)) = 0. Portanto, ker(f) e´ coideal de C.
Teorema 1.18. Sejam C uma coa´lgebra, I um coideal e pi : C → C/I a
projec¸a˜o canoˆnica de espac¸os vetoriais. Enta˜o:
i) Existe uma u´nica estrutura de coa´lgebras sobre C/I – chamada de
coa´lgebra quociente – tal que pi e´ um morfismo de coa´lgebras.
ii) Se f : C → D e´ um morfismo de coa´lgebras tal que I ⊆ ker(f), enta˜o
existe um u´nico morfismo de coa´lgebras f¯ : C/I → D tal que f¯pi = f .
Demonstrac¸a˜o: i) Como I e´ coideal, (pi ⊗ pi)∆(I) ⊆ (pi ⊗ pi)(I ⊗ C + C ⊗
I) = 0. Logo, pela versa˜o mais geral do Teorema do Homomorfismo (para
espac¸os vetoriais) aplicado a` func¸a˜o (pi⊗pi)∆, existe uma u´nica func¸a˜o k-linear
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∆¯ : C/I → C/I ⊗ C/I tal que o diagrama abaixo comuta:
C
pi //
∆

(pi⊗pi)∆
$$I
II
II
II
II
II
II
II
II
II
II
C/I
∆¯

C ⊗ C
pi⊗pi
// C/I ⊗ C/I
Esta func¸a˜o e´ definida por ∆¯(c¯) =
∑
c¯1 ⊗ c¯2, em que c¯ = c + I = pi(c). E´
fa´cil ver que
(∆¯⊗ I)∆¯(c¯) = (I ⊗ ∆¯)∆¯(c¯) =
∑
c¯1 ⊗ c¯2 ⊗ c¯3.
Portanto, ∆¯ e´ coassociativa. Ale´m disso, como I e´ coideal, enta˜o (I) = 0;
novamente, pelo Teorema do Homomorfismo (para espac¸os vetoriais), existe
uma u´nica func¸a˜o k-linear ¯ : C/I → k tal que o diagrama abaixo comuta:
C
pi //

ﬃﬃ=
==
==
==
=
C/I
¯~~||
||
||
||
k
Tem-se, enta˜o, ¯(c¯) = (c), para qualquer c ∈ C. Logo,∑
¯(c¯1)c¯2 = pi(
∑
(c1)c2) = pi(c) = c¯.
Isto e´ a propriedade da counidade para ¯. Portanto, (C/I, ∆¯, ¯) e´ uma
coa´lgebra. Ale´m disso, os diagramas acima mostram tambe´m que pi : C →
C/I e´ morfismo de coa´lgebras. A unicidade de ∆¯ e ¯ segue da unicidade das
func¸o˜es determinadas pelo Teorema do Homomorfismo.
ii) Mais uma vez, usando o Teorema do Homomorfismo (para espac¸os
vetoriais), existe uma (u´nica) func¸a˜o k-linear f¯ : C/I → D tal que f¯pi = f
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tal que f¯(c¯) = f(c), para qualquer c ∈ C. Como f e´ morfismo de coa´lgebras,
(∆Df¯)(c¯) = ∆D(f¯(c¯))
= ∆D(f(c))
= (∆Df)(c)
= (f ⊗ f)∆C(c)
= (f ⊗ f)(
∑
c1 ⊗ c2)
=
∑
f(c1)⊗ f(c2)
=
∑
f¯(c¯1)⊗ f¯(c¯2)
= (f¯ ⊗ f¯)(
∑
c¯1 ⊗ c¯2)
= (f¯ ⊗ f¯)(∆¯(c¯)).
Ale´m disso, Df¯(c¯) = D(f(c)) = C(c) = ¯(c¯). Logo, f¯ e´ morfismo de
coa´lgebras.
Em particular, tem-se o
Corola´rio 1.19. (Teorema do isomorfismo para coa´lgebras) Seja f :
C → D um morfismo de coa´lgebras. Enta˜o f¯ : C/ker(f) → Im(f) e´ um
isomorfismo.
1.3 A a´lgebra e a coa´lgebra duais
No que segue, se W e´ um k-espac¸o vetorial, enta˜o W ∗ denotara´ o k-espac¸o
vetorial dual, Hom(W,k).
Lema 1.20. Sejam k um corpo, M , N e V treˆs k-espac¸os vetoriais. Defina
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as seguintes func¸o˜es lineares:
φ : M∗ ⊗ V −→ Hom(M,V )
f ⊗ g 7−→ φ(f ⊗ v) : M −→ V
m 7−→ f(m)v
φ′ : Hom(M,N∗) −→ (M ⊗N)∗
g 7−→ φ′(g) : M ⊗N −→ k
m⊗ n 7−→ g(m)(n)
ρ : M∗ ⊗N∗ −→ (M ⊗N)∗
f ⊗ g 7−→ ρ(f ⊗ g) : M ⊗N −→ k
m⊗ n 7−→ f(m)g(n)
Enta˜o:
i) φ e´ injetiva. Ale´m disso, se V tem dimensa˜o finita, enta˜o φ e´ um isomor-
fismo;
ii) φ′ e´ um isomorfismo e
iii) ρ e´ injetiva. Ademais, se N tem dimensa˜o finita, enta˜o ρ e´ um isomor-
fismo.
Demonstrac¸a˜o: Antes de tudo, provemos que as func¸o˜es realmente sa˜o
lineares. Para verificar que φ e´ linear constru´ımos uma func¸a˜o balance-
ada g : M∗ × V → Hom(M,V ) dada por g(f, v)(m) = f(m)v. Sejam
f, f1, f2 ∈ M∗, v, v1, v2 ∈ V e r ∈ k. Verifiquemos que se trata de uma
aplicac¸a˜o balanceada:
g(f1 + f2, v)(m) = (f1 + f2)(m)v
= f1(m)v + f2(m)v
= g(f1, v)(m) + g(f2, v)(m)
= (g(f1, v) + g(f2, v))(m);
g(f, v1 + v2)(m) = f(m)(v1 + v2)
= f(m)v1 + f(m)v2
= g(f, v1)(m) + g(f, v2)(m)
= (g(f, v1) + g(f, v2))(m);
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g(fr, v)(m) = (fr)(m)v
= (f(m)r)v (pela linearidade de f)
= f(m)(rv)
= g(f, rv)(m).
Assim, pelo Teorema ??, existe um (u´nico) homomorfismo de grupos φ :
M∗ ⊗ V → Hom(M,V ) tal que φ(f ⊗ v)(m) = f(m)v. E´ fa´cil ver que
tambe´m e´ homomorfismo de k-espac¸os vetoriais.
A verificac¸a˜o de que φ′ : Hom(M,N∗) → (M ⊗ N)∗ e´ k-linear e´ trivial.
Mostremos que ρ : M∗ ⊗ N∗ → (M ⊗ N)∗ e´ k-linear. Sejam f, f1, f2 ∈ M∗,
g, g1, g2 ∈ N∗ e r ∈ k e defina h : M∗×N∗ → (M ⊗N)∗ por h(f, g)(m⊗n) =
f(m)g(n). Enta˜o,
h(f1 + f2, g)(m⊗ n) = (f1 + f2)(m)g(n)
= f1(m)g(n) + f2(m)g(n)
= h(f1, g)(m⊗ n) + h(f2, g)(m⊗ n)
= (h(f1, g) + h(f2, g))(m⊗ n);
h(f, g1 + g2)(m⊗ n) = f(m)(g1 + g2)(n)
= f(m)g1(n) + f(m)g2(n)
= h(f, g1)(m⊗ n) + h(f, g2)(m⊗ n)
= (h(f, g1) + h(f, g2))(m⊗ n);
h(fr, g)(m⊗ n) = (fr)(m)g(n)
= (f(m)r)g(n)
= f(m)(rg(n))
= f(m)(rg)(n)
= h(f, rg)(m⊗ n).
Novamente, pelo Teorema ??, existe um u´nico homomorfismo de grupos ρ :
M∗⊗N∗ → (M⊗N)∗ tal que ρ(f⊗g)(m⊗n) = f(m)g(n). E´ trivial verificar
que ρ tambe´m e´ morfismo de k-espac¸os. Provemos, agora, os treˆs itens do
Lema.
i) Seja x ∈M∗⊗V , com φ(x) = 0. Para provar que φ e´ injetiva, temos que
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mostrar que x = 0. Todo x ∈M∗⊗V pode ser escrito na forma x =
∑
i
fi⊗vi,
com fi ∈M∗, vi ∈ V e {vi}i linearmente independente (esta soma e´ finita).
Se φ(x) = 0 – a func¸a˜o nula M → V –, enta˜o 0 = φ(x)(m) =
∑
i
fi(m)vi,
∀m ∈M . Pela independeˆncia linear de {vi}i, resulta fi(m) = 0 para qualquer
i e qualquer m. Da´ı, cada fi = 0 e, enta˜o, x = 0. Portanto, φ e´ injetiva.
Agora, suponha que V tem dimensa˜o finita n. Enta˜o V ' kn = k ⊕ k ⊕
· · · ⊕ k, n vezes. Da´ı,
M∗ ⊗ V 'M∗ ⊗ (
n∑
i=1
k) '
n∑
i=1
(M∗ ⊗ k) = (M∗ ⊗ k)n.
Ou seja, existe um isomorfismo φ1 : M
∗ ⊗ V → (M∗ ⊗ k)n. Por outro lado,
Hom(M,V ) ' Hom(M,kn) ' Hom(M,k)⊕· · ·⊕Hom(M,k) = (Hom(M,k))n.
Logo, existe um isomorfismo φ2 : (Hom(M,k))
n → Hom(M,V ).
Seja ϕ : M∗ ⊗ k → Hom(M,k) = M∗ o isomorfismo canoˆnico dado por
ϕ(f ⊗ r) = rf , que e´ a func¸a˜o φ quando V = k.
Enta˜o existe um isomorfismo φ3 : (M
∗ ⊗ k)n → (Hom(M,k))n. Ale´m
disso, φ = φ2φ3φ1. Como todos sa˜o isomorfismos, enta˜o φ e´ isomorfismo.
ii) Se {Xi}i∈I e Y sa˜o k-espac¸os vetoriais, enta˜o existe um isomorfismo
canoˆnico
Hom(⊕i∈IXi, Y ) '
∏
i∈I
Hom(Xi, Y ).
Em particular, se I e´ uma base de M , enta˜o M ' k(I). Portanto, existem
isomorfismos u1 : Hom(M,N
∗) → (Hom(k,N∗))(I) e u2 : ((k ⊗ N)∗)(I) →
(M ⊗N)∗.
Para M = k, a func¸a˜o φ′ e´ um isomorfismo. Assim, obtemos um isomor-
fismo u3 : (Hom(k,N
∗))(I) → ((k ⊗N)∗)(I).
Ale´m disso, φ′ = u2u3u1. Portanto, φ′ e´ um isomorfismo.
iii) Basta notar que ρ = φ′φ0, em que φ0 e´ o morfismo φ quando V = N∗.
O resultado segue dos dois itens anteriores.
18
Por induc¸a˜o, usando o item (iii) do Lema anterior, obtemos:
Corola´rio 1.21. Sejam M1, · · · ,Mn k-espac¸os vetoriais. Enta˜o a aplicac¸a˜o
θ : M∗1 ⊗ · · · ⊗M∗n → (M1⊗ · · ·Mn)∗ definida por θ(f1⊗ · · · ⊗ fn)(m1⊗ · · · ⊗
mn) = f1(m1) · · · fn(mn) e´ injetiva. Ale´m disso, se todos os espac¸os Mi sa˜o
de dimensa˜o finita, enta˜o θ e´ um isomorfismo.
No Lema ??, bastava que um dos espac¸os fosse de dimensa˜o finita para
que ρ fosse isomorfismo. No Corola´rio, exigimos que todos os espac¸os tenham
dimensa˜o finita. Essa requisic¸a˜o e´ necessa´ria tendo em vista o processo de
induc¸a˜o. De fato, se exig´ıssemos que apenas um espac¸o tivesse dimensa˜o
finita, digamos, M1, enta˜o na˜o conseguir´ıamos aplicar a induc¸a˜o para provar
que a func¸a˜o θ : M∗1 ⊗M∗2 ⊗M∗3 → (M1 ⊗M2 ⊗M3)∗ e´ isomorfismo, pois
M1 ⊗M2 teria dimensa˜o infinita.
Provamos anteriormente que a func¸a˜o
ρ : M∗ ⊗N∗ −→ (M ⊗N)∗
f ⊗ g 7−→ ρ(f ⊗ g) : M ⊗N −→ k
m⊗ n 7−→ f(m)g(n)
e´ injetiva e que, se N ou M tiver dimensa˜o finita, enta˜o ρ e´ um isomorfismo.
Essa func¸a˜o ρ e´ u´til para definir uma multiplicac¸a˜o na a´lgebra dual de uma
coa´lgebra.
Sejam V e W dois k-espac¸os vetoriais e v : V → W um morfismo. Enta˜o
podemos definir uma func¸a˜o v∗ : W ∗ → V ∗ por v∗(f) = f ◦ v.1
Dada uma coa´lgebra (C,∆, ), queremos dar uma estrutura de a´lgebra a
C∗ = Hom(C, k). Enta˜o precisamos definir func¸o˜es M : C∗ ⊗ C∗ → C∗ e
u : k → C∗ que satisfac¸am os axiomas de a´lgebra.
Defina M : C∗ ⊗ C∗ → C∗ por M = ∆∗ρ:
C∗ ⊗ C∗ ρ−→ (C ⊗ C)∗ ∆∗−→ C∗
1(−)∗ : k − Esp → k − Esp e´ um funtor contravariante da categoria dos k-espac¸os
vetoriais em si mesma.
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Defina u : k → C∗ por u = ∗ψ, em que ψ : k → k∗ e´ o isomorfismo
canoˆnico:
k
ψ−→ k∗ ∗−→ C∗
Observe que, como ∆∗, ρ, ∗ e ψ sa˜o lineares, M e u tambe´m sa˜o.
Proposic¸a˜o 1.22. (C∗,M, u) e´ uma a´lgebra.
Demonstrac¸a˜o: E´ preciso mostrar que os diagramas abaixo comutam:
C∗ ⊗ C∗ ⊗ C∗ M⊗I //
I⊗M

C∗ ⊗ C∗
M

C∗ ⊗ C∗ M // C∗
C∗ ⊗ C∗
M

k ⊗ C∗
u⊗I
88qqqqqqqqqq
∼
&&MM
MM
MM
MM
MM
M
C∗ ⊗ k
I⊗u
ffMMMMMMMMMM
∼
xxqqq
qq
qq
qq
qq
C∗
Mostremos que M(I ⊗M) = M(M ⊗ I). Denotando M(f ⊗ g) por f ∗ g.
M(f ⊗ g)(c) = ∆∗ρ(f ⊗ g)(c)
= ρ(f ⊗ g)(∆(c))
= ρ(f ⊗ g)(∑(c1 ⊗ c2))
=
∑
f(c1)g(c2).
Da´ı,
((f ∗ g) ∗ h)(c) = ∑(f ∗ g)(c1)h(c2)
=
∑
f(c11)g(c12)h(c2)
=
∑
f(c1)g(c2)h(c3).
(f ∗ (g ∗ h))(c) = ∑ f(c1)(g ∗ h)(c2)
=
∑
f(c1)g(c21)h(c22)
=
∑
f(c1)g(c2)h(c3).
Logo, (f ∗ g) ∗ h = f ∗ (g ∗ h). Resta provar que u e´ “unidade”. De fato,
isso fica provado se for mostrado que u(1) e´ a identidade na multiplicac¸a˜o
definida por M, ou seja, se mostrarmos que u(1) ∗ f = f ∗ u(1) = f , ∀f ∈ C∗.
20
Mas u(α)(c) = ∗ψ(α)(c) = ψ(α)((c)) = α(c). Em particular, se α = 1,
enta˜o u(1) = .
(u(1) ∗ f)(c) = ∑u(1)(c1)f(c2)
=
∑
(c1)f(c2)
=
∑
f((c1)c2)
= f(
∑
(c1)c2)
= f(c),
pela propriedade da counidade.
Definic¸a˜o 1.23. Seja (C,∆, ) uma coa´lgebra. Enta˜o a a´lgebra (C∗,M, u)
constru´ıda acima e´ dita a a´lgebra dual da coa´gebra C. A multiplicac¸a˜o de C∗
e´ chamada de convoluc¸a˜o.
Pelo que fizemos acima, a` toda coa´lgebra podemos associar uma a´lgebra
dual. Surge, naturalmente, uma pergunta inversa: dada uma a´lgebra (A,M, u),
podemos associar “canonicamente”uma estrutura de coa´lgebra a A∗?
No caso anterior, a definic¸a˜o da multiplicac¸a˜o vinha de ∆ e da func¸a˜o ρ
definida no Lema ??:
M = ∆∗ρ : C∗ ⊗ C∗ ρ−→ (C ⊗ C)∗ ∆∗−→ C∗
Poder´ıamos tentar definir uma comultiplicac¸a˜o de forma ana´loga:
∆ : A∗ M
∗−→ (A⊗ A)∗ ρ−1−→ A∗ ⊗ A∗
Ou seja, queremos definir ∆ como sendo ρ−1M∗.
A dificuldade ao fazer isto e´ que ρ na˜o e´ necessariamente invert´ıvel. O
Lema ?? so´ nos garante isso no caso em que A tem dimensa˜o finita.
Seja (A,M, u) uma a´lgebra de dimensa˜o finita. Definimos ∆ : A∗ →
A∗ ⊗ A∗, ∆ = ρ−1M∗, e  : A∗ → k,  = ψu∗, em que ψ : k∗ → k e´ o
isomorfismo canoˆnico, ψ(f) = f(1). Com estas notac¸o˜es, temos o seguinte
resultado:
Lema 1.24. Se f ∈ A∗ e ∆(f) =
∑
i
gi ⊗ hi, enta˜o f(ab) =
∑
i
gi(a)hi(b).
Ale´m disso, se f(ab) =
∑
j
g
′
j(a)h
′
j(b), enta˜o
∑
i
gi ⊗ hi =
∑
j
g
′
j ⊗ h
′
j.
21
Demonstrac¸a˜o: Temos que ρ(∆(f))(a ⊗ b) =
∑
i
gi(a)hi(b). Mas ∆ =
ρ−1M∗. Logo, M∗(f)(a⊗ b) = f(M(a⊗ b)) = f(ab) =
∑
i
gi(a)hi(b).
Agora, se
∑
j
g
′
j(a)h
′
j(b) = f(ab), enta˜o ρ(
∑
j
g
′
j ⊗ h
′
j)(a⊗ b) = ρ(
∑
i
gi ⊗
hi)(a⊗ b). Pela injetividade de ρ,
∑
j
g
′
j ⊗ h
′
j =
∑
i
gi ⊗ hi.
Lembramos o corola´rio do Lema ??: se M1,M2, ...,Mn sa˜o k-espac¸os ve-
toriais, enta˜o a func¸a˜o
θ : M∗1 ⊗ · · · ⊗M∗n −→ (M1 ⊗ · · · ⊗Mn)∗
f1 ⊗ · · · ⊗ fn 7−→ θ(f1 ⊗ · · · ⊗ fn) : M1 ⊗ · · · ⊗Mn −→ k
m1 ⊗ · · · ⊗mn 7−→ f1(m1) · · · fn(mn)
e´ injetiva.
Proposic¸a˜o 1.25. Se (A,M, u) e´ uma a´lgebra de dimensa˜o finita, enta˜o
(A∗,∆, ) e´ uma coa´lgebra, com ∆ e  como definidas acima.
Demonstrac¸a˜o: Seja f ∈ A∗. Enta˜o ∆(f) =
∑
i
hi⊗gi, ∆(gi) =
∑
j
g
′
ij⊗g
′′
ij
e ∆(hi) =
∑
j
h
′
ij ⊗ h
′′
ij. Da´ı,
(∆⊗ I)∆(f) = (∆⊗ I)(
∑
i
hi ⊗ gi) =
∑
i,j
h
′
ij ⊗ h
′′
ij ⊗ gi e
(I ⊗∆)∆(f) = (I ⊗∆)(
∑
i
hi ⊗ gi) =
∑
i,j
hi ⊗ g′ij ⊗ g
′′
ij.
Seja θ : A∗⊗A∗⊗A∗ → (A⊗A⊗A)∗, θ(u⊗v⊗w)(a⊗b⊗c) = u(a)v(b)w(c).
Vamos provar a coassociatividade de ∆ usando a injetividade de θ - conforme
o corola´rio citado.
θ((∆⊗ I)∆(f))(a⊗ b⊗ c) = θ(
∑
i,j
(h
′
ij ⊗ h
′′
ij ⊗ gi)(a⊗ b⊗ c)
=
∑
i,j
h
′
ij(a)h
′′
ij(b)gi(c)
=
∑
i
hi(ab)gi(c)
= f(abc).
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θ((I ⊗∆)∆(f))(a⊗ b⊗ c) = θ(
∑
i,j
(hi ⊗ g′ij ⊗ g
′′
ij)(a⊗ b⊗ c)
=
∑
i,j
hi(a)g
′
ij(b)g
′′
ij(c)
=
∑
i
hi(a)gi(bc)
= f(abc).
Como a, b, c ∈ A e f ∈ A∗ sa˜o arbitra´rios, pela injetividade de θ, temos a
coassociatividade.
Ale´m disso, como (f) = ψu∗(f) = ψ(fu) = (fu)(1) = f(1). Portanto,(∑
i
(gi)hi
)
(a) =
∑
i
gi(1)hi(a)
= f(1.a) = f(a) e(∑
i
(hi)gi
)
(a) =
∑
i
hi(1)gi(a)
= f(1.a) = f(a).
Logo,
∑
i
(gi)hi) = f =
∑
i
(hi)gi, o que prova a propriedade da counidade.
Proposic¸a˜o 1.26. i) Se f : C → D e´ um morfismo de coa´lgebras, enta˜o
f ∗ : D∗ → C∗ e´ um morfismo de a´lgebras.
ii) Se f : A → B e´ um morfismo de a´lgebras de dimensa˜o finita, enta˜o
f ∗ : B∗ → A∗ e´ um morfismo de coa´lgebras.
Demonstrac¸a˜o: i) Sejam g, h ∈ D∗ e c ∈ C. Sendo f morfismo de coa´lgebras,
temos
(f ∗(g ∗ h))(c) = (g ∗ h)(f(c))
=
∑
g(f(c)1)h(f(c)2)
=
∑
g(f(c1))h(f(c2))
=
∑
(f ∗(g))(c1)(f ∗(h))(c2)
= (f ∗(g)) ∗ (f ∗(h))(c).
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Portanto, f ∗(g ∗ h) = (f ∗(g)) ∗ (f ∗(h)). Ale´m disso, f ∗(D) = Df = C , pois
f e´ morfismo de coa´lgebras. Logo, f ∗ e´ morfismo de a´lgebras.
ii) Temos que provar que os seguintes diagramas sa˜o comutativos:
B∗
f∗ //
∆B∗

A∗
∆A∗

B∗ ⊗B∗ f
∗⊗f∗// A∗ ⊗ A∗
B∗
f∗ //
B∗   A
AA
AA
AA
A A
∗
A∗~~ ~
~~
~~
~~
k
Seja s ∈ B∗. Enta˜o (∆A∗f ∗)(s) = ∆A∗(sf) =
∑
i
gi ⊗ hi. Sejam tambe´m
∆B∗(s) =
∑
j
pj ⊗ qj e ρ : A∗ ⊗ A∗ → (A⊗ A)∗ a injec¸a˜o canoˆnica, tal como
definida no Lema ?? – que e´ injetiva. Sejam a ∈ A e b ∈ B. Tem-se que
ρ((∆A∗f
∗)(s))(a⊗ b) =
∑
i
gi(a)hi(b) = (sf)(ab).
Por outro lado,
ρ((f ∗ ⊗ f ∗)∆B∗(s))(a⊗ b) = ρ(
∑
j
pjf ⊗ qjf)(a⊗ b)
=
∑
j
(pjf)(a)(qjf)(b)
=
∑
j
pj(f(a))qj(f(b))
= s(f(a)f(b))
= s(f(ab)).
A u´ltima igualdade decorre de f ser morfismo de a´lgebras. Como ρ e´ injetiva,
o primeiro diagrama comuta.
Ale´m disso,
(A∗f
∗)(s) = A∗(sf) = (sf)(1) = s(f(1)) = s(1) = B∗(s).
Portanto, o segundo diagrama comuta e, da´ı, f ∗ e´ morfismo de coa´lgebras.
Corola´rio 1.27. i) (−)∗ : k − Cog → k − Alg e´ funtor contravariante.
ii) (−)∗ : f.d.k − Alg → k − Cog e´ funtor contravariante.
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1.4 O dual finito de uma a´lgebra
Dada uma coa´lgebra (C,∆, ), conseguimos definir uma a´lgebra dual C∗, com
M = ∆∗ρ e u = ∗ψ. No entanto, so´ obtivemos a dualizac¸a˜o de uma a´lgebra
A para uma coa´lgebra dual A∗ no caso em que A tem dimensa˜o finita. Vamos
mostrar que, dada uma a´lgebra A, podemos “naturalmente”associar uma
estrutura de coa´lgebra, agora na˜o a A∗, mas a um subespac¸o A◦ ⊆ A∗, que e´
chamado de dual finito de A.
Definic¸a˜o 1.28. Seja (A,M, u) uma a´lgebra. O dual finito de A e´ o conjunto
A◦ = {f ∈ A∗ : ∃I / A; I ⊆ ker(f) e dim(A/I) <∞}.
Quando um ideal I de A e´ tal que dim(A/I) <∞, dizemos que I possui
codimensa˜o finita.
Lema 1.29. Sejam V um espac¸o vetorial e X, Y ⊆ V subespac¸os. Se X e Y
possuem codimensa˜o finita, enta˜o X ∩ Y tambe´m possui codimensa˜o finita.
Demonstrac¸a˜o: Seja γ : V → V/X × V/Y o morfismo de k-espac¸os ve-
toriais dado por γ(v) = (v + X, v + Y ). Enta˜o e´ fa´cil ver que ker(γ) =
X ∩ Y . Da´ı, pelo teorema do homomorfismo, V/ker(γ) ' Im(γ) ⊆ V/X ×
V/Y . Mas dim(V/X) < ∞ e dim(V/Y ) < ∞. Logo, dim(V/ker(γ)) =
dim(V/X ∩ Y ) <∞, isto e´, X ∩ Y tem codimensa˜o finita.
Proposic¸a˜o 1.30. A◦ e´ subespac¸o vetorial de A∗.
Demonstrac¸a˜o: Temos que mostrar que 0 ∈ A◦; que, se f, g ∈ A◦, enta˜o
f+g ∈ A◦ e que, se α ∈ k e f ∈ A◦, enta˜o αf ∈ A◦. 0 ∈ A◦, pois ker(0) = A e,
da´ı, A/ker(0) = A/A = 0, que possui dimensa˜o finita. Tomando I = ker(0),
veˆ-se que I possui codimensa˜o finita e, portanto, 0 ∈ A◦.
Sejam f, g ∈ A◦. Por definic¸a˜o, existem ideais If / A e Ig / A, com
If ⊆ ker(f) e Ig ⊆ ker(g), tais que dim(A/If ) < ∞ e dim(A/Ig) < ∞.
Logo, If ∩ Ig ⊆ ker(f) ∩ ker(g) ⊆ ker(f + g), ou seja, If ∩ Ig / A, com
If ∩ Ig ⊆ ker(f + g). Ale´m disso, pelo lema anterior, dim(A/If ∩ Ig) < ∞.
Portanto, f + g ∈ A◦. Sejam, agora, α ∈ k e f ∈ A◦. Para ver que αf ∈ A◦,
basta notar que If ⊆ ker(f) ⊆ ker(αf).
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Lema 1.31. Seja f : A → B um morfismo de a´lgebras. Se J / B e´ tal
que dim(B/J) < ∞, enta˜o f−1(J) / A e dim(A/f−1(J)) < ∞. Em outras
palavras, imagem inversa de um ideal de codimensa˜o finita e´ um ideal de
codimensa˜o finita.
Demonstrac¸a˜o: Considere A
f→ B pi→ B/J , com pi : B → B/J a projec¸a˜o
canoˆnica. Temos que ker(pif) = {a ∈ A : (pif)(a) = 0} = {a ∈ A : f(a) ∈
J} = f−1(J). Logo, f−1(J) e´ ideal (pois o kernel e´ ideal) e, pelo teorema
do homomorfismo, A/f−1(J) = A/ker(pi ◦ f) ' Im(pi ◦ f) ⊆ B/J . Mas
dim(B/J) <∞. Portanto, dim(A/f−1(J)) <∞.
Lema 1.32. Seja f : A→ B morfismo de a´lgebras. Enta˜o:
i) f ∗(B◦) ⊆ A◦.
ii) ρ(A◦ ⊗B◦) = (A⊗B)◦.
iii) M∗(A◦) ⊆ ρ(A◦ ⊗ A◦).
A func¸a˜o ρ acima e´ aquela definida no Lema ??, que e´ usada para definir
a multiplicac¸a˜o da a´lgebra dual. Evidentemente, os conjuntos sobre os quais
ela esta´ definida em cada item acima varia no contexto. Mantivemos a mesma
notac¸a˜o, para uma melhor assimilac¸a˜o das operac¸o˜es, visto que ja´ usamos a
func¸a˜o ρ diversas vezes anteriormente, sempre com a mesma notac¸a˜o.
Demonstrac¸a˜o: i) Seja g ∈ B◦. E´ preciso mostrar que ∃J / A tal que
J ⊆ ker(f ∗(g)) e dim(A/J) <∞. Por hipo´tese, ∃I / B tal que I ⊆ ker(g) e
dim(B/I) <∞. Pelo Lema ??, f−1(I)/A e dim(A/f−1(I)) <∞. Lembrando
que f ∗(g) = gf e tomando J = f−1(I), so´ falta mostrar que J ⊆ ker(f ∗(g)) =
ker(gf). De fato, temos (gf)(J) = g(f(f−1(I))) ⊆ g(I) = 0, pois I ⊆ ker(g).
ii) Primeiro mostraremos que ρ(A◦ ⊗ B◦) ⊆ (A ⊗ B)◦. Sejam f ∈ A◦
e g ∈ B◦. Enta˜o existem ideais I / A e J / B tais que I ⊆ ker(f), com
dim(A/I) <∞, e J ⊆ ker(g), com dim(B/J) <∞.
Afirmac¸a˜o: I⊗B + A⊗J / A⊗B.
Sejam α, β ∈ I⊗B + A⊗J . Enta˜o α =
∑
i
αIi ⊗ βi +
∑
j
αj ⊗ βJj e β =
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∑
i
γIi ⊗ σi +
∑
j
γj ⊗ σJj .
α+β =
∑
i
(αIi ⊗ βi + γIi ⊗ σi)+
∑
j
(αj ⊗ βJj + γj ⊗ σJj ) ∈ I ⊗B + A⊗ J .
Sejam α ∈ I ⊗B + A⊗ J e ξ ∈ A⊗B. Enta˜o,
ξα =
(∑
i
ξAi ⊗ ξBi
)(∑
j
αIj ⊗ bj +
∑
k
ak ⊗ αJk
)
=
∑
i,j
ξAi α
I
j ⊗ ξBi bj +
∑
i,k
ξAi ak ⊗ ξBi αJk .
Como I / A e J / B, enta˜o ξAi α
I
j ∈ I e ξBi αJk ∈ J . Portanto, a primeira
soma do lado direito esta´ em I ⊗ B e a segunda, em A ⊗ J . Ou seja,
ξα ∈ I ⊗B + A⊗ J . Isso prova a afirmac¸a˜o.
Seja T = I ⊗B + A⊗ J e considere o diagrama comutativo:
A⊗B pi //
piI⊗piJ

(A⊗B)/T
h
yys s
s
s
s
s
s
s
s
s
s
A/I ⊗B/J
Para mostrar a existeˆncia de h, pelo teorema do homomorfismo, e´ suficiente
mostrar que T ⊆ ker(piI ⊗ piJ). O Lema ?? nos diz que, dados f : V1 →
V2 e g : W1 → W2 morfismos de k-espac¸os vetoriais, tem-se ker(f ⊗ g) =
ker(f)⊗W1 + V1 ⊗ ker(g). Tomando f = piI , V1 = A, V2 = A/I, g = piJ ,
W1 = B e W2 = B/J , temos ker(piI) = I e ker(piJ) = J . Assim, T =
ker(piI ⊗ piJ).
Da´ı, pelo teorema do homomorfismo, (A ⊗ B)/T ' A/I ⊗ A/J e, pelo
Corola´rio ??, dim(A/I ⊗ A/J) <∞. Portanto, dim((A⊗B)/T ) <∞. Logo,
T possui codimensa˜o finita. Se mostrarmos que T ⊆ ker(ρ(f ⊗ g)), teremos
provado que ρ(f ⊗ g) ∈ (A⊗B)◦. De fato,
ρ(f ⊗ g)(
∑
i
αIi ⊗ bi +
∑
j
aj ⊗ βJj ) =
∑
i
f(αIi )g(bi) +
∑
j
f(aj)g(β
J
j ) = 0,
pois αIi ∈ I ⊆ ker(f) e βJj ∈ J ⊆ ker(g). Logo, ρ(f ⊗ g) ∈ (A⊗B)◦.
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Temos ainda que provar a inclusa˜o contra´ria, ou seja, mostrar que (A ⊗
B)◦ ⊆ ρ(A◦ ⊗B◦).
Seja h ∈ (A ⊗ B)◦. Enta˜o ∃Ω / A ⊗ B tal que Ω ⊆ ker(h) e dim((A ⊗
B)/Ω) <∞. Consideremos I = {a ∈ A : a⊗1 ∈ Ω} e J = {b ∈ B : 1⊗b ∈ Ω}.
Enta˜o I / A e J / B (se a ∈ A e α ∈ I, aα ∈ I, pois aα⊗ 1 = (a⊗ 1)(α⊗ 1)
e α⊗ 1 ∈ Ω e Ω / A⊗B; analogamente, αa ∈ I).
Definindo ϕ : A → A ⊗ B, por ϕ(a) = a ⊗ 1, segue que ϕ e´ morfismo
de a´lgebras e ϕ−1(Ω) = {a ∈ A : ϕ(a) ∈ Ω} = {a ∈ A : a ⊗ 1 ∈ Ω} = I.
Pelo Lema ??, I possui codimensa˜o finita. Analogamente, definindo σ : B →
A⊗B, por σ(b) = 1⊗ b, tem-se J = σ−1(Ω) e, da´ı, J tem codimensa˜o finita.
Seja T = I ⊗B + A⊗ J . Enta˜o T possui codimensa˜o finita, pois (A ⊗
B)/T ' A/I ⊗ B/J . Mostremos que T ⊆ Ω. Seja x ∈ T . Enta˜o x =∑
i
αIi ⊗ bi +
∑
j
aj ⊗ βJj =
∑
i
(αIi ⊗ 1)(1⊗ bi) +
∑
j
(aj ⊗ 1)(1⊗ βJj ). Como
αIi ⊗1 ∈ Ω e 1⊗βJj ∈ Ω, segue que x ∈ Ω, pois Ω e´ ideal de A⊗B. Ale´m disso,
h(T ) = 0, pois T ⊆ Ω ⊆ ker(h). Podemos, pelo teorema do homomorfismo,
considerar o seguinte diagrama:
A⊗B piI⊗piJ //
h

A/I ⊗B/J
h¯=h′τ
zzt
t
t
t
t
t
t
t
t
t
t
∼
τ
// (A⊗B)/T
∃!h′
ttiiii
iii
iii
iii
iii
iii
iii
iii
iii
iii
iii
iii
iii
k
Da´ı, h¯ ∈ (A/I ⊗ B/J)∗. Como A/I,B/J sa˜o de dimensa˜o finita, segue
que a func¸a˜o definida no Lema ?? θ : (A/I)∗ ⊗ (B/J)∗ → (A/I ⊗ B/J)∗ e´
isomorfismo. Portanto, existem {γi}i ⊆ (A/I)∗ e {δi}i ⊆ (B/J)∗ tais que
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h¯ = θ(
∑
i γi ⊗ δi). Enta˜o,
h(a⊗ b) = (h¯(piI ⊗ piJ))(a⊗ b)
= h¯((a+ I)⊗ (b+ j))
= θ(
∑
i
γi ⊗ δi)((a+ I)⊗ (b+ J))
=
∑
i
γi(a+ I)δi(b+ J)
=
∑
i
(γipiI)(a)(δipiJ)(b)
= ρ(
∑
i
(γipiI)⊗ (δipiJ))(a⊗ b).
Portanto, h = ρ(
∑
i
(γipiI)⊗(δipiJ)). Falta mostrar que γipiI ∈ A◦ e δipiJ ∈ B◦.
Isso ocorre, pois (γipiI)(I) = 0 e (δipiJ)(J) = 0, isto e´, I / A e J / B, I ⊆
ker(γipiI) e J ⊆ ker(δipiJ), com dim(A/I) <∞ e dim(B/J) <∞. Destarte,
h ∈ ρ(A◦ ⊗B◦).
iii) Seja f ∈ A◦. Enta˜o existe I / A, com I ⊆ ker(f) e dim(A/I) < ∞.
Observe que M∗(f) = fM : A⊗ A→ k, ou seja, fM ∈ (A⊗ A)∗.
Temos I⊗A+A⊗I e´ um ideal de A⊗A, que possui codimensa˜o finita. Pelo
item (ii), ρ(A◦⊗A◦) = (A⊗A)◦. Mostremos que I ⊗A+A⊗ I ⊆ ker(fM).
De fato,
(fM)
(∑
i
αIi ⊗ ai +
∑
j
a′j ⊗ α′Ij
)
= f
(∑
i
αIi ai +
∑
j
a′jα
′I
j
)
=
∑
i
f(αIi ai) +
∑
j
f(a′jα
′I
j ) = 0.
A u´ltima igualdade ocorre porque αIi ai ∈ I, a′jα′Ij ∈ I e I ⊆ ker(f). Portanto,
M∗(f) ∈ (A⊗ A)◦ = ρ(A◦ ⊗ A◦).
Por este u´ltimo resultado, sabemos que ρ : A◦ ⊗ A◦ → (A ⊗ A)◦ e´ iso-
morfismo e, portanto, invert´ıvel. Como hav´ıamos dito, a nossa dificuldade
para definir uma estrutura de coa´lgebra sobre o espac¸o dual de uma a´lgebra
surgia de na˜o podermos inverter a func¸a˜o ρ para os casos de dimensa˜o infi-
nita. Agora, mostramos que e´ poss´ıvel inverteˆ-la, desde que a restrinjamos
ao dual finito – cuja dimensa˜o na˜o e´ necessariamente finita. Ale´m disso, sa-
bemos que M∗|A◦ : A◦ → M∗(A◦) ⊆ ρ(A◦ ⊗ A◦). Logo, podemos fazer a
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composic¸a˜o A◦ → ρ(A◦ ⊗ A◦) → A◦ ⊗ A◦, dada por ρ−1M∗|A◦ . Definimos,
enta˜o, ∆ : A◦ → A◦ ⊗ A◦ por ∆ = ρ−1M∗|A◦ ; definimos tambe´m  : A◦ → k,
(f) = f(1). Ao inve´s de escrevermos M∗|A◦ , abreviaremos por M∗, ficando
clara a restric¸a˜o da aplicac¸a˜o ao dual finito pelo contexto.
Teorema 1.33. (A◦,∆, ) e´ uma coa´lgebra.
Demonstrac¸a˜o: Sejam ρ : A◦ ⊗ A◦ → (A⊗ A)◦ ⊆ (A⊗ A)∗, j : A◦ ↪→ A∗ e
θ : A◦⊗A◦⊗A◦ → (A⊗A⊗A)∗. Vamos provar a comutatividade do seguinte
diagrama:
(A⊗ A)∗ (I⊗M)
∗
// (A⊗ A⊗ A)∗
A∗
M∗
33ggggggggggggggggggggggggggg
M∗
// (A⊗ A)∗
(M⊗I)∗
22fffffffffffffffffffffffffff
A◦ ⊗ A◦
ρ
OO
I⊗∆ // A◦ ⊗ A◦ ⊗ A◦
θ
OO
A◦
j
OO
∆
//
∆
33gggggggggggggggggggggggggggg A◦ ⊗ A◦
∆⊗I
22eeeeeeeeeeeeeeeeeeeeeeeeeeee
ρ
OO
Observe que o diagrama da face inferior do cubo e´ exatamente o da coasso-
ciatividade de ∆. O objetivo e´ mostrar, atrave´s da comutatividade das outras
faces do diagrama, que θ(∆⊗ I)∆ = θ(I ⊗∆)∆, o que, pela injetividade de
θ, implica (∆⊗ I)∆ = (I ⊗∆)∆.
Diagrama frontal (DF): seja f ∈ A◦. Note que M∗(f) = (M∗j)(f). Ale´m
disso, (ρ∆)(f) = (ρρ−1M∗)(f) = M∗(f) = (M∗j)(f). Logo, ρ∆ = M∗j.
Observe que este diagrama e´ igual ao diagrama lateral esquerdo.
Diagrama lateral direito (DLD): tem-se que mostrar que θ(∆⊗I) = (M⊗
I)∗ρ. Seja f ∈ A◦. Enta˜o ∆(f) =
∑
i
f 1i ⊗ f 2i e ρ−1M∗(f) =
∑
i
f 1i ⊗ f 2i .
Logo, fM = M∗(f) =
∑
i
ρ(f 1i ⊗f 2i ). Portanto, ∀a, b ∈ A, f(ab) =
∑
i
ρ(f 1i ⊗
f 2i )(a⊗ b) =
∑
i
f 1i (a)f
2
i (b).
30
Sejam f, g ∈ A◦ e a, b, c ∈ A. Enta˜o tem-se:
(θ(∆⊗ I)(f ⊗ g))(a⊗ b⊗ c) = θ(
∑
i
f 1i ⊗ f 2i ⊗ g)(a⊗ b⊗ c)
=
∑
i
f 1i (a)f
2
i (b)g(c)
= f(ab)g(c).
((M ⊗ I)∗ρ)(f ⊗ g)(a⊗ b⊗ c) = (M ⊗ I)∗(ρ(f ⊗ g))(a⊗ b⊗ c)
= (ρ(f ⊗ g))((M ⊗ I)(a⊗ b⊗ c))
= ρ(f ⊗ g)(ab⊗ c)
= f(ab)g(c).
Logo, θ(∆⊗ I) = (M ⊗ I)∗ρ.
Diagrama traseiro (DT): e´ semelhante ao diagrama lateral direito.
Diagrama superior (DS): lembrando que M e´ a multiplicac¸a˜o da a´lgebra
e que (−)∗ e´ contravariante, tem-se (M ⊗ I)M∗ = (M(M ⊗ I))∗ = (M(I ⊗
M))∗ = (I ⊗M)∗M∗.
Portanto,
θ(∆⊗ I)∆ = (M ⊗ I)∗ρ∆ (DLD)
= (M ⊗ I)∗M∗j (DF )
= (I ⊗M)∗M∗j (DS)
= (I ⊗M)∗ρ∆ (DF )
= θ(I ⊗∆)∆ (DT )
Para provar a propriedade da counidade, seja f ∈ A◦ e ∆(f) = ∑i gi⊗hi.
Enta˜o sumi((gi)hi)(a) =
∑
i
(gi(1)hi)(a) =
∑
i
gi(1)hi(a) = f(1.a) = f(a),
∀a ∈ A. Analogamente, para o outro caso.
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Cap´ıtulo 2
Como´dulos
No cap´ıtulo anterior, apresentamos as coa´lgebras como objetos duais das
a´lgebras. Agora, dualizaremos a noc¸a˜o de mo´dulo. Um mo´dulo e´ um mo´dulo
sobre um anel R; na dualizac¸a˜o, um como´dulo sera´ um como´dulo sobre uma
coa´lgebra C.
2.1 Definic¸o˜es e exemplos
Definic¸a˜o 2.1. Seja (A,M, u) uma k-a´lgebra. Um A-mo´dulo a` esquerda e´
um par (X,µ), em que X e´ um k-espac¸o vetorial e µ : A ⊗ X → X e´ um
morfismo de k-espac¸os vetoriais tal que os seguintes diagramas comutam:
A⊗ A⊗X I⊗µ //
M⊗I

A⊗X
µ

A⊗X µ // X
A⊗X
µ

k ⊗X
u⊗I
99ssssssssss
∼
%%KK
KK
KK
KK
KK
X
Nos diagramas acima na˜o indicamos precisamente quais sa˜o as identida-
des I em cada caso, ficando claro pelo contexto. Sempre que na˜o houver
possibilidade de confusa˜o, faremos o mesmo.
A definic¸a˜o de A-mo´dulo a` direita e´ ana´loga, diferindo apenas na definic¸a˜o
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da func¸a˜o µ que seria agora µ : X ⊗ A → X. Chamaremos essa func¸a˜o µ
de aplicac¸a˜o de estrutura. Quando dualizarmos a noc¸a˜o de mo´dulo para
como´dulo, a func¸a˜o que fara´ o papel dessa µ tambe´m sera´ chamada aplicac¸a˜o
de estrutura. Isso na˜o levara´ a confuso˜es.
Na definic¸a˜o de A-mo´dulo, partimos de um k-espac¸o vetorial dado e de
uma k-a´lgebra dada e, essencialmente, definimos uma operac¸a˜o que relaciona
as duas estruturas. Para a dualizac¸a˜o, partiremos tambe´m de um espac¸o
vetorial, mas agora usaremos uma coa´lgebra no lugar de uma a´lgebra - o que
esta´ no esp´ırito da ide´ia de dualizac¸a˜o, ja´ que coa´lgebra e´ uma noc¸a˜o dual de
uma a´lgebra.
Definic¸a˜o 2.2. Seja (C,∆, ) um k-coa´lgebra. Um C-como´dulo a` direita e´
um par (M,ρ), em que M e´ um k-espac¸o vetorial e ρ : M → M ⊗ C e´ um
morfismo de k-espac¸os vetoriais tal que os seguintes diagramas comutam:
M
ρ

ρ //M ⊗ C
I⊗∆

M ⊗ C
ρ⊗I
//M ⊗ C ⊗ C
M
ρ

∼
%%LL
LL
LL
LL
LL
M ⊗ k
M ⊗ C
I⊗
99rrrrrrrrrr
A comutatividade dos diagramas diz que (∆⊗I)ρ = (I⊗ρ)ρ e que (⊗I)ρ
e´ o isomorfismo canoˆnico.
Como no caso das coa´lgebras, tambe´m temos uma notac¸a˜o de Sweedler
para como´dulos. Se m ∈ M , enta˜o escrevemos ρ(m) = ∑m0 ⊗m1, em que
m0 ∈M e m1 ∈ C.
Explicitamente, o significado da comutatividade do primeiro diagrama nos
diz que
∑
m0 ⊗ m11 ⊗ m12 =
∑
m00 ⊗ m01 ⊗ m1 =
∑
m0 ⊗ m1 ⊗ m2. O
segundo diagrama diz que
∑
m0 (m1) = m.
Exemplo 2.3. Toda coa´lgebra (C,∆, ) e´ um C-como´dulo a` direita e a` es-
querda, com a aplicac¸a˜o de estrutura dada por ∆. De fato, o primeiro di-
agrama e´ exatamente o diagrama da comultiplicac¸a˜o da coa´lgebra (substi-
tuindo ρ por ∆), que comuta – pois C e´ coa´lgebra; o segundo diagrama e´ um
dos lados do diagrama da counidade da coa´lgebra.
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Exemplo 2.4. Sejam (C,∆, ) uma k-coa´lgebra e X um k-espac¸o vetorial.
Enta˜o X ⊗ C e´ um C-como´dulo a` direita, com a aplicac¸a˜o de estrutura ρ :
X ⊗C → X ⊗C ⊗C dada por ρ = IX ⊗∆, em que IX e´ a identidade em X.
Temos que verificar que o seguinte diagrama comuta:
X ⊗ C
IX⊗∆

IX⊗∆ // X ⊗ C ⊗ C
IX⊗C⊗∆

X ⊗ C ⊗ C IX⊗∆⊗I // X ⊗ C ⊗ C ⊗ C
De fato, sejam x ∈ X e c ∈ C, enta˜o
(IX ⊗∆⊗ I)(IX ⊗∆)(x⊗ c) = (IX ⊗∆⊗ I)(x⊗∆(c))
= (IX ⊗∆⊗ I)(x⊗ (
∑
c1 ⊗ c2))
=
∑
(IX ⊗∆⊗ I)(x⊗ c1 ⊗ c2)
=
∑
x⊗∆(c1)⊗ c2
=
∑
x⊗ c11 ⊗ c12 ⊗ c2
=
∑
x⊗ c1 ⊗ c2 ⊗ c3.
Por outro lado,
(IX⊗C ⊗∆)(IX ⊗∆)(x⊗ c) = (IX⊗C ⊗∆)(x⊗∆(c))
= (IX⊗C ⊗∆)(x⊗ (
∑
c1 ⊗ c2))
=
∑
(IX⊗C ⊗∆)(x⊗ c1 ⊗ c2)
=
∑
x⊗ c1 ⊗∆(c2)
=
∑
x⊗ c1 ⊗ c21 ⊗ c22
=
∑
x⊗ c1 ⊗ c2 ⊗ c3.
Portanto, (IX ⊗ ∆ ⊗ I)(IX ⊗ ∆) = (IX⊗C ⊗ ∆)(IX ⊗ ∆), o que mostra a
comutatividade do primeiro diagrama. Resta mostrar a comutatividade do
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segundo diagrama, isto e´,
X ⊗ C
IX⊗∆

∼
ψ ((QQ
QQ
QQ
QQ
QQ
QQ
X ⊗ C ⊗ k
X ⊗ C ⊗ C
IX⊗C⊗
66mmmmmmmmmmmm
(IX⊗C ⊗ )(IX ⊗∆)(x⊗ c) = (IX⊗C ⊗ )(x⊗ (
∑
c1 ⊗ c2))
= (IX⊗C ⊗ )(
∑
x⊗ c1 ⊗ c2)
=
∑
(IX⊗C ⊗ )(x⊗ c1 ⊗ c2)
=
∑
x⊗ c1 ⊗ (c2)
=
∑
x⊗ c1(c2)⊗ 1
= x⊗
∑
c1(c2)⊗ 1
(∗)
= x⊗ c⊗ 1
= ψ(x⊗ c).
Na igualdade (∗) foi usada a propriedade da counidade.
Definic¸a˜o 2.5. Sejam A uma k-a´lgebra, (X, ν) e (Y, µ) dois A-mo´dulos a`
esquerda. Uma aplicac¸a˜o k-linear f : X → Y e´ dita um morfismo de A-
mo´dulos se o diagrama abaixo e´ comutativo:
A⊗X I⊗f //
ν

A⊗ Y
µ

X
f
// Y
Definic¸a˜o 2.6. Sejam C uma k-coa´lgebra, (M,ρ) e (N, φ) dois C-como´dulos
a` direita. Uma func¸a˜o k-linear g : M → N e´ dita um morfismo de C-
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como´dulos se o diagrama abaixo comuta:
M
g //
ρ

N
φ

M ⊗ C
g⊗I
// N ⊗ C
A comutatividade do diagrama pode ser escrita na notac¸a˜o sigma como
φ(g(c)) =
∑
g(c(0))⊗ c(1).
Os C-como´dulos (a` direita) com os morfismos definidos como acima de-
terminam uma categoria, a categoria dos C-como´dulos (a` direita), denotada
por MC.
2.2 Subcomo´dulos e como´dulos quociente
Definic¸a˜o 2.7. Seja (M,ρ) um C-como´dulo a` direita. Um k-subespac¸o N ⊆
M e´ dito um C-subcomo´dulo a` direita se ρ(N) ⊆ N ⊗ C.
Proposic¸a˜o 2.8. Sejam M um C-como´dulo a` direita e N ⊆ M um C-
subcomo´dulo. Enta˜o existe uma u´nica estrutura de C-como´dulo a` direita em
M/N tal que pi : M →M/N e´ um morfismo de como´dulos.
Demonstrac¸a˜o: O teorema do homomorfismo (de espac¸os vetoriais) diz que,
se f : M → A e´ um homomorfismo de espac¸os vetoriais e N ⊆ ker(f) e´ um
subespac¸o, enta˜o existe um u´nico homomorfismo f¯ : M/N → A tal que
f¯pi = f .
Agora, (pi ⊗ I)ρ(N) ⊆ (pi ⊗ I)(N ⊗ C) ⊆ pi(N) ⊗ C = 0, pois pi(N) = 0.
Logo, N ⊆ ker((pi⊗ I)ρ). Portanto, existe um u´nico homomorfismo ρ¯ tal que
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o diagrama abaixo comuta:
M
ρ

pi //
(pi⊗I)ρ
$$J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
M/N
ρ¯

M ⊗ C pi⊗I // (M/N)⊗ C
Da´ı, para qualquer m ∈M ,
ρ¯(m¯) = ρ¯pi(m)
= (pi ⊗ I)ρ(m)
= (pi ⊗ I)(
∑
m0 ⊗m1)
=
∑
pi(m0)⊗m1
=
∑
m¯0 ⊗m1.
Portanto, ρ¯(m¯) =
∑
m¯0⊗m1. Afirmamos que (M/N, ρ¯) e´ um C-como´dulo a`
direita.
E´ preciso verificar que (I ⊗∆)ρ¯ = (ρ¯⊗ I)ρ¯.
(I ⊗∆)ρ¯(m¯) = (I ⊗∆)(
∑
m¯0 ⊗m1) =
∑
m¯0 ⊗m1 ⊗m2;
(ρ¯⊗ I)ρ¯(m¯) = (ρ¯⊗ I)(
∑
m¯0 ⊗m1) =
∑
ρ¯(m¯0)⊗m1 =
∑
m¯0 ⊗m1 ⊗m2
Portanto, (I ⊗∆)ρ¯ = (ρ¯⊗ I)ρ¯, como quer´ıamos.
A unicidade da estrutura decorre da unicidade de ρ¯ para que o diagrama
comute.
Resta ainda mostrar que pi : M → M/N e´ morfismo de como´dulos. Para
isto, o seguinte diagrama tem que comutar:
M
ρ

pi //M/N
ρ¯

M ⊗ C pi⊗I // (M/N)⊗ C
Mas este e´ exatamente o diagrama anterior que sabemos que comuta.
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Proposic¸a˜o 2.9. Sejam M e N dois C-como´dulos a` direita e f : M → N um
morfismo de como´dulos. Enta˜o Im(f) e´ um C-subcomo´dulo de N e Ker(f)
e´ um C-subcomo´dulo de M .
Demonstrac¸a˜o: Sejam ρM : M → M ⊗ C e ρN : N → N ⊗ C as respec-
tivas aplicac¸o˜es de estrutura dos dois C-como´dulos. Como f e´ morfismo de
como´dulos, temos (f ⊗ I)ρM(Ker(f)) = ρNf(Ker(f)) = 0.
Logo, ρM(Ker(f)) ⊆ Ker(f ⊗ I) = Ker(f) ⊗ C. Esta u´ltima igualdade
decorre do Lema ??. Destarte, Ker(f) e´ subcomo´dulo de M .
Por outro lado, ρN(Im(f)) = (ρNf)(M) = (f ⊗ I)ρM(M) ⊆ Im(f)⊗ C.
Portanto, Im(f) e´ subcomo´dulo de N .
Teorema 2.10. (Teorema do isomorfismo) Sejam pi : M → M/Ker(f),
i : Im(f) ↪→ N e f : M → N morfismos de C-como´dulos a` direita. Enta˜o
existe um u´nico isomorfismo de C-como´dulos f¯ : M/Ker(f) → Im(f) tal
que o diagrama abaixo comuta:
M
f //
pi

N
M/Ker(f)
f¯ // Im(f)
i
OO
Demonstrac¸a˜o: Pelo teorema do isomorfismo de espac¸os vetoriais, existe
uma u´nica func¸a˜o k-linear f¯ : M/Ker(f) → Im(f) tal que o diagrama co-
muta, i.e., f¯(m¯) = f(m). Ale´m disso, essa func¸a˜o e´ isomorfismo de espac¸os
vetoriais. Para provar o teorema, enta˜o, so´ precisamos verificar que f¯ e´ mor-
fismo de como´dulos.
Sejam ω : M/Ker(f) → (M/Ker(f)) ⊗ C e ϑ : Im(f) → Im(f) ⊗ C as
aplicac¸o˜es de estrutura dos respectivos como´dulos. E´ preciso mostrar que o
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diagrama abaixo comuta:
M/Ker(f)
f¯ //
ω

Im(f)
ϑ

(M/Ker(f))⊗ C f¯⊗I // Im(f)⊗ C
Por outro lado,
(f¯ ⊗ I)ω(m¯) = (f¯ ⊗ I)(
∑
m¯0 ⊗m1)
=
∑
f¯(m¯0)⊗m1
=
∑
f(m0)⊗m1
=
∑
f(m)0 ⊗ f(m)1
= ϑ(f(m))
= (ϑf¯)(m¯)
A quarta igualdade ocorre, pois f e´ morfismo de como´dulos. Como isto vale
para todo m¯ ∈ M/Ker(f), segue que (f¯ ⊗ I)ω = ϑf¯ , ou seja, o diagrama
comuta. Isto termina a demonstrac¸a˜o.
2.3 Mo´dulos racionais
Sejam C uma coa´lgebra e C∗ sua a´lgebra dual. Se M e´ um k-espac¸o vetorial
e ω : M → M ⊗ C e´ uma aplicac¸a˜o k-linear, defina ψω : C∗ ⊗M → M por
ψω = φ(γ ⊗ IM)(IC∗ ⊗ T )(IC∗ ⊗ ω), em que φ : k ⊗M →M e´ o isomorfismo
canoˆnico, T : M ⊗ C → C ⊗M e´ a func¸a˜o“twist”, T (m ⊗ c) = c ⊗m (ver
Exemplo ??) e γ : C∗ ⊗ C → k e´ dada por γ(f ⊗ c) = f(c).
Proposic¸a˜o 2.11. Existe γ : C∗⊗C → k k-linear dada por γ(f ⊗ c) = f(c).
Demonstrac¸a˜o: Seja h : C∗ × C → k dada por h(f, c) = f(c). Temos
que h e´ balanceada. De fato, sejam f, f1, f2 ∈ C∗ e c, c1, c2 ∈ C. Enta˜o
h(f1 + f2, c) = (f1 + f2)(c) = f1(c) + f2(c) = h(f1, c) +h(f2, c); h(f, c1 + c2) =
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f(c1 + c2) = f(c1) + f(c2) = h(f, c1) + h(f, c2), pela linearidade de f , e
h(fr, c) = (fr)(c) = f(c)r = rf(c) = f(rc) = h(f, rc), ∀ r ∈ k. Portanto,
existe um u´nico homomorfismo γ : C∗ ⊗ C → k tal que γ(f ⊗ c) = f(c).
Isso nos mostra que ψω e´ k-linear, pois e´ composic¸a˜o de func¸o˜es linea-
res. Definida ψω, queremos dar uma expressa˜o para ψω(f ⊗m) sabendo que
ω(m) =
∑
i
mi ⊗ ci. Calculando explicitamente, sejam m ∈M e f ∈ C∗:
ψω(f ⊗m) = φ(γ ⊗ IM)(IC∗ ⊗ T )(IC∗ ⊗ ω)(f ⊗m)
= φ(γ ⊗ IM)(IC∗ ⊗ T )(f ⊗ (
∑
i
mi ⊗ ci))
= φ(γ ⊗ IM)(f ⊗ (
∑
i
ci ⊗mi))
= φ(γ ⊗ IM)(
∑
i
(f ⊗ ci ⊗mi))
= φ(
∑
i
f(ci)⊗mi) =
∑
i
f(ci)mi
Portanto, se ω(m) =
∑
i
mi ⊗ ci, enta˜o ψω(f ⊗m) =
∑
i
f(ci)mi.
Proposic¸a˜o 2.12. (M,ω) e´ um C-como´dulo a` direita se, e somente se,
(M,ψω) e´ um C
∗-mo´dulo a` esquerda.
Demonstrac¸a˜o: (⇒) Suponha que (M,ω) seja um C-como´dulo a` direita.
Denotando f ·m = ψω(f ⊗m) =
∑
f(m1)m0, tem-se que 1C∗ ·m =  ·m =∑
(m1)m0 = m, pela comutatividade do segundo diagrama. Ale´m disso,
sejam f, g ∈ C∗ e m ∈M :
f · (g ·m) = f ·
∑
g(m1)m0
=
∑
g(m1)(f ·m0) (pela linearidade de ψω)
=
∑
g(m1)f(m0)1(m0)0
=
∑
g(m2)f(m1)m0
=
∑
f(m1)g(m2)m0
=
∑
(fg)(m1)m0
= (fg) ·m
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E´ claro, pela linearidade de ψω, que (f + g) · m = f · m + g · m e que
f · (m1 +m2) = f ·m1 + f ·m2. Logo, (M,ψω) e´ um C∗-mo´dulo a` esquerda.
(⇐) Suponha que (M,ψω) seja um C∗-mo´dulo a` esquerda. Precisamos
mostrar que (M,ω) e´ um C-como´dulo a` direita. Escrevemos ω(m) =
∑
m0⊗
m1, com m0 ∈M e m1 ∈ C.
Como  ·m = m, segue que ∑ (m1)m0 = m; da´ı,
ϕ−1(I ⊗ )ω(m) = ϕ−1(I ⊗ )(
∑
m0 ⊗m1)
= ϕ−1(
∑
m0 ⊗ (m1))
=
∑
m0(m1)
=
∑
(m1)m0
= m.
ϕ : M → M ⊗ k e´ o isomorfismo canoˆnico. Isto prova a comutatividade do
segundo diagrama da definic¸a˜o de como´dulo. Resta provar que (ω ⊗ I)ω =
(I⊗∆)ω. Para isso, consideremos o isomorfismo canoˆnico φ : M⊗k⊗k →M
e usemos o fato de que (fg) ·m = f · (g ·m), que ocorre devido a (M,ψω) ser
C∗-mo´dulo a` esquerda.
(fg) ·m =
∑
(fg)(m1)m0
=
∑
f((m1)1)g(m1)2)m0
=
∑
f(m1)g(m2)m0
Por outro lado, (I ⊗ ∆)ω(m) = (I ⊗ ∆)(∑m0 ⊗ m1) = ∑m0 ⊗ m1 ⊗ m2.
Da´ı,
φ(I ⊗ f ⊗ g)(I ⊗∆)ω(m) = φ(I ⊗ f ⊗ g)(
∑
m0 ⊗m1 ⊗m2)
=
∑
m0f(m1)g(m2)
=
∑
f(m1)g(m2)m0
= (fg) ·m.
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Ou seja, (fg) ·m = φ(I ⊗ f ⊗ g)(I ⊗∆)ω(m). Agora,
f · (g ·m) = f · (
∑
g(m1)m0)
=
∑
g(m1)f((m0)1)(m0)0
=
∑
g(m2)f(m1)m0 e
φ(I ⊗ f ⊗ g)(ω ⊗ I)ω(m) = φ(I ⊗ f ⊗ g)(ω ⊗ I)(
∑
m0 ⊗m1)
= φ(I ⊗ f ⊗ g)(
∑
m0 ⊗m1 ⊗m2)
=
∑
m0f(m1)g(m2).
Isto e´, f · (g ·m) = φ(I⊗ f ⊗ g)(ω⊗ I)ω(m). Mas, como f · (g ·m) = (fg) ·m,
segue que φ(I⊗f⊗g)(ω⊗I)ω(m) = φ(I⊗f⊗g)(I⊗∆)ω(m). Pela injetividade
de φ, segue que (I ⊗ f ⊗ g)(ω ⊗ I)ω(m) = (I ⊗ f ⊗ g)(I ⊗∆)ω(m).
Seja y = (ω⊗I)ω(m)−(I⊗∆)ω(m). O resultado fica provado se mostrar-
mos que y = 0. Ja´ sabemos que (I ⊗ f ⊗ g)(y) = 0, para quaisquer f, g ∈ C∗.
Seja {ei}i∈I uma base de C. Como y ∈M⊗C⊗C, enta˜o y =
∑
i,j
mij⊗ei⊗ej,
com mij ∈ M . Fixando i0 e j0, considere as func¸o˜es fi : C → k, dada por
fi(ej) = δij (estendida por linearidade). Enta˜o:
(I ⊗ fi0 ⊗ fj0)(y) = (I ⊗ fi0 ⊗ fj0)(
∑
i,j
mij ⊗ ei ⊗ ej)
=
∑
ij
mij ⊗ fi0(ei)⊗ fj0(ej)
= mi0j0 ⊗ 1C ⊗ 1C
Aplicando φ, segue que mi0j0 = 0. Mas i0 e j0 sa˜o arbitra´rios. Logo, mij = 0
e, assim, y = 0.
Seja (M,ψω) um C
∗-mo´dulo a` esquerda, com ψω : C∗ ⊗M → M . Defi-
nimos ρM : M → Hom(C∗,M), ρM(m)(f) = f · m = ψω(f ⊗ m), m ∈ M ,
f ∈ C∗. Sejam j : C → C∗∗ a inclusa˜o canoˆnica, j(c)(f) = f(c), c ∈ C,
f ∈ C∗.
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Seja hM : M ⊗ C∗∗ → Hom(C∗,M) dada por hM(m ⊗ g)(f) = g(f)m.
Observe que
hM : M ⊗ C∗∗ T−→ C∗∗ ⊗M φ−→ Hom(C∗,M)
T e´ isomorfismo e φ e´ a func¸a˜o definida no ı´tem (i) do Lema ??, que e´
injetiva. Portanto, hM e´ injetiva.
Seja µM : M ⊗ C → Hom(C∗,M) definida por µM(m ⊗ c)(f) = hM(I ⊗
j)(m⊗ c)(f). Assim,
µM(m⊗ c)(f) = hM(I ⊗ j)(m⊗ c)(f)
= hM(m⊗ j(c))(f)
= j(c)(f)m
= f(c)m.
Ou seja, µM(m⊗ c)(f) = f(c)m, ∀m ∈M , ∀c ∈ C e ∀f ∈ C∗.
Definic¸a˜o 2.13. Um C∗-mo´dulo a` esquerda e´ dito um mo´dulo racional se
ρM(M) ⊆ µM(M ⊗ C).
Exemplo 2.14. Seja C uma coa´lgebra de dimensa˜o finita. Enta˜o C∗ e´ um
C∗-mo´dulo a` esquerda racional. De fato, se C tem dimensa˜o finita, a aplicac¸a˜o
θ : C → C∗∗ dada por θ(c)(f) = f(c), com c ∈ C e f ∈ C∗ = Hom(C, k), e´
um isomorfismo de coa´lgebras (ver [?], pp. 22-3). A func¸a˜o fC∗ : C
∗⊗C∗∗ →
Hom(C∗, C∗) – que e´ como a func¸a˜o φ no Lema ?? – e´ isomorfismo.
Tem-se, enta˜o, µC∗(C
∗ ⊗ C) = Hom(C∗, C∗). Portanto, ρC∗(C∗) ⊆
Hom(C∗, C∗) = µC∗(C∗ ⊗ C). Assim, C∗ e´ racional.
Proposic¸a˜o 2.15. M e´ um C∗-mo´dulo racional se, e somente se, para todo
m ∈ M existirem duas famı´lias finitas {mi}i ⊆ M e {ci}i ⊆ C tais que
f ·m =
∑
i
f(ci)mi, para todo f ∈ C∗.
Demonstrac¸a˜o: (⇒) Se M e´ racional, enta˜o ρM(M) ⊆ µM(M ⊗ C), i.e.,
dado m ∈ M , existem {mi}i ⊆ M e {ci}i ⊆ C tais que ρM(m)(f) =
µM(
∑
i
mi ⊗ ci)(f), ou seja, f ·m =
∑
i
f(ci)mi.
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(⇐) Se f · m =
∑
i
f(ci)mi, enta˜o ρM(m)(f) = µM(
∑
i
mi ⊗ ci)(f), para
qualquer f ∈ C∗. Da´ı, ρM(M) ⊆ µM(M ⊗C), i.e., M e´ mo´dulo racional.
Denotemos as catagorias dos C-como´dulos a` direita e dos C∗-mo´dulos
racionais a` esquerda, respectivamente, por MC e Rat(C∗M).
Teorema 2.16. As categorias MC e Rat(C∗M) sa˜o isomorfas.
Demonstrac¸a˜o: A demonstrac¸a˜o sera´ feita em treˆs etapas: i) constru´ımos
um funtor T : MC → Rat(C∗M), que associa a cada objeto (M,ω) em
MC o objeto (M,ψω); ii) constru´ımos outro funtor, S : Rat(C∗M) → MC ,
com S((M,ψ)) = (M,ωψ) e iii) mostramos que S ◦ T = IdMC e T ◦ S =
IdRat(C∗M).
i) Seja (M,ω) um C-como´dulo a` direita. Enta˜o (M,ψω) e´ um C
∗-mo´dulo
racional. Pois, dado m ∈M , com ω(m) =
∑
m0⊗m1, ψω(f ⊗m) = f ·m =∑
f(m1)m0 e, pela proposic¸a˜o anterior, M e´ racional, ja´ que a soma e´ finita.
Sejam M e N dois C-como´dulos a` direita e f : M → N um morfismo
de como´dulos. Mostremos que, considerando M e N como C∗-mo´dulos, f e´
morfismo de C∗-mo´dulos. Sejam m ∈M e g ∈ C∗. Enta˜o,
f(g ·m) = f(
∑
g(m1)m0)
=
∑
g(m1)f(m0)
(∗)
=
∑
g(f(m)1)f(m)0
= g · f(m).
A igualdade (∗) e´ devida ao fato de f ser morfismo de como´dulos.
Assim, definimos um funtor T : MC → Rat(C∗M) dado por T (M,ω) =
(M,ψω) e T (f) = f .
ii) Seja (M,ψ) um C∗-mo´dulo a` esquerda racional. Como µM : M ⊗C →
Hom(C∗,M) e´ injetiva, enta˜o µ˜M : M ⊗C → µM(M ⊗C) e´ um isomorfismo
de espac¸os vetoriais – assim, e´ invert´ıvel. Defina ωψ : M → M ⊗ C por
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ωψ(m) = µ˜
−1
M (ρM(m)). A func¸a˜o esta´ bem definida, pois ρM(M) ⊆ µM(M ⊗
C) = µ˜M(M ⊗ C).
Se ωψ(m) =
∑
i
mi ⊗ ci, enta˜o
∑
i
f(ci)mi = f ·m, ∀f ∈ C∗, pois:
(µMωψ(m))(f) = (µM(
∑
i
mi ⊗ ci))(f)
= (µM µ˜
−1
M ρM(m))(f)
= ρM(m)(f)
= f ·m.
Mas µM(
∑
i
mi ⊗ ci)(f) =
∑
i
µM(mi ⊗ ci)(f) =
∑
i
f(ci)mi.
Para mostrar que (M,ωψ) e´ um C-como´dulo a` direita, provemos que ψωψ =
ψ. Como (M,ψ) e´ um C∗-mo´dulo, enta˜o, pela Proposic¸a˜o ??, (M,ωψ) e´ um
C-como´dulo.
Seja ωψ(m) =
∑
i
mi ⊗ ci = µ˜−1M ρM(m). Da´ı, ρM(m) =
∑
i
µM(mi ⊗ ci).
Mas ρM(m)(f) = ψ(f ⊗m) = f ·m =
∑
i
f(ci)mi.
Por outro lado, sendo ωψ(m) =
∑
i
mi ⊗ ci, tem-se (por construc¸a˜o) que
ψωψ(f ⊗ m) =
∑
i
f(ci)mi. Portanto, ψωψ = ψ e, destarte, (M,ωψ) e´ um
C-como´dulo.
Sejam (M,ψM) e (N,ψN) dois C
∗-mo´dulos a` esquerda racionais e f :
M → N um morfismo de C∗-mo´dulos. Mostremos que f e´ morfismo de
C-como´dulos, f : (M,ωψM )→ (N,ωψN ).
Sejam m ∈ M e ωψM (m) =
∑
i
mi ⊗ ci. Temos que provar (f ⊗ I)ωψM =
ωψNf . Para isso, vejamos que µN((f ⊗ I)ωψM ) = µN(ωψNf). Se assim for,
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segue o resultado, pela injetividade de µN . Seja g ∈ C∗. Enta˜o,
µN((f ⊗ I)ωψM (m))(g) = µN((f ⊗ I)(
∑
i
mi ⊗ ci))(g)
= µN(
∑
i
f(mi)⊗ ci)(g)
=
∑
i
g(ci)f(mi)
= f(
∑
i
g(ci)mi)
= f(g ·m) e
µN(ωψNf(m))(g) = µN(µ˜
−1
N ρNf(m))(g)
= (ρN(f(m)))(g)
= g · f(m)
Como f e´ morfismo de mo´dulos, f(g ·m) = g · f(m). Portanto, obtivemos o
que quer´ıamos, donde f e´ morfismo de C-mo´dulos.
Constru´ımos, assim, um funtor S : Rat(C∗M)→MC tal que S(M,ψ) =
(M,ωψ) e S(f) = f .
iii) Mostremos que S ◦T = Id e que T ◦S = Id - omitimos a especificac¸a˜o
das categorias, pois fica evidente pelo contexto.
a) S ◦ T = Id: temos que mostrar que (S ◦ T )(M,ω) = (M,ω) e que
(S ◦ T )(f) = f . Esta u´ltima igualdade e´ o´bvia: (S ◦ T )(f) = S(T (f)) =
S(f) = f . Resta provar que ωψω = ω, em que ωψω(m) = µ˜
−1
M (ρM(m)). Da´ı,
µM(µ˜
−1
M (ρM(m)))(g) = ρM(m)(g) = g ·m. Por outro lado,
(µMω(m))(g) = (µM(
∑
m(0) ⊗m(1)))(g)
=
∑
g(m(1))m(0)
= ψω(g ⊗m)
= g ·m.
Como µM e´ injetiva, segue que ω = ωψω e, da´ı, S ◦ T = Id.
b) Analogamente, para mostrar que T ◦ S = Id, e´ suficiente provar que
ψωψ = ψ. Mas isto ja´ foi mostrado no ı´tem (ii).
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Apeˆndice A
Categorias
Neste apeˆndice, apresentaremos alguns aspectos da teoria das categorias. Por
ser um assunto pouco ou nada estudado nos cursos de graduac¸a˜o, faremos uma
exposic¸a˜o mais longa do que se esperaria numa sec¸a˜o como esta. No entanto,
pensamos ser isto importante para o leitor na˜o familiarizado com a linguagem
das categorias. Por isso, tambe´m daremos va´rios exemplos.
A.1 Resultados ba´sicos
Definic¸a˜o A.1. Uma categoria e´ uma classe C de objetos (A, B, ...) junto
com:
i) uma classe de conjuntos disjuntos, denotados por hom(A,B), um para cada
par de objetos em C (f ∈ hom(A,B) e´ chamado um morfismo de A para B e
escrevemos f : A→ B;
ii) para cada tripla (A, B, C) de objetos de C, uma func¸a˜o hom(B,C) ×
hom(A,B) → hom(A,C) (para morfismos f : A → B e g : B → C, esta
func¸a˜o e´ escrita (g, f) 7→ g ◦ f e g ◦ f : A→ C e´ chamada de composta de f
e g) sujeita aos dois axiomas seguintes:
1) Associatividade: se f : A→ B, g : B → C e h : C → D sa˜o morfismos de
C, enta˜o h ◦ (g ◦ f) = (h ◦ g) ◦ f .
2) Identidade: para cada objeto B de C existe um morfismo 1B : B → B tal
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que, para quaisquer f : A→ B e g : B → C, 1B ◦ f = f e g ◦ 1B = g.
A classe dos objetos de uma categoria C sera´ denotada por Ob(C) e a
classe de seus conjuntos de morfismos sera´ designada por Mor(C).
Definic¸a˜o A.2. Um morfismo f : A→ B e´ uma equivaleˆncia se existe em C
um morfismo g : B → A tal que f ◦ g = 1B e g ◦ f = 1A.
Exemplo A.3. Seja S a classe de todos os conjuntos. Para A,B ∈ S, defina
hom(A,B) como o conjunto de todas as func¸o˜es f : A → B. Enta˜o S, com
estes morfismos, e´ uma categoria.
Exemplo A.4. Tomando como objetos os grupos e como morfismos os ho-
momorfismos de grupos, tem-se uma categoria. Do mesmo modo, obte´m-se
uma categoria cujos objetos sa˜o grupos abelianos.
Exemplo A.5. Seja C uma categoria. Construiremos, a partir dela, uma
outra categoria D, tal que Obj(D) = Mor(C). Se f : A → B e g : C → D
sa˜o morfismos de C, enta˜o hom(f, g) consiste de todos os pares (α, β), em que
α : A → C, β : B → D sa˜o morfirmos de C tais que g ◦ α = β ◦ f , i.e., o
seguinte diagrama comuta:
A
α

f // B
β

C
g // D
A composic¸a˜o de morfismos e´ dada por hom(f, g)×hom(h, f)→ hom(h, g),
((α, β), (γ, σ)) 7→ (α ◦ γ, β ◦ σ):
E
γ

h // F
σ

A
α

f // B
β

C
g // D
E
α◦γ

f // F
β◦σ

C
h // D
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A identidade 1f , com f : A→ B, e´ dada pelo par (1A, 1B):
A
1A

f // B
1B

A
f // B
Definic¸a˜o A.6. Seja C uma categoria e {Ai}i∈I uma famı´lia de objetos de
C. Um produto para a famı´lia {Ai}i∈I e´ um objeto P de C junto com uma
famı´lia de morfismos {pii : P → Ai}i∈I tal que, para quaisquer objeto B e
famı´lia de morfismos {φi : B → Ai}i∈I , existe um u´nico morfismo φ : B → P
tal que pii ◦ φ = φi, ∀i ∈ I, isto e´, o diagrama abaixo comuta:
B
φ //
φi   @
@@
@@
@@
P
pii

Ai
Teorema A.7. Se (P, {pii}) e (Q, {ψi}) sa˜o ambos produtos da famı´lia {Ai}i∈I
de objetos de uma mesma categoria C, enta˜o P e Q sa˜o equivalentes.
Demonstrac¸a˜o: Como P e Q sa˜o ambos produtos, existem morfismos f :
P → Q e g : Q→ P tais que os diagramas abaixo comutam:
P
f //
pii ?
??
??
??
?
Q
ψi

Ai
Q
g //
ψi ?
??
??
??
? P
pii

Ai
Ou seja, ψi◦f = pii e pii◦g = ψi, ∀i ∈ I. Compondo os diagramas, obtemos
pii ◦ (g ◦ f) = pii, ∀i ∈ I:
P
g◦f //
pii   @
@@
@@
@@
P
pii~~ ~
~~
~~
~
Ai
Logo, g ◦ f : P → P e´ um morfismo tal que pii ◦ (g ◦ f) = pii. Por outro lado,
1P : P → P tambe´m e´ um morfismo com essa propriedade, i.e., pii ◦ 1P = pii.
Pela unicidade, segue que g ◦ f = 1P .
Analogamente, conclui-se que f ◦ g = 1Q. Portanto, f : P → Q e´ uma
equivaleˆncia.
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Definic¸a˜o A.8. Um coproduto para a famı´lia {Ai}i∈I de objetos de uma
categoria C e´ um objeto S de C junto com uma famı´lia de morfismos {ιi :
Ai → S}i∈I tal que, para quaisquer objeto B e famı´lia de morfismos {ψi :
Ai → B}i∈I , existe um u´nico morfismo ψ : S → B tal que ψ ◦ ιi = ψi, ∀i ∈ I,
isto e´, o diagrama comuta:
Ai
ιi //
ψi   @
@@
@@
@@
S
ψ

B
Observe que a noc¸a˜o de um coproduto e´ a inversa˜o do sentido das flechas
no diagrama do produto. Ou seja, coproduto e´ uma noc¸a˜o dual do produto.
Teorema A.9. Se (S, {ιi}) e (R, {λi}) sa˜o ambos coprodutos para a famı´lia
{Ai} de objetos de uma categoria C, enta˜o S e R sa˜o equivalentes.
Demonstrac¸a˜o: E´ ana´loga a` demonstrac¸a˜o do teorema anterior.
Exemplo A.10. Seja {Ai}i∈I uma famı´lia de objetos na categoria dos conjun-
tos. Enta˜o (
∏
i∈I
Ai, {pij}j∈I) e´ um produto para {Ai}i∈I , em que pij :
∏
i∈I
Ai →
Aj, pij((ai)i∈I) = aj, e´ a projec¸a˜o.
De fato, seja {ϕj : B → Aj}j∈I uma famı´lia de func¸o˜es (morfismos).
Temos que mostrar que existe uma u´nica func¸a˜o ϕ : B → ∏
i∈I
Ai tal que
pij ◦ ϕ = ϕj, ∀j ∈ I.
Tomando ϕ(x) = (ϕi(x))i∈I , ∀x ∈ B e ∀j ∈ I, tem-se (pij ◦ ϕ)(x) =
pij((ϕi(x))i∈I) = ϕj(x).
Para provar a unicidade, suponha que ψ : B → ∏
i∈I
Ai tambe´m seja um
morfismo tal que pij ◦ψ = ϕj, ∀j ∈ I. Enta˜o pij ◦ϕ = pij ◦ψ, ∀j ∈ I. Aplicando
num ponto x ∈ B qualquer, isso significa que a j-e´sima componente de ϕ(x) e´
igual a` j-e´sima componente de ψ(x). Como vale para todas as componentes,
segue que ϕ(x) = ψ(x). Pela arbitrariedade de x ∈ B, segue que ϕ = ψ.
Exemplo A.11. Analogamente, (
∏
i∈I
Ai, {pij}j∈I) e´ um produto para a famı´lia
{Ai}i∈I na categoria de grupos.
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Exemplo A.12. Na categoria dosR-mo´dulos (a` esquerda ou a` direita) (
∏
i∈I
Ai, {pij}j∈I)
e (
∑
i∈I
Ai, {pij}j∈I) sa˜o, respectivamente, um produto e um coproduto para a
famı´lia {Ai}i∈I .
Definic¸a˜o A.13. Uma categoria concreta e´ uma categoria C junto com uma
func¸a˜o σ que associa a cada objeto A de C um conjunto σ(A), chamado con-
junto subjacente de A, de tal modo que:
i) todo morfismo A → B de C e´ uma func¸a˜o nos conjuntos subjacentes
σ(A)→ σ(B);
ii) o morfismo identidade de cada objeto A de C e´ a func¸a˜o identidade no
conjunto subjacente σ(A) e
iii) composic¸a˜o de morfismos em C coincide com composic¸a˜o de func¸o˜es nos
conjuntos subjacentes.
Exemplo A.14. A categoria dos grupos com a func¸a˜o σ que associa a cada
grupo (G, ·) o seu conjunto subjacente G e´ uma categoria concreta.
Definic¸a˜o A.15. Sejam F um objeto numa categoria concreta C, X um con-
junto na˜o-vazio e i : X → F uma aplicac¸a˜o (de conjuntos). Diz-se F e´ livre
no conjunto X se, para cada objeto A de C e cada aplicac¸a˜o (de conjuntos)
f : X → A, existe um u´nico morfismo de C, f¯ : F → A, tal que f¯ ◦ i = f
(como aplicac¸a˜o de conjuntos):
X
i //
f

F
f¯~~ ~
~~
~~
~
A
Teorema A.16. Se C e´ uma categoria concreta, F e F ′ sa˜o objetos de C tais
que F e´ livre no conjunto X e F ′ e´ livre no conjunto X ′ e |X| = |X ′|, enta˜o
F e´ equivalente a F ′.
Demonstrac¸a˜o: Como F e F ′ sa˜o livres e |X| = |X ′|, existem uma bijec¸a˜o
f : X → X ′ e aplicac¸o˜es i : X → F e j : X ′ → F ′. Considere a aplicac¸a˜o
j◦f : X → F ′. Como F e´ livre no conjuntoX, existe um morfismo ϕ : F → F ′
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tal que o diagrama abaixo comuta:
F
ϕ // F ′
X
i
OO
f
// X ′
j
OO
Similarmente, como f e´ bijec¸a˜o, sua inversa f−1 : X ′ → X existe, e, como F ′
e´ livre no conjunto X ′, existe um morfismo ψ : F ′ → F tal que o diagrama
comuta:
F ′
ψ // F
X ′
j
OO
f−1
// X
i
OO
Combinando os diagramas, tem-se o seguinte diagrama comutativo:
F
ψ◦ϕ // F
X
i
OO
f−1◦f=1X
// X ′
i
OO
Logo, (ψ ◦ ϕ) ◦ i = i ◦ (f−1 ◦ f) = i ◦ 1X = i. Pela propriedade de unicidade
de objetos livres, tem-se ψ ◦ ϕ = 1F .
Analogamente, mostra-se que ϕ ◦ ψ = 1F ′ . Portanto, F e´ equivalente a
F ′.
Definic¸a˜o A.17. Um objeto I numa categoria C e´ dito universal (ou inicial)
se, para cada objeto C de C, existe um u´nico morfismo I → C. Um objeto T
de C e´ dito couniversal (ou terminal) se, para cada objeto C de C, existe um
u´nico morfismo C → T .
Teorema A.18. Quaisquer dois objetos universais (couniversais) numa ca-
tegoria C sa˜o equivalentes.
Demonstrac¸a˜o: Sejam I e J dois objetos universais em C. Enta˜o existem
um u´nico morfismo f : I → J e um u´nico morfismo g : J → I. Compondo,
tem-se g ◦ f : I → I. Como I e´ universal, segue que g ◦ f e´ o u´nico morfismo
I → I. Mas 1I : I → I tambe´m e´ um morfismo I → I. Logo, g ◦ f = 1I .
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Analogamente, usando que J e´ universal, resulta que f ◦ g = 1J . Portanto, I
e J sa˜o objetos equivalentes.
A demonstrac¸a˜o para o caso em que I e J sa˜o couniversais e´ feita de forma
inteiramente ana´loga.
Exemplo A.19. O grupo trivial < e > e´ tanto universal quanto couniversal
na categoria dos grupos. Ou seja, dado um grupo A qualquer, o u´nico homo-
morfismo de grupos que existe de A para < e > e´ dado por f(x) = e, para
qualquer x ∈ A; o u´nico homomorfismo de grupos que existe de < e > para
A e´ dado por f(e) = eA.
Exemplo A.20. Seja F um objeto livre no conjunto X (com i : X → F )
numa categoria concreta C. Defina a categoriaD do seguinte modo: os objetos
de D sa˜o as func¸o˜es f : X → A, sendo A ∈ Ob(C), entendida como func¸a˜o
no conjunto subjacente de A. Um morfismo em D de f : X → A para
g : X → B e´ definido como um morfismo h : A→ B de C tal que o diagrama
abaixo comuta:
A
h

X
f
>>}}}}}}}
g
  A
AA
AA
AA
B
Se f : X → A e´ um objeto de D, enta˜o o morfismo identidade de f em D e´
1A : A→ A:
A
1A

X
f
>>~~~~~~~
f   @
@@
@@
@@
A
Como F e´ livre no conjunto X, para cada aplicac¸a˜o f : X → A, existe um
u´nico morfismo f¯ : F → A tal que f¯ ◦ i = f , isto e´, i : X → F e´ objeto
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universal (inicial) na categoria D:
F
f¯

X
i
>>~~~~~~~
f   @
@@
@@
@@
@
A
A.2 Funtores e transformac¸o˜es naturais
A ide´ia de funtor entre duas categorias e´ ana´loga a` ide´ia de func¸a˜o entre
dois conjuntos. Se temos uma func¸a˜o f : A → B entre dois conjuntos,
enta˜o associamos a cada a ∈ A um u´nico elemento b ∈ B. No caso de
uma categoria, temos sempre duas classes, a classe dos objetos e a classe dos
morfismos. Assim, um funtor T associa a cada objeto C em C um u´nico
objeto T (C) ∈ D e associa a cada morfismo f : C → D um morfismo na
outra categoria. Definindo mais formalmente:
Definic¸a˜o A.21. Sejam C e D duas categorias. Um funtor covariante T de C
para D e´ um par de func¸o˜es (ambas denotadas por T ): uma func¸a˜o objeto que
associa a cada objeto C de C um objeto T (C) de D e uma func¸a˜o morifsmo que
associa a cada morfismo f : C → C ′ de C um morfismo T (f) : T (C)→ T (C ′)
de D tal que:
i) T (1C) = 1T (C) para todo morfismo identidade 1C em C e
ii) T (g ◦ f) = T (g) ◦ T (f) para quaisquer dois morfismos f e g em C cuja
composic¸a˜o esteja bem definida.
Exemplo A.22. Seja R um anel e fixe um R-mo´dulo a` esquerda A. Para
cada R-mo´dulo C, seja T (C) = HomR(A,C). Para cada R-homomorfismo
de mo´dulos f : C → C ′, seja T (f) a aplicac¸a˜o induzida usual:
T (f) = f∗ : HomR(A,C) −→ HomR(A,C ′)
h 7−→ f∗(h) = f ◦ h
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Ah

f∗(h)=f◦h
  A
AA
AA
AA
C
f
// C ′
Enta˜o e´ fa´cil ver que T e´ um funtor covariante da categoria dos R-mo´dulos a`
esquerda para a categoria dos grupos abelianos.
Exemplo A.23. Seja A um objeto fixado numa categoria C. Define-se um
funtor covariante hA : C → S, em que S e´ a categoria dos conjuntos, as-
sociando a cada objeto C de C o conjunto hA(C) = hom(A,C) de todos
morfismos de A para C em C. Se f : C → C ′ e´ um morfismo de C, seja
hA(f) : hom(A,C) → hom(A,C ′) a func¸a˜o dada por hA(f)(g) = f ◦ g. Este
funtor hA e´ chamado de funtor covariante hom.
A
g

hA(f)(g)=f◦g
  A
AA
AA
AA
C
f
// C ′
Observe que hA(f ◦ g) = hA(f) ◦ hA(g). De fato,
hA(f ◦ g)(h) = (f ◦ g) ◦ h
= f ◦ (g ◦ h)
= hA(f)(g ◦ h)
= hA(f)(hA(g)(h))
= (hA(f) ◦ hA(g))(h).
Ale´m disso, hA(1C) = 1hA(C), pois hA(f) ◦ hA(1C) = hA(f ◦ 1C) = hA(f) e
hA(1C) ◦ hA(g) = hA(1C ◦ g) = hA(g). Isso mostra que hA realmente e´ um
funtor covariante.
Definic¸a˜o A.24. Sejam C e D duas categorias. Um funtor contravariante
S de C para D e´ um par de func¸o˜es (ambas denotadas por S): uma func¸a˜o
objeto que associa a cada objeto C de C um objeto S(C) de D e uma func¸a˜o
morifsmo que associa a cada morfismo f : C → C ′ de C um morfismo S(f) :
S(C ′)→ S(C) de D tal que:
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i) S(1C) = 1S(C) para todo morfismo identidade 1C em C e
ii) S(g ◦ f) = S(f) ◦ S(g) para quaisquer dois morfismos f e g em C cuja
composic¸a˜o esteja bem definida.
Exemplo A.25. Seja B um objeto fixado numa categoria C. Definimos um
funtor contravariante hB : C → S que associa a cada objeto C de C o conjunto
hB(C) = hom(C,B) de todos os morfismos em C de C para B. Se f : C → C ′
e´ um morfismo em C, seja hB(f) : hom(C ′, B) → hom(C,B) a func¸a˜o dada
por hB(f)(g) = g ◦ f . Este funtor e´ chamado de funtor contravariante hom.
B
C
hB(f)(g)=g◦f
>>}}}}}}}}
f
// C ′
g
OO
A verificac¸a˜o de que hB(1C) = 1hB(C) e´ ana´loga a` que fizemos no caso do
funtor covariante hom. Mostremos a contravariaˆncia do funtor hB:
hB(f ◦ g)(h) = h ◦ (f ◦ g)
= (h ◦ f) ◦ g
= hB(g)(h ◦ f)
= hB(g)(hB(f)(h))
= (hB(g) ◦ hB(f))(h)
Exemplo A.26. Seja X um espac¸o topolo´gico. Um pre´-feixe F de grupos
abelianos sobre X consiste dos seguintes dados:
i) para cada aberto U ⊆ X, F(U) e´ um grupo abeliano e
ii) para cada inclusa˜o V ⊆ U de subconjuntos abertos de X,
ρUV : F(U)→ F(V )
e´ um homomorfismo de grupos abelianos sujeito a`s seguintes condic¸o˜es:
a) F(φ) = 0, em que φ e´ o conjunto vazio;
b) ρUU e´ a aplicac¸a˜o identidade F(U)→ F(U) e
c) se W ⊆ V ⊆ U sa˜o treˆs subconjuntos abertos, enta˜o ρUW = ρVW ◦ ρUV .
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Podemos reformular esta definic¸a˜o de pre´-feixe em termos catego´ricos.
Seja T op(X) a categoria cujos objetos sa˜o os subconjuntos abertos de X
- i.e., a classe dos objetos e´ a topologia de X - e cujos u´nicos morfismos
sa˜o as incluso˜es. Seja Ab a categoria dos grupos abelianos. Enta˜o um pre´-
feixe de grupos abelianos sobre X e´ simplesmente um funtor contravariante
F : T op(X)→ Ab.
Definic¸a˜o A.27. Sejam C e D duas categorias. A categoria produto C × D
e´ definida da seguinte maneira: seus objetos sa˜o todos os pares ordenados
(C,D), em que C ∈ Ob(C) e D ∈ Ob(D); seus morfismos sa˜o pares ordenados
(f, g) : (C,D) → (C ′, D′), em que f : C → C ′ e g : D → D′ sa˜o morfismos
nas respectivas categorias. A composic¸a˜o de morfismos e´ dada por (f ′, g′) ◦
(f, g) = (f ′ ◦ f, g′ ◦ g).
Pode-se definir analogamente a categoria produto de mais de duas cate-
gorias. Podemos, agora, definir funtores de mais de uma varia´vel. Diz´ıamos
que um funtor era covariante se T (f ◦ g) = T (f) ◦ T (g) e contravariante se
T (f ◦g) = T (g)◦T (f). No caso de funtores de mais de uma varia´vel, as noc¸o˜es
de covariaˆncia e contravariaˆncia associam-se a cada uma das varia´veis. Assim,
um funtor pode ser covariante numa varia´vel e contravariante em outra.
Sejam C,D, E treˆs categorias. Um funtor T : C × D → E associa a cada
par de objetos (C,D) ∈ Ob(C × D) o objeto T (C,D) ∈ Ob(E) e a cada
morfismo (f, g) o morfismo T (f, g), de modo que T (1C , 1D) = 1T (C,D) e que
em cada uma das varia´veis T seja covariante ou contravariante. Por exemplo,
se T (f ◦ f ′, g ◦ g′) = T (f, g′) ◦ T (f ′, g), enta˜o a primeira varia´vel e´ covariante
e a segunda e´ contravariante.
Podemos dizer que a primeira varia´vel e´ covariante pois, se fixarmos um
objeto D ∈ Ob(D), tem-se T (−, D) e T (−, 1D) vistos como func¸o˜es objeto
e morfismo, respectivamente, constituem um funtor covariante C → E . Da
mesma forma podemos entender a contravariaˆncia da segunda varia´vel.
Exemplo A.28. Seja C uma categoria. Considere o funtor que associa a cada
par (A,B) de objetos de C o conjunto homC(A,B) e a cada par de morfismos
(f, g), com f : A → A′ e g : B → B′, a func¸a˜o hom(f, g) : homC(A′, B) →
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homC(A,B′), dada por hom(f, g)(h) = g ◦ h ◦ f . Enta˜o
homC(−,−) : C × C → S
e´ um funtor contravariante na primeira varia´vel e covariante na segunda.
De fato, fixando A ∈ Ob(C), tem-se que homC(A,−) e´ simplesmente o fun-
tor covariante hom, hA, e hA(g) = hom(1A, g). Analogamente, fixando B ∈
Ob(C), homC(−, B) e´ o funtor contravariante hom, hB, e hB(f) = hom(f, 1B).
Exemplo A.29. Como caso particular do exemplo anterior, HomR(−,−)
e´ funtor da categoria dos R-mo´dulos a` esquerda (ou melhor, na categoria
produto dessa categoria por ela mesma) na categoria dos grupos abelianos.
Este funtor e´ contravariante na primeira varia´vel e covariante na segunda.
Exemplo A.30. Sejam R um anel comutativo com unidade e Ai, i = 1, · · · , n,
R-mo´dulos. Enta˜o o funtor dado por
T (A1, · · · , An) = A1 ⊗R · · · ⊗R An, T (f1, · · · , fn) = f1 ⊗ · · · ⊗ fn
e´ um funtor covariante nas n varia´veis da categoria dos R-mo´dulos em si
mesma.
Definic¸a˜o A.31. Sejam C e D categorias, S : C → D e T : C → D funtores
covariantes. Uma transformac¸a˜o natural α : S → T e´ uma func¸a˜o que associa
a cada objeto C de C um morfismo αC : S(C) → T (C) de D tal que, para
cada morfismo f : C → C ′ de C, o diagrama abaixo comuta:
C
f

C ′
S(C)
S(f)

αC // T (C)
T (f)

S(C ′) αC′
// T (C ′)
Se αC e´ uma equivaleˆncia para todo objeto C de C, enta˜o α e´ dito um
isomorfismo natural (ou equivaleˆncia natural) dos funtores S e T .
Transformac¸o˜es naturais de funtores contravariantes β : S → T sa˜o de-
finidas de modo semelhante, invertendo-se o sentido das flechas verticais no
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diagrama anterior:
C
f

C ′
S(C)
βC // T (C)
S(C ′)
βC′
//
S(f)
OO
T (C ′)
T (f)
OO
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Apeˆndice B
Produtos Tensoriais
Neste apeˆndice, faremos a construc¸a˜o do produto tensorial de mo´dulos e pro-
varemos alguns resultados. Destacaremos, em particular, algumas proprieda-
des especiais que possuem os produtos tensoriais de espac¸os vetoriais. Isso e´
relevante para nossos propo´sitos, pois nossa construc¸a˜o das coa´lgebras se da˜o
sobre k-espac¸os vetoriais.
Sejam AR e RB mo´dulos a` direita e a` esquerda, respectivamente, sobre
um anel R e C um grupo abeliano (usaremos a notac¸a˜o aditiva).
Definic¸a˜o B.1. Uma aplicac¸a˜o balanceada de A × B para C e´ uma func¸a˜o
f : A×B → C com as seguintes propriedades:
i) f(a1 + a2, b) = f(a1, b) + f(a2, b);
ii) f(a, b1 + b2) = f(a, b1) + f(a, b2) e
iii) f(ar, b) = f(a, rb), ∀a, a1, a2 ∈ A, ∀b, b1, b2 ∈ B e ∀r ∈ R.
Fixados os mo´dulos A e B como acima, podemos considerar a categoria
cujos objetos sa˜o todas as func¸o˜es balanceadas de A×B, a qual denotaremos
por M(A,B). Um morfismo de f : A × B → C para g : A × B → D e´ um
homomorfismo de grupos abelianos h : C → D tal que h ◦ f = g, i.e., tal que
o diagrama abaixo comuta:
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Ch

A×B
f
;;wwwwwwwww
g
##G
GG
GG
GG
GG
D
A verificac¸a˜o de que M(A,B) e´ uma categoria e´ simples, pore´m a omiti-
remos. Introduzimos essa carategoria, pois via o produto tensorial de A e B
construiremos um objeto universal nela. Definimos agora o que vem a ser o
produto tensorial.
Definic¸a˜o B.2. Seja AR e RB mo´dulos (resp. a` direita e a` esquerda) sobre
um anel R. Seja F o grupo abeliano livre sobre o conjunto A×B. Seja K o
subgrupo (normal) de F gerado por todos os elementos das seguintes formas:
i) (a+ a′, b)− (a, b)− (a′, b);
ii) (a, b+ b′)− (a, b)− (a, b′) e
iii) (ar, b)− (a, rb), ∀a, a′ ∈ A, ∀b, b′ ∈ B e ∀r ∈ R.
O grupo quociente F/K e´ dito o produto tensorial de A e B e e´ denotado
por A⊗R B. A classe (a, b) +K do elemento (a, b) e´ denotada por a⊗ b e a
classe do (0, 0) e´ simplesmente escrita como 0.
A forma geral de um elemento de A ⊗R B e´
∑
i
ai ⊗ bi. Ale´m disso, e´
fa´cil mostrar que (a+ a′)⊗ b = a⊗ b+ a′ ⊗ b, a⊗ (b+ b′) = a⊗ b+ a⊗ b′ e
ar ⊗ b = a ⊗ rb. Tambe´m se tem que a ⊗ 0 = 0 e que 0 ⊗ b = 0. Ademais,
e´ poss´ıvel ocorrer a ⊗ b = a′ ⊗ b′, de modo que a 6= a′ e b 6= b′. Observe que
um morfismo e´ uma equivaleˆncia se, e so´ se, for um isomorfismo de grupos.
Tambe´m se pode ter A⊗RB = 0, sem que A ou B sejam 0, como no caso em
que A = Zp, B = Zq e R = Z, em que p e q sa˜o relativamente primos.
Os produtos tensoriais teˆm a caracter´ısticas de serem dif´ıceis de serem
tratados diretamente. Se somarmos dois elementos a⊗ b e a′ ⊗ b′, na˜o temos
uma expressa˜o simplificada para o resultado. Em geral, na˜o sera´ (a + a′) ⊗
(b + b′). So´ podemos afirmar que tera´ a forma geral
∑
ai ⊗ bi (soma finita).
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Em particular, se queremos construir homomorfismos, necessitamos de um
procedimento indireto para verificac¸a˜o. A proposic¸a˜o seguinte nos da´ isso.
Antes, precisamos definir uma func¸a˜o especial.
Definic¸a˜o B.3. A func¸a˜o i : A × B → A ⊗R B dada por i(a, b) = a ⊗ b e´
chamada aplicac¸a˜o balanceada canoˆnica.
E´ fa´cil verificar que ela e´ de fato uma aplicac¸a˜o balanceada.
Teorema B.4. Sejam AR e RB mo´dulos sobre um anel R e C um grupo
abeliano. Se g : A × B → C e´ uma aplicac¸a˜o balanceada, enta˜o existe um
u´nico homomorfismo de grupos g¯ : A ⊗R B → C tal que g¯ ◦ i = g, em que
i : A × B → A ⊗R B e´ a aplicac¸a˜o balanceada canoˆnica. Ou seja, existe um
u´nico homomorfismo g¯ tal que o diagrama abaixo comuta:
A⊗R B
g¯

A×B
i
99rrrrrrrrrr
g
&&LL
LL
LL
LL
LL
L
C
Ale´m disso, A⊗B fica univocamente determinado - a menos de isomorfismo
(equivaleˆncia) - por essa propriedade. Isto e´, a aplicac¸a˜o balanceada canoˆnica
i : A×B → A⊗R B e´ um objeto universal na categoria M(A,B).
Demonstrac¸a˜o: Sejam F o grupo abeliano livre sobre o conjunto A×B e K
o subgrupo descrito na definic¸a˜o de produto tensorial. Como g esta´ definida
nos geradores de F , segue que g pode ser estendida de forma u´nica a um
homomorfismo g1 : F → C.
Se aplicarmos g1 sobre os geradores de K, veˆ-se que g1(K) = 0, pela
hipo´tese de g ser balanceada. De fato, mostremos um caso (os outros dois
ficam a cargo do leitor). Sejam a, a′ ∈ A e b ∈ B. Enta˜o
g1((a+ a
′, b)− (a, b)− (a′, b)) = g1(a+ a′, b)− g1(a, b)− g1(a′, b)
= g(a+ a′, b)− g(a, b)− g(a′, b) = 0.
62
Logo, tem-se K ⊆ ker(g1). Portanto, g1 induz um homomorfismo g¯ : F/K →
C, dado por g¯((a, b) + K) = g1(a, b) = g(a, b) – esse e´ um resultado um
pouco mais geral que a versa˜o usual do Teorema do Homomorfismo. Mas,
por definic¸a˜o, F/K = A ⊗R B e (a, b) + K = a ⊗ b. Da´ı, g¯ : A ⊗R B → C
e´ um homomorfismo tal que g¯(i(a, b)) = g¯(a ⊗ b) = g(a, b), ∀(a, b) ∈ A × B.
Ou seja, g¯ ◦ i = g. Isso completa a prova de existeˆncia.
Provemos agora a unicidade. Suponha h : A ⊗R B → C e´ um homomor-
fismo tal que h ◦ i = g. Enta˜o h(a ⊗ b) = h ◦ i(a, b) = g(a, b) = g¯ ◦ i(a, b) =
g¯(a⊗ b), para todo gerador a⊗ b de A⊗RB. Como as func¸o˜es coincidem nos
geradores, elas sa˜o iguais em todos os elementos de A⊗R B, isto e´, h = g¯, o
que prova a unicidade. Isso tambe´m prova que i : A × B → A ⊗R B e´ um
objeto universal emM(A,B) - ou seja, dado qualquer objeto g deM(A,B),
existe um u´nico morfismo s tal que s ◦ i = g, a saber, s = g¯.
No exemplo a seguir, a importaˆncia desse teorema ficara´ mais clara.
Exemplo B.5. Sejam RAR e RBR mo´dulos. A func¸a˜o g : A×B → B ⊗R A,
dada por (a, b) 7→ b ⊗ a e´ balanceada. Pelo Teorema ??, isso implica a
existeˆncia de um u´nico homomorfismo T : A⊗RB → B⊗RA tal que T (a⊗b) =
b⊗ a. Essa func¸a˜o T e´ chamada func¸a˜o twist.
Observe que na˜o precisamos definir o valor de T sobre um elemento
gene´rico de A ⊗R B, mas apenas nos geradores. Ademais, na˜o precisamos
fazer uma verificac¸a˜o direta de que T e´ homomorfismo. Isso significaria que
ter´ıamos que avaliar T (a⊗ b + c⊗ d) e mostrar que o resultado e´ o mesmo
que T (a ⊗ b) + T (c ⊗ d) - mostrando para geradores arbitra´rios, implicaria
homomorfismo, e´ claro. No entanto, na˜o sabemos se a⊗ b + c⊗ d pode ser
expresso na forma e⊗f , i.e., como um gerador de A⊗B; so´ temos o resultado
estipulado para geradores. Isso mostra que - pelo menos, a` primeira vista -
na˜o ter´ıamos como provar diretamente que T e´ homomorfismo. O teorema,
portanto, nos permite fazer essa afirmac¸a˜o. Ale´m disso, so´ precisamos veri-
ficar que a func¸a˜o g e´ balanceada, o que, em geral, e´ algo que na˜o oferece
maiores complicac¸o˜es.
Nas constuc¸o˜es dos exemplos de coa´lgebras, sempre fazemos esse caminho
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indireto, utilizando o teorema. Da´ı a importaˆncia crucial dele para nossos
propo´sitos - ale´m de seu interesse por si mesmo.
Corola´rio B.6. Se AR, A
′
R, RB e RB
′ sa˜o mo´dulos sobre um anel R e
se f : A → A′ e g : B → B′ sa˜o homomorfismos de R-mo´dulos, enta˜o
existe um u´nico homomorfismo de grupos h : A ⊗R B → A′ ⊗R B′ tal que
h(a ⊗ b) = f(a) ⊗ g(b), ∀a ∈ A e ∀b ∈ B. Esse homomorfismo u´nico sera´
denotado por f ⊗ g.
Demonstrac¸a˜o: Seja s : A×B → A′ ⊗R B′ dado por s(a, b) = f(a)⊗ g(b).
Por f e g serem homomorfismos de R-mo´dulos, s e´ balanceada (verificac¸a˜o
a cargo do leitor). Pelo teorema, existe um u´nico homomorfismo de grupos
s¯ : A⊗R B → A′ ⊗R B′ tal que s¯(a⊗ b) = f(a)⊗ g(b), para quaisquer a ∈ A
e b ∈ B.
Escrevemos, enta˜o, (f ⊗ g)(a⊗ b) = f(a)⊗ g(b). Tambe´m e´ fa´cil verificar
que, se f ′ : A′R → A′′R e g′ : RB′ → RB′′ sa˜o homomorfismos de R-mo´dulos,
enta˜o a composic¸a˜o (f ′ ⊗ g′) ◦ (f ⊗ g) e´ dada por (f ′ ◦ f) ⊗ (g′ ◦ g). Segue,
imediatamente, que se f e g sa˜o isomorfismos de R-mo´dulos, enta˜o f ⊗ g e´
isomorfismo de grupos, com inversa f−1 ⊗ g−1.
Ate´ o momento, sabemos que o produto tensorial de dois mo´dulos e´ um
grupo abeliano (por definic¸a˜o). Sendo um mo´dulo um grupo abeliano no
qual ha´ uma “multiplicac¸a˜o por escalar”definida entre um anel e o grupo,
podemos tentar associar uma estrutura de mo´dulo ao produto tensorial. O
produto tensorial considerado ate´ aqui e´ de um R-mo´dulo a` direita com um R-
mo´dulo a` esquerda. Se algum deles for um bimo´dulo, enta˜o podemos associar
naturalmente uma estrutura de S-mo´dulo ao produto tensorial, como se vera´
na proposic¸a˜o seguinte.
Proposic¸a˜o B.7. Sejam R e S ane´is e SAR, RB, CR e RDS (bi)mo´dulos
conforme indicado. Enta˜o tem-se:
i) A⊗RB e´ um S-mo´dulo a` esquerda, com a multiplicac¸a˜o por escalar definida
por s(a⊗ b) = sa⊗ b, para quaisquer a ∈ A, b ∈ B e s ∈ S.
ii) Se f : A→ A′ e´ um homomorfismo de (S,R)-bimo´dulos e g : B → B′ e´ um
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homomorfismo de R-mo´dulos, enta˜o a aplicac¸a˜o induzida f ⊗ g : A⊗R B →
A′ ⊗R B′ e´ um homomorfismo de S-mo´dulos a` esquerda.
iii) C⊗RD e´ um S-mo´dulo a` direita, com a multiplicac¸a˜o por escalar definida
por (c⊗ d)s = c⊗ ds, para quaisquer c ∈ C, d ∈ D e s ∈ S.
iv) Se f : C → C ′ e´ um homomorfismo de (S,R)-bimo´dulos e g : D → D′ e´
um homomorfismo de R-mo´dulos, enta˜o a aplicac¸a˜o induzida f ⊗ g : C ⊗R
D → C ′ ⊗R D′ e´ um homomorfismo de S-mo´dulos a` direita.
Demonstrac¸a˜o: Demonstraremos apenas os dois primeiros ı´tens, sendo os
dois u´ltimos ana´logos.
(i) Para cada s ∈ S, defina a aplicac¸a˜o A×B → A⊗B por (a, b) 7→ sa⊗b.
E´ fa´cil ver que esta aplicac¸a˜o e´ R-balanceada. Portanto, pelo Teorema ??,
isto define um homomorfismo αs : A⊗RB → A⊗RB tal que αs(a⊗b) = sa⊗b.
Para cada u =
n∑
i=1
ai ⊗ bi ∈ A ⊗R B, defina su como sendo o elemento
αs(u) =
n∑
i=1
αs(ai⊗ bi) =
n∑
i=1
sai⊗ bi. Essa ac¸a˜o de S esta´ bem definida, pois
αs e´ um homomorfismo.
Deixamos ao leitor a verificac¸a˜o de que, com a “multiplicac¸a˜o por esca-
lar”definida deste modo, A⊗R B realmente e´ um S-mo´dulo a` esquerda.
(ii) Ja´ sabemos que f ⊗ g : A ⊗R B → A′ ⊗R B′ e´ um homomorfismo de
grupos abelianos. Para mostrar que e´ homomorfismo de S-mo´dulos, basta
verificar que (f ⊗ g)(s(a⊗ b)) = s(f ⊗ g)(a⊗ b), para quaisquer s ∈ S, a ∈ A
e b ∈ B.
Seja s ∈ S. Temos que
(f ⊗ g)(s(a⊗ b)) = (f ⊗ g)(sa⊗ b)
= f(sa)⊗ g(b)
= sf(a)⊗ g(b)
= s(f(a)⊗ g(b))
= s(f ⊗ g)(a⊗ b)
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Provamos, a seguir, um teorema de importaˆncia fundamental para nosso
estudo. Ele e´ usado na pro´pria definic¸a˜o de coa´lgebra; provaremos um iso-
morfismo, que foi chamado, ao longo do texto, de isomorfismo canoˆnico.
Teorema B.8. Seja R um anel com identidade e AR, RB R-mo´dulos unita´rios.
Enta˜o existem isomorfismos de R-mo´dulos A⊗R R ' A e R⊗R B ' B.
Demonstrac¸a˜o: Provaremos apenas o primeiro deles, sendo a demonstrac¸a˜o
do segundo inteiramente ana´loga.
Como R e´ um (R,R)-bimo´dulo, enta˜o A⊗R R e´ um R-mo´dulo a` direita,
pelo teorema anterior. Ale´m disso, g : A × R → A dada por g(a, r) = ar
define uma aplicac¸a˜o balanceada. Portanto, pelo Teorema ??, existe um u´nico
homomorfismo (de grupos abelianos) α : A⊗R R→ A tal que α(a⊗ r) = ar.
E´ fa´cil ver que esse homomorfismo tambe´m e´ de R-mo´dulos a` direita.
Por outro lado, a func¸a˜o β : A→ A⊗RR dada por β(a) = a⊗1R tambe´m
e´ um homomorfismo de R-mo´dulos a` direita. Basta verificar que αβ = IA e
βα = IA⊗RR.
De fato, (αβ)(a) = α(a⊗1R) = a1R = a e (βα)(a⊗r) = β(ar) = ar⊗1R =
a⊗ r.
Proposic¸a˜o B.9. Sejam R e S ane´is e AR, RBS e SC mo´dulos conforme
indicado. Enta˜o existe um isomorfismo (de grupos abelianos)
(A⊗R B)⊗S C ' A⊗R (B ⊗S C).
Demonstrac¸a˜o: Cada elemento v ∈ (A ⊗R B) ⊗S C e´ uma soma finita
n∑
i=1
ui ⊗ ci, com ui ∈ A ⊗R B e ci ∈ C. Mas cada ui tambe´m e´ uma soma
finita
mi∑
j=1
aij ⊗ bij, com aij ∈ A e bij ∈ B. Portanto, v e´ uma soma finita
n∑
i=1
mi∑
j=1
[(aij ⊗ bij)⊗ ci].
Logo, (A⊗RB)⊗SC e´ gerado por todos os elementos da forma (a⊗b)⊗c,
com a ∈ A, b ∈ B e c ∈ C. Analogamente, A⊗R (B⊗S C) e´ gerado por todos
os elementos da forma a⊗ (b⊗ c), com a ∈ A, b ∈ B e c ∈ C.
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Seja
g : (A⊗R B)× C → A⊗R (B ⊗S C)
dada por g(
n∑
i=1
ai ⊗ bi, c) =
n∑
i=1
[ai ⊗ (bi ⊗ c)]. Enta˜o g e´ uma aplicac¸a˜o
S-balanceada e, pelo Teorema ??, induz um u´nico homomorfismo
α : (A⊗R B)⊗S C → A⊗R (B ⊗S C)
tal que α([(a⊗ b)⊗ c]) = a⊗ (b⊗ c), para quaisquer a ∈ A, b ∈ B e c ∈ C.
Analogamente, temos uma aplicac¸a˜o R-balanceada
A× (B ⊗S C)→ (A⊗R B)⊗S C,
que induz um u´nico homomorfismo
β : A⊗R (B ⊗S C)→ (A⊗R B)⊗S C
tal que que β([a⊗ (b⊗ c)]) = (a⊗ b)⊗ c.
Para cada gerador (a⊗b)⊗c de (A⊗RB)⊗SC, temos (βα)([(a⊗b)⊗c]) =
β([a⊗ (b⊗ c)]) = (a⊗ b)⊗ c. Donde βα = I(A⊗RB)⊗SC .
Similarmente, mostra-se que αβ = IA⊗R(B⊗SC). Portanto, α e β sa˜o inver-
sas uma da outra. Da´ı, α e´ o isomorfismo desejado.
Evidentemente, esse resultado pode ser estendido indutivamente para um
nu´mero finito de mo´dulos que sejam “compat´ıveis”, no sentido de que os
produtos tensoriais fiquem bem definidos. Por conta deste isomorfismo, na˜o
precisamos usar paraˆnteses para especificar a ordem dos produtos tensoriais.
Teorema B.10. Seja R um anel, A e {Ai}i∈I R-mo´dulos a` direita, B e
{Bj}j∈J R-mo´dulos a` esquerda. Enta˜o existem isomorfismos (de grupos abe-
lianos)
(
∑
i∈I
Ai)⊗R B '
∑
i∈I
(Ai ⊗R B);
A⊗R (
∑
j∈J
Bj) '
∑
j∈J
(A⊗R Bj).
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Demonstrac¸a˜o: Sejam ιk : Ak →
∑
i∈I
Ai e pik :
∑
i∈I
Ai → Ak, respectiva-
mente, a inclusa˜o e a projec¸a˜o canoˆnicas. Enta˜o a famı´lia de homomorfismos
ιk ⊗ 1B : Ak ⊗B → (
∑
i∈I
Ai)⊗R B induz um homomorfismo
α :
∑
i∈I
(Ai ⊗R B)→ (
∑
ı∈I
Ai)⊗R B
tal que α((ai⊗ b)i∈I) =
∑
i∈I0
(ιi(ai)⊗ b) = (
∑
i∈I0
ιi(ai))⊗ b, em que I0 = {i ∈ I :
ai ⊗ b 6= 0}.
Seja g : (
∑
i∈I
Ai)× B →
∑
i∈I
(Ai ⊗R B) dada por g(u, b) = (pii(u)⊗ b)i∈I e´
balanceada. Logo, pelo Teorema ??, g induz um homomorfismo
β : (
∑
i∈I
Ai)⊗R B →
∑
i∈I
(Ai ⊗R B)
tal que β(u⊗ b) = (pii(u)⊗ b)i∈I .
Mostraremos que α e β sa˜o inversas uma da outra, o que prova o primeiro
isomorfismo. A demonstrac¸a˜o do outro e´ inteiramente ana´loga, de modo que
sera´ omitida.
Se u ∈
∑
i∈I
Ai e I0 = {i ∈ I : ai ⊗ b 6= 0} = {i ∈ I : pii(u) 6= 0}, enta˜o
u =
∑
i∈I0
ιipii(u). Portanto, para cada gerador u⊗ b de (
∑
i∈I
Ai)⊗R B, temos
(αβ)(u⊗ b) = α((pii(u)⊗ b)i∈I0) = (
∑
i∈I0
ιipii(u))⊗ b = u⊗ b.
Da´ı, αβ = I(Pi∈I Ai)⊗RB.
Para cada j ∈ I, defina ι∗j : Aj ⊗R B →
∑
i∈I
(Ai ⊗ B) a inclusa˜o canoˆnica.
Enta˜o e´ fa´cil ver que
∑
i∈I
(Ai ⊗R B) e´ gerado por todos elementos da forma
ι∗j(a ⊗ b) = (piiιj(a) ⊗ b)i∈I , com j ∈ I, a ∈ Aj e b ∈ B. Destarte, para cada
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gerador, temos (piiιj(a))⊗ b = 0, se i 6= j, e (pijιj(a))⊗ b = a⊗ b. Portanto,
(βα)(ι∗j(a⊗ b)) = (βα)((piiιj(a)⊗ b))
= β(ιjpijιj(a)⊗ b)
= β(ιj(a)⊗ b)
= (piiιj(a)⊗ b)i∈I
= ι∗j(a⊗ b).
Logo, βα = IP
i∈I(Ai⊗RB).
Teorema B.11. Seja R um anel com identidade. Se A e´ um R-mo´dulo a`
direita unita´rio e F e´ um R-mo´dulo a` esquerda livre com base Y , enta˜o cada
elemento u ∈ A⊗R F pode ser escrito de forma u´nica como u =
n∑
i=1
ai ⊗ yi,
em que ai ∈ A e os y′is sa˜o elementos distintos de Y .
Demonstrac¸a˜o: Como F =
∑
y∈Y
Ry, para cada y ∈ Y , seja Ay = A e consi-
dere a soma direta
∑
y∈Y
Ay. Como cada {y} e´ linearmente independente – por
Y ser base –, enta˜o cada epimorfismo ϕ : R → Ry, dado por ϕ(r) = ry, e´
tambe´m isomorfismo. Portanto, para cada y ∈ Y temos um isomorfismo
A⊗R Ry 1A⊗ϕ
−1−→ A⊗R R ' A = Ay.
Pelo Teorema anterior, podemos construir um isomorfismo θ : A ⊗R F →∑
y∈Y
Ay:
A⊗R F = A⊗R (
∑
y∈Y
Ry)
'−→
∑
y∈Y
(A⊗R Ry) '−→
∑
y∈Y
Ay.
Deixamos ao leitor a verificac¸a˜o de que θ(a⊗ y) = ιy(a), para a ∈ A e y ∈ Y ,
em que ιy : Ay →
∑
z∈Y
Az e´ a inclusa˜o canoˆnica.
Como cada v ∈
∑
y∈Y
Ay e´ uma soma finita v = ιy1(a1) + · · · + ιyn(an) =
θ(a1 ⊗ y1) + · · · + θ(an ⊗ yn), com yi ∈ Y distintos. Os elementos ai sa˜o
univocamente determinados na expressa˜o acima. Portanto, cada elemento de
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A⊗R F e´ univocamente determinado – ja´ que cada um sera´ da forma θ−1(v)
–, sendo escrito, pois, na forma
n∑
i=1
ai ⊗ yi.
Corola´rio B.12. Se R e´ um anel com identidade e AR e RB sa˜o R-mo´dulos
livres com bases X e Y , respectivamente, enta˜o A ⊗R B e´ um R-mo´dulo (a`
direita) livre com base W = {x⊗ y : x ∈ X, y ∈ Y } de cardinalidade |X||Y |.
Antes de provarmos o corola´rio, observamos que, sendo R um (R,R)-
bimo´dulo, enta˜o toda soma direta de co´pias deR tambe´m sera´. Em particular,
todo R-mo´dulo a` direita livre e´ um R-mo´dulo a` esquerda livre e vice-versa.
Por isso, faz sentido tratar, no pro´prio enunciado do corola´rio, A⊗R B como
sendo um R-mo´dulo (a` direita e a` esquerda).
Demonstrac¸a˜o: Pela demonstrac¸a˜o do Teorema ??, existe um isomorfismo
de grupos
θ : A⊗R B '−→
∑
y∈Y
Ay =
∑
y∈Y
A =
∑
y∈Y
(
∑
x∈X
xR),
ja´ que B e´ gerado por Y e A =
∑
x∈X
xR.
Como dissemos antes da demonstrac¸a˜o, todo mo´dulo a` esquerda livre
tambe´m e´ mo´dulo a` direita. Assim, B e´ um (R,R)-bimo´dulo. Assim, A⊗RB
e´ um R-mo´dulo. E´ fa´cil ver que θ e´ homomorfismo de mo´dulos. Sendo
W = {x⊗ y : x ∈ X, y ∈ Y }, e´ claro que θ(W ) gera A⊗R B.
Provemos que W e´ linearmente independente. Sejam X0 ⊆ X e Y0 ⊆ Y
subconjuntos finitos de X e Y , respectivamente, e sejam αxy ∈ R tais que∑
x∈X0
∑
y∈Y0
αxyx ⊗ y = 0. Como θ e´ injetiva, θ(
∑
x∈X0
∑
y∈Y0
αxyx ⊗ y) = 0. Mas
θ(x⊗ y) = ιy(x). Logo,
θ(
∑
x∈X0
∑
y∈Y0
αxyx⊗ y) =
∑
x∈X0
∑
y∈Y0
αxyθ(x⊗ y)
=
∑
x∈X0
∑
y∈Y0
αxyιy(x) = 0.
Isto implica que αxyιy(x) = 0, para quaisquer x ∈ X0 e y ∈ Y0. Como
as incluso˜es sa˜o injetivas, segue que ιy(x) 6= 0, se x 6= 0. Por conseguinte,
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αxy = 0. Portanto, θ(W ) e´ uma base de A ⊗R B. Pelo Teorema ??, todos
os elementos de W sa˜o distintos e, da´ı, todos de θ(W ) tambe´m o sa˜o. Logo,
|W | = |X||Y |.
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