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Sommaire
Dans ce me´moire, on pre´sente un espace de la ge´ome´trie hyperbolique, le bidisque.
On y parle de la ge´ome´trie du bidisque et pour ce faire on expose en de´tail la ge´ome´trie
du plan hyperbolique. Ensuite, on pre´sente les groupes d’isome´tries du bidisque pour
lesquels on de´crit les groupes d’isome´trie du plan hyperbolique. Enﬁn, on donne des
conditions ne´cessaires et suﬃsantes pour que des sous-groupes cycliques d’isome´tries
du bidisque soient discrets.
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Introduction
La ge´ome´trie usuelle du plan est base´e sur une suite d’axiomes qui ont d’abord
e´te´ pre´sente´s dans le 13e volume des E´le´ments d’Euclide 300 av. J.-C. et repris dans
Ratcliﬀe [8]. Ces axiomes e´noncent toutes les re`gles permettant la construction, dans
le plan, d’objets ge´ome´triques simples tels que les droites, les cercles et tous les autres
objets qui peuvent en de´couler.
Or, l’e´tude de la ge´ome´trie ne se limite pas a` l’e´tude des objets dans le plan euclidien.
En eﬀet, il est possible de munir d’une nouvelle ge´ome´trie d’autres surfaces que le plan
euclidien. Par exemple, on peut doter la sphe`re de la ge´ome´trie sphe´rique [8] ou encore
munir l’hyperbolo¨ıde a` deux nappes de la ge´ome´trie hyperbolique [8]. Cette dernie`re
surface, appele´e plan hyperbolique, diﬀe`re en un point majeur avec le plan euclidien.
En eﬀet, le cinquie`me axiome d’Euclide sur les droites paralle`les stipule :
Soit une droite inﬁnie, il existe une unique droite paralle`le a` la droite donne´e et
passant par un point exte´rieur a` cette dite droite.
Dans le plan hyperbolique, cet axiome n’est plus vrai dans son e´criture originale, il
doit plutoˆt eˆtre modiﬁe´ de la fac¸on suivante :
Soit une droite inﬁnie, il existe une inﬁnite´ de droite paralle`les a` la droite donne´e et
passant par un point exte´rieur a` ladite droite.
Ainsi, avec cette seule diﬀe´rence, la construction ainsi que l’application d’isome´tries
a` des objets ge´ome´trique dans le plan hyperbolique est tre`s diﬀe´rente de ce qu’elle est
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dans le plan euclidien.
Dans ce me´moire on s’inte´resse a` un espace nomme´ bidisque qui correspond au
produit carte´sien de deux copies du plan hyperbolique. On s’inte´resse aux groupes
d’isome´tries de cet espace en particulier a` un groupe d’isome´tries qui correspond au
produit carte´sien de deux copies du groupe d’isome´tries du plan hyperbolique. Dans ce
travail on met l’accent sur l’e´tude des sous-groupes cycliques d’isome´tries du bidisque,
aﬁn de de´terminer les conditions ne´cessaires et suﬃsantes pour que de tels sous-groupes
soient discrets.
Le premier chapitre est de´die´ a` la mise en place des de´ﬁnitions et re´sultats ne´cessaires
pour pre´senter le plan hyperbolique. Le second chapitre est consacre´ a` la pre´sentation
des groupes de transformations du plan hyperbolique pour de´terminer les conditions
ne´cessaires aﬁn qu’un sous-groupe d’isome´tries soit discret. Dans le troisie`me chapitre,
le but est de de´terminer quels groupes cycliques d’isome´tries du bidisque sont discrets.
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Chapitre 1
De´ﬁnitions et pre´liminaires
Dans ce travail on s’inte´resse a` la ge´ome´trie du bidisque ainsi qu’a` ses groupes
d’isome´tries. Le bidisque e´tant une varie´te´ riemannienne, il est d’abord important de
mettre en place les de´ﬁnitions ne´cessaires sur ces varie´te´s, sur les groupes discrets
agissant sur celles-ci ainsi que sur l’action proprement discontinue de certains groupes
des meˆmes varie´te´s. Enﬁn, il est essentiel de de´crire la ge´ome´trie du plan hyperbolique
en de´ﬁnissant la me´trique et la topologie choisies pour cet espace. Ces deux aspects
sont traite´s de fac¸on de´taille´e dans le chapitre qui suit.
1.1 Varie´te´s riemanniennes
En tant que varie´te´ riemannienne, le bidisque est un espace de Hausdorﬀ connexe.
En premier lieu, on de´ﬁnira cet espace de fac¸on a` repre´senter la ge´ome´trie du bidisque.
Ensuite, on verra comment un groupe agit sur cet espace.
Dans cette section, les de´ﬁnitions et re´sultats qui traitent des varie´te´s riemanniennes,
des groupes discrets ainsi que de l’action proprement discontinue sont tire´s des notes
de cours de Abels et Strantzalos sur les groupes de transformation propre [1], de Bre-
don [5] ainsi que de Royden [9].
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1.1.1 Action de groupe sur les varie´te´s riemanniennes
De´ﬁnition 1.1.1. Un espace topologique X est appele´ un espace de Hausdorﬀ si pour
toute paire de points x et y il existe deux voisinages ouverts V1 et V2 avec x ∈ V1 et
y ∈ V2 tels que V1 et V2 sont disjoints.
De´ﬁnition 1.1.2. Un espace topologique X est dit connexe si pour tous A,B ouverts
tels que X = A unionsq B alors A = ∅ ou B = ∅.
De´ﬁnition 1.1.3. Une varie´te´ M de dimension n est un espace de Hausdorﬀ connexe
tel que chaque point de M admet un voisinage home´omorphe a` une boule dans Rn.
De´ﬁnition 1.1.4. Une varie´te´ lisse de dimension n est un espace de Hausdorﬀ deuxie`me
de´nombrable Mn muni d’une collection de cartes telles que :
1) une carte est un home´omorphisme φ : U −→ U ′ ou` U est un ouvert de Mn et
U ′ ⊂ Rn est un ouvert de Rn ;
2) Chaque point x ∈ M est dans le domaine d’une carte ;
3) Pour des cartes φ : U −→ U ′ et ψ : V −→ V ′, le changement de coordonne´es
φψ−1 : ψ(U ∩ V ) −→ φ(U ∩ V ) est inﬁniment diﬀe´rentiable ;
4) La collection de carte est maximale avec les trois premie`res proprie´te´s.
De´ﬁnition 1.1.5. Une varie´te´ lisse M munie d’une me´trique lisse est appele´e une
varie´te´ riemannienne.
De´ﬁnition 1.1.6. Soient X un ensemble et G un groupe. On donne l’application sui-
vante :
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G×X −→ X
(g, x) −→ gx
Cette application est une action de G sur X si, pour tout x ∈ X et pour tout
g, h ∈ G, elle respecte les conditions suivantes :
i) 1 · x = x
ii) g(hx) = (gh)x
ou` 1 repre´sente l’identite´ du groupe G
1.1.2 Orbite et sous-groupe stabilisateur
De´ﬁnition 1.1.7. Soit X un ensemble muni de l’action d’un groupe G. L’orbite d’un
point par G est l’ensemble :
G(x) = {g(x) ∈ X | g ∈ G}. (1.1)
Dans un groupe, il existe un sous-groupe dont l’action, est e´quivalente a` l’action
de l’identite´ pour un point donne´. Ce sous-groupe est appele´ sous-groupe stabilisateur.
Pour x ∈ X, on le notera :
Gx = {g ∈ G | g(x) = x}. (1.2)
Aﬁn de bien s’imaginer la forme que prend l’orbite d’un point par un groupe ainsi
que le sous-groupe stabilisateur d’un point voici l’exemple d’une rotation du plan eu-
clidien.
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Exemple 1.1.8. Prenons un groupe G engendre´ par une rotation g d’angle π
4
et de
centre (0, 0) dans le plan euclidien.
L’orbite du point (1, 0) ∈ R2 par G est repre´sente´ par les points noirs sur le cercle de
rayon 1 dans la ﬁgure 1.1.
G((0, 1)) =
{
(1, 0);
(√
2
2
,
√
2
2
)
; (0, 1);
(−√2
2
,
√
2
2
)
; (−1, 0);
(−√2
2
,
−√2
2
)
; (0,−1);
(√
2
2
,
−√2
2
)}
Le sous-groupe stabilisateur de G est l’ensemble des puissances de g8.
Gx = {g8n | n ∈ Z}
R2
1
Figure 1.1 – Sche´ma illustrant l’orbite du point (0, 1) par G.
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1.2 Groupes discrets et action de groupe propre-
ment discontinue
Dans cette section on pre´sente les de´ﬁnitions et re´sultats pre´liminaires concernant
les groupes topologiques discrets ainsi que l’action de groupe proprement discontinue
en vue de montrer que des sous-groupes d’isome´tries sont discrets dans le plan hyper-
bolique et dans le bidisque.
1.2.1 Groupes discrets
Les notions relie´es aux groupes discrets sont tire´es de Ratcliﬀe [8].
De´ﬁnition 1.2.1. Un groupe topologique est un groupe G qui est un espace topologique
tel que les applications suivantes :
G×G −→ G
(g, h) −→ gh
et
G −→ G
g −→ g−1
sont continues.
Remarque : Soient X un espace topologique est G un groupe. Alors, pour tout
g ∈ G ﬁxe´, l’application G −→ G de´ﬁnie par x −→ g(x) est un home´omorphisme
d’inverse x −→ g−1(x).
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De´ﬁnition 1.2.2. Soit G un groupe topologique. Alors, G est discret si tous ses points
sont ouverts.
La de´ﬁnition pre´ce´dente n’est pas des plus aise´es a` utiliser. Le re´sultat qui suit re`gle
ce proble`me.
Lemme 1.2.3. Soit G un groupe topologique. Alors G est discret si et seulement si le
singleton {1} est ouvert.
De´monstration :
Ne´cessite´ : Cela suit trivialement de la de´ﬁnition.
Suﬃsance : Supposons que {1} est ouvert. On sait que G agit par home´omorphisme
sur G, ainsi l’inverse d’une application de G existe et est continue.
Prenons g ∈ G quelconque. On a que g = (g−1)−1 et on sait que l’image inverse d’un
ouvert est un ouvert.
Ainsi, (g−1)−1{1} est ouvert, mais
(g−1)−1{1} = g{1} = {g}
Alors, {g} est ouvert. Donc G est discret.
1.2.2 Action proprement discontinue
Les de´ﬁnitions et les re´sultats de cette sous-section sont tire´s de Beardon [3].
De´ﬁnition 1.2.4. Soit X un espace topologique et soit G un groupe d’home´omorphismes
de X dans lui-meˆme. L’action de G sur X est dite proprement discontinue si pour tout
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compact K ⊂ X :
g(K) ∩K = ∅
pour au plus un nombre ﬁni de g ∈ G.
Le the´ore`me suivant ne sera pas de´montre´ dans le cadre des varie´te´s riemannienne,
mais il le sera dans le cas des isome´tries du plan hyperbolique.
De´ﬁnition 1.2.5. Soit un espace topologique X et soit un groupe G de X. L’action
de G sur X de´ﬁnie par l’application suivante :
G×X −→ X
(g, x) −→ g(x)
est libre si g(x) = x implique que g = 1.
The´ore`me 1.2.6. Dans une varie´te´ riemannienne X, un sous-groupe G, dont l’action
est libre, du groupe d’isome´tries de X est discret si et seulement si son action sur la
varie´te´ est proprement discontinue.
L’exemple suivant montre que si le sous-groupe avec lequel on travaille n’est pas un
sous-groupe d’un groupe d’isome´tries, le re´sultat du the´ore`me 1.2.6 n’est pas vrai.
Exemple 1.2.7. Dans l’exemple suivant, le sous-groupe H ⊂ G est discret, mais n’est
pas un sous-groupe d’isome´tries. Ainsi, l’action de H n’est pas ne´cessairement propre-
ment discontinue.
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Soit X = R2 \{(0, 0)} et soit G un groupe d’home´omorphismes de X dans GL(2,R).
Prenons d ∈ G telle que
d : X −→ X
(x, y) −→
(
2x,
y
2
)
Cette transformation n’est pas une isome´trie puisqu’elle ne pre´serve pas la distance
dans R2.
Formons le groupe cyclique H = 〈d〉. On a que H est cyclique et donc discret.
Or, soit K ⊂ X un compact ou` K = ∂({(x, y) ∈ X | − a ≤ x ≤ a ,−b ≤ y ≤ b}),
on a, pour n > 0 que
dn(K) ∩K = ∅, ∀n ∈ Z.
Comme illustre´ a` la ﬁgure 1.2.
Ainsi, bien queH soit discret, l’action deH surX n’est pas proprement discontinue.
Figure 1.2 – Sche´ma illustrant trois puissances de K par d. L’intersection e´tant non-
vide pour un nombre inﬁni de d ∈ G.
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1.3 Me´trique et topologie du plan hyperbolique
Il y a trois mode`les qui repre´sentent le plan hyperbolique. Dans l’espace a` trois
dimensions, on le repre´sente fre´quemment par le mode`le de l’hyperbolo¨ıde (ﬁgure 1.3).
Tandis que dans l’espace a` deux dimensions, on le repre´sente par le disque de Poincarre´
ou par le demi-plan supe´rieur. (ﬁgure 1.4)
Figure 1.3 – Mode`le de l’hyperbolo¨ıde du plan hyperbolique dans l’espace a` trois
dimensions.
Le mode`le du plan hyperbolique utilise´ dans ce me´moire sera majoritairement le
mode`le du demi-plan supe´rieur dont la de´ﬁnition est tire´e de Ratcliﬀe [8].
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λ1
λ2
λ3
a) b)
R
I
λ1
λ2
λ3
Figure 1.4 – Mode`le en deux dimensions du plan hyperbolique. a) Mode`le du demi-
plan supe´rieur H2 ; b) Mode`le du disque de Poincarre´ D. λ1, λ2 etλ3 repre´sentent des
ge´ode´siques.
Dans cette section on donne la de´ﬁnition de la me´trique ainsi que la topologie choi-
sie dans le plan hyperbolique dans le but de pre´senter les groupes d’isome´tries dans le
plan hyperbolique au second chapitre.
La de´ﬁnition de la me´trique choisie dans le plan hyperbolique est tire´e de Katok [7].
Finalement, la the´orie concernant la topologie choisie du plan hyperbolique est tire´e
de Beardon et Minda [4].
Le mode`le du demi-plan supe´rieur, note´ H2 ⊂ C, est de´ﬁni comme :
H2 = {z ∈ C| Im(z) > 0}.
De´ﬁnition 1.3.1. Soient x, y deux points d’une surface S dans H2, posons z = x+ iy
tel que dz = dx+ idy. Ainsi on obtient la me´trique suivante :
ds =
√
dx2 + dy2
y
. (3.1)
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De´ﬁnition 1.3.2. Soit γ : [0, 1] → H2 un chemin diﬀe´rentiable par morceaux tel que
pour tout z = (x, y) ∈ H2, z(t) = x(t) + iy(t) avec t ∈ [0, 1]. La longueur d’arc
hyperbolique se mesure par :
lH2(γ) =
∫ 1
0
√(
dx
dt
)2
+
(
dy
dt
)2
y(t)
dt =
∫ 1
0
|dz
dt
|
y(t)
dt. (3.2)
De´ﬁnition 1.3.3. Soient z et w deux points dans le plan hyperbolique, la distance
hyperbolique entre ces deux points est calcule´e par :
dH2(z, w) = inf
γ
(lH2(γ)). (3.3)
ou` γ est un chemin diﬀe´rentiable par morceaux entre z et w.
De´ﬁnition 1.3.4. On peut de´duire, de la de´ﬁnition 1.3.3, la formule suivante pour la
distance entre deux points, z et w du plan hyperbolique :
dH2(z, w) = 2 tanh
−1
( |z − w|
|z − w¯|
)
. (3.4)
Remarque : Sur l’axe imaginaire, dans le plan hyperbolique, la distance entre deux
points x = bi et y = ai est :
dH2(x, y) = ln
(
b
a
)
. (3.5)
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De´monstration :
Soient x et y dans H2 deux points verticalement aligne´s sur l’axe imaginaire I.
Notons x = bi et y = ai. Ainsi,
2 tanh−1
( |x− y|
|x− y¯|
)
= 2 tanh−1
(
b− a
b+ a
)
= 2
(
1
2
ln
(
1 + b−a
b+a
1− b−a
b+a
))
= ln
(
b
a
)
.
R
x = bi
y = ai
I
Figure 1.5 – Image illustrant deux points sur l’axe imaginaire I pour calculer leur
distance.
Dans le plan hyperbolique, on munit H2 de la topologie me´trique. Ainsi, tout ouvert
dans H2 est une re´union de boules ouvertes du plan euclidien.
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The´ore`me 1.3.5. La topologie induite par la me´trique de´ﬁnie a` la de´ﬁnition 1.3.1 est
e´quivalente a` la topologie induite par la me´trique du plan euclidien R2.
De´monstration :
Soit CH un disque hyperbolique de centre hyperbolique z ∈ H2 non nul et de rayon
hyperbolique rh. Comme les isome´tries du plan hyperbolique agissent transitivement
sur le plan hyperbolique, il existe une isome´trie g qui envoie le centre z sur ch = ai un
point de l’axe imaginaire. On obtient donc g(CH) un disque hyperbolique de centre ch
non nul et de rayon hyperbolique rh.
Ce disque est e´galement un disque euclidien de centre euclidien ce = a cosh(rh)i non
nul et de rayon euclidien re = a sinh(rh) > 0. On notera ce disque CE. Les formules
explicites du centre euclidien et du rayon euclidien dans le plan hyperbolique sont
donne´es dans l’article de Charette, Drumm et Lareau-Dussault [6].
Il faut donc montrer que CE et g(CH) sont les meˆmes disque. Pour ce faire, il faut
montrer que les points du disque euclidien CE sont les points du disque hyperbolique
g(CH).
dH2(ch, x) = dH2(ai, a cosh(rh)i+ a sinh(rh)e
iθ) (3.6)
= 2 tanh−1
( |ai− a cosh(rh)i− a sinh(rh)eiθ|
|ai+ a cosh(rh)i− a sinh(rh)e−iθ|
)
(3.7)
= 2 tanh−1
((
(1− cosh(rh)− sinh(rh) sin(θ))2 + (sinh(rh) cos(θ))2
(1 + cosh(rh) + sinh(rh) sin(θ))2 + (sinh(rh) cos(θ))2
) 1
2
)
(3.8)
= 2 tanh−1
((
cosh(rh)− 1
cosh(rh) + 1
) 1
2
)
(3.9)
= rh (3.10)
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Ainsi, les points du disque CE sont les points du disque g(Ch). De la meˆme fac¸on,
on peut ve´riﬁer que le disque de de´part est e´galement un disque euclidien. En eﬀet,
les isome´tries du plan euclidien agissent transitivement sur le plan euclidien. Donc,
la translation hyperbolique g est e´galement une translation euclidienne qui envoie le
centre euclidien de CH sur ce dans le disque CE.
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Chapitre 2
Groupes de transformations du
plan hyperbolique
Le groupe d’isome´tries du bidisque sur lequel on met l’accent correspond au pro-
duit carte´sien de deux copies du groupe d’isome´tries du plan hyperbolique. Dans ce
chapitre, on de´ﬁnit d’abord le groupe d’isome´tries du plan hyperbolique, qui pre´servent
l’orientation, en donnant la me´trique choisie pour ce groupe. A` l’aide des de´ﬁnitions
relie´es au groupe d’isome´tries du plan hyperbolique, on donne ensuite les conditions
ne´cessaires et suﬃsantes pour qu’un groupe d’isome´tries du plan hyperbolique soit dis-
cret.
Pour la suite, les de´ﬁnitions ayant trait aux transformations du plan hyperbolique
sont tire´es de Beardon [3], Katok [7] et Ratcliﬀe [8]. Les de´monstrations aux re´sultats
de cette section sont inspire´es des trois meˆmes auteurs.
2.1 Groupes de matrices
Dans le plan hyperbolique, chaque isome´trie du groupe d’isome´trie est associe´e a`
une paire de matrices dans le groupe de matrices PSL(2,R) qui pre´servent l’orientation
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du plan hyperbolique. On aura besoin de de´ﬁnir les e´le´ments du groupe et donner la
me´trique choisie pour ce groupe.
2.1.1 De´ﬁnitions
Le groupe de matrices SL(2,R) est forme´ de matrices carre´es 2 × 2 a` coeﬃcients
re´els et dont le de´terminant est e´gal a` 1.
SL(2,R) =
⎧⎨⎩
⎛⎝ a b
c d
⎞⎠ ∣∣∣∣ ad− bc = 1 , a, b, c, d ∈ R
⎫⎬⎭ . (1.1)
Le groupe quotient forme´ des classes d’e´quivalences dont les repre´sentants sont des
matrices de SL(2,R) qui pre´servent l’orientation dans le plan hyperbolique est :
PSL(2,R) = SL(2,R)/{±12} (1.2)
ou` 12 =
⎛⎝ 1 0
0 1
⎞⎠ .
Les matrices de PSL(2,R) sont contenue dans des classes d’e´quivalence qui contiennent
une paire de matrices ±A. Alors, pour [A] ∈ PSL(2,R) :
[A] =
⎧⎨⎩
⎛⎝ a b
c d
⎞⎠ ,
⎛⎝ −a −b
−c −d
⎞⎠⎫⎬⎭
telle que ad− bc = 1 et a, b, c, d ∈ R.
De´ﬁnition 2.1.1. Soit [A] ∈ PSL(2,R) et z ∈ H2. L’action de PSL(2,R) sur le plan
hyperbolique est de´ﬁnie par l’application :
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PSL(2,R)×H2 −→ H2
([A], z) −→ az + b
cz + d
Ce quotient ne de´pend pas du choix du repre´sentant dans la classe d’e´quivalence [A] de
A.
Proposition 2.1.1. Tout e´le´ment de PSL(2,R) agit par home´omorphisme sur H2.
De´monstration :
On doit montrer que chaque transformation provenant de l’action de´crite a` la
de´ﬁnition 2.1.1 envoie H2 sur lui meˆme.
Prenons A ∈ PSL(2,R) et z ∈ H2. Posons w = A(z) ou` A(z) = az+b
cz+d
.
Ainsi, on a que
w =
az + b
cz + d
· cz¯ + d
cz¯ + d
=
(az + b)(cz¯ + d)
|cz + d|2 =
ac|z|2 + adz + bcz¯ + bd
|cz + d|2
de sorte que
Im(w) =
w − w¯
2i
=
z − z¯
2i|cz + d|2 =
Im(z)
|cz + d|2 > 0
Ainsi, Im(z) > 0 implique que Im(w) > 0.
Comme A ainsi que son inverse sont continues, on a que w ∈ H2.
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2.1.2 Topologie
On e´tudiera la topologie du groupe GL(2,C). Il existe une bijection entre le plan
complexe C et le plan euclidien R2, ainsi lorsqu’on montre que GL(2,C) est un es-
pace topologique, alors on a que GL(2,R) et SL(2,R) seront des espaces topologiques
e´galement. Les notions qui suivent sont majoritairement tire´es de Bredon [5] et de Rat-
cliﬀe [8].
GL(2,C) est un groupe de matrices inversibles dont les coeﬃcients sont complexes.
C’est un groupe muni de la multiplication de matrices.
GL(2,C) =
⎧⎨⎩
⎛⎝ a b
c d
⎞⎠ ∣∣∣∣ ad− bc = 0 , a, b, c, d ∈ C
⎫⎬⎭ (1.3)
De´ﬁnition 2.1.2. La norme d’une matrice A = (aij) de GL(2,C) est :
‖A‖ =
(
2∑
i,j=1
|aij|2
) 1
2
(1.4)
A` l’aide de cette norme, on peut de´ﬁnir une distance sur GL(2,C). Soient A et B
dans GL(2,C) :
d(A,B) = ‖A− B‖ (1.5)
Ainsi, d correspond a` la me´trique euclidienne sur GL(2,C) puisque GL(2,C) est
conside´re´ comme e´tant un sous-espace topologique du groupe C4.
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The´ore`me 2.1.3. Le groupe de matrices GL(2,C), muni de la me´trique de´ﬁnie a`
l’e´quation (1.4) est un groupe topologique.
De´monstration :
Soient (A,B) ∈ GL(2,C) × GL(2,C) tel que (A,B) → AB ∈ GL(2,C). On a que
les coeﬃcients de la matrice AB sont des polynoˆmes dont les coeﬃcients proviennent
de A et B. Ainsi, l’application suivante :
GL(2,C)×GL(2,C) −→ GL(2,C) (1.6)
(A,B) −→ AB (1.7)
est continue par la matrice AB.
De´terminons la fonction de´terminant :
det : GL(2,C) → C *.
Cette fonction est continue pour les meˆmes raisons que l’application 1.6 e´tait conti-
nue. Le de´terminant correspond a` des coeﬃcients qui sont des polynoˆmes dans les
coeﬃcients de A.
Ainsi,
A−1ij = (−1)i+j
(det(Aji))
det(A)
ou` Aij est le mineur de A obtenu en eﬀac¸ant la ligne i et la colonne j.
Donc, chaque coeﬃcient de A−1 reste une fonction des coeﬃcients de A. Donc,
l’application suivante :
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GL(2,C) −→ GL(2,C) (1.8)
A −→ A−1 (1.9)
est continue par l’inverse de A.
Par conse´quent, GL(2,C) est un groupe topologique.
Chaque sous-groupe de GL(2,C) est un groupe topologique muni de la me´trique
de´ﬁnie a` l’e´quation (1.4).
Exemple 2.1.4. Les sous-groupes suivants sont des groupes topologiques qui sont mu-
nis de la meˆme topologie que GL(2,C) :
— GL(2,R)
— SL(2,R)
PSL(2,R) est e´gal a` SL(2,R)/{±12}, ainsi on munit ce groupe de topologie quotient
de la topologie de SL(2,R).
De´ﬁnition 2.1.5. Soit un espace topologique X muni d’une topologie note´e τX et soit
R une relation d’e´quivalence sur X. L’espace quotient Y = X/R est l’ensemble des
classes d’e´quivalences des e´le´ments de X.
C’est la topologie la plus ﬁne telle que la projection π : X −→ Y est continue ou`
Y associe a` x ∈ X sa classe d’e´quivalence. Ainsi pour U ⊂ Y un ouvert, on aura que
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π−1(U) = V est un ouvert de X.
2.1.3 Convergence
Dans la section 2.1.2, on a donne´ la de´ﬁnition de la me´trique de GL(2,C). Comme
SL(2,R) est un sous-groupe de GL(2,C), on prend la me´trique induite par l’inclusion.
Pour la notion de convergence on aura besoin de la me´trique de´ﬁnie plus haut.
Proposition 2.1.2. Soit {An} une suite de matrices dans SL(2,R) ou` An(i, j) est le
coeﬃcient a` la ligne i et la colonne j de chaque matrice An. Alors, An → A dans
SL(2,R) si et seulement si (An(i, j)) → A(i, j), i, j = 1, 2.
De´monstration :
Posons,
An =
⎛⎝ an bn
cn dn
⎞⎠ et A =
⎛⎝ a b
c d
⎞⎠
Toutes deux dans SL(2,R). Alors,
‖An − A‖ → 0
si et seulement si
∥∥∥∥∥∥
⎛⎝ an bn
cn dn
⎞⎠−
⎛⎝ a b
c d
⎞⎠∥∥∥∥∥∥→ 0
si et seulement si
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∥∥∥∥∥∥
⎛⎝ an − a bn − b
cn − c dn − d
⎞⎠∥∥∥∥∥∥→ 0
si et seulement si
(|an − a|2 + |bn − b|2 + |cn − c|2 + |dn − d|2) 12 → 0
si et seulement si
|an − a|2 + |bn − b|2 + |cn − c|2 + |dn − d|2 → 0
pour qu’une somme d’e´le´ments positifs converge vers 0 il suﬃt que chaque e´le´ment
converge individuellement vers 0. Ainsi :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
|an − a| → 0;
|bn − b| → 0;
|cn − c| → 0;
|dn − d| → 0.
si et seulement si
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
an → a;
bn → b;
cn → c;
dn → d.
Dans cette de´monstration, A est une matrice de SL(2,R) puisque la fonction de´terminant
est continue.
Comme mentionne´ plus haut, PSL(2,R) = SL(2,R)/{±12}. Ainsi, pour une suite
de classe d’e´quivalences de matrices {[An]} ∈ PSL(2,R) on aura que [An] → [A] si
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An → A et −An → A lorsque n → ∞.
2.2 Groupes d’isome´tries du plan hyperbolique
Dans le plan hyperbolique, on note Isom(H2) le groupe d’isome´tries. C’est un groupe
pour la composition des isome´tries. On a que Isom(H2) ∼= PGL(2,R) et le sous-groupe
des isome´tries qui pre´servent l’orientation dans le plan est PSL(2,R). Ainsi, a` chaque
classe de matrices [A] de PSL(2,R) correspond une isome´trie g ∈ Isom(H2).
La composition de deux isome´tries g et h de Isom(H2) correspond au produit des ma-
trices associe´es a` ces isome´tries et il en va de meˆme pour l’inverse d’une isome´trie qui
correspond a` l’inverse de la matrice associe´e.
A` partir de ces de´ﬁnitions, on est en mesure de de´terminer les matrices associe´es a`
chacune des isome´tries du plan hyperbolique et ainsi de les classiﬁer selon le nombre
de points ﬁxes qu’elles admettent.
La the´orie concernant les isome´tries du plan hyperbolique est tire´e des livres de
Beardon [3], Katok [7], et Ratcliﬀe [8].
2.2.1 Classiﬁcation des isome´tries de H2
Les notions concernant la classiﬁcation des isome´tries de H2 est tire´e des livres de
Beardon [3] et de Katok [7].
De´ﬁnition 2.2.1. Soit G un groupe d’isome´tries. Deux sous-groupes G0 et G1 de G
sont conjugue´s s’il existe h ∈ G tel que G0 = hG1h−1. Si G0 et G1 sont conjugue´s on
note : G0 ∼ G1.
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Remarque : On observe que g ﬁxe x ∈ X si et seulement si hgh−1 ﬁxe h(x) et
ainsi Gh(x) = hGxh
−1 ce qui nous donne que si x et y sont dans la meˆme orbite on aura
que Gx et Gy sont conjugue´s.
De´ﬁnition 2.2.2. La trace d’une isome´trie g ∈ Isom(H2) repre´sente´e par A =
⎛⎝ a b
c d
⎞⎠
dans PSL(2,R) est :
tr(g) = |a+ d| (2.1)
Avec la de´ﬁnition de l’action de PSL(2,R) et la de´ﬁnition de la trace d’une isome´trie,
on peut de´terminer les trois types d’isome´tries dans Isom(H2).
De´ﬁnition 2.2.3. Soit g ∈ Isom(H2), alors
1. g est hyperbolique si tr(g) > 2
2. g est parabolique si tr(g) = 2
3. g est elliptique si tr(g) < 2
On peut de´terminer la forme des matrices associe´es a` chacune des isome´tries dansH2
en e´tudiant leurs valeurs propres. Selon la nature des valeurs propres, chaque isome´trie
est conjugue´e a` un type de matrice en particulier.
Proposition 2.2.1. Soit g ∈ Isom(H2), alors
1. Si la matrice associe´e a` g admet 2 valeurs propres re´elles et distinctes, alors
g est diagonalisable et est conjugue´e a` une matrice de la forme :
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g ∼
⎛⎝ λ 0
0 1
λ
⎞⎠ ; λ > 1
.
On dit de g qu’elle est hyperbolique.
2. Si la matrice associe´e a` g admet un couple de valeurs propres complexes
conjugue´es, alors g est conjugue´e a` une matrice de la forme :
g ∼
⎛⎝ cos(θ) − sin(θ)
sin(θ) cos(θ)
⎞⎠ ; θ ∈ [0, 2π[
On dit de g qu’elle est elliptique.
3. Si la matrice associe´e a` g admet une valeur propre re´elle double, alors g est
conjugue´e a` la matrice de Jordan :
g ∼
⎛⎝ 1 a
0 1
⎞⎠ ; a = 0
On dit de g qu’elle est parabolique.
2.2.2 Groupes d’isome´tries discrets
Dans une varie´te´ riemannienne, on a qu’un sous-groupe est discret si son action sur
la varie´te´ est proprement discontinue. Ce re´sultat est d’une importance signiﬁcative
dans l’e´tude des groupes discrets d’une varie´te´. Dans ce qui suit, on montre ce re´sultat
dans le cas d’un sous-groupe quelconque G de PSL(2,R).
La the´orie relie´e a` cette section en majoritairement tire´e de Beardon [3], Katok [7] et
Ratcliﬀe [8].
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Action proprement discontinue et sous-groupes discrets
Dans les sections 2.1.2 et 2.1.3 sur la topologie et la convergence on a donne´ les
de´ﬁnitions de la norme d’une matrice ainsi que de la convergence d’une suite de matrices
vers une matrice du meˆme groupe. Beardon [3] donne une condition de ﬁnitude pour
les sous-groupes de SL(2,R).
Lemme 2.2.4. Un sous-groupe G de SL(2,R) est discret si et seulement si pour chaque
k > 0 l’ensemble :
Gk = {A ∈ G | ‖A‖ ≤ k} (2.2)
est ﬁni.
De´monstration :
Ne´cessite´ : Supposons, pour k > 0, que Gk soit inﬁni. Alors, G admet des e´le´ments
distincts An tels que ‖An‖ ≤ k pour n = 1, 2, ....
Si An =
⎛⎝ an bn
cn dn
⎞⎠ et que ‖An‖ ≤ k, alors |an| ≤ k et ainsi An admet des sous-
suite emboite´es Ani avec i = 1 a` 4 ou` an, bn, cn et dn convergent vers a, b, c et d > 0
respectivement.
On peut donc former la matrice B =
⎛⎝ a b
c d
⎞⎠ e´tant donne´ qu’il existe quatre sous-
suites diﬀe´rentes de An pour lesquelles chaque coeﬃcient de An converge vers les coef-
ﬁcient de B.
Ainsi, An → B et comme la fonction de´terminant est continue on a que B est un
e´le´ment de G.
Enﬁn, B est un point d’accumulation de la suite de matrices An dans G. Ainsi, G
n’est pas discret.
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Suﬃsance : Supposons que pour chaque k > 0 l’ensemble Gk soit ﬁni. En vertu de
la section 2.1.2 on a que la norme est une fonction continue. Ainsi, comme Gk est ﬁni
pour chaque k > 0 on a que G ne peut pas admettre de point limite. Ainsi, pour toute
suite convergente de matrices {An} dans G on a que si An → B, avec B dans SL(2,R),
on a qu’a` partir d’un certain rang N > 0 et n pour tout n > N l’e´galite´An = B est
ve´riﬁe´e.
Ainsi, G est discret.
Avec cette proposition, on peut montrer que tout sous-groupe discret de SL(2,R)
est de´nombrable. En eﬀet, si on pose :
G =
∞⋃
k=1
Gk
une union de´nombrable d’ensembles ﬁnis, on a que G est de´nombrable.
Comme, PSL(2,R) est un groupe quotient dont les repre´sentants des classes d’e´quivalences
de PSL(2,R) sont dans SL(2,R), les sous-groupes de PSL(2,R) sont aussi de´nombrables.
Lemme 2.2.5. Soit K ⊂ H2 un compact et soit z ∈ H2. L’ensemble A = {g ∈
PSL(2,R) | g(z) ∈ K} est compact dans PSL(2,R).
De´monstration :
Soit π : SL(2,R) −→ PSL(2,R) la projection usuelle de SL(2,R) sur le groupe
quotient PSL(2,R). Cette projection est une fonction continue.
On sait que l’image, par une fonction continue, d’un compact est compact. Ainsi,
A = π(π−1(A)) est un compact si π−1(A) est compact.
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Dans cette preuve on conside`re SL(2,R) en tant que sous-espace topologique de R4.
Ainsi, pour montrer que π−1(A) est compact il faudra montrer qu’il est ferme´ et borne´.
1) Conside´rons la fonction e´valuation en un point z ∈ H2 note´e evz ou`
evz : SL(2,R) −→ H2
M −→ evz(M) = π(M)(z)
On a que π−1(A) = ev−1z (K) et comme la fonction e´valuation est continue on a
que π−1(A) est ferme´. En eﬀet, K ⊂ H2 est un compact dans un espace se´pare´
donc il est ferme´.
2) On a que K ⊂ H2 est compact, ainsi il est borne´ dans H2. Alors, il existe une
constante positive re´elle m telle que si
⎛⎝ a b
c d
⎞⎠ ∈ π−1(A) alors
∥∥∥∥az + bcz + d
∥∥∥∥ < m
De meˆme, il existe une constante re´elle positive k telle que
Im
(
az + b
cz + d
)
≥ k
Et comme on a vu dans la preuve de la proposition 2.1.1
Im
(
az + b
cz + d
)
=
Im(z)
|cz + d|2 ≥ k
Ce qui nous donne que
|cz + d| ≤
√
Im(z)
k
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et
|az + b| < m
√
Im(z)
k
Ainsi,
|az + b|
|cz + d| < m
On peut remarquer que les quantite´s Im(z), m et k pre´sentes dans ces ine´galite´s
ne tiennent pas compte du choix de a, b, c, d. Ainsi, A est borne´.
Enﬁn, A est compact.
Lemme 2.2.6. Soit G un sous-groupe de PSL(2,R). Si l’action de G sur H2 est pro-
prement discontinue alors si x ∈ H2 et si g1, g2, ... sont des e´le´ments distincts de G, la
suite g1(x), g2(x), ... ne peut pas converger vers un y ∈ X.
De´monstration :
Prenons une suite {gn(x)} dans H2 qui converge vers y ∈ H2. Alors,
K = {y, x, g1(x), g2(x), ...}
est compact puisqu’il contient tous ses points d’accumulation. Puisque gn(K)∩K = ∅
pour tout n = 1, 2, ... on a que l’action de G n’est pas proprement discontinue sur H2.
The´ore`me 2.2.7. Dans le plan hyperbolique H2, un sous-groupe G de PSL(2,R) est
discret si et seulement si son action sur H2 est proprement discontinue.
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De´monstration :
Ne´cessite´ : Supposons que G est discret. Soit K ⊂ H2 et soit z ∈ H2.
Conside´rons l’ensemble {g ∈ G | g(z) ∈ K}. On a que
{g ∈ G | g(z) ∈ K} = G ∩ {g ∈ PSL(2,R) | g(z) ∈ K}.
Comme G est un sous-groupe discret d’un groupe topologique, il est ferme´. Et
comme {g ∈ PSL(2,R) | g(z) ∈ K} est compact, on a que
card
({g ∈ G | g(z) ∈ K}) < ∞
Soit BH2(z, r) une boule de centre z et de rayon r > 0 qui contient K. Conside´rons
BH2(z, 2r) telle que pour h n’appartenant pas a` {g ∈ G | g(z) ∈ K}, h(z) n’est pas
dans BH2(z, 2r).
Alors, h(BH2(z, r)) = BH2(h(z), r) puisque h est une isome´trie et h(K) ⊂ BH2(h(z), r).
Mais,BH2(z, r)∩BH2(h(z), r) = ∅ sauf pour un nombre ﬁni de h ∈ G. Ainsi, h(K)∩K =
∅ sauf pour un nombre ﬁni de h ∈ G.
Enﬁn, l’action de G sur H2 est proprement discontinue.
Suﬃsance : Supposons que G n’est pas discret. Alors, il existe des e´le´ments dis-
tincts g1, g2, ... dans G tels que gn → 1 lorsque n → ∞.
Ainsi, la suite gn(x) → x ∈ H2. Or, selon le lemme 2.2.6, si une telle suite existe
l’action de G sur H2 ne sera pas proprement discontinue.
32
Sous-groupes cycliques
Il faut observer que si G est un sous-groupe discret, alors tout sous-groupe conjugue´
a` G est discret puisque la conjugaison est un home´omorphisme de GL(2,R) vers lui-
meˆme.
Lemme 2.2.8. Soit g une isome´trie elliptique de Isom(H2) et d’angle θ ∈]0, 2π[. Alors,
〈g〉 est d’ordre ﬁni si et seulement si θ = 2kπ avec k ∈ Q.
De´monstration :
Ne´cessite´ : Supposons que 〈g〉 soit d’ordre ﬁni. Sans perte de ge´ne´ralite´, posons :
g =
⎛⎝ cos(θ) − sin(θ)
sin(θ) cos(θ)
⎞⎠
Comme 〈g〉 est d’ordre ﬁni, ainsi il existe 0 < N < ∞ tel que gN = id.
Ainsi :
gN =
⎛⎝ cos(Nθ) − sin(Nθ)
sin(Nθ) cos(Nθ)
⎞⎠
Si gN = id, alors ⎧⎨⎩ cos(Nθ) = 1 etsin(Nθ) = 0.
Donc,
Nθ = 2nπ, n ∈ Z ⇒ θ = 2π n
N
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Ainsi, n
N
= k ∈ Q.
Suﬃsance : Supposons que θ = 2kπ avec k ∈ Q. On a que k ∈ Q ainsi k = p
q
avec
p, q ∈ Z et q = 0.
Prenons N = q, ainsi :
⎛⎝ cos (N(2π pq)) − sin (N(2π pq))
sin
(
N
(
2π p
q
))
cos
(
N
(
2π p
q
))
⎞⎠ =
⎛⎝ cos(2πp) − sin(2πp)
sin(2πp) cos(2πp)
⎞⎠ =
⎛⎝ 1 0
0 1
⎞⎠
Cette e´galite´ est vraie pour tout p ∈ Z.
Ainsi, gq = 1 et 〈g〉 est d’ordre ﬁni.
The´ore`me 2.2.9. Soit g ∈ Isom(H2). Alors,
i) Si g est hyperbolique ou parabolique, 〈g〉 est discret.
ii) Si g est elliptique, 〈g〉 est discret si et seulement s’il est d’ordre ﬁni.
De´monstration :
i) Il faut montrer que, pour une suite {gnk}nk∈Z d’e´le´ments de 〈g〉, si gnk → 1 alors
il existe N > 0 tel que pour tout k > N , gnk = 1.
Cas hyperbolique :
Soit g une isome´trie hyperbolique. On peut,sans perte de ge´ne´ralite´, en vertu
de la conjugaison, poser :
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g =
⎛⎝ λ 0
0 1
λ
⎞⎠ , λ > 1
Prenons une suite {gnk}nk∈Z dans 〈g〉. Les matrices de cette suite sont de la
forme :
gnk =
⎛⎝ λnk 0
0 1
λnk
⎞⎠
Si gnk → 1 alors λnk → 1.
Ce qui implique soit que λ = 1 puisque c’est une constante soit que nk → 0.
Or, comme λ > 1, il ne peut eˆtre e´gal a` 1.
Alors, nk → 0 et ainsi a` partir d’un certain rang N > 0 tel que k > N on a
que nk = 0 et ainsi λ
nk = 1.
Ainsi, gnk = 1 pour tout k > N . Donc, 〈g〉 est discret.
Cas parabolique :
Soit g une isome´trie parabolique alors on peut, sans perte de ge´ne´ralite´, poser
g =
⎛⎝ 1 a
0 1
⎞⎠ , a = 0
Prenons une suite {gnk}nk∈Z dans 〈g〉 dont les matrices prennent la forme :
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gnk =
⎛⎝ 1 a · nk
0 1
⎞⎠
Si gnk → 1, on aura que a · nk → 0.
Alors, soit a = 0 puisque c’est une constante ou bien nk → 0.
Mais, a = 0, alors nk → 0 et ainsi a` partir d’un certain rang N > 0 tel que
k > N on a que nk = 0 et ainsi que a · nk = 0.
Ainsi, gnk = 1 pour tout k > N . Donc 〈g〉 est discret.
ii) Soit g une isome´trie elliptique alors on peut, sans perte de ge´ne´ralite´, poser
g =
⎛⎝ cos(θ) − sin(θ)
sin(θ) cos(θ)
⎞⎠
Prenons une suite {gnk}nk∈Z dans 〈g〉 dont les matrices sont de la forme :
gnk =
⎛⎝ cos(θnk) − sin(θnk)
sin(θnk) cos(θnk)
⎞⎠
Ne´cessite´ : Supposons que 〈g〉 est discret. Alors, pour toute suite {gnk} ∈ 〈g〉
qui converge vers l’identite´, il existe N > 0 tel que pour tout k > N , gnk = 1.
Si gnk = 1 pour tout k > N , alors :
⎛⎝ cos(θnk) − sin(θnk)
sin(θnk) cos(θnk)
⎞⎠ =
⎛⎝ 1 0
0 1
⎞⎠
Ce qui est le cas, seulement si
— cos(θnk) = 1 et
— ± sin(θnk) = 0
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donc nkθ = 2kπ ce qui implique que θ =
2kπ
nk
∈ Q. Ainsi, il suit du lemme 2.2.8,
que 〈g〉 est d’ordre ﬁni.
Suﬃsance : Supposons que 〈g〉 est d’ordre ﬁni N > 0. On a montre´ au lemme
2.2.8 que θ = 2kπ avec k ∈ Q.
Prenons une suite {gnl} dans 〈g〉 qui converge vers l’identite´. Si gnl → 1 et que
θ = 2kπ, alors :
⎛⎝ cos(2kπ · nl) − sin(2kπ · nl)
sin(2kπ · nl) cos(2kπ · nl)
⎞⎠→
⎛⎝ 1 0
0 1
⎞⎠
Ce qui est le cas, seulement si
— cos(2kπ · nl) → 1
— ± sin(2kπ · nl) → 0
Or, 〈g〉 est d’ordre ﬁni, ainsi, il existe au plus N valeurs possibles pour cos(2kπ ·
nl) et sin(2kπ · nl).
Soit ε > 0 tel que minl∈L{| cos(2kπ · nl) − 1|} < ε. Alors, la boule ouverte
BH2
(
1, ε
2
)
ne contient que le point 1.
Alors, a` partir d’un certain rang i > 0 tel que pour tout l > i, gnl = 1.
Les deux exemples suivants permettent de visualiser l’orbite d’un point au moyen
d’un sous-groupe cyclique engendre´ par une isome´trie elliptique d’ordre ﬁni et d’ordre
inﬁni respectivement.
Exemple 2.2.10. L’exemple suivant illustre l’orbite d’une elliptique dont l’angle est
un multiple rationnel de 2π et dont le centre est l’origine (0, 0).
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Prenons g ∈ Isom(H2) une isome´trie elliptique d’angle e´gal a` π
12
. Sans perte de
ge´ne´ralite´, posons :
g =
⎛⎝ cos ( π12) − sin ( π12)
sin
(
π
12
)
cos
(
π
12
)
⎞⎠
Formons le sous-groupe cyclique engendre´ par g, 〈g〉 ⊂ Isom(H2).
L’orbite de (0, 1) ∈ H2 par 〈g〉 est discre`te dans le cercle de rayon e´gal a` 1.
Figure 2.1 – Orbite d’une rotation d’angle π12 et de centre (0, 0) compose´ 24 fois.
Exemple 2.2.11. L’exemple suivant illustre l’orbite d’une isome´trie elliptique dont
l’angle est un multiple irrationnel de 2π et dont le centre est l’origine (0, 0).
Prenons g ∈ Isom(H2) une elliptique d’angle e´gal a` 2√2π. Sans perte de ge´ne´ralite´,
posons :
g =
⎛⎝ cos(2√2π) − sin(2√2π)
sin(2
√
2π) cos(2
√
2π)
⎞⎠
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Formons 〈g〉 ⊂ Isom(H2) le sous-groupe cyclique engendre´ par g.
L’orbite d’un point x ∈ H2 par 〈g〉 est dense dans le cercle de rayon 1dans le plan
complexe C.
Figure 2.2 – Orbite d’une rotation d’angle 2
√
2π et de centre (0, 0) compose´ n = 57
fois.
2.2.3 Groupes d’isome´tries discrets et non e´le´mentaires
Dans cette section, on pre´sente les crite`res ne´cessaires pour qu’un groupe d’isome´trie
non cyclique du plan hyperbolique soit discret, aﬁn d’e´tendre ces crite`res aux groupes
d’isome´tries du bidisque. Pour ce faire, on a besoin de de´ﬁnir la notion de sous-groupe
e´le´mentaire, laquelle est tire´e de Katok [7]. Les autres de´ﬁnitions et re´sultats de cette
section sont tire´s de Beardon [3].
De´ﬁnition 2.2.12. Un sous-groupe G de PSL(2,R) est e´le´mentaire s’il admet une
orbite ﬁni dans H˜2.
39
Les de´monstrations des the´ore`mes suivants : 2.2.13 et 2.2.14 se trouvent inte´gralement
dans le chapitre 2 du livre de Katok [7] et dans le chapitre 5 du livre de Beardon [3].
Elles ne seront pas pre´sente´es dans le cadre de ce me´moire.
The´ore`me 2.2.13. Soit G ⊂ Isom(H2). S’il ne contient aucun e´le´ment elliptique,
alors G est soit discret soit e´le´mentaire.
The´ore`me 2.2.14. Soit G ⊂ Isom(H2) un groupe non-e´le´mentaire, il est discret si et
seulement si pour chaque f et g dans G, on a que 〈f, g〉 est discret.
Remarque : Puisque l’isome´trie elliptique est la seule isome´trie a` avoir des points
ﬁxes dans l’inte´rieur du plan hyperbolique, on ne parle pas des deux autres isome´tries.
Lemme 2.2.15 (Lemme de Selberg). Soit G un groupe engendre´ par un nombre ﬁni
de matrices complexes n × n. Alors, G admet un sous-groupe normal G1 d’indice ﬁni
qui ne contient aucun e´le´ment non trivial d’ordre ﬁni.
Le the´ore`me qui suit ainsi que la preuve sont inspire´s de Beardon [3].
The´ore`me 2.2.16. Soit G un sous-groupe non e´le´mentaire de PSL(2,R). Alors, G est
discret si et seulement si les points ﬁxes des e´le´ments elliptiques de G ne s’accumulent
pas dans H2.
De´monstration :
Ne´cessite´ : Supposons que G est discret. En vertu du the´ore`me 2.2.7 on a que l’ac-
tion de G sur H2 est proprement discontinue.
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Soit x ∈ H2 et soit K un voisinage compact de x. Puisque l’action de G est proprement
discontinue, si on prend une isome´trie elliptique g dans G, on a que g(K)∩K = ∅ pour
au plus un nombre ﬁni de g ∈ G. Ainsi, il existe un nombre ﬁni de points ﬁxes dans le
voisinage K de x. Donc, les points ﬁxes des e´le´ments elliptiques ne s’accumulent pas
dans H2.
Suﬃsance : Supposons que les points ﬁxes des e´le´ments elliptiques de G ne s’accu-
mulent pas dans H2.
Supposons qu’il existe au moins un g ∈ G qui est d’ordre inﬁni. Soit z ∈ H2 tel
que g(z) = z, alors l’ensemble des points gn(x), avec n ∈ Z, est dense sur le cercle
hyperbolique de centre z et de rayon r = dH2(x, z). [3]
Comme G est non-e´le´mentaire, il existe f ∈ G tel que f(z) = z. En eﬀet, si f(z) = z
aussi, on aurait une orbite ﬁni dans la fermeture de H˜2 et ainsi G ne serait plus non
e´le´mentaire.
On a que les points de gnf(z) sont des points ﬁxes de gnfg(gnf)−1 une isome´trie
elliptique de G.
Alors, comme f(z) = z et que g ﬁxe z, on a que gnf(z) = z. Mais on a aussi que
pour tous les autres points de H2, par exemple f(z) ∈ H2, l’orbite par gn de tels points
est dense dans H2. Ainsi, ces points s’accumulent dans H2, une contradiction.
Par conse´quent, tous les e´le´ments elliptiques sont d’ordre ﬁni dans G.
Enﬁn, on va montrer que G est discret. On a que G ⊂ PSL(2,R) est de´ﬁni comme
un groupe de matrices. Alors, prenons G0 ⊂ G un sous-groupe engendre´ par un nombre
ﬁni d’e´le´ments. Selon le lemme 2.2.15, G0 contient un sous-groupe normal G1 d’indice
ﬁni qui ne contient aucun e´le´ment non trivial d’ordre ﬁni.
Comme chaque isome´trie elliptique de G est d’ordre ﬁni, on a que G1 n’admet aucun
e´le´ment elliptique et on a qu’il n’est pas e´le´mentaire, ainsi selon le the´ore`me 2.2.13 G1
est discret.
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Or, G1 ⊂ G0 est d’indice ﬁni ce qui implique que G0 est discret e´galement. Et G0
e´tant engendre´ par un nombre ﬁni d’e´le´ments, en vertu du the´ore`me 2.2.14 on a que
G est discret.
En re´sume´, dans ce chapitre on a donne´ un re´sultat sur les sous-groupes d’isome´tries
du plan hyperbolique dont les e´le´ments elliptiques n’admettent pas de points ﬁxes qui
s’accumulent en vue d’e´tendre ce re´sultat aux sous-groupes d’isome´tries du bidisque.
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Chapitre 3
Le bidisque et ses groupes de
transformations
Pour de´crire la ge´ome´trie du bidisque, il faut porter une attention particulie`re a`
la ge´ome´trie du plan hyperbolique. C’est ce qui a e´te´ fait dans le premier chapitre.
De meˆme, pour de´ﬁnir un groupe d’isome´tries agissant librement sur le bidisque, il est
ne´cessaire d’e´tudier attentivement le groupe d’isome´tries du plan hyperbolique comme
on l’a fait au second chapitre. Dans le chapitre qui vient, on pre´sente le bidisque ainsi
qu’un groupe d’isome´tries de cet espace aﬁn de de´terminer quels de ses sous-groupes
d’isome´tries sont discrets. Plus particulie`rement, on s’inte´ressera aux sous-groupes cy-
cliques engendre´s par une isome´trie du groupe d’isome´tries du bidisque.
Les de´ﬁnitions qui traitent de la notation associe´e au bidisque, de la me´trique ainsi
que de la topologie qui lui est associe´e sont base´es sur l’article de Charette, Drumm et
Lareau-Dussault [6] et du livre de Bredon [5].
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3.1 De´ﬁnitions
De´ﬁnition 3.1.1. Le bidisque est de´ﬁni comme le produit de deux copies du plan hy-
perbolique muni de la topologie produit. On le note H2 ×H2.
Il faut e´galement noter que le bidisque est une varie´te´ riemannienne et ainsi les
re´sultats du premier chapitre s’appliquent a` cet espace. En particulier, un sous-groupe
d’un groupe d’isome´tries qui agit sur le bidisque est discret si et seulement si l’action
du sous-groupe sur le bidisque est proprement discontinue.
La me´trique dont on dote le bidisque est une me´trique produit de Riemann ou` pour
z et w des points de H2 ×H2 on a que
dH2×H2(z, w) =
√
d2
H2
(z1, w1) + d2H2(z2, w2) (1.1)
et ou` la distance entre deux points du plan hyperbolique peut aussi eˆtre e´crite comme
dH2(zi, wi) = 2 tanh
−1
(
|zi − wi|
|zi − w¯i|
)
(1.2)
avec zi, wi ∈ H2
Cette distance est de´duite de la de´ﬁnition de la distance entre deux points du plan
hyperbolique pre´sente´e au chapitre 1 a` la de´ﬁnition 1.3.4.
On rappelle que la topologie produit sur un espace X × Y admet comme base la
collection U × V ou` U ⊂ X et V ⊂ Y sont des ouverts des espaces respectifs.
Comme U1 × V1 ∩ U2 × V2 = (U1 ∩ U2) × (V1 ∩ V2) et que par re´currence on peut
e´tendre le re´sultat a` un nombre d’ouvert plus grand que 2, on a que les ouverts de
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l’espace X × Y correspondent a` l’union quelconque des rectangles Ui × Vi.
3.2 Groupe d’isome´tries Γ
Le groupe forme´ des isome´tries du bidisque est note´ Isom(H2 ×H2). Dans le contexte
de ce me´moire, le groupe d’isome´tries qui est e´tudie´ est un sous-groupe normal du
groupe d’isome´tries du bidisque a` savoir le sous-groupe Γ = IsomH2× IsomH2. De ce
fait, la me´trique associe´e a` ce groupe est la me´trique produit.
De´ﬁnition 3.2.1. L’action de Γ sur H2 ×H2 est de´ﬁnie par l’application suivante :
Γ× (H2 ×H2) −→ H2 ×H2
((g1, g2), (z1, z2)) −→ (g1(z1), g2(z2))
Ou` gi ∈ Isom(H2) et zi ∈ H2 avec i = 1, 2.
Proposition 3.2.1. Toute isome´trie de Γ est un home´omorphisme de H2 ×H2 sur
lui-meˆme.
De´monstration :
Soit (z, w) ∈ H2 ×H2 et soit (g, h) ∈ Γ. On veut montrer que (g, h)(z, w) ∈
H2 ×H2. Or, selon la de´ﬁnition du produit donne´e plus haut (3.2.1), on a que :
(g, h)(z, w) = (g(z), h(w))
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ou`, selon la proposition 2.1.1, g(z) et h(w) sont dans H2. Ainsi, (g, h)(z, w) ∈ H2 ×H2
Dans le groupe d’isome´tries du bidisque, Isom(H2 ×H2), il existe une isome´trie
ι ∈ Isom(H2 ×H2) dont l’action est de permuter les coordonne´es d’un point z = (z1, z2)
dans H2 ×H2. Ainsi, l’application suivante
ι : H2 ×H2 −→ H2 ×H2
(z1, z2) −→ (z2, z1)
est une involution.
The´ore`me 3.2.2. L’involution ι normalise Γ. De plus, Isom(H2 ×H2) ∼= Γ 〈ι〉.
La de´monstration comple`te de ce the´ore`me se trouve dans l’article de Charette,
Drumm et Lareau-Dussault [6].
3.2.1 Les surfaces dans le bidisque
Dans cette sous-section on montre que le groupe d’isome´tries Γ est un sous-groupe
d’indice 2 du groupe d’isome´tries du bidisque Isom(H2 ×H2).
Les surfaces du bidisque ont une courbure [8] qui se situe entre 0 et −1. Les seules
surfaces dont la courbure est exactement e´gale a` −1 sont les plans horizontaux et ver-
ticaux. Ces plans prennent la forme : H2×{x} et {x}×H2 respectivement avec x ∈ H2.
Proposition 3.2.2. Le groupe d’isome´tries Γ est un sous-groupe d’indice 2 de Isom(H2 ×H2).
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De´monstration :
Soit une surface verticale S de H2 ×H2. On a que S prend la forme {x}×H2. Soit
g ∈ Isom(H2 ×H2) une isome´trie.
Si on applique l’isome´trie g a` la surface verticale S on obtient que g(S) est une
surface de courbure ne´gative e´gale a` −1. Ainsi on obtient une des deux surfaces sui-
vantes :
1. g(S) = {y} ×H2 est une surface verticale avec y ∈ H2 ;
2. g(S) = H2×{z} est une surface horizontale avec z ∈ H2.
Ainsi, la surface obtenue en 1 est une surface verticale et g ∈ Γ. Mais, la surface ob-
tenue en 2 est une surface horizontale. Pour la rendre verticale on a ι ∈ Isom(H2 ×H2),
l’involution, qui e´change les coordonne´es de chaque point de la surface. Ainsi, ι ◦ g(S)
est une surface verticale, mais ι /∈ Γ alors ι ◦ g /∈ Γ.
On remarque alors, que seule la moitie´ des isome´tries, dont la surface re´sultante est
de meˆme orientation que la surface de de´part, se trouve dans Γ.
3.2.2 Groupes cycliques d’isome´tries
Dans cette sous-section, on pre´sente quels groupes cycliques d’isome´tries sont dis-
crets. Les re´sultats seront montre´s sur des groupes cycliques a` un ge´ne´rateur de la
forme 〈(g1, g2)〉 ou` gi ∈ Isom(H2).
On sait qu’un groupe est discret si, en prenant une suite convergente d’e´le´ments de
ce groupe, cette suite devient e´ventuellement constante. C’est ce qui a e´te´ utilise´ au
chapitre 2 dans le the´ore`me 2.2.9 et c’est ce qui sera utilise´ dans les re´sultats de cette
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sous-section.
The´ore`me 3.2.3. Un groupe cyclique 〈(g, h)〉 engendre´ par une isome´trie de Γ telle
que g ou h est hyperbolique est discret.
De´monstration :
Prenons G = 〈(g, h)〉 un groupe engendre´ par (g, h), une isome´trie de Γ, ou` g est
une isome´trie quelconque et h est une isome´trie hyperbolique de Isom(H2).
On peut, sans perte de ge´ne´ralite´, poser :
g =
⎛⎝ a b
c d
⎞⎠ ; a, b, c, d ∈ R
et
h =
⎛⎝ λ 0
0 1
λ
⎞⎠ ; ou` λ > 1.
Prenons une suite {(gnk , hnk)} dans G avec nk dans Z. On veut montrer que si
(gnk , hnk) → (1, 1) alors a` partir d’un certain rang N > 0 tel que k > N on aura
(gnk , hnk) = (1, 1).
Si (gnk , hnk) → (1, 1), alors :
⎛⎝⎛⎝ ank bnk
cnk dnk
⎞⎠ ,
⎛⎝ λnk 0
0 1
λnk
⎞⎠⎞⎠→
⎛⎝⎛⎝ 1 0
0 1
⎞⎠ ,
⎛⎝ 1 0
0 1
⎞⎠⎞⎠ .
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Ce qui est le cas, seulement si chaque composante converge vers l’identite´. Mais,
on a vu dans la section 2.2.2 que la composante hyperbolique converge vers l’identite´
seulement si :
— λ = 1 car c’est une constante ou bien
— nk → 0
Or, λ > 1, ainsi, nk → 0. Mais comme nk est entier, on qu’a` partir d’un certain
rang N > 0 tel que k > N , nk = 0 et ainsi (g
nk , hnk) = (1, 1).
Alors, peu importe la nature de g, si h est une isome´trie hyperbolique, le groupe
engendre´ par (g, h) est discret.
The´ore`me 3.2.4. Un groupe cyclique 〈(g, h)〉 engendre´ par une isome´trie de Γ telle
que g ou h est parabolique est discret.
De´monstration :
Prenons G = 〈(g, h)〉 un groupe engendre´ par (g, h), une isome´trie de Γ, ou` g est
une isome´trie quelconque et h est une isome´trie parabolique de Isom(H2).
On peut, sans perte de ge´ne´ralite´, poser :
g =
⎛⎝ a b
c d
⎞⎠ ; a, b, c, d ∈ R
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et
h =
⎛⎝ 1 a
0 1
⎞⎠ ; ou` a = 1.
Prenons une suite {(gnk , hnk)} dans G avec nk dans Z. On veut montrer que si
(gnk , hnk) → (1, 1) alors a` partir d’un certain rang N > 0 tel que k > N on aura
(gnk , hnk) = (1, 1).
Si (gnk , hnk) → (1, 1), alors :
⎛⎝⎛⎝ ank bnk
cnk dnk
⎞⎠ ,
⎛⎝ 1 a · nk
0 1
⎞⎠⎞⎠→
⎛⎝⎛⎝ 1 0
0 1
⎞⎠ ,
⎛⎝ 1 0
0 1
⎞⎠⎞⎠ .
Seulement si
— a = 0 car c’est une constante ou bien
— nk → 0
Or, a = 1, ainsi, nk → 0 et a` partir d’un certain rang N > 0 tel que k > N , on a
que nk = 0 et ainsi (g
nk , hnk) = (1, 1).
Alors, peu importe la nature de g, si h est une isome´trie parabolique, le groupe
engendre´ par (g, h) est discret.
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The´ore`me 3.2.5. Un groupe cyclique 〈(g, h)〉 engendre´ par une isome´trie de Γ telle
que g et h soient des isome´tries elliptiques, dont au moins une des isome´tries elliptiques
est d’ordre inﬁni, n’est pas discret.
De´monstration :
Prenons G = 〈(g, h)〉 un groupe cyclique engendre´ par une isome´trie de Γ ou` g et
h sont elliptiques, mais g est d’angle 2πα avec α ∈ R \Q.
On peut, sans perte de ge´ne´ralite´, poser :
g =
⎛⎝ cos(2πα) − sin(2πα)
sin(2πα) cos(2πα)
⎞⎠ , α ∈ R \Q
et
h =
⎛⎝ cos(θ) − sin(θ)
sin(θ) cos(θ)
⎞⎠ , θ ∈ (0, 2π).
Pour montrer que G n’est pas discret, il faut montrer que l’identite´ (1, 1) est un
point d’accumulation de G.
Dans un premier temps, supposons qu’il existe N > 0 tel que hN = 1. Alors prenons
le sous-groupe cyclique engendre´ par (gNk, 1), avec k un entier.
On a montre´, au lemme 2.2.9, que le sous-groupe engendre´ par une isome´trie elliptique
est discret si et seulement si le sous-groupe est d’ordre ﬁni.
Or, le sous-groupe engendre´ par (gNk, 1) n’est pas d’ordre ﬁni puisque gNk est inﬁni.
Ainsi, 1 est un point d’accumulation de gNk. Donc, (1, 1) est un point d’accumulation
du sous-groupe engendre´ par (gNk, 1) et ainsi est un point d’accumulation pour G.
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D’autre part, supposons que pour N > 0 on ait hN = 1. Ainsi, en prenant le sous-
groupe cyclique engendre´ par (gNk, hNk), on a que 1 est un point d’accumulation pour
hnk et pour gnk . Donc, (1, 1) est un point d’accumulation de G.
Par conse´quent, G n’est pas discret.
3.2.3 Points ﬁxes d’isome´tries du bidisque
Dans cette sous-section on pre´sentera la forme des points ﬁxes des isome´tries du
bidisque dans Γ pour montrer que les points ﬁxes d’isome´trie (g, h), ou` g et f sont
elliptiques, ne s’accumulent pas si elles sont dans un groupe discret. Dans le plan
hyperbolique, le meˆme re´sultat s’applique et la re´ciproque est e´galement vraie si le
sous-groupe est non e´le´mentaire. Or, dans le bidisque, il n’est pas suﬃsant, pour qu’un
sous-groupe soit discret, que celui-ci soit non e´le´mentaire et que les points ﬁxes de ses
isome´tries (g, h), ou` g et f sont elliptiques, ne s’accumulent pas dans H2 ×H2.
De´ﬁnition 3.2.6. Soit une isome´trie g = (g1, g2) ∈ Γ et un point z = (z1, z2) ∈
H2 ×H2. Alors, z est un point ﬁxe de g si l’e´quation suivante est satisfaite :
z = g(z)
Ainsi, les points ﬁxes des isome´tries du bidisque correspondent aux points ﬁxes de
chacune de ses composantes g1 et g2.
Alors,
— Si g1 est une isome´trie elliptique et que g2 est une isome´trie hyperbolique ou pa-
rabolique, les points ﬁxes, de g font partis de H2×R qui est le bord du bidisque.
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— Si g1 est une isome´trie hyperbolique ou parabolique et que g2 est une isome´trie
elliptique, les points ﬁxes, de g font partis de R×H2 qui est e´galement le bord
du bidisque.
— Si g1 et g2 sont hyperboliques ou paraboliques, on dit que la transformation g
n’admet aucun point ﬁxe dans H2 ×H2 puisque les points ﬁxes sont sur le bord
du bidisque.
— Si g1 et g2 sont elliptiques, alors les points ﬁxes g sont dans l’inte´rieur du bi-
disque.
The´ore`me 3.2.7. Soit un sous-groupe G non cyclique de Γ. Si G est discret, alors les
points ﬁxes des isome´tries de la forme g = (g1, g2) dans G, telle que g1 et g2 sont des
isome´tries elliptiques, ne s’accumulent pas dans H2 ×H2.
De´monstration :
On a pour hypothe`se que G est discret, donc selon le the´ore`me 1.2.6, l’action de G
sur H2 ×H2 est proprement discontinue.
Soit z = (z1, z2) ∈ H2 ×H2 et soit K = K1×K2 un voisinage compact de z. Comme
l’action de G sur H2 ×H2 est proprement discontinue, on a que pour g = (g1, g2) ∈ G
une isome´trie telle que g1 et g2 sont des isome´tries elliptique, g(K) ∩K = ∅ pour au
plus un nombre ﬁni de g dans G. Ainsi, seul un nombre ﬁni de points ﬁxes, des g en
question, se trouvent dans K.
Ainsi, les points ﬁxes de ces isome´tries ne s’accumulent pas dans H2 ×H2.
Dans ce chapitre, on a montre´ que les sous-groupes cycliques engendre´s par une
isome´trie dont une des composantes est hyperbolique ou parabolique sont ne´cessairement
discrets. Dans le meˆme sens, on a montre´ que les sous-groupes cycliques engendre´s par
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une isome´trie de la forme (elliptique, elliptique) dont une des composantes elliptiques
est d’ordre inﬁni ne peut eˆtre discret. Il serait donc inte´ressant de se pencher sur l’e´tude
des sous-groupes engendre´s par un nombre ﬁni d’e´le´ments et de de´terminer les condi-
tions ne´cessaires et suﬃsantes pour que le sous-groupe soit discret. On a de´ja` montre´
que dans un groupe discret les points ﬁxes des isome´tries (g, h) dans Γ, telles que g et
h sont des isome´tries elliptiques, ne s’accumulent pas dans H2 ×H2. Il faudrait donc
explorer le lien qui existe entre les points ﬁxes des isome´tries de la forme pre´ce´dente
et les conditions qui font qu’un sous-groupe est discret.
54
Conclusion
Dans ce me´moire, on a pre´sente´ le bidisque en tant que varie´te´ riemannienne. On
s’est inte´resse´ aux groupes d’isome´tries cycliques dans le bidisque et a` un crite`re pour
que ces groupes soient discrets. Pour ce faire, dans le premier chapitre, on a donne´
les de´ﬁnitions et re´sultats ne´cessaires aﬁn de pre´senter la ge´ome´trie du plan hyperbo-
lique, c’est-a`-dire sa me´trique ainsi que sa topologie. Le second chapitre a e´te´ de´die´
a` la pre´sentation des groupes de transformations du plan hyperbolique dans l’optique
de de´terminer les conditions ne´cessaires pour qu’un groupe d’isome´tries soit discret
qu’il soit cyclique ou pas. Enﬁn, dans le troisie`me chapitre on a de´termine´ les condi-
tions pour qu’un groupe cyclique engendre´ par une isome´trie du bidisque soit discret.
Il est inte´ressant de se pencher sur les groupes d’isome´tries du bidisque engendre´ par
un nombre ﬁni d’isome´tries. Or, contrairement aux groupes d’isome´tries du plan hy-
perbolique, le crite`re qui de´termine si ces groupes sont discrets implique l’e´tude des
sous-groupes discrets denses dans la topologie de Zariski. Une possible suite de ce travail
consistera a` e´tudier les sous-groupes d’isome´tries du bidisque engendre´ par un nombre
ﬁni ou inﬁni d’isome´tries et de de´terminer les conditions ne´cessaires et suﬃsantes pour
que de tels groupes soient discrets.
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Annexe A
Sous-groupe stabilisateur
Exemple : Le sous-groupe stabilisateur de G = 〈(g, h)〉 ⊂ Γ, avec g une isome´trie
elliptique et h une isome´trie hyperbolique est e´gal a` l’identite´.
De´monstration : Soit {(g, h)n} une suite dans G et soit (x, y) ∈ H2 ×H2 :
(g, h)n(x, y) = (gn, hn)(x, y) = (x, y)
si et seulement si
gn(x) = x et hn(y) = y
si et seulement si
gn = id , ethn = id
si et seulement si
n = 0
Puisque la seule puissance ou` h est e´gal a` id est la puissance nulle. Or, si n = 0, on a
que g est e´galement l’identite´.
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Ainsi, {(g, h) ∈ Isom(H2) | (g, h)(x, y) = (x, y)} = (1, 1)
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Annexe B
Lemme de Selberg
Dans cet annexe, on reprend le lemme de Selberg pre´sente´ dans le chapitre 2 au
lemme 2.2.15. On veut donc montrer que le produit de deux groupes engendre´ par des
matrices n × n a` coeﬃcient complexes admet un sous-groupe normal d’indice ﬁni qui
n’admet aucun e´le´ment non-trivial d’ordre ﬁni.
Lemme B.0.8. Soit G1 = 〈A1, A2, ..., Am〉 et G2 = 〈B1, B2, ..., Bm〉 deux groupes
engendre´ par des matrices n× n a` coeﬃcients complexes.
G1×G2 admet un sous-groupe normal d’indice ﬁni qui n’admet aucun e´le´ment non-
trivial d’ordre ﬁni.
De´monstration :
1) Selon le lemme 2.2.15, G1 et G2 admettent chacun un sous-groupe normal d’in-
dice ﬁni qui ne contient aucun e´le´ment non-trivial d’ordre ﬁni. On les notera H1
et H2 respectivement.
On veut montrer que H = H1 ×H2 est un sous-groupe normal de G1 ×G2.
59
Prenons un e´le´ment quelconque g = (g1, g2) ∈ G1 ×G2, on veut montrer que
gHg−1 ∈ H
Prenons h = (h1, h2) ∈ H quelconque, selon l’action de groupe de´ﬁnie a` la
de´ﬁnition 3.2.1, on a que
ghg−1 = (g1, g2)(h1, h2)(g−11 , g
−1
2 ) = (g1h1g
−1
1 , g2h2g
−1
2 )
ou` g1h1g
−1
1 ∈ H1 et g2h2g−12 ∈ H2 car H1 et H2 sont normal dans G1 et G2
respectivement.
Ainsi, on a que H est un sous-groupe normal de G1 ×G2.
2) On veut montrer que H est d’indice ﬁni dans G1 ×G2.
On a que H1 et H2 sont d’indice ﬁni dans G1 et G2 respectivement. Ainsi,
[G1 : H1] < ∞ et [G2 : H2] < ∞
Et on peut montrer que
[G1 ×G2 : H] = [G1 : H1] · [G2 : H2] < ∞
En eﬀet, puisque H1 et H2 sont des sous-groupes de G1 et G2 qui sont engendre´s
par un nombre ﬁni d’e´le´ments on aura que
[G1 : H1] =
|G1|
|H1|
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et
[G2 : H2] =
|G2|
|H2|
Le re´sultat pre´ce´dent est tire´e de Assem et Leduc [2].
Ainsi,
[G1 ×G2 : H] = |G1 ×G2||H| =
|G1|
|H1| ·
|G2|
|H2| = [G1 : H1] · [G2 : H2] < ∞
Et on a le re´sultat.
3) Enﬁn, H ne doit pas contenir d’e´le´ment non-trivial d’ordre ﬁni de la forme
(elliptique, elliptique).
Or, chaque composante H1 et H2 de H n’admet aucun e´le´ment non-trivial
d’ordre ﬁni. Ainsi, le produit de tels e´le´ments ne permet pas la pre´sence d’e´le´ment
de la forme (elliptique, elliptique) d’ordre ﬁni. De plus, chaque e´le´ments de H
n’admet de composante elliptique d’ordre ﬁni.
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