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SELF-CONFORMAL SETS WITH POSITIVE HAUSDORFF MEASURE
JASMINA ANGELEVSKA, ANTTI KA¨ENMA¨KI, AND SASCHA TROSCHEIT
Abstract. We investigate the Hausdorff measure and content on a class of quasi self-similar
sets that include, for example, graph-directed and sub self-similar and self-conformal sets. We
show that any Hausdorff measurable subset of such a set has comparable Hausdorff measure and
Hausdorff content. In particular, this proves that graph-directed and sub self-conformal sets with
positive Hausdorff measure are Ahlfors regular, irrespective of separation conditions. When re-
stricting to self-conformal subsets of the real line with Hausdorff dimension strictly less than one,
we additionally show that the weak separation condition is equivalent to Ahlfors regularity and
its failure implies full Assouad dimension. In fact, we resolve a self-conformal extension of the
dimension drop conjecture for self-conformal sets with positive Hausdorff measure by showing that
its Hausdorff dimension falls below the expected value if and only if there are exact overlaps.
1. Introduction
Self-conformal sets are a natural generalisation of self-similar sets. Instead of similitudes, they
are defined by using contractive conformal maps ϕ1, . . . , ϕN . The prime examples include Julia
sets of hyperbolic rational functions on C, such as Julia sets for z 7→ z2 + c with |c| > 2.48. As
the only contractive entire functions on C are the similitudes, one has to restrict the definition
to a bounded open set Ω where the mappings ϕi are contractive. In the real line, the maps ϕi
are contractive C1+α-functions with non-vanishing derivative. The self-conformal set is the unique
non-empty compact set F satifying
F =
N⋃
i=1
ϕi(F ) =
⋂
n∈N
⋃
i∈{1,...,N}n
ϕi(X),
where X ⊂ Ω is any compact set satisfying ϕi(X) ⊂ X and ϕi = ϕi1 ◦ · · · ◦ ϕin for all i = i1 · · · in.
We are primarily interested in determining the size of a self-conformal set F . If the “construction
pieces” ϕi(X) are separated, then, by relying on conformality, one expects the dimension of F to
be close to the value s for which 1 =
∑N
i=1 diam(ϕi(X))
s ≈
∑N
i=1 ‖ϕ
′
i‖
s. Intuitively, one should get
better and better estimates for the dimension by iterating this idea. Indeed, this is precisely what
happens: it is straightforward to see that in general, the Hausdorff dimension of F is at most the
limiting value of such approximations, dimH(F ) 6 P
−1(0), where
P (s) = lim
n→∞
1
n log
∑
i∈{1,...,N}n
‖ϕ′i‖
s,
and if there is enough separation, then dimH(F ) = P
−1(0). In fact, Peres, Rams, Simon, and
Solomyak [17] have shown that if s = P−1(0), then the s-dimensional Hausdorff measure of F
is positive, Hs(F ) > 0, if F satisfies the open set condition, a natural separation condition un-
der which the overlapping of the construction pieces of roughly the same diameter has bounded
multiplicity.
We focus on the case dimH(F ) < P
−1(0). At first, it is easy to see that this occurs when there
are exact overlaps, meaning that there are i 6= j for which ϕi|F = ϕj|F . A related separation
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condition is the weak separation condition which, roughly speaking, is otherwise the same as the
open set condition but allows exact overlapping. The famous dimension drop conjecture claims that
exact overlapping is the only way to drop the Hausdorff dimension of F below P−1(0). Hochman
[8] has verified the conjecture for all self-similar sets in the real line defined by algebraic parameters.
It should be remarked that Hochman’s proof does not generalise to the self-conformal case.
In the self-similar case, Zerner [19] introduced the identity limit criterion,
{ϕ−1i ◦ ϕj}i,j does not accumulate to the identity,
and showed that it is equivalent to the weak separation condition. The self-conformal case is more
complicated since we cannot use inverses. Nevertheless, in Section 3, we introduce the identity
limit criterion for the conformal setting and in our main technical lemma, Lemma 7.4, we show
that if it is not satisfied, then there are arbitrary small δ > 0 such that, for some distinct maps ϕi
and ϕj,
|ϕi(x)− ϕj(x)| ≈ δ‖ϕ
′
i‖ ≈ δ‖ϕ
′
j‖
for all x. The lemma thus gives the existence of maps which are arbitrarily close to each other
in the relative scale. Applying this observation inductively, we infer that the overlapping of the
construction pieces of roughly the same diameter has unbounded multiplicity and hence, the weak
separation condition does not hold. Conversely, pigeonholing such unbounded multiplicity implies
the existence of two maps being arbitrarily close to each other in the relative scale. Therefore,
we see that the identity limit criterion is equivalent to the weak separation condition also in the
self-conformal case. This is stated in Theorem 3.2.
The role of the identity limit criterion is essential in our considerations. The Assouad dimension
of F , dimA(F ), is the maximal Hausdorff dimension of its weak tangents, the Hausdorff limits
of successive magnifications. In general, the Assouad dimension serves as an upper bound for
the Hausdorff dimension but if the set is Ahlfors regular, then the two dimensions agree. Fraser,
Henderson, Olson, and Robinson [7] showed that if a self-similar set in the real line does not satisfy
the identity limit criterion, then its Assouad dimension is 1. In Theorem 4.1, we generalise this
observation to the self-conformal case. To prove this, we again apply Lemma 7.4 inductively to
find small scales containing as many equally distributed points of F as we wish. This shows that
the unit interval appears as a weak tangent and proves the result.
In our main result, Theorem 2.1, we prove that if s = dimH(F ), then the s-dimensional Haus-
dorff measure and content are equivalent. An almost immediate consequence of this is that the
positivity of the Hausdorff measure is equivalent to the Ahlfors regularity. The result generalises
the corresponding theorem of Farkas and Fraser [6] in the self-similar case. It should be empha-
sized that their proof does not generalise to the self-conformal case. With this theorem, we can
now address the dimension drop conjecture on self-conformal sets in the real line having Hausdorff
dimension strictly less than 1. Indeed, Lau, Ngai, Wang [13] have shown that the weak separation
condition implies Hs(F ) > 0 for s = dimH(F ). As mentioned above, this implies Ahlfors regularity
and therefore, also the Assouad dimension is strictly less than 1. Since this further implies the
identity limit criterion and hence also the weak separation condition, we conclude that all of these
conditions are equivalent. As the only difference between the open set condition and the weak sep-
aration condition is the exact overlapping, we see, by recalling the result of Peres, Rams, Simon,
and Solomyak [17], that the dimension drop conjecture holds for self-conformal sets with positive
Hausdorff measure. This can be considered to be the main consequence of our considerations. The
result is stated in Theorem 4.3.
The rest of the article is organized as follows. We show the equivalence of the Hausdorff measure
and content in a slightly more general setting of quasi self-similar sets in Section 2. Section 3 is
devoted to the study of self-conformal sets and their separation conditions in Rd. Results in the
real line and dimension drop conjecture are explored in Section 4. The proofs can be found in
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2. Quasi self-similar sets
Recall that the s-dimensional Hausdorff measure Hs of a set A ⊂ Rd is defined by
Hs(A) = lim
δ↓0
Hsδ(A) = sup
δ>0
Hsδ(A),
where
Hsδ(A) = inf
{∑
i
diam(Ui)
s : A ⊂
⋃
i
Ui and diam(Ui) 6 δ
}
is the s-dimensional Hausdorff δ-content of A. The Hausdorff measure is Borel regular and the
Hausdorff content is an outer measure – usually highly non-additive and not a Borel measure.
However, the Hausdorff content is slightly easier to compute, and is always finite for bounded sets,
irrespective of s. It is straightforward to see that Hs(A) = 0 if and only if Hs∞(A) = 0 and so the
Hausdorff measure and content share the same critical exponent, the Hausdorff dimension dimH
of A which is defined by dimH(A) = inf{s : H
s(A) = 0}.
Our main result is the following theorem. We postpone its proof until Section 5.
Theorem 2.1. Let F ⊂ Rd be a non-empty compact set and s = dimH(F ). Suppose that there
is a constant D > 1 such that for each x ∈ F and 0 < r 6 diam(F ) there exists a mapping
g : F → F ∩B(x, r) for which
D−1r|y − z| 6 |g(y) − g(z)| 6 Dr|y − z| (2.1)
for all y, z ∈ F . Then there exists a constant C > 1 such that
Hs(F ∩B(x, r)) 6 Crs
for all x ∈ Rd and r > 0, and
Hs(F ∩A) 6 CHs∞(F ∩A)
for all A ⊂ Rd.
Observe that the assumptions of Theorem 2.1 are stronger than those that define quasi self-
similar sets; see [2] and [3, §3.1]. Quasi self-similar sets differ to the sets we consider by only
requiring the lower bound in (2.1) to hold. The upper bound is crucial in (5.4) and it seems
unlikely that our assumptions are satisfied by quasi self-similarity alone.
The following result is a straightforward corollary of Theorem 2.1. We say that a set A ⊂ Rd
is Ahlfors s-regular if there exists a Radon measure µ supported on A and a constant C > 1 such
that
C−1rs 6 µ(B(x, r)) 6 Crs (2.2)
for all x ∈ A and 0 < r < diam(A).
Proposition 2.2. Let F ⊂ Rd be a set satisfying the assumptions of Theorem 2.1. If s = dimH(F ),
then Hs(F ) > 0 if and only if F is Ahlfors s-regular.
Proof. Assuming F to be Ahlfors s-regular, let µ be a measure satisfying (2.2). Since µ(F ) 6∑
i µ(Ui) 6 C
∑
i diam(Ui)
s for all δ-covers {Ui}i of F , we get H
s
δ(F ) > µ(F ) > 0 for all δ > 0 and,
consequently, Hs(F ) > 0. To show the necessity of the Ahlfors regularity, suppose that Hs(F ) > 0.
By Theorem 2.1, there is a constant C > 1 such that
Hs|F (B(x, r)) 6 Cr
s (2.3)
for all x ∈ F and r > 0. For each x ∈ F and 0 < r < diam(F ), let gx,r : F → F ∩B(x, r) be as in
(2.1). The existence of such mappings implies
Hs|F (B(x, r)) > H
s(gx,r(F )) > D
−sHs(F )rs
for all x ∈ F and 0 < r < diam(F ). Recalling that F is compact, it follows from (2.3) that
Hs(F ) <∞ and Hs|F is therefore a Radon measure. We have thus finished the proof. 
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3. Self-conformal sets
Let N > 2 and consider the family of N contractions {ϕ1, . . . , ϕN} on R
d. We call this family an
iterated function system. If all the mappings ϕi : R
d → Rd are strict contractions, then there exists
a unique non-empty compact set F , called the attractor of the iterated function system, satisfying
F =
N⋃
i=1
ϕi(F ).
When all the mappings ϕi are similarities the attractor is known as a self-similar set. In this paper,
we consider the larger class of iterated function systems where all the mappings are conformal
contractions and in this case, we refer to F as a self-conformal set.
Let us next give a precise definition for a conformal iterated function system. Fix an open set
Ω ⊂ Rd. A C1-mapping ϕ : Ω→ Rd is conformal if the differential ϕ′(x) : Rd → Rd is a similarity,
i.e. satisfies |ϕ′(x)y| = |ϕ′(x)||y| 6= 0 for all x ∈ Ω and y ∈ Rd \ {0} and, as a function of x, is
Ho¨lder continuous, i.e. there exist α, c > 0 such that
|ϕ′(x)− ϕ′(y)| 6 c|x− y|α (3.1)
for all x, y ∈ Ω. For d > 2, the Ho¨lder continuity follows from the similarity of the differential and
injectivity. In fact, conformal mappings in the plane correspond to the holomorphic functions on
C with non-zero derivative on their respective domain, and in higher dimensions, by Liouville’s
theorem, conformal mappings are either homotheties, isometries, or compositions of reflections
and inversions of a sphere. In the one dimensional case, conformal mappings are simply the C1+α-
functions with non-vanishing derivative. We say that {ϕi}
N
i=1 is a conformal iterated function
system if each ϕi is an injective conformal mapping on a bounded open convex set Ω such that
ϕi(Ω) ⊂ Ω and ‖ϕ
′
i‖ := supx∈Ω |ϕ
′
i(x)| < 1. There exists a compact set X ⊂ Ω such that⋃N
i=1 ϕi(X) ⊂ X, which guarantees the existence of the self-conformal set; for details, see Lemma
6.1. Self-conformal sets are a natural generalisation of self-similar sets.
In Section 6, we shall verify that self-conformal sets satisfy the assumptions of Theorem 2.1. We
thus obtain the following result as an immediate corollary of Theorem 2.1 and Proposition 2.2.
Theorem 3.1. Let F ⊂ Rd be a self-conformal set and s = dimH(F ). Then there exists a constant
C > 1 such that
Hs(F ∩A) 6 CHs∞(F ∩A)
for all A ⊂ Rd. Furthermore, Hs(F ) > 0 if and only if F is Ahlfors s-regular.
The above theorem extends to graph-directed and sub self-conformal sets in a straightforward
manner; see Remark 6.2. It is pointed out in [6, §4] that the constant C above cannot be chosen
to be 1. We may thus consider that the theorem generalises the results of Farkas and Fraser [6,
Theorem 2.1 and Corollary 3.1] on graph-directed self-similar sets; see also [5, discussion after
Proposition 1.11]. It is also worthwhile to emphasize that the method of Farkas and Fraser cannot
be applied to prove Theorem 3.1: their proof relied on an abstract lemma on measurable hulls
which can only be applied if the measure and content of the whole set are equal.
To exhibit further results, let us introduce more definitions and notation. Let {ϕi}
N
i=1 be a
conformal iterated function system and F be the associated self-conformal set. We use the conven-
tion that whenever we speak about a self-conformal set F , then it is automatically accompanied
with a conformal iterated function system which defines it. Let Σ = {1, . . . , N}N be the collection
of all infinite words constructed from integers {1, . . . , N}. If i = i1i2 · · · ∈ Σ, then we define
i|n = i1 · · · in for all n ∈ N. The empty word i|0 is denoted by ∅. Observe that Σ∗ =
⋃∞
n=0Σn,
where Σn = {i|n : i ∈ Σ} for all n ∈ N, is the free monoid on Σ1 = {1, . . . , N}. If n ∈ N and
i = i1 · · · in ∈ Σn, then we write ϕi = ϕi1 ◦ · · · ◦ ϕin . For i ∈ Σ∗ \ {∅} we set i
− = i||i|−1, where
|i| is the length of i.
We say that F satisfies the weak separation condition if
sup{#Φ(x, r) : x ∈ F and r > 0} <∞,
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where
Φ(x, r) = {ϕi|F : diam(ϕi(F )) 6 r < diam(ϕi−(F )) and ϕi(F ) ∩B(x, r) 6= ∅}
for all x ∈ Rd and r > 0. Furthermore, we say that F satisfies the identity limit criterion if
inf{‖ϕ′i‖
−1 sup
x∈F
|ϕi(x)− ϕj(x)| : i, j ∈ Σ∗ such that ϕi|F 6= ϕj|F } > 0.
The weak separation condition for self-conformal sets was introduced by Lau, Ngai, and Wang
[13]. Our definition is strictly weaker than the original one; see Example 7.7. This modification
was needed to be able to find a definition for the identity limit criterion equivalent to the weak
separation condition. The following result is proved in Section 7.
Theorem 3.2. Let F ⊂ Rd be a self-conformal set containing at least two points. Then F satisfies
the weak separation condition if and only if it satisfies the identity limit criterion.
The weak separation condition provides us with a sufficient condition for the self-conformal
set to have positive measure. The identity limit criterion gives, at least in principle, a checkable
condition for the positivity.
Proposition 3.3. Let F ⊂ Rd be a self-conformal set satisfying the weak separation condition and
s = dimH(F ). Then H
s(F ) > 0.
The above result was observed first time by Lau, Ngai, and Wang [13]. Its proof follows imme-
diately from [11, Propositions 3.8 and 3.5]. We remark that [11, Proposition 3.8] uses the original
definition of Lau, Ngai, and Wang [13] (see Example 7.7) but its proof applies verbatim also with
our definition of weak separation condition.
4. Dimension drop conjecture
The Assouad dimension of a set A ⊂ Rd, denoted by dimA(A), is the infimum of all s satisfying
the following: There exists a constant C > 1 such that each set A ∩ B(x,R) can be covered
by at most C(R/r)s balls of radius r centered at A for all 0 < r < R. It is easy to see that
dimH(A) 6 dimA(A) for all sets A ⊂ R
d.
The proof of the following theorem is postponed until Section 8.
Theorem 4.1. Let F ⊂ R be a self-conformal set containing at least two points. If F does not
satisfy the identity limit criterion, then dimA(F ) = 1.
The above result, together with Theorem 3.2, generalises the corresponding result of Fraser,
Henderson, Olson, and Robinson [7, Theorem 3.1] on self-similar sets in the real line.
The following corollary generalises the corresponding result of Farkas and Fraser [6, Corollary
3.2] on self-similar sets.
Corollary 4.2. Let F ⊂ R be a self-conformal set containing at least two points such that s =
dimH(F ) < 1. Then the following five conditions are equivalent:
(1) F satisfies the weak separation condition,
(2) Hs(F ) > 0,
(3) F is Ahlfors s-regular,
(4) dimA(F ) = s,
(5) F satisfies the identity limit criterion.
Proof. The fact that (1) implies (2) follows Proposition 3.3. Theorem 3.1 guarantees that (2) and
(3) are equivalent. It is more or less a triviality that (3) implies (4); see, for example, [10, §3].
Finally, Theorems 4.1 and 3.2 show that (4) implies (5) and (5) implies (1), respectively. 
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A self-conformal set F satisfies the open set condition if there exists a non-empty open set U ⊂ Ω
such that ϕi(U) ⊂ U for all i and ϕi(U)∩ϕj(U) = ∅ whenever i 6= j. Recall that, by [12, Corollary
5.8 and Theorem 3.9], the open set condition is equivalent to
sup{#Σ(x, r) : x ∈ F and r > 0} <∞,
where
Σ(x, r) = {i ∈ Σ∗ : diam(ϕi(F )) 6 r < diam(ϕi−(F )) and ϕi(F ) ∩B(x, r) 6= ∅}
for all x ∈ Rd and r > 0. Therefore, the open set condition is stronger than the weak separation
condition. The pressure P : [0,∞)→ R, defined by
P (s) = lim
n→∞
1
n log
∑
i∈Σn
‖ϕ′i‖
s,
is well-defined, convex, continuous, and strictly decreasing. In fact, there exists unique s > 0 for
which P (s) = 0. It is a classical result that if F satisfies the open set condition, then dimH(F ) =
P−1(0); for the latest incarnation of this observation, see [11, Proposition 3.5].
We say that a self-conformal set F has an exact overlap if there exist i, j ∈ Σ∗ such that
i 6= j and ϕi|F = ϕj|F . Observe that if F satisfies the open set condition, then it cannot
have exact overlaps. For a self-similar set F in the real line, according to a folklore “dimension
drop” conjecture, dimH(F ) = min{1, P
−1(0)} or otherwise there is an exact overlap. Hochman [8,
Corollary 1.2] has verified the conjecture under a mild assumption which is satisfied for example
when the associated iterated function system is defined by algebraic parameters; see [8, Theorem
1.5]. To generalise Hochman’s proof for self-conformal sets in the real line seems difficult since the
semigroup generated by C1+α maps is simply too large: there is no invariant metric and dimension
d ∈ N for which there is a smooth injection to Rd, which is bi-Lipschitz to its image in any compact
neighbourhood of the identity.
However, the following theorem verifies the conjecture for self-conformal sets in the real line
having positive Hausdorff measure. It generalises the corresponding result of Farkas [4, Corollary
3.13] on self-similar sets.
Theorem 4.3. Let F ⊂ R be a self-conformal set with Hs(F ) > 0 for s = dimH(F ) < 1. Then
s = P−1(0) if and only if there are no exact overlaps.
Proof. If s = P−1(0), then the assumption that Hs(F ) > 0 together with [17, Theorem 1.1],
implies that F satisfies the open set condition and hence, cannot have exact overlaps. If there are
no exact overlaps, then, by Corollary 4.2, the assumption Hs(F ) > 0 implies that F satisfies the
weak separation condition. Therefore, by [1, Theorem 1.3] (see also [11, Remark 3.7(2)]), the lack
of exact overlaps implies the open set condition and we have s = P−1(0). 
5. Proof of Theorem 2.1
For a bounded set A ⊂ Rd we let
Nr(A) = min
{
k : A ⊂
k⋃
i=1
B(xi, r) for some x1, . . . , xk ∈ R
d
}
be the least number of balls of radius r > 0 needed to cover A.
Lemma 5.1. Let F ⊂ Rd be a set satisfying the assumptions of Theorem 2.1. If s = dimH(F ),
then
2−sHs∞(F )r
−s 6 Nr(F ) 6 D
sr−s
for all r > 0 and Hs(F ) < (2D)s. In particular, Hs(F ) > 0 if and only if 0 < Hs(F ) <∞.
Proof. The first claim follows from the definition of Hs∞, the existence of mappings g : F → F ∩
B(x, r) satisfying (2.1), and [3, Theorem 3.2]. The second claim follows immediately from the first
one. 
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We are now ready to prove the main theorem.
Proof of Theorem 2.1. We may assume that Hs(F ) > 0 since otherwise there is nothing to prove.
This of course implies that Hs∞(F ) > 0. Write C = 2 · 2
4sD3sHs∞(F )
−1. To prove the first claim,
suppose, for a contradiction, that there exist x0 ∈ R
d and r0 > 0 such that
Hs(F ∩B(x0, r0)) > Cr
s
0. (5.1)
Fix n ∈ N and let Bn be a maximal collection of pairwise disjoint closed balls of radius 2
−n centered
in F . Note that, by [15, Equation (5.4)] and Lemma 5.1, we have
2−2sHs∞(F )2
ns 6 #Bn 6 2
sDs2ns. (5.2)
For each B ∈ Bn, let gB : F → F ∩B be as in (2.1). It follows that each ball B in the packing Bn
contains gB(F ∩B(x0, r0)), a scaled copy of F ∩B(x0, r0). Therefore, recalling (5.1), we get
Hs(gB(F ∩B(x0, r0))) > D
−s2−nsHs(F ∩B(x0, r0))
> CD−s2−nsrs0 = 2 · 2
4s−nsD2sHs∞(F )
−1rs0
(5.3)
for all B ∈ Bn. Furthermore, since diam(gB(F ∩ B(x0, r0))) 6 D2
−n diam(F ∩ B(x0, r0)) 6
D2−n2r0 =: δn, we have
Hsδn(gB(F ∩B(x0, r0))) = H
s
∞(gB(F ∩B(x0, r0))) 6 D
s2−ns2srs0 (5.4)
for all B ∈ Bn.
Now (5.3) and (5.2) imply∑
B∈Bn
Hs(gB(F ∩B(x0, r0))) > #Bn2
4s−ns+1D2sHs∞(F )
−1rs0 > 2 · 2
2sD2srs0 (5.5)
and (5.4) and (5.2) give∑
B∈Bn
Hsδn(gB(F ∩B(x0, r0))) 6 #BnD
s2−ns2srs0 6 2
2sD2srs0. (5.6)
Since, by the fact that the sets gB(F ∩B(x0, r0)) are H
s-measurable and (5.5),
Hs(F ) = Hs
(
F \
⋃
B∈Bn
gB(F ∩B(x0, r0))
)
+
∑
B∈Bn
Hs(gB(F ∩B(x0, r0)))
> Hs
(
F \
⋃
B∈Bn
gB(F ∩B(x0, r0))
)
+ 2 · 22sD2srs0
and, by (5.6),
Hsδn(F ) 6 H
s
δn
(
F \
⋃
B∈Bn
gB(F ∩B(x0, r0))
)
+
∑
B∈Bn
Hsδn(gB(F ∩B(x0, r0)))
6 Hs
(
F \
⋃
B∈Bn
gB(F ∩B(x0, r0))
)
+ 22sD2srs0,
we conclude that
Hs(F )−Hsδn(F ) > 2 · 2
2sD2srs0 − 2
2sD2srs0 = 2
2sD2srs0 > 0.
This is a contradiction since the lower bound is independent of n.
To show the second claim, let A ⊂ Rd and fix ε > 0. Choose a countable collection {B(xi, ri)}i
of balls covering F ∩A such that
∑
i(2ri)
s 6 Hs∞(F ∩A) + ε. Applying the first claim, we get
Hs(F ∩A) 6
∑
i
Hs(F ∩B(xi, ri)) 6 C
∑
i
(2ri)
s
6 C(Hs∞(F ∩A) + ε)
which finishes the proof. 
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6. Proof of Theorem 3.1
The following lemma is standard but we recall it for the convenience of the reader.
Lemma 6.1. If {ϕi}
N
i=1 is a conformal iterated function system, then there exists a bounded open
convex set V ⊂ Rd such that ϕi(V ) ⊂ V ⊂ V ⊂ Ω for all i ∈ {1, . . . , N}. Furthermore, if F ⊂ V is
the associated self-conformal set containing at least two points, then there exist a constant K > 1
such that
K−1‖ϕ′i‖|x− y| 6 |ϕi(x)− ϕi(y)| 6 ‖ϕ
′
i‖|x− y| (6.1)
for all x, y ∈ V and i ∈ Σ∗,
1
diam(F )
diam(ϕi(F )) 6 ‖ϕ
′
i‖ 6
K
diam(F )
diam(ϕi(F )) (6.2)
for all i ∈ Σ∗, and
K−2‖ϕ′i‖‖ϕ
′
j‖ 6 ‖ϕ
′
ij‖ 6 ‖ϕ
′
i‖‖ϕ
′
j‖ (6.3)
for all i, j ∈ Σ∗.
Proof. Write d = dist(
⋃N
i=1 ϕi(Ω),R
d \Ω)/4 > 0 and let Ui be the open d-neighbourhood of ϕi(Ω).
It is easy to see that
dist(Ui,R
d \ Ω) > 2d (6.4)
for all i ∈ {1, . . . , N}. Indeed, if this was not true, then there are x ∈ Ui and w ∈ R
d \Ω such that
|x − w| < 2d. As x ∈ Ui, there is z ∈ ϕi(Ω) such that |z − x| < d. Therefore, the contradiction
4d 6 |z − w| 6 |z − x|+ |x− w| < 3d we obtain proves (6.4).
Define V to be the convex hull of
⋃N
i=1 Ui. Let us show that
dist(V,Rd \Ω) > 2d. (6.5)
If this was not the case, then there are z ∈ V and w ∈ Rd \ Ω such that |z − w| < 2d. We may
assume that z 6∈
⋃N
i=1 Ui since otherwise the contradiction follows immediately from (6.4). Let
x, y ∈
⋃N
i=1 Ui be such that z is a convex combination of x and y, which we denote by writing
z ∈ [x, y]. Let z′ be the closest point to w in the line containing the segment [x, y]. If z′ 6∈ [x, y],
then there is v ∈ {x, y} such that v ∈ [z, z′]. As v ∈
⋃N
i=1 Ui and |v − w| 6 |z − w| < 2d, we get
the contradiction again from (6.4). We may thus assume that z′ ∈ [x, y] \
⋃N
i=1 Ui. Notice that
(z′−w)⊥(y−w) and |z′−w| 6 |z−w| < 2d. Let Lw = {w+ t(y−x) : t ∈ R} be the line parallel to
[x, y] going through w. Choose x′, y′ ∈ Lw so that (x−x
′)⊥(y−x) and (y− y′)⊥(y−x). It follows
that w ∈ [x′, y′] and |x − x′| = |y − y′| = |z′ − w| < 2d. By (6.4), we therefore have x′, y′ ∈ Ω.
But since Ω is convex, also w ∈ Ω which is a contradiction. Therefore, (6.5) holds and it is thus
evident that V ⊂ Ω. Hence, ϕi(V ) ⊂ ϕi(Ω) ⊂ Ui ⊂ V for all i ∈ {1, . . . , N}.
By [16, Lemma 2.2], the Ho¨lder continuity of the differentials implies the existence of a constant
K0 > 1 for which
|ϕ′i(y)| 6 K0|ϕ
′
i(x)| (6.6)
for all x, y ∈ Ω and i ∈ Σ∗. Fix x, y ∈ Ω and define xt = (1− t)y + tx for all t ∈ [0, 1]. Note that,
by convexity of Ω, xt ∈ Ω for all t ∈ [0, 1]. The fundamental theorem of calculus implies that there
exists t0 ∈ [0, 1] such that
|ϕi(x)− ϕi(y)| =
∣∣∣∣
∫ 1
0
ϕ′i(xt)
d
dtxt dt
∣∣∣∣ 6 |ϕ′i(xt0)||x− y|, (6.7)
which gives the right-hand side inequality in (6.1). To show the other inequality, fix x, y ∈ V .
If [ϕi(x), ϕi(y)] ∩ ∂ϕi(Ω) 6= ∅, we choose z ∈ [ϕi(x), ϕi(y)] to be so close to ∂ϕi(Ω) such that
ϕ−1i ([ϕi(x), z]) ⊂ Ω and |x − ϕ
−1
i (z)| > d, which is possible by (6.5). If [ϕi(x), ϕi(y)] ⊂ ϕi(Ω),
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then we write z = ϕi(y). Define zt = (1 − t)z + tϕi(x) for all t ∈ [0, 1]. As above, there exists
t1 ∈ [0, 1] such that
|ϕ−1i (ϕi(x))− ϕ
−1
i (z)| =
∣∣∣∣
∫ 1
0
(ϕ−1i )
′(zt)
d
dtzt dt
∣∣∣∣ 6 |(ϕ−1i )′(zt1)||ϕi(x)− z|
yielding
|ϕi(x)− ϕi(y)| > |ϕi(x)− z| > |(ϕ
−1
i )
′(zt1)|
−1|x− ϕ−1i (z)|
> |(ϕ−1i )
′(zt1)|
−1|x− y|min
{
1,
d
diam(V )
}
.
(6.8)
Note that, by conformality and (6.6), infw∈ϕi(Ω) |(ϕ
−1
i )
′(w)|−1 = infw∈Ω |ϕ
′
i(w)| > K
−1
0 ‖ϕ
′
i‖.
Therefore, the left-hand side inequality in (6.1) follows from (6.8) by settingK = K0max{1,diam(V )/d}.
Since both (6.2) and (6.3) follow straightforwardly from (6.1), we have finished the proof. 
The properties (6.1)–(6.3) are characteristic for conformal iterated function systems and they
are used as a starting point in generalising self-conformality into metric spaces; see [12, §5] and
[18, §4].
Proof of Theorem 3.1. We may clearly assume that F contains at least two points. Let x ∈ F and
0 < r < diam(F ). Pick i ∈ Σ such that limn→∞ ϕi|n(x0) = x for all x0 ∈ V and choose n ∈ N
for which ϕi|n(F ) ⊂ B(x, r) but ϕi|n−1(F ) \ B(x, r) 6= ∅. Note that the latter property implies
diam(ϕi|n−1(F )) > r. By (6.1) and (6.2), we have
|ϕi|n(y)− ϕi|n(z)| > K
−2‖ϕ′i|n−1‖ mini∈{1,...,N}
‖ϕ′i‖|y − z|
>
mini∈{1,...,N} ‖ϕ
′
i‖
K2 diam(F )
diam(ϕi|n−1(F ))|y − z| >
mini∈{1,...,N} ‖ϕ
′
i‖
K2 diam(F )
r|y − z|
and
|ϕi|n(y)− ϕi|n(z)| 6
K
diam(F )
diam(ϕi|n(F ))|y − z| 6
2K
diam(F )
r|y − z|
for all y, z ∈ F . By setting
D = max
{
1,
K2 diam(F )
mini∈{1,...,N} ‖ϕ
′
i‖
,
2K
diam(F )
}
,
we have thus shown that for each x ∈ F and 0 < r < diam(F ) there exist i ∈ Σ and n ∈ N such
that ϕi|n(F ) ⊂ F ∩B(x, r) and
D−1r|y − z| 6 |ϕi|n(y)− ϕi|n(z)| 6 Dr|y − z| (6.9)
for all y, z ∈ F . Theorem 3.1 follows now immediately from Theorem 2.1 and Proposition 2.2. 
Remark 6.2. LetM be an N×N -matrix with entries in {0, 1}. We say that a word i = i1i2 · · · ∈ Σ
is M -admissible if Mik,ik+1 = 1 for all k. The collection of M -admissible infinite words starting
with i ∈ {1, . . . , N} defines a set when projected onto Rd by i 7→ limn→∞ ϕi|n(x0), where x0 ∈ V
is fixed, and the resulting attractor Fi is known as the graph-directed self-conformal set of i. It
is well-known that if M is irreducible and the iterated function system consists of conformal
contractions that the resulting sets Fi are also quasi self-similar and satisfy dimH(Fi) = dimH(Fj)
for all i, j ∈ {1, . . . , N}. It is also easy to show that there exists C > 0 such that Hs(Fi) 6 CH
s(Fj)
for all i, j ∈ {1, . . . , N}. If M is irreducible, then it is not too difficult to see that Lemma 6.1 and
Theorem 3.1 hold for graph-directed self-conformal sets.
A sub self-conformal set is a non-empty compact set E ⊂ F which satisfies E ⊂
⋃N
i=1 ϕi(E),
where F is the associated invariant set. Note that sub self-conformal sets are contained in the
invariant set when mapped under ϕi, that is, ϕi(E) ⊂ F . It is again straightforward to check
that Lemma 6.1 and Theorem 3.1 hold for sub self-similar sets. Generally, the images of graph-
directed self-conformal sets are not contained in themselves under ϕi for all i and it is easy to
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find examples such that the sets Fi are not sub self-conformal. However, some authors prefer to
define a single graph-directed set using subshifts of finite type. In our notation this amounts to
considering F =
⋃N
i=1 Fi. For such F we have ϕi(F ) ⊂ F and thus F is a sub self-conformal set.
For both cases above we have omitted detailed proofs to avoid cumbersome notation of M -
admissible words and arbitrary subsets.
7. Proof of Theorem 3.2
The proof of Theorem 3.2 is split into two parts, Propositions 7.1 and 7.5.
Proposition 7.1. Let F ⊂ Rd be a self-conformal set. If F satisfies the identity limit criterion,
then it satisfies the weak separation condition.
Proof. We prove that the failure of the weak separation condition implies the failure of the identity
limit criterion. Our goal, therefore, is to show that for every ε > 0 there are i, j ∈ Σ∗ such that
0 < sup
x∈F
|ϕi(x)− ϕj(x)| 6 εmax{‖ϕ
′
i‖, ‖ϕ
′
j‖}. (7.1)
Let K > 1 be as in Lemma 6.1, fix ε > 0, and choose
0 < δ 6 min
{
ε
(
4 +
2K2 diam(F )
mini∈{1,...,N} diam(ϕi(F ))
)−1
, 12 diam(F ), 1
}
. (7.2)
Let {B(xi, δ)}
M
i=1 be a maximal collection of pairwise disjoint closed balls centered at F . Observe
that if δ 6 12 diam(F ), then M 6 diam(F )
dδ−d.
Since the weak separation condition does not hold, there exist a point z ∈ F and a radius r > 0
such that
#Φ(z, r) > (5dδ−d)M .
Note that ϕ(F ) ⊂ B(z, 2r) for all ϕ ∈ Φ(z, r). Let {Bj}
L
j=1 be a minimal cover of B(z, 2r) of
balls of radius δr centered at B(z, 2r). Observe that if δ 6 1, then L 6 5dδ−d. Moreover, for each
ϕ ∈ Φ(z, r) there is a map ψ : {1, . . . ,M} → {1, . . . , L} given by ψ(i) = j, where j ∈ {1, . . . , L} such
that ϕ(xi) ∈ Bj . Note that there can be at most L
M many different maps ψ. Since #Φ(z, r) > LM ,
there have to be two maps ϕi, ϕj ∈ Φ(z, r) such that
ϕi|F 6= ϕj|F and for each i ∈ {1, . . . ,M} it holds that ϕi(xi), ϕj(xi) ∈ Bj (7.3)
for some j ∈ {1, . . . , L}.
Let i, j ∈ Σ∗ satify (7.3). Fix x ∈ F and choose x0 ∈ {xi}
M
i=1 such that |x−x0| 6 |x−xi| for all
i ∈ {1, . . . ,M}. Note that, since {B(xi, 2δ)}
M
i=1 covers F , we have |x − x0| 6 2δ. It follows from
the triangle inequality, Lemma 6.1, and (7.2) that
|ϕi(x)− ϕj(x)| 6 |ϕi(x)− ϕi(x0)|+ |ϕi(x0)− ϕj(x0)|+ |ϕj(x0)− ϕj(x)|
6 ‖ϕ′i‖|x− x0|+ 2δr + ‖ϕ
′
j‖|x0 − x|
6 2δmax{‖ϕ′i‖, ‖ϕ
′
j‖}
(
2 +
K2 diam(F )
mini∈{1,...,N} diam(ϕi(F ))
)
6 εmax{‖ϕ′i‖, ‖ϕ
′
j‖}.
This proves (7.1) and finishes the proof. 
Before going into Proposition 7.5, we prove three technical lemmas. We say that F is uniformly
perfect if there exists a constant H > 1 such that
F ∩B(x, r) \B(x, r/H) 6= ∅ (7.4)
for all x ∈ F and 0 < r < diam(F ).
Lemma 7.2. Let F ⊂ Rd be a self-conformal set. Then the following three conditions are equiva-
lent:
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(1) F is uniformly perfect,
(2) dimH(F ) > 0,
(3) F contains at least two points.
Proof. If F is uniformly perfect, then [9, Corollary 4.2] shows that dimH(F ) > 0, which clearly
implies that F contains at least two points. Therefore, it suffices to show that (3) implies (1). Let
K > 1 be as in Lemma 6.1 and
H =
3K3
mini∈{1,...,N} ‖ϕ
′
i‖
+ 1.
Let x ∈ F and 0 < r < diam(F ). Since F contains at least two points, there exists a point y ∈ F
such that y 6= x. Let i ∈ Σ be such that limn→∞ ϕi|n(y) = x. Write d = |x− y| > 0 and choose
n0 ∈ N such that diam(ϕi|n0 (F )) <
d
2 and
3
2dK
2 +K2 diam(F )(maxi∈{1,...,N} ‖ϕ
′
i‖)
n0
(12dK
−1 − diam(F )(maxi∈{1,...,N} ‖ϕ
′
i‖)
n0)mini∈{1,...,N} ‖ϕ
′
i‖
6 H
Choose n > n0 such that
‖ϕ′i|n‖(
3
2d+ diam(F )‖ϕ
′
i|n0
‖) 6 r < ‖ϕ′i|n−1‖(
3
2d+ diam(F )‖ϕ
′
i|n0
‖) (7.5)
and note that it suffices to prove the claim for all 0 < r < r0, where 0 < r0 < diam(F ). Let
z ∈ ϕi|n0 (F ) and observe that x, ϕi|n(z) ∈ ϕi|ni|n0 (F ). Therefore, by (6.1) and (6.2),
|ϕi|n(y)− x| 6 |ϕi|n(y)− ϕi|n(z)|+ |ϕi|n(z)− x|
6 ‖ϕ′i|n‖|y − z|+ diam(F )‖ϕ
′
i|ni|n0
‖
6 ‖ϕ′i|n‖(
3
2d+ diam(F )‖ϕ
′
i|n0
‖) 6 r
(7.6)
and
|ϕi|n(y)− x| > |ϕi|n(y)− ϕi|n(z)| − |ϕi|n(z)− x|
> K−1‖ϕ′i|n‖|y − z| − diam(F )‖ϕ
′
i|ni|n0
‖
> ‖ϕ′i|n‖(
1
2dK
−1 − diam(F )‖ϕ′i|n0
‖).
(7.7)
By (6.3), we have ‖ϕ′
i|n−1
‖ 6 K2(mini∈{1,...,N} ‖ϕ
′
i‖)
−1‖ϕ′
i|n
‖ and hence, by (7.5), the choice of
H > 1, and (7.7),
r < ‖ϕ′i|n‖
3
2dK
2 +K4(mini∈{1,...,N} ‖ϕ
′
i‖)
−1 diam(F )‖ϕ′
i|n
‖
mini∈{1,...,N} ‖ϕ
′
i‖
6 H‖ϕ′i|n‖(
1
2dK
−1 − diam(F )‖ϕ′i|n0
‖) 6 D|ϕi|n(y)− x|.
(7.8)
Therefore, by (7.6) and (7.8),
ϕi|n(y) ∈ B(x, r) \B(x, r/H)
and we conclude that F is uniformly perfect. 
Lemma 7.3. Let {ϕi}
N
i=1 be a conformal iterated function system. Then there are constants
α, c > 0 such that
|ϕ′i(x)− ϕ
′
i(y)| 6 c‖ϕ
′
i‖|x− y|
α
for all x, y ∈ V and i ∈ Σ∗.
Proof. Let x, y ∈ V and fix i = i1 · · · in ∈ Σn for some n ∈ N. Write σ
j(i1 · · · in) = ij+1 · · · in,
xj = ϕσj(i)(x) and yj = ϕσj (i)(y),
and note that, by the chain rule, ϕ′
i|j
(xj) = ϕ
′
i1
(x1) · · ·ϕ
′
ij
(xj) for all j ∈ {1, . . . , n}. We interpret
xn = x and yn = y. Write also
dj = ϕ
′
ij (xj)− ϕ
′
ij (yj)
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and observe that, by (3.1), there exist constants α, c > 0 such that
|dj | 6 c|xj − yj|
α
6 c‖ϕ′σj (i)‖
α|x− y|α 6 c
(
max
i∈{1,...,N}
‖ϕ′i‖
)α(n−j)
|x− y|α (7.9)
for all j ∈ {1, . . . , n}. Since
ϕ′σj−1(i)(x)− ϕ
′
σj−1(i)(y) = ϕ
′
ij (xj)
(
ϕ′σj(i)(x)− ϕ
′
σj(i)(y)
)
+ djϕ
′
σj(i)(y)
for all j ∈ {1, . . . , n}, we recursively see that
ϕ′i(x)− ϕ
′
i(y) = ϕ
′
i1(x1)
(
ϕ′σ(i)(x)− ϕ
′
σ(i)(y)
)
+ d1ϕ
′
σ(i)(y)
= ϕ′i|2(x2)
(
ϕ′σ2(i)(x)− ϕ
′
σ2(i)(y)
)
+ ϕ′i1(x1)d2ϕ
′
σ2(i)(y) + d1ϕ
′
σ(i)(y)
= · · · =
n∑
j=1
ϕ′i|j−1(xj−1)djϕ
′
σj (i)(y).
(7.10)
Observe that, by (6.3), we have ‖ϕ′
i|j−1
‖‖ϕ′σj (i)‖ 6 K
2‖ϕ′i‖ for all j ∈ {1, . . . , n} and hence, by
(7.10) and (7.9),
|ϕ′i(x)− ϕ
′
i(y)| 6
n∑
j=1
|ϕ′i|j−1(xj−1)||dj ||ϕ
′
σj (i)(y)| 6 K
2‖ϕ′i‖
n∑
j=1
|dj |
6
cK2
1−maxi∈{1,...,N} ‖ϕ
′
i‖
α
‖ϕ′i‖|x− y|
α
as claimed. 
Lemma 7.4. Let {ϕi}
N
i=1 be a conformal iterated function system and F ⊂ R
d the associated
self-conformal set containing at least two points. If F does not satisfy the identity limit criterion,
then there exists a constant C > 1 such that for every ε > 0 there are 0 < δ < ε and i, j ∈ Σ∗ for
which
C−1δmax{‖ϕ′i‖, ‖ϕ
′
j‖} 6 |ϕi(x)− ϕj(x)| 6 Cδmin{‖ϕ
′
i‖, ‖ϕ
′
j‖}
for all x ∈ V .
Proof. By the assumption, for every ε > 0 there are i, j ∈ Σ∗ such that
0 < sup
x∈F
|ϕi(x)− ϕj(x)| 6 εmax{‖ϕ
′
i‖, ‖ϕ
′
j‖}. (7.11)
Let α, c > 0 be as in Lemma 7.3. Recalling that V ⊃ F is open, we see that there exists ε0 > 0 such
that ε
1/(1+α)
0 < diam(F ) and B(x, ε
1/(1+α)
0 ) ⊂ V for all x ∈ F . Fix 0 < ε < ε0 and let i, j ∈ Σ∗ be
such that (7.11) holds. By compactness of F , the supremum in (7.11) is attained by some x0 ∈ F .
To simplify notation, write f(x) = ϕi(x)− ϕj(x) and δ = |f(x0)|/max{‖ϕ
′
i‖, ‖ϕ
′
j‖}. Note that
|f(x)| 6 |f(x0)| = δmax{‖ϕ
′
i‖, ‖ϕ
′
j‖} 6 εmax{‖ϕ
′
i‖, ‖ϕ
′
j‖} (7.12)
for all x ∈ F and, in particular, 0 < δ 6 ε.
By the triangle inequality and Lemma 7.3, we obtain
||f ′(y)| − |f ′(x0)|| 6 |f
′(y)− f ′(x0)| 6 |ϕ
′
i(y)− ϕ
′
i(x0)|+ |ϕ
′
j(y)− ϕ
′
j(x0)|
6 c(‖ϕ′i‖+ ‖ϕ
′
j‖)|y − x0|
α 6 2cmax{‖ϕ′i‖, ‖ϕ
′
j‖}|y − x0|
α (7.13)
for all y ∈ V . Let H > 1 be as in (7.4). We will next show that
|f ′(x0)| 6 (3H + 2c)δ
α/(1+α)max{‖ϕ′i‖, ‖ϕ
′
j‖}. (7.14)
To prove (7.14), we assume the opposite inequality for a contradiction. Since F contains at
least two points, it follows from Lemma 7.2 that F is uniformly perfect and there exists a point
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z ∈ F ∩ B(x0, δ
1/(1+α)) \ B(x0, δ
1/(1+α)/H). By convexity of V , the line connecting x0 and z is
contained in V and hence, zt = (1− t)x0 + tz ∈ V for all t ∈ [0, 1]. Recalling (7.13), we have
|f ′(zt)− f
′(x0)| 6 2cmax{‖ϕ
′
i‖, ‖ϕ
′
j‖}|zt − x0|
α 6 2cδα/(1+α)max{‖ϕ′i‖, ‖ϕ
′
j‖}. (7.15)
Define unit vectors u and v by setting u = (z − x0)/|z − x0| and v = f
′(x0)u/|f
′(x0)|. As
f ′(y) is a similarity for all y ∈ V , we have 〈f ′(x0)u, v〉 = |f
′(x0)u|
2/|f ′(x0)| = |f
′(x0)| and
|f ′(x0)u−f
′(zt)u| = |f
′(x0)−f
′(zt)|. Therefore, by the Cauchy-Schwarz inequality, the assumption
that (7.14) does not hold, and (7.15), we have
〈f ′(zt)u, v〉 = 〈f
′(x0)u, v〉 − 〈f
′(x0)u− f
′(zt)u, v〉
> |f ′(x0)| − |f
′(x0)− f
′(zt)| > 3Hδ
α/(1+α)max{‖ϕ′i‖, ‖ϕ
′
j‖}
(7.16)
for all t ∈ [0, 1]. Since, by conformality, 〈∇〈f(y), v〉, u〉 = 〈f ′(y)u, v〉 for all y ∈ V , the fundamental
theorem of calculus and the multivariate chain rule imply
〈f(z), v〉 − 〈f(x0), v〉 =
∫ 1
0
d
dt〈f(zt), v〉dt =
∫ 1
0
〈∇〈f(zt), v〉,
d
dtzt〉dt
= |z − x0|
∫ 1
0
〈∇〈f(zt), v〉, u〉dt = |z − x0|
∫ 1
0
〈f ′(zt)u, v〉dt.
(7.17)
Hence, by the Cauchy-Schwarz inequality, (7.17), and (7.16),
|f(z)| > 〈f(z), v〉 = 〈f(x0), v〉 + |z − x0|
∫ 1
0
〈f ′(zt)u, v〉dt
> −|f(x0)|+
δ1/(1+α)
H
3Hδα/(1+α)max{‖ϕ′i‖, ‖ϕ
′
j‖}
= 2δmax{‖ϕ′i‖, ‖ϕ
′
j‖} > |f(x0)|.
As this contradicts (7.12), i.e. the maximality of x0, we have shown (7.14).
Combining (7.13) and (7.14), we see that
|f ′(y)| 6 |f ′(x0)|+ 2cmax{‖ϕ
′
i‖, ‖ϕ
′
j‖}|y − x0|
α
6 (3H + 4c)δα/(1+α) max{‖ϕ′i‖, ‖ϕ
′
j‖}
(7.18)
for all y ∈ B(x0, δ
1/(1+α)). Write r = δ1/(1+α)/(6H + 8c) 6 δ1/(1+α), fix x ∈ B(x0, r), and define
yt = (1−t)x0+tx for all t ∈ [0, 1]. By the fundamental theorem of calculus, there exists y ∈ B(x0, r)
such that, by (7.18),
||f(x)| − |f(x0)|| 6 |f(x)− f(x0)| =
∣∣∣∣
∫ 1
0
f ′(yt)
d
dtyt dt
∣∣∣∣ 6 |f ′(y)||x− x0|
6 (3H + 4c)δα/(1+α)max{‖ϕ′i‖, ‖ϕ
′
j‖}r =
1
2δmax{‖ϕ
′
i‖, ‖ϕ
′
j‖}.
(7.19)
Now (7.12) and (7.19) imply
1
2δmax{‖ϕ
′
i‖, ‖ϕ
′
j‖} = |f(x0)| −
1
2δmax{‖ϕ
′
i‖, ‖ϕ
′
j‖} 6 |f(x)| 6 δmax{‖ϕ
′
i‖, ‖ϕ
′
j‖} (7.20)
for all x ∈ B(x0, r).
Let k ∈ Σ be such that limn→∞ ϕk|n(x) = x0 for any x ∈ V and choose n ∈ N such that
diam(ϕk|n(V )) < r and diam(ϕk|n−1(V )) > r. Note that ϕk|n(V ) ⊂ B(x0, r) and hence (7.20)
holds for all points in ϕk|n(V ). By (6.3), we have K
−2‖ϕ′h‖‖ϕ
′
k|n
‖ 6 ‖ϕ′
hk|n
‖ 6 ‖ϕ′h‖‖ϕ
′
k|n
‖ for all
h ∈ Σ∗. Observe that, by (6.2),
K−2mini∈{1,...,N} ‖ϕ
′
i‖
diam(F )
r 6 ‖ϕ′k|n‖ 6
K
diam(F )
r.
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Therefore, by (7.20),
|f(ϕk|n(x))| 6 δmax{‖ϕ
′
i‖, ‖ϕ
′
j‖} 6 δK
2‖ϕ′k|n‖
−1max{‖ϕ′ik|n‖, ‖ϕ
′
jk|n
‖}
6
δK4 diam(F )
rmini∈{1,...,N} ‖ϕ
′
i‖
max{‖ϕ′ik|n‖, ‖ϕ
′
jk|n
‖}
6 δα/(1+α)
K4(4H + 22+α) diam(F )
mini∈{1,...,N} ‖ϕ
′
i‖
max{‖ϕ′ik|n‖, ‖ϕ
′
jk|n
‖}
and
|f(ϕk|n(x))| > δ
α/(1+α)K−1(2H + 21+α) diam(F )max{‖ϕ′ik|n‖, ‖ϕ
′
jk|n
‖}
for all x ∈ V . Writing
C = max
{
K4(4H + 22+α) diam(F )
mini∈{1,...,N} ‖ϕ
′
i‖
,
K
(2H + 21+α) diam(F )
}
,
we have thus shown that
C−1δα/(1+α)max{‖ϕ′ik|n‖, ‖ϕ
′
jk|n
‖} 6 |ϕik|n(x)− ϕjk|n(x)|
6 Cδα/(1+α)max{‖ϕ′ik|n‖, ‖ϕ
′
jk|n
‖}
(7.21)
for all x ∈ V .
To finish the proof, fix 0 < ε′ < diam(F )/(4KC) and take 0 < ε < ε0 such that ε
α/(1+α) < ε′. Let
0 < δ 6 ε, i′ = ik|n, and j
′ = jk|n be so that (7.21) holds and define δ
′ = δα/(1+α) 6 εα/(1+α) < ε′.
Notice that, by (6.2), the triangle inequality, and (7.21),
‖ϕ′j′‖ 6
K
diam(F )
diam(ϕj′(F ))
6
K
diam(F )
(
diam(ϕi′(F )) + 2Cδ
′max{‖ϕ′i′‖, ‖ϕ
′
j′‖}
)
6 K‖ϕ′i′‖+
2KCε′
diam(F )
max{‖ϕ′i′‖, ‖ϕ
′
j′‖}.
Therefore, if ‖ϕ′
j′
‖ > ‖ϕ′
i′
‖, we have
‖ϕ′j′‖ 6
K diam(F )
diam(F )− 2KCε′
‖ϕ′i′‖ 6 2K‖ϕ
′
i′‖
and similarly the other way around. By (7.21), we now have
C−1δ′max{‖ϕ′i′‖, ‖ϕ
′
j′‖} 6 |ϕi′(x)− ϕj′(x)| 6 2KCδ
′min{‖ϕ′i′‖, ‖ϕ
′
j′‖}
for all x ∈ V , which is what we wanted to show. 
Proposition 7.5. Let F ⊂ Rd be a self-conformal set containing at least two points. If F satisfies
the weak separation condition, then it satisfies the identity limit criterion.
Proof. Suppose to the contrary that F does not satisfy the identity limit criterion. Let C > 1
be as in Lemma 7.4 and K > 1 as in Lemma 6.1. For each q ∈ N write l(q) = 1 · · · 1 ∈ Σq and
ε(q) = 23CK
−2‖ϕ′
l(q)‖diam(F )/q > 0. Choose q ∈ N to be the smallest integer for which
K
diam(F )
max
j∈Σq
diam(ϕj(F )) <
3q − 2
3q + 2
=
C‖ϕ′
l(q)‖diam(F )−K
2ε(q)
C‖ϕ′
l(q)‖diam(F ) +K
2ε(q)
. (7.22)
We will prove that F does not satisfy the weak separation condition by showing that for each
n ∈ N there exist x ∈ F and r > 0 such that #Φ(x, r) > ⌈n/q⌉.
Fix n ∈ N and write ε1 = ε(q). Since F contains at least two points and does not satisfy the
identity limit criterion, Lemma 7.4 implies that there exist 0 < δ1 < ε1 and i1, j1 ∈ Σ∗ such that
C−1δ1‖ϕ
′
i1
‖ 6 |ϕi1(x)− ϕj1(x)| 6 Cδ1‖ϕ
′
i1
‖
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for all x ∈ V . We will choose δk > 0 and ik, jk ∈ Σ∗, k ∈ {1, . . . , n}, inductively. Assuming
0 < δk−1 < εk−1 < 1 and ik−1, jk−1 ∈ Σ∗ have already been chosen for some k ∈ {2, . . . , n}, let us
fix 0 < εk < (2K
5C2)−1δk−1‖ϕ
′
ik−1
‖. By Lemma 7.4, we then choose 0 < δk < εk and ik, jk ∈ Σ∗
such that
C−1δk‖ϕ
′
ik
‖ 6 |ϕik(x)− ϕjk(x)| 6 Cδk‖ϕ
′
ik
‖ (7.23)
for all x ∈ V .
Define i = in · · · i1 and km = in · · · im+1jmim−1 · · · i1 for all m ∈ {1, . . . , n}. Fix m, l ∈
{1, . . . , n} such that m 6= l and notice that we may assume l < m, relabeling if necessary. We
claim that
ϕkmm|F 6= ϕklm|F (7.24)
for all m ∈ Σ∗. By (6.3), we have K
−2‖ϕ′k‖‖ϕ
′
j‖ 6 ‖ϕ
′
kj‖ 6 ‖ϕ
′
k‖‖ϕ
′
j‖ for all k, j ∈ Σ∗. Therefore,
by (6.1) and (7.23), we have
|ϕi(x)− ϕkl(x)| > K
−1‖ϕ′in···il+1‖|ϕil(ϕil−1···i1(x))− ϕjl(ϕil−1···i1(x))|
> (KC)−1δl‖ϕ
′
in···il+1
‖‖ϕ′il‖ > (KC)
−1δl‖ϕ
′
in···il
‖
and, as δm < εm < (2K
5C2)−1δm−1‖ϕ
′
im−1
‖ < · · · < (2K5C2)l−mδl‖ϕ
′
im−1
‖ · · · ‖ϕ′il‖, also
|ϕi(x)− ϕkm(x)| 6 K
2Cδm‖ϕ
′
in···im‖ 6 K
2C(2K5C2)l−mδl‖ϕ
′
in···im‖‖ϕ
′
im−1
‖ · · · ‖ϕ′il‖
6 K2C(2K3C2)l−mδl‖ϕ
′
in···il
‖ 6 (2KC)−1δl‖ϕ
′
in···il
‖
(7.25)
for all x ∈ V . Since now
|ϕkl(x)− ϕkm(x)| > ||ϕi(x)− ϕkl(x)| − |ϕi(x)− ϕkm(x)||
> (KC)−1δl‖ϕ
′
in···il
‖ − (2KC)−1δl‖ϕ
′
in···il
‖
= (2KC)−1δl‖ϕ
′
in···il
‖ > 0
for all x ∈ V , we see that |ϕklm(x) − ϕkmm(x)| > 0 for all x ∈ ϕm(V ) and m ∈ Σ∗. Therefore, (7.24)
holds and, in particular, the set
Ψp := {ϕkml(p)|F : m ∈ {1, . . . , n}} (7.26)
has n elements for all p ∈ {1, . . . , q}.
Let r = maxm∈{1,...,n} diam(ϕkml(q)(F )) and x = ϕil(q)(x0), where x0 ∈ F . We will next show
that
diam(ϕkml(q)(F )) 6 r < diam(ϕkm(F )) and ϕkml(q)(F ) ∩B(x, r) 6= ∅ (7.27)
for all m ∈ {1, . . . , n}. To that end, fix m ∈ {1, . . . , n}. Choosing y, z ∈ F such that |ϕkml(q)(y)−
ϕkml(q)(z)| = diam(ϕkml(q)(F )), we see, by (6.1), (6.2), and (7.22), that
diam(ϕkml(q)(F )) 6 ‖ϕ
′
km
‖|ϕl(q)(y)− ϕl(q)(z)|
6
K
diam(F )
diam(ϕkm(F )) diam(ϕl(q)(F ))
<
C‖ϕ′
l(q)‖diam(F )−K
2ε(q)
C‖ϕ′
l(q)‖diam(F ) +K
2ε(q)
diam(ϕkm(F )).
(7.28)
Note that (7.25) implies
|ϕi(x)− ϕkl(x)| 6 (2KC)
−1ε(q)‖ϕ′i‖
for all x ∈ V and l ∈ {1, . . . , n}. Therefore, by the triangle inequality, (6.3), and (6.2),
diam(ϕkll(q)(F )) 6 diam(ϕil(q)(F )) + (KC)
−1ε(q)‖ϕ′i‖
6
(
1 +
K2ε(q)
C‖ϕ′
l(q)‖diam(F )
)
diam(ϕil(q)(F ))
(7.29)
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for all l ∈ {1, . . . , n}. Since, similarly,
diam(ϕil(q)(F )) 6 diam(ϕkml(q)(F )) +
K2ε(q)
C‖ϕ′
l(q)‖diam(F )
diam(ϕil(q)(F )), (7.30)
we conclude, by (7.28), (7.30), and (7.29), that
diam(ϕkm(F )) > max
l∈{1,...,n}
diam(ϕkll(q)(F )) = r > diam(ϕkml(q)(F ))
as desired. Observe that the role of q is to guarantee the strict inequality above – because of
conformality, it might happen that diam(ϕk(F )) = diam(ϕk−(F )) for some k ∈ Σ∗; see Example 7.6.
Finally, note that (7.25), the choice of ε(q), (6.3), (6.2), and (7.30) give us
|x− ϕkml(q)(x0)| = |ϕi(ϕl(q)(x0))− ϕkm(ϕl(q)(x0))| 6 (2KC)
−1ε(q)‖ϕ′i‖
= 13K
−3‖ϕ′l(q)‖‖ϕ
′
i‖diam(F ) 6
1
3K
−1‖ϕ′il(q)‖diam(F )
6 13 diam(ϕil(q)(F )) 6 r
yielding ϕkml(q)(F ) ∩B(x, r) 6= ∅ as desired.
Because of the length difference q, we cannot directly apply (7.27) in the definition of the weak
separation condition. But relying on (7.27), we see that for each m ∈ {1, . . . , n} there is pm ∈
{1, . . . , q} such that diam(ϕkml(pm)(F )) 6 r < diam(ϕkml(pm−1)(F )) and ϕkml(pm)(F )∩B(x, r) 6= ∅.
Hence,
Φp := {ϕkml(p)|F : m ∈ {1, . . . , n} and pm = p} ⊂ Φ(x, r)
for all p ∈ {1, . . . , q}. By (7.26), we have Φp ⊂ Ψp, #Φp = #{m ∈ {1, . . . , n} : pm = p}, and
#Ψp = n for all p ∈ {1, . . . , q}. Since the function m 7→ pm is from {1, . . . , n} to {1, . . . , q}, there
exists p ∈ {1, . . . , q} such that #Φp > ⌈n/q⌉. Therefore, we have shown that #Φ(x, r) > ⌈n/q⌉
and finished the proof. 
We finish the section with two examples. The first one verifies the need to use q in (7.27) and the
second one examines the difference between the original definition of the weak separation condition
and our definition.
Example 7.6. We exhibit a conformal iterated function system {ϕ1, ϕ2, ϕ3} on R
2 for which the
associated self-conformal set F ⊂ R2 satisfies diam(ϕi(F )) = diam(ϕi−(F )) for i = 32 ∈ Σ∗.
Using complex notation, we define
ϕ1(z) =
1
1000z −
9
10 , ϕ2(z) =
19
20 iz, ϕ3(z) =
z
2(z−2i)
for all z ∈ C. The mapping ϕ1 is a strongly contracting homothety, ϕ2 is a weakly contracting
similarity that involves a rotation by pi2 , and ϕ3 is a Mo¨bius transformation with singularity at 2i.
Therefore, all the mappings are injective and holomorphic on C \ {2i}. To see that their collection
is a conformal iterated function system, it is enough to verify that there exists a bounded open
convex set Ω ⊂ C such that ϕj(Ω) ⊂ Ω and ‖ϕ
′
j‖ = supz∈Ω |ϕ
′
j(z)| < 1 for all j ∈ {1, 2, 3}.
Write r0 =
901
1000 and define Ω = B
o(0, r0), where B
o(z, r) is an open ball centered at z ∈ C with
radius r > 0. Note that the singularity 2i is not contained in the closure of Ω and hence, each of
the mappings ϕj maps balls in Ω onto balls. A simple calculation shows that ϕ1(Ω) = B
o(c1, r1),
where c1 = −
9
10 and r1 =
901
106
. Since |c1 − r1| < r0, we see that ϕ1(Ω) ⊂ Ω. Similarly, we see
that ϕ2(Ω) = B(0,
19
20r0) ⊂ Ω. We determine ϕ3(Ω) by looking at the images of r0, ir0, and −r0
from the boundary of Ω. Indeed, these three points uniquely describe a circle and hence the ball
ϕ3(Ω) = B
o(c3, r3). The center point c3 = −
811801
6376398 can be calculated from the equations
|c3 − ϕ3(r0)| = |c3 − ϕ3(ir0)| = |c3 − ϕ3(−r0)|,
where each of the value is the radius r3 =
901000
3188199 . Since |c3|+ r3 < r0, we see that also ϕ3(Ω) ⊂ Ω.
Furthermore, a direct calculation shows that ϕ′1(z) =
1
1000 , ϕ
′
2(z) =
19
20 i, and ϕ
′
3(z) = −
i
(z−2i)2
for
all z ∈ C \ {2i}. Therefore, as |ϕ3(z)| 6 (2 − r0)
−2 < 1 for all z ∈ Ω, we have ‖ϕ′j‖ < 1 for all
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j ∈ {1, 2, 3}. The collection {ϕ1, ϕ2, ϕ3} is thus a conformal iterated function system. Let F ⊂ C
be the associated self-conformal set.
Since ϕ32(F ) ⊂ ϕ3(F ), to see that the diameters are equal, it suffices to prove that diam(ϕ3(F )) 6
diam(ϕ32(F )). Let w = −
100
111 ∈ F be the fixed point of ϕ1. Defining q1 = ϕ32(w) =
95
634 ∈ F and
q2 = ϕ3222(w) = −
6859
21802 ∈ F , it follows that
diam(ϕ32(F )) > |q1 − q2| =
1604949
3455617 .
Showing that this number is an upper bound for diam(ϕ3(F )) will thus finish the proof. Calcu-
lating as before, we see that ϕ1(B(0, w)) = B(−
9
10 ,
1
1110 ) ⊂ B(0, w), ϕ2(B(0, w)) = B(0,
95
111 ) ⊂
B(0, w), and ϕ3(B(0, w)) = B(−
1250
9821 ,
2775
9821 ) ⊂ B(0, w). Therefore, F ⊂ B(0, w). Write Γ =
{31, 33, 321, 323, 3221, 3223, 32221, 32222, 32223} ⊂ Σ∗ and note that ϕ3(F ) ⊂
⋃
i∈Γ ϕi(B(0, w)).
For each i ∈ Γ, let ci be the center and ri the radius of the ball ϕi(B(0, w)). Numerical calculations
show that
diam(ϕ3(F )) 6 diam
(⋃
i∈Γ
ϕi(B(0, w))
)
= max
i,j∈Γ
{|ci − cj|+ ri + rj} =
1604949
3455617
as required.
Example 7.7. We exhibit a conformal iterated function system {ϕ1, ϕ2, ϕ3} on R for which the
associated self-conformal set F ⊂ R satisfies the weak separation condition but has
sup{#Φ∗(x, r) : x ∈ F and r > 0} =∞, (7.31)
where
Φ∗(x, r) = {ϕi : diam(ϕi(F )) 6 r < diam(ϕi−(F )) and ϕi(F ) ∩B(x, r) 6= ∅}
for all x ∈ R and r > 0. Since, by [11, Remark 3.7(1)], the condition sup{#Φ∗(x, r) : x ∈
F and r > 0} <∞ is equivalent to the original definition of Lau, Ngai, and Wang [13], we see that
our definition is strictly weaker in the non-analytic case.
Let
g(x) =


1
180 (9x
2 − 6x+ 1), if 13 < x <
5
12 ,
− 1180(9x
2 − 9x+ 178 ), if
5
12 6 x <
7
12 ,
1
120 (6x
2 − 8x+ 83 ), if
7
12 6 x <
2
3 ,
0, otherwise,
and notice that 0 < g(x) 6 1/2880 for all x ∈ (13 ,
2
3) and g is continuously differentiable such that
0 < g′(x) 6 1/120 for all x ∈ (13 ,
1
2) and −1/120 6 g
′(x) < 0 for all x ∈ (12 ,
2
3). In fact, g
′ is a
piecewise linear continuous function and hence Ho¨lder continuous. Define
ϕ1(x) =
1
3x, ϕ2(x) =
1
3x+
2
3 , ϕ3(x) =
1
3x+ g(x),
for all x ∈ R and notice that each ϕi is a strictly increasing C
1+α-function. The collection
{ϕ1, ϕ2, ϕ3} is therefore a conformal iterated function system and since ϕ1|F = ϕ3|F , the associated
self-conformal set is the standard 13 -Cantor set F . Note that also {ϕ1, ϕ2} defines F and it is
well known that F , defined by these two maps, satisfies the open set condition. Therefore, as
ϕ1|F = ϕ3|F , the set F , defined by all three maps, satisfies the weak separation condition.
To see that (7.31) holds, observe first that diam(ϕi(F )) = 3
−n for all i ∈ Σn and n ∈ N. Let
i(k) = i1i2 · · · be the word in Σ such that ik = 3 and ij = 1 for all j ∈ N \ {k}. Note that
0 ∈ ϕi(k)|n(F ) and
ϕi(k)|n(x) = 3
−nx+ 3−k+1g(3−n+kx)
for all x ∈ R, k ∈ {1, . . . , n}, and n ∈ N. Therefore, ϕi(k)|n 6= ϕi(m)|n for all k,m ∈ {1, . . . , n} with
k 6= m and Φ∗(0, 3−n) has at least n elements for all n ∈ N.
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8. Proof of Theorem 4.1
Let E ⊂ R be a compact set. For each x ∈ R and r > 0 we define the magnification Mx,r : R → R
by setting
Mx,r(z) =
z − x
r
for all z ∈ R. We say that T ⊂ [−1, 1] is a weak tangent of E if there exist sequences (xn)n∈N of
points in R and (rn)n∈N of positive real numbers such that Mxn,rn(E) ∩ [−1, 1] → T in Hausdorff
distance. Recall that a sequence (En)n∈N of closed subsets of [−1, 1] converges to T in Hausdorff
distance if
lim
n→∞
sup
x∈En
dist(x, T ) = 0 and lim
n→∞
sup
y∈T
dist(y,En) = 0.
If T is a weak tangent of E, then it is straightforward to see that dimH(T ) 6 dimA(E); see [14,
Proposition 6.1.5].
Proof of Theorem 4.1. By the above discussion, it suffices to show that there is a constant D′ > 1
such that for every n ∈ N there exist x ∈ R, r > 0, and points xn < xn−1 < · · · < x1 in F such
that Mx,r(xn) = −1, Mx,r(x1) = 1, and
Mx,r(xk)−Mx,r(xk+1) 6
D′
n+ 1
for all k ∈ {1, . . . , n− 1}. Indeed, by letting n→∞, this implies that [−1, 1] is a weak tangent of
F and therefore, F has full Assouad dimension.
Let C > 1 be as in Lemma 7.4 and K > 1 as in Lemma 6.1. Define
D =
K11C
diam(F )mini∈Σ2 ‖ϕ
′
i‖
, (8.1)
fix n ∈ N, and choose 0 < ε < diam(F )/(4KC) such that (1+ 2Dε)n−1 6 2 and (1− 2Dε)n−1 > 12 .
Since F contains at least two points and does not satisfy the identity limit criterion, Lemma 7.4
implies that there exist 0 < δ1 < ε and i
′
1, j
′
1 ∈ Σ∗ such that
C−1δ1max{‖ϕ
′
i′1
‖, ‖ϕ′
j′1
‖} 6 |ϕi′1(x)− ϕj′1(x)| 6 Cδ1min{‖ϕ
′
i′1
‖, ‖ϕ′
j′1
‖} (8.2)
for all x ∈ V . Recall that, by (6.1), K−1‖ϕ′i‖ 6 |ϕ
′
i(x)| 6 ‖ϕ
′
i‖ for all x ∈ V and i ∈ Σ∗. In
particular, this means that ϕ′i is either positive or negative and hence, as V ⊂ R is an open interval,
each ϕi is strictly monotone on V . Let y, z ∈ F ⊂ V be such that y − z = diam(F ). The mean
value theorem implies that there exists w ∈ V such that
ϕi′1(y)− ϕi′1(z) = ϕ
′
i′1
(w) diam(F ).
If ϕ′
i′1
(w) > 0, then (8.2) implies
ϕj′1(y)− ϕj′1(z) > ϕi′1(y)− ϕi′1(z)− 2Cδ1‖ϕ
′
i′1
‖
> (ϕ′
i′1
(w)− 12K
−1‖ϕ′
i′1
‖) diam(F )
> 12K
−1‖ϕ′
i′1
‖diam(F ) > 0
and hence, ϕj′1(y) > ϕj′1(z) yielding ϕ
′
j′1
(x) > 0 for all x ∈ V . Similarly, if ϕ′
i′1
(w) < 0, then we
see that ϕ′
j′1
(x) < 0 for all x ∈ V . Therefore, the derivatives ϕ′
i′1
and ϕ′
j′1
have the same sign. Let
i1 = i
′
1i
′
1 and j1 = i
′
1j
′
1 and notice that, by the chain rule, ϕ
′
i1
and ϕ′j1 are positive. By (6.3),
(8.2), and (6.1), we have
(KC)−1δ1max{‖ϕ
′
i1
‖, ‖ϕ′j1‖} 6 K
−1‖ϕ′i′1
‖|ϕi′1(x)− ϕj′1(x)|
6 |ϕi1(x)− ϕj1(x)|
6 ‖ϕ′i′1
‖|ϕi′1(x)− ϕj′1(x)| 6 K
2Cδ1min{‖ϕ
′
i1
‖, ‖ϕ′j1‖}.
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Furthermore, since V ⊂ R is an open interval and |ϕi1(x) − ϕj1(x)| > 0 for all x ∈ V , we have,
by the intermediate value theorem, that ϕi1(x) > ϕj1(x) for all x ∈ V , relabeling i1 and j1 if
necessary. Therefore,
(KC)−1δ1‖ϕ
′
i1
‖ 6 ϕi1(ϕk(x))− ϕj1(ϕk(x)) 6 K
2Cδ1‖ϕ
′
i1
‖ (8.3)
for all x ∈ V and k ∈ Σ∗. Notice that, by the chain rule, there exists k ∈ Σ2 such that ϕ
′
k is
positive. Choose k1 = k · · · k ∈ Σ∗ such that
ε‖ϕ′i1‖‖ϕ
′
k1
‖ < δ1‖ϕ
′
i1
‖ 6 ε‖ϕ′i1‖‖ϕ
′
k1 ||k1|−2
‖
and notice that also ϕ′k1 is positive. Therefore, it follows from (8.3) that
(KC)−1ε‖ϕ′i1k1‖ 6 ϕi1k1(x)− ϕj1k1(x) 6 K
6C
(
min
i∈Σ2
‖ϕ′i‖
)−1
ε‖ϕ′i1k1‖
for all x ∈ V .
To findmore points being predefined distance apart, we continue inductively. Assuming il, jl, kl ∈
Σ∗, l ∈ {1, . . . , k − 1}, have already been chosen for some k ∈ {2, . . . , n}, we apply Lemma 7.4 as
above to find 0 < δk < εK
−2‖ϕ′jk−1kk−1···j1k1‖ and ik, jk ∈ Σ∗ such that ϕ
′
ik
and ϕ′jk are positive,
and
(KC)−1δk‖ϕ
′
ik
‖ 6 ϕik(ϕkjk−1kk−1···j1k1(x))− ϕjk(ϕkjk−1kk−1···j1k1(x)) 6 K
2Cδk‖ϕ
′
ik
‖
for all x ∈ V and k ∈ Σ∗. Since δk‖ϕ
′
ik
‖ 6 εK−2‖ϕ′jk−1kk−1···j1k1‖‖ϕ
′
ik
‖ 6 ε‖ϕ′ikjk−1kk−1···j1k1‖,
there is kk ∈ Σ∗ such that ϕ
′
kk
is positive and
ε‖ϕ′ikjk−1kk−1···j1k1‖‖ϕ
′
kk
‖ < δk‖ϕ
′
ik
‖ 6 ε‖ϕ′ikjk−1kk−1···j1k1‖‖ϕ
′
kk ||kk|−2
‖
6 K2
(
min
i∈Σ2
‖ϕ′i‖
)−1
ε‖ϕ′ikjk−1kk−1···j1k1‖‖ϕ
′
kk
‖.
Note that, by (6.3), K−2‖ϕ′ikj‖ 6 ‖ϕ
′
ij‖‖ϕ
′
k‖ 6 K
4‖ϕ′ikj‖ for all i, j, k ∈ Σ∗. Therefore,
(K3C)−1ε‖ϕ′ikkkjk−1kk−1···j1k1‖ 6 ϕikkkjk−1kk−1···j1k1(x)− ϕjkkkjk−1kk−1···j1k1(x)
6 K8C
(
min
i∈Σ2
‖ϕ′i‖
)−1
ε‖ϕ′ikkkjk−1kk−1···j1k1‖
(8.4)
for all x ∈ V . We have thus shown the existence of words ik, jk, kk ∈ Σ∗, k ∈ {1, . . . , n}, for which
the derivatives ϕ′ik , ϕ
′
jk
, and ϕ′kk are positive and (8.4) holds for all k ∈ {1, . . . , n}.
We will use (8.4) to define the required points xn < xn−1 < · · · < x1 in F . Let hk =
inkn · · · ikkkjk−1kk−1 · · · j1k1 and notice that, by the chain rule, ϕ
′
hk
is positive for all k ∈
{1, . . . , n}. Therefore, by (6.1) and (8.4), we have
ϕhk(x)− ϕhk+1(x) 6 ‖ϕ
′
inkn···ik+1kk+1
‖
(
ϕikkkjk−1kk−1···j1k1(x)− ϕjkkkjk−1kk−1···j1k1(x)
)
6 K10C
(
min
i∈Σ2
‖ϕ′i‖
)−1
ε‖ϕ′hk‖
and, similarly,
ϕhk(x)− ϕhk+1(x) > (K
6C)−1ε‖ϕ′hk‖ > 0
for all x ∈ V and k ∈ {1, . . . , n− 1}. Recalling (6.2) and the definition of D > 1 given in (8.1), we
have thus shown that
D−1εdiam(ϕhk(F )) 6 ϕhk(x)− ϕhk+1(x) 6 Dεdiam(ϕhk(F )) (8.5)
for all x ∈ V and k ∈ {1, . . . , n−1}. Let y, z ∈ F be such that ϕhk+1(y)−ϕhk+1(z) = diam(ϕhk+1(F )).
Since ϕ′hk+1 and ϕ
′
hk
are positive, we have z < y and ϕhk(z) < ϕhk(y). Therefore, by (8.5), we have
diam(ϕhk(F )) > ϕhk(y)− ϕhk(z) > diam(ϕhk+1(F ))− 2Dεdiam(ϕhk(F ))
and
diam(ϕhk+1(F )) 6 (1 + 2Dε) diam(ϕhk (F ))
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for all k ∈ {1, . . . , n − 1}. Choosing z, y ∈ F such that ϕhk(y) − ϕhk(z) = diam(ϕhk(F )), we
similarly see that
diam(ϕhk+1(F )) > (1− 2Dε) diam(ϕhk (F ))
for all k ∈ {1, . . . , n− 1}. By the choice of ε > 0, we have thus shown that
1
2 diam(ϕh1(F )) 6 (1− 2Dε)
n−1 diam(ϕh1(F )) 6 diam(ϕhk (F ))
6 (1 + 2Dε)n−1 diam(ϕh1(F )) 6 2 diam(ϕh1(F ))
(8.6)
for all k ∈ {1, . . . , n}. Fix x0 ∈ F and define xk = ϕhk(x0) for all k ∈ {1, . . . , n}. It follows
from (8.5) that xn < xn−1 < · · · < x1. Letting x = (xn + x1)/2 and r = (x1 − xn)/2, we have
Mx,r(xn) = −1 and Mx,r(x1) = 1. Finally, since (8.5) and (8.6) imply
x1 − xn =
n−1∑
k=1
ϕhk(x0)− ϕhk+1(x0)
> D−1ε
n−1∑
k=1
diam(ϕhk(F )) >
1
2D
−1ε(n+ 1) diam(ϕh1(F ))
and
xk − xk+1 6 Dεdiam(ϕhk(F )) 6 2Dεdiam(ϕh1(F ))
for all k ∈ {1, . . . , n− 1}, we see that
Mx,r(xk)−Mx,r(xk+1) =
2(xk − xk+1)
x1 − xn
6
8D2
n+ 1
as required. 
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