Abstract. Generalizing the classical Banach matchbox problem, we consider the process of removing two types of`items' from a`pile' with selection probabilities for the type of the next item to be removed depending on the current numbers of remaining items, and thus changing sequentially. Under various conditions on the probability p n1;n2 that the next removal will take away an item of type I, given that n 1 and n 2 are the current numbers of items of the two types, we derive asymptotic formulas (as the initial pile size tends to in nity) for the probability that the items of type I are completely removed rst and for the number of items left. In some special cases we also obtain explicit results.
Introduction
In this paper we study certain extensions of the Banach matchbox problem. As an introductory example, consider two interacting species of initial sizes N 1 and N 2 living in the same area. We suppose that at any time the probability that the next death will occur in species 1 depends on the current size of both species. Various causes could in uence these probabilities: the species may compete for food and living space, they may be hunted by the same or di erent predators, possibly with varying intensities, etc. A large species may be an easier target, but its members can perhaps also help each other, deprive the other species of its food supply or expel it from preferred hiding places, or the predators may gradually become selective and develop preferences depending on the two population sizes. These and various other factors could play a role in changing the elimination probabilities. We assume that no births occur in either species and are interested in the probability that the rst species will be extinct before the second one, and in the remaining size of the surviving species. We will study the asymptotic behavior of these quantities for large initial population sizes. As a model, consider two piles I and II of items that are successively taken away with removal probabilities depending on the current pile sizes. The aim is to determine the distribution of the number of remaining items at the time when the rst pile is emptied (or at the time when this is noticed). In the original formulation of the matchbox problem the removal probabilities are constant, say equal to p 2 (0; 1) for pile I. The case when p = 1=2 and both piles contain the same number of items has been treated in Feller's book 11, pp. 166, 170 and 238] and by Holst 16] and Goczyla 12] . The problem is so natural that over the years various extensions and related questions have been considered, for example, in the context of paired comparisons (Maisel 18 ], Uppuluri and Blot 27], Menon and Indira 20], Groeneveld and Arnold 13], Nagaraja and Chan 21], Stadje 25] , Sigrist 24] ), inverse sampling (Harris 14] ), le storage (Mendelson et al. 19 ], Goczyla 12] ), or Berg's medicine bottle problem 4].
Asymptotic considerations in these papers are restricted to the residual pile size in the case of constant p n and n 1 = n 2 ! 1. Stirzaker 26] and Knuth 17] have suggested an interesting extension of the matchbox problem. Stirzaker discusses several practical situations in which sequentially varying probabilities are realistic and, following Knuth, treats in detail the special case when the larger pile is always chosen with probability p and the smaller one with probability 1?p. Other important applications using sequentially changing selection probabilities are to consistency checking in training sets (Ben-David and Jagerman 2]) and selective sampling (Chesson 9] ).
Let n = (n 1 ; n 2 ) 2 N 2 and denote by p n the probability that the next item will be chosen from pile I, given that piles I and II still contain n 1 and n 2 items, respectively. Under various conditions on the double sequence (p n ) n2N 2 we will derive asymptotic results on the probability that pile II is emptied rst, given that one starts with piles of sizes N 1 and N 2 .
In Section 2 the case of an`in-built' tendency of p n toward a xed probability r 2 (0; 1) will be treated. If the current pile sizes satisfy n 1 =(n 1 + n 2 ) r, the further elimination of items from pile I is slowed down by imposing an upper bound on the di erence p n ? r; similarly, if n 1 =(n 1 + n 2 ) < r, a certain minimal rate of removals from pile I is ensured by bounding r ? p n from below (see (2.1)-(2.2)). For initial pile sizes N 1 ; N 2 let P(N 1 ; N 2 ) be the probability that pile II will be emptied rst, and let N = N 1 + N 2 ! 1. We prove that there is a sequence N In Section 3 we study the case when p n = n 2 =( n 1 + n 2 ) for polynomially growing sequences n and n . This is a wide class of sequences for which p n (asymptotically) increases in n 2 and decreases in n 1 . If we set n a and n b for some a; b > 0, we also obtain the case of constant p n (p n b=(a + b)). Let us illustrate the main results of Section 3 in the case n = an; n = bn for some constants a; b > 0; that is, p n = bn 2 =(an 1 +bn 2 ). In the following we let the initial pile sizes N 1 ; N 2 tend to in nity such that N 1 =N 2 remains bounded away from zero and from in nity. De ne X In general, the behavior of the removal process depends on that of P N 1 n=1 n ? P N 2 n=1 n . If this quantity grows slowly (quickly), we have P(N 1 ; N 2 ) ! 1=2 (! 1), while if it increases at a certain \moderate" rate, P(N 1 ; N 2 ) can be approximated by means of the normal distribution function. Using the precise results in Section 3 we also determine the asymptotic behavior of the residual pile size. In predator-prey and competing species models of the Lotka-Volterra type the evolution of the population sizes is usually modeled as a continuous-time birth and death process (see, e.g. Hitchcock 15 ], Billard 7] and Ridler- Rowe 22] ). The case of pure death processes in which the species can only decrease in number because of starvation, overcrowding, predators, or removal in some form has also received much attention (Severo 23 ], Billard 5, 6 ], Billard and Kryscio 8]). These papers focus on the solution of the pertaining Kolmogorov forward equations, i.e. on the exact computation of the transition probabilities. We are interested in extinction probabilities and the residual population size; their asymptotic properties as the initial population size tends to in nity have not been treated before. Note that in this context the continuous-time structure can be neglected. If n and n denote the death rates of the two species, the corresponding removal probabilities are given by p n = n =( n + n ). In particular, if n and n are of the`product form' n = n 1 ;1 n 2 ;2 n ; n = n 1 ;1 n 2 ;2 n with the same n > 0 in both formulas, we can apply the results of Section 3, where we have to set n 1 = n 1 ;1 = n 1 ;1 and n 2 = n 2 ;2 = n 2 ;2 . Several models in Billard and Kryscio 8] are of this type and satisfy the conditions in Section 3. Finally, in Section 4 we consider in detail the case of proportional removal probabilities and also derive some new results on the matchbox problem of Stirzaker 26] The shaded areas in Figure 1 show where the points (n 1 =(n 1 + n 2 ); p n ) are assumed to lie (except for the O-terms). Relations (2.1) and (2.2) enforce a drift of p n toward r. Let g(x) = r + s(x ? r), x 2 0; 1]. Then except for the O-terms, (2.1) -(2.2) are tantamount to p n ( )g(n 1 =(n 1 + n 2 )) if n 1 =(n 1 + n 2 ) ( )r:
Due to the drift toward r, P N (N 1 ) will be seen to be close to 0 if N 1 is a bit smaller than Nr and close to 1 if n exceeds Nr by a certain amount N which can be chosen of order o(N ?1+ ) for some > 0. Thus for the initial size N 1 of pile I the fraction r of the total size N of both piles is a threshold value. For de niteness we assume that d h. Moreover, we set 0 = 0 = 0. We study the random variable X n describing the nal size of the remaining pile, given that the other pile has just been emptied and the initial sizes have been n 1 for pile I and n 2 for pile II. Formally, set X n = (j; 0) (or X n = (0; j)) if j of the n 1 items of pile I (of the n 2 items of pile II) are left at the time the last item from pile II (I) is being removed. The probabilities of interest are Q n (x) = P(X n = (j; 0) for some j x) R n (x) = P(X n = (0; j) for some j x):
Note that Q n (n 1 ) (R n (n 2 )) is the probability that pile II (I) will be completely removed rst; in particular, Q n (n 1 ) + R n (n 2 ) = 1 and Q n (n 1 ) = P n 1 +n 2 (n 1 ). It will be convenient to consider continuous functions (t), (t) on 0; 1), de ned as follows: (t) and (t) are a ne-linear on every interval n; n + 1] and (n) = n , (n) = n , n 2 Z + . Then we set
The following theorem, the central result of this section, gives asymptotic estimates for Q n (x) and R n (x). We need the sums ? (m) n;k = Further let n = n 1 + n 2 , ?
n;0 ; ? n;k = ? (1) n;k ; ? n = ?
(1) n;0 : The relation a b between variable quantities a and b always means that a=b tends to 1. Theorem 2. Assume that (3.1), (3.2) hold and that n tends to in nity such that 0 < 1=K < n d+1 1 =n h+1 2 < K < 1 
) for some > 0, it follows that R n (x) ((B(x) + ? n )=(? (2) n ) 1=2 ) ? (? n =(? (2) n ) 1=2 ): (3.6) Following the proof of Theorem 2 we will present three corollaries in which the three subcases (a) j? n j = o(n d+(1=2) 1 ), (b) n d+(1=2) 1 = o(j? n j); (c) 1=K < j? n j=n d+(1=2) 1 < K < 1 are treated separately. In case (a) we nd that Q n (n 1 ) R n (n 2 ) 1=2 for large n (recall that Q n (n 1 ) is the probability that pile II will be removed rst) and that the size of the remaining pile is roughly of order n (2d+1)=(2d+2) 1 or n (2h+1)=(2h+2) 2 , respectively. In case (b), assuming for the moment that ? n > 0; one has Q n (n 1 ) ! 1, and Corollary 2 also gives a growth condition on x under which the probability that pile I will survive with less than x items is close to 1. In case (c) we arrive at asymptotic probabilities Q n (n 1 ) and R n (n 2 ) which are di erent from 0, 1/2 and 1 and can be approximated by the normal distribution.
For the proof we need the auxiliary sequence b n;k de ned recursively by b n;k = p n b (n 1 ?1;n 2 );k + q n b (n 1 ;n 2 ?1);k ; n > k (3.7) b k;k = 1; k (1; 1) (3.8) b n;k = 0; n 6 k (3.9) b (n;0);(k;0) = b (0;n);(0;k) = 0: (3.10)
Here is the natural ordering on Z 2 + , so that n 6 k means that n i < k i for some i 2 f1; 2g, and we set 0 = (0; 0). It is clear that b n;(k;0) is the probability that at the moment when the last item from pile II is removed, the remaining number of items in pile I is equal to k, given that n 1 ; n 2 are the initial pile sizes; b n;(0;k) is interpreted similarly. In the following two lemmas we give an integral representation and an asymptotic formula for b n;k . Let H n;k (t) dt; n > k: (3.12) Proof. It is not di cult to check that H n;k (t), considered as a function of n and k, is a solution of (3.7) for every xed value of t. Hence the integral 2 ) (3.14) for some > 0. Then b n;k ( k =(2 ? (2) n;k ) 1=2 ) exp(?? 2 n;k =2? (2) n;k ): (3.15) Proof. To simplify the notation, we will drop the subscripts n and k so that H = H n;k , = n , ? (m) = ? (m) n;k , ? = ? (1) n;k . We will need the asymptotic relations (? (2) 
n;(k;0)
? (2) n : (3. . (3.5) ). Similarly, (3.6) implies that (3.36) is valid under the additional condition y = o(n ((3h+2)=(3h+3))+ 2 ): But if x n ((2d+1)=(2d+2))+ 1 , it now follows that (1 + o(1)) (? n =(? (2) 
) (? n =(? (2) n ) 1=2 ); so that the extra condition restricting the growth of x is super uous. The same argument allows to drop the additional assumption on y; (3.43 ) and (3.44) are proved. 2 Under the conditions of Corollary 3, we have thus found limits for Q n (x) which are di erent from 0; 1=2, and 1 and for which a normal approximation can be used. Now let us consider a situation in which ? n is not of smaller order than n d+(2=3) 1 , as assumed in Theorem 2 and its corollaries. Suppose, additionally to the growth conditions (3.1), (3.2) and (3. Without loss of generality we may assume that c > 1. In view of (3.1) and (3.2), assumption (3.46) is tantamount to n 1 =n 2 ! ac=b. Let X (1) n be the rst component of X n . It is clear that if (3.46) holds with c > 1, the process terminates at a point (j; 0) with probability close to 1. Obviously, (3.46) implies that ? n (1 ? c ?1 )an d+1 1 =(d + 1). We show that n ?1 1 X (1) n , the fraction remaining from the initial size of pile I, converges in probability to (1 ? c ?1 ) 1=(d+1) .
The following theorem also gives some information about the rate of convergence. ): (3.49) We also need ? (2) n;(k;0) . A short computation shows that ? (2) n;(k;0) = ? (2) and p n = 1=2 for n 1 +n 2 1. Note that ifp n 1 ;n 2 = n 2 =(n 1 +n 2 ), the corresponding probabilitỹ P N (N 1 ) that pile II is emptied rst is given byP N (N 1 ) = P N+1 (N 1 ), so that this case is also covered. The corresponding Markov chain Y N , as de ned in Section 2, has a simple transition law. It is given by Y 0 0; Y 1 = 0 or 1 each with probability 1/2, Y 2 Proof. Equation (4.6) follows from the power series expansion of the right-hand side of (j + n + 2)(2j + 2n + 3) 2(2n + 1)(2n + 2) : (4.13) For n > 2j the right-hand side of (4.13) is bounded by 3=4. Further, note that (2j+2) n = (2n + 1) (2j+1) n+1 =(2j + 1 For the second inequality we have set T = (N=12) 1=2 and used (4.16) and (4.12) for the range 2 0; N 1=4 ] and (4.13), (4.15) and h 2j+1 ( ) = 1 for the range 2 N 1=4 ; (N=12) 1=2 ]. The Theorem is proved. 2
Finally, let us return to the problem of transparent matchboxes introduced by Knuth 17] and Stirzaker 26] : Matches are taken successively from two boxes (each containing initially n matches) according to the following rule.
(a) If one box contains more matches than the other one, the next match is taken from this box with probability p.
(b) If both boxes contain the same number of matches, both boxes are chosen with equal probability 1/2.
Let X n be de ned as in Section 3 for n = (n; n) and let U n be its non{zero component (which is equal to the number of matches left when one of the boxes is emptied). For the generating functions of the U n 's Stirzaker 26] derives the neat formula be an arbitrary sequence of integers such that k n =n 1=2 ! s. Using Stirling's formula for the right-hand side of (4.16) it is easy to see that P(U n = k n ) ( n) 1 2 exp(?s 2 =4); as n ! 1 (4:17) in the sense that the ratio of both sides tends to 1. By standard arguments as in the classical proof of the Central Limit Theorem of de Moivre and Laplace it follows from (4. 
