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Direct numerical simulation (DNS) is performed to examine laminar to turbulent tran-
sition due to high-frequency secondary instability of stationary crossﬂow vortices in a sub-
sonic swept-wing boundary layer for a realistic natural-laminar-ﬂow airfoil conﬁguration.
The secondary instability is introduced via inﬂow forcing derived from a two-dimensional,
partial-diﬀerential-equation based eigenvalue computation; and the mode selected for forc-
ing corresponds to the most ampliﬁed secondary instability mode which, in this case, de-
rives a majority of its growth from energy production mechanisms associated with the
wall-normal shear of the stationary basic state. Both the growth of the secondary insta-
bility wave and the resulting onset of laminar-turbulent transition are captured within
the DNS computations. The growth of the secondary instability wave in the DNS solu-
tion compares well with linear secondary instability theory when the amplitude is small;
the linear growth is followed by a region of reduced growth resulting from nonlinear ef-
fects before an explosive onset of laminar breakdown to turbulence. The peak ﬂuctuations
are concentrated near the boundary layer edge during the initial stage of transition, but
rapidly propagates towards the surface during the process of laminar breakdown. Both
time-averaged statistics and ﬂow visualization based on the DNS reveal a sawtooth tran-
sition pattern that is analogous to previously documented surface ﬂow visualizations of
transition due to stationary crossﬂow instability. The memory of the stationary crossﬂow
vortex is found to persist through the transition zone and well beyond the location of the
maximum skin friction.
Nomenclature
A instability amplitude measured in terms of peak ﬂuctuation in chordwise velocity, m/s
c wing chord length measured in direction perpendicular to leading edge, m
cs oblique wing-chord length measured in direction parallel to the freestream direction, m
Cf skin friction coeﬃcient, dimensionless
f frequency of instability oscillations, Hz
TKE turbulent kinetic energy, m2/s2
M Mach number, dimensionless
Recs Reynolds number based on the oblique wing-chord length along the freestream direction,
Recs ≡ ρ∞U∞cs/μ∞, dimensionless
U∞ freestream velocity, m/s
T temperature, K
Tr recovery temperature, Tr = T∞(1 + 0.9
γ−1
2
M2
∞
), K
uτ friction velocity, m/s
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ux chordwise velocity (perpendicular to leading edge), m/s
uy spanwise velocity (parallel to leading edge), m/s
uz wall-normal velocity, m/s
x wing surface coordinate in the direction perpendicular to the leading edge of the swept wing
y wing surface coordinate in the direction parallel to the leading edge of the swept wing
z coordinate normal to the wing surface
zτ viscous length, zτ = νw/uτ , m
i wing surface coordinate along the axis of stationary crossﬂow vortex
j wing surface coordinate parallel to the leading edge in the non-orthogonal system
λy spanwise wavelength of crossﬂow instability in direction parallel to leading edge, mm
Λ wing sweep angle, degree
Subscripts
i inﬂow station for the domain of direct numerical simulations
max maximum value
rms root mean square
w wall variables
∞ freestream variables
Superscripts
+ inner wall units
(·) averaged variables
(·)′ perturbation from averaged variable
I. Introduction
Skin-friction drag accounts for approximately one-half of the total drag for a transport aircraft.1 There-
fore, reduction in skin-friction drag can lead to substantial improvement in fuel eﬃciency for future aircraft.
A laminar boundary layer has signiﬁcantly lower skin friction than a turbulent boundary layer at the same
condition. Therefore, ﬂow control via delayed boundary-layer transition over major aerodynamic surfaces
holds the potential to provide the desired reductions in the overall drag. One promising strategy for Laminar
Flow Control (LFC) over a swept aerodynamic surface is to use control input in the form of appropriately
positioned Discrete Roughness Elements (DREs) near the leading edge.2 The bulk of existing experimental
and computational studies of the DRE concept have been carried out for either incompressible or super-
sonic conﬁgurations with modest wing-chord Reynolds numbers of up to approximately 8 million,3, 4 and
with pressure distributions that may not be optimal for wing designs for subsonic transport aircraft ﬂying
at Mach numbers between 0.75 to 0.90. Consequently, additional eﬀort is necessary to assess the potential
capability of the DRE concept to control swept-wing transition at transonic Mach numbers and substantially
higher chord Reynolds numbers than previous applications.
Recently, Texas A&M University5 (TAMU) performed a conceptual design study of an LFC ﬂight test
with target conditions of M∞ = 0.75 at an altitude of 40, 000 ft, a chord Reynolds number, Rec, between
15 and 20 million, and a leading-edge sweep angle, Λ, of 30◦. The resulting wing had a signiﬁcant potential
for natural laminar ﬂow over both suction and pressure surfaces at the design angle-of-attack equal to zero
degrees. At oﬀ-design conditions, however, an earlier transition may occur as a result of stationary crossﬂow
modes, which opens up the possibility of roughness-based transition control on the same model, either to
increase the lift coeﬃcient or to extend the angle-of-attack range for laminar ﬂow.5 The designed wing
conﬁguration was also studied numerically at NASA Langley Research Center6 to assess the feasibility of
achieving DRE-based transition control with NASA developed prediction tools pertaining to diﬀerent stages
of the transition process. In particular, Li et al.6 investigated the linear ampliﬁcation of most unstable
stationary crossﬂow modes, the nonlinear development of individual stationary modes, and the linear growth
of high-frequency secondary instablities for the laminar ﬂow airfoil at aforementioned oﬀ-design conditions.
They also investigated the initial stage during the breakdown of crossﬂow vortices with nonlinear parabolized
stability equations (PSE).
Direct numerical simulation (DNS) is an important ingredient in the hierarchical prediction approach,
which can be used to study complete transition due to crossﬂow vortices and understand the breakdown
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mechanisms responsible for the onset of transition. DNS is crucial to guiding and validating the application
of lower ﬁdelity tools in complex 3D ﬂows and will eventually serve as a proxy to controlled experiments
in a fully quantiﬁable disturbance environment. Earlier DNS of boundary layers have concentrated either
on the linear and early nonlinear regime or the fully developed turbulent ﬂows. The few more recent
DNS studies that simulate the entire transition regime to a fully turbulent boundary layer include those
of bypass transition in a nominally-zero-pressure-gradient incompressible boundary layer over a smooth ﬂat
plate7 and transition via oblique breakdown in a two-dimensional supersonic boundary layer.8, 9 In terms of
complete transition in a three-dimensional boundary layer due to stationary crossﬂow vortices, Wassermann
and Kloker10 carried out DNS of secondary instability well into the breakdown region and revealed some
interesting features of the breakdown process for an incompressible, ﬂat-plate boundary layer. However, since
disturbance statistics in the fully turbulent region was not compared with experiments and well-established
simulations of fully turbulent wall bounded ﬂows, it is not clear whether or not turbulence had fully developed
in their DNS. Moreover, they introduced unsteady disturbances via a disturbance strip at the wall, which
eventually resulted in a ‘Z-mode’ secondary instability. As a result, the computed breakdown features were
limited to those associated with the Z-mode instabilities. However, linear and nonlinear PSE analyses6, 11
indicate that, if the Y-modes are excited in certain ﬂows, then they would achieve a considerable spatial
growth and, indeed, can lead to transition under appropriate circumstances. Here, the letter notation for
diﬀerent classes of secondary instability modes follows the suggestion of Malik et al.12 with ‘Z-mode’ denoting
the high-frequency ‘mode I’ induced by the spanwise gradient of the streamwise velocity component and ‘Y-
mode’ denoting the high-frequency ‘mode II’ induced by the local maximum of the wall-normal gradient.
The current DNS is complementary to previously reported simulations by Wassermann and Kloker10 and
focuses on the Y-mode of secondary instability in the swept wing boundary layer corresponding to the TAMU
conﬁguration5 and its subsequent breakdown to turbulence. Such a simulation is necessary to answer the
question of whether or not the Y-mode of secondary instability leads to a fully turbulent boundary layer.
In addition, the turbulence statistics in the fully turbulent regime can be compared with experiments and
well-established turbulent simulations to ensure that a fully developed turbulent boundary layer is reached.
This paper is structured as follows. The ﬂow conditions and numerical methods are outlined in Section II.
Section III presents DNS results of secondary instability and laminar breakdown. Concluding remarks are
presented in Section IV.
II. Flow Conditions and Numerical Methodology
Freestream conditions for the work described in this paper are summarized in Table 1. The mean
boundary-layer ﬂow over the suction surface of the airfoil is computed with a boundary layer solver using
the inﬁnite span approximation, in conjunction with the inviscid surface pressure distribution derived from
an Euler solution under the free ﬂight conditions. Linear and nonlinear development of the instability modes
is computed using parabolized stability equations as implemented in the Langley Stability and Transition
Analysis Codes (LASTRAC).13 The current DNS focuses on the nonlinear evolution and breakdown of the
stationary crossﬂow vortex with spanwise wave length λy = 8 mm. The details of the methodology employed
for the mean boundary-layer ﬂow over the suction surface of the airfoil, the linear and nonlinear development
of the instability modes, and the secondary instability predictions are summarized in Li et al.6
Table 1. Freestream conditions for the DNS.
M∞ U∞(m/s) ρ∞(kg/m
3) T∞(K) c(m) Recs(×10
6)
0.75 221.28 0.302 216.65 3.1676 17.2
A non-orthogonal, vortex aligned grid is used for the current DNS. In this coordinate system, the stream-
wise computational coordinate i is oriented along the direction of the crossﬂow vortex axis (orthogonal to
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the wave number vector (α, β) in the x − y plane) rather than along the chordwise direction (x direction).
By doing so, fewer grid points are required in the streamwise direction to resolve the evolution of stationary
crossﬂow modes. The spanwise computational coordinate j is along the y direction which is parallel to the
leading edge of the wing and is inclined at approximately sixty degrees with respect to the i-coordinate.
Fig. 1 shows a schematic consisting of a periodic pattern of stationary crossﬂow vortices as seen from above
the airfoil surface, along with a black frame depicting the boundaries of the DNS domain along the i and
j directions. Similar non-orthogonal systems have been chosen in spatially developing secondary instability
analyses14 and DNS15 for crossﬂow-dominated swept-wing boundary layers.
The computational domain extends from 50.0% < x/c < 57.2% in the streamwise direction, which covers
the entire transition region starting from the nearly stationary ﬂow upstream to a small region of nascent
turbulence near the downstream end. In the spanwise direction the domain is limited to a single wavelength,
λy, of the primary stationary crossﬂow vortex. Uniform grid spacings are used in the streamwise (i) and
spanwise (j) computational coordinates, with a grid density of 40 and 180 points per wavelength, respectively.
This grid resolution corresponds to approximately Δx+ = 8.6 and Δy+ = 5.2 in the fully turbulent region,
based on the viscous length scale zτ at a reference post-transition location xref = 1.8 m (or xref/c = 56.9%),
which is close to the exit of the DNS domain. The wall-normal domain size is about 18.5 δref with clustering
of grid points both near the wall and in the outer part of the boundary layer. This wall-normal grid clustering
is designed to capture both secondary instability near the edge of the boundary layer and turbulence dynamics
near the wall. The total number of grid points is 3, 200, 180, and 300 in the streamwise (i), spanwise (j),
and wall-normal (k) directions, respectively. The computational grid resolution in the post-transition regime
is comparable to those reported in the literature for simulations of fully turbulent wall-bounded ﬂows with
comparable numerical algorithms.16–19
To simulate the boundary layer ﬂow over the domain, the compressible Navier-Stokes equations are solved
in generalized curvilinear coordinates. The working ﬂuid is assumed to be an ideal gas with a linear (i.e.
Newtonian) stress-strain relation. Fouriers law is used to compute the heat ﬂux terms, and a 7th-order
weighted essentially non-oscillatory (WENO) scheme20, 21 is used to compute the convective ﬂux terms. This
particular WENO algorithm combines a high order of accuracy with low dissipation and high bandwidth,
which is desirable for time-accurate simulations of compressible turbulence. For the viscous ﬂux terms, a
4th-order central diﬀerence scheme is used. The 3rd-order low-storage Runge-Kutta scheme by Williamson22
is used for time integration.
At the inlet, a three-dimensional laminar proﬁle corresponding to the ﬁnite-amplitude stationary crossﬂow
vortex is speciﬁed as the basic state (Fig. 2a), which is superimposed by the selected Y-mode secondary
instability wave as disturbances (Fig. 2b). For the outﬂow boundary, a buﬀer domain technique23, 24 is used
to avoid reﬂections of disturbance waves from the outﬂow boundary layer. The length of the buﬀer domain
is approximately four times the streamwise wavelength of fundamental disturbances in the linear regime. On
the wall, no-slip conditions are applied for the three velocity components and an isothermal condition is used
for the temperature, with the wall temperature prescribed to be equal to the laminar adiabatic temperature
Tr. At the upper boundary, characteristic non-reﬂecting boundary conditions based on Thompson
25 are
imposed. Periodic boundary conditions are used in the spanwise direction.
III. Results
Figure 3 shows the streamwise evolution of the fundamental modal amplitude of the secondary instability
mode. The modal amplitude is measured in terms of the peak streamwise velocity perturbation over the
local cross-section of the underlying crossﬂow vortex. The DNS results based on two separate parts of the
simulation interval (depicted by red and green curves) are compared with the predictions of linear secondary
instability theory and a linear PSE calculation reported by Li et al.6 The DNS result indicated by the
red curve corresponds to a Fourier transform over a time history of more than one hundred periods of the
fundamental mode, whereas the green curves has been obtained over the shorter duration of eight periods of
the fundamental mode of secondary instability. The diﬀerences between these two curves in the downstream
part of the streamwise region indicate the onset of stochastic solution behavior as the laminar ﬂow begins
to break down. In the upstream region (x/c < 0.51) when the wave amplitude is small (A/U∞ < 0.5%) the
instability undergoes linear growth with the growth rate comparing well with that based on the secondary
instability analysis. Following a small region of linear growth, the growth rate of the secondary instability
wave decreases as a result of nonlinear eﬀects. Consequently, the evolution of the fundamental amplitude
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as derived from the DNS solution begins to deviate from the linear predictions near x/c = 0.515. The
growth rate has reduced appreciably near x/c = 0.53 so that the evolution of fundamental amplitude over
0.53 < x/c < 0.54 indicates a quasi-saturated behavior. The time history of streamwise velocity perturbation
at the locations of modal peak within this region conﬁrms that the initially sinusoidal time dependence of
the unsteady perturbations has acquired a distorted signal shape with a signiﬁcant higher harmonic content.
The quasi-saturation behavior is followed by an abrupt increase in the modal amplitude near x/c = 0.545
and the signal develops a signiﬁcant degree of randomness as indicated by the variance in model amplitudes
from two diﬀerent portions of time evolution. For reasons that are yet to be determined, the extent of the
quasi-saturated region appears to be somewhat longer than that predicted by the previous nonlinear PSE
computation.6
At x/c ≈ 0.554, the modal amplitude reaches a maximum level of Amax/U∞ ≈ 3.5%. Further down-
stream, the modal amplitude decreases, indicating the breakdown of the instability wave. Starting from
x/c ≈ 0.565, the wave amplitude becomes nearly uniform, indicating that the ﬂow is likely to be turbulent
at this stage.
Figure 4 displays the streamwise development of skin friction coeﬃcient averaged in time and spanwise
coordinate. The skin friction maintains a laminar level until x/c ≈ 0.554, where it starts to rise rapidly,
indicating the onset of transition. The onset of transition approximately coincides with the peak location of
the modal amplitude of the secondary instability mode shown in Figure 3. At a location slightly downstream
of the onset (x/c ≈ 0.564), the skin friction reaches a maximum value that is close to ten times the laminar
level. For a transition triggered by a secondary high-frequency instability, the experiments at DLR26 found
that the rise in Cf undergoes an explosive growth rather than a gradual broadening of the Fourier spectrum of
the unsteady disturbance motion, and so the abrupt rise in Cf in the current simulation appears consistent
with the experimental observations. Moreover, the overlap between the region with a rapid Cf rise and
the region with a reduction in the fundamental amplitude of the secondary instability wave (Figure 3)
suggests that the latter might be a good indicator for locating transition onset. At x/c ≈ 0.569, the
mean chordwise velocity proﬁle relaxes to a fully turbulent proﬁle that shows a (narrow) logarithmic region
and, furthermore, conforms well with the incompressible law-of-the-wall proﬁle following the van Driest
transformation (Figure 5).
To show the spanwise distribution of the transition front, contours of time-averaged wall shear distribution
are plotted in Figure 6a. The mean wall-shear contours clearly display a noticeable nonuniformity in the
spanwise direction. To better visualize the transition-front pattern, the contours of wall shear are periodically
extended in the spanwise direction and black dashed lines are added to mark the onset of increased skin
friction (Figure 6b). The transition front exhibits a sawtooth pattern. Similarly shaped transition fronts
have been noted during surface ﬂow visualization of swept wing boundary layers when the transition process
is dominated by stationary crossﬂow instability (as opposed to traveling modes, which lead to smoother
spanwise variations in the transition front).27 The transition-front pattern can be further visualized by
near-wall turbulence structures. Figure 7 displays a top view of the contours of chordwise velocity in
a streamwise-spanwise plane corresponding to z+ ≈ 15 at x/c = 0.569. Similar to the wall shear, the
boundary dividing the non-turbulent region from turbulent region shows a similar sawtooth pattern. For
x/c < 0.554, the near-wall region is free of turbulent ﬂuctuations; and the velocity maintains a laminar
level with lower values. Turbulent ﬂuctuations start at x/c ≈ 0.554, turbulent structures start to appear
at particular spanwise locations and spread to adjacent spanwise locations farther downstream. The whole
spanwise domain becomes uniformly turbulent starting from x/c ≈ 0.564.
To track the evolution of ﬂow structures from the laminar region through the process of transition to
turbulent ﬂow, Figure 8 shows the mean and time-RMS of chordwise velocity at successively downstream
locations. At a pre-transition station of x/c = 0.524 (Fig. 8a), the contour shapes are relatively similar
to those prescribed at the inlet (Figure 2), and the mode shapes of the stationary crossﬂow (white line
contours) and the ‘Y-Mode’ secondary instability (color contours) can still be clearly identiﬁed. Somewhat
further downstream (x/c = 0.530 to x/c = 0.546), the ﬂuctuation contours get progressively distorted near
the peak of the secondary instability mode shape. At the transition onset, x/c = 0.554, where the mean
skin friction starts to rise, the overturning of the crossﬂow vortex becomes more diﬀused, aﬀecting a larger
cross-sectional area. Moreover, smaller chaotic structures start to appear within the boundary layer and
propagate to the wall in some portions of the span, while in other portions of the span the ﬂow remains
laminar. Within the transitional region where Cf undergoes rapid rise (x/c = 0.560), even more small
structures appear and propagate towards the surface (Fig. 8b). Further downstream, a larger portion of
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span are populated by smaller scale structures. Characterized by localized strong events, as indicated by
pockets of large ﬂuctuations, the near-wall ﬂow remains highly non-uniform in the spanwise direction. At
x/c = 0.564 where the skin friction obtains its maximum value, the mean crossﬂow vortex contours have
lost the prominent overturning feature, the peak ﬂuctuations have moved much closer to the wall, and the
near-wall ﬂow ﬁeld is populated by small vortical structures across the span. As a result, the whole surface
is exposed to downwash induced by the near-wall vortices. The vorticity generated due to the breakdown
process remains concentrated near the wall, resulting in maximum turbulent drag. Although the small scales
become nearly uniform across the span, inhomogeneity remains in large scale motions. Farther downstream
into the fully turbulent region (x/c = 0.57), the near wall ﬂow has become relatively homogeneous. However,
memory of the initial stationary vortex persists as indicated by the spanwise inhomogeneity of the large-scale
motions within the main part of the boundary layer.
To further visualize the ﬂow structures during the breakdown stage, Fig. 9 plots the contours of instan-
taneous chordwise velocity in a streamwise wall-normal plane. In the laminar region, secondary instability
is concentrated near the edge of the boundary layer. At x/c ≈ 0.554, where Cf starts to rise rapidly, the
secondary instability begins to break down. Further downstream corresponding to the region where Cf rises
rapidly, the ﬂuctuation moves progressively towards the surface. At x/c ≈ 0.564 where Cf has reached its
maximum, the ﬂuctuation has propagated to the near-wall region and the whole boundary layer shows evi-
dence of turbulence. The propagation of ﬂuctuations towards the surface can be further shown statistically
by the x − z contours of the time-averaged turbulent kinetic energy (TKE) at selected spanwise locations
(Fig. 10). Similar to the ﬂow visualization, high TKE regions are concentrated near the boundary layer edge
at pre-transition locations. They propogate to the wall during the laminar breakdown and high TKE levels
are achieved nearly throughout the whole boundary layer after transition.
Figure 11 provides a three-dimensional view of the instantaneous chordwise velocity to visualize the sec-
ondary instability and laminar breakdown of stationary crossﬂow vortices. Without the secondary instability
wave, the isosurface would have been a tubular shape approximately aligned with the inviscid streamline,
representing the primary crossﬂow vortex. As the secondary instability grows, small rib-like structures de-
velop on top of the tubular structure. These structures are aligned at an oblique angle to the axis of the
crossﬂow vortex. Farther downstream, even smaller structures emerge and the laminar breakdown process
ensues.
IV. Concluding Remarks
Direct numerical simulation of transition due to secondary instability of stationary crossﬂow vortices in a
swept wing boundary layer has been performed under ﬁnite Mach number for a realistic airfoil conﬁguration
that is relevant to subsonic transports with an extended region of natural laminar ﬂow. Both linear and
nonlinear growth of the secondary instability is observed and the laminar breakdown process is predicted
by the DNS. During the transition process, the skin friction coeﬃcient rises rather rapidly within a few
wavelengths of the secondary instability mode. Rib-like structures are observed riding on top of the crossﬂow
vortex during the initial stage of the transition. The wall shear distribution shows a sawtooth pattern that is
analogous to the previously documented surface ﬂow visualizations of transition due to stationary crossﬂow
instability. The memory of the stationary crossﬂow vortex persists well into the turbulence region and
this could inﬂuence the accuracy of overall drag predicted using purely Reynolds averaged Navier-Stokes
equations. The downstream region of the ﬂow is studied and fully turbulent features are observed.
Follow-on work will involve a scrutiny of the DNS database to ascertain the details of disturbance modi-
ﬁcation in the vicinity of the transition onset location, along with an assessment of the eﬀects of numerical
resolution on the details of the transition zone. The streamwise length required to establish a spanwise
homogeneous turbulent state will also be explored.
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Figure 1. Sketch of the computational domain for the DNS simulation. The black frame labeled
as DNS domain indicates the boundaries of the domain along the surface of the airfoil such that
both the upstream and downstream boundaries of the domain are parallel to the airfoil leading
edge (i.e., y axis of the Cartesian frame); the underlying cylindrical structures represent the
stationary pattern of crossﬂow vortex instability and the smaller, ribbed structures superposed
on this pattern indicate an instantaneous view of the secondary instability waves developing over
the stationary vortices.
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(a) Stationary crossﬂow vortex
(b) ‘Y-Mode’ secondary instability
Figure 2. (a) Mean and (b) time-RMS distributions of chordwise velocity (ux) at the inlet of
the DNS simulation. The white lines in the background of part (b) are the contours of mean
chordwise velocity.
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Figure 3. Chordwise development of the maximum chordwise velocity disturbance of fundamental
mode. The green and red curves correspond to DNS results representing Fourier transforms
computed over a short duration (eight periods of fundamental secondary mode) and long duration
(more than 100 periods of the fundamental secondary mode), respectively; the blue dashed curve
denotes prediction of the secondary instability theory;6 and the purple dash-dot curve denotes
the linear PSE computation.6
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Figure 4. Evolution of skin friction coeﬃcient averaged in time and span along the chordwise
direction.
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Figure 5. Van-Driest transformed chordwise velocity, uV D, at x/c = 0.568, with uV D ≡
(1/uτ )
R ux
0
(Tw/T )
1/2dux.
(a) (b)
Figure 6. (a) Contours of time-averaged wall shear from the DNS, viewed in the x-y plane, with
black color indicating high shear and white color indicating low shear; (b) Multiple copies of (a)
duplicated periodically in the spanwise direction. Black dash lines indicate the saw tooth curve
marking the onset of increased skin friction.
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Figure 7. Contours of chordwise velocity (ux) at z
+
≈ 15, with the viscous length zτ chosen to be
that at x/c ≈ 0.569.
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(a) x/c ≤ 0.554 (i.e., upstream of chordwise location corresponding to rapid rise in average skin
friction)
(b) x/c > 0.554
Figure 8. Time-RMS distributions of chordwise velocity at selected chordwise stations. The white
lines in the background are the contours of mean chordwise velocity. x/c increasing from left to
right.
Figure 9. Instantaneous chordwise velocity (ux) contours in a chordwise wall-normal plane from
the DNS. The ﬂow direction goes from left to right.
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Figure 10. Time-RMS distributions of turbulent kinetic energy (TKE) in a chordwise wall-normal
plane from the DNS. The ﬂow direction goes from left to right.
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(a) Overall view
(b) Zoomed in view
Figure 11. Iso-surface of chordwise velocity (ux) corresponding to 85 percent of freestream speed.
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