Abstract. For nonselfadjoint elliptic boundary value problem which are preconditioned by a substructuring method, i.e., nonoverlapping domain decomposition, we introduce and study the concept of subspace orthogonalization. In subspace orthogonalization variants of Krylov methods the computation of inner products and vector updates, and the storage of basis elements is restricted to a (presumably small) subspace, in this case the edge and vertex unknowns with respect to the partitioning into subdomains. We discuss the convergence properties of these iteration schemes and compare them to Krylov methods applied to the full preconditioned system.
1. Introduction. In the last decade, domain decomposition methods have been the object of a large amount of research which was heavily stimulated by the progess in availability and mastery of parallel computer architectures. While most of these studies were concerned with selfadjoint elliptic boundary value problems, some extensions to nonselfadjoint problems were developed and analyzed in the past few years. Throughout this paper, we will exclusively be concerned with substructuring methods which are based on the decomposition of the original domain of interest into nonoverlapping subdomains (as opposed to the class of overlapping Schwarz methods). Historically, this approach has its roots in the technique of static condensation which was used extensively in structural engineering (cf. Przemieniecki 16] , 17], Zienkiewicz and Taylor 22, Section 7.7]) to eliminate the unknowns corresponding to the interior points of substructures. In particular, this approach proved to be useful for the solution of boundary value problems on domains with complicated geometries which can be decomposed into subdomains of simpler shape. In the 80's, the potential of substructuring as an e cient preconditioning strategy for iterative methods has emerged, leading to the algorithm by Bramble, Pasciak and Schatz 2] for the solution of symmetric positive de nite elliptic boundary value problems on a region with an arbitrary number of subdomains. A number of techniques which are designed speci cally for nonselfadjoint problems were introduced in the past few years, for an overview and a numerical comparison of most of them see the paper by Cai, Gropp and Keyes 4]. We will focus on a speci c preconditioner which was introduced and analyzed by Cai, Gropp and Keyes in 3]. We investigate this CGK substructuring preconditioner in combination with the generalized minimal residual algorithm (GMRES) by Saad and Schultz 19] . It should be mentioned that we do not speci cally address singularly perturbed problems in this paper. The CGK preconditioner is not robust, i.e., the number of iterations grows as the convection term is increased. For iterative methods for singularly perturbed problems, in particular, in the context of smoothing in multigrid methods, see, e.g., 13, Section 10.4].
Our purpose in this paper is to combine substructuring with Krylov subspace methods which are based on subspace orthogonalization, in particular, on orthonormal bases with respect to an inner product which is de ned on the subspace associated with the edge and vertex points only. This is intended to eliminate certain drawbacks of Arnoldi-based Krylov subspace methods like GMRES. Above all, the length of the Arnoldi recurrences grows linearly with the iteration index which is therefore restricted to the number of basis elements that can be held in memory. Restarts become necessary and this often results in much slower convergence. The subspace orthogonalization methods, in contrast, require the storage of only the edge and vertex unknowns of each basis element which means that one can iterate much longer before restarts become necessary. Moreover, the computation of inner products is also restricted to the edge and vertex points which avoids the disturbance of the computational ow associated with the solution of subdomain problems. We view subspace orthogonalization as an alternative to restarting or truncating Krylov subspace methods for nonsymmetric systems of equations. Instead of shortening the recurrences, we restrict them to a subset of the unknowns which has to be carefully chosen in order to be able to extend this partial solution to the entire space. The subspace iterative methods combine the reduction of the unknowns to the edge and vertex points with the possibility of using inexact subdomain solvers. For the question of inexact subdomain solvers, see also 11, 12] and the references therein.
We start in Section 2 with a brief review of Galerkin nite element approximation for non-self-adjoint elliptic boundary value problems. In Section 3 we introduce substructuring preconditioning by focussing on the speci c algorithm by Cai, Gropp and Keyes 3] mentioned above. Section 4 reviews the residual minimization method for solving nonsymmetric linear systems and its implementation via the GMRES algorithm. In Section 5, we present an algorithm to construct a basis for a given Krylov space which is orthogonal with respect to a properly chosen inner product on a subspace. This technique is then applied to substructuring methods, and compared to the usual approach (of full orthogonalization). Section 6 is concerned with the convergence properties of the subspace variants of the CGK preconditioned Krylov methods compared to working with the full grid. Finally, in Section 7, we present computational results comparing the subspace orthogonalization scheme to other Krylov subspace methods for a model convection-di usion problem.
2. Galerkin Finite Element Approximation. This section provides some background on Galerkin nite element approximation of non-self-adjoint elliptic boundary value problems (cf. 6 Clearly, this nite-dimensional variational problem (2.9) possesses a unique solution if the ellipticity condition (2.7) is ful lled. It should be pointed out that the Galerkin approximation for nonsymmetric problems introduced above is only appropriate for relatively small rst order terms, say, for b i h=2 < which is used in the third step of Algorithm 3.1 was also used before by Dryja 7] and Bramble, Pasciak and Schatz 2]. We will shortly review the de nition of the operator t 0 . For two adjacent subdomains i ; j , let ? ij denote its common interface boundary, and de ne the operator t ij by B ?1 E denotes the interface preconditioner introduced above, and A H coincides with the matrix corresponding to the H-level approximation. In many cases, B will happen to be symmetric and positive de nite, for example, if it is based on a self-adjoint bilinear form, or ifÃ ?1 I represents a number of steps of a symmetric iteration. Then, the CGK preconditioner can be applied in such a way that the preconditioned system is also symmetric and positive de nite and the conjugate gradient method can be used (see Golub and Van Loan 10, Algorithm 10.
3.1]).
The di erence between the CGK preconditioner and the BPS-I preconditioner that was developed in 2] for self-adjoint problems is that the latter incorporates data from the subdomain solutions into the right hand side for the coarse grid solve. Since the convergence rate of this method, applied directly to discretized elliptic boundary value problems, deteriorates with decreasing mesh size, it is essential to incorporate an e ective preconditioner.
Preconditioning basically consists in replacing the Krylov subspace K n (r 0 ; A) by another one which is \better behaved". An intuitive interpretation for this is to avoid the damping of eigenvector components corresponding to eigenvalues of small modulus which is obviously caused by multiplying with A. Therefore, one replaces K n (Ae 0 ; A) (e 0 = u?u 0 denotes the initial error vector) by K n (Ae 0 ; AB ?1 ) (right preconditioning) or K n (B ?1 Ae 0 ; B ?1 A) (left preconditioning). E ective preconditioners, like the one presented in the previous section, can be viewed as \treating all eigenvector components evenly". For technical reasons, we will restrict ourselves to left preconditioning in this paper.
In combination with the GMRES algorithm, instead of minimizing the norm of the \true" residual Ae n , it is more reasonable to consider the preconditioned residual 7 r n = B ?1 Ae n . This is due to the fact that, with the interpretation of B ?1 as an approximate inverse, the second term can be expected to be closer to the actual error vector which is the ultimate goal of our minimization. Thus, all one has to do to precondition GMRES is to replace A by B ?1 A throughout the algorithm.
5. Subspace Orthogonalization. The GMRES algorithm discussed in the previous section is based on the Arnoldi process, and therefore involves recurrences with linearly growing length. First of all, this means that the number of inner products and vector updates that have to be computed throughout the procedure is proportional to n 2 , if n is the number of steps. Often this work is dominated by the computational cost, measured in oating point operations, that is required for the action of the preconditioned discretized di erential operator. However, things might look di erent on certain parallel computer architectures where inner products represent a bottleneck computation. Moreover, a rather strict limit to the dimension of the maximal Krylov subspace is dictated by the number of basis elements that can be stored in quickly accessible memory. For large linear systems, one is therefore forced to truncate or restart these iteration schemes. This, in turn, often slows down convergence signi cantly. As an alternative to truncating or restarting these Arnoldi-based methods we propose subspace orthogonalization, i.e., we compute an orthonormal basis with respect to an inner product de ned on a (presumably small or more easily accessible) subspace. In connection to substructuring algorithms, an obvious choice for the subspace is given by the restriction to the edge and vertex unknowns. In this speci c case, the resulting subspace orthogonalization algorithm only involves edge and vertex unknowns in the construction and storage of the orthonormal basis. Clearly, these are vectors of much smaller size, and the edge and vertex components undergo special treatment during the interface and coarse grid solves anyway. In the course of these procedures, the inner products and vector updates may take place while the computational ow associated with the subdomain solves (presumably taking place in parallel on separate processors) is not disturbed. These advantageous properties are also present, in principle, if a Krylov subspace method is applied directly to the Schur complement system. Using the Schur complement system, however, requires the exact solution of the subdomain problems since otherwise a perturbed problem is solved. Our approach, in contrast, solves the correct system on the edge and vertex points which can then be extended into the subdomains in the nal step of the computational procedure.
Our goal is the construction of an orthonormal basis for K n (r 0 ; B ?1 A) with respect to an inner product de ned only on the subspace associated with edge and vertex basis functions. Since the orthonormal basis vectors will be de ned on this subspace only, the action of the operator B ?1 A is not de ned for these basis vectors. Thus, it is not possible to carry out the Arnoldi process (4.1). One way around this problem is to orthonormalize K n (r 0 ; B ?1 A) directly using the power basis The following explanation might be useful for a proper understanding of the above algorithm. The subspace variant of GMRES constructs iterates u n 2 u 0 + K n (r 0 ; A)
such that the residual vector r n = f ?Au n is minimized in a norm which is only de ned on the subspace associated with the edge and vertex unknowns. The iterates u n and consequently the residual vectors r n are well-de ned as vectors in the entire space. But | and this is the crucial point | it is su cient to construct and store the subspace projections of the basis elements in K n (r 0 ; A) in order to construct u (EV ) n = P EV u n and r (EV ) n = P EV r n .
Unfortunately, we have observed in our computational experiments that the implementation of the subspace variant of GMRES based on the power basis frequently stagnates after a certain number of iterations. This is due to stability problems associated with the use of the power basis. We suggest the following way to overcome this problem, and found that this leads to a a robust implementation of the subspace orthogonalization variants.
For our algorithm, we use a basis fw 1 ; : : :; w n g for K n (r 0 ; A) which is constructed by a k-step iteration scheme j w j+1 = Aw j ? j;j w j ? ? j;j?k+1 w j?k+1 ; j = 1; 2; : : : ; n (5.4) (for notational simplicity ignore terms with j ? k + 1 < 1). Starting with w 1 = r 0 =kP EV r 0 k 2 , the coe cients j ; j are chosen such that P EV w j+1 ? spanfP EV w j ; : : :; P EV w j?k+1 g and kP EV w j+1 k 2 = 1. This leads to j;i = (P EV w i ) T (P EV Aw j ) ; i = max(1; j ? k + 1); : : : ; j and j = kP EV Aw j ? j;j P EV w j ? ? j;j?k+1 w j?k+1 k 2 :
What remains to be done, is recovering the iterates of the subspace orthogonalization variant of GMRES from the Gram-Schmidt procedure applied to fP EV w 1 ; P EV w 2 ; : : : ; P EV w n ; P EV w n+1 g :
Analogously to (5.2) and (5.3) we have P EV w 2 ; P EV w 3 ; : : : ; P EV w n ; P EV w n+1 ] = V n+1Hn (5.5) and produce the QR factorization P EV w 1 ; P EV w 2 ; : : : ; P EV w n?1 ; P EV w n ] = V n R n ( = kP EV r 0 k 2 ). Moreover, the recursion for the basis elements (5.4) can be written as P EV Aw 1 ; : : : ; P EV Aw n ] = P EV w 1 ; : : : ; P EV w n ] S n + P EV w 2 ; : : :; P EV w n+1 ] D where S n = i;j ] 2 I R n n and D = diag( 1 ; : : :; n ). Our aim is to choose u (S) n = P EV u 0 + V n y = P EV u 0 + P EV w 1 ; : : :; P EV w n ]R ?1 n y in such a way that kP EV r n k 2 is minimized. For the projected residual we have P EV r n = P EV r 0 ? P EV Aw 1 ; : : :; P EV Aw n ]R ?1 n y = P EV r 0 ? P EV w 1 ; : : :; P EV w n ]S n R ?1 n y ? P EV w 2 ; : : : ; P EV w n+1 ]D R ?1 n y = P EV r 0 ? V n R n S n R ?1 n y ? V n+1Hn D R ?1 n y = V n+1 ( " 1 ? (R n S n +H n D )R ?1 n y) whereR n 2 I R (n+1) n is R n extended by a zero row. This leads to the least squares problem min y2I R n k " 1 ? (R n S n +H n D )R ?1 n yk 2 for the Hessenberg matrix (R n S n +H n D )R ?1 n which can again be updated from step to step.
Obviously, the iterates constructed with the subspace version of GMRES are only de ned on the edge and vertex points. At these points, however, the method provides accurate approximations to the solution of the discretized boundary value problem. Thus, all that is left to do in order to extend the solution is to solve (exact) subdomain problems with these boundary values. The solution of these subproblems will, in general, be far easier than the entire system of equations. One could, for example, use GMRES on each subdomain with the corresponding block of B I as preconditioner. Note that one step of this nal \extension phase" only requires one solve per subdomain in each step, while the CGK preconditioner needs two of them. In addition, these subdomain solves can be carried out independently without any communication between subdomains.
6. Convergence Considerations. If the subdomain problems are solved exactly, then the subspace orthogonalization method presented in the previous section is equivalent to applying GMRES to the preconditioned Schur complement system which can be seen as follows. The subspace GMRES algorithm computes a polynomial of degree n, n 2 n , with n (0) = 1 such that kP EV r n k 2 = kP EV n (B ?1 A)r 0 k 2 is minimized. From (6.1) we have P EV r n = n ( which is exactly the minimal residual method applied to the preconditioned Schur complement system. If inexact subdomain solves are used, however, the solution of the corresponding inexact Schur complement system does not produce the edge and vertex components of the solution to the original problem. The subspace orthogonalization method still solves the correct problem in that case. Therefore, at the very least, the subspace orthogonalization method can be viewed as an implementation of the substructuring approach that is less sensitive to inexact subdomain solves. In addition, we clearly have kP EV r n k 2 kr n k 2 ; which implies that the subspace GMRES algorithm reduces the size of the edge and vertex residual components at least as far as GMRES reduces the entire residual. With a powerful subdomain preconditioner, the residual components in the interior of the subdomains will automatically be small compared to the edge and vertex components. This is a heuristical explanation for the fact, observed in numerical experiments, that small edge and vertex residual components lead to small edge and vertex error components. Rigorous convergence bounds, however, are hard to derive for the subspace variants. This is due to the fact that P EV r n = 0 does not necessarily imply P EV e n = 0.
There is, however, the following explanation for the good performance of the subspace iterative methods. with homogeneous Dirichlet boundary conditions on the unit square (0; 1) (0; 1) I R 2 .
We chose T = (10; 10) and f 1. For the nite element discretization, we used a uniform triangulation into squares with side length h and piecewise bilinear basis functions. This leads to a 9-point stencil for the unknown values of u at the interior grid points. We divide the unit square into 16 subdomains as shown in Figure 3 .1 (which can also be viewed as coarse mesh with H = 1=4) and use h = 1=64 for the ne mesh. The subspace associated with the edge and vertex unknowns consists of only 369 of the 3969 unknowns in the entire grid. This results in considerable reduction of the required storage space and the number of operations associated with inner product and vector update computation. In terms of memory, this allows us to basically run the subspace variant of GMRES 10 times as long without having to restart compared to GMRES on the full grid. We used a fast direct solver for the symmetric part of the di erential operator as subdomain preconditioner within the substructuring method by Cai, Gropp and Keyes described in the previous section. In Figure 7 .1 we have plotted the convergence behavior of di erent iterative method when combined with the substructuring preconditioner.
The graph on the left shows the error reduction in terms of the number of iterations, and the graph on the right shows the error reduction in terms of performed operations. Besides GMRES(10) (dashed line), we have included transpose-free QMR (dotted line) 9] and Bi-CGSTAB (dash-dotted line) 21] into our comparisons. Both methods seem to work pretty well when combined with such a powerful preconditioning strategy. The subspace orthogonalization variant of GMRES leads to the fastest convergence among the methods included in our experiments. Note that counting the number of iterations is not su cient to judge the subspace GMRES method, since the solution on the separator has to be extended into the subdomains in a nal phase. The work involved with this nal extension stage is indicated by the straight line at the end of the corresponding error curves. 8. Concluding Remarks. In this paper, we have developed the concept of subspace orthogonalization variants of Krylov subspace methods. In these methods the storage of basis elements, and the computation of inner products and vector updates is restricted to a subspace of the unknowns. In the context of iterative substructuring methods this allows the combination of working only with the edge and vertex unknowns and the use of inexact subdomain solves. Our convergence analysis and numerical results indicate that, in particular, the subspace GMRES algorithm compares favourably with other commonly used Krylov subspace methods for substructuring preconditioned
