In the Monte Carlo (MC) burnup analyses, the uncertainty of a tally estimate at a burnup step may be induced from four sources: the statistical uncertainty caused by a finite number of simulations, the nuclear covariance data, uncertainties of number densities, and cross-correlations between the nuclear data and the number densities. In this paper, the uncertainties of k inf , reaction rates, and number densities for a PWR pin-cell benchmark problem are quantified by an uncertainty propagation formulation in the MC burnup calculations. The required sensitivities of tallied parameters to the microscopic cross-sections and the number densities are estimated by the MC differential operator sampling method accompanied by the fission source perturbation. The uncertainty propagation analyses are conducted with two nuclear covariance data-ENDF/B-VII.1 and SCALE6.1/COVA libraries-and the numerical results are compared with each other.
Introduction
Monte Carlo (MC) burnup analysis codes [1] [2] [3] [4] [5] have been successfully applied for the neutronics design and analysis of advanced nuclear systems with increasing computing power. Since Takeda et al. [6] first proposed a formulation to evaluate the uncertainty propagation of number densities in the MC burnup analysis using the sensitivities of the burnup matrix to cross-sections and number densities, several studies [7] [8] [9] [10] [11] on the uncertainty propagation of MC burnup analysis followed with different uncertainty quantification formulations.
The uncertainty quantification of a nuclear parameter, such as k eff , reaction rates, and number densities, in the MC burnup analysis is currently conducted by two different approaches: the sensitivity and uncertainty (S/U) analysis [12] and the direct stochastic sampling methods. In the S/U analysis, the output uncertainty is quantified from its sensitivities to input parameters by the error propagation formulations. It provides explicit sensitivities but may suffer from low-order approximations. Park et al. [9] have established an uncertainty propagation formulation based on the S/U analysis in the depletion calculations and demonstrated its usefulness in terms of an incineration analysis of a transuranic fuel assembly by using the Seoul National University MC code, McCARD [4] .
The direct stochastic sampling methods can produce output distributions from a number of MC calculations each with different input data set sampled. This approach is easy to implement by running existing MC neutronics analysis codes with different input data sets but at the expense of high computational costs. This approach includes the XSUSA/SCALE [10] and TMC/SERPENT [11] methods. García-Herranz et al. [8] have developed an MC hybrid method combining MC spectrum and burnup calculations to reduce the computation time in the direct stochastic sampling approach.
In this paper, we perform the McCARD uncertainty propagation analysis for a PWR burnup pin-cell benchmark, one of the OECD benchmarks for uncertainty analysis modeling (UAM) for design, operation, and safety analysis of LWRs [13] . The uncertainty propagation of tallied parameters due to the statistical, microscopic cross-section, and number density uncertainties is calculated from their 
McCARD Uncertainty Propagation Methodology
The MC depletion calculations consist of the successive MC transport analyses with updating the material compositions. Microscopic reaction rates are estimated at every beginning of a burnup step by the MC transport calculations. They are then used to solve the depletion equation to update isotopic number densities at the end of the burnup step. Thus, the uncertainties of the MC estimates on reaction rates due to the statistical and nuclear data and number density uncertainties cause those of the updated number densities. With the progress of the stepwise MC burnup calculations, the MC reaction rate uncertainties of a burnup step propagate to the number density uncertainties of the burnup step and to those of the following burnup steps. Figure 1 shows the uncertainty propagation mechanism in the MC burnup analysis. In the figure, N, x, r, and Q denote the number density, microscopic cross-section, microscopic reaction rate, and tally, respectively. n, m, i, α, and g are the indices of burnup step, region, nuclide, reaction type, and neutron energy, respectively. From the figure, one can see that the S/U analyses need be performed to quantify the uncertainty of Q in the MC transport calculations and the number density uncertainties in the depletion calculations.
In the McCARD uncertainty propagation formulation [9] , the variance of Q, σ 2 [Q], is estimated by
S denotes the statistical variance. It can be estimated by the sample variance or real variance estimation methods [16] [17] [18] .
In the McCARD uncertainty propagation analysis, the partial derivatives in (2) are approximated as
where X denotes N or x. In the McCARD procedure, δQ(X) in (3) are estimated by the differential operator sampling method [14] accompanied by the fission source perturbation [15] . In exactly the same way as above for the variance of Q, the variance of the number density in the depletion calculations can be written by 
In McCARD, the partial derivatives in (5) are approximated in the same way as (3) and obtained by the direct subtractions. The detailed algorithms are described in [9] .
UAM PWR Pin-Cell Burnup Benchmark
The PWR burnup pin-cell benchmark problem in Phase I of the OECD LWR UAM benchmarks [13] is designed to address the uncertainties in the depletion calculation due to the basic nuclear data as well as the impact of processing of nuclear and covariance data. The benchmark represents the burnup uncertainty propagation analysis for a typical fuel rod from the TMI-1 PWR, 15 × 15 assembly with 4.85 w/o enrichment. Its final burnup is 61.28 GWd/MTU with the specific power of 33.58 kW/kgU. The McCARD analyses are conducted with the continuous-energy cross-section libraries processed by NJOY [19] from the ENDF/B-VII.1 neutron libraries. The crosssection covariance data are taken from the ENDF/B-VII.1 and SCALE6.1/COVA-44G. The 44-group covariance data from the ENDF/B-VII.1 covariance libraries are generated by the ERRORR module in the NJOY code.
For the fresh burnup state of the TMI-1 pin-cell problem, the k uncertainty due to the cross-section covariance data At the (n + 1)th burnup step * * * * * . The McCARD eigenvalue calculations are performed on 1000 active cycles with 10,000 histories per cycle. In the MC perturbation calculations, the perturbed fission source distribution is assumed to converge after 10 cycles. Table 1 shows the contributions of 235 U and 238 U crosssection uncertainties to the relative standard deviation (RSD) of k inf , σ XX [k inf ], by reaction type and the covariance data. From Table 1 , it is noted that the k uncertainty from the ENDF/B-VII.1 covariance data is 57% bigger than that from the SCALE6 covariance data and that contribution of the ν uncertainties of 235 U is a dominating factor to the k uncertainty.
The MC burnup uncertainty propagation analyses are conducted by using the covariance data of 10 isotopes- 235 Table 2 shows the RSD of k inf as a function of the burnup steps for the two cases using the ENDF/B-VII.1 and SCALE6.1/COVA-44G covariance data. From the figures, one can observe that the k uncertainties from the ENDF/B-VII.1 covariance data are decreasing, while those from SCALE6.1/COVA-44G are increasing, with the advancing burnup steps from 8 MWd/kgU. Figures 2 and 3 show the contributions of σ S , σ NN , and σ XX to the k uncertainties from the ENDF/B-VII.1 and SCALE6.1/COVA-44G covariance data, respectively. Table 3 shows the RSD of one group reaction rates versus pin burnup for the cases using the ENDF/B-VII.1 and SCALE6.1/COVA-44G covariance data. From the table, we can observe that there are no great differences between the reaction rate uncertainties estimated from the ENDF/B-VII.1 and SCALE6.1/COVA-44G covariance data. Table 4 shows 
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Unc. from number density unc. RSDs of number densities estimated from the two covariance data as a function of, and the cooling time after, irradiation period.
Conclusion
The McCARD uncertainty propagation analyses with different covariance data files have been performed for the TMI-1 burnup pin-cell problem in Phase I of the OECD LWR UAM benchmarks. The numerical results show that the uncertainty behavior over burnup strongly depends on the nuclear covariance data.
