Meta-analysis has developed to be a most important tool in evaluation research. Heterogeneity is an issue that is present in almost any meta-analysis. However, the magnitude of heterogeneity differs across meta-analyses. In this respect, Higgins' I 2 has emerged to be one of the most used and, potentially, one of the most useful measures as it provides quantification of the amount of heterogeneity involved in a given meta-analysis. Higgins' I 2 is conventionally interpreted, in the sense of a variance component analysis, as the proportion of total variance due to heterogeneity. However, this interpretation is not entirely justified as the second part involved in defining the total variation, usually denoted as s 2 , is not an average of the study-specific variances, but in fact some other function of the study-specific variances. We show that s 2 is asymptotically identical to the harmonic mean of the study-specific variances and, for any number of studies, is at least as large as the harmonic mean with the inequality being sharp if all study-specific variances agree. This justifies, from our point of view, the interpretation of explained variance, at least for meta-analyses with larger number of component studies or small variation in study-specific variances. These points are illustrated by a number of empirical meta-analyses as well as simulation work.
Introduction and background
Meta-analysis is a statistical methodology for the analysis and integration of results from individual, independent studies. In the last decades, meta-analysis developed a crucial role in many fields of science such as medicine and pharmacy, health science, psychology, and social science (Petitti 1994 
The distribution of Q has been investigated including Biggerstaff and Jackson (2008) and a critical appraisal of Q is given by Hoaglin (2016) . More importantly for this work, Q is also the basis of the DerSimonian-Laird estimator for the heterogeneity variance τ 2 , which is given, in its untruncated form, bŷ
.
It is also the foundation of Higgins' I 2 defined as
designed to provide a measure of quantifying the magnitude of heterogeneity ance σ 2 i = σ 2 , then it would be easy to define with τ 2 /(τ 2 + σ 2 ) the proportion of variance due to across-study variation, or simply due to heterogeneity. With study-specific variances an average variance needs to be used and, if a specific average is selected, then I 2 can be interpreted as the proportion of variation due to heterogeneity. This might be not obvious from the definition provided in (1) but becomes more evident from the identity (although this can be found elsewhere a proof of this identity is given in the appendix for completeness)
where This short note serves two purposes:
• we will show that, under mild regularity assumptions, s 2 is asymptotically identical to the harmonic meanσ
variances.
• we will show that s 2 ≥σ 2 with the difference s 2 −σ 2 being zero if all study-specific variances are identical, and for the more general case of nonidentical stuy-specific variances, approaching zero for k becoming large.
2 Main results
The harmonic mean result
We have the following result: 
Proof:
We can write s 2 as
i is bounded below by b for all i, we have that
In addition, as σ 2 i is bounded above by B for all i, we have that
Taking (3) and (4) together yields
This ends the proof.
The inequality
Further clarification on the relation between s 2 andσ 2 is given by the following inequality. Note that this result does not require any assumption on the
with equality if
Proof:
We need to show that
This is equivalent to showing that
This is equivalent to
for a random variable V giving equal weights to w 1 , · · · , w k . This inequality holds as
with equality if w 1 = w 2 = · · · = w k , and this ends the proof.
Empirical illustrations
Here, we illustrate these relationships on the basis of 15 meta-analyses. Details on these are given in Table 1 . These meta-analyses were not selected in any particular way, they were simply collected from the literature while teaching a course on statistical methods for meta-analysis.
It is clear from Theorem 1 that the difference between s 2 andσ 2 should become smaller with increasing number of studies k. In Figure 1 , we examine In Figure 2 , we examine log(s 2 /σ 2 ) vs.
Here we are considering coefficient of variation as measure of variability of the within-study variances. Again we need to take the coefficient of variation (in contrast to the standard deviation) to remove scale variation across different meta-analyses. There is a clear increasing trend for log(s 2 /σ 2 ) with increasing variability of the study-specific variances involved in the meta-analysis.
A simulation study
To further investigate these findings, we have undertaken the following simulation work. We assume that study-specific variances differ only by the study size. Hence σ 2 i = σ 2 /n i where n i is the sample size of study i. We take σ 2 = 1 so that w i = 1 σ 2 i = n i . We consider three settings in which w i = n i is sampled 3. 
This process has been repeated 10,000 times and the mean of the above performance measures calculated. Figure 3 shows a scatter plot of log(s 2 /σ 2 ) vs.
the number of studies k involved in the meta-analysis. It can be seen that for k larger than 20 the difference between s 2 and the harmonic mean becomes rather small. Of course, this occurs much earlier for the small-range setting 3 and the moderate-range setting 3. This illustrates the result of Theorem 1 and also indicates when the limit is approached with acceptable approximation. Figure 4 shows that log(s 2 /σ 2 ) also depends strongly on the variability of the study-specific variances involved in the meta-analysis. Clearly, the smaller the coefficient of variation the closer to one is also the ratio of s 2 toσ 2 . This illustrates Theorem 2. The harmonic mean appears to be a more reasonable summary measure of the study-specific variance than the arithmetic mean. To make this point more clear consider that situation that σ 
The harmonic mean [ In conclusion, a measure of heterogeneity of the form τ 2 /(τ 2 +σ 2 ), withσ Q where ν then corresponds to the degrees of freedom involved in the quadratic form. The concept of 'explained variance due to heterogeneity' is evidently more difficult to generalize as within-study and between-study variation involve covariance matrices due to the multivariate nature of the meta-analysis.
This area is clearly of great interest for future work.
