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ABSTRACT
Modelling of interferometric signals related to tear film surface qual-
ity is considered. In the context of tear film surface quality estima-
tion in normal healthy eyes, two clinical parameters are of interest:
the build-up time, and the average interblink surface quality. The for-
mer is closely related to the signal derivative while the latter to the
signal itself. Polynomial signal models, chosen for a particular set
of noisy interferometric measurements, can be optimally selected, in
some sense, with a range of information criteria such as AIC, MDL,
Cp, and CME. Those criteria, however, do not always guarantee that
the true derivative of the signal is accurately represented and they
often overestimate it. Here, a practical method for judicious selec-
tion of model order in a polynomial fitting to a signal is proposed so
that the derivative of the signal is adequately represented. The pa-
per highlights the importance of context-based signal modelling in
model order selection.
Index Terms— model order selection, information criteria, sig-
nal derivative estimation
1. INTRODUCTION
The tear film that covers the anterior corneal surface has a dynamic
behaviour. Immediately after a blink, the tear film undergoes forma-
tion (build-up). This is followed by the phase of relative tear film
stability, and finally, if the eye is left open for a sufficiently long pe-
riod of time, the tear film break-ups. Recently, several non-invasive
techniques have been proposed for the assessment of tear film sur-
face quality. They include methods based on the Hartmann-Shack
wavefront sensing [1], high-speed videokeratoscopy [2, 3], and inter-
ferometry [4]. Among these methods, the modified lateral shearing
interferometry technique [5] appears to be the most sensitive way
of recording tear film surface irregularities. At the same time, the
technique is hindered by the natural microfluctuations of the eye and
small eye movements resulting in significant measurement noise.
The assessment of the tear film surface quality in lateral shearing
interferometry is essentially based on the spatial average of localised
weighted first-order frequency estimates of the interference fringes
(called the M2 measure) [5]. The time series of the tear film surface
quality indicator is then used to assess three major parameters: (i)
the build-up time, TBLD, (ii) average tear film surface quality in the
interblink interval, TFSQAv, and (iii) tear film break-up time, TBUT.
In healthy subjects (not diagnosed with any tear film abnormalities)
and in natural blinking conditions, the former two parameters, i.e.,
TBLD and TFSQAv, are of interest.
Modelling the estimated tear film surface quality indicator may
appear to be a straightforward task. Simple polynomial fitting [5]
or a second order polynomial in 1/t [2] have been used to evalu-
ate the trend in tear film surface quality. The latter, however, does
not always produce clinically justified results. In particular, the tear
film build-up time estimates were often shown to be equal to the
interblink interval.
Here, we consider statistical modelling of tear film surface qual-
ity interferometric signals from two perspectives. Firstly, the sig-
nal model has to be optimally chosen, in some sense, to represent
the overall trend in tear film surface quality, so that TFSQAv could
be derived. For an expanding parametric model such as the poly-
nomial series, model order selection criteria such as the AIC [6],
MDL [7], Mallow’s Cp [8], and Kay’s CME [9], can be used. Sec-
ondly, the tear film build-up time, TBLD, is better represented by the
signal derivative than the signal itself. Hence, when modelling the
signal itself, care has to be taken so its derivative is not overesti-
mated. This problem was studied in [10] with the Mallow’s Cp. A
conclusion was made there, based on simulated data, that a stronger
penalty function scaled linearly by 3 or 4, results in polynomial fit-
ting that leads to more accurate signal derivatives. The problem is,
however, how to attempt model selection when the true derivative is
unknown. Here, our aim was to devise a method for judicious se-
lection of model order in polynomial fitting to a signal so that the
unknown derivative of the signal is adequately represented. The ap-
plication of such a method in the estimation of TBLD and TFSQAv
will be dealt with elsewhere.
2. SIGNAL MODELLING
We will succinctly call the interferometric signal related to tear film
surface quality, the signal. Several parametric signal models have
been considered in the past including a bilinear approximation, a
trilinear approximation, the Hoerl’s function, s(t) = abttc, and a
polynomial of optimally chosen order βopt. As mentioned in the In-
troduction, estimates of TBLD are to be derived from the signal’s time
derivatives while the estimates of TFSQAv from the signal itself. It
is worth noting, however, that the estimate of the interblink inter-
val, in which TFSQAv is to be estimated, itself is conditioned on the
estimates of TBLD and TBUT. Hence, the aspect of the “correct deriva-
tive” advocated in [10] is quite important in our context-based signal
modelling application.
An example of a signal, sampled at 25 Hz and containing four
consecutive blinks is shown in Figure 1, in which each of the in-
terblink intervals is approximated by a different parametric function:
(1) bilinear, (2) trilinear, (3) that of Hoerl, and (4) an optimally se-
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Fig. 1. An example of a signal with four consecutive interblink intervals together with different parametric approximations: (1) bilinear, (2)
trilinear, (3) Hoerl’s, (4) and an optimal polynomial.
Table 1. The RMS values for the four considered approximations to
the signal from Figure 1.
Bilinear Trilinear Hoerl’s Polynom. [βopt]
Interblink 1 8.91 6.43 15.26 3.66 [17]
Interblink 2 4.52 3.23 8.71 3.56 [5]
Interblink 3 5.97 2.59 6.44 1.68 [11]
Interblink 4 4.52 3.32 10.71 3.05 [8]
lected, based on the MDL, polynomial. The performance of each of
the parametric approximations, in term of the RMS values, is given
in Table 1. It is clear that an optimally chosen polynomial function
gives, in most cases, the smallest RMS value. However, minimising
the RMS of the signal itself does not guarantee that the derivative of
the signal is adequately represented.
3. POLYNOMIAL MODEL ORDER SELECTION WITH
ACCURATE DERIVATIVE
The parameter TBLD is defined as the time interval from the end of the
blink to the point at which tear film surface quality reaches a certain
stable value. Selecting this point is difficult as it varies between
subjects and measurements. However, from the signal derivate point
of view, this time interval can be easily obtained as the time in which
the speed of the tear film indicator slows down to a certain physically
justified threshold [11].
Several model order criteria can be applied to find the optimal
model. The performance of the model can be evaluated by examin-
ing the probability of correct estimation. Here, however, particular
attention is given to the probability of incorrect estimation. This
probability is equal to the sum of the probability of overestimation
and the probability of underestimation. Ideally, both probabilities
should be minimal. However, most of the information criteria would
minimise only one of the two probabilities. For example, selecting
parameter α in Mallow’s Cp criterion to 2 reduces the probability of
underestimation almost to zero, at the cost of increasing the prob-
ability of overestimation. In our application, however, where the
derivative of the signal is to be adequately represented, the probabil-
ity of overestimation needs to be minimised.
Model order estimation for accurate derivative was first investi-
gated in [10] using exclusively Mallow’s Cp based information cri-
terion. To achieve a lower probability of overestimation the penalty
function was increased by a constant factor. Based on simulated
data, a practical “rule of thumb” was given to linearly scale the
penalty function by a factor of 3 or 4. In the following, a practical
method for selecting a polynomial order with adequately represented
derivative is considered in which the information criterion is not re-
stricted to Mallow’s Cp but includes other commonly known criteria
such as AIC, MDL, and CME.
Let us consider first a linear model given by,
y = Xθ + w,
where θ is a the unknown parameter vector of length p, X is a known
full rank matrix of size N × p and w is the noise vector of an un-
known distribution with zero mean and covariance σ2w. Let β, which
we call from now on the model, be a subset of {1, . . . , p}. Subse-
quently, let Xβ be a sub-matrix of X and the θβ be a sub-vector of θ,
both containing the components indexed by the integers in β. Then,
a model corresponding to β is given by
y = Xβθβ + w
The aim of information criteria is to estimate the model β that best
represents the data, in some sense. The MDL [7] and CME [9] cri-
teria find the model that minimises
MDL(β) =
N
2
ln σˆ2β +
pβ + 1
2
lnN,
and
CME(β) =
N − pβ − 2
2
ln σˆ2β +
1
2
ln
∣∣X ′βXβ∣∣
+ ln
[π(N − pβ)](N−pβ)/2
Γ
(
N−pβ
2
) ,
respectively, where pβ is the number of elements in the model β,
Γ(·) is the Euler’s Gamma function, and
σˆ2β =
1
N − pβ (y −Xβ θˆβ)
′(y −Xβ θˆβ).
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Fig. 2. Estimated probabilities [%] of the correct model order estimation of the signal’s derivative using CME (left) and MDL (right)
information criteria.
Herein, θˆβ is the least-square estimator of the parameter vector θ
conditioned on the model β, given by
θˆβ = (X
′
βXβ)
−1
X
′
βy.
The AIC [6] and Mallow’s Cp [8] criteria find the model that
minimises
AIC(β) = N ln
(
RSSβ
N
)
+ 2pβ ,
and
Cp(β) =
RSSβ
s2
−N + αpβ ,
respectively, where α is a gain placed on the penalty function,
RSSβ = (y −Xβ θˆβ)′(y −Xβ θˆβ),
and
s2 =
RSSβmax
(N − pβmax)
,
with βmax indicating the maximum considered model order.
In the original Mallow’s Cp criterion [8], α is set to 2. However,
if the probability of overestimation is to be reduced this value needs
to be increased to α = 6 following [10]. Also, following [12], a
solution to avoid overestimation of the model is to restrict the maxi-
mum model order βmax to 2
√
N (0.5N in the worst case).
The proposed algorithm for judicious selection of model order
in a polynomial fitting to a signal so that the derivative of the signal
is adequately represented is as follows:
1. Given a sample signal in an interblink interval, find an opti-
mal model order βopt using one of the selection criteria.
2. Set model order β to βmin ≤ βopt, say βmin = 4.
3. Calculate signal’s estimated analytical derivative, and assume
its correctness for given β.
4. Using a Monte Carlo simulation (say 100 independent rep-
etitions), add independent noise to the signal’s derivative at
given SNR and use information criteria to assess the proba-
bility of correct model order estimation as well as the proba-
bilities of overestimation and underestimation.
5. Evaluate these probabilities for different SNR values.
6. Increase model order β to β → β + 1 and repeat steps 3 to 5
until β = βopt.
7. For a given SNR, select the maximum model order, βopt(der),
which simultaneously maximises the probability of the as-
sumed correct signal’s derivative, minimises the probability
of overestimation, and minimises the average value of over-
estimation.
4. SIMULATION RESULTS
Here, simulation results for one interblink signal are considered.
While this is an example of a signal, it does not lose generality in our
application and provides a good indication of the performances of
the considered information criteria in the context of adequate mod-
elling of the signal’s derivative.
The signal was normalised, i.e., s(t) → s(t)/max s(t), and the
time variable was normalised in the statistical sense, i.e., t → (t −
μt)/σt to ensure numerical stability of the polynomial fitting. The
value of the minimum order considered, βmin, has been empirically
set to 4, while the initial optimum order, βopt, has been estimated
by the information criteria to 21. The algorithm from section 3 was
then run for SNR values ranging from 0 dB to 40 dB using, at each
SNR level, 100 Monte Carlo simulations with white Gaussian noise.
Table 2 shows the probability of correct estimation and the prob-
abilities of overestimation and underestimation. The results have
been averaged across the different orders into four separated bins
of SNR[dB] (40–31,30–21,20–11,10–0). Table 3 shows mean and
standard deviation values for the overestimated and underestimated
orders.
As expected, the AIC and Mallow’s of Cp with α = 2 showed
poor performance in terms of low correct order estimation as well as
high overestimation values. We observed that for high SNR values
(up from 20 dB) the CME performs slightly better than the MDL and
Mallow’s Cp with α = 6, leading to higher probabilities of correct
order estimation. For low SNR values the MDL and Mallow’s Cp
with α = 6 outperformed CME providing a better trade off between
correct order estimation and low overestimation order. Moreover,
the CME showed a tendency to overestimate the model order as the
SNR and order increased. Figure 2 shows the estimated probabilities
of correct order estimation for the CME and MDL.
Table 4 shows the maximum model order, βopt(der), which satis-
fies the three contitions, as presented in the above proposed algo-
rithm. As expected, the three information criteria (CME, MDL, and
Cp with α = 6) behave similarly for high SNR values, whereas for
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Table 2. Probability [%] of estimation (correct, overestimation and underestimation) for the different information criteria under different
SNR levels.
Pr[Correct] Pr[Overestimation] Pr[Underestimation]
SNR[dB] 40-31 30-21 20-11 10-0 40-31 30-21 20-11 10-0 40-31 30-21 20-11 10-0
AIC 70.27 70.14 67.81 57.63 29.73 29.74 29.41 27.44 0 0.12 2.78 14.93
Cp(α = 2) 72.97 72.89 70.25 59.09 27.03 26.98 26.85 24.86 0 0.13 2.90 16.05
Cp(α = 6) 98.19 97.47 91.73 59.47 1.81 1.70 1.60 1.13 0 0.83 6.67 39.40
MDL 96.94 96.50 91.17 62.39 3.06 2.87 2.86 2.07 0 0.63 5.97 35.54
CME 99.62 97.96 88.94 53.59 0.38 1.38 6.48 37.12 0 0.66 4.58 9.29
Table 3. Mean and standard deviation values of overestimation order for the different information criteria under different SNR levels.
Overestimation Underestimation
SNR[dB] 40-31 30-21 20-11 10-0 40-31 30-21 20-11 10-0
AIC 2.29±1.36 2.27±1.34 2.30±1.36 2.31±1.36 0±0 1.00±0 1.04±0.01 1.29±0.25
Cp(α = 2) 2.22±1.33 2.20±1.32 2.22±1.33 2.23±1.32 0±0 1.00±0 1.04±0.01 1.31±0.26
Cp(α = 6) 1.13±0.13 1.15±0.13 1.11±0.13 1.11±0.08 0±0 1.00±0 1.14±0.01 1.65±0.33
MDL 1.20±0.23 1.19±0.25 1.15±0.23 1.18±0.20 0±0 1.00±0 1.09±0.01 1.62±0.33
CME 1.07±0.10 1.14±0.13 1.35±0.50 2.47±1.08 0±0 1.00±0 1.03±0.01 1.22±0.20
Table 4. Maximun model order, which maximises the three consid-
ered conditions, for different SNR levels and information criterias.
SNR[dB] CME MDL Cp(α = 6)
40 20 20 20
30 20 20 20
20 14 14 14
10 7 11 11
0 4 5 5
low SNR values the CME shows slightly lower performance. On the
other hand, the AIC and Cp with α = 2 have not been included in
the table due to their significantly poorer performance.
5. CONCLUSIONS
A practical methodology for judicious selection of polynomial model
order was proposed in the context of adequate signal derivative rep-
resentation. Five model order selection criteria were evaluated. Ide-
ally, when selecting a model order, the probability of overestimation
and the probability of underestimation should be minimal. However,
most of the available information criteria would minimise only one
of these two probabilities. When accurate derivative estimation is
of interest, we found that three conditions need to be simultaneously
fulfilled. First, the probability of the assumed correct signal’s deriva-
tive has to be maximised. Second, the probability of overestimation
has to be minimised. Finally, the average value of model order over-
estimation has to be minimised.
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