Introduction
In this paper, we extend the basic transference theorem for convolution operators on L p spaces of Coifman and Weiss [5] to H 1 spaces. For clarity's sake, we start by recalling the Coifman-Weiss transference theorem for a single convolution operator.
Suppose that k ∈ L 1 (G), where G is a locally compact abelian group, and let N p (k) denote the norm of the convolution operator f → k * f , where f ∈ L p (G, λ), and where λ is a fixed Haar measure on G. Suppose that R = {R u } u∈G is a strongly continuous, uniformly bounded representation of G acting on a general Lebesgue space L p (M, µ) = X p where 1 ≤ p < ∞. Let c p be a positive constant such that R u ≤ c p for all u ∈ G. We use the Bochner integral to define the transferred convolution operator for all f ∈ X p by
where here du = dλ(u). It is straightforward to obtain the inequality
. Using the transference methods, one can show that the operator norm of T k does not exceed c 2 p N p (k). In most cases of interest, when 1 < p < ∞, N p (k) is much smaller than k L 1 (G) , and thus there is a clear advantage to the transference methods. By contrast, the case p = 1 is of little interest since we always have N 1 (k) = k L 1 (G) . However, important operators in harmonic analysis are defined on subspaces of L 1 (G) and have norms smaller than k L 1 (G) , e.g., singular integral operators on H 1 (R). One natural question is to ask for the transference of such operators to appropriate subspaces of L 1 (µ). When G = R and the representation R is given by measure-preserving transformations, the subspace of L 1 (µ) that is suitable for the transference of operators on H 1 (R) was introduced by Coifman and Weiss [6] , and called ergodic H 1 . The note [6] contains basic properties of ergodic H 1 , derived using sophisticated techniques from [7] . Other interesting properties of ergodic H 1 are obtained by de la Torre [10] , and [2] .
Our goal in this paper is to prove a transference theorem for ergodic H 1 . The proofs require new techniques, since the basic averaging process that is behind the methods of [5] does not work when dealing with functions in H 1 . The reader can check that the same proofs apply when R is replaced by T, the circle group. 1 . See Liu and Lu [9] , and Carro and Soria [4] . These papers have points of contact with our results in the special case of transference from H 1 (R) to H 1 (T). We note that the Hardy spaces considered in [4] are different from our transferred spaces, and our main results, Theorems 3.1 and 3.2 below, cannot be derived from any of the cited papers.
The plan of the paper is as follows. In Section 2, we define and study analytic functions in L 1 (µ). In Section 3, we prove a transference theorem for maximal operators. In Section 4, we derive some applications along the lines of [6] and [2] .
Preliminary results
Throughout this section, (Ω, M, µ) denotes a measure space, where µ is an arbitrary measure, R : u → R u is a uniformly bounded, strongly continuous representation of
We now review a few useful facts from spectral analysis. Let g ∈ L ∞ (R), and let [g] denote the smallest weak-* closed translation invariant subspace of L ∞ (R) that contains g. The spectrum of g, denoted spec(g), is the set of characters of R that belong to [g] . Define
An equivalent definition of the spectrum is obtained as follows. Let
and
According to [8, (40.21 )(i)], we also have spec(g) = Z (I(g)) . To define the spectrum of a function f ∈ L 1 (µ), let
It is easy to check that
We say that f ∈ L 1 (µ) is analytic, and write
When R acts on L 1 (R, dx) by translation, it is easy to check that the space of analytic functions in L 1 (R) consists of those functions with Fourier transforms supported in [0, ∞). We set
Let E be a closed subset of R, let
and let J (E) denote the closure in L 1 (R) of the set {f ∈ L 1 (R) : f vanishes on an open set containing E}.
Both (E) and J (E) are closed ideals in L 1 (R), and we clearly have J (E) ⊂ (E). The set E is called a set of spectral synthesis if J (E) = (E) (see [8, Theorem 
and A ∈ M, consider the function defined on R by t → A R t f dµ. It follows easily from the strong continuity and the uniform boundedness of R that this function is in L ∞ (R). We now present a useful characterization of spec R .
, and let α be any real number. The following are equivalent:
From this we see that
dµ). This proves that (i) implies (ii). For the other direction, let E = [α, ∞).
It is enough to show that I R (f ) ⊇ (E), since this will imply that spec R (f ) ⊂ Z( (E)) = E (see [8, (39.8 
)(c)]
). For this purpose, let A be an arbitrary nonvoid subset in M, and let g ∈ (E) so that g ∼ is also in (E). Applying Remark 2.2, it follows that
because the spectrum of the function t → A R t f dµ is contained in E = [α, ∞), and g ∼ ∈ (E). Taking complex conjugates and using Fubini's Theorem, we obtain after changing t to −t
Since this holds for all A ∈ M, we conclude that R g(t)R −t f dt = 0 µ-a. e. which is what we want to prove.
The following is a useful characterization of H 1 (µ).
The following are equivalent:
Proof. The equivalence (i)⇔(ii) follows from Proposition 2.3 and definitions. The equivalence (ii)⇔(iii) follows from (4). To prove (iii)
for all A ∈ M, which implies (iv). The proof of (iv)⇒(iii) is simple and will be omitted.
The following simple proposition is very useful.
The proof of (i) is simple and will be omitted. For the proof of (ii), use Proposition 2.3(ii) and Dominated Convergence. For use in the sequel, we introduce the space H 1 (R, L 1 (µ)) which consists of Bochner integrable functions g on R with values in
From definitions, a function
Proof. One direction is clear: if for almost all ω ∈ Ω the mapping x → g(x, ω) is in
). Because of (5), for each t < 0, there is a subset B t ⊂ Ω such that µ(Ω \ B t ) = 0, and, for all ω ∈ B t , we have
Let (t n ) = Q ∩ (−∞, 0) denote the set of negative rational numbers, and let B = n B tn . Then µ(Ω \ B) = 0, and (6) holds for all ω ∈ B and (t n ). Now, given an arbitrary real number t < 0, choose a subsequence (t n j ) from (t n
Using the representation R, for each α ∈ R, we define a new representation e iα(·) R by: u ∈ R → e iαu R u . The following simple properties will be very useful.
Lemma 2.7 Suppose that f ∈ H 1 (µ) and k ∈ L 1 (R), and let α ≥ 0.
Proof. To prove (i), it is enough to show that for any s 0 < α, we can find a function h ∈ L 1 (R) such that h * e iα(·) R f = 0 and h(s 0 ) = 0. Since (s 0 −α) ∈ spec R (f ) ⊂ [0, ∞), we can find a function g ∈ L 1 (R) such that g * R f = 0 and g(s 0 − α) = 1. We clearly have (e iα(·) g) * e iα(·) R f = g * R f = 0, and since (e iα(·) g)(s 0 ) = g(s 0 − α) = 1, the proof of (i) is complete. For (ii), we have
Now (ii) follows from the fact that lim α→0 1 − e −iαu = 0 for all u, and Dominated Convergence.
Transference of maximal inequalities
Throughout this section, (Ω, M, µ) is a measure space where µ is an arbitrary measure. Given k ∈ L 1 (R), we let N (k) denote the norm of the convolution operator f → k * f from H 1 (R) into H 1 (R). All other notation is as in the previous section. Our transference theorem for a single convolution operator follows. Theorem 3.1 Let R be a strongly continuous uniformly bounded representation of R acting on L 1 (µ) such that R u ≤ c for all u ∈ R, where c is a positive constant.
Under appropriate additional conditions on R, this result can be extended to maximal operators corresponding to sequences of convolution operators. For later applications we will state and prove the more general version for maximal operators. A few more definitions are needed. (For background and references, see [1] .) A linear mapping T of L 1 (µ) is called separation-preserving (respectively, positivitypreserving) if whenever f ∈ L 1 (µ), g ∈ L 1 (µ), and f g = 0 µ−a. e., on Ω, (respectively, f ≥ 0, µ − a. e.), then (T f )(T g) = 0 µ a. e. on Ω (respectively, T f ≥ 0, µ − a. e.). If T is separation-preserving, then there is a positivity-preserving operator |T | such that for all f ∈ L 1 (µ), we have |T f | = |T |(|f |), µ − a. e.. Let {k n } ⊂ L 1 (R) and denote by N ({k n }) the smallest constant such that
Theorem 3.2 Suppose that R is a strongly continuous, uniformly bounded representation of R in L 1 (µ) by separation-preserving operators. Then for all f ∈ H 1 (µ), we have sup
The proof of this theorem will be done in several steps. The reader can check that separation-preserving is only needed for the transference of maximal inequalities, and so the proof that we present applies also to Theorem 3.1. We start with a simple transference result to a space of vector-valued functions.
Lemma 3.3 Suppose that g is a function in
Proof. Using Fubini's Theorem and the fact that x → g(x, ω) is in H 1 (R) for µ-almost all ω, we get
which is what we want. Lemma 3.4 Let > 0, and suppose that g ∈ L 1 (R) has the following properties:
Proof. We need to check that for any s < 0
This will follow if we can show that for any A ∈ M we have
Equivalently, by taking complex conjugates, it suffices to show that
By Proposition 2.3, the spectrum of the the function u → A R u f dµ is contained in [ , ∞). Since the support of the Fourier transform of the function u → e isu g(u) is contained in (− 4 + s, 4 + s), and s ≤ 0, we have that e isu g(u) ∈ ([ , ∞)), and (9) follows from Remark 2.2.
The proof of (7) will be facilitated by the following two reductions. First reduction In proving (7), it is enough to assume that the sequence {k n } is finite. This is a simple consequence of Monotone Convergence.
Henceforth, we assume that n ranges from 1 to N , where N is a fixed positive integer and, instead of (7), prove the inequality
for all f ∈ H 1 (µ). Second reduction In proving (10) , it is enough to consider functions f ∈ H 1 (µ) with spec R (f ) ⊂ [ , ∞), where > 0.
To justify this reduction, suppose that (10) holds whenever a representation R is separation-preserving, strongly continuous, uniformly bounded with constant c, and f has its spectrum contained in [ , ∞) where > 0. Let α > 0, and consider the representation e iα(·) R. It is clear that this representation enjoys all the stated properties of R (strong continuity, uniform boundedness with the same constant c, and separation-preserving). Moreover, if f ∈ H 1 (µ), then spec e iα(·) R f ⊂ [α, ∞), by Lemma 2.7(i). Hence, by our assumption,
Letting α ↓ 0, and using Lemma 2.7, we have that, for each n ∈ {1, 2, . . . , N },
. From this and (11), the inequality (10) follows easily, establishing the second reduction.
where is a fixed positive number. Let g be as in Lemma 3.4 and let F (t) = g(t)R t f . By Lemma 3.4, F ∈ H 1 (R, L 1 (µ)), and so, by Lemma 3.3, we have
We now proceed to show that (10) is a consequence of (12). We have
Using the fact that R is a uniformly bounded and strongly continuous representation by separation-preserving operators, we obtain
Since |R ±x | is positivity-preserving and since |R x | −1 = |R −x |, we obtain after applying |R −x | to both sides of the last equality
Hence, using the last inequality and the uniform boundedness of R, we obtain c max
. (14) Integrating both sides of (14) over R in the x variable, and using (12) and (13), we obtain
Obvious manipulations with (15), Fubini's Theorem and the fact that g ≥ 0 and
which proves (10).
H 1 (µ) and the ergodic Hilbert transform
In this section we will investigate a connection between H 1 (µ), the space ergodic H 1 of [6] , and spaces of functions introduced in [2] (Theorem 4.1 below). Throughout, u → R u will denote a strongly continuous representation of R by measure-preserving transformations on an finite measure space (Ω, M, µ). In particular, R is separationpreserving and uniformly bounded with c = 1. (The results of this section apply as well in the more general setting of distributionally controlled representations that were introduced in [2] . For clarity's sake, we will only discuss representations given by measure-preserving transformations.) Since the measure µ is finite, we have the following useful direct sum decomposition of L 1 (µ):
and Z is the L 1 (µ)-closure of the linear subspace of L 1 (µ) spanned by the ranges of the operators
for t = 0 denote the Hilbert kernel. For each n, let h n denote the nth truncate h n (t) = 
For f ∈ L 1 (µ), we define the ergodic Hilbert transform of f by
It is a well-known consequence of the transference methods that the limit exists µ-a.e. and that the operator f → Hf is of weak type (1, 1) with weak type norm smaller than the weak type (1, 1) norm of the Hilbert transform. Also, the maximal operator f → sup n |h n * R f | is of weak type (1, 1) with weak type norm smaller than the weak type (1, 1) norm of the maximal Hilbert transform on L 1 (R). (See [3, 5] , or [2] for the case of distributionally controlled representations.) Following Coifman and Weiss [6] , we define the space ergodic H 1 as the class of all functions of the form f + iHf ∈ L 1 (µ). We also recall form [2] , Section 3, the space
A connection between H 1 (µ) and ergodic H 1 is described by the following theorem.
implying that h * R f = 0 µ-a.e., and so H 1 (R) ⊂ H 1 (µ). Now suppose that f ∈ A(R) and write f = f 1 + f 2 with f 1 ∈ Y, f 2 ∈ Z. We have f + iHf = f 1 + f 2 + iHf 2 . We have f 2 + iHf 2 ∈ H(R) ⊂ H 1 (µ). Also, we trivially have f 1 ∈ H 1 (µ). Hence it follows that f + iHf ∈ H 1 (µ). Ergodic H 1 We end the paper by mentioning how Theorem 3.2 can be used to simplify some of the proofs in the maximal characterization of ergodic H 1 in [6] . As is done in [6] , we introduce a maximal convolution operator M that characterizes H 1 (R) and such that the kernels of the convolution operators have compact support. This operator can be defined by the dilates of a single smooth function with compact support (see [6, Section 1] ). For real-valued functions f ∈ L 1 (R), we have
where c 1 and c 2 are absolute constants. Let M denote the transferred maximal operator defined on L 1 (µ). Coifman and Weiss [6] proved that there are positive constants c 1 and c 2 such that for all real-valued f ∈ L 1 (µ), we have
The second inequality in (18) follows directly using the transference methods, as shown in [6] , following Lemma 2.7. The proof of the first inequality in (18) as presented in [6] is much more involved. We will show here that this inequality is a simple consequence of Theorem 3.2 and the first inequality in (17). Indeed, suppose that f is a real-valued function in L 1 (µ) and Hf is also in L 1 (µ). Then, by Theorem 4.1, f + iHf ∈ H 1 (µ). Note that for f ∈ H 1 (R), the first inequality in (17) states that
Applying Theorem 3.2 with f + iHf ∈ H 1 (µ), and using (19) and Theorem 4.1(i), we get M f 1 ≤ M (f + iHf ) 1 ≤ 2c
