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Abstract
Following a recent paper [10] we show that the finiteness of square function associated with the Riesz transforms
with respect to Hausdorff measure Hn (n is interger) on a set E implies that E is rectifiable.
1. Introduction
For a Borel measure µ in Rd and s ∈ (0, d] the s-Riesz transform of µ is defined as
Rsµ(x) :=
∫
x− y
|x− y|s+1 dµ(y), x 6∈ suppµ, (1)
and the truncated Riesz transform is given by
Rsε µ(x) :=
∫
|x−y|>ε
x− y
|x− y|s+1 dµ(y), R
s
ε,η µ(x) := R
s
η µ(x) −Rsε µ(x), (2)
where x ∈ Rd, η > ε > 0.
One says that the set E ⊂ Rd is n-rectifiable, n ∈ N, if there is a countable family of n-dimensional C1
submanifolds {Mi}i≥1 such that Hn (E \ ∪iMi) = 0, where Hn stands for the n-dimensional Hausdorff
measure.
The main result of this note is as follows.
Theorem 1.1 Let µ be a finite Radon measure in Rd. Assume that for some s ∈ (0, d] there is a set
E ⊂ Rd with the property that
0 < θs,∗µ (x) <∞ for all x ∈ E, (3)
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and the square function
Sµ(x) :=
(∫ ∞
0
∣∣Rst,2tµ(x)∣∣2 dtt
)1/2
<∞ for all x ∈ E. (4)
Then s is an integer and E is s-rectifiable.
In particular, if E is a compact set in Rd with 0 < Hs(E) <∞ and (4) is satisfied, then s is an integer
and E is s-rectifiable.
Here and below, the upper s-dimensional density of µ at x is given by θs,∗µ (x) := lim supr→0
µ(B(x,r))
rs ,
where B(x, r) is the ball of radius r > 0 centered at x ∈ Rm.
In [1], [2] David and Semmes showed, under certain assumptions on the measure µ, that the L2 bounded-
ness of all Caldero´n-Zygmund singular integral operators implies that s is an integer and µ is s-rectifiable.
Our main result assures that it is, in fact, sufficient to assume pointwise boundedness of a single operator,
namely, the square function, in order to arrive to the same conclusion. Alternatively, one could view (4)
almost as a condition
E
∣∣∣∑
k∈Z
εkR
s
2−k,2−k+1 µ(x)
∣∣∣ <∞ µ− a.e. x ∈ Rm, (5)
where εk are independent random variables taking the values −1 and 1 with probability 1/2 each. There-
fore, roughly speaking, the boundedness of the singular integrals of the type
∑∞
k=0 εkR
s
2−k,2−k+1 µ(x)
already guarantees that µ is s-rectifiable, and the corresponding class of operators is much smaller than
that of David and Semmes.
Let us point out that we have already proved the fact that (3)–(4) imply that s is an integer in [5].
The present paper, concentrating on the issue of rectifiability, is a sequel to the aforementioned work.
Ultimately, one would like to show that the conclusion of Theorem 1.1 holds purely under the assump-
tion that the Riesz transforms Rsεµ are bounded in L
2 uniformly in ε > 0, or under the condition
sup
ε>0
|Rsε µ(x)| <∞ µ− a.e. x ∈ Rd. (6)
This is a long-standing open problem, known as a conjecture of Guy David. At the moment, it has been
resolved only for 0 < s ≤ 1 ([9], [8]). The proof heavily relies on the curvature of measure estimates from
[6], which are decisively restricted to lower dimensions. However, in the presence of Theorem 1.1, the
problem of Guy David in all dimensions is essentially reduced to the passage from (6) to (4).
Our methodology builds on recent advances in [10], where the author proved that the existence of
p.v.Rnµ(x) := limε→0 R
n
εµ(x) for µ-a.e. x ∈ Rd entails that µ is n-rectifiable. Analogously to the argument
in [10], one of the main ingredients in our proof is an estimate for the L2 norm of the square function,
on the graph of a Lipschitz function A, in terms of ‖∇A‖2. It compensates for the lack of the curvature
of measure techniques. Having this at hand, the matters are further reduced to the Le´ger’s construction
of Lipschitz graphs [4]. In the present note we outline the main stages of the proof, and the details will
appear elsewhere.
2. L2 estimates on a Lipschitz graph
Let us start by introducing some extra notation. As we already mentioned, the case of the non-integer
dimension was treated in [5], and here we focus on s = n, n ∈ N, n ≤ d. Let Π stand for the projection
(x1, ..., xn, ..., xd)→ (x1, ..., xn, 0, ..., 0), Π⊥ := I −Π.
Furthermore, let Rjµ(x), k ∈ Z, x ∈ Rd, be a version of doubly truncated Riesz transform, defined, for
example, as follows. If ψ0 is a non-increasing radial C∞ function with χ(B(0, 1/2)) ≤ ψ0 ≤ χ(B(0, 2))
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we set ψj(z) := ψ
0(2jz) − ψ0(2j+1z), j ∈ Z, z ∈ Rd, so that each ψj is non-negative, suppψj ⊂
B(0, 2−j+1) \B(0, 2−j−2) and ∑j∈Z ψj = 1 in Rd \ {0}. Then Rjµ is an operator defined analogously to
(1) with the kernel given by ψj(x− y) x−y|x−y|s+1 .
It is not hard to show that the condition (4) implies that the discrete version of the square function
S˜µ(x) :=
(∑
j∈Z
∣∣Rjµ(x)∣∣2)1/2 <∞ for all x ∈ E. (7)
In the course of the proof we will also employ the notation S˜⊥µ := (
∑
j∈Z
∣∣Π⊥(Rjµ)∣∣2)1/2 and S⊥µ =
(
∫∞
0
∣∣Π⊥(Rnt,2tµ)∣∣2 dtt )1/2.
Our reasoning follows closely to [10], replacing R’s by S’s, and one of the cornerstones of our argument
is the following L2 bound for the square function on a Lipschitz graph.
Theorem 2.1 Let Γ be an n-dimensional Lipschitz graph Γ = {(x, y) ∈ Rn × Rd−n : y = A(x)} and
let dµ = g(z)dHn|Γ(z) with C
−1
1 ≤ g(z) ≤ C1 for some C1 > 0 and all z ∈ Γ. Assume further that A is
compactly supported, ‖g − 1‖2 ≤ C2‖∇A‖2, and ‖∇A‖∞ ≤ ε0. Then for ε0 = ε0(C2) sufficiently small
‖S⊥µ‖L2(µ) ≈ ‖Sµ‖L2(µ) ≈ ‖∇A‖2. (8)
Sketch of proof. The upper estimate ‖Sµ‖L2(µ) ≤ C‖∇A‖2 does not require the smallness of ε0, and
follows directly by combining (5.10) in [11] with the argument of Lemma 3.1 in [10]. The lower bound,
‖S⊥µ‖L2(µ) ≥ C‖∇A‖2, is more involved.
Observe that Π♯µ = ρ(x) dx with ρ(x) = g(x)JA˜(x), where A˜(x) = (x,A(x)), x ∈ Rn, and JA˜
stands for the n-dimensional Jacobian of A˜. Take now µ0 with suppµ0 ⊂ Γ such that Π♯µ0 = dx. Then
dµ(x) − dµ0(x) = (h(x) − 1) dµ0(x), h = ρ(Π(x)), and one can show that ‖ρ − 1‖2 ≤ C‖∇A‖2, so that
‖h− 1‖2 ≤ C‖∇A‖2.
Carefully tracking the argument in Chapter 5 of [10] we deduce that for such a measure µ0
‖S⊥µ0‖2L2(µ0) ≈
∑
j∈Z
‖Π⊥(Rjµ0)‖2L2(µ0) ≈ ‖∇A‖22, (9)
hence, it remains to estimate the difference between ‖S⊥µ0‖L2(µ0) and ‖S⊥µ‖L2(µ). However,∣∣‖S⊥µ0‖L2(µ0) − ‖S⊥µ‖L2(µ0)∣∣ ≤ ∥∥S⊥(µ− µ0)∥∥L2(µ0) = ∥∥S⊥((h− 1) dµ0)∥∥L2(µ0) . (10)
Furthermore, when Π♯µ0 = dx, one can directly show that the operator S
⊥ is bounded in L2(µ0),
with the norm controlled by C‖∇A‖∞. Hence, the right-hand side of (10) is bounded from above by
C‖∇A‖∞‖h − 1‖L2(µ0) ≤ ε0‖∇A‖2. Then, if ε0 is sufficiently small, (9)–(10) lead to
∥∥S⊥µ∥∥
L2(µ0)
≈
‖∇A‖2, which implies that
∥∥S⊥µ∥∥
L2(µ)
≈ ‖∇A‖2 since g(x) ≈ h(x) ≈ 1. ✷
3. From E to the construction of Lipschitz graphs
Theorem 1.1 can be reduced to the following Proposition mimicking the main Lemma of [10].
Proposition 3.1 Let µ be a finite Borel measure in Rd. Assume that there is a closed ball B0 = B(x0, r0)
and a compact set F ⊂ 10B0 with x0 ∈ F such that for some positive constants M1,M2, δ1, δ2
(i) µ(8B0) = cn8
nrn0 and µ(10B0 \ F ) ≤ δ1µ(B0),
(ii) µ(B(x, r)) ≤ M1rn for all x ∈ F , r > 0, and µ(B(x, r)) ≤ cn(1 + δ1)rn for all x ∈ F and
0 < r ≤ 100r0,
(iii) ‖S‖L2(µ|F ),L2(µ|F ) ≤M2,
3
(iv) |R˜ε,2εµ(x)|+ |R̂ε,2εµ(x)| ≤ δ2 for all x ∈ F and 0 < ε < δ−22 r0.
If δ1 = δ1(M2) and δ2 = δ2(M1,M2) are small enough, then there exists an n-dimensional Lipschitz
graph Γ with the property that
µ(Γ ∩ F ∩B0) ≥ 910 cnrn0 . (11)
Here,
R˜ε µ(x) :=
∫
x− y
(ε2 + |x− y|)n+12
dµ(y), R̂εµ(x) =
∫
ψ
(
x− y
ε
)
x− y
|x− y|n+1 dµ(y), (12)
for some C∞ function ψ with χRd\B(0,1) ≤ ψ ≤ χRd\B(0,1/2), and R˜ε,2ε µ = R˜2ε µ − R˜ε µ, R̂ε,2ε µ =
R̂2ε µ− R̂ε µ , ε > 0.
The reduction from Theorem 1.1 to Proposition 3.1 follows the general lines of the argument in Chap-
ter 7 of [10]. An important new element is the need to extract the sets satisfying the condition (iii) above.
This is also interesting on its own right, and is stated in the following Proposition.
Proposition 3.2 Let µ be a positive finite Radon measure on Rd, satisfying 0 < θn,∗µ (x) <∞ for µ-a.e.
x ∈ Rd, n ∈ N, n ≤ d, and such that Sµ(x) < ∞ for µ-a.e. x ∈ Rd. Then for every δ > 0 there is a
compact set E ⊂ Rd such that S is bounded in L2(µ|E) and µ(Rd \ E) ≤ δ.
Sketch of Proof. Following the techniques in [12] and [9], we prove Proposition 3.2 via reduction to the
operators with suppressed kernels. To this end, let us denote by Sε the square function defined analogously
to (4) with the integration over t ∈ (ε,∞). Also, let Sθ be an analogue of (4) with the integrand given by
Rθt,2t, where θ is a non-negative Lipschitz function with Lipschitz constant less than or equal to 1, and
Rθt,2tµ(x) =
∫
t≤|x−y|≤2t
kθ(x, y) dµ(y), kθ(x, y) = k(x, y)
1
1 + k2(x, y)θ(x)θ(y)
, (13)
with k(x, y) = x−y|x−y|n+1 being the kernel of the Riesz transform.
First, we show that the square function with the suppressed kernel Sθµ is controlled by Sεµ, in the
following sense. If for some x ∈ Rd and r0 ≥ 0
µ(B(x, r)) ≤ C0rn ∀ r ≥ r0, and |Sεµ(x)| ≤ C1 ∀ ε ≥ r0, (14)
then |Sθµ(x)| ≤ C2(C0, C1), provided that θ(x) ≥ r0. Next, for every δ > 0 one can find an open set
H containing all non-Ahlfors balls (that is, all balls with the property µ(B) > Mrn for some constant
M = M(δ)) with µ(H) ≤ δ and such that |Sεµ(x)| ≤ C(δ) for every ε > dist {x,Rd \H}, for all x ∈ Rd.
According to the above, this, in particular, implies that |Sθµ(x)| ≤ C′(δ) for every Lipschitz function
θ(x) ≥ dist {x,Rd \H} with the Lipschitz constant 1, for all x ∈ Rd. We claim that for every such θ
|Sθµ(x)| ≤ C for every x ∈ Rd =⇒ Sθ : L2(µ)→ L2(µ). (15)
Indeed, let Sθ be the mapping from f : R
d → L2(dt) to
Sθf(x, t) :=
1√
t
∫
t≤|x−y|≤2t
kθ(x, y)f(y, t)dµ(y). (16)
Then one can employ the non-homogeneous T 1 theorem for vector-valued kernels (Tb Theorem 4 in [3]),
based, in turn, on the earlier developments in [7]. We omit in this note the detailed verification of the
conditions of the Theorem. The most important part is that the bound Sθµ(x) ≤ C, x ∈ Rd, amounts to
Sθ(1) ∈ L∞(µ, L2(dt)), where 1 is the identity on Rd × (0,∞). This, in a sense, plays a role of the T 1
condition, and allows to conclude that Sθ is a bounded operator on L
2(µ, L2(dt)), so that in particular,
Sθ is bounded in L
2(µ) and (15) holds.
Finally, take θ(x) = dist {x,Rd \ H} and observe that Sθ coincides with S on Rd \ H , so that (15)
implies that S is bounded on L2(µ|C\H), as desired. ✷
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Finally, it remains to prove Proposition 3.1. This is the most technical part of the argument, which
mimics the construction of Lipschitz graphs by Le´ger in [4]. We shall present the detailed argument in a
full-size paper.
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