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We study quantum evolution of the mutual information of a quantum dot connected to left and
right leads initially maintained at chemical potentials µL and µR respectively, within the non-
interacting resonant-level model. The full nonequilirbium mixed state density matrix of the whole
system is written down exactly, and the mutual information of the dot with respect to the leads is
computed. A strong and direct correlation is found between the Landauer current, and the mutual
information at all times, the steady-state values in particular displaying a quadratic relationship at
high temperatures. Strikingly, it is found that one can obtain a maximal MI by simply applying a
sufficiently large ‘source-drain’ voltage VSD even at high temperatures.
I. INTRODUCTION:
The tunneling current across a quantum dot in a
non-interacting electron framework has been studied for
some five decades now1–5, and is widely regarded as
well-understood because it is amenable to an analyti-
cal solution within the powerful non-equilibrium Green
function framework1,6. Recently developed numerical
methods7–14 have made the study of interacting sys-
tems driven away from equilibrium an accessible task as
well. Although the notion of entanglement, arguably the
most fundamental aspect of ‘quantum physics’ has been
around since the birth of quantum mechanics, it is only in
the last decade or so that its study in various contexts of
physics has become popular15–18. Understandably, this
has coincided with the development of a whole machinery
of mathematical tools to quantify it19, and simultaneous
advances in numerical approaches20 which allow for a di-
rect utilization of the machinery. It is of great current
interest in almost every discipline of physics to explore
hitherto unexpected connections to entanglement.
Here, we investigate the connection between mutual
information and Landauer current in a simple non-
interacting resonant-level model. Related recent studies
have either restricted themselves to looking at the system
as a pure state in order to extract an exact useful rela-
tionship with quantum noise21,22 or have briefly hinted
the possibility of calculating entanglement as an aside23.
Here, with mutual information of the quantum dot with
respect to the leads for the full nonequilibrium mixed
state as our focus, we derive explicitly how the nonequi-
librium density matrix of the system can be expressed
as an effective thermal density matrix. This result is in
agreement with the general thermal density matrix pre-
spcription that was developed formally within a so-called
Y operator approach a while back by Hershfield24.
We start by recalling how the non-equilibrium current
is recovered with the aid of a simple prescription. Em-
ploying the methods of Ingo Peschel25 we then proceed
to obtain the von-Neumann entropy of any part of the
full system with respect to its bath in terms of a cor-
relation matrix. Introducing the notion of mutual in-
formation26,27 we are then able to calculate and study
the total correlation between the dot (which is taken as
our system) and the bath (given by the two leads). A
strong correlation between the current and the entangl-
ment between the dot and the leads is seen. Surprisingly,
the maximal MI of the quantum dot with respect to the
leads is attained at steady-state by the application of a
large ‘source-drain’ voltage, unlike the effect of tempera-
ture which tends to cause the mutual information to fall,
thus making voltage and temperature not alike in this
respect.
II. THE MODEL
We consider the following tunneling Hamiltonian:
H = HD +HL +HR +HLD +HRD (1)
HD = εdd
†d
HL(R) =
∑
k∈L(R)
εkc
†
kck
HLD(RD) =
∑
k∈L(R)
tk(d
†ck + c
†
kd),
where εd is the energy of the isolated quantum dot, εk is
the energy of the electrode mode k, and tk is the coupling
between the the quantum dot and the electrode mode
k (with the energy leves and the couplings of both left
and right electrodes assumed to be identical). The ‘wide-
band limit’7,28 with a sharp cutoff at high and low energy
values is imposed:
JL/R(ε) =
ΓL/R
(1 + eA(ε−
B
2 ))(1 + e−A(ε+
B
2 ))
, (2)
with ΓL = ΓR =
1
2 , Γ = ΓL+ΓR, A = 5Γ, and B = 20Γ.
We set ~ = 1, kB = 1, and electronic charge e = 1
throughout. With a uniform discretization the couplings
are given by tk(εk) =
√
J(εk)∆ε
2pi . Further, we assume
that at time t = 0, the left and right leads are separately
at thermal equilibrium each at the same temperature T
2and characterized by chemical potentials µL and µR re-
spectively with µL − µR ≡ eVSD being the applied ex-
ternal ‘voltage’, and the tunneling Hamiltonian between
the leads is suddenly turned on at time t = 0. At time
t = 0, therefore we have the full system in the following
mixed but separable state:
ρ(0) = ρL(0)⊗ ρR(0)⊗ ρD(0), (3)
where the left and right leads are in thermal ensembles
ρL(0) =
e−β(HL−µL
∑
k∈L c
†
k
ck)
ZL
, (4)
ρR(0) =
e−β(HR−µR
∑
k∈R c
†
k
ck)
ZR
, (5)
and the dot is characterized by an arbitrary population
n0
ρD(0) = n0d
†d+ (1− n0)dd
†. (6)
III. CURRENT
Although the thermodynamic limit of this problem
can be solved, in order to study mutual information,
we consider a sufficiently large but finite system (whose
convergence to thermodynamic limit we verified) with
NL = 128, NR = 128 sites on the left and right leads
respectively. The full hopping matrix can be written ex-
plicitly as:
T =


ε1 0 · · · 0 0 0 0 · · · · · · t1
0 ε2 0 · · · · · · · · · · · · · · · 0 t2
...
...
. . .
...
...
...
...
...
...
...
· · · · · · · · · εNL 0 · · · · · · · · · · · · tNL
0 0 · · · 0 ε1 0 0 · · · · · · t1
0 0 · · · · · · 0 ε2 · · · · · · · · · t2
0 0 · · · · · · 0 0 ε3 · · · · · · t3
...
...
...
...
...
...
...
. . .
...
...
0 0 · · · 0 0 · · · 0 0 εNR tNR
t1 t2 · · · tNL t1 t2 · · · · · · tNR εd


(7)
Next, we diagonalize the hopping matrix:
N∑
j=1
Tijψα(j) = eαψα(i), (8)
where N is the total number of sites inclusive of the left,
and right leads and one dot: N = NL + NR + 1. The
eigenvalues eα are ordered such that e1 ≤ e2 ≤ · · · ≤ eN .
By defining the fermionic operators aα =
∑N
i=1 ψα(i)ci,
the Hamiltonian Eq. 1 becomes H =
∑N
α=1 eαa
†
αaα. The
eigenstates of the Hamiltonian can all be written in the
form |E〉 =
∏Np
α=1 a
†
α|0〉, with Np particles, and the en-
ergy E =
∑Np
α=1 eα is simply given as the sum of the
single-particle states occupied. Since every state can ei-
ther be occupied or not, the total number of distinct
eigenstates is 2N .
The left(right) current is given by the change in occu-
pancy of the left(right) electrode:
IL(R)(t) = −e
d
dt
〈 ∑
i∈L(R)
c
†
i ci
〉
(9)
= −
ei
~
〈 ∑
i∈L(R)
ti(d
†ci − c
†
id)
〉
. (10)
The overall current defined as I(t) = IL(t)−IR(t)2 can be
computed as (Appendix A):
I(t) =
∑
jk
t˜j
∑
αβ
Im[eit(eα−eβ)ψα(N)ψ
∗
β(j)ψ
∗
α(k)ψβ(k)]fk,
(11)
where t˜j = tj if j ∈ L, and t˜j = −tj if j ∈ R, and where
fk is the Fermi function f(εk−µL) for modes on the left
lead, the Fermi function f(εk − µR) for modes on the
right lead, and the occupancy n0 for the dot mode.
IV. NONEQUILIBRIUM DENSITY MATRIX
In the Schrodinger picture, the time evolved density
matrix is given by
ρ(t) = e−iHt/~ρ(0)eiHt/~. (12)
Since the initial density matrix is of the form ρ(0) =
e−
∑
i,j Hi,j(0)c
†
i
cj
Z , Wick’s theorem holds at t = 0, and
therefore (Appendix B), the Wick’s theorem must hold
at every instant of time, i.e. every higher order correlator
can be written in terms of one-particle correlators:
〈c†nc
†
mclcj〉 = 〈c
†
ncj〉〈c
†
mcl〉 − 〈c
†
ncl〉〈c
†
mcj〉, (13)
the expectation value of an operator A being defined as
usual: 〈A〉(t) = Tr(ρ(t)A).
But we know that the density matrix is unique, and
that if it takes the form
ρ(t) =
e−
∑
i,j Hi,j(t)c
†
icj
Z
, (14)
then Wick’s theorem holds. Imposing this form, one can
show that (Appendix B) the matrix H(t) is simply de-
termined by the relation
exp(H(t)) =
−C(t) + 1
C(t)
, (15)
in terms of the correlator matrix defined as
Cij(t) = Tr(ρ(t)c
†
i cj). (16)
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FIG. 1. Figure shows the intimate relationship between cur-
rent and mutual information between the dot and the leads,
S. Each of them is plotted as a function of time t for just one
set of parameters shown.
V. MUTUAL INFORMATION
We wish to study the entanglement between the dot
and the leads. The typical quantity that is used to study
the entanglement between a system and its bath is the
von-Neumann entropy of the reduced density matrix (of
either system or bath). However in our case, this is un-
suitable because the overall composite state of dot and
leads given by ρ(t) is a mixed state. This implies that
the von-Neumann entropy of the dot would be different
from the von-Neumann entropy of the leads, thus mak-
ing a blind application not amenable to study bipartite
entanglement. A simple workaround exists and that is to
study mutual information defined as:
S = SD + SLR − Sfull, (17)
where SD = −Tr(ρD ln ρD), SLR = −Tr(ρLR ln ρLR),
Sfull = −Tr(ρ ln ρ), and the reduced density matrices
defined as usual: ρD = TrL,R(ρ), ρLR = TrD(ρ).
The mutual information includes both classical and
quantum correlations, however it is a much studied object
of interest in its own right17,18. An implicit dependence
of time is assumed for all quantities above.
The reduced density matrices themselves can be writ-
ten as thermal density matrices of the form ρred =
e−
∑
i,j Hi,jc
†
i
cj
Z by the same argument given in the pre-
vious section: Wick’s theorem holds within the reduced
subspace, and the reduced density matrix is unique, and
Wick’s theorem hold’s for a thermal type of density ma-
trix. Once again the H matrix is related to the correlator
matrix C by the formula exp(H) = (−C + 1)C−1, with
the crucial difference that the correlator matrix indices
run only over the reduced subspace. We now obtain a
simple formula for the von-Neumann entropy of any sub-
space G
SG = −Tr(ρG ln ρG), (18)
in terms of the eigenvalues of the correlator matrix within
that subspace. With the aid of this general formula the
mutual information is easily computed, by replacing G by
D, LR, and full in Eqn. 17. As shown in Appendix C,
SG =
NG∑
σ=1
[
− (1− Cσ) ln(1 − Cσ)− Cσ lnCσ
]
, (19)
where Cσ are the eigenvalues of the correlator matrix
defined within the reduced subspace G. Thus the com-
putation of von-Neumann entropy has been reduced from
a 2NG ×2NG eigenvalue problem to a NG×NG eigenvalue
problem, where NG is the number of sites in the subspace
under consideration. This can be exploited for numerics
and we do. This above formula is general and applica-
ble for the full non-equilibrium state at arbitrary time;
a similar formula was obtained for eigenstates29, and for
the non-equilibrium steady state23.
In our case, the von-Neumann entropy of the full
density matrix Sfull is constant in time, as is evident
from the unitary evolution of the density matrix ρ(t) in
Eqn. (12), which leaves the eigenvalues of ρ(t) invariant.
We can write down an expression for Sfull in terms of
the initial density matrix, similar to Eqn. (19), where
the eigenvalues Cσ are just the population n0 and Fermi
functions for the left and right leads as given in Eqn. (11).
VI. CURRENT AND MUTUAL INFORMATION
Fig. 1 shows the intimate relation between current and
mutual information, which is the heart of our finding
here. We see that greater the current greater is the mu-
tual information. In fact, it seems that the underlying
mechanism by which one may attain high current is to
attempt to make the dot highly entangled with its envi-
ronment. Conversely, a simple method by which to ob-
tain high MI states may be simply to maximize current
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FIG. 2. Figure shows (a) the steady state value of S∞ as
a function of the steady state value of current I∞, and (b)
S∞ as a function of the steady-state quantum fluctuations in
current ν∞. A range of data are presented for temperatures
going all the way from T = 0.1 to T = 10, the increasing
direction of temperature being pointed by the arrow. At each
temperature, VSD was varied from 0 to 10 and the steady
state values were plotted against each other.
in a quantum-dot-system, one that is well-studied and
where considerable experimental expertise exists. We
verified this direct relationship between current and MI
for a series of different parameters (T , εd, VSD) - only
a representative sample is displayed in Fig. 1. A further
striking aspect of Fig. 1 is that the maximal MI of the
dot (S ∼ 2 loge 2) can be obtained even at high tempera-
tures by the application of a large ‘source-drain’ voltage
(eVSD ≫ kBT )- an observation that could be exploited
experimentally for producing maximal MI quantum dots.
In order to see if further order exists between current and
MI, we studied the steady state dependence of each other
for a range of parameters. We found that at sufficiently
high-temperatures, S∞ clearly goes quadratically as a
function of I∞. Furthermore, we studied the quantum
fluctuations in current at steady state defined by:
ν∞ = 〈Iˆ(t∞)
2〉 − I(t∞)
2, (20)
which can again be computed by the methods described
above (Appendix D). As shown in Fig. 2, at high temper-
atures we see a quadratic dependence between S∞ and
I∞, and simultaneously, a linear relationship between S∞
and ν∞ at least in the large ν∞ regime. An exact infinite
series expression for the steady state mutual information
can be written down:
S∞ =
∞∑
k=1
22k
(2k)(2k − 1)
[
Tr(Cfull−
1
2
)2k−Tr(Cbath−
1
2
)2k
]
.
(21)
It is known that I∞ in the limit of high temperature has a
linear dependence on (µL−µR) (‘Ohm’s law’), thus Fig. 2
implies that at high temperature S∞ has a quadratic de-
pence on voltage. Our numerical checks show that this
quadratic dependence on voltage appears to be true term-
by-term for all orders in Eqn. 21, an abstract implication
of which is that the spectral function of the correlator
matrix is quadratic. This is a remarkable, strange and
non-trivial finding, and appears to be not accessible to
simple arguments.
VII. CONCLUSIONS AND DISCUSSION
We studied the dynamics of a quantum dot within the
non-interacting resonant level model. With Heisenberg
time-evolution we were able to obtain the exact nonequi-
librium density matrix at arbitrary time, which in turn
allowed us to study the Landauer current. Working with
the notion of mutual information, we obtained a conve-
nient expression by which one can study the nonequi-
librium MI between the dot and the leads as a func-
tion of time. We found that the current through the
system and the MI between the quantum dot and the
leads, are intimately and directly related. Studying the
steady-state mutual information S∞, we noticed that
this quantity has a strong quadratic dependence with
respect to the steady-state current I∞, particularly at
high-temperatures - this appears to be a strange, non-
trivial finding. We also observed that at sufficiently
high-temperatures, one can find a window of where the
MI is linear with respect to the quantum fluctuations in
steady state current, ν∞. We envisage that these obser-
vations could be useful for future electronics applications:
namely design of high-current devices. Also, we specu-
late that a simple way to generate high-MI could be to
simply achieve high current in certain systems. Strik-
ingly, it is found to be possible to generate states with
maximal MI for the quantum dot even at high temper-
atures by simply applying a large ‘source-drain’ voltage.
Although MI includes both quantum and classical corre-
lation, at very low temperatures, the system gets closer
and closer to pure-states, in which case MI is exactly 2
5times the entanglement entropy, thus in order to exploit
our understanding for the harnessing pure quantum cor-
relations in an experimental setting, low temperatures
would be appropriate. Further studies on this would be
desirable to clarify and perhaps quantify some of these
dependences, and also to consider other kinds of systems
to see if these features are universal.
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Appendix A: Current
In terms of the fermionic operators
aα =
N∑
i=1
ψα(i)ci, (A1)
the Hamiltonian becomes H =
∑N
α=1 eαa
†
αaα.
Since:
N∑
α=1
ψ∗α(j)aα =
N∑
i=1
N∑
α=1
ψ∗α(j)ψα(i)ci (A2)
=
N∑
i=1
δi,jci,
cj =
N∑
α=1
ψ∗α(j)aα. (A3)
We note that for j = 1, · · · , NL these destruction op-
erators refer to the left lead, for j = (NL+1), · · · , (NL+
NR) refer to the right lead, and for j = N to the dot
(cN ≡ d).
The time evolution of the Heisenberg operators aα(t)
can be easily written down.
a˙α =
1
i~
[
aα,
∑
β
eβa
†
βaβ
]
(A4)
=
1
i~
eαaα.
6Therefore (with ~ = 1),
aα(t) = e
−iteαaα(0). (A5)
Thus, with the help of the relation between the c and a
operators, the time evolution of all the original operators
cj(t) is easily obtained.
The left current is given by the change in occupancy
of the left electrode:
IL(t) = −e
d
dt
〈∑
j∈L
c
†
jcj
〉
(A6)
= −
ei
~
〈∑
j∈L
tj(d
†cj − c
†
jd)
〉
. (A7)
From Eqn. A5, and from the relation between the c
and a operators, we can write
〈
c†p(t)cq(t)
〉
=
∑
αβ
ψα(p)ψ
∗
β(q)
〈
a†α(t)aβ(t)
〉
(A8)
=
∑
αβ
ψα(p)ψ
∗
β(q)e
it(eα−eβ)
〈
a†α(0)aβ(0)
〉
=
∑
αβ
eit(eα−eβ)ψα(p)ψ
∗
β(q)
∑
kl
ψ∗α(k)ψβ(l)
〈
c
†
k(0)cl(0)
〉
The left current can now be written as (with ~ = 1,e = 1):
IL(t) = 2
∑
j∈L
tj
∑
αβ
∑
kl
Im[eit(eα−eβ)ψα(N)ψ
∗
β(j)ψ
∗
α(k)ψβ(l)]
〈
c
†
k(0)cl(0)
〉
(A9)
where we have used the fact that the dot operator corre-
sponds to the N th mode in our representation. A similar
expression exists for the right current. Therefore com-
bining the two and defining
t˜j = tj if j ∈ L
= −tj if j ∈ R,
we can compute the overall current
I(t) =
∑
j
t˜j
∑
αβ
∑
kl
Im[eit(eα−eβ)ψα(N)ψ
∗
β(j)ψ
∗
α(k)ψβ(l)]
〈
c
†
k(0)cl(0)
〉
. (A10)
Our initial condition is such that
〈c†k(0)cl(0)〉 = δklf (A11)
where f is the Fermi function f(ǫk−µL) for modes on the
left lead, the Fermi function f(ǫk−µR) for modes on the
right lead, and the occupancy n0 for the dot mode. Thus
the summation simplifies for the expression for current.
Appendix B: Determination of the H matrix in
terms of the correlator matrix C
Because of our choice of initial density matrix which is
of the form ρ(0) = e
−
∑
i,j Hi,j (0)c
†
i
cj
Z , Wick’s theorem holds
at t = 0. Therefore
7〈
c†n(t)c
†
m(t)cl(t)cj(t)
〉
=
∑
αβγδ
ψα(n)ψβ(m)ψ
∗
γ(l)ψ
∗
δ (j)
〈
a†α(t)a
†
β(t)aγ(t)aδ(t)
〉
(B1)
=
∑
αβγδ
ψα(n)ψβ(m)ψ
∗
γ(l)ψ
∗
δ (j)e
it(eα+eβ−eγ−eδ)
〈
a†α(0)a
†
β(0)aγ(0)aδ(0)
〉
=
∑
αβγδ
ψα(n)ψβ(m)ψ
∗
γ(l)ψ
∗
δ (j)e
it(eα+eβ−eγ−eδ)
[〈
a†α(0)aδ(0)
〉〈
a
†
β(0)aγ(0)
〉
−
〈
a†α(0)aγ(0)
〉〈
a
†
β(0)aδ(0)
〉]
=
〈
c†n(t)cj(t)
〉〈
c†m(t)cl(t)
〉
−
〈
c†n(t)cl(t)
〉〈
c†m(t)cj(t)
〉
,
thus showing that Wick’s theorem holds at arbitrary
time. Therefore, we posit that ρ(t) has the form
ρ(t) =
e−
∑
i,j Hi,j(t)c
†
icj
Z
, (B2)
and now calculate the matrix Hi,j(t). For clarity, we
make the time dependence of quantities implicit hence-
forth. Let φσ(i) be the eigenfunctions of H with eigen-
values hσ. Then the transformation to new fermion op-
erators aσ
aσ =
L∑
i=1
φσ(i)ci (B3)
gives
ρ(t) =
exp
(
−
∑L
σ=1 hσa
†
σaσ
)
∏L
σ=1(1 + exp(−hσ))
. (B4)
It turns out that the correlator matrix defined as
Cij = Tr(ρ(t)c
†
i cj), (B5)
is also diagonalized by precisely the same eigenfunctions
that diagonalize the matrix H . This is seen simply as
follows: ∑
j
Cijφσ(j) = Tr(c
†
i
∑
j
cjφσ(j)ρ(t)) (B6)
= Tr(ciaαρ(t))
= Tr(
∑
β
φβ(i)a
†
βaαρ(t))
= Tr(a†αaαρ(t))φσ(j)
=
e−hα
1 + e−hα
φσ(j),
where we have used the precise diagonal form of Eqn. B4
to simplify. Thus the matrices C and H share eigen-
functions, and the relationship between their eigenvalues
implies that we can write
exp(H) = (−C + 1)C−1, (B7)
which completes the procedure for how to obtain the
full nonequilibrium density matrix as an effective ther-
mal density matrix.
Appendix C: Von-Neumann Entropy of a subsystem
of the full non-equilibrium mixed state density
matrix
The reduced density matrices themselves can be writ-
ten as thermal density matrices of the form ρred =
e−
∑
i,j Hi,jc
†
i
cj
Z by the same argument given in the pre-
vious section: Wick’s theorem holds within the reduced
subspace, and the reduced density matrix is unique, and
Wick’s theorem holds for a thermal type of density ma-
trix. Once again the H matrix is related to the correlator
matrix C by the formula exp(H) = (−C + 1)C−1, with
the crucial difference that the correlator matrix indices
run only over the reduced subspace. We now obtain a
simple formula for the von-Neumann entropy of any sub-
space G
SG = −Tr(ρG ln ρG), (C1)
SG = −Tr
[ 1
Z
exp
(
−
L∑
σ=1
hσa
†
σaσ
)(
ln(
1
Z
)−
L∑
σ=1
hσa
†
σaσ
)]
(C2)
=
L∑
σ=1
ln
(
1 + exp(−hσ)
)
+
L∑
σ=1
[
hσ exp(−hσ)
1
1 + exp(−hσ)
]
=
L∑
σ=1
[
ln
(
1 + exp(−hσ)
)
+
hσ
1 + exp(hσ)
]
.
But, we know that
exp(hσ) =
1− Cσ
Cσ
, (C3)
where Cσ is the corresponding eigenvalue of the corre-
lator matrix in Eqn. B5 defined with the subspace G.
Therefore,
SG =
L∑
σ=1
[
− (1− Cσ) ln(1− Cσ)− Cσ lnCσ
]
. (C4)
8Appendix D: Quantum fluctuations in Current
Quantum noise is defined as
N =
1
2
〈{(Iˆ(t)− I(t)), (Iˆ(t0)− I(t0))}〉 (D1)
or equivalently,
N =
1
2
〈{Iˆ(t), Iˆ(t0)}〉 − I(t)I(t0). (D2)
We recall that the current operator can be written as
Iˆ(t) = −
ei
2~
[ ∑
j∈L,R
t˜j
(
d†(t)cj(t)− c
†
j(t)d(t)
)]
, where
(D3)
t˜j = tj if j ∈ L
= −tj if j ∈ R.
Therefore, quantum noise operator is given by:
Nˆ = −
e2
8~2
∑
i,j
tˆi tˆj
[
d†(t)ci(t)d
†(t0)cj(t0)− c
†
i (t)d(t)d
†(t0)cj(t0) (D4)
− d†(t)ci(t)c
†
j(t0)d(t0) + ci(t)c(t)c
†
j(t0)d(t0)
+ d†(t0)cj(t0)d
†(t)ci(t)− d
†(t0)cj(t0)c
†
i (t)d(t)
− c†j(t0)d(t0)d
†(t)ci(t) + c
†
j(t0)d(t0)c
†
i (t)d(t)
]
− I(t)I(t0).
The time dependence of the operators ci(t) can all be
written down in terms of the eigenvalues eα and wave-
functions ψα(i) of the hopping matrix Tij . Assuming
that the wavefunctions ψα(i) of the hopping matrix are
all real (they can be made to be real since the hopping
matrix is real and symmetric), we can, after a long, te-
dious calculation, write down a cute, compact expression
for quantum noise:
N = −
e2
4~2
∑
k,l
Re [Ukl(t)Vkl(t0)]− I(t)I(t0), (D5)
where the complex matrices U,V are defined as follows:
Ukl(t) = WNk(t)
∑
j
t˜jW
∗
jl(t) (D6)
Vkl(t0) = (fk + fl − 2fkfl)[WNl(t0)
∑
j
t˜jW
∗
jk(t0)−W
∗
Nk(t0)
∑
j
t˜jWjl(t0)] (D7)
+ i4δklfk Im[
∑
jm
t˜jfmWNm(t0)W
∗
jm(t0)],
where the matrix W(t) is defined as
Wmn(t) =
∑
α
eiteαψα(m)ψα(n), (D8)
and fk, k = 1, · · · , (N − 1) are the Fermi-Dirac distribu-
tion functions for the left and right leads and fN = n0
the initial dot population, which together define the ini-
tial density matrix of our system. In the above equations,
the indices k, l,m, n can all take values from 1, · · · , N , i.e
the left and right leads and the dot, the label N referring
to the quantum dot.
When we consider the above quantum noise at a par-
ticular instance of time, it is just the quantum fluctuation
in current,
N = 〈Iˆ(t)2〉 − I(t)2, (D9)
which can again be computed by the methods described
above.
