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VABSTRACT
A set of recurrence relations similar to that of Kennett and Kerry 
(1979) suitable for P-, SV- and SH-wave generation in stratified 
isotropic and transversely isotropic media are presented. The 
recurrence relations are derived by working directly with the second 
order equations of motion and the constitutive relations. An 
improvement to the computational efficiency of the reflection matrix 
method is achieved by this solution procedure. For the P- and 
SV-waves, the recursive construction scheme of this thesis requires 
fewer algebraic operations for computing the reflectivity and 
transmissivity coefficients, ranging from 15 per cent less for a 
source in the half-space to 50 per cent less for a source in the top 
layer, than the reflection matrix method. For the SH-waves, the
algorithms of this thesis require 82 (or 89) per cent of the algebraic 
operations required by the reflection matrix method for a source in 
the top layer (or half-space). The recurrence relations contain no 
growing terms, thus providing unconditionally stable algorithms for 
computing complete synthetic seismograms.
The complete expansion of the transfer function for SH-waves from
a point source in layer s of the stratification is a series of 2n
n— s +1terms in the denominator and a series of 2 terms in the
numerator. The result of Wang (1982) from ray summation is shown to 
be a special case of our general result.
Two numerical studies are presented. The first study is of the 
long-wave equivalence between a periodically layered isotropic medium 
and an homogeneous transversely isotropic medium. The synthetics for 
the two media show observable differences. The differences are small, 
and they occur in the later arrivals of the P-wave coda and in the 
shear and surface wavetrains. The second study is of the effects of 
different degrees of uniaxial anisotropy on the crustal phases. The 
group velocities of the Pg- and Lg-waves are strongly influenced by
elastic anisotropy. When the range of group velocities travelled by 
the Lg-waves in an isotropic medium is compared with that travelled by 
the Lg-waves in a transversely isotropic medium, the per cent 
difference between the two ranges is the same as the per cent
difference between the horizontal shear wave velocities of the two 
media. The same observation holds for the Pg-waves except that the 
horizontal velocities now refer to those for the longitudinal waves.
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1CHAPTER 1
INTRODUCTION
1 .1 General background
The distribution of seismic velocities in the Earth reflects a 
corresponding variation of other important physical properties. The 
spatial variation of the physical properties must be consistent with 
the nature and properties of the mineral phases that are stable in the 
various pressure-temperature conditions of the Earth's interior. 
These properties have broad implications on the Earth's structure, 
composition and dynamics. The implications play a strong role in our 
understanding of the origin and evolution of the planet Earth. An 
illustration is the study of the upper mantle. The upper mantle shows 
a great deal of regional variation. Major lateral variations could be 
associated with the pattern of plate motions. Under oceans and 
tectonically active regions, an important feature of the upper mantle 
is the low velocity zone (LVZ). Beneath the continents, the LVZ may 
be absent or poorly developed. The LVZ strongly attenuates seismic 
waves. The low velocity and high attenuation of the zone has been 
explained by partial melting (Anderson and Sammis, 1970). A partially 
molten LVZ (hence low friction) may explain the extreme mobility of 
the oceanic crust. Alternative interpretations of the LVZ without the 
necessity of melting are proposed by Gueguen and Mercier (1973) and 
Shaw (1978). They proposed that the high attenuation and low velocity 
of the LVZ can be explained by thermally activated processes involving 
point defects or viscous grain boundary relaxation and 
dislocation-impurity interactions. Whether the LVZ is due to partial
melting or thermally activated processes, a high-temperature zone is 
implied. Recently, some doubts were cast on the existence of a LVZ in 
the upper mantle. Dziewonski and Anderson (1981) and Anderson and 
Dziewonski (1982) have suggested that an upper mantle model with an 
anisotropy of about 5 per cent and without a LVZ provides a good fit 
to seismic data. Anisotropic models have important implications; for 
example, that the LVZ is not a high-temperature zone could affect 
thermal models of upper mantle convection mechanisms. This cause and 
effect correlation between seismic structure and upper mantle 
processes are at present subjected to the uniqueness of 
interpretation. More evidence is required to resolve this question 
and it will certainly come from extensive seismic data. Attenuation 
in the Earth further complicates the structural determination of the 
upper mantle. The smoothing effects that anelasticity has on seismic 
waves will give rise to attenuative Earth models with sharper upper 
mantle transitions than those derived in terms of perfectly elastic 
models (Kennett, 1975). Scattering in the Earth can also cause a 
propagating wave to lose energy. The amount of attenuation from 
scattering losses is difficult to estimate. The neglect of scattering 
is likely to result in an Earth model with an over-estimated anelastic
structure. It has been recognised that the two mechanisms of
attenuation are frequency dependent and that there is a slight
velocity dispersion from anelasticity. The frequency dependence of 
dispersion thus gives rise to the situation that seismic waves at 
different frequencies are effectively propagating in different 
velocity profiles.
In studies of the Earth's interior, we are faced with the problem 
of deriving the properties of the interior from observations made at 
the surface. The optimum way of determining the unknown functions are
known as inverse problem. A well-known inversion procedure in this 
class of generally nonlinear problems is the Herglotz-Wiechert 
formula. However, analytical solutions of inverse problems are rare. 
Even when they exist, their applications are restrictive. The usual 
approach is the iterative trial-and-error method. The convergence can 
be rapid if there is a linear dependence between changes in the 
observables and perturbations in the model parameters. It is clear 
that the inversion procedure requires knowledge of the solution to the 
forward problem, that of determining the observables from a given 
model. The linear theory of the inverse problem is presented by 
Backus and Gilbert (1967, 1968, 1970). The attractiveness of their
formalism is that it provides estimates of the degree of uncertainty 
and error statistics of the feasible models. The disadvantage of the 
theory is that it requires a reasonable starting model. No guarantee 
is provided by the theory that the iterative computations will 
converge. There are other notable contributions to formal inversion 
procedures and a review of the subject is presented by Parker (1977).
Although a three-dimensional, arbitrarily anisotropic model is the 
most desirable for the Earth, the inversion procedure is beyond our 
present capability. Simplifying assumptions about the Earth's
interior are frequently necessary for progress to be made. So far,
most efforts have been concentrated on obtaining models with
heterogeneity in the vertical direction only. However, there have 
been attempts to resolve the three-dimensional P-velocity structures 
on local (for example, Aki et al., 1977) as well as global
(Dziewonski, 1984; Woodhouse and Dziewonski, 1984) scales. 
One-dimensional model may be justified by using data originated from a 
narrow azimuthal range or by averaging data from a wide range of 
azimuths. A radially symmetric model is useful as a reference model
and as a starting point for more detailed investigations into the
three-dimensional structure of the Earth's interior. Good reference 
models already exist, notably the preliminary reference Earth model
(PREM) of Dziewonski and Anderson (1981). Some general
characteristics of the Earth's structure have emerged from these 
regional and global modelling efforts. In addition to the three major 
seismic discontinuities that divide the Earth into crust, mantle, 
outer core and inner core, seismic discontinuities at depths near 220, 
400 and 650 km have also been recognised. There is also evidence from 
P-wave data that there are further discontinuities in the mantle at 
depths greater than 650 km (Datt and Muirhead, 1977; Muirhead and 
Hales, 1980). Nevertheless, the precise character of these
discontinuities is still uncertain, as are the structures of the D" 
region and the core.
In the Earth, the spatial variation of the model parameters can 
best be described as a function of a position vector in a spherical 
coordinate system with the origin at its centre. This spatial 
variation can be conveniently expressed as an expansion of a set of
mutually orthogonal functions - the spherical harmonics in this case
(Dziewonski, 1984). The radial symmetric model can thus be regarded 
as the terrestrial monopole and the lateral heterogeneity the 
aspherical perturbation on its spherical averaged value. One approach 
of elucidating the lateral heterogeneity is to deduce and manipulate 
the constraints on all feasible model perturbations, at least in the 
long-wave averaging case. When the heterogeneity is large, such as 
the regional variation in the crust, a very large number of expansion 
coefficients is required to model the inhomogeneity adequately. In 
such cases, different kinds of parameterization than the expansion in 
spherical harmonics may be more practical.
Our understanding of Earth structure and earthquakes comes from 
our ability to interpret seismograms. In the past, most information 
concerning the Earth's internal structure came from time dependent 
characteristics such as arrival times, travel times and apparent 
velocities. This is mainly due to their high measuring reliability. 
As time measurement is a point measurement, other information 
contained in the seismic trace is not utilized. The technical and 
theoretical advances in the past two decades have greatly improved the 
precision and the amount of information we can extract from 
seismograms. The technical advances include the introduction of 
digital recording and seismic-array technology. The high dynamic 
range of digital recording enables the recent implementation of 
broad-band seismometry covering the whole frequency band of 
teleseismic signals from 0.01 to 5 Hz. A broad-band seismogram is an 
overall picture of the seismic wavefield and hence contains a greater 
amount of information than band-limited seismograms. A band-limited 
seismogram suppresses information in the spectral range between the 
short period (around 1 sec) and long period (20 sec) window. Digital 
filters can be used to focus upon special features of the broad-band 
seismogram. Apart from providing a direct estimate of the azimuth and 
slowness of the signal, the use of arrays has led to the development 
of a wide range of data-processing techniques for signal enhancement 
(see, for example, Muirhead and Datt, 1976). This lowers the detection 
threshold for seismic signals. Parallel to these advances in data 
processing and instrumentation is the development of the necessary 
techniques for numerically synthesizing seismograms. The use of 
synthetic seismogram places additional constraints on models derived 
from travel time inversion. It is well appreciated that, in general, 
the inversion of travel time data is non-unique. The best one can do
is to set the extremum bounds on the range of possible models 
consistent within the scatter of observations (see, for example, 
McMechan and Wiggins, 1972; Bessonova, et al., 1974, 1976). The
ability to match pulse shapes through synthetic seismogram techniques 
has high-resolving-power potentials.
Many formalisms have been developed for numerically synthesizing 
seismograms. These formalisms provide a general understanding and a 
detailed description of how seismic waves propagate in the Earth, and 
of the mechanisms affecting it. The theory enables quantitative 
calculations of the wavefield in the Earth to be made, for 
experimentation into the propagation process and for comparison with 
the observed seismograms. However, there are difficulties which limit 
the accuracy of such calculations. The first is the lack of adequate 
information about the velocity and elastic parameters in the Earth as 
a function of position. The second is the analytical and
computational difficulties of calculating the wavefield in terms of 
properties of the Earth. The mathematical methods which have been 
devised to overcome this latter difficulty are reviewed in the next 
section. We will bring out the major assumptions and approximations
used in each method. In practice, additional approximations are 
applied to reduce the computation effort. These approximations are 
not discussed as they are not necessary for the development of the
theories and can be removed.
71.2 Synthetic seismogram techniques
The first step in the study of seismic motions in the Earth is to 
formulate the seismic radiation in terms of an initial value problem, 
that of obtaining the consequent motion given the initial displacement 
from the final equilibrium. The procedure consists of first finding 
the appropriate differential equation and then solving the equation 
subject to the required boundary conditions. To obtain a tractable 
differential equation, simplifying assumptions and approximations are 
frequently necessary.
From Newton's law of motion which relates changes of linear 
momentum to the resultant of the applied forces, we can obtain the 
following equation of motion for an isotropic linearly elastic solid 
in the vector form.
92u
p — — = (A + y) V(V»u) + y V2u + (VA) V«u
Bt2
+ 2(Vy•V) u + Vyx(Vxu) + F
(1 .1 )
where u is the displacement vector, F is the body force per unit mass, 
p is the density, A and y are the Lam6 constants.
The linearity of (1.1) allows each of the processes that affect 
the waveform to be modelled by a linear time dependent operator. 
These operators can then be convolved together to give the synthetic 
waveform. The effects of the source, instrument and Earth model 
response are generally included in the generation of synthetics. 
Anelastic losses can be modelled by an attenuation operator or 
explicitly included in the model response.
In the following, the generalized ray theory (GRT), the
reflectivity (REF) method, the WKBJ method and the full wave theory 
(FWT) for numerically synthesizing seismograms are discussed. For
ease of discussion, these techniques refer to those discussed by- 
Wiggins and Helmberger (1974) for the GRT; Fuchs and Müller (1971) for 
the REF method; Chapman (1978) for the WKBJ method; and Cormier and 
Richards (1977) for the FWT.
In vertically inhomogeneous Earth models, we can solve (1.1) by 
modelling the inhomogeneity in terms of a stack of either homogeneous 
or inhomogeneous layers. The GRT and the REF method of calculating 
synthetic seismograms use the former whereas the WKBJ method and the 
FWT use the latter method of modelling inhomogeneity. All these 
methods use potentials for the displacement field together with 
integral transforms to simplify the mathematics involved. The doubly
transformed solutions in the ray-parameters (p)-frequency (uj) domain 
must then be transformed back to the space-time domain. The 
evaluation of this double integral with respect to p and co offers
considerable difficulties, and is normally carried out numerically.
Chapman (1978) classifies the various methods into two classes; 
the slowness and spectral methods. The GRT and the WKBJ method are
slowness methods which evaluate the frequency-to-time transform first. 
The spectral method to which the REF method and the FWT belong
evaluates the slowness-to-distance transform first. Each method can 
be further classified according to whether or not complex wavenumbers 
are used.
Direct comparison of the different synthetic seismogram methods is 
difficult as each method uses different sets of approximations. Such 
comparisons have been made for the GRT and the REF method by Burdick 
and Orcutt (1979) and for the FWT and the REF method by Choy et al. 
(1980). Essentially, the different methods make simplifying 
assumptions concerning the media thus allowing analytic solutions to 
the wave equation to be obtained either exactly or approximately.
Each method has its own unique area of applicability. Within the
overlapped regions of validity, the different methods should in theory 
produce the same results as they are modelling the same body wave 
interaction with the Earth structure. First, we will summarise the
conceptual similarities among the different methods. Their
differences, advantages and' the limitations inherent in each method 
are then discussed.
The GRT and the REF method are mathematically equivalent as they 
both solve the same doubly-transformed wave equation in a homogeneous 
layer and the sum of all possible generalised rays is equivalent to 
the whole sum handled by the reflectivity coefficients (Cisternas et 
al, 1973; Kennett, 1974). Similarly, Chapman's WKBJ method and the
FWT are solutions of the same transformed wave equation in a 
heterogeneous layer. In the limit as the layer thickness shrinks to 
zero, the homogeneous layer case approaches that of the inhomogeneous 
layer (Volterra Theorem, see, for example, Backus and Gilbert, 1966). 
In practice, these methods are not equivalent. Their differences are 
most pronounced at high frequencies where homogeneous layering suffers 
from numerical limitations on layer thickness and the number of layers 
needed to approximate the Earth model. All four synthetic seismogram 
methods extend the single-layered result to a stratified Earth model 
by summing the upgoing and downgoing segments of the ray in each layer 
and by accounting for reflection from and transmission across the 
interfaces. With the exception of the REF method, the different 
methods appeal to ray expansion to simulate the total response of the 
stratification. The REF method of Fuchs and Müller (1971 ), on the 
other hand, restricts the source to the surface and only accounts for 
the transmission of P-waves in layers above the reflecting zone. In 
the reflecting zone, the REF method accounts for the whole sum. An
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E a r t h - f l a t t e n i n g  t r a n s f o r m a t i o n  (EFT) i s  used to  t r a n s f o r m  th e  
s p h e r i c a l l y - l a y e r e d  E a r t h  model to  a p l a n e - l a y e r e d  model (Chapman, 
1973;  M i i l l e r ,  1977) .  For  SH-waves,  t h e  t r a n s f o r m a t i o n  be tw een  th e  
s p h e r i c a l  wave e q u a t i o n  and the  C a r t e s i a n  wave e q u a t i o n  i s  e x a c t  
(A n d r ia n o v a  e t  a l . ,  1967; Biswas and Knopof f ,  1970) .  U n f o r t u n a t e l y ,
t h e  EFT i s  no t  e x a c t  f o r  d e n s i t y  i n  P-SV p r o b le m s .  The e r r o r s  
i n v o l v e d  in  a p p l y i n g  th e  EFT f o r  P-SV p rob lem s  a r e  o f  the  o r d e r  1 / u) 
(Aki  and R i c h a r d s ,  1980) .  In  g e n e r a l ,  a d d i t i o n a l  a p p r o x i m a t i o n s  a r e  
r e q u i r e d  to o b t a i n  t h e  wave f u n c t i o n  i n  a s p h e r i c a l  geomet ry  ( G i l b e r t  
and H e lm berger ,  1972; Chapman, 1974) .  I t  i s  i n  t h i s  s e n s e  t h a t  
a p p l y i n g  the  EFT i s  e q u i v a l e n t  to t h e  e x t r a  a p p r o x i m a t i o n s  needed i n  
t h e  s p h e r i c a l  c a s e .  I t  i s  to  be no ted  t h a t  t h e  WKBJ method and t h e  
FWT have been de ve lope d  i n  the  s p h e r i c a l  geom et ry ,  even though  i t  i s  
n o t  n e c e s s a r y  in  the  deve lopment  o f  t h e  t h e o r i e s .  I n  inhomogeneous 
l a y e r s ,  the  P -  and SV-waves a r e  c o u p le d ,  w i th  c o n t i n u a l  c o n v e r s i o n  
from one wave type  to  a n o t h e r .  Such c o u p l i n g  be tw een  P-  and SV-waves 
i s  i g n o re d  by the  WKBJ method and t h e  FWT. R i c h a r d s  (1974)  showed 
t h a t  t h e  c o u p l i n g  i s  n e g l i g i b l e  f o r  waves w i th  p e r i o d s  l e s s  t h a n  one 
m in u te  i n  a r a d i a l l y  symmetr ic  E a r t h  model .  The e r r o r  f rom a p p l y i n g  
t h e  EFT i s  o f  the  same o r d e r  o f  m agn i tude  as  t h a t  from n e g l e c t i n g  t h e  
c o u p l i n g  t e rm s  i n  t h e  wave e q u a t i o n  f o r  an inhomogeneous l a y e r  (Choy 
e t  a l . ,  1980) .
The d i f f e r e n t  methods d i v e r g e  c o n s i d e r a b l y  i n  t h e  way the  i n v e r s e  
i n t e g r a l  t r a n s f o r m s  a r e  e v a l u a t e d .  The s p e c t r a l  methods d i s c u s s e d  
above  e v a l u a t e  t h e  t r a n s f o r m  n u m e r i c a l l y .  The same c o n t o u r  o f
i n t e g r a t i o n  can be used f o r  a number o f  d i s t a n c e s .  I f  se ismograms a r e  
r e q u i r e d  f o r  a l a r g e  number o f  d i s t a n c e s ,  t h e  s p e c t r a l  methods a r e  
t h u s  p r e f e r r e d .  The GRT r e q u i r e s  o n ly  one n u m e r i c a l  i n t e g r a t i o n  as  
t h e  i n v e r s e  L a p lac e  t r a n s f o r m a t i o n  to t h e  t im e  domain a lo n g  a C a g n ia rd
contour can be evaluated by inspection. A different Cagniard contour 
is required for each distance. Using the WKBJ approximation for
vertical wave functions, Chapman's slowness method enables the
evaluation of the inverse integral transforms to be carried out
analytically. Chapman's WKBJ is thus the fastest of the four methods
for computing synthetic seismograms.
In actual applications, there is a limit to the number of
generalized rays that can be included in the ray sum. The advantages 
of the methods which calculate the generalized ray separately are that 
we can identify the individual arrivals readily and avoid the time
consuming evaluation of the propagator matrix. When the number of 
arrivals in the time window of interest is very large, the 
computational effort required by the matrix method becomes more 
attractive than the methods which rely on the summation of rays.
Since the GRT and the REF methods approximate a radially inhomogeneous 
Earth with many flat layers, a ray with a turning point can be 
described only if all possible multiple reflections and refractions 
are summed. The REF method accounts for the whole sum while the GRT 
can in practice include only a small subset. The accuracy of the 
partial ray sum is not well understood. The FWT incorporates an
expression to handle the rainbow expansion for the whole system of
rays associated with the whispering gallery phenomenon. For rays 
propagating near and through the centre of the Earth, the GRT and the 
REF method encounter considerable difficulties. It is not the break
down in the theories. As the radius approaches the zero value, the EFT 
implies an infinite increase in the model parameters for the plane 
geometry. This places unresolvable difficulties on methods working 
with plane layers, especially in the homogeneous layering case.
The major asymptotic approximation used in both Chapman's WKBJ and
FWT methods is the WKBJ approximation to the radial wave functions. 
This places limits on their application to layers having slow velocity 
variations and excludes their application to low velocity layers (Aki 
and Richards, 1980). For models with large jumps in model parameters 
at many interfaces, the specification of all the important rays for 
calculation with the WKBJ method and the FWT is often difficult. As 
the WKBJ solution is inaccurate at and near the turning point region, 
the WKBJ method and the FWT cannot handle rays leaving the source 
nearly horizontally. Further, the solution and thus the WKBJ method 
fails for turning rays that bottom near a discontinuity. The FWT 
invokes the Langer's uniformly asymptotic approximation to the radial 
wave functions in such cases. The Langer approximation enables the 
frequency dependence of the reflection/transmission coefficients at 
and near grazing incidence to be included. The frequency dependence 
becomes more important as the period of the wave increases. The 
Langer approximation also includes the effect of the Earth’s structure 
near the discontinuity. The incorporation of the Langer approximation 
and carrying out the integration numerically along a contour in the 
complex ray parameter plane allow the FWT to model diffraction, 
tunnelling and whispering gallery phenomena directly. The REF method 
models these frequency dependent effects by the interference from all 
the reflections, refractions and conversions in the whole sum of the 
reflectivity matrix. The modelling of such frequency dependent 
phenomena is very difficult by the slowness methods. A further
advantage of the spectral methods over the slowness methods is that 
the effects of attenuation and dispersion can be modelled directly by 
using complex velocities and by specifying the physical mechanism of 
dispersion. This is more natural than the use of an average Q
operator and appealing to the linearity of equation (1.1) to model
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attenuation.
1 .3 Outline of the thesis
In Section 1.1, a brief discussion is given to bring out the
efforts and complexity involved as well as the progress made in
determining the seismic structure of the Earth's interior. The
reference to the studies of the upper mantle demonstrates the
importance of finding the sufficient condition for existence and the 
difficulty of proving the uniqueness of solution to an inverse 
problem. At the present time, the adequacy of the assumptions in the 
model is perhaps of greater importance. For example, there is a 
trade-off between anisotropy and structure (Anderson and Dziewonski, 
1982). The answers to these questions of uniqueness of solution and 
adequacy of model assumptions lie in the kinematic and dynamic 
information contained in the whole wavetrain of three-component 
recordings. The problem is how to exploit the information contained 
in the whole seismogram.
The computation of synthetic seismograms offers a convenient 
procedure to examine the effects of a host of different mechanisms on 
the arrivals, phases, and amplitudes. The relative influence of these 
mechanisms on the seismic waves cannot be easily estimated otherwise. 
The more popular techniques that have been developed for seismogram 
synthesis are reviewed in Section 1.2. However, there are at least 
two difficulties associated with the application of complete 
seismogram computation that hinder their more widespread use in 
inversion, in particular their incorporation into the objective 
inversion scheme. The first is the computation expense in computing 
complete seismogram. The second difficulty relates to the general
problem of formulating a convenient measure/function that relates the 
observables and models.
Apart from the practical limitations discussed in Section 1.2, the 
REF method has proved to be extremely flexible and simple to use under 
the assumption of homogeneous layering. The REF method of Fuchs and 
Müller (1971) computes synthetic seismograms of an incident P-wave 
that ultimately reflects back from the reflecting zone as P-waves. 
The method uses a matrix formalism to handle the total response of the 
reflecting zone. The matrix technique was introduced by Thomson
(1950) and corrected and extended by Haskell (1953)* Gilbert and
Backus (1966) generalize the transfer matrix method to what they term 
the 'propagator matrix' suitable for a general stratification. The 
propagator matrix relates the stress and displacement between two 
levels in the stratified medium. The propagator matrix is equivalent 
to the transfer matrix of Thomson and Haskell if the layers are 
uniform in the elastic properties. Many extensions of the REF method 
have been developed by various workers (see, for example, Faber and 
Muller, 1980; Kind, 1978, 1979; Wang and Herrmann, 1980). The 
extensions can be divided into two groups. The first group uses the 
procedure discussed above but includes other rays such as the surface 
reflection and the converted phases above the reflecting zone. 
Multiple interactions with the reflecting zone can also be included. 
The second group of extensions compute complete seismograms. In this 
case, all wave types of the medium are included, not only the body 
waves. The REF method has also been extended to include dispersion 
(O'Neill and Hill, 1979) and anisotropy (Booth and Crampin, 1983) into 
the computation procedure.
Kennett (1974) recognised the computational and theoretical 
advantages of decomposing the stress-displacement vector into their
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up g o in g  and downgoing wave componen ts .  K e n n e t t  and K e r ry  (1979)  
g e n e r a l i z e d  th e  r e s u l t s  o f  K e n n e t t  i n t o  what  i s  becoming known as  t h e  
r e f l e c t i o n  m a t r i x  method.  The r e f l e c t i o n  m a t r i x  method i s
u n c o n d i t i o n a l l y  s t a b l e  and o f f e r s  a f a s t e r  r e c u r s i v e  c o n s t r u c t i o n  
scheme f o r  comput ing  th e  t o t a l  r e s p o n s e  o f  t h e  s t r a t i f i c a t i o n  t h a n  
t h a t  o f  the  p r o p a g a t o r  m a t r i x  method.  In  t h e  p r o p a g a t o r  m a t r i x  
method,  t h e  p r e s e n c e  o f  growing e x p o n e n t i a l s  i n  t h e  l a y e r  m a t r i x  can 
be d i s a s t r o u s  i n  t h e  e v a n e s c e n t  domain,  p a r t i c u l a r l y  a t  h i g h  
f r e q u e n c i e s ,  and r e s u l t s  i n  the  l o s s  o f  p r e c i s i o n .  Abo-Zena (1979)  
p r e s e n t e d  a remedy to  the  problem o f  h i g h  f r e q u e n c i e s  b u t  h i s  
p r o c e d u r e  i n v o l v e s  e x t r a  m a t r i x  m a n i p u l a t i o n s .  The r e f l e c t i o n  m a t r i x  
method i s  p h y s i c a l l y  a p p e a l i n g .  Each term i n  t h e  r e c u r s i v e  
c o n s t r u c t i o n  scheme can be i n t e r p r e t e d  i n  t e rm s  o f  t h e  r e f l e c t i o n  and 
t r a n s m i s s i o n  p r o p e r t i e s  o f  the  medium. The g r e a t e r  speed  o f  
c o m p u t a t i o n  o f  the  r e f l e c t i o n  m a t r i x  method comes from th e  f a c t  t h a t  
t h e  i n t e r f a c i a l  c o e f f i c i e n t s  a r e  f r e q u e n c y  i n d e p e n d e n t  f o r  
n o n - d i s p e r s i v e  media .  In  the  p r o p a g a t o r  m a t r i x  method,  i t  i s  n o t  
p o s s i b l e  to  s e p a r a t e  ou t  the  f r e q u e n c y  i n d e p e n d e n t  t e rm s  from t h e  
e l e m e n t s  o f  the  l a y e r  m a t r i x .
R e c e n t l y ,  the  Thomson-Haske l l  and r e f l e c t i o n  m a t r i x  methods a r e  
p l a c e d  i n  a common s e t t i n g ,  and t h e i r  c o n n e c t i o n s  w i th  s t a n d a r d  
a l g o r i t h m s  i n  n u m e r i c a l  a n a l y s i s  g iv e n  by Chin e t  a l .  ( 1 9 8 4 ) .  They 
showed t h a t  t h e  Thomson-H aske l l  a l g o r i t h m  i s  a s h o o t i n g  method and t h e  
r e f l e c t i o n  m a t r i x  method an i n v a r i a n t  im bedd in g .
I n  t h i s  t h e s i s ,  t h e  c o m p u ta t io n  o f  com ple te  se ismograms u n d e r  t h e  
a s s u m p t i o n  o f  p a r a l l e l  l a y e r i n g  i s  i n v e s t i g a t e d  w i t h  t h e  o b j e c t i v e  o f  
i m p r o v in g  on th e  m a t r i x  methods d i s c u s s e d  above .
I n  C h a p t e r  2, an a l t e r n a t i v e  s o l u t i o n  p r o c e d u r e  to  the  two m a t r i x  
methods  i s  de ve lope d  i n  d e t a i l  by c o n s i d e r i n g  t h e  fo rw ard  problem f o r
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SH-waves. The computation algorithm so obtained is shown to represent 
the analytical simplification of the algorithm of the reflection 
matrix method in Section 2.3* The particular solution due to the 
source is incorporated directly into the computation scheme so that 
the source layer needs not be broken into two layers. The 
incorporation of the point shear dislocation source into the general 
algorithm is discussed in Section 2.4. In Section 2.5, the explicit 
form of the total response of the stratification is derived in terms 
of the reflection and transmission properties of the interfaces. The 
physical interpretation of the seismic wavefield in terms of expansion 
in rays is demonstrated in a heuristic but -general way by summing all 
the possible seismic rays joining the source and receiver.
The solution procedure of Chapter 2 is applied to the P-SV problem 
in Chapter 3* A set of recurrence relations suitable for immediate 
numerical implementation is derived. The recurrence relations 
explicitly bring out the symmetry of the reflection and transmission 
properties of the medium. The symmetry reflects the relation between 
the reflection and transmission coefficients as a consequence of the 
energy conservation principle. In Section 3*3, the algorithm is shown 
to require fewer algebraic operations than that required by the 
reflection matrix method.
Chapter 4 discusses the extension of the algorithms developed in 
Chapters 2 and 3 for isotropic media to transversely isotropic media. 
It is found that the structures of the algorithms for anisotropic 
media are the same as those for isotropic media. The difference lies 
in the definitions of the interfacial coefficients. In Section 4.4, 
numerical examples are given to show that the algorithms of Chapter 4 
do produce the correct results in the isotropic limit. The 
characteristics of seismic wave propagation in transversely isotropic
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media are also illustrated in a series of simple examples. These 
examples bring out the features that are similar to, as well as those 
features that are different from the wave propagation in isotropic 
media.
In Chapter 5, two numerical studies are presented. The first 
study is of the long-wave equivalence between a periodically layered 
isotropic medium and an homogeneous transversely isotropic medium. 
The second study is of the effects of different degrees of uniaxial 
anisotropy on the crustal phases.
An application of forward modelling to seismic interpretation is 
presented in Appendix D. The study was carried out in conjunction 
with Dr G. Bock. The paper discusses the identification of a
prominent S-P converted phase arriving after the direct P-wave for 
events originated in the Tonga subduction zone. The conversion is
interpreted as to occur below the source at a depth near 700 km.
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CHAPTER 2
PROPAGATION OF SH-WAVES IN A LAYERED MEDIUM
2.1 Introduction
The computation of synthetic seismograms has been found useful in 
aiding the interpretation of and in providing additional constraints 
in the inversion of seismic observations. Many methods exist for the 
computation of synthetic seismograms. Among those used for the
computation of complete seismograms is the matrix method, known in a 
loose sense as the reflectivity method. The matrix approach has
undergone considerable development since it was introduced by Thomson 
(1950) particularly into resolving the loss of precision problem at 
the higher frequencies. The matrix method is based on the solutions 
of coupled first-order differential equations (see, for example, 
Coddingtion and Levinson, 1955, and Gantmacher, 1959)« To apply these 
solutions to seismic wave propagation, one must first transform the 
second-order equations of motion and the constitutive relation into a 
system of first-order differential equations for the 
stress-displacement vector. This vector can be decomposed into upward 
and downward travelling wave components by the eigenvector matrix of 
the system. A new system of first-order equations for the vector of 
upward and downward travelling wave components is obtained from the 
decomposition. These two systems form the starting points of the two 
classes of the matrix method - the Thomson-Haskell method (or its 
generalization, the propagator matrix method of Gilbert and Backus, 
1966) and the reflection matrix method (Kennett, 1974; Kennett and 
Kerry, 1979)* The reflection matrix method offers a numerically 
stable and computationally faster recursive construction scheme than
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the Thomson-Haskell method for calculating the reflectivity and 
transmissivity coefficients. The purpose of the matrix formalism is 
to provide a mechanism for incorporating the boundary conditions and 
linking together the solutions of the wave equations for the different 
layers to give the total wavefield at the receiver. In this chapter, 
a set of recurrence relations suitable for computing complete SH 
seismograms is derived from a direct and simple solution procedure 
similar to that of Müller and Schott (1980). The recurrence relations 
obtained are similar to that of Kennett (1974). In Section 2.3, it is 
shown that the recurrence relations of Kennett (1974) simplify to that 
of this chapter by applying the relation between the reflection and
transmission coefficients for a SH-wave.
One difficulty involved in solving the initial-boundary-value
problem (BVP) for the propagation of seismic waves in an n-layered 
medium is the large number of constants which have to be evaluated.
In this chapter, it is demonstrated that the BVP for SH-waves can be
solved by working directly with the equations of motion and the 
constitutive relation. This approach is simple and the intermediate 
as well as the final results are amenable to physical interpretation. 
In addition, the loss of precision problem inherent in the propagator 
matrix approach is avoided. In the next section, the analytical 
solution of the BVP for SH-waves is presented. The general form of 
the solution is written in the form of a recurrence relation which 
provides an efficient algorithm for numerical implementation. The 
recurrence relations are written explicitly in terms of the reflection 
and transmission coefficients at each interface. The frequency 
dependence at a given slowness occurs only in the phase term.
Many equivalent forms of the recurrence relation can be written. 
For an (n+1)-layered half-space, the complete expansion of the SH 
wavefield has 2n terms in the denominator, which is a function of the
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structure only. The numerator is dependent on source location. In 
Section 2.5, we show how the expansion can be carried out. The result 
of Wang (1982),from the summation of rays, is shown to be equivalent to 
a special case of our general result when it is expressed in the 
expanded form.
Recently, Ingate et al. (1983) presented a numerical procedure for 
generating complete SH seismograms. A computational difficulty exists 
in their procedure due to the presence of growing exponentials in the 
layer matrix (their matrix am ). Layer matrix normalisation may be 
applied but the problem of overflow remains. It is shown that this 
loss of precision problem does not exist in our recurrence relations 
as they do not contain any growing terms. - In Section 2.6, numerical 
comparison of our algorithm with the Thomson-Haskell or propagator 
matrix method is presented.
2.2 Theory
Applying the transform method in cylindrical coordinates (r,9,z), 
the azimuthal displacement, uQ , of SH-waves in the far-field of a 
homogeneous medium satisfies the following equation
(2.1 )
OO OO
where u‘9
OO 0
4/ k2 - k2 k > k
If ß 3
k = go / c
k o o / 3
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Here, c denotes the phase velocity, w the angular frequency, ß the 
S-wave velocity, and Jq the zero order Bessel function of the first 
kind. The general solution of (2.1) is
Üq (z ) = A exp(-^z) + B exp( £ z) (2.2)
where A and B are constants to he evaluated. If a source is present, 
we have to add the appropriate particular solution to (2.2). For a 
point horizontal single force N^(t) acting in the direction 9=0 and at 
depth h, the particular solution (in frequency-slowness-space) is
¥ exp( - £ |z - h | ) 
where W = N (w) sinQ / 4 7Ty£
and y denotes rigidity. The ©-dependence of u^ from such a single 
force is proportional to sin© for constant r and z (see for example, 
Korn and Müller, 1983), and we drop the subscript 9 from now on.
If we approximate a vertically inhomogeneous medium by a stack of 
n homogeneous layers over a half-space, we have (2n+2) constants to 
evaluate. These constants are determined by the continuity
constraints of displacement and stress across the interfaces, the free 
surface condition and the radiation condition for the half space.
In the matrix method, a stress-displacement vector is defined to 
handle the continuity conditions at an interface. A matrix is then 
defined to 'propagate' the stress-displacement vector from one
interface to the next. In the discussion that follows, we show how
the solution of the BVP can be obtained by explicitly solving for the
relation between the two independent solutions of equation (2.1) at 
each layer of the stratification.
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The model considered is a (n+1 )-layered half-space with the axes, 
and the layer numbering arranged as in Figure 2.1. The shear wave
velocity, the density and the thickness of layer m, bounded by 
interfaces z=z , and z=z , are denoted by 3 , p and d respectively. 
If a cylindrical coordinate system (r,Q,z) is used with the origin at 
the free surface and the z-axis taken positive downward then the 
general solution of (2.1) for layer m (z , < z < z ) is as follows
ü = A  exp(- £ z) + Bm exp( £ z) m m  ^ m m m
( V k2 - kß 0 < ßm
) mwhere = (
\ i •% k^ - k^ c > 3
* ßm
kßm = “ !ßm
At the mth interface, z = z m , we have two equations governing Am , 
Bm , Am+  ^ and Bm+  ^ from the continuity conditions for u and ydü/dz. 
If we begin at the nth interface, we can let Bm+^=0 by applying the 
radiation condition or the condition of finite solution. We thus have 
three unknowns in two equations. We can eliminate one of them and
establish an implicit relation for the remaining two. We then move on 
to the next interface, and continue the process until we reach layer 
1. Essentially we have three constants defined by two equations at 
each interface. The elimination of one of them gives a relation 
between A and B for each layer. As the form of the equations 
governing these constants is the same for each interface, the form of 
the relation between A and B of each layer is the same. The 
application of the free surface condition and the relation between A^  
and B^  give the surface displacement uniquely. The only complication 
comes from the presence of the source in a layer or the half space. 
To clarify the analysis involved in establishing a general algorithm
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layer 1
layer s
layer n
z
Figure 2.1 The plane layered half-space considered in this chapter. 
The asterisk indicates the source location.
2k
for a (n+1)-layered medium, we consider the following four cases.
2.2.1 Source in the half space
Applying the boundary conditions at z=z we have
r r ' 5nzn , - C n+,(h-zn)
n 5n ^-Ane + V = Vi 5n+1 We
- n+1 n -|
n+1
a ^nzn ^nZn T. ^n+1'h zn y ^n+1znV + Bne = We + Vle
(2.3)
Eliminating A  ^, we can express Bn in terms of An as follows
B exp(£ z . ) = V + U A exp(- £ z , )H “  1 ' V"1 r-\ r-» n  -n _  1n n n-1
where Vr = Tr W expr- C ^ O i - z ^ 1 exp(- £ndn) / ^
U = R exp(-2 F d ) / D n n sn n n
■  1
Tn “ 2 ^n+1 ^n+1  ^ Ln 
Rn  ^ yn ^n yn+1 ^n+1 ' * Li 
Rn ^n ^n + ^n+1 ^n+1
dn = zn _zn-1
(2.4)
Equation (2.4) is written for z=z*  ^ just below the (n-1)th interface 
as it is the result to be used to derive similar expression for layer 
(n-1).
At z=zn_.| , the boundary conditions give
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r  T a ~  ^n-1 Zn" 1 4 . ^n-1 zn-1V !  " V ^  + \ - 1 e
r  r a s n Zn-1 y c, -A e + B en n n
C z 1 n n-1 -|
( 2 . 5 )
An - 1 e
-  E , z ,^n-1 n-1 C a z , -  ^ z , £ z ., -n n-1 n-1 . n n-1 , ^ n n-1+ B , e = A e + B en-1 n n
Upon s u b s t i t u t i n g  ( 2 . 4 )  i n t o  ( 2 . 5 )  and e l i m i n a t i n g  A^, we o b t a i n
V i  exP( 5n-1 zn-2^  = Vn-1 + Un-1 An-1 exP( ‘  ^ z n - 2 ) ( 2 ’ 6)
where  Vn _, = V , Vn e x p ( -  S ^ . , )  /  V i
Un-1 -  C V i  + Un 1 exPf - 2 5n-1dn-1> '  Dn-1
A p a r t  from the  s u b s c r i p t s ,  and Rn _ 1 a r e  as  g i v e n  by ( 2 . 4 ) .  At
z = z m, 1 m < n-1 , we have t h e  s i m i l a r  s e t  of  e q u a t i o n s  as  ( 2 . 5 )  and 
t h u s  t h e  r e l a t i o n  be tw een  A^ and Bm i s  o f  t h e  same form as  ( 2 . 6 ) .  The 
p h y s i c a l  meaning o f  ( 2 . 4 )  and ( 2 . 6 )  i s  c l e a r .  r e p r e s e n t s  the
c o n t r i b u t i o n ,  to  t h e  upgo ing  wave i n  l a y e r  m, o f  t h e  upgo ing  wave o f  
l a y e r  (m+1 ) t h a t  has  t r a n s m i t t e d  a c r o s s  i n t e r f a c e  m. A U i s  t h e  
c o n t r i b u t i o n  o f  t h e  downgoing wave t h a t  has  r e f l e c t e d  back  up from 
i n t e r f a c e  m and below.
The f r e e  s u r f a c e  c o n d i t i o n  i m p l i e s  A^=B^ and hence  th e  
d i s p l a c e m e n t  a t  t h e  s u r f a c e  i s
a(o)  = 2 v1 /  (1 - u , ) ( 2 . 7 )
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2.2.2 Source in layer n
Following the procedure given in subsection 2.2.1, we find
ex-n
where Vn = W R.
U = Rn n
Dn = 1
p( ?nzn_, ) = Vn - Un An exp(- cnzn.,) 
n expf- Cn(2zn-h-Zn_1)1 / D
(2.8)
3n n-
Similarly, the relation for layer (n-1) is
Bn-1 exP( 5n-1zn-2) = V i  + Un-1 An-1 exP(‘ V - 1 zn-2) 
where V . = T fWe ^  n_1  ^ + V ^n"' n_1 / Dn-1 - in-1 n-1
Un-1 - l V l  + °n 1 exP( “2 V l V l >  ' V i
Dn-1 ■ 1 + V i  Un
For other values of m, 1 < m < n-1 , the relation between A and B—  m m
is of the same form as (2.6). The transformed surface displacement 
u(0) is again given by (2.7).
2.2.3 Source in layer s, 1 < s < n
By eliminating An+1, We obtain
Bn exp( Cnzn.,) = Vn + un An exP{" V zn-1 }
where V = 0  n
Un = Rn exP(-2 1 Dn
1
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At the  mth i n t e r f a c e ,  s < m < n,  we have t h e  same s e t  o f  r e s u l t s  a s
( 2 . 6 )  . However, Vm=0 i n  t h e  p r e s e n t  c a s e  b e c au s e  Vn =0. At z=zg , the  
p r e s e n c e  o f  the  s o u rc e  i n  l a y e r  s g i v e s  t h e  f o l l o w i n g  r e l a t i o n  f o r  Vg
Vs = W e x p [ -  5 s ( 2 z s - h - z s _ 1 ) 1 rRs + Us+1 1 /  Dg
U and D a r e  o f  t h e  same form as  t h o s e  g i v e n  by ( 2 . 6 ) .  s s
Apply ing  th e  c o n t i n u i t y  c o n d i t i o n s  f o r  i n t e r f a c e  z=zg  ^ y we o b t a i n  
t h e  same r e s u l t  as  ( 2 . 9 )  e x c e p t  f o r  t h e  change o f  s u b s c r i p t .  For  1 <_ 
m < s-1 , t h e  s i t u a t i o n  i s  t h e  same as  t h a t  g iv e n  by ( 2 . 5 ) .  E q u a t io n
( 2 . 7 )  a g a i n  g i v e s  t h e  s u r f a c e  d i s p l a c e m e n t .
2 . 2 . 4  Source  in  l a y e r  1 or  a t  th e  s u r f a c e
I f  t h e  so u rc e  i s  i n  l a y e r  1 , t h e  f r e e  s u r f a c e  c o n d i t i o n  i m p l i e s
t h a t
W e x p ( -  ^ h )  -  A1 + B1 = 0
T h i s  r e s u l t  t o g e t h e r  w i t h  t h e  r e l a t i o n  be tween  A^  and g i v e s  the  
s u r f a c e  d i s p l a c e m e n t ,  u ( 0 )
u ( 0 )  = 2 [w e x p ( -  C ^ )  + V1 1 /  (1 -  U1 ) ( 2 . 1 0 )
I f  t h e  s o u rc e  i s  a t  t h e  f r e e  s u r f a c e ,  t h e  bounda ry  c o n d i t i o n  a t  
z=0 g i v e s
y« ( d ü / d z )  _ = N (00) /  2 tt
Z  \ J  o
Thus ,  we have the  f o l l o w i n g  t r a n s f o r m e d  a z i m u t h a l  d i s p l a c e m e n t  a t  z=0
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- H (u)
u ( 0 )  =  - - - - - - - -  r  (1 +  u ,  )  /  (1 -  u ,  )  1
2ny 5 
1 1
(2 .11)
2.3 General algorithm
Upon combining the results of the last section, we obtain the 
following set of recurrence relations for a source at layer s in a 
form suitable for numerical implementation.
D = 1 + R U +1m m m+1 1 < m < n
if m > n
Rm + Vf exP(-2 ?mdm) ’ Dm if 1 < ra < n
(2 .1 2)
V = < m
if m > s or m > n
W s  f R s  +  V ,1 e x p r -  5s ( 2z s - h - z s - 1) n  7 D s  i f  m  "  3
Ts-1 rwsexp(- 5s(h-zs_,)) * Vsn exp(- 5s.1ds_1) / Ds_, if . = s-1
T V . exp(- £ d ) / P m m+1 r m m m if 1 < m < s-2
N0(w)
where ¥ = -------- sin©
Uiry £s s
The doubly transformed azimuthal displacement at the free surface
is
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2 V1 /  (1 -  U1 ) i f  s > 1
u ( 0 )  = ' 2 r \^ e x p ( -  ^ h )  + V1 1 /  (1 -  U1 )
-  2¥1 (1 + U1 ) /  (1 -  U1 ) i f  h
i f  s = 1 
0
( 2 . 1 3 )
The l a s t  e x p r e s s i o n  o f  ( 2 . 1 3 )  f o r  a s o u r c e  a t  the  f r e e  s u r f a c e  i s  
t h e  same as  e q u a t i o n  (23)  o f  Korn and M ü l l e r  (1983)* i s ,  i n
t h i s  case ,  i d e n t i f i e d  w i t h  t h e  r e f l e c t i v i t y  o f  a l l  l a y e r s  below z=0.
For  SH-waves,  t h e  i n t e r f a c i a l  c o e f f i c i e n t s  s a t i s f y  t h e  f o l l o w i n g  
r e l a t i o n s
T . Td _ 
Hj  •
where = 2
1 -  R ‘
-  R
/  L.
S u b s t i t u t i n g  t h e s e  r e l a t i o n s  i n t o  e q u a t i o n  (32)  o f  K e n n e t t  (1974)  
g i v e s  t h e  r e c u r r e n c e  r e l a t i o n  ( 2 . 1 2 ) .  U and V a r e  t h u s  e q u i v a l e n t  
t o  K e n n e t t ’ s (1974)  r e c u r r e n c e  r e l a t i o n s  f o r  t h e  o v e r a l l  downward 
r e f l e c t i o n  ( R^ ) and upward t r a n s m i s s i o n  ( ) c o e f f i c i e n t s
r e s p e c t i v e l y .  I t  must be no ted  t h a t  t h e  i d e n t i f i c a t i o n  o f  w i t h  
o f  K e n n e t t  (1974)  i s  made o u t s i d e  t h e  s o u r c e  l a y e r .
From th e  s o l u t i o n  ( 2 . 1 3 ) ,  we n o t e  t h a t  t h e  d e n o m in a to r  i s  
i n d e p e n d e n t  of  t h e  s o u rc e  and i s  f u n c t i o n  o f  t h e  s t r u c t u r e  a l o n e .  The 
form of  t h e  n u m e r a to r  depends  on t h e  s o u r c e  d e p t h .  The f a c t o r  two 
a r i s e s  from the  f r e e  s u r f a c e  c o n d i t i o n  f o r  SH. The f o l l o w i n g  i n v e r s e  
Hankel  and F o u r i e r  t r a n s f o r m a t i o n s  g iv e  t h e  SH seismogram a t  z=0
u ( r , t )  = (2 tt) 1
OO
e-ioJt
d o ) u ( 0 )  J Q( k r )  k dk
OO 0
( 2 . 1 4 )
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2.4 Shear dislocation source
For the point shear dislocation source, the discontinuity in the 
particular solution of ü across the source level z=h requires us to 
make a distinction between the two cases - z < h and z > h. Once
this distinction is made, the general results of Section 2.3 can be 
applied to calculate SH seismograms for a point shear dislocation 
source.
The particular solution of ü for a double couple of arbitrary 
orientation is given by equation (A1), or equivalently equation (A5), 
of Harkrider (1976). The SH contribution to the far-field azimuthal 
displacement is a linear combination of two equivalent sources, a 
vertical dip-slip source and a vertical strike-slip source.
If we apply the large-argument and outgoing wave approximation for 
the Bessel function Ji(x) of order i (see for example, Fuchs and 
Müller, 1971), we obtain the following transformed azimuthal 
displacement for the point shear dislocation of spectral moment M (00), 
dip 5 and slip A.
M (w) sgn(z-h) (cosA cos6 sin0 + sinA cos26 cos0)
Uup32
+ (ik/C )(cosA sind cos20 - 0.5sinA sin26 sin20) 1 e
(2.15) 
- C|z-h
where sgn(x) = + 1 if x  ^ 0
and 0 is the angle between the strike of the fault and observer. To 
obtain the seismogram, the following integrations need to be carried 
out
u(r,t) (2 it) 1 e ' 5 rk/27T r11/2 e-i(kr- 7T/4) dk (2.16)
OO 0
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2 .5  Expansion o f  eq u a tio n  ( 2 . 1 5 )
E q u a t i o n  ( 2 . 1 3 )  can be w r i t t e n  i n  an expanded form by m u l t i p l y i n g  
t h e  n u m e r a to r  and d e n o m in a to r  by . We w i l l  n e g l e c t  t h e  s c a l i n g  
f a c t o r  from th e  so u rc e  i n  t h e  p r e s e n t  d i s c u s s i o n  as  i t  does  no t  a f f e c t  
t h e  e x p a n s io n  of  ( 2 . 1 3 ) -
2 . 5 - 1  Expansion o f  (1 -  U1 )D1 . . . D n
As th e  f a c t o r s  and a r e  sum o f  two t e rm s  e x c e p t  when i= n ,
i t  i s  c l e a r  t h a t  t h e  c om ple te  e x p a n s i o n  o f  (1 - U ^ ) p ^ . . . Dn i s  a s e r i e s  
o f  2n t e r m s .
Now,
D1 = Dn ( ’ + UnX"  + Y2 + UnX3 + Y4 +
and
( 2 . 1 7 )
n-1
U . D . . . . D  = 1  (U n E. + P f  + U QÜJ + P j  + U Q* + . . . )1 1  n n v n i  1 n 2 3 n 4 ( 2 . 1 8 )
where
n - i  n - 1
t  = l l
n - 1  
n ER . • • *R. II E . • • • ii ^ .
1 i  =1 i . = i .  +1 11 x i  j  = i  +1 J 1 j  = i . +1 J m
l  i  i - i  l i  m i
i = l , 3 , 5 , . . .  ; m = ( i + l ) / 2
n - i  n - i + 1
y "  = I l 
V 1 W
n -2
I
n - 1
l R. R. • • *R. R.
X1 X2 1 i - l  Xi2+1 1i ~ 1i - l +1
X2 i .l
x n e . • • •  n e .
J l  J r V i +1
(—1+i—1
•HIIi—1 
,r3)
i = 2 , 4 , 6 , . . .  ; 1 =  i / 2
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n-i
I
n-2
I
n-1
I
'1 i
L L L R. •••R. R. n E. ••• n E.
V 1 V l ^ i - E * 1 ii=ii-l+1 11 jm=ii-i+ l J m
i=l,3,5,. .. ; m=(i+l)/2
Qn
n-i n-i+1
l l
i =1 i =i_+1
n-i+2 n-1y • • • y R. R. R. ••*R. u U 1 1 1  i =i0+l i.=i. + 1 1 2 3  i3 2  l l-l
n E. 
Jx=l Jl
x n e . ••• n e .
j2=i2+l J2 jk=ii+l
i=2,U,6,... ; k=(i+2)/2
and E^. = exp(-2^^d^).
The series (2.17) terminates at Unx£ or depending on whether n 
is even or odd. The series (2.18) terminates at P^ if n is even hut 
at if n is odd. Each term of (2.17) is a series of products of
an even number of reflection coefficients, R^, whereas each term of
(2.18) is a series of an odd number of reflection coefficients.
We have chosen to leave and Un in (2.17) and (2.18) instead of 
their respective values for index n because it is then fairly 
straightforward to prove the expansions by induction. Subtracting
(2.18) from (2.17) gives the expansion for the denominator of (2.13).
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2.5*2 Expansion of V^D^...Dn
Suppose the source is in layer s, the expanded form of the 
numerator of (2.13) is as follows.
s—1
Vr-A - ( " Ti Ei > ( eu + vs ) V--D.1 =  1
and
(2.19)
V D ...D = ( R + U _ \ Ed D ....Ds s n v s s+1 ) s+1 n
where Eu = exp^ "- ( h - z ^ ) 1
Ed = exp^- £ (2z - h - z .)1s s s—1'
e7 = exp(- £± d±)
By a suitable change of subscripts, the application of (2.17) and 
(2.18) gives the expansion for (2.19). Physically, equation (2.19) 
indicates that the wavefield at the surface is made up of 
contributions from rays leaving the source upward and downward. The 
amplitude of each ray is modulated by the reflection and transmission 
properties of the medium.
In the special case when the source is in the half space, (2.19) 
takes on the following simple form.
r n  *exp' - £n+1 (h-z )] n T. E. (2.20)
i=l
In this case, only rays leaving the source upward contribute to the SH 
wavefield at the surface.
2.5-3 Comparison with results from ray summation
In subsections 2.5-1 and 2-5-2, we have derived the expansion of 
(2.13)- The expanded form allows ready comparison of our result with 
that from ray summation of Huang and Wang (1981) and Wang (1982).
If we define
h  = h± n Ek
k=i+l
as Wang (1982) noting that our indexing starts with zero from the free
surface and our reflection coefficients are for downgoing waves, the
denominator of (2.13) in the expanded form is the same as equation
(18) of Wang (1982), and (2.20) is the same as his W 0f equation
n-1
(14). It is recognised that each term of ( U^x^1 + - Un n Ei -
i i=1) corresponds to a fundamental reflection r^ of Wang (1982) and each 
term of ( UnX^ ? + Y^+  ^ - UnQ^_^ - ) corresponds to a product of
(i+1)/2 V's.
It is of interest to demonstrate how to obtain equation (2.13) for 
a source in layer s from ray summation. The result of Wang (1982)
gives the transmissivity of a layered medium due to a plane wave
source in the half space. For the case of a point source imbedded in a 
layer of the stratification, the rays leaving the source downward and 
reflected back up from the interfaces below the source must also be 
included in the ray sum. The result of Wang (1982) can then be 
applied to take the reflected rays up to the free surface.
It is shown in subsections 2.5-1 and 2.5-2 that the expansion of 
(2.13) can be carried out by multiplying the numerator and denominator
ky ^...Dn . This shows that the transmissivity of an upgoing ray up to 
the surface from interface m can be obtained from the result of Wang
(1982) by factoring out the appropriate contribution from all the
layers below layer m. Thus, the transmission to the surface from
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interface m is
n Ei / (1-U,)D, ...Dn
=1
---------------------  (2.21)
n
n -
j=m+l j
/ Dm+i.••Dn
The recurrence relations of (2.12) are then used to reduce the sum to 
the form (2.19).
The procedures of summation and reduction can be clarified best by- 
considering a particular example. The example to be considered and 
the summation procedure are shown schematically in Figure 2.2.
Applying (2.21 ), the sum of the four- incident rays gives the 
transformed displacement at the surface. Thus,
i(0) = (I + I2 + x3 + V  / ('-V V ”Dn
where E-) EU h2 D3 D4 
* dE1 R2 E D2 D3
* dE, T T0 R.* E-, 1 2 2 5 5
*
E 1 T
d
2 T2 T
d
3 3
Ed D D 
R4 E4 E5 Ed D
and 1^ denotes the sum of individual displacements due to the ith 
incident ray of Figure 2.2.
Now,
h + h
T1 E* E<3 T2 T2 (R3 + H4 V  E3 D4
and
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z
Figure 2.2 Schematic representation of the SH wavefield in terms of 
rays due to a buried point source at z=h. The solid line represents 
the incident ray from the source whereas the dashed line represents 
the transmission to the surface of the ith ray denoted by the number
i.
i
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s2 = i2 + s1
T1 E1 E (R2 D2 D3 + T2 T2 U3 D5) D4
T1 E* Ed (R2 D3 + U3 D5) D4
E 1 ^ 2  ®2 ^ 3  ^ 4
0  j
We have used the relation, R. + T.T. = 1 ,  in the derivation of the1 l i  ’
above results. The sum + S2) is of the same form as (2.19).
2.6 Numerical comparison of algorithm of Section 2.3 with the 
propagator matrix method
SH seismograms are given by a double integral over angular 
frequency and wavenumber (refer to equations 2.14 and 2.16). The 
problem of numerical arrivals caused by finite limits of integration 
as well as aliasing in the time domain are well documented (see, for 
example, Kind, 1979) and will not be repeated here. In the numerical 
examples presented in this paper, we will follow the approach of Kind 
(1978) and Ingate et al. (1983). We define complex shear wave 
velocities by the following equation
3C = 3 + i 3 / 2Q
where Q is the quality factor for S-waves. The effect of using 
complex velocity is to shift the poles of u(0) away from the real axis
allowing a real axis contour to be used in the evaluation of the
slowness integral. In addition, the effect of attenuation on the
seismograms is included.
At a given slowness, it is seen that the recurrence relations
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(2.12) used to compute the doubly transformed azimuthal displacement 
have their frequency dependence only in the phase terms. The other 
terms in the recurrence relations consist of interfacial coefficients. 
Once these coefficients are calculated for a given slowness, they can 
be used to generate ü(0) for the range of frequencies required to 
compute the synthetic seismograms. In the propagator matrix method, 
it is not possible to separate out the frequency independent terms 
from the elements of the layer matrix. Our algorithm is thus more 
efficient than the algorithm based on the matrix method particularly 
in cases when fine frequency spacing in a given spectral window is 
required. In practical terms, the non-existence of growing
exponentials in our recurrence relations also translates to shorter 
computation time. It is not necessary in our case to carry out matrix 
normalisation nor breaking a homogeneous layer into thinner layers in 
cases when the matrix algorithm would have warranted it. The 
advantages mentioned above also apply to the recursive construction 
scheme of Kennett (1974). However, the algorithm based on (2.12) is 
slightly more efficient than that based on equation (32) of Kennett 
(1974). A minor saving in computation time comes from the way we 
model the point source. Instead of modelling the point source as a 
stress-displacement discontinuity, we incorporate the particular 
solution due to the source directly into our recurrence relation. 
Thus, the source layer need not be broken into two layers.
We conclude this section by comparing synthetic seismograms 
computed by our method with those by the propagator matrix method. 
Figure 2.3 compares our seismograms with the reflectivity method 
seismograms of Korn and Müller (1983). The seismogram sections are 
for their simple coal seam model with Q=5000 for all layers due to a 
surface horizontal force. The two sections compare favourably. The 
slight difference in the pulse shape comes from our uncertainty of the
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Figure 2.3 Comparison of seismograms (a) of Section 2.3 with the 
reflectivity method seismograms (b) of Korn and Muller (1983, 
Figure 2) due to a point horizontal force at the surface.
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source wavelet used by Korn and Muller. We have also applied a cosine 
phase-velocity taper to suppress non-physical phases arriving at phase 
velocities below 2.2 km/s thus reducing the amplitude of the direct 
wave considerably. Figures 2.4 and 2.5 compare the far field 
radiation patterns of two point shear dislocation sources with the 
corresponding SH seismograms of Herrmann (1979) for the simple 
continental model of his Table 1 . A Q of 500 is used in our case. 
The effect of attenuation shows up in our synthetic seismograms in the 
slightly lower relative amplitudes of those phases that have longer 
propagation paths.
Computation experiments show that the number of slowness values 
used in a given phase velocity window must be sufficiently large to 
give a high fidelity in the synthetic trace. High Q values demand 
fine integration. Korn and Muller (1985) noted that fine integration 
is required when the singularities of ü(0) are close to the contour of 
integration. These effects are a consequence of the integration
scheme used. As the Earth is not perfectly elastic, it seems 
justified to use a real axis contour for the slowness integral.
2.7 Discussion
In Section 2.2, the SH wavefield for a layered medium is derived 
by solving the initial-boundary-value problem directly and the 
solution (2.15) is written in terms of the recurrence relations 
(2.12). The recurrence relations are shown to be equivalent to the 
simplified form of Kennett's (1974) recurrence relations for the 
overall reflection and transmission coefficients. The algorithm of 
Section 2.5 does not contain any growing terms thus providing an 
efficient and stable procedure for numerical computation of complete 
SH seismograms.
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Figure 2.4 Comparison of seismograms (a) of Herrmann (1979, Figure 
5a) with the seismograms (b) of Section 2.3 due to a vertical 
dip-slip source at a depth of 10km. The numbers denote epicentral 
distances in kilometres.
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Figure 2.5 Comparison of seismograms (a) of Herrmann (1979, Figure 
5b) with the seismograms (b) of Section 2.3 due to a vertical 
strike-slip source at a depth of 10km. The numbers denote 
epicentral distances in kilometres.
The solution (2.13) can be written in an expanded form. In 
subsections 2.5*1 and 2.5*2, it is shown that the complete expansion 
of (2.13) consists of a series of 2n terms in the denominator and a 
series of 2n_s+^ terms in the numerator. The expanded form affords a 
ready means of comparison with results derived from other approaches. 
In subsection 2.5*3, we compare our result with the result derived 
from ray summation. The expanded form of (2.13) for the case of a 
source in the half space is shown to be equivalent to the result of 
Wang (1982). This demonstrates in an explicit manner the equivalence 
between ray and mode in the sense that the solution (2.13) is a sum of 
individual displacements due to all possible seismic rays arriving at 
the free surface. The summation of all the possible rays arriving at 
the free surface due to a source imbedded in a layer of the stratified 
medium is derived in a heuristic way and shown also to be equivalent 
to the expanded form of (2.13)*
For the purpose of calculating SH seismograms for a layered 
medium, the recurrence form of (2.13) is preferred to the expanded 
form. The computation of (2.13) using the expanded form ((2.17), 
(2.18) and (2.19)) is prohibitive for large values of n. The expanded 
form is useful if one is investigating the properties of individual 
rays or groups of rays.
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CHAPTER 3
RECURRENCE RELATIONS FOR COMPUTING COMPLETE 
P AND SV SEISMOGRAMS
3.1 Introduction
In Chapter 2, a set of recurrence relations for calculating 
complete SH seismograms was obtained by working directly with the 
equations of motion and the constitutive relation. The recurrence 
relations come straight from explicitly solving for the relation 
between the upgoing and downgoing wave components of layer m using the 
continuity conditions at the mth interface. Physically, the 
imposition of the boundary conditions at an interface describes the 
interaction of each wave type at the material discontinuity. In 
general, the wave interaction at the interface generates both 
reflected and transmitted waves. The recurrence relations contain no 
growing terms thus providing a numerically stable algorithm for 
generating the total wavefield at the receiver. It is shown in 
Section 2.3 that the recurrence relations are equivalent to a 
simplified form of Kennett's (1974) recurrence relations for the 
reflectivity and transmissivity coefficients derived from a different 
procedure. In this chapter, the approach of Chapter 2 is extended to 
obtain a set of recurrence relations for computing complete P and SV 
seismograms. These relations relate closely to that of Kennett and 
Kerry (1979) but our recursive construction scheme requires fewer 
algebraic operations for calculating the reflectivity and 
transmissivity coefficients. Our algorithm thus offers a
computationally more efficient scheme than the reflection matrix
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method.
3.2 Derivation of the recurrence relations
In this section, the set of recurrence relations suitable for
generating complete P and SV seismograms in the cylindrical
coordinate system (r, 9, z) with the z-axis taken positive downward is
presented. Vertically inhomogeneous, isotropic and linearly elastic
media are approximated by a stack of n-homogeneous layers over a half
space. The P-wave velocity, the S-wave velocity, the density and the
thickness of layer m, bounded by interfaces z=z , and z=z , are
denoted by a ß p and d , respectively.m ’ m’ m m ’ r J
For motion symmetric about the z-axis, displacements, u, are
independent of 9 so that the rotational motion u=(0,u ,0) can be
excluded and the displacement field u=(u ,0,u ) is then given by37 Z
9 / , 9i|* \U = ---  (<f> + -*■ )
9r 9z
(3.1)
3$ 32\p 1u = —  + — - -------- -
z 9z 9z2 ß2 9t2
where t denotes the time variable. The displacement potentials, (j) and 
\Jj, satisfy the following equations in frequency wavenumber space.
i-e-
CM T3 / dz2 = n2
d2 i p / dz2 = 42 ip
where n
f J  k2 - k2v a
I ' d k 2  -  k2 v ' a
k > ka
k < ka
(3.2)
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6 =
k > k
ß
k < k
3
k = a) /  c
ky = oj /  v , v = a ,  3
Here ,  c d e n o t e s  t h e  phase  v e l o c i t y ,  oj t h e  a n g u l a r  f r e q u e n c y  and the  
ove rhead  b a r  t h e  f o l l o w i n g  F o u r i e r  and Hanke l  t r a n s f o r m s
f  ( k ,  z ,(jo)
icot j Ie d t f ( r , z , t )  J Q( k r )  r  d r
where J  d e n o t e s  the  z e ro  o r d e r  B e s s e l  f u n c t i o n  o f  t h e  f i r s t  k i n d ,  o
The g e n e r a l  s o l u t i o n s  o f  (3*2)  a r e
$ = fp  [ A e x p ( -  r |z) + B exp(  q z ) ]
( 3 - 3 )
$  = ( - f g /  k ) [ C e x p ( -  £z )  + D exp(  £ z ) ]
where f  = 1 /  >/2 pa CJ = q /  03
P
f  = 1 /  / 2  pv V = C /  ws
The f a c t o r s  f  and ( - f s / k )  p rove  c o n v e n i e n t  i n  d e f i n i n g  the  
i n t e r f a c i a l  c o e f f i c i e n t s  and p r e s e n t  a p a r t i c u l a r l y  s im p le  form o f  t h e  
symmetry p r o p e r t i e s  o f  t h e s e  c o e f f i c i e n t s .  S i m i l a r  n o r m a l i s a t i o n  
f a c t o r s  a r e  used by K e n n e t t  and K e r ry  ( 1 9 7 9 ) .  A g e n e r a l  t r e a t m e n t  o f  
t h e  sym m etr ie s  i n  the  r e f l e c t i o n  and t r a n s m i s s i o n  o f  e l a s t i c  waves i s  
p r e s e n t e d  by K e n n e t t  e t  a l .  ( 1 9 7 8 ) .  T h i s  symmetry i s  p r e s e r v e d  i n
t h e  r e c u r r e n c e  r e l a t i o n s  to  be p r e s e n t e d  i n  t h i s  s e c t i o n .
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The 4 ( n + 1 ) a m p l i t u d e  c o e f f i c i e n t s  (A,B,C,D)  o f  4 and p f o r  an 
(n+1)  l a y e r e d  h a l f  space  a r e  d e t e r m i n e d  from t h e  i n i t i a l  and boundary  
c o n d i t i o n s  o f  t h e  p rob lem . For  a p a r t i c u l a r  p r o p a g a t i o n  p rob lem ,  t h e  
p r e s c r i b e d  body f o r c e  g i v e s  t h e  p a r t i c u l a r  s o l u t i o n s  f o r  (j) and ij;.
I n  t h e  s o u r c e  l a y e r ,  t h e  p a r t i c u l a r  s o l u t i o n s  and ip must  be
added to  t h e  g e n e r a l  s o l u t i o n s  ( 3*3 ) •  These p a r t i c u l a r  s o l u t i o n s  a r e  
d e f i n e d  i n  Appendix A f o r  t h r e e  k i n d s  o f  p o i n t  s o u r c e .  The boundary
c o n d i t i o n s  i n c l u d e  th e  c o n t i n u i t y  c o n d i t i o n s  o f  s t r e s s  and
d i s p l a c e m e n t  a c r o s s  the  n i n t e r f a c e s .  The s t r e s s  components  f o r  an 
i s o t r o p i c  medium a r e
T zz
T r z
A V tj) + 2 y
3u
y ( — -  + ■
3r
3ur
3z
3ur
3z
( 3 . 4 )
where A and y a r e  Lame c o n s t a n t s .  The f r e e  s u r f a c e  and h a l f  s pace  
c o n d i t i o n s  p r o v i d e  t h e  r e m a in in g  c o n s t r a i n t s  needed  to  d e t e r m i n e  th e  
4 ( n + 1 ) a m p l i t u d e  c o e f f i c i e n t s  e x p l i c i t l y .
The s o l u t i o n  p r o c e d u r e  f o l l o w e d  i n  t h i s  c h a p t e r  to  d e r i v e  t h e  s e t  
o f  r e c u r r e n c e  r e l a t i o n s  f o r  computing P and SV se ism ogram s  i s  
d i s c u s s e d  i n  d e t a i l  i n  C h a p t e r  2 .  The d e t a i l s  a r e  n o t  r e p e a t e d  h e r e  
e x c e p t  f o r  t h e  f o l l o w i n g  comment.
At t h e  mth i n t e r f a c e ,  z=z , t h e r e  a r e  m’ f o u r e q u a t i o n s r e l a t i n g  A^,
B , C , and D m m m to  A , . , B ^  , C andm+1 ’ m+1 ’ m+1 D ,| from t h e  c o n t i n u i t y
c o n s t r a i n t s  of s t r e s s  and d i s p l a c e m e n t . I f we b e g in a t  t h e  n t h
i n t e r f a c e ,  Sn+^ and v a n i s h  by a p p l y i n g the h a l f  space c o n d i t i o n s .
A .j and can  be e l i m i n a t e d from the f o u r  e q u a t i o n s  to o b t a i n
e x p r e s s i o n s  f o r  B and D i n^ n n te rms of A and C . Us ingn n 0 t h e s e
r e l a t i o n s ,  t h e  same o p e r a t i o n s  can be c a r r i e d  ou t  w i t h  the  f o u r  
d e f i n i n g  e q u a t i o n s  f o r  t h e  n e x t  i n t e r f a c e  up .  T h i s  p r o c e d u r e  i s
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r e p e a t e d  u n t i l  l a y e r  1 i s  r e a c h e d .  On p a s s a g e  th ro u g h  t h e  
s t r a t i f i c a t i o n ,  e x t r a  t e rm s  due to  t h e  p a r t i c u l a r  s o l u t i o n s  f o r  <j> and 
ijj i n  t h e  s o u rc e  l a y e r  a r e  p i ck e d  up.  In  g e n e r a l ,  we o b t a i n  t h e  
f o l l o w i n g  r e l a t i o n s  a t  the  mth i n t e r f a c e  by e l i m i n a t i n g  th e  a m p l i t u d e  
c o e f f i c i e n t s  A . and C .
U A m m V C m m + P W + m s Q X m s ( 3 . 5 a )
D = U A + V* C + P* tf + Q* X m m m  m m  m s  m s ( 3 . 5 b )
where
= [ dr  + U a R
*
+ V a s
PPm m+1 m m+1 i
-  [ dr  +sp r m ( V i  *
* *
V . ) R m+1 m
*
U = V m m
*  d  *V « [ r  + U ^  S + V . R m L s s  m+1 m m+1 mm
A ,  U I T  u „A = 1 -  r  U ^ . - r  V . m pp m+1 s s  m+1r r m m
*  *
^m+1 ^m+1 ^m+1 ^m+1 ^m+1
/ u u u u \r  r  -  r  r  ) pp s s  sp ps
+ V i  Tm + J m+1 A s  ] eXp(- 2 V m ) '  Aim
A
V T + J , a r  ] e x p [ - ( n  +C )d 1/  A m+1 m m+1 sp m sm; mJ/ mm
( 3 . 6 )
+ V i  A. + J m+1 r pp - exP ( - 2 A dm) '  Ar r m
_ ru TT _ ru y + J  V-
sp m+1 ps 'm+1 m+1 mm m
and U , U , V and V v a n i s h  f o r  m=n+1 . The t e rm s  P , Q , P and Q m’ m’ m m m’ m’ m m
f o r m a l l y  i n c o r p o r a t e  t h e  so u rc e  e x c i t a t i o n  i n t o  t h e  p r o p a g a t i n g  
w a v e f i e l d s .  For  a s o u r c e  i n  l a y e r  s ,  t h e y  v a n i s h  f o r  m > s and f o r  
m=n+1. r  and t  d e n o te  t h e  mth i n t e r f a c i a l  r e f l e c t i o n  and
t r a n s m i s s i o n  c o e f f i c i e n t s  r e s p e c t i v e l y .  The s u b s c r i p t  xy d e n o t e s  x to
y c o n v e r s i o n . The s u p e r s c r i p t s  d and u i n d i c a t e  t h a t the  wave
a p p r o a c h e s  the mth i n t e r f a c e  from above and below the i n t e r f a c e
r e s p e c t i v e l y . These c o e f f i c i e n t s  as w e l l  as R , S , T , R*nr m nr m
*
and T a r e  m
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d e f i n e d  i n  Appendix A.
E q u a t i o n s  (3»5a)  and ( 3 . 5b) a r e  w r i t t e n  f o r  z=z+ , j u s t  below t h em-1
( m - l ) t h  i n t e r f a c e  as  t h e y  a r e  t h e  r e s u l t s  which a r e  used to  d e r i v e
s i m i l a r  e x p r e s s i o n s  f o r  l a y e r  (m -1) .  I t  must be n o t e d  t h a t  we have
o m i t t e d  t h e  a p p r o p r i a t e  e x p o n e n t i a l  t e rm s  a s s o c i a t e d  w i t h  t h e
r e s p e c t i v e  a m p l i t u d e  c o e f f i c i e n t s  i n  ( 3 * 5 ) .  P h y s i c a l l y ,  e q u a t i o n
( 3 - 5 )  can be i n t e r p r e t e d  as  t h e  c o n t r i b u t i o n  to  t h e  upgo ing  P and SV
w a v e f i e l d s  from the  downgoing waves t h a t  have been  r e f l e c t e d  back up
from th e  s t r a t i f i c a t i o n  be low.  The e x p a n s i o n  o f  i s  an i n f i n i t e
s e r i e s  r e p r e s e n t i n g  a l l  t h e  m u l t i p l y  r e f l e c t e d  and t r a n s m i t t e d  r a y s
t h a t  i n t e r a c t  w i t h  t h e  s t r a t i f i c a t i o n  below - l a y e r  m. C i s t e r n a s  e t  a l .
(1973)  have c a r r i e d  ou t  t h i s  e x p a n s i o n  f o r  a t w o - l a y e r e d  h a l f  s p a c e .
A s i m i l a r  e x p a n s i o n  was p r e s e n t e d  by K e n n e t t  ( 1 9 7 4 ) .  For  l a y e r s  above
*  *
t h e  s o u r c e  l a y e r ,  the  te rms  P , Q , P and Q d e s c r i b e  t h em’ qn* m m
c o n t r i b u t i o n ,  to the  upgo ing  P and SV w a v e f i e l d s ,  o f  t h e  upgo ing  waves 
o f  l a y e r  (m+1).  These te rms  a r e  d e f i n e d  i n  the  f o l l o w i n g  e q u a t i o n s .
F o r  m=s,
P = U exp(  p ds s
Q = V exp(  £ d ) s s r  s s
P = U exp(  r) d ) s s s s
" f t -X*
Q = V exp(  £ d ) s s s s
F o r  m = s - 1 ,
( 3 . 7 )
P s - 1  * I
■ t u -  V L ,
*
+ V M  , ]
' pp s -1 s s -1 s s - 1
Qs - 1  -  !■ t u + U L 1 s -1
*
-  U Ms -1
1J
' s p s -1 s s
s-1 s-1 s-1
s-1 s-1 7 s-1
( 3 . 8 )
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*
P S-1 -  [  t upss-1
- V N + V*s s-1 s
*
Qs-1 - [ tu + U N , - U* s s-1 ss s . s-1
's — 1 s-1 ; s-1
's—1 s-1 ' s-1
For 1 < m < s-2,
[ P ( tU - V , L + V M ) m+1 pp m+1 ra m+1 m rim
+ PL, (*L + U , L - U* Mm ) ] exp(-n Id ) / Am+1 sp m+1 m m+1 m m m  nm
-x- -X-
5 = [ P _ ( tU - V N  + V . 0 )m m+1 ps m+1 m m+1 mr m
(3.9)
+ P _ (tu + U 1 W - U 0 ) ]■exp(-C d ) / Am+1 ss m+1 m m+1 m J m m n
* *
The equations for Q and Q are the same as for P and P respectively ^ m m m m r J
* *
except that P is replaced by Q and P by Q . L , M , N and 0 inr m m' m m
equations (3-8) and (3-9) are defined in Appendix A.
The terms Wg and of (3* 5a) and (3-5b) arise from the source.
Denoting the scaled amplitudes of the P and SV source potentials above 
the source level z=h by WU and Xu , and below the source level by Wd 
and Xd, they relate to that of the particular solutions and ijj^) of
$ and ijj by |^ q |/f and | | (- k / f . These scaled potential amplitudes
for an explosive point source, a point vertical single force and a 
point shear dislocation source are presented in Appendix A. The 
source terms W and X^ of equation (3.5) are
Wd exp[-r^(zg-h)] if m=s
Wu exp[-r)g(h-zs_1 ) 1 if m < s
+ P ¥d exp[-n (z -h)] + Q Xd exp[-£ (z -h)] s s s s s s
and (3 .10)
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X = s
Xd exp[- Cg (zg-h)] if m=s
XU expT-r (h-z .)] if m < sSs s-1 J
+ P Wd exp[-n (z -h)] + Q Xd exp[-r (z -h)]S *d o S o o
The terms R , S , T , R , T , L  M , N  and 0 in the definitions 
of the recurrence relations (3*6), (3•8) and (3*9) which come directly 
from solving the boundary conditions at an interface can be expressed 
in terms of interfacial coefficients. These alternative expressions 
are given in Appendix A. The identification allows physical 
interpretation of these terms. The functions of the recurrence 
relations of this section are thus seen as a compact and efficient way 
of generating the total wavefield.
To take into account the wave interaction with the free surface, 
the free surface conditions must be imposed. The free surface 
conditions at z=0 imply
u -Q , ur B, + rPP 1 sp r r o *o
(3.11)
B. + r
where r , r , r PP„ PS and r are the surface reflectionsp ssr o o0 " o
coefficients. These surface coefficients are defined in Appendix A. 
If the source is in layer 1, WUexp(-T]^ h) must be added to and
XUexp(-C^h) added to . For a surface source, the scaled P and SV 
source potential amplitudes must be added to A^  and respectively.
The application of (3*0 and integration over both angular 
frequency and wavenumber give the radial and vertical components of
the seismogram. For numerical integration of the wavenumber integral,
we can follow the approach of Kind (1978) and define complex
velocities by the following equation
v = v + i v / 2Q c v
where v denotes the P- or S-wave velocity and its- corresponding
quality factor. The application of complex P- and S-wave velocities
shifts the poles of the integrands off the real wavenumber axis. A
real axis contour can thus be used in the evaluation of the wavenumber 
integral.
3*3 Computation efficiency
* *It can easily be shown that U , U , V and V are elements of thenr m m m
-ft ftoverall downward reflection matrix ( F ) whereas P , 0 , P and Q~m m ’ nT m m
are elements of the overall upward transmission matrix ( A  ) of the 
reflection matrix method (Kennett and Kerry, 1979, equation 4.25). 
For example, equations (3-6) and (3-8) reduce to the reflection and 
transmission coefficients associated with the nth interface when m=n 
and s=n+1. However, the recurrence relations of Section 3.2 require 
fewer algebraic operations to compute the reflectivity and
transmissivity coefficients. To demonstrate the greater efficiency of 
our algorithm, it is sufficient to compare the number of algebraic 
operations required by equations (3*6) and (3*9) with those required 
by the following equations of Kennett and Kerry (1979)-
Rd + TU ~m ~m T [ I - RU T , . ~ m + 1 ~  ~m ~ m + 1 1 1 Td (3.12)
and
53
A~m E TU [ I  -  ~m ~m ~ un+1 ru r1~ m  " j n + 1
where
r  r
PP SPm m
r  r■ ps s sm m
t  t
PP SPm m
t  tps s s
e x p ( -n  d )^ m m
0 exp( -£  d )
m m .
(3.13)
and I  i s  the  2x2 i d e n t i t y  m a t r i x .  The s u p e r s c r i p t s  d and u a s s o c i a t e d
w i t h  R and T o f  (3*12)  and (3*13)  i n d i c a t e  t h a t  t h e  i n t e r f a c i a l  
~m ~m
c o e f f i c i e n t s  o f  t h e  m a t r i c e s  a r e  f o r  t h e  i n c i d e n t  wave above and below 
t h e  i n t e r f a c e  r e s p e c t i v e l y .
To c o n s t r u c t  t h e  se ism ogram s,  t h e  r e f l e c t i v i t y  and t r a n s m i s s i v i t y  
c o e f f i c i e n t s  a r e  computed a t  a d i s c r e t e  s e t  o f  k £ p o i n t s  i n  t h e  
s l o w n e s s - f r e q u e n c y - s p a c e ,  where k d e n o t e s  t h e  number o f  s lo w n e ss  and £ 
t h e  number o f  f r e q u e n c y  v a l u e s .  F i r s t ,  t h e  number o f  a l g e b r a i c
o p e r a t i o n s  r e q u i r e d  to  c a l c u l a t e  e q u a t i o n s  ( 3 . 6 )  and ( 3 . 9 )  a r e
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counted. We denote as the number of algebraic operations required 
to calculate the interfacial coefficients for each slowness value. The
other frequency-independent terms used in the definitions of the
*recurrence relations of Section 3*2 require G and G number ofP P
operations for (3.6) and (3*9) respectively. For the recurrence 
relations (3*6), the following number of operations are required.
HR - k [ C + G + Jl(Ef + Df)] (3.H)
where GP 14m + 8a
Rf - 18m + 18a
Df ■ 3 (d + e)
Here, m, a, d and e denote complex multiplication, addition, division 
and exponentiation respectively. The subscripts p and f denote 
frequency independence and frequency dependence respectively. The 
recurrence relations (3.9) require the following number of operations 
in their computation.
ht - k [ G p + «.(Tf + D*)] (3.15)
*where G = 8m + 4a P
T^ = 16m + 12a
D* = 2 (d + e) + 4m
For the present discussion, it is assumed that the number of 
operations required to include the phase terms described above also
hold for the computation of (3.12) and (3.13) of the reflection matrix
*
method (refer to the and terms above). Further, it is assumed
that |~I - r . RU]  ^ of (3.13) has been computed and stored as ( T~ ~m+1 ~m' ~m+1
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R )" = R r , where T denotes the transpose.~m ~m ~m+1
In general, the multiplication and addition of two 2x2 matrices
require (8m + 4a) and 4a operations respectively. However, if the
resultant product or sum is symmetric, there is a 25 per cent
reduction in the number of operations. The symmetric matrices in the
intermediate results of (5*12) are T [i - RU T . 1*"^ , Tu T , [ii.m+1 im+1 J ’ _m ~m+1 L~
- RU F ] 1 Td and R^. Hence, the total number of operations for~m ~m+1 ~m ~m r
(3*12) is as follows.
Kr - k [ cp + S. (R* + Df + d)] (3.16)
*where R^ = 30m + 22a. For (3*13), the number of operations is
Kt = k [ £(T* + D* - 2d)] (3.17)
*where TR = 16m + 8a.
To facilitate the efficiency comparison of algorithm of Section 
3.2 with the reflection matrix method, one complex division is taken 
as equal to two complex multiplications and one complex multiplication 
is taken as equal to four complex additions. The computation of the 
phase term for equal frequency spacing (Au) ) is equal to one 
multiplication once the exponential term of the form exp(-x Aco) has 
been calculated. Also, n divisions can be replaced by one division 
plus n multiplications in the computation of the recurrence relations 
because the divisions are by the same denominator. Under these 
assumptions, the following results are obtained.
Hr ~ k £(l34a)
k &(108a)
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(5.18)
K ~ k £ (190a)K
KT ~ k£ (96a)
For a source in the top layer, only the reflectivity coefficient is 
required for computing the synthetic seismograms. In this case, the 
algorithm of Section 5*2 requires only 70 per cent of the operations 
required for the algorithm based on (3.12). For a source in the 
half-space, both the reflectivity and transmissivity coefficients are 
required degrading the improvement in computational efficiency of our 
algorithm to 85 per cent of the operations required for the reflection 
matrix method.
3-4 Numerical comparison of the algorithm of Section 3-2 
with the propagator matrix method
In this section, seismograms computed by the propagator matrix 
method are compared with those computed by the method presented in 
Section 3.2. Figures 3.1(a) and 3.1(b) compare the vertical and radial 
component seismograms for a 10 km deep explosive source calculated by 
the algorithm of Section 3-2 with those of Wang and Herrmann (1980). 
The seismograms are computed for the simple crustal model of Wang and 
Herrmann over the frequency band ranging from 0.0 to 1.25 Hz and their 
source time function with t =0.4 sec is used. A Q of 700 and a Q of^ P
500 are used in our case. The same comparison is made in Figure 3.2 
using the same set of parameters as in Figure 3*1 except that a point 
vertical dip-slip dislocation source is used. Our seismogram 
sections compare very well with those of Wang and Herrmann. The
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3 .2  w ith  the  seismograms ( l e f t  hand column) o f  Wang and Herrmann 
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1 *
58
T-R/8.10
Figure 3.2 The details are the same as in Figure 3*1 except that a 
vertical dip-slip source is used. The comparison is made with 
Figure 6 of Wang and Herrmann (1980).
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effect of attenuation shows up in our synthetic seismograms in the 
slightly lower relative amplitudes of those phases that have longer 
propagation paths and that our synthetic traces are relatively 
smoother. Figures 3.1 and 3*2 also illustrate the source effect on 
the relative excitation of the various phases along a particular 
source-receiver azimuth.
The final comparison, shown in Figure 3*3, is made with the 
seismograms computed by the reflectivity method of Kind (1978) for a 
0.3 Km deep explosive source in the Jeffreys-Bullen earth model. Our 
synthetic seismograms compare fairly well with those of Kind. The
difference between the relative amplitudes of our traces and those of 
Kind, particularly the S-wave arrivals, may be due to our uncertainty 
of the crustal model used by him. A single-layered crust with ot=6.4 
km/sec, (3=3.7 km/sec and p=2.9 gm/cm is used in our case.
3-5 Discussion
A set of recurrence relations for computing P and SV seismograms 
are obtained from the solution procedure described in Chapter 2. The 
recurrence relations of Section 3«2 are related to the overall 
downward reflection and upward transmission matrices of Xennett and 
Kerry (1979) in Section 3-3. Our recursive construction scheme for 
the reflectivity and transmissivity coefficients is shown to be 
computationally more efficient than that of the reflection matrix 
method. The effects of source depth and stratification are separated 
into different terms providing insight into their individual effects. 
For a given model, the shallower the source depth the smaller is the 
amount of computation required for surface displacements. Only 3 of 
the 7 recurrence relations need to be used for layers below the source 
layer. The results obtained from the boundary conditions at each
-X
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interface are seen as incorporating the interaction of each wave type
with the material discontinuity into the whole wavefield. The
algorithm of Section 3-2 is numerically stable as no growing term
exists in the definition of the recurrence relations. It is thus not
necessary to carry out extra computation to avoid the loss of
precision problem. Further, providing that the material properties
are frequency independent these recurrence relations have their
frequency dependence only in the phase terms. Once the terms defined
in Appendix A are calculated for a given slowness, they can be used to
generate the integrands for the range of frequencies required to
compute the synthetic seismograms. The symmetry properties of the
interfacial reflection and transmission coefficients manifest
themselves, in the more general sense, in the identification of
with U (refer to equation 3*6). In addition, the forms of U and V m n m m
indicate that the ray sum for all the possible rays due to a downgoing 
incident P and arriving back to layer m as an upgoing P will be the 
same as the ray sum for all the possible rays with downgoing incident 
S and arriving back as upgoing S if the P- and S-wave terms are 
interchanged. These symmetry properties reduce the amount of
computation considerably. The numerical examples presented in the 
last section demonstrates the effectiveness of our algorithm for
computing P and SV seismograms.
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CHAPTER 4
COMPLETE SEISMOGRAM SYNTHESIS IN LAYERED 
TRANSVERSELY ISOTROPIC MEDIA
4.1 Introduction
Some of the materials, such as olivine and pyroxene, that make up 
the Earth are quite often intrinsically anisotropic to seismic wave 
propagation. Their ordinarily lack of preferred orientation in the 
Earth gives rise to a medium that is nearly isotropic. However, 
accumulating evidence suggests that the assumption of isotropy may 
need to he relaxed. For example, studies in the Pacific Ocean
demonstrate that the P^ velocity varies with azimuth (Hess, 1964; 
Forsyth, 1975) and that the shear-waves show Rayleigh-Love discrepancy 
(Schlue and Knopoff, 1977; Mitchell and Yu, 1980). Similar
observations have also been reported for the continental upper mantle 
(see, for example, Bamford, 1977; Chesnokov and Nevskiy, 1977; Crampin 
and King, 1977; Vetter and Minster, 1981). To account for these 
anomalies in seismic observations, new parameters are needed for 
modelling the Earth. Elastic anisotropy encompasses these seismic 
anomalies from a wide range of causes into one convenient framework of 
analysis. Seismic observations also suggest that anisotropy is
generally a second order effect. The incorporation of anisotropy into 
the Earth's structure reflects the improvement in the resolution of 
the seismic observation and in our understanding of the effect of 
anisotropy on seismic wave propagation. A number of mechanisms have 
been studied and proposed that will result in elastic anisotropy. 
They include the alignment of the constitutive material in preferred
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directions (Christensen and Salisbury, 1979), the opening of cracks 
along the direction of maximum compressive stress (Brace et al., 1966; 
Crampin, 1984) and the presence of liquid inclusions due to partial 
melting (Schlue and Knopoff, 1977). These mechanisms imply a dynamic 
nature of evolution. Hence, anisotropy may vary with (geological) 
time. On the other hand, the inversions for elastic anisotropy may 
provide important results for constructing the mineralogy, flow and 
stress field in the Earth. Two special issues of the Geophysical 
Journal (49, No. 1, 1977; 76, No. 1, 1984) contain some of the reports 
on these developments in the theory, causes and observations of
seismic anisotropy.
A powerful and flexible method for handling all the rays and
reverberations of the seismic wavefield in horizontally stratified 
media is the matrix method. Booth and Crampin (1983) extended the
reflectivity method of Fuchs and Müller (1971 ) to include anisotropic 
layers in the reflecting zone. Their technique employs the recursive 
construction scheme of Kennett and Kerry (1979) for computing the
reflectivity of the reflecting zone but neglects the effect of the
free surface. Also, the source depth is restricted to a level above 
the reflecting zone. The modification of Kennett's reflection matrix 
method to compute the total response of a stratified anisotropic 
medium was recently presented by Fryer and Frazer (1984). In
practice, the limitation in computing resources restricts the
application of synthetic seismogram programs for full anisotropy to
models in which the divergence of energy out of the sagittal plane is 
small. No such divergence of energy occurs in the case when the
vertical plane is a symmetry plane - the case of transverse isotropy. 
The description of seismic wave propagation in transversely isotropic 
media is relatively simple and can be written analytically. For more
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general anisotropy, such analytical expressions are not available.
The application of the propagator matrix method to transversely 
isotropic media has been reported by a number of authors (Harkrider
and Anderson, 1962; Takeuchi and Saito, 1972; Sprenke and Kanasewich, 
1977). The extension of the reflection matrix method to include 
transverse isotropy into . the stratification was presented by 
Illingworth (1982). In Chapters 2 and 3, algorithms for computing 
complete P, SV and SH seismograms in isotropic media are presented.
In Sections 2.3 and 3*3, the algorithms are shown to require fewer 
algebraic operations than those based on the reflection matrix method. 
In the next section, the approach of the last two chapters are 
extended to include transverse isotropy into the stratification. 
After a brief review of the consequences of elastic anisotropy on 
seismic wave propagation, a set of recurrence relations for computing 
complete seismograms in transversely isotropic media is presented. 
The algorithms obtained from these recurrence relations are general; 
the source can be at any depth and anisotropy at any depth range of 
the stratification. In addition, the effect of the free surface is
included.
4.2 Wave propagation in an anisotropic medium
For a linearly elastic solid, the following generalized Hook's law 
relating stress and strain applies
T i j Cijkl \ l 4.1
where is the stress tensor, e ^  the Cauchy infinitesimal strain
tensor and c. .. , the 4th order tensor of elastic moduli. Because of ijkl
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the symmetry of T. . and e and that c. =c . only 21 of the 81K -L ijK-L K-LlJj
elements of c _ ^  for the mos‘t general anisotropic medium are
distinct. The number of distinct elements of c. .. n is reduced if theijkl
medium in question possesses symmetry plane(s). When the medium is 
isotropic, only two constants, the Lam& constants, are needed to 
describe the elastic medium. Away from the isotropy assumption, it
can be shown that in general there are three body waves with distinct 
velocities that vary with the direction of propagation and with 
particle motions that are neither parallel nor normal to the 
wave/slowness vector (see, for example, Auld, 1973, and Crampin,
1981). However, the particle motions of these body waves are still 
orthogonal to one another. The difference now is that, in general
there is coupling among the three body waves. When the direction of 
propagation is along the symmetry plane (and also certain non-symmetry 
directions), the propagation modes have particle motions either 
parallel or normal to the wave vector (Auld, 1973). This is always the 
case for waves propagating in an isotropic medium regardless of their 
direction of propagation. Even for point sources, the anisotropy of 
material deformation in response to an applied force gives rise to 
non-spherical wave surface. In general, the radius vector of the wave 
surface is not parallel to the wave vector. As the wave vector is 
normal to the wave surface, it is now necessary to distinguish between
the group and phase velocities. A point on the wave surface travels
along the ray with the group velocity whereas the plane of constant 
phase moves along its normal with the phase velocity. The shape of 
the wave surface can be extremely complicated, especially those of the 
shear-waves. The effect of anisotropy on wave propagation causes 
azimuthal and polarization anomalies in seismic observation. There is 
also the possibility of more than one direct shear-wave arrival
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showing up in the seismogram. This can be problematic in seismic 
interpretation. A recent review of the theory and physical behaviour 
of wave motion in anisotropic and cracked elastic medium was presented 
by Crampin (1981).
The simplest form of anisotropy is the hexagonal system. If the 
axis of symmetry is the vertical axis, the medium is said to possess 
transverse isotropy. In such a medium, 5 elastic moduli are needed to 
fully describe the elastic behaviour. The simplification here is that 
the particle motion of the SH-mode is always normal to the wave vector 
and it always decouples from the quasi-longitudinal (qP) and 
quasi-shear (qSV) modes. Once the phase -velocity for a particular 
propagation mode travelling in a certain direction is known, the 
Cartesian components of the intersection between the wave surface and 
the xz-plane can be calculated from the following parametric 
representation (see, for example, Postma, 1955, and Krey and Helbig, 
1956).
x = c sin(j) + (dc/dj) cos(j)
z = c cos(j) - (dc/dj) sin(j)
(4.2)
where c is the phase velocity and j the angle the wave vector makes 
with the vertical axis. The direction of the ray deviates from that 
of the wave vector by the angle
0 arctan( c 1. dc/dj) (4.3)
The magnitude of the group velocity, v , is thus v =c/cos(0). If§ §
d(j+0)/dj changes sign as j increases from 0 to tt/2, the wave surface
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has cusps (Postma, 1955). An example of a wave surface with cusps is
presented in Figure 4.1. This occurs for the qSV wave surface when
the anisotropy is strong. No such complexity exists in the case of 
the qP- and SH-waves. The SH wave surface is always an ellipsoid for 
transversely isotropic media. Figure 4.2 illustrates the geometrical 
relationship between the ray and wavefront normal for SH-waves in a 
transversely isotropic medium with the horizontal velocity 10 per cent 
higher than the vertical velocity. The direction of the ray and 
wavefront normal are coincident when the wavefront is normal or 
parallel to the symmetry axis. Similar results apply for the qP- and 
qSV-waves.
The extension of the matrix method for seismogram synthesis in an 
isotropic medium to a general anisotropic medium encounters a number 
of complications and involves additional computational efforts. The 
first is the difficulty in the description of the source. The second 
is that an analytical description of the wave vector (and hence the 
wavefield) has not been derived. A numerical root searching routine 
needs to be applied to the characteristic equation of the
Kevin-Christoffel equation or its equivalent obtained from the
condition for the existence of non-trivial solutions for the
wavefield. The third complication relates to wave propagation in a 
spherical symmetric Earth. The theory for wave propagation in a 
spherically layered and generally anisotropic medium has not been 
developed.
In the simple case of transverse isotropy, the above difficulties 
disappear. For motion symmetric about the vertical axis, the 
transverse isotropy of the medium also makes the slowness integration 
in the azimuthal direction unnecessary thus greatly reducing the 
amount of computation required to simulate a curved wavefront. In the
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Figure 4-2 The geometric relationship between ray and wavefront 
normal for SH-waves propagating in a transversely isotropic medium 
with the horizontal velocity 10 per cent higher than the vertical 
velocity.
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following, we shall present general algorithms for computing complete 
seismograms in a stratified, transversely isotropic medium. These 
algorithms are derived from the solution procedure described in 
Chapter 2. Apart from the definitions of the wave vectors and 
interfacial coefficients, the structure of the algorithms for the 
transversely isotropic medium follows those for the isotropic medium.
velocities) required to define the 
of density p are
(4.4)
where c^ , c ^ , cgg> c ^  and c ^  are the elastic moduli of (4.1 ) in 
abbreviated subscripts. The subscripts h and v denote horizontal and 
vertical direction respectively. To refer the parameters to layer m 
of the stratification, a subscript m will be attached to them. The 
density and thickness of layer m bounded by the horizontal planes 
z=z , and z=z are denoted by p and d respectively.
For a transversely isotropic medium, an indication of the degree 
of anisotropy is the contrast between the horizontal and vertical 
velocities. Of course, the contrast between the horizontal and
vertical velocities for qP-waves need not be the same as the contrast 
for the qSV-waves. The per cent difference between the horizontal and 
vertical velocities are defined to be
100 ( - Uy ) / Uh , u = a, 3
The five parameters (or 
transversely isotropic medium
OL =n (cii / P)1/2
aV (c33 / P)1/2
ßh - ^°66 / P)1/2
ßv ■ (c44 / P),/2
Y = (°13 / P)1/2
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4 . 2 . 1  SH
The t r a n s f o r m e d  f a r - f i e l d  e q u a t i o n  f o r  t h e  a z i m u t h a l  d i s p l a c e m e n t ,  
v ,  i n  c y l i n d r i c a l  c o o r d i n a t e s  ( r ,  9, z)  i s
d2 v /  dz2 -  <7 p2 -  1) v /  t?  -  0 ( 4 . 5 )
00
p
00
where v = exp(ico t) d t  v J  ( k r )  r  d r
J  0
_ _  O O
k = co /  c
0
p = 1 /  c
and c d e n o te s  the  phase  v e l o c i t y ,  co t h e  a n g u l a r  f r e q u e n c y ,  t  t he  t ime  
and J q t h e  z e ro  o r d e r  B e s s e l  f u n c t i o n  o f  the  f i r s t  k i n d .  The s t r e s s  
component ,  r e q u i r e d  to  s p e c i f y  t h e  c o n t i n u i t y  c o n d i t i o n  a t  the
i n t e r f a c e s  i s
Tz0 = c44 d v /d z  ( 4 . 6 )
E q u a t i o n s  ( 4 . 5 ) and ( 4 . 6 )  a r e  o f  t h e  same form as  t h o s e  f o r  an
i s o t r o p i c  medium. Hence,  t h e  form of  t h e  g e n e r a l  a l g o r i t h m  o f  S e c t i o n  
2 .3  f o r  SH-waves a p p l i e s  to  t h e  c o m p u t a t i o n  o f  SH se ismograms i n  
t r a n s v e r s e l y  i s o t r o p i c  media p r o v id e d  t h a t  the  r i g i d i t y  p a r a m e t e r ,  y , 
i s  r e p l a c e d  by c ^  and th e  v e r t i c a l  component  o f  t h e  wave v e c t o r ,  £ ,
by
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- k y ( p 2 (4  -  D 1 /2  i f  P > 1 /  ßh
i  k v (1 -  p2 ( ^ ) 1 /2  i f  P < 1 /  ßh
( 4 . 7 )
where k v = co /  (3
From ( 4 . 7 ) ,  the  phase v e l o c i t y  c as a f u n c t i o n  o f  the  a n g le ,  j , 
th e  wave v e c t o r  makes w i t h  th e  z - a x i s  i s
/ . n ( o  2 2 . 2 2 . 1 / 2
= ( ßy cos 1 + 3h s i n  j ) ( 4 . 8 )
The p a r t i c u l a r  s o l u t i o n  o f  e q u a t io n  ( 4 . 5 )  depends on th e  fo r c e  
te rm .  F o r  a p o in t  h o r i z o n t a l  s i n g l e  f o r c e  N ( t )  a c t i n g  i n  the  
d i r e c t i o n  0 and a t  d e p th  h, th e  p a r t i c u l a r  s o l u t i o n  i s
v q = Nq ( co) e x p ( -  F,\ z -h |  ) /  4 ttc ^ E, ( 4 . 9 )
F o r  a p o i n t  sh e a r  d i s l o c a t i o n ,  th e  p a r t i c u l a r  s o l u t i o n  f o r  SH-waves i n  
th e  f a r - f i e l d  i s
v  = [ s g n ( z - h )  M + i k  M /  F 1 e x p ( -  F I z -h | ) /  4 tt c ( 4 .1 0 )0 yz x y  ^ 1 1 44
where s g n (x )  = _+ 1 i f  x 0
and M and M a re  components o f  th e  moment t e n s o r  d e f in e d  i n  
yz xy
A p pend ix  B.
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4.2.2 qP and qSV
The far-field result for SH-waves due to a point source discussed 
above can also be derived from the two dimensional problem in 
Cartesian coordinates by averaging the plane solutions arranged 
uniformly over all azimuths about the z-axis (Lamb, 1904). This is 
possible because the z-axis is the symmetry axis of the hexagonal 
system. To construct the far-field solution due to a point source
from line source problem, the following integral representation of the 
Bessel function of the first kind and integral order proves useful.
J (x) n
(-i): exp(ix cos9) cos(nö) d9 (4.11)
o
The procedure just described to solve our point source problem is 
effectively the same as taking a Fourier series expansion over azimuth 
together with a Hankel transform over one space variable. The 
approach is intended to avoid the need to carry out double integration 
over two horizontal space variables. The point source problem can, of 
course, be solved by working directly with the equation of motion in 
cylindrical coordinates (see, for example, Martynov and Mikhailenko, 
1984). However, it is more convenient to work in Cartesian 
coordinates to obtain the moment tensor of a shear dislocation source. 
The moment tensor and far-field radiation for a shear dislocation 
source in a homogeneous transversely isotropic medium are given in 
Appendix B.
Following Abubakar (1961), we have the following solutions for the 
transformed horizontal (u) and vertical (w) components of
displacement. For qP-waves,
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u z= £ [ A exp(- r|z) + B exp( Pz) 1p -
(4.12)
w 1= i £p q^ [ A exp(- Pz) - B exp( Pz) ]
where £P 1 / /2p qP
For qSV-waves
u := £ F C exp(- £z) + B exp( £z) 1 S "
(4.13)
w = i £^ q^ [ C exp(- Cz) - D exp( Cz) n
where £s 1 / /2 p qg
The overhead bar of the components of displacement denotes Fourier
transformations in the time (t) and distance (x) variables. The
vertical components of the slowness vectors, o (=p/w) and V (=C/w),
2for the qP- and qSV-waves are roots of the following quadratic in X • 
a2 X4 + a.jX2 + aQ = 0 (4.14)
where aQ =: a2ß2V V
a i =: (a2 + ß2 ) + o 2 r ( y 2 + ß2 ) 2 - ß4 - a2 a2 1v v r v v v h “
a0 : (1 - P 2 a2 ) (1 - p2 ß2 )
Equation (4.14) is the characteristic equation of the
Kevin-Christoffel equation for transversely isotropic media. There
are four solutions for equation (4 .14). The restriction that the
solutions (4.12) and (4.13) are to converge in the half-space z > 0
requires that a and v take the following solutions.
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a = I [ -a + (a2 - 4a a )% ] / 2a I 1 2 0 2
V = { [ -a - (a2 - 4a a )^ ] / 2a 1 I 2 o 2
Re( 0 ) >_ 0 
Re(V ) > 0
The two solutions are purely imaginary for 0 _<_ p < 1/a^. For 1 /ot^  < p 
< 1/3 , G is real and V purely imaginary. At p values greater than 
1/3 , cr and V are either both real or both fully complex. G and V 
are fully complex when a^  < 4a^a^.
The factors and of equations (4.12) and 4.15) prove
convenient in bringing out the symmetry property of the interfacial
coefficients where q and q are given byp s
[  3 ^  X 2 + (1  “  P 2 ^  ) ]
- p (y2 + 32 ) X
X = a, v (4.15)
The phase velocities for qP- (c ) and qSV- (c ) waves can beP s
derived similarly. Abubakar (1962) gave the following expressions for 
the phase velocities in terms of the angle, j , the wave vector makes 
with the z-axis.
o (j) = If + g + ß2 + [(f-g+ ß2 cos2 j)2+ (y2+ ß2) 2sin22j i®5 / Jzp j b V V V
(4.16)
where f = 01? sin2j
2 2 • g = ay cos J
The arbitrary constants, A, B, C and D, of equations (4.12) and 
(4.15) are determined from the initial and boundary conditions of the 
problem. In a transversely isotropic medium, the boundary conditions
76
include the continuity condition of the following transformed stress 
components across a material interface
T = p ß2 (u' + ikw ) xz v
t = p ( ik y2 u + a2 w' ) zz V
(4.17)
Here, the apostrophe denotes differentiation with respect to z.
Applying the solution procedure of Chapter 2 and the notations of 
Chapter 3, the following equations expressing B^ and in terms of 
and C^ are obtained for layer m.
B = U A + V C + P W + Q X m m m  m m  m s  m s
y
D = U A + V C + P W + Q X m m m  m m  m s  m s
(4.18a)
(4.13b)
where
U = F rd + U _ R + V _ S + V, , ~ , T + J r exp(-2p d ) / App m+1 m m+1 m m+1 m m+1 ss m m  mm m
V = r rd + (U ., - V*.,) R* + V , T* - J rd " expi-(n +£ )d ] / A~ m  m  m  J ‘ r
* *
7  m+1 m+1 m m+1 m m+1 sp m
U = - V m m (4.19)
V* = r rd + U S + v" R - V . T + J . rü 1 exp(-2<; d ) / A m ss m+1 m m+1 m m+1 m m+1 pp  ^ r"m rrmd n m m  m
A = 1 - rU U . - rU V* - ru U* - rU V + J . K m pp m+1 ss m+1 so m+1 ps m+1 m+1 m^rm m ‘ m r m
K = ( m
V i V i - U , V , m+1 m+1
u u• rpp ssm
u U \r r ;sp psrm m
and U , V , U and V vanish for m=n+1 . It must be noted that m m m m
equations (4.18a) and (4.18b) are written for z=zm-1 and with the
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appropriate exponential terms associated with the respective amplitude
* *
coefficients omitted. The terms P , Q , P and Q incorporate them m m m
excitation of the source in layer s into the propagating wavefields. 
These terms vanish for m > s and for m=n+1 . They are defined in the 
following equations.
For m=s,
P = U exp( n d ) s s s s
Q = V exp( C d )  s s s s
*
P = U exp( r) d ) s s s s
'X' *X*Q = V exp( C d )  s s s s
(4.20)
For m = s-1 ,
Ps-1 - [ tuPps-1 + Vs L 1 s-1
V i
_ rL tu
sps-1
+ Us L 1 s-1
*
Ps-1 =  r tupss-1 + Vs N 1 s-1
 L + V M . 1 exp(-r) ,d . ) / A . ~ 1 s s-1 s-1 s-1 s-1
U M ]  exp(-U d ) / A s s-1 s-1 s-1 s-1
3s-1 s-1 s-1
(4.21)
*** r uq . = r tuS-1 " ss s-1 + U N + U 0 .s s-1 s s-1 -p( - C . d ) / As-1 s-1 s-1
For 1 < m < s-2,
[ Pm+1 ( t"_ ♦ L_ ♦ V M ^m+1 m m+1 "m
+ P , (tU + U L + U M ) ] exp(-n d ) / Am+1 m+1 m m+1 m
P* = I P . ( tU + V N + V* 0 )m “ m+1 ps m+1 m m+1 m ^m
m m
(4.22)
+ P (tu + U  N + U . 0  ) 1 exp(-C d ) / Am+1 ss m+1 m m+1 m ^--m m
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*  *The equations for Q and Q are the same as for P and P respectivelym m  m my, ^
except that P is replaced by Q and P by Q . r ^  and t of (4*19),
(4.21), and (4.22) denote the mth interfacial reflection and
transmission coefficients respectively. The subscript xy denotes x to
y conversion. The superscripts d and u indicate that the wave
approaches the mth interface from above and below the interface
*
respectively. These coefficients as well as the terms R , S , T , R , r J m m m m
*T , L , M , N and 0 in the definition of the recurrence relations m m nr m m
(4.19), (4.21) and 4.22) are defined in Appendix B. The equations for
the terms W and X of (4.18a) and (4.18b) have the same form as those s s
of equation (3-10) except that Wd and in the definitions now refer 
to the scaled horizontal displacements of the qP-wave source and that 
XU and X^ refer to the scaled horizontal displacements of the qSV-wave 
source. The superscripts u and d denote that the incident wave leaves 
the source upward and downward respectively.
Equations (4.18a) and (4.18b) for m=1,...,n together with the free 
surface conditions give the unique solution of the amplitude 
coefficients, A, B, C and D. The free surface conditions give A^  and 
in terms of B^  and via the free surface reflection coefficients 
(equation 3-11). These free surface coefficients are given in 
Appendix B.
Apart from the difference in the sign of some of the terms, the 
recurrence relations (4.19), (4.21 ) and (4.22) have the same structure 
as those of Section 3*2. The results of this subsection reflect the 
same underlying properties of the interfacial coefficients (refer to 
Appendix B). In the next section, it is shown how an identical set of 
recurrence relations to those of Section 3*2 can be derived.
For motion symmetric about the z-axis, equation (4-11) can be
Aa p p l i e d  to o b t a i n  t h e  c y l i n d r i c a l  wave components  of  t h e  r a d i a l  (u)  
and v e r t i c a l  (w) p a r t s  o f  t h e  d i s p l a c e m e n t  f i e l d  due to  a p o i n t  
s o u r c e .
A TT
u = ( 1 /  tt ) f  u e x p ( i k r c o s 9 )  cos© d9 = i  u J .  ( k r )  
o 1
IT
w = (1 /  it ) /  w e x p ( i k r c o s 9 )  d9 = w J ( k r )
0 0
. , 2 2 »1/ 2  where r  = vx + y J
79
To o b t a i n  t h e  r a d i a l  and v e r t i c a l  components  o f  t h e  seismogram due 
to  a p o i n t  s o u r c e ,  the  f o l l o w i n g  i n v e r s e  Hankel  and F o u r i e r  
t r a n s f o r m a t i o n s  a r e  c a r r i e d  ou t  n u m e r i c a l l y .
u ( r , t )
w ( r , t )
( 1 / 2  TT f e xp ( - i co t )  doo i  u ( 0 )  ( k r )  k dk
( 1 /2  tt) 2 e xp ( - i co t )  dco w(0) J ( k r )  k dk o
( 4 . 2 3 )
The i n t e g r a t i o n  p a th  o f  t h e  wavenumber i n t e g r a l  i s  a lo n g  t h e  r e a l  a x i s  
f o r  an a t t e n u a t i v e  medium. The v e l o c i t i e s  o f  ( 4 . 4 )  a r e  d e f i n e d  to  be 
complex v i a  t h r e e  q u a l i t y  f a c t o r s  -  one f o r  and a ^ ,  t h e  second f o r  
and 3 ^  and th e  t h i r d  f o r  Y. I f  i t  i s  n e c e s s a r y ,  a q u a l i t y  f a c t o r  
f o r  each v e l o c i t y  can be d e f i n e d .  Complex v e l o c i t y  i n  a n i s o t r o p i c  
media  p l a y s  the  same r o l e  as  complex v e l o c i t y  i n  i s o t r o p i c  med ia .  I t  
i n c o r p o r a t e s  t h e  e f f e c t s  o f  a t t e n u a t i o n  i n t o  t h e  s e i s m i c  w a v e f i e l d .
When th e  a n i s o t r o p i c  a l g o r i t h m  i s  used  to  compute s y n t h e t i c s  f o r  
i s o t r o p i c  media ,  t h e  q u a l i t y  f a c t o r  f o r  y must  o f  c o u r s e  be c o n s i s t e n t  
w i t h  t h e  d e f i n i t i o n s  o f  t h e  complex P and SV v e l o c i t i e s .  I n  view o f  
t h i s  p o s s i b i l i t y ,  i t  i s  more c o n v e n i e n t  to  o b t a i n  y f rom the  
f o l l o w i n g  d i m e n s i o n l e s s  q u a n t i t y  t h a t  r e l a t e s  c ^  , c ^  and c ^ .
80
^ = °13 / (°11 - 2 044) (4.24)
4.2.3 Neglecting the free surface reflections
So far, we have been concerned with the computation of the total
response of a stratified medium. However, it is informative to be
able to gauge the difference between the partial and total responses 
of a medium so that the factors affecting the total wavefield can be 
assessed separately. The systematic construction of approximations to 
the total response is discussed in detail by Kennett (1983, Chapter 
9). The discussion will not be repeated here except to present the 
representation of the wavefield when the reflections from the free 
surface are excluded.
When the effects of the free surface are neglected, the surface 
wavefield for a source below the surface layer consists of only those 
waves that have ultimately been transmitted upward across the first 
interface (z=z^). If the source is in the surface layer, the partial 
wavefield at the surface is made up of the upcoming waves from the
source and those waves that leave the source downward and are
reflected back up from the stratification below the source level. 
Thus, the following partial response for the surface displacement of 
SH-waves is obtained for a buried source.
V, if s > 1
v(0) (4.25)
W 1 exp(- £^h) + V1 if s=1
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The terms on the right hand side of (4.25) refer to those defined by- 
equation (2.12) that have been suitably modified for the transversely 
isotropic medium. The modifications required are discussed in 
subsection 4.2.1. The terms must not be confused with those for the 
qP- and qSV-waves of subsection 4.2.2.
Similarly, we have the following expressions for the radial and 
vertical components of the surface displacement for qP- and qSV-waves.
i ( ° )  - ep (P, + «1 xs ) + £s (P* Ws + <  *
up(0) + % (0) (4.26)
-(0) = - i f q u (O) P P + q u ^s s(0) ]
4.3 Alternative forms of (4.19), (4-21) and (4-22)
The recurrence relations (4.19), (4.21) and (4.22) differ slightly
*from their counterparts of Section 5.2. For example, we have U = -
*in equation (4.19) but in equation (3.6). The particular
form of the recurrence relations for computing the overall reflection 
and transmission coefficients presented in subsection 4.2.2 are chosen 
to emphasize the equivalence in structure between the overall and 
interfacial reflection and transmission coefficients (Kennett et al., 
1978).
The set of recurrence relations of subsection 4.2.2 will be 
identical to that of Section 3.2 if the components of the displacement 
field for qSV-waves are defined as follows.
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u = £s [ C exp(- £z) -  D exp( £z) ]
(4.27)
w = i £ q F C exp(- £z) + D exp( £z) ] s s
Equation (4.27) differs from that of (4.13) in that the sign of D 
in (4.27) is the negative of that in (4.13). With this definition of 
the displacement field for qSV-waves, the same set of recurrence 
relations for computing synthetics for transversely isotropic media as 
that for isotropic media are obtained. The only difference now lies 
in the different definitions for the interfacial reflection and 
transmission coefficients for the different media. These coefficients 
for the transversely isotropic media are defined in Appendix C when 
(4.27) is used instead of (4.13) for the qSV-wave displacement field. 
The source functions are the same as those presented in Appendix B 
except that XU now is the negative of that given in Appendix B.
4.4 Numerical examples
The total response of a multilayered medium is built up from the 
solutions of the wave equations for the different layers and the 
incorporation of the free surface, interfacial and half-space 
conditions. Physically, the total wavefield can be interpreted in 
terms of the reflection and transmission properties of the interfaces 
(Cisternas et al., 1973; Kennett, 1974; Section 2.5). Hence, a simple 
first check on the algorithms of Section 4.2 is to ascertain the 
correctness of the free surface, the interfacial reflection and 
transmission coefficients. The algorithms should also satisfy the 
consistency condition of reproducing the response of the isotropic 
media in the isotropic limit. The examples of Figure 4.3 satisfies
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Figure 4.3 Comparison between the synthetics computed by the 
anisotropic (a) and isotropic (b) algorithms from a 30 km deep 
vertical strike-slip source at an azimuth of 30°. The model 
consists of a 28 km thick layer over a half-space. The model 
parameters are a=6.5 km/s, 6=3.8 km/s and p=2.71 g/cm3 for the
layer, and a=8.0 km/s, 6 =4.3 km/s and p=3.27 g./cm3 for the 
half-space ( ct and 6 denote P and S wave velocities respectively). 
Each trace is normalised by the peak amplitude. Z, R and T denote 
vertical, radial and transverse components of displacement
respectively.
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these two purposes. The seismograms are computed by the anisotropic 
algorithms of Section 4.2 and the isotropic algorithms of Chapters 2 
and 3* The synthetic sections computed by the anisotropic algorithms 
reproduce exactly the synthetics computed by the isotropic algorithms. 
The seismograms are the response of a two-layered medium at an azimuth 
of 30° to a 30 km deep vertical strike-slip dislocation in the 
half-space. In all the examples presented in this section, the dashed 
lines mark the numerical phases arising from the finite integration 
contour used for the slowness integral. The source time function of 
Herrmann (1979) with T =0.5 sec and the frequency band from 0.0 to 
1.25 Hz are used in these examples.
In Figures 4-4, 4-5 and 4.6, the responses of an homogeneous
medium of different degrees of anisotropy to a 30 km deep explosive 
source are presented. In these examples, the effects of the free 
surface are neglected. The effect of elastic anisotropy shows up in
the g e n e ration of the qSV-wave by a centre of compression. The
a m p l i t u d e  of the qSV-wave increases with increasing degree of
anisotropy. In the isotropic medium, only compressional waves are 
generated by an explosion. When the anisotropy is strong, Figure 4.6 
shows that three qSV-waves are generated forming cusps in its wave 
surface. However, the amplitude of one of the arrivals is very small 
and may be difficult to detect in practice. Figure 4.7 shows that the 
amplitudes of these qSV-waves generated by a shear dislocation can be 
quite prominent. Martynov and Mikhailenko (1984) presented similar
theoretical seismograms as those in Figures 4.4, 4 • 5 and 4.6 except
that their seismograms were obtained for points along the
circumference of a given circle centred at the source. Figure 4.7
shows that the unexplained absence of one of the qSV-waves in their 
Figure 2 is due to its amplitude being too small. The generation of
multiple incident qSV-waves agrees with the result predicted from
85
2 - COMPONENT R - COMPONENT
30.0030.0020.00
30.00 30.0010 .00 20.00 10 .00 20.00
Figure 4.4 Vertical (z) and radial (r ) component seismograms for a
30 km deep explosion in the homogeneous half-space of 0.^ =6 km/s,
B =3«4 km/s, p=2.8 g/cm3 and ip=0.9- The vertical velocities are 5 h
per cent lower than the horizontal velocities. The effect of the 
free surface is neglected. The seismograms are normalised by the 
largest amplitude in the two record sections.
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2 - COMPONENT R - COMPONENT20.0030.00
30.00
Figure 4-5 The detail is the same as in Figure 4.4 except that 
\p=0.7 and that the vertical velocities are 10 per cent lower 
the horizontal velocities.
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Figure 4.7 The detail is the same as Figure 4.6 except that a 
vertical dip-slip source is used and each trace is normalised by 
the peak amplitude.
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equation (4.2) (refer to Figure 4.1)• This feature is not possible 
for isotropic media.
When the effect of the free surface is included in the above
anisotropic computation, Figure 4.8 shows that there is an additional 
phase arriving before the qSV-wave at distances greater than the 
critical distance of about 30km. It is an inhomogeneous qP-wave 
travelling along the free surface with the horizontal qP-wave 
velocity. This phase is caused by the qSV to qP conversion when the 
incident qSV-wave interacts with the free surface at the critical 
angle of incidence. In addition, the free surface causes considerable 
distortions to the qSV-wave at and beyond critical angle of incidence
(compare the shear-wave motion of Figures -4.5 and 4.8). The motion
recorded at the surface no longer reflects the motion at depth. The
same comments also hold for seismic wave propagation in isotropic 
media.
As the phase velocities are directional dependent in anisotropic 
media, it is expected that the qSV- and SH-waves, in general, have 
different travel times even along the same ray path. Figure 4-9 shows 
the composite record section of three component seismograms for the 
case when the horizontal velocities are 10 per cent higher than the
vertical velocities. This is contrasted with the case for an
isotropic medium presented in Figure 4*3. In isotropic media, SV- and
SH-waves travel with the same velocitiesi regardless of their
directions of travel. The shear-wave birefringence has proved to be
extremely useful in investigating the anisotropy, or possible 
anisotropy, in the Earth's interior (Crampin, 1981). The difference 
in arrival times between the two shear-waves causes polarization 
anomalies in the particle motion of the shear wavetrains, as one 
polarized shear-wave is followed by another polarized arrival with 
orthogonal particle motion. This delay between the two arrivals is
R - COMPONENT 
0.00 20.002 - COMPONENT 10 .00 2 0 .00 30 .00
qsP q
3 0 .0 020.003 0 .0 0  g
Figure 4.8 Synthetic record sections for the same model as 
Figure 4.5 but include the effect of the free surface.
00
-0
01
 
' 
00
 0
6 
' 
00
*0
9 
’ 
OO
'O
l 
' 
00
'0
9 
00
'O
S
 
00
*0
9 
00
*0
*
91
Z
R
T
Z
R
T
Z
R
T
Z
R
T
Z
R
T
Z
R
T
Z
R
T
Z
R
T
50.0 Km
100.0 Km
150.0 Km
200.0 Km
250.0 Km
300.0 Km
350.0 Km
Figure 4-9 Composite record section of three component seismograms 
from a 30 km deep vertical strike-slip source at an azimuth of 30°. 
The model is the same as that used for Figure 4.3 except that the 
vertical velocities in the layer are 10 per cent lower than the 
horizontal velocities (the values given in Figure 4.3) and that 
ip =0.7.
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proportional to the path length through the anisotropic region and to 
the relative velocity-anisotropy along that path. Although shear-wave
splitting is a clear indication of anisotropy, the presence of
arrivals precursory to the shear-wave and the effect of the free
surface pose practical problems with interpretation. On the other
hand, the absence of shear-wave splitting on seismic records does not 
necessarily rule out the absence of anisotropic structure in the 
Earth's interior. To make full use of this and other diagnostic 
informations contained in the shear wavetrains, three component 
recordings are required.
4.5 Discussion
In Section 4.2, numerically stable algorithms for computing
seismograms in transversely isotropic media are presented. These 
algorithms have the same structure as their counterpart for isotropic 
media. This observation agrees with our physical picture of the
wavefield in terms of ray expansion. The additional complexity for
wave propagation in anisotropic media as opposed to wave propagation 
in isotropic media lies in the directional dependence of the phase 
velocity and in the coupling of the body waves. In transversely
isotropic media, the transverse component of displacement decouples 
from motions confined to the sagittal plane. Elastic anisotropy 
produces anomalous effects that will not be possible in isotropic 
media. These anomalies include shear-wave birefringence and the 
existence of cusps in the shear wave surface. The numerical examples 
of the last section illustrate these characteristics of seismic wave
propagation in transversely isotropic media.
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CHAPTER 5
A NUMERICAL STUDY OF WAVE PROPAGATION 
IN SOME CRUSTAL MODELS
5.1 Introduction
A set of stable algorithms for the numerical computation of P, SV 
and SH seismograms for layered isotropic and transversely isotropic 
media are presented in the last three chapters. In Sections 2.3 and 
3*3, the algorithms for the isotropic media are shown to be similar 
to, but computationally more efficient than, those based on the 
reflection matrix method. This statement also holds for the 
algorithms for the transversely isotropic media as the structures of 
the algorithms for both the isotropic and transversely isotropic media 
are the same. The results of a numerical experiment using the 
algorithms of the last three chapters are presented in Sections 5*2 
and 5*3* The computational aspects of the algorithms of this thesis 
are similar to that discussed by Kennett (1980) for models composed of 
uniform layers. However, instead of first calculating and storing the 
set of frequency independent terms for all the layers of a model and 
all the slowness values of a computation, a more efficient use of 
computer memory is to calculate them just before going into the 
frequency loop for a particular layer at a particular slowness.
In Section 4.4, numerical examples are presented to demonstrate 
the differences and similarities between wave propagation in isotropic 
and transversely isotropic media. In order to further understand the 
differences between wave propagation in the two media, synthetic 
seismograms for some crustal models are discussed in this chapter. In
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Section 5.2, the propagation properties of a periodically layered 
isotropic medium are compared with those of a homogeneous,
transversely isotropic medium when the wavelengths of the waves are 
long compared with the spatial period of the layered sequence. The 
parameters of the transversely isotropic medium are determined from 
those of the periodically layered medium using the averaging formula 
of Backus (1962). The second study, presented in Section 5.3, is of 
the effects of different degrees of uniaxial anisotropy on crustal 
phases recorded at regional distances.
In all the examples presented in this chapter, the dashed lines 
mark the numerical phases due to errors .in the evaluation of the 
wavenumber integral. The source pulse of Herrmann (1979) is used in 
all the calculations. The duration of the source pulse is determined 
by (2/f^), where f is the cut-off frequency used in the computation 
of the synthetics. The amplitude of the source pulse is assumed to be 
unity.
5.2 Periodically layered medium
It has long been recognised that a periodically layered isotropic 
medium behaves like a transversely isotropic medium when the
wavelengths of the waves propagating in the medium are long compared 
with the spatial period of the layer sequence (see, for example, 
Postma, 1955; Backus, 1962; Levshin and Ratnikova, 1984). It is not 
clear, however, what this long-wave limit is. Helbig (1984)
estimated, for the case of SH-waves, that the wavelengths should be at 
least three times the spatial period of the layer sequence. It is
important to be able to determine the causes of uniaxial anisotropy - 
whether it is due to layering of isotropic media or intrinsic
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transverse isotropy. Hence, it is of interest to ask whether it is 
possible to distinguish between the two types of media when the
wavelengths of the waves of interest are sufficiently long for a 
periodically layered medium to behave asymptotically like a
homogeneous transversely isotropic medium. Of course, it is only
meaningful to talk of the long-wave equivalent of a periodically 
layered medium to a homogeneous transversely isotropic medium when the 
medium is not beyond the limit of resolution of the seismic waves 
under consideration. For example, the presence of a finely laminated 
solid in an otherwise homogeneous isotropic or anisotropic medium 
would be difficult to resolve if the length scale of the laminated 
solid is much smaller than the shortest wavelength of interest. The 
inverse problem of distinguishing between periodically layered and 
transversely isotropic media will not be attempted here except to
explore possible observable differences for seismic waves propagating 
in the two media. Any proper address of this inverse problem needs to 
consider the whole range of wavelengths between the long-wave limit 
and the limit of resolution. An exhaustive numerical study of this 
problem through forward modelling is impossible. The complete 
solution of the inverse problem also requires the determination of the 
composition and order of the isotropic materials in the layer sequence 
of the periodically layered medium at wavelengths between the two 
limits.
Recently, Levshin and Ratnikova (1984) demonstrated the apparent 
anisotropy exhibited by a periodically layered medium by considering 
the propagation of plane SV- and SH-waves through the structure. In 
this section, the seismic responses for a periodically layered medium 
(PL) composed of two isotropic materials are compared with the 
responses for the transversely isotropic medium (Tl) generated from
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point sources at different depths. This extends the studies of 
Levshin and Ratnikova to a more realistic level and to include a 
comparison of wave propagation in the two media. The transversely 
isotropic medium is defined by the long-wave average of the parameters 
of the periodically layered isotropic medium using the formula of 
Backus (1962).
The PL model considered here comes from Levshin and Ratnikova 
(1984, Figure 1). It consists of 16 thin layers of alternating slow 
and fast materials but of equal thickness of 0.25 km. The two 
materials have parameters a=5 km/s, 3 =5 km/s and p=2.6 g/cm3 for 
the fast layer and a =4 km/s, 3=2 km/s, and P=2.4 g/cm3 for the slow 
layer. The derived parameters for the long-wave equivalent TI layer 
to the PL stack are ot =4.547 km/s, 0,^=4.593 km/s, 3^=2.569 km/s,
3v=2.334 km/s, ip=0.769 and p=2.5 g/cm3. The PL and TI models have
the respective 4 km thick stack and 4 km thick homogeneous
transversely isotropic layer imbedded in an homogeneous isotropic
half-space 5 km below the free surface. The half-space parameters are 
a=4.32 km/s, 3=2.5 km/s and p=2.7 g/cm3. For convenience, we will 
refer to the depth range from 5 to 9 km the anisotropic region and the 
top 5 km thick isotropic layer the isotropic region of the two media 
in the following discussion.
The responses of the PL and TI models along an azimuth of 30° are 
computed for vertical strike-slip sources at depths of 4, 5*4, 8.4 and 
30 km. The source depths of 4 and 30 km are above and below the 
anisotropic region respectively whereas the source depths of 5*4 and 
8.4 km are near the top and bottom of the anisotropic region 
respectively. For the PL model, the source depths of 5.4 and 8.4 km
lie within the slow layer of the laminated stack. The frequency band 
from 0.0 to 1.0 Hz is used. For each source depth, two sets of
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seismograms are computed for the two media with one being the total 
response and the other being without the free surface effect. The 
cases without the free surface effect enable us to examine the 
reverberations of the anisotropic region in isolation to the multiple 
interactions with the anisotropic and isotropic regions due to 
reflections from the free surface.
Figures 5.1 to 5*4 present the responses of the PL model with and 
without the free surface effect for all three displacement components. 
In all the figures, trace 1 is the total response and trace 2 the 
partial response without the effects of the free surface. At each 
distance and for each displacement component, the seismograms are 
normalised by the maximum amplitude of the two traces. For the sake 
of clarity, the transverse components are drawn with a different scale 
from that of the vertical and radial components. As expected, these 
figures show that the surface waves become the more dominant features 
of the seismograms as the source depth decreases. The multiple 
interactions with the free surface show up as later arrivals in the 
seismograms. The free surface also causes considerable distortion to 
the qSV-wave motions (also refer to Figure 4.8).
To illustrate the splitting of SV- and SH-waves propagating in the 
PL medium, we display in Figure 5.5 the composite record sections of 
the three displacement components for the different source depths on 
an enlarged time scale. The seismograms are those computed for the PL 
model with the free surface effect neglected. Only 8 seconds of the 
seismograms starting near the direct shear wave arrivals are 
displayed. Each seismogram is normalised by the peak amplitude in the 
displayed time section. The same shear-wave splitting is observed in 
the synthetics for the TI medium (refer to later figures). The time 
delay between the first SH and SV arrivals increases with increase in
98
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Figure 5-5 Composite record sections of three component seismograms 
for the different focal depths showing portions of the wavetrains 
near the direct shear wave arrivals, (a), (b), (c) and (d) are for 
the focal depths of 30.0, 8.4, 5.4 and 4.0 km respectively. The 
seismograms are for the PL models without the free surface effect.
> 4
the epicentral distances; it reaches its maximum value when the ray 
path for the two shear-waves is horizontal.
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The synthetics for the PL and TI models due to a vertical
strike-slip source at different depths are compared in Figures 5.6 to 
5.13. Apart from some slight differences, the synthetics for the two 
media compare very well, particularly for those cases when the free
surface effect is not included. The portions of the traces where 
there are observable differences between the seismograms from the two 
media are marked by arrows. Nevertheless, the differences are subtle. 
When the source is outside the anisotropic region, observable 
differences occur in the later arrivals (refer to Figures 5*6 and
5.8). These later arrivals are waves that have undergone multiple
interactions with the anisotropic and isotropic regions. As the 
isotropic regions are the same for both the PL and TI models, it is 
reasonable to assume that the differences in the later arrivals from 
the two media reflect the difference in structure of the anisotropic 
regions.
When the source is within the anisotropic region, the most
striking difference between the synthetics from the two media shows up 
in the transverse component seismograms (refer to Figures 5.10 and
5.12) . The difference is less when the reflections from the free
surface are not included in the synthetics (refer to Figures 5.11 and
5.13) . However, the difference is still quite noticeable when the
source depth is 5.4 km. For the vertical and radial component
seismograms, the difference between the total responses from the two 
media are of the same order as that from a source outside the 
anisotropic region. When the source lies within the anisotropic
region, the source radiations for the PL and TI models are no longer 
identical. This may explain the greater difference in the SH
seismograms from a source within the anisotropic region than those
lOU
Figure 5-6 Comparison of synthetics for the PL model (a) with those 
for the TI model (b). The source for both models is a vertical 
strike-slip source at depth of 30 km and an azimuth of 30°. Each 
seismogram is normalised by the peak amplitude. The arrows mark 
those portions of the trace where there are clear differences 
between the two seismograms from the different media.
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Figure 5-7 The detail is the same as in Figure 5.6 except that the 
effect of the free surface is neglected.
I
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Figure 5-8 Comparison of synthetics for the PL model (a) with those 
for the TI model (b). The source for both models is a vertical 
strike-slip source at depth of 4 km and an azimuth of ^0°. Each 
seismogram is normalised by the peak amplitude. The arrows mark 
those portions of the trace where there are clear differences 
between the two seismograms from the different media.
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Figure 5-9 The detail is the same as in Figure 5-8 except that the 
effect of the free surface is neglected.
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Figure 5.10 Comparison of synthetics for the PL model (a) with 
those for the TI model (b). The source for both models is a 
vertical strike-slip source at depth of 8.4 km and an azimuth of 
30°. Each seismogram is normalised by the peak amplitude. The 
arrows mark those portions of the trace where there are clear 
differences between the two seismograms from the different media.
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Figure 5*11 The detail is the same as in Figure 5.10 except that 
the effect of the free surface is neglected.
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Figure 5-12 Comparison of synthetics for the PL model (a) with 
those for the TI model (b). The source for both models is a 
vertical strike-slip source at depth of 5-4 km and an azimuth of 
30°. Each seismogram is normalised by the peak amplitude. The 
arrows mark those portions of the trace where there are clear 
differences between the two seismograms from the different media.
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from a source outside the anisotropic region. In the next two 
examples, we exaggerate the dominant effects on the seismic waveforms 
due to the differences between the source radiation in the two media 
when the focal depth is 5.4 km. In Figures 5.14 and 5.15, we display 
the same comparisons as in Figure 5*12 and 5.15 but for different 
types of sources. An explosive source is used for the PSV seismograms 
and a horizontal single force is used for the SH seismograms. The 
difference between the responses of the PL and TI medium are now much 
greater. The biggest differences occur in the shear-wave coda of the 
PSV seismograms for the two media. We interpret that the differences 
between the synthetics from the two media are due to the fact that no 
shear-wave is generated by an explosion when the medium is isotropic. 
When the medium is anisotropic, qSV-waves are generated by a centre of 
compression in addition to qP-waves. For the SH seismograms, the 
differences between the synthetics in Figures 5.14 and 5.15 are 
similar to those seen in Figures 5.12 and 5.13*
In as far as reproducing the long-wave propagation characteristics 
of the PL medium is concerned, the synthetics presented in this 
section show that the replacement of the PL medium by the TI medium is 
generally quite good. Observable differences between the wave 
propagation in the two media do exist. The differences occur in the 
later arrivals of the P-wave code and in the shear and surface wave 
coda. That is, in the range of frequencies considered here, the PL 
and TI media are not strictly equivalent for seismic wave propagation. 
However, when the source is a shear dislocation or lies outside the 
anisotropic region, the differences between the seismograms from the 
two media are subtle and they may not be of any practical use in 
distinguishing between the two types of media. The differences are 
much greater if the source is an explosion lying within the 
anisotropic region (refer to Figure 5.14). It is interpreted that the
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Figure 5-14 Comparison of synthetics for the PL model (a) with 
those for the TI model (b). The source depth for both models is 5*4 
km. An explosive source is used for the vertical and radial
components while a horizontal single source is used for the 
transverse component. Each seismogram is normalised by the peak 
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the effect of the free surface is neglected.
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large differences are caused by the different source radiations from 
the two media.
5-3 Crustal phases
The seismograms recorded at regional distances typically consist 
of wavetrains that form a continuous succession of arrivals. The 
crustal phases are seldom observed as isolated pulses and they show 
little resemblance to the original signal. This observation is 
important in interpreting the amplitude data of crustal refraction 
studies. The crustal phases are the superposition of many arrivals 
that have undergone multiple reflections and refractions in the 
crustal layers. In Figures 2.4, 2.5, 3*1, 3.2 and 4.3, complete
seismograms for the simplest crustal models are shown. Similar 
seismograms were presented by Bouchon (1982). These seismograms show 
a series of large-amplitude pulses that are discrete and regularly 
separated in time. As the epicentral distance increases, the number 
of such pulses increases. The groups of late arrivals are waves that 
have undergone multiple interactions with the layer boundaries. For 
the SH seismograms, these boundary interactions are reflections and 
refractions. No phase conversions are possible for the SH-waves. For 
the P and SV seismograms, phase conversions are also possible forming 
a much more complex wave system.
When the crustal models are made up of even a few number of 
layers, Bouchon (1982) showed that the character of the seismograms 
are quite different from those for the single-layered crust. For 
example, the seismograms for a 4-layered crust are no longer made up 
of a series of discrete arrivals but a continuous succession of 
arrivals spreading over a few seconds or a few tens of seconds. The 
complete seismograms of Bouchon display the well-known crustal phases,
ll6
such as the Pg- and Lg-phases, when they are recorded at regional 
distances. Bouchon interpreted that the Lg-waves are guided waves 
made up of SH- and SV-waves incident on the Moho at angles more 
grazing than the critical incidence and multiply reflected and 
refracted in the crustal layers. The Lg-waves are thus strongly
affected by the crustal structure. The energy of these waves cannot
be transferred into the mantle. The great sensitivity of Lg-waves to 
lateral heterogeneity in the crust was recently applied to explain the 
observational results of these waves in north-western Europe by
Kennett and Mykkeltveit (1984). A similar interpretation for the 
Pg-waves was given by Campillo et al. (1984) except that now there is 
continuous leakage of energy into the mantle in the form of shear
waves.
The calculations of Bouchon (1982) and Campillo et al. (1984) were 
performed for isotropic, perfectly elastic media. In this section, 
the effects of uniaxial anisotropy and attenuation on crustal phases 
are examined. This form of elastic anisotropy can be the result of 
either intrinsic properties of the materials that make up the crust or 
fine layering of isotropic materials in the crust. Two anisotropic 
models, TI25 and TI50, are considered. The isotropic model to be 
considered comes from the Table 2c of Bouchon. The P- and S-wave
velocities of Bouchon's model are set to be the and parameters
of our transversely isotropic models. For the TI25 model, the 
horizontal velocities are 2.5 per cent higher than the vertical
velocities and that ^=0.94. For the TI50 model, the horizontal 
velocities are 5 per cent higher than the vertical velocities and that 
ip=0.9. The wave propagation in the anisotropic models are compared 
with the wave propagation in Bouchon's isotropic model (BIS). In all
the three models, a slight anelastic attenuation is included with the 
quality factors for the longitudinal and shear waves being 1000 and
117
500 respectively.
The comparisons of the wave propagation in the three media are 
displayed in Figures 5.16, 5.17 and 5.18 for the vertical, radial and 
transverse components of displacement respectively. The seismograms 
are computed for a vertical strike-slip source at a depth of 17 km and 
an azimuth of 50°. The frequency band from 0.0 to 5.0 Hz is used.
The vertical component seismograms for the BIS model show good 
agreement with those of Campillo et al. (1984, Figure 4). The use of 
a different source pulse and the inclusion of attenuation in our 
synthetics account for any difference between the synthetics of Figure 
5.16 and those of Campillo et al.
The most striking effect of uniaxial anisotropy on the seismograms
is to lower the range of group velocities travelled by the Lg-waves.
For the vertical and radial displacement components, the per cent
decrease in the upper and lower bounds of the group velocities of the
Lg-waves is the same as the per cent difference between the (3 and
values in the model when compared with the range of Lg group
velocities for the BIS model. For the transverse component of
displacement, the difference between the ranges of Lg group velocities
for the three media is smaller. The effect of uniaxial anisotropy on
the Pg-waves is also mild. The difference in the waveforms of the
vertical and radial components of the Lg-waves for the different
models is also greater than that of the Pg-waves and the transverse
component seismograms. These observations further support the
interpretations for the Pg- and Lg-waves given by Bouchon and Campillo
et al. The group velocities of the Pg- and Lg-waves are mainly
influenced by the values of the horizontal velocities. We reiterate
that the horizontal velocities, and 3^» of TI25 and TI50 are the
same as the P- and S-wave velocities of BIS and that R is thev
horizontal (as well as the vertical) velocity for qSV-waves. The
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Figure 5-16 Vertical component seismograms for the BIS (trace 1), 
TI25 (trace 2) and TI50 (trace 3) models due to a 17 km deep 
vertical strike-slip source at an azimuth of 30°. At each 
epicentral distance, the seismograms are normalised by the largest 
amplitude of the three traces.
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epicentral distance, the seismograms are normalised by the largest
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epicentral distance, the seismograms are normalised by the largest 
amplitude of the three traces.
i k
121
later arrivals in the qP- and SH-wave coda of the synthetics for the 
anisotropic media show greater time delay than the corresponding 
arrivals in the synthetics for the isotropic model. The later the 
arrival the greater is the time delay. This is because the later 
arrivals have ray paths making smaller angles with the vertical axis 
and thus the lower group velocities (refer to Figure 4.1 and 4.2 for 
an illustration).
In Figures 5.19 and 5.20, we display the comparison between the 
excitation of the crustal phases in the BIS, TI25 and TI50 models due
to an explosive source at a depth of 17 km. It is seen that there are
almost no Lg-waves present in the synthetics for the BIS model while 
the amplitude of the Lg-waves increases with the increase in the 
degree of anisotropy. In Figures 4*4 and 4.5, it is seen that the
excitation of the qSV-waves by an explosion increases with the 
increase in the degree of anisotropy. It is well appreciated that a 
centre of compression in an isotropic medium does not generate any
shear waves. For an isotropic medium, the appearance of S-waves in 
the seismograms from an explosion is the result of interaction of the 
seismic wavefield with the structure. Campillo et al. showed that an 
explosive source excites very little Lg-waves in comparison to Pg and 
Rayleigh waves. They further showed that the excitation of Lg-waves 
increases with the closeness of the source to an interface or to the 
surface whereas the excitation of Pg-waves is independent of the 
source depth. This remark is also true for the shear dislocation 
source.
As qSV-waves travel in the horizontal direction with the ßv
velocity, it is expected that the vertical and radial displacement 
components of the Lg-waves propagating in the BIS model differs from 
those propagating in the anisotropic model by a smaller degree than 
those seen in Figures 5.16 and 5.17 if ^ and ß of the two types of
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Figure 5-19 Vertical component seismograms for the BIS (trace 1), 
TI25 (trace 2) and TI50 (trace 3) models due to a 17 km deep 
explosive source. At each epicentral distance, the seismograms are 
normalised by the largest amplitude of the three traces.
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media are the same. To test this assumption, we set the P- and S-wave
velocities of Bouchon's model to be the a and 3 parameters of twov v
anisotropic models, VTI25 and VTI50. The horizontal velocities of 
VTI25 and VTI50 models are 2.5 and 5.0 per cent higher than the 
vertical velocities respectively. The other parameters required to 
specify the VTI25 and VTI50 models completely are the same as the 
corresponding parameters of the TI25 and TI50 models respectively. 
The same comparisons as in Figures 5.16 and 5-17 but now for the BIS, 
VTI25 and VTI50 models are displayed in Figures 5.21 and 5*22. The 
synthetics show that the Lg-waves propagate in the three models with 
almost the same range of group velocities, and that the ranges of 
group velocities travelled by the Pg-waves increase with the increase 
in the degree of anisotropy. When it is compared with the range of Pg 
group velocities for the BIS model, the per cent increase in the range 
of group velocities travelled by the Pg-waves in the anisotropic 
medium is the same as the per cent anisotropy of the qP-waves. This 
reflects the higher 0(^ values of the anisotropic model than the 
P-wave velocities of the isotropic model. Apart from the difference 
in onset times, the seismograms for the VTI25 and VTI50 models are 
almost identical to those for the TI25 and TI50 models respectively. 
This is not unexpected, as the 5 velocities of the VTI25 (or VTI50) 
model are obtained by increasing the values of the corresponding 
parameters of the TI25 (or TI50) model 2.5 (or 5.0) per cent higher. 
The higher velocities reduce the travel times of all the individual 
arrivals that make up the seismogram.
The above examples indicate that the crustal phases are sensitive 
to the presence of slight uniaxial anisotropy. Similar results to 
those discussed above are expected for the other source depths 
considered by Campillo et al. The synthetic seismograms of this 
section support and illustrate the interpretation of the Pg- and
12
3
1
2
3
1
2
3
1
2
3
1
2
3
125
T - X / 8.2 (S)
0 . 0 0 1 0 . 0 0 2 0 . 0 0 3 0 . 0 0 4 0 . 0 0 5 0 . 0 0 6 0 . 0 0 7 0 . 0 0 8 0 . 0 0 9 0 . 0 0 1 0 0 . 0 0
I________I________I________I_______ I________I________I_______ I________I________!________1________I________1________I________I________I________I________I________1________1________I
150.0 km
200.0 km
250.0 km
300.0 km
350.0 km
Z - COMPONENT
Figure 5.21 Vertical component seismograms for the BIS (trace 1), 
VTI25 (trace 2) and VTI50 (trace 3) models due to a 17 km deep 
vertical strike-slip source at an azimuth of 30°. At each epicentral 
distance, the seismograms are normalised by the largest amplitude of 
the three traces.
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Figure 5.22 Radial component seismograms for the BIS (trace 1), VTI25 
(trace 2) and VTI50 (trace 3) models due to a 17 km deep vertical 
strike-slip source at an azimuth of 30°. At each epicentral distance, 
the seismograms are normalised by the largest amplitude of the three 
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Lg-waves given by Bouchon and Campillo et al. for isotropic media. 
The same interpretation holds for the Pg- and Lg-waves propagating in 
transversely isotropic media. It is seen that the kinematic 
properties of these waves are mainly influenced by the horizontal 
velocities of the transversely isotropic medium.
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APPENDIX A
INTERFACIAL COEFFICIENTS AND SOURCE FUNCTIONS 
FOR ISOTROPIC MEDIA
The various terms at slowness p used to define the recurrence 
relations of Section 3*2 are as follows.
a = b - p
b = p , - p dm+1 F
c = P + p d m ^
d = 2( v - i  -  V
E = b a + c a ,, m m+1
E = b a - c C7 .m m+1
a = nm / w m m
F = bv + c v ,.m m+1
F = b v c v .m m+1
V m = C / W m ^m
G = a + dü Vm m+1
G = a - d am m+1
H = -a - d om .4 v_ m+1 m
H = a - d a , v m+1 m
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The free surface reflection coefficients are
u ur = rpp ss0 0
[ »*P2 a 1 vx + (v2
o
+ 2 \ 2 , ,P ) J /
u ur = rsp ps^o o
- Up (v2 + p  ) ^ vi / Ao
where A = Up2 G v - (v0 -L -L 1 + p 2 )
2
The following equations define the scaled P
amplitudes for various point sources of far-field
For an explosive source,
Wd = Wu = f ( co ) / Una2 n fP
Xd = Xu = 0
For a vertical single force,
sp
W = - WU = f ( CO ) / i+TTpCO2 f
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Xd = Xu = - k f(w ) / Uttpcü2C f
Applying the large argument and outgoing wave approximation for 
Bessel function J_^ (x) of order i, the following results are obtained 
from those of Harkrider (1976) for a shear dislocation of spectral 
moment M( go), dip 6 and slip X.
o
¥ = M ( go) (k2 + 2p2 ) _+ 2ikp - k2 / Uttdoo"n f
oX = - k M( go) [+_ (S2 - 3Sq )c + i( k2 - 2k2) S1 / k ] / Uttpgo2  ^fg
where S =0.5 sin X sin 2 6 o
= cos X cos 6 cos 0 - sin X cos 2 6 sin 0 
= cos X sin 6 sin 20 + 0.5 sin X sin 2 5 cos 20 
and 0 is the angle between the strike of the fault and observer.
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APPENDIX B
INTERFACIAL COEFFICIENTS AND SOURCE FUNCTIONS 
FOR TRANSVERSELY ISOTROPIC MEDIA - I
The various terms at slowness p used to define the recurrence 
relations of subsection 4.2.2 are as follows
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The free surface reflection coefficients are
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The geometry of a shear dislocation can be specified by the slip 
vector (s) of the fault and a normal vector (n) to the fault surface 
with respect to a particular coordinate system (Aki and Richards,
1980). For a shear dislocation, n*s=0. If the positive x-axis is
taken as the source-to-receiver direction, the components of the slip
and normal vectors for a shear dislocation of dip 6 and slip A are 
as follows.
sX cos A cos cf> - cos 6 sin A sin tj)
s
y
- cos A sin cj) - sin A cos 6 cos (J)
sz - sin A sin 6
nX sin 6 sin (p
n =
y
sin 6 cos $
n - cos 6z
where <f) is the angle between the strike of the fault and observer.
From the body force equivalent to a displacement discontinuity, 
the moment tensor, M, for a shear dislocation source and thus the 
far-field radiation pattern can be derived (Aki and Richards, 1980). 
For a transversely isotropic medium, the components of the moment 
tensor are
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where M = A Tu"' o
Here, A denotes the surface area of the fault and [u the average 
displacement discontinuity.
The scaled horizontal components of displacement for the qP-wave 
and qSV-wave sources can now be obtained fr:>m the stress-displacement 
discontinuity across the source level. In the far-field, these 
components for a shear dislocation source are
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INTERFACIAL COEFFICIENTS FOR TRANSVERSELY ISOTROPIC MEDIA - II
When equation (4.2 T) is used instead of equation (4.13) for the 
displacement field for qSV-waves, the following interfacial and free 
surface coefficients replace those of Appendix B.
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Summary. Data from 16 deep earthquakes originating in the Tonga 
subduction zone and recorded at the Warramunga Seismic Array (WRA) in 
central Australia show the presence of a distinct later arrival in the coda of P. 
This phase which is not predicted by smooth velocity—depth models of the 
Earth has been called ‘A’ in the paper. Slownesses and arrival azimuths of X  
are similar to those of the P-wave. It is unlikely that X  was radiated as the 
result of multiple focal activity because a corresponding phase was not observed, 
neither in the coda of ScP nor on seismograms of seismic stations located at 
close epicentral distances. Relative to P, the variation in arrival times with 
focal depth of the earthquakes indicates that X  is produced by S -P  conversion 
below the source, at a depth near 700 km. Most of the observed X  phases 
have approximately the same signal duration as the P-waves thus suggesting a 
transition zone near 700 km which is only a few kilometres thick. Synthetic 
seismograms calculated for a model with a first-order seismic discontinuity at 
a depth of 700 km show reasonable agreement with the observations. As 
demonstrated by the synthetic seismogram modelling the amplitude of X  
depends on the radiation pattern of the earthquake source. Variations in the 
radiation pattern offer a plausible explanation that, first, X  is only inter­
mittently detected at WRA and, secondly, that X  has most frequently been 
observed from the southern part of the Tonga subduction zone.
1 Introduction
Short-period seismograms from teleseismic events often show clear arrivals between P and 
PP, which have been interpreted as the results of scattering at random inhomogeneities in 
the crust and upper mantle (Cleary, King & Haddon 1975; King, Haddon & Husebye 1975). 
Cleary et al. (1975) suggested that precursors to P’P' (Whitcomb & Anderson 1970) can also 
be explained by scattering, with the exception of P '650P ’ which is regarded as an underside 
reflection from the 650 km discontinuity. It is generally accepted that the depth of 650 km 
is characterized by a discontinuity in the seismic velocities of the order of 5—10 per cent. 
The thickness of the transition zone may be as small as a few kilometres as indicated from
To whom requests for reprints should be sent.
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observations of short-period reflected waves (Engdahl & Flinn 1969; Whitcomb & Anderson 
1970; Adams 1971; Richards 1972). More recently, Barley (1977) and Barley, Hudson & 
Douglas (1982) have presented evidence for effective short-period S  to P conversion 
occurring at a depth of about 650 km below the Izu—Bonin Island arc and observed at the 
Warramunga Seismic Array (WRA), near Tennant Creek (Northern Territory, Australia). It 
is the objective of this paper to report a similar type of mode conversion taking place near 
the bottom of the Tonga subduction zone and observed at WRA.
The paper is arranged into the following format. A description of the data in Section 2 is 
followed by a study of some of the properties of the later arrival observed in the coda of P. 
In Section 4, possible causes for this phase are discussed and it is suggested that S -P  
conversion at a depth near 700 km offers the most plausible explanation. This is further 
tested by calculations of synthetic seismograms described in Section 5. Before the paper is 
concluded possible causes for another phase arriving about 50 s after P are briefly discussed 
in Section 6.
2 Data
From a total of 43 deep-focus earthquakes originating south of 18°S in the Tonga 
subduction zone and recorded at WRA, 16 were found for which a distinct phase arriving 
in the coda of P was observed. The source parameters of the 16 earthquakes are listed in 
Table 1. Focal depths are between 353 and 586 km as reported by the International 
Seismological Centre (ISC) and by the Earthquake Data Report (EDR) of the US Geological 
Survey. Epicentral distances to WRA are between 41 °5 and 45?1. The locations of the 
epicentres are shown in Fig. 1 together with the contour lines that indicate the depth to the 
seismic zone as derived from the locations of 49 earthquakes for which depth control was 
provided by the presence of pP (Bock 1981).
WRA is one of the UKAEA arrays. It is a modified ‘L’-shaped medium-aperture array 
with 10 1 Hz seismometers about 2 km apart on each leg. The events occurring between 1975 
and 1977 were recorded on analogue magnetic tapes and were digitized at a rate of
Table 1. List of events.
Event no. Date Origin time Latitude
°S
Longitude mb depth
1 1977 J a n .14 17-58-35 .3 19.88 177.5 1°W 5.2 353
2 1977 Aug. 08 2 2 -20 -51 .0 23.81 179.39°W 5.2 431
3 1976 Nov. 04 1 7 -06 -42 .3 21.55 178.30°W 5.1 461
4 1976 Feb. 03 12 -27-31 .4 25.15 179.72°E 5.7 486
5 1980 Sep. 11 10 -30-06 .7 25.718 179.464°E 5.1 503
6 1976 Oct. 05 1 3 -4 4 -3 3 .7 25.19 179.74°E 4.9 499
7 1976 Sep. 16 2 3 -1 3 -0 4 .0 25.27 179.70°E 4.9 495
8 1976 Dec. 30 13 -09-40 .7 25.26 179.70°E 5.0 489
9 1976 Aug. 15 18-43-45 .1 25.13 179.71°E 5.3 512
10 1976 Oct. 08 0 1 -4 1 -3 3 .0 24.23 179.26°E 5.1 586
11 1982 Feb. 13 2 3 -24 -35 .5 23.528 179.306°E 4.9 514
12 1976 S ep .13 0 8 -5 0 -5 0 .8 24.33 179.85°E 4.9 538
13 1982 Feb. 07 0 8 -5 3 -4 8 .8 23.156 179.309°E 5.0 537
14 1981 Sep. 11 0 8 -2 3 -4 1 .7 23.320 179.159°E 5.1 544
15 1975 Nov. 19 0 6 -1 8 -3 3 .7 24.01 179.09°E 5.7 551
16 1975 Oct. 17 0 1 -5 9 -3 1 .4 23.27 179.11°E 5.1 556
ISC source parameters for events 1 -4 , 6 -1 0 , 12, 15 — 16. 
EDR source parameters for events 5, 11, 13-14.
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Figure 1. Epicentre map o f the earthquakes studied. Epicentres are plo tted  as dots. The surface 
projections o f  the calculated S —P  conversion points at a depth o f 700 km are plo tted  as crosses joined by 
a bar with the epicentre. The S —P  conversion points for a group of five epicentres near 25°S are encircled 
and collectively joined by one bar with the epicentres. All X  phases from this group have signal durations 
that are longer than the durations o f both P- and S-waves (Section 3.3).
25 sample s-1. During the digitization process the analogue signal was passed through a pass- 
band filter with cut-off frequencies at 0.1 and 3.5 Hz and an attenuation of 2 4 dB octave-1 
outside the passband. Since 1978, seismic events have been recorded on digital tapes at a 
rate of 20 sample s-1 and, additionally, recordings of horizontal-component short-period 
1Hz seismometers installed at five sites of the array have become available. A fifth-order 
Butterworth digital bandpass filter with the same cut-off frequencies as used for the 
processing of the analogue data was applied to the digitally recorded data. No other 
frequency filters were used in obtaining the seismograms examples shown in this paper.
Beam-formed array seismograms are shown in Figs 2 and 3 for the events listed in Table 1. 
The seismograms are ordered so that hypocentral depths increase down the page. Preference 
has been given to the estimates of focal depths that are restrained by pP-P  or ScP—PcP 
differential times and that may differ from those given in Table 1. The problem of estimating 
the hypocentral depth will be further discussed in Section 3.2. In Figs 2 and 3, several 
distinct phases arrive between P and the later arrivals of pP, PP or PcP. The most prominent 
of these phases arrives — depending on focal depth — about 15—38 s after the onset of P 
and is not predicted by smooth earth models like those of Jeffreys & Bullen (1970) or 
Herrin (1968). We suggest that this phase is of similar origin as the one observed by Barley 
(1977) and Barley et al. (1982). Following these authors we have also named this phase 
‘X \  Another phase arriving about 50 s after P is visible on the seismograms of the events 4, 
6, 7, 8 and 10. This phase which is not explained by common earth models, either, has been 
labelled with ‘Y ‘ in Figs 2 and 3. Possible causes for ‘7 ’ will be discussed in Section 6.
3 Properties of the ‘A ’-phase
In this section, some of the properties of X  which can be partly determined by array 
processing will be discussed.
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Figure 2. Short-period vertical component seismograms recorded at WRA for the events nos 1-8 of Table
1, beam-formed with the slowness and WRA to epicentre azimuth as determined for the phase ‘X ’. The 
horizontal bars above the signals of P and X  indicate the time gates over which the average slowness of 
each signal was determined. The P-wave signal of event 4 is saturated.
3.1 SLOWNESS AND AZIMUTH
The slownesses (dT/dA ) and arrival azimuths (epicentre from WRA) were determined for 
P, S and X  using the Wth root method (Muirhead & Datt 1976) with N  -  4. Slowness and 
arrival azimuths were also determined for the five phases marked with ‘Y ’ in Figs 2 and 3. 
The results are given in Table 2. The maximum possible accuracy with which slowness and 
arrival azimuth can be determined depends on the dimension of the array and on the 
sampling rate and is, for WRA, about 0.2 s deg-1 in slowness and 2° in azimuth for events 
from the Fiji—Tonga region. In practice, however, it has been found (Wright, Cleary & 
Muirhead 1974) that variations in slownesses and arrival azimuths are larger than these 
theoretical limits. This can be the result of a laterally varying structure under WRA as 
suggested by Wright et al. (1974), but other factors may be equally important. Systematic 
errors in slowness and arrival azimuth can be introduced by interfering signals arriving 
closely together (Wright & Lyons 1981). Multiple arrivals can be caused, either by focal 
activity or by waves that have propagated along slightly different paths as a result of 
structural heterogeneities in the source region (Sleep 1973) or in the lower mantle (Muirhead 
& Hales 1980).
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Figure 3. Same as Fig. 2 for events nos 9 -1 6  of Table 1.
Table 2. Slownesses dT/dA  and deviation &AZ of WRA to epicentre azimuth.
Event P phase X  phase 5 phase y  phase
dT/dA SAZ dT/dA 6/4z dT/dA SAZ dT/dA 6,42
(s deg-1) (deg) (s d eg '1) (deg) (s d eg '1) (deg) (s d eg '1) (deg)
1 7.8 - 2 7.5 0 12.1 0
2 8.2 - 2 7.7 - 2 13.8 - 4
3 8.9 0 7.1 0 14.0 - 2
4 Overloaded 7.7 + 2 14.7 - 4 7.4 - 2
5 8.0 - 2 7.9 - 4 14.2 - 4
6 8.0 0 8.1 0 14.0 - 6 7.7 - 2
7 7.9 - 2 8.0 - 2 14.6 - 6 8.1 - 2
8 00 u> 1 8.2 - 2 14.8 - 4 7.6 - 2
9 7.9 - 2 7.5 - 2 14.3 - 4
10 8.2 - 2 8.2 - 2 14.2 - 2 8.2 - 2
11 8.2 0 8.0 - 2 14.2 - 4
12 8.4 0 7.8 0 14.4 - 2
13 8.2 - 6 8.7 0 13.9 - 2
14 7.9 - 8 7.9 - 2 14.2 - 2
15 8.2 - 2 7.8 + 2 14.2 - 2
16 7.7 - 4 7.3 - 4 14.8 - 4
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The slownesses of the various signals were determined by taking the average over a time 
interval of Is duration. The signals were generally longer than Is, so the average was taken 
over several successive Is windows. For the P- and X-phases, the actual lengths of the time 
gates used in the slowness analysis are indicated in Figs 2 and 3 by horizontal bars placed 
above the signals. Inspecting the seismograms, it becomes obvious that multiple arrivals 
present in the P-wave groups of some events have been included in the analysis windows. 
For example, a second phase arrives 1.3 s after the initial P-wave onset of event 3 (Fig. 2) 
and apparently interferes with the first arriving P-wavelet. Since the slowness of P was 
estimated as the average over a 3 s window, interference of closely arriving phases may well 
offer an explanation for the anomalously high slowness value obtained for this event. It is 
beyond the scope of this paper to investigate the fluctuations of slownesses and arrival 
azimuths any further. The point is that most slowness values of X  are close to those ofP. This 
becomes more obvious when the average slownesses are compared. Note that, for the events 
studied, the theoretical slownesses for P as given by the Jeffreys—Bullen or Herrin travel­
time tables do not differ very much. Their values are between 7.7 and 7.9 s deg-1. Therefore 
averaging over all events may provide a valid basis for the comparison of P- and X-slownesses. 
The average slownesses are 8.1 ± 0.3 s deg-1 for P, and 7.8 ± 0.4 s deg-1 for X, indicating 
that there is no significant difference between the average slowness values of P and X.
0 to  20 30 40 50 s
Figure 4. Time average product traces for events nos 1—8 of Table 1. To enhance X  for events 2-8 , the 
gain has been increased by a factor given below the trace at the time indicated by a vertical bar.
S—P conversion near 700 km 599
3.2 TRAVEL-TIME DIFFERENCES X -P
Because of the presence of noise in the coda of P the onset times of X  are more difficult 
to pick than the ones of the first arriving P-waves. Some of the observed A-phases are 
impulsive and their first onsets are easy to pick, but others emerge in a high level of back­
ground noise like the X -phases in the seismograms of events 1—4, 6—8 and 11 so that the 
uncertainty of the onset times if read from the beam-formed array seismograms is likely to 
be of the order of 0.5 s. To obtain a better estimate the onset times were picked on the 
time average product (TAP) traces. The TAP is the product of the two partial array sums 
that are formed for the two lines of the array using the TVth root process (Muirhead & Datt 
1976). The TAP were smoothed by averaging over 0.4 s time intervals and are shown in 
Figs 4 and 5. The onset of X  on the TAP is generally sharp enough for arrival times to be 
determined with a precision of 0.1s. The only exception is event 6 for which the A-onset 
on the TAP trace is still emergent and the uncertainty of the arrival time is probably of the 
order of 0.5 s. The travel-time differences of X —P are plotted in Fig. 6 as a function of focal 
depth and are also given in Table 3. Different symbols are used in Fig. 6. The squares denote 
the data of Barley et al. (1982) and the dots our observations of X —P. The time differences 
X -P  appear to decrease with increasing focal depth which indicates that X  may originate 
from a region below the earthquake source.
Figure 5. Same as Fig. 4 for events nos 9 -1 6  of Table 1. As in Fig. 4 gains have been changed to 
enhance X.
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Figure 6. Travel-time differences plotted versus focal depth. Theoretical travel times are shown for 
S650P  and STOOP. They have been obtained by ray tracing using the PEMC model of Dziewonski et al. 
(1975).
One critical parameter is the determination of focal depth. The numbers given in Table 1 
are those reported by the ISC and the EDR. They have been obtained using P-phases only in 
the location procedure. The depth sensitive pP-phase is usually not well recorded at WRA for 
events from the Fiji—Tonga region because pP has to travel through the low Q zone of the 
upper mantle above the subduction zone (Barazangi, Pennington & Isacks 1975; Bock &
Table 3. Focal depths, X - P  and Y —P times.
Event ISC or EDR Depth (km), X - P Y -P
no. from pP-P from ScP-PcP (s) (s)
1 353 357* 38.8
2 431 443* 31.4
3 461 464* 27.8
4 486 490* 20.5 51.3
5 503+ 493 515 19.4 (45.9)
6 499 19.4 49.8
7 495 502 19.0 50.0
8 489 506 20.3 50.3
9 512 507* 17.8
10 586 521 22.3 47.3
11 514+ 536 17.8 (43.3)
12 538 22.0
13 537 + 548 16.5 (44.5)
14 544+ 553 16.0
15 551 561 16.9 (45.3)
16 556 568* 567 16.2 (44.2)
*From Bock (1981).
tED R  estimate.
Y —P time bracketed if Y  is of fair quality.
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Figure 7. Examples of pP for events 5 and 10 of Table 1. For each event the upper trace shows the linear 
summed array output. The centre trace is the non-linear summed array output which has been obtained 
by taking the fourth root of each array channel, forming the array sum and raising it to the fourth power 
while preserving the sign. This process usually improves the signal to noise ratio over that of the linear 
array sum. For more details of the processing technique see Muirhead & Datt (1976). The time average 
products (TAP) as shown in the lower traces have been formed from the two partial fourth root array 
sums.
Clements 1982). Focal depths of six events used in this study were determined from pP—P 
by Bock (1981) and are given in Table 3. A search for pP on all of the other events was 
carried out but only for event 5 was a phase found which we think is pP (Fig. 7). 
The ISC-depth of event 10 is probably too deep because, if a focal depth of 586km is 
assumed and if X  is caused by S —P conversion beneath the earthquake source the observed 
travel-time difference of X —P is not consistent with the other observations (Fig. 6). A weak 
phase could be detected by array processing (Fig. 7) arriving about 93 s after P for this event. 
If this phase is interpreted as pP a focal depth of approximately 510 km is implied. A 
mislocation in depth by about 70 km is not unlikely for this event because the depth is not 
well constrained by the P-wave arrival times that were used by the ISC for the event 
location. Neither data from nearby stations (the closest station is at a distance A = 12°) nor 
pP-phases were available. We relocated the earthquake using the data given in the Bulletin 
of the ISC and starting with a trial depth of 510 km. After six iterations convergence was 
reached and the following parameters were obtained: latitude = 24.37°S, longitude = 
179.52°E, depth = 521 km, origin time = 01-41-27.9, RMS deviations = 0.71 s. In this 
revised location, the change in focal depth is mainly traded off for a change in origin time 
which is 5.1s earlier than the ISC time. As compared with the ISC solution, travel-time 
residuals to the stations in North America (A > 82°) remained unchanged within 0.2 s. In 
the distance range 30° < A < 82°, the largest change was obtained for the station SBA, with 
a P-wave residual of 1.0 s for our revised solution. Note that this value is closer to the average 
P-wave residual (+1.2 s) for SBA reported by Sengupta & Julian (1976) than the residual 
(—0.6 s) which is obtained for the ISC solution. In the distance range between 12° and 
17°, P-wave residuals for our solution generally became more positive than those calculated 
for the ISC hypocentre. Although this might indicate a focal depth which is too shallow we 
think that our revised estimate is still compatible with the published P-wave arrival times. In
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Fig. 6, a focal depth of 521 km was used to plot the X —P time of event 10 and this value is 
also listed in Table 3 in the ‘pP -P ' column.
Another possibility to obtain estimates of focal depths is to use the time difference of the 
core reflected phases ScP and PcP. Although this time difference is only about half as 
sensitive to variations in focal depth as pP-P, it is a good depth indicator because the hori­
zontal slowness changes only slightly with epicentral distance. The pitfall, however, is that 
ScP as well as ScP - PcP may possess high positive travel-time residuals (Fröhlich & Barazangi 
1980). The travel-time residual of ScP-PcP with respect to the J—B tables as calculated for 
18 deep earthquakes from the Fiji—Tonga region and recorded at WRA revealed a mean 
value of 3.8 ±0.9s. This value has been applied as a correction to the observed times of 
ScP PcP. The focal depths were then estimated using the corrected times and are given in 
Table 3.
In Fig. 6, where the X —P times are plotted versus depth, preference has been given to the 
focal depth as determined from pP-P  or ScP-PcP rather than to the depths reported by the 
ISC or EDR. Although errors in focal depth may be of the order of 10 to 20 km there can 
be little doubt that the times of X —P decrease with increasing focal depth.
3.3 D U R A T I O N
Barley et al. (1982) have put much emphasis on the signal duration of A as compared with 
P. They concluded that ‘X  has a much longer duration than the pulse radiated by the earth-
4 Si SP
1 S SP sj SP
SP
8
S SP
0 10 20 30 s
1 __ I______ I______ I
Figure 8. Beam-formed seismograms of X  and S  plotted in alternating order for events 1 -8  of Table 1. 
For each event the amplitude scales of the X  and S seismograms are the same.
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quake source’ where the duration of the source pulse is approximately represented by the 
/ ’-wave duration. This is an important observation because it might suggest the long coda to 
X as the result of 5 to P scattering from lateral heterogeneities near a depth of 650 km. 
Because X is a phase which has left the source as an 5F-wave, one can wonder whether a 
more valid comparison would be to compare the duration of X  with the 5-waves, some of 
which were shown by Barley (1977). There is, however, a severe drawback (Barley private 
communication). Anelastic attenuation of 5 effective over the whole path length will 
always result in an 5-wave duration at the receiver which exceeds that of the radiated 
5-wave pulse directly beneath the earthquake source. Since, from the point of conversion 
onwards, X  has propagated to the receiver as a P-wave, it has been attenuated to a lesser 
extent than 5. Consequently, if X  were a purely refracted wave with no scattered energy 
arriving in its coda, the signal duration of 5 would always exceed that of X  because of the 
effect of different anelastic attenuation. A signal duration of X, on the contrary, which 
exceeds that of 5 could be indicative of the presence of scattered arrivals in the coda of 
X. It is therefore desirable to compare the duration of X  not only with that of P but also 
with the duration of 5.
In Figs 8 and 9 X-wave records are shown together with the 5-wave records from the same 
earthquake. In each example the array has been phased to the measured slowness and 
azimuth values that are given in Table 2. In most of the 5-wave trains two distinct phases can 
be recognized. Following the interpretation of Hendrajaya, Muirhead & Bock (1984) the 
first phase is 5 and the second one is SP. With a lead time of about 6 s, low-amplitude
X
S SP
11
S SP
X
X X
12 16
0 10 20 30 s
Figure 9. Same as Fig. 8 for events 9-16 of Table 1.
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precursors to S  consistently show up on most of the 5-wave seismograms. They are likely to 
be phases of the type Sp that have been converted from 5 to P at the crust—mantle boun­
dary beneath WRA, see Hendrajaya et al. (1984).
The 5-waves are of much longer period than the converted phases. This is the result of the 
different amounts of attenuation. X  has travelled most of the way to WRA as a P-wave and, 
therefore, has been less attenuated than the S-wave. Comparing the S phases with X  indicates 
that their signal durations are of comparable length. However, some modification to this 
qualitative statement is required once the signal durations are compared quantitatively.
The half-width was employed as a quantitative measure for the signal duration of a phase. 
It is defined as the separation time of the first and last arrival exceeding one-half of the 
maximum of the envelope function which can be calculated using the Hilbert transform 
(Unger 1981). An example of how the half-width was determined is given in Fig. 10. The 
half-widths were calculated for P-, X- and 5-waves and their values are shown in Table 4 
together with the half-width ratios of X/P  and X/S.
Inspecting Fig. 10 and also Figs 2 and 3, the difficulty to obtain a correct estimate of 
the half-width of P which is to provide a relative measure of the duration of the radiated 
source pulse becomes obvious. The P-waves of some events (nos 1, 2, 3, 4 and 15) are 
followed within 10 s after the initial onset by another phase which was not included when 
the half-width was determined. This approach is somewhat arbitrary but it can be justified 
by the fact that the later arrivals are probably not the result of continuing source radiation, 
as will be shown in Section 4.
As far as the half-width of 5 is concerned another problem arises. By analogy with 
scattered arrivals between P and PP scattered precursors to SP may be present in the coda of 
5 and may bias the estimated half-width towards larger values. In most examples, however, 
the amplitude of 5 are large and they rapidly fall off after the maximum amplitude is 
reached (Figs 8 and 9), indicating that scattered precursors to SP, if present, are of secondary 
importance. This is supported by the particle motions that could be calculated for the 
events 5, 11, 13 and 14 and that provided no evidence for the presence of a P-wave type 
motion between the arrivals of 5 and SP.
EVENT 2
5 SEC
Figure 10. Beam-formed seismograms of event 2 for P-, X- and 5-waves and corresponding envelope 
functions. The estimated half-widths as given in Table 4 are indicated by the arrows above the envelope 
functions.
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Table 4. Half-widths of P, S and X  and half-width ratios of X/P  and X/S.
Event Half-width (s)
no. P
1 1.6
2 2.5
3 1.4
4 <2.7*
5 0.8
6 1.3
7 2.4
8 1.1
9 0.9
10 0.6
11 1.4
12 0.6
13 0.5
14 1.1
15 2.6
16 0.9
S X
3.2 1.4
3.9 4.4
2.6 1.1
3.8 6.3
1.4 0.8
1.0 3.9
3.6 4.5
3.0 4.0
2.9 4.3
1.5 1.0
1.5 1.0
1.7 1.6
1.3 1.0
1.1 0.9
3.7 2.0
2.3 1.5
Half-width ratio
X/P X/S
0.9 0.4
1.8 1.1
0.8 0.4
>2.3* 1.7
1.0 0.6
3.0 3.9
1.9 1.3
3.6 1.3
4.8 1.5
1.7 0.7
0.7 0.7
2.7 0.9
2.0 0.8
0.8 0.8
0.8 0.5
1.7 0.7
*Upper and lower bounds only becauseP is saturated.
Examining the values given in Table 4, it becomes apparent that the half-widths of X  
as observed from 10 events are short (< 2s). There are six events for which the half-widths 
of X  are considerably larger than 2 s, ranging between about 4 and 6 s. It is noteworthy 
that these are the events for which not only the half-widths of P but also of S are exceeded 
by those of X. This strongly suggests that the coda to X  is built up by scattered arrivals. In 
the examples of the other 10 events scattering is probably of minor importance and the data 
indicate X  as the result of simple refraction through an interface. Although some events of 
this group revealed X  half-widths that exceed those of P, the X  to S  half-width ratios are 
generally smaller than 1 thus providing no clear evidence for the presence of scattered 
arrivals.
In the discussion of this section X  has been presumed as being caused by S -P  conversion 
below the source. Possible causes for a later arrival like X  will be discussed in the following 
section and it will be demonstrated that S -P  conversion below the source offers the most 
plausible explanation.
4 The origin of X
Particle motion diagrams which could be calculated for the four events occurring after 1979 
revealed the P-wave character of X. This rules out the interpretation of A as a phase which 
has travelled most of the path as a P-wave and been converted at some depth below the 
receiver to an SV-wave. Neither is X  the result of scattering at random inhomogeneities in 
the crust and upper mantle because this would require travel times and slownesses different 
from those observed. Of the remaining possible causes for X, other than S -P  conversion 
below the source, first, multiple focal activity and, secondly, reflection from discontinuities 
above the source will be investigated in the following. An important observation — the inter­
mittent occurrence of X  — will be discussed in a later part of this section.
The properties of X  as reported in Section 3 are compatible with the idea of X  being the 
result of multiple focal activity. Measured slownesses and arrival azimuths would be 
indicative of the A-event being close to the initial point of rupture. The apparent depth
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Figure 11. Beam-formed seismograms of ScP for the events 1 -8  of Table 1. As measured from the first 
onset of ScP the X -P  times have been picked and marked by a filled triangle.
dependence of the time separation X -P  could have been purely coincidental and the relative 
durations of X  and P could easily be explained by the source-time function of the rupture 
episodes. Two types of observation, however, do not support the hypothesis of continuing 
focal activity.
The first one is based on the observation of short-period ScP phases that have frequently 
been recorded at WRA from deep Tongan earthquakes. As on many seismograms the noise 
level preceding and following ScP is greatly reduced, one should observe another ScP phase 
radiated from the presumed second shock and arriving at approximately X -P  seconds after ScP. 
Beam-formed array seismograms for ScP are shown in Figs 11 and 12 and the expected arrival 
times of the second phase have been marked. No such phase is seen except perhaps on the 
seismogram of event 3 (Fig. 11). It cannot be ruled out with certainty that the main shock 
of event 3 was followed by another shock although — on the basis of the ScP seismogram — 
the evidence must be regarded as weak. As far as the events 1, 6 and 9 are concerned the 
initial ScP phases are of relatively small amplitude and the high noise level prevailing in the
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Figure 12. Same as Fig. 11 for events 9 -1 6  of Table 1.
time interval between the arrivals of ScP and S  may have buried a second ScP phase. The 
ScP records of the other events are of high quality, but no second ScP arrival with an ampli­
tude relative to ScP which is comparable to that of X  relative to P is seen.
As mentioned in Section 3.3 the P-wave seismograms recorded at WRA from the events 
1, 2, 3, 4 and 15 show a later phase arriving within 10s after the initial onset of P. This 
phase was not considered when the duration of the P-wave signal was calculated. This 
approach is supported by the fact that a phase with similar amplitude and lapse time, which 
could be indicative of continuing focal activity, is not observed in the coda of ScP (Figs 11 
and 12) although, because of the presence of noise, this is not clear in the example of event 
1. A later phase like this could be due to reflections and conversions at the boundary of the 
downgoing slab. However, detailed model calculations of travel times and amplitudes in a 
laterally heterogeneous medium are required to answer the question of whether this is a 
viable suggestion.
Returning our attention to A a second line of evidence that X  is not the result of 
continuing focal activity can be put forward for the events occurring in 1981/82. During
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Figure 13. Short-period seismograms for event 13 of Table 1 as recorded by three stations located in 
Tonga. The vertical-component record is shown for the stations on Tongatapu (TON) and Ha’apai (HAP), 
and the horizontal-component record (approximately N-S) for the station on ’Eua (EUA). As measured 
from the first onset of P the X - P  time observed at WRA has been picked and marked by a filled triangle.
this period a network of short-period seismic stations located on the main islands of the 
Tonga group was temporarily maintained by the Australian National University. Of the three 
events in question, event 13 is the one with the largest amplitude of X  relative to P as 
observed at WRA. Seismograms of this event recorded on the Tonga islands Tongatapu, 
’Eua and Ha’apai are reproduced as a record section in Fig. 13. Based on the assumption that 
X  is the R-wave from a second shock which took place close to the first one, the approxi­
mate P arrival times from the second shock have been marked in Fig. 13. No clear arrival, 
however, is obvious which, at least for this particular event, rules out the interpretation of 
A as a P-wave radiated from a second shock. The same observation was made for the two 
other events for which seismograms from local stations were available.
Taking into account both lines of evidence as outlined above leads to the conclusion 
that the interpretation of X  as being related to the source-time history must be rejected and 
that X  is probably caused by the structure of the mantle near the source.
That A is a reflection from a discontinuity above the source of the type sdP or pdP with 
'd' standing for the depth of the discontinuity, is regarded as unlikely because it would be 
impossible to explain the apparent depth dependence of the X -P  times (Fig. 6). Note that 
the depths of the four shallowest events, for which the depth dependence of X -P  is most 
obvious, are well controlled by pP. The only plausible explanation is that of X  being a phase 
which has left the focus as an SK-wave and has been converted from SV  to P in the mantle 
at some depth below the earthquake source. The depth of conversion can be determined 
from the travel-time differences X -P  assuming some velocity—depth model.
This has been done adopting the model PEM-C of Dziewonski, Hales & Lapwood (1975). 
A first-order discontinuity in P- and 5-velocities was placed either at 650 or at 700 km. The 
velocities at the depth of 650 or 700km increased from 10.038 to 10.928km s '1 in Fand 
from 5.471 to 6.114km s '1 in S. Theoretical travel times X -P  were calculated for this 
model and are shown in Fig. 6. It is obvious that our observations of X -P  shown in Fig. 6 
as dots, can be reasonably matched if X  is converted from SV  to P at a depth near 700 km.
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Figure 14. The amplitude ratios X/P plotted versus the amplitude ratios of (a) ScP/P and (b) S/P.
The data of Barley et al. (1982), obtained from the Izu—Bonin island arc, indicate a depth of 
conversion close to 650 km.
An important observation is that X  phases have been only intermittently detected. Barley 
et al. (1982) have pointed out that variations in the radiation pattern at the source provide a 
natural explanation of this observation. Prominent X  phases occur when the P-waves to the 
receiver take off close to a nodal plane. For a double couple earthquake source, this is the 
direction where the 5-wave radiation is strong.
For the deep earthquakes originating in the Fiji—Tonga region and recorded at WRA, the 
take-off angle of X  (or 5700P) is about 25° which is closer to that of ScP (13°) than to the 
one of 5 (45°). If the interpretation of A as a phase of the type 5700P is correct, then there 
should be some indication for the amplitudes of X  to increase with the ScP and 5 amplitudes 
because of the take-off angles being relatively close together. In Fig. 14 the amplitude ratio 
X/P  is plotted as a function of the ratio ScP/P as well as of S/P. The amplitudes have been 
measured from peak to peak on the beam-formed vertical-component seismograms. Note that 
the ratios do not directly represent the radiation pattern because no corrections have been 
applied, neither for the effect of attenuation nor for the reflection coefficient of ScP from the 
core—mantle boundary. The scatter in Fig. 14 is fairly large which is not surprising because 
the radiation pattern of a double couple source is a non-linear function of take-off angle 
and may change rapidly near nodal planes of P or nodal directions of 5. In spite of the 
scatter a trend is apparent that X  becomes more prominent when strong ScP or 5 phases 
are radiated towards WRA. This trend, of course, is too weak to prove the hypothesis 
that the intermittent occurrence of X  is the result of variations in the focal mechanisms. 
However, additional support for this hypothesis is provided by another observation.
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Figure 15. Relative amplitudes of SV  radiated to WRA from deep earthquakes in the Tonga subduction 
zone and plotted as function of the epicentre latitude. The take-off angle is 25°. The focal mechanism 
solutions are given by Billington (1980). The dashed lines follow the minimum and maximum values 
respectively.
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A large number of focal mechanism solutions for deep Tongan earthquakes has been 
collected and published by Billington (1980). None of the earthquakes of her data set has 
been used in our analysis of X  but their known focal mechanisms may provide some insight 
into the possible variation of focal mechanisms in the Tonga region. Using the focal 
mechanism parameters provided by Billington, we have calculated the theoretical SV  
radiation towards WRA assuming a value of 25° for the take-off angle which is close to that 
of X  = S700P. The result is remarkable and is shown in Fig. 15 where the relative SV  
amplitude is plotted as a function of latitude. A maximum of SV  radiation shows up 
between 23 and 25°S. This is in fact the area where most of the earthquakes have occurred 
for which X  phases were observed at WRA (Fig. 1).
It appears that variations in the radiation pattern of the earthquake source offer a 
plausible explanation for the intermittent occurrence of X. Synthetic seismograms have been 
calculated to test this and will be discussed in the following.
5 Synthetic seismograms
Two different methods were used to generate synthetic seismograms. The algorithm of Kind 
(1978, 1979) allows the calculation of complete seismograms for a shear dislocation source 
buried in a layered medium. The second method used is based on the full-wave theory which 
is described by Aki & Richards (1980). Its advantage over the first method is that it is 
possible to look just at the particular rays of interest. In the following the results are 
discussed that were obtained using Kind’s algorithm.
The velocity—density—depth model is given in Table 5. A first-order discontinuity is 
present in the model at a depth of 700km. The quality factor Qa for F-waves was assumed 
to be 200 down to a depth 410 km and 1000 below that depth. The quality factor Qß for 
5-waves was assumed to be 4/9 Qa . The earthquake source is located at a depth of 500 km 
with the fault plane dipping towards the receivers at an angle of 70°. The direction of the 
slip vector was chosen to be 90° which is representative of a normal or thrust faulting 
mechanism. With this geometry of the shear dislocation, maximum SV  energy is radiated 
into the dip direction of the fault.
Synthetic seismograms as obtained with Kind’s method are shown in Fig. 16(a). The 
window length was 350 s. To avoid aliasing by the later arriving S phases the integration in 
the wavenumber domain was carried out for phase velocities between 10 and 24km s”1.
Thus, the P phases as well as S to P converted phases are included but the S  phases are not.
The main signal period is about 9 s. No attempt was made to calculate the response in the i 
short-period range at about 1 s. This would require a very fine layering of the model with
Table 5. Velocity-density—depth model.
Depth P-velocity 5-velocity Density
(km) (km s '1) (km s '1) (g c m '3)
0 7.00 4.04 2.90
40 8.00 4.62 3.28
200 8.33 4.81 3.41
410 9.18 5.30 3.73
500 9.40 5.43 3.81
700 10.19 5.58 4.10
700 10.78 6.00 4.33
1000 11.45 6.61 4.59
1200 11.90 6.87 4.76
1400 12.20 7.04 4.87
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Figure 16. Synthetic seismograms for a shear dislocation at a depth of 500 km, calculated with the 
algorithm of Kind (1978). In (a) the fault plane dips towards the receivers at an angle of 70°, in (b) it 
dips away from the receivers at an angle of 65°. The phase marked by the dashed line travels with the 
lowest phase velocity used in the calculation (10 km s"1) and has no physical significance.
resulting prohibitive computation times (Choy et al. 1980). The synthetic seismograms show 
a variety of phases (Fig. 16a). The later arriving phases pP, PP and sP have been identified 
on the basis of their travel times. The PP signal is complicated and two branches can be 
recognized that cross over at a distance of 45°. This is probably a result of the triplication 
which is associated with the 700 km discontinuity. The amplitudes of both pP and PP are 
larger than observed because anelastic attenuation is less effective in the long-period range. 
In the coda of P a phase labelled lX ' is present representing a wave of the type SdP which 
has been converted below the source from SV  to P at the first-order discontinuity. Note 
that the amplitude ratio X/P at A = 42?5 is approximately 0.16 which is in reasonable 
agreement with the observations (see Fig. 14). This ratio can be easily changed by varying
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the orientation of the shear dislocation source. A ratio of 0.55 at the same distance is 
obtained if the dip angle of the fault plane is changed from 70° to 50°. The/"-wave ampli­
tude is significantly reduced because the nodal plane for P-waves is getting closer to the take­
off angle of P which is about 45°. Similar results were obtained by synthetic seismograms as 
calculated by the full wave theory.
Synthetic seismograms for the same velocity—depth model but with a different 
orientation of the shear dislocation are shown in Fig. 16(b). The fault plane now dips away 
from the receiver at an angle of 65°. With this geometry, the SF  radiation towards the 
receiver is not strong enough to produce visible STOOP phases on the synthetic seismograms. 
Note that both fault directions used to calculate the synthetics are reasonable approxi­
mations to observed fault plane solutions reported for deep earthquakes within the Tonga 
subduction zone, see, e.g. Billington (1980) or Isacks & Molnar (1971).
It appears that variations in the radiation pattern of the double couple earthquake source 
offer a plausible explanation for the observed intermittent occurrence of the X  phase. To 
our knowledge there is only one event in our data set (no. 4) for which a focal mechanism 
has been published (Richter 1979). Unfortunately, P-waves from this event are saturated 
at WRA so that no comparison between observed and theoretical X/P  amplitudes is possible. 
Employing the fault plane solution reported by Richter the synthetic seismograms revealed 
an STOOP/P amplitude ratio of only 0.06. It is unlikely that an X  phase like this could have 
been observed at WRA. As for this event not only X  has been well recorded at WRA but also 
ScP (Fig. 11) we suggest that some modification of the fault plane solution is required. 
Inspecting Richter’s fig. A1 it becomes obvious that the fault planes are not well 
constrained. A clockwise rotation of the steeply dipping fault plane and a dip angle towards 
the south-westerly azimuth are still allowed for by the data thus resulting in a more energetic 
SV  radiation into the take-off directions of STOOP and ScP.
6 Discussion of the 'Y  ’-phase
As briefly mentioned in Section 2 another phase called ‘Y ’ clearly shows up on five of the 
seismograms reproduced in Figs 2 and 3. A search for Y  in the other records was carried out
30 s
Figure 17. Time average product seismograms of the Y phase for 10 events of Table 1.
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and in five more cases array processing revealed the presence of a phase with a similar lapse 
time to P. Time average product traces of these five events are shown in Fig. 17. The average 
time difference from P is 47.2 ± 2.9 s and from X  28.4 ± 2.2 s. On the basis of the 
comparison with the ScP records it is not possible to decide whether Y  is the result of 
continuing focal activity or not because the 5-wave arrives in the corresponding time 
window. If Y  is due to structure near the earthquake source then it is hardly possible, on the 
basis of the observed travel times, to discriminate between a reflection from a discontinuity 
above the source or an S -P  conversion at a discontinuity below the source. If the latter is 
the case the discontinuity must be located at a depth near 970 km. A seismic discontinuity 
or a region of an anomalously high-velocity gradient near 1000 km has been suggested by 
several authors (Archambeau, Flinn & Lambert 1969; Johnson 1969; Whitcomb & Anderson 
1970; Datt & Muirhead 1977; Muirhead & Hales 1980; Hendrajaya & Muirhead 1984). If 
Y  is an underside reflection from a discontinuity above the source, a pdP type reflection 
near 200 km or an sdP type reflection near 380 km would offer a possible explanation. 
Seismic discontinuities at these depths (the Lehmann discontinuity and the ‘400 km’ 
discontinuity) are incorporated in many models that have been proposed so far (e.g. 
Anderson 1979). Although there is some indication that the time differences Y—P decrease 
with increasing focal depth (see Table 3) thus favouring Y  as the result of S -P  conversion 
below the source, the origin of Y  remains unclear. To obtain a better knowledge of its origin 
good recordings of Y  from earthquakes over a larger depth range than available in our study 
are required.
7 Discussion
It has been demonstrated that observations of a seismic phase arriving in the coda of P can 
be readily explained by conversion of SV  to P at a discontinuity in the mantle near a depth 
of 700 km. The zone near 700 km is characterized by the presence of a major seismic discon­
tinuity which usually is referred to as the ‘650 km’ discontinuity. The ‘650 km’ discontinuity 
may be associated either with a phase transition (Ringwood 1975) or, as argued by Liu 
(1979), with a chemical boundary. The data presented in this paper indicate that the 
‘650 km’ discontinuity in the southern part of the Tonga subduction zone takes place at a 
depth close to 700 km. There is some scatter in the data which probably reflects 
uncertainties in the determination of focal depths. However, some of the scatter might also 
be the result of lateral variations although this is difficult to resolve.
There is some indication that the nature of the discontinuity near 700 km varies laterally. 
As discussed in Section 3.3. six X  phases were found for which the duration was longer than 
that of both P- and 5-waves. It is noteworthy that five earthquakes of this group are located 
closely together. The estimated S -P  conversion points associated with them are encircled in 
Fig. 1 and collectively joined by a bar with the epicentres. This may be a region where either 
topography on the discontinuity or lateral heterogeneities associated with the inlined seismic 
zone is present to such an extent that scattered arrivals of significant amplitude are recorded 
at WRA.
There appear to be significant differences between the X  phases originating beneath the 
Izu—Bonin Islands region (Barley et al. 1982) and the Fiji—Tonga region (this study). This 
indicates that regional variations in the ‘650 km’ discontinuity do exist. Barley et al. assumed 
lateral heterogeneities at a depth of 650 km to explain the long duration of the X  signal as 
compared with P. Most of the X  phases from the Fiji—Tonga region are of short duration, 
indicating that scattering is of minor importance. The observations can be explained by 
simple refraction through an interface. Since the converted phases have been recorded in the 
short-period range, the seismic discontinuity must be sharp. The depth interval over which
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the velocity increase takes place must be of the order of 0.5—1 times the wavelength of S 
(Faber & Midler 1980) which is between 3 and 6km for a period of Is. It is,however, not 
quite clear whether the discontinuity near 700 km is that sharp everywhere in the mantle 
near the bottom of the Tonga subduction zone.
The fact that X  is only intermittently observed has readily been explained by variations 
in the radiation pattern from a double couple earthquake source. It is obvious, on the other 
hand, that the focal mechanisms must be known before observed and theoretical amplitudes 
can be compared quantitatively. Only then is a refinement of the velocity contrasts at the 
700 km discontinuity justified.
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