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Abstract
We consider the problem of online multiclass classification with partial feedback,
where an algorithm predicts a class for a new instance in each round and only receives
its correctness. Although several methods have been developed for this problem, recent
challenging real-world applications require further performance improvement. In this
paper, we propose a novel online learning algorithm inspired by recent work on learning
from complementary labels, where a complementary label indicates a class to which an
instance does not belong. This allows us to handle partial feedback deterministically in a
margin-based way, where the prediction margin has been recognized as a key to superior
empirical performance. We provide a theoretical guarantee based on a cumulative loss
bound and experimentally demonstrate that our method outperforms existing methods
which are non-margin-based and stochastic.
1 Introduction
Starting with the perceptron (15), research on online classification has been extensively
conducted (7, 19, 8). Methods that use the prediction margin, which indicates the difference
between the score of a classifier and a classification boundary, such as passive-aggressive (PA)
(4), confidence-weighted (CW) (6) and their variants (5, 17), have been shown to achieve
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better empirical performance. In addition, some of these prediction-margin based methods
have theoretical guarantee based on mistake bounds in adversarial cases.
Some methods have been extended to online multiclass classification (4, 5, 14). In this
multiclass setting, the prediction margin is defined as the difference in scores between classes,
and these methods update the classifier on the basis of it. The algorithms assume that an
instance and its correct label are received in each round (which is called full feedback), and
the classifier is updated with them. However, there are many cases where it is easy to know
whether the prediction was correct or not (which is called partial feedback), but hard to
obtain correct labels in all rounds.
There has been some research on online multiclass classification with partial feedback,
e.g, Banditron (13), Confidit (3), exp_grad (18), Newtron (10), the second order banditron
algorithm (SOBA) (1), bandit passive-aggressive (BPA) (20) and confidence-weighted bandit
learning (CWB) (16). However, their empirical performance is not well in practice. Banditron,
Confidit, exp_grad, Newtron and SOBA employ classical perceptron-based algorithms for
update rules. BPA and CWB employ PA-based and CW-based algorithms, respectively,
which are known as prediction-margin based algorithms. However, they handle multiclass
problems in a one-versus-rest way and apply update rules to each classifier independently.
Thus they are not based on the prediction margin in terms of multiclass classification. In
addition, the previous research commonly uses some exploration strategies in the label space
for training the classifier. Banditron, exp_grad, Newtron, BPA and CWB conduct their
explorations in the manner of an -greedy method. Confidit conducts exploration on the
basis of an upper confidence bound.
In this paper, we propose a deterministic prediction-margin based algorithm for online
multiclass classification with partial feedback. When the prediction is correct, we will use
the update rule of support-class passive aggressive (14), which is a state of the art PA based
method for online multiclass classification with full feedback. On the other hand, for the case
where the proposed label is incorrect, we propose a new update rule, inspired by learning
from complementary labels1 (11). Our contributions in this paper can be summarized as
follows:
• We propose a deterministic prediction-margin based algorithm for online multiclass
classification with partial feedback, by combining support-class passive aggressive (14) for
correct prediction and learning from complementary labels (11) for incorrect prediction
(Section 3).
• We theoretically show the convergence of the proposed method by deriving a cumulative
square loss bound (Section 4).
• We experimentally demonstrate the superior performance of the proposed method
compared with existing methods for partial feedback (Section ??).
2 Preliminary
In this section, we formulate the problem of online multiclass classification with partial
feedback.
1A complementary label indicates a class to which an instance does not belong.
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2.1 Problem setting
In ordinary online multiclass classification setting, in each round t, the algorithm receives an
instance xt ∈ Rd and predicts its label denoted by yˆt ∈ {1, . . . ,K}, where d is the dimension
of the feature vectors and K is the number of classes. Then, the algorithm receives the correct
label yt and improves the classifier if necessary.
In contrast, in the partial feedback setting, the algorithm chooses a proposed label y˜t
after making a prediction yˆt and then asks an oracle whether y˜t is correct or not. The goal is
to reduce the number of mistaken proposed labels
T∑
t=1
1[y˜t 6= yt] (1)
as much as possible.
2.2 Model
Our algorithm uses a linear-in-parameter model that is used by the existing online learning
algorithms (4, 6, 5, 17, 15). We consider K weight vectors wi ∈ Rd, for i = 1, . . . ,K and give
a score w>i x for class i of instance x, where > denotes the transpose. We define a classifier
f : Rd → {1, . . . ,K} that predicts the label for x ∈ Rd as follows:
f(x) = arg max
i=1,...,K
w>i x. (2)
We denote the parameters wi at round t, as wi,t.
3 Proposed Method
In this section, we introduce our proposed algorithm for online multiclass classification with
partial feedback. Our algorithm is based on online passive-aggressive algorithms (4), which
are based on prediction-margin and perform well in online classification problems.
In the t-th round, the algorithm receives an instance xt ∈ Rd such that ‖xt‖ = R , where
R is a constant value. Then, it predicts its label yˆt as follows:
yˆt = arg max
i∈{1,...,K}
w>i,txt. (3)
Regarding the proposed label y˜t, our algorithm always behaves deterministically; that is,
it always selects yˆt as y˜t, whereas the previous algorithms (13, 3, 18, 10, 20, 16, 1) may
conduct exploration in several ways. Next, the algorithm receives Mt = 1{yt = y˜t} where
1{condition} = 1 if the condition is satisfied, and 0 otherwise. The algorithm behaves
differently in accordance with Mt.
3.1 Update rule for the wrong proposed label
WhenMt = False, i.e, y˜t is not the correct label, this label can be regarded as a complementary
label (11). We propose an online algorithm for complementary labels. Here, we define the
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loss `t when y˜t is the complementary label in round t as follows:
`t = min
i∈{1,...,K}\{y˜t}
1−w>i,txt +w>y˜t,txt. (4)
This loss corresponds to the minimum margin between the scores of the incorrect class y˜t
and the other classes. Here, since y˜t = arg maxi∈{1,...,K}w>i,txt, the following is satisfied:
`t ≥ 1. (5)
For this case where the proposed label is wrong, we formulate the following optimization
problem for round t with a hyperparameter β ∈ (0, 1]:
w1,t+1, . . . ,wK,t+1
= arg min
w1,...,wK∈Rd
∑
i∈{1,...,K}
‖wi −wi,t‖2
s.t. min
i∈{1,...,K}
(
1−w>i xt +w>y˜txt
) ≤ (1− β)`t,
w>i xt −w>j xt = w>i,txt −w>j,txt, ∀i, j ∈ {1, . . . ,K}\{y˜t}.
(6)
The algorithm knows the label y˜t is not correct. Therefore the weight vectors w1, . . . ,wK
are updated so that the score of y˜t is not the highest, that is, the prediction margin between
the scores of y˜t and another class i, w>y˜txt −w>i xt becomes smaller.
In contrast, the algorithm does not know the true label. Therefore, the weight vectors are
updated in such a way that the prediction margins between the scores of labels other than y˜t,
do not change. This corresponds to the second constraint in (6). As a result, the algorithm
focuses on the margin between the score of y˜t and the second highest score,
w>y˜txt − maxi∈{1,...,K}\{y˜t}w
>
i xt = min
i∈{1,...,K}\{y˜t}
(−w>i xt +w>y˜txt) . (7)
In the following, we derive a closed update rule for the optimization problem (6).
First, the following lemma holds for the form of the update.
Lemma 1. The update rule for the optimization problem (6) is expressed for some τ1, . . . , τK ∈
R as:
wi,t+1 = wi,t + τixt ∀i ∈ {1, . . . ,K}. (8)
Proof. Let the optimal solution of (6) be w?i . Then w?i −wi,t can be expressed for some zi
such that x>t zi = 0 as follows
w?i −wi,t = τixt + zi. (9)
Substituting this equality for the optimization problem (6), we obtain
arg min
z1,...,zK∈Rd,τ1,...,τK∈R
∑
i∈{1,...,K}
τ2i ‖xt‖2 + ‖zi‖2
s.t. min
i∈{1,...,K}
(1−w>i,txt +w>y˜t,txt)− τi‖xt‖2 + τy˜t‖xt‖2 ≤ (1− β)`t,
τi = τj , ∀i, j ∈ {1, . . . ,K}\{y˜t}.
(10)
The objective function is minimized by ‖zi‖2 = 0, for all i and the lemma is proven.
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By Lemma 1, (6) can be rewritten as the following optimization problem:
arg min
τ1,...,τK∈R
1
2
∑
i∈{1,...,K}
τi‖xt‖2
s.t. min
i∈{1,...,K}\{y˜t}
(1−w>i,txt +w>y˜t,txt)− (τi − τy˜t)‖xt‖2 ≤ (1− β)`t,
τi = τj ∀i, j ∈ {1, . . . ,K}\{y˜t}.
(11)
From the second constraint of (11), for i ∈ {1, . . . ,K}\{y˜t}, we can denote τi = τ for some
τ ∈ R. Consequently, the optimization problem to be solved is
arg min
τ,τy˜t∈R
1
2
(K − 1)τ2 + 1
2
τ2y˜t
s.t. β`t − (τ − τy˜t)‖xt‖2 ≤ 0.
(12)
Note that `t is defined as (4).
If `t = 0, then τ = τy˜t = 0 satisfies the constraint in (12) and is the optimal solution.
Therefore, we concentrate on the case `t > 0. Here, we introduce a Lagrange multiplier λ ≥ 0
and define the Lagrangian function of (12) as follows:
L(τ, τy˜t , λ) =
1
2
(K − 1)τ2 + 1
2
τ2y˜t + λ(β`t − (τ − τy˜t)‖xt‖2). (13)
Since its derivative with respect to τ is zero for an optimal solution of (12), we have
∂L(τ, τy˜t , λ)
∂τ
= (K − 1)τ − λ‖xt‖2 = 0
∂L(τ, τy˜t , λ)
∂τy˜t
= τy˜t + λ‖xt‖2 = 0,
(14)
and obtain
τ =
λ‖xt‖2
K − 1 ,
τy˜t = −λ‖xt‖2.
(15)
Substituting (15) for (13) yields
L(λ) =
K‖xt‖4
2(K − 1)λ
2 − β`tλ. (16)
Then, taking the derivative of (16) with respect to λ and setting it to zero, we obtain
λ =
1
‖xt‖4
K − 1
K
`t. (17)
Substituting (17) for (15) yields
τ =
1
K
β`t
‖xt‖2 ,
τy˜t = −
K − 1
K
β`t
‖xt‖2 .
(18)
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Finally, we obtain the following update rule:
wi,t+1 =
{
wi,t +
1
K
β`t
‖xt‖2xt (i ∈ {1, . . . ,K}\{y˜t}),
wy˜t,t − K−1K β`t‖xt‖2xt (i = y˜t).
(19)
We discuss the choice of β in Section 4. Intuitively, β plays a role in adjusting the step-size.
The closer β is to 1, the more aggressive the update is. On the other hand, the closer it is to
0, the more passive the update is.
3.2 Update rule for the correct proposed label
When Mt = True, i.e., the proposed label y˜t is the correct label, this round is regarded as an
ordinary situation and we can use an existing online learning algorithm, the support-class
passive aggressive (SPA) algorithm (14). We briefly review the SPA algorithm below.
First, the loss for the class i ∈ {1, . . . ,K}\{y˜t} at round t is defined as
`i,t = max(1 +w
>
i,txt −w>y˜t,txt, 0) (i ∈ {1, . . . ,K}\{y˜t}), (20)
and the loss at round t is defined as
`t = max
i∈{1,...,K}\{y˜t}
`i,t (i ∈ {1, . . . ,K}\{y˜t}). (21)
The loss `t corresponds to the margin between the scores of the correct class y˜t and all other
classes. Here, because y˜t = arg maxi∈{1,...,K}w>i,txt, the following is satisfied:
0 ≤ `t ≤ 1. (22)
Let σ(k) be the k-th class when `i,t is sorted in descending order. Then, the support class
St, which is the set of classes whose parameters are updated, is determined as follows:
St =
σ(k)
∣∣∣∣∣∣
k−1∑
j=1
`σ(j),t < k`σ(k),t
 . (23)
The update rule of SPA is expressed on the basis of St and `i,t defined above:
wy˜t,t+1 =

wi,t − 1|St|+1
(∑
j∈St `j,t
)
xt (i = y˜t),
wi,t +
(
`i,t −
∑
j∈St
`j,t
|St|+1
)
xt (i ∈ St),
wi,t (i /∈ St).
(24)
Please refer to Matsushima et al. (14) for the derivation of the update rules, etc.
The whole algorithm is shown in Algorithm 1. Since our algorithm extends the SPA
algorithm to the complementary label case, we call it complementary SPA (CSPA).
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Algorithm 1 CSPA algorithm with partial feedback
Require: β ∈ (0, 1].
Ensure: wi,1 ← 0 ∈ Rd ∀i ∈ {1, . . . ,K}.
for t = 1, 2, . . . , T do
Receive an instance xt ∈ Rd : ‖xt‖ = R.
Predict label yˆt = arg maxi∈{1,...,K}w>i,txt.
Set the proposed label y˜t ← yˆt.
Get the feedback Mt = {yt = y˜t}.
if Mt = False then
Calculate the loss
`t = mini∈{1,...,K} 1−w>i,txt +w>y˜t,txt.
Update
wi,t+1 = wi,t +
1
K
β`t
‖xt‖2xt
(i ∈ {1, . . . ,K}\{y˜t}).
Update wy˜,t+1 = wy˜,t − K−1K β`t‖xt‖2xt.
else
Calculate the loss `i,t and `t according to (20) and (21).
St = ∅.
while
∑|St|
j=1
`σ(j),t
|St|+1 < `σ(|St|) do
St = St ∪ {σ(|St|)}.
end while
Update wy˜,t+1 = wy˜,t − 1|St|+1
(∑
j∈St `j,t
)
xt.
Update
wi,t+1 = wi,t +
(
`i,t −
∑
j∈St
`j,t
|St|+1
)
xt
(i ∈ St).
Update wi,t+1 = wi,t (i /∈ St).
end if
end for
4 Theoretical Analysis
In this section, we derive a cumulative square loss bound for CSPA. Theoretical analyses of
online prediction-margin based algorithms have been considered on the basis of bounds on the
number of mistakes (5) or cumulative square loss (4, 14). We follow the analysis presented in
Crammer et al. (4) and Matsushima et al. (14) for deriving the cumulative square loss of the
CSPA algorithm in the partial feedback setting.
In the CSPA algorithm, the proposed label depends on the classification function in each
round. Therefore, we consider an adversarial case where there is no assumption about the
distribution of the sequence of data, similar to what is done in Kakade et al. (13), Hazan and
Kale (10), so that CSPA can cope with this situation.
Recall the definition of the loss function `t is defined in Section 3 by (4) and (21) as
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follows:
`t =

maxi∈{1,...,K}\{y˜t}max(1 +w
>
i,txt −w>y˜t,txt, 0)
(y˜t = yt),
mini∈{1,...,K}\{y˜t} 1−w>i,txt +w>y˜t,txt
(y˜t 6= yt).
(25)
We have the following bound on the cumulative square loss.
Theorem 2. Let (x1, y1), . . . , (xT , yT ) be a sequence where yt ∈ {1, . . . ,K} is the correct
label of xt ∈ Rd such that ‖xt‖ = R for all t. Let u1, . . . ,uK be vectors satisfying the following
conditions for all t:
max
y′∈{1,...,K}\{yt}
∑
y′′ 6=yt,y′
(u>y′′xt − u>y′xt) ≤ α (0 ≤ ∃α < 1), (26)
and define the loss `?t as follows:
`?t = max
i∈{1,...,K}\{yt}
max(1 + u>i,txt − u>yt,txt, 0). (27)
When β is set to be
β =
1− α
K − 1 , (28)
the cumulative square loss `t of CSPA on this sequence is bounded from above as follows:
T∑
t=1
`2t ≤
(
K(K − 1)
(1− α)2
√√√√ T∑
i=1
(`?t )
2 +
R
√
K(K − 1)
1− α
√ ∑
i∈{1,...,K}
‖ui‖2
)2
. (29)
The proof is in Appendix A in the supplementary material.
This theorem indicates that for any u1, . . . ,uK satisfying (26), the square loss of CSPA
can be bounded by the loss of u1, . . . ,uK . This bound is the same order as the online
passive-aggressive algorithm and the support class passive-aggressive algorithm (4, 14), with
respect to T .
In fact, the derived bound of the cumulative square loss of `t upper bounds the mistake
bounds as follows:
T∑
t=1
`2t ≥
T∑
t=1
`2t1[`t ≥ 1]
≥
T∑
t=1
1[`t ≥ 1]
=
T∑
t=1
1[y˜t 6= yt].
(30)
Therefore, it means that the derived bound can also bound the number of mistakes.
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Figure 1: Relevance between amount of noise σ and β on artificial dataset. Each legend corresponds
to the amount of noise. Solid lines show the mean accuracy of ten trials, and the shaded areas
around each plot show the standard deviation. The red shaded area shows the range of β that can
guarantee the convergence in Theorem 2.
The constraint (26) requires that the differences between the scores of classes other than
the correct label yt, are relatively small. This may seem to be a strong constraint but
u1, . . . ,uK satisfying (26) always exists because the LHS of (26) goes to zero for u1, . . . ,uK
sufficiently close to zero vectors.
In terms of the regret for the adversarial cases, our derived bound does not assure the
superiority to the existing methods in Kakade et al. (13), Crammer and Gentile (3), Wang
et al. (18), Hazan and Kale (10). Nevertheless, this gives a theoretical guarantee to a
prediction-margin based algorithm for the partial feedback setting for the first time.
5 Experiments
In this section, we demonstrate the experimental performance of proposed method, CSPA.
Datasets: We used the following benchmark datasets: 20News, Sector, Vehicle, Shuttle,
Usps, Pendigits, Satimage, MNIST, Letter, Segment, Vowel, and Sensorless. The properties of
these data are summarized in Table 1 and 2 in Appendix B in the supplementary material. All
except MNIST can be downloaded from the LIBSVM (2) 2, and MNIST can be downloaded
from the website of Sam Roweis 3. All instances were used for Segment and Vehicle, and
training instances were used for the others. Normalization was applied to each feature vector
if its norm is not one.
Metrics: In the partial feedback setting, the goal is to propose as many correct labels
as possible while training. Therefore, following the existing research (13, 3), we did not use
the test accuracy as a metric, but instead evaluated the algorithms with the ratio of correct
proposed labels while training.
2https://www.csie.ntu.edu.tw/~cjlin/libsvm/
3http://cs.nyu.edu/~roweis/data.html.
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(f) Pendigits
Figure 2: Relevance between amount of noise σ and β on real world datasets. Each legend
corresponds to the amount of noise. Solid lines show the mean accuracy of ten trials, and the shaded
areas around each plot show the standard deviation. The red shaded area shows the range of β that
can guarantee the convergence in Theorem 2.
5.1 Relevance between hyperparameter β and noisy data
First, we investigated the relevance between β in the algorithm and how noisy the data is. We
used a simple artificial data and real-world datasets, in particular, 20News, Sector, Vehicle,
Shuttle, Usps and Pendigits.
The artificial data had two dimensions and four classes. We generated 1, 000 samples for
class i from N
(
ci,
(
σ 0
0 σ
))
, where c1 = (1, 1), c2 = (1,−1), c3 = (−1, 1), c4 = (−1,−1)
and σ is a positive real number. For real world datasets, we added a Gaussian noise of mean
zero and standard deviation σ to each feature. We chose the amount of noise so as to make
it easy to see the degradation of accuracy for each dataset.
The results are shown in Figure 1 and Figure 2. Off course, the larger the noise is, the
lower the accuracy becomes, but smaller β is robust to the degradation of accuracy. In
particular, it is robust in the range satisfying 0 < β < 1K−1 , which can guarantee convergence
in Theorem 2.
5.2 Comparison with other methods
Algorithms: We compared CSPA with the Banditron (13), Confidit (3) and BPA (20)
algorithms in the partial feedback setting. Note that we implemented the Confidit algorithm
in accordance with the experiments in Crammer and Gentile (3). CSPA and the other three
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Figure 3: Ratios of correct predictions in partial feedback setting in the linear function case. Solid
lines show the mean of ten trials, and the shaded areas around each plot show the standard deviation.
algorithms require O(Kd) memory for parameters, where K is the number of classes and d is
the dimension of the feature vectors. The computational complexity per iteration is O(Kd)
for all the algorithms.
5.2.1 Linear function case
Parameter selection: For the hyperparameter selection, following the experiment described
in Kakade et al. (13), we compared the ratio of correct proposed labels with ten different
parameters. We compared the candidates {0.001, 0.01, 0.025, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6}
for γ in Banditron and BPA, {10−4, 10−3, 10−2, 10−1, 100, 101, 102, 103, 104, 105} for η in
Confidit and {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 12(K−1)} for β in CSPA, and chose the best
hyperparameter, i.e., the one which attained the best ratio of the correct proposed labels for
each algorithm. Here, β = 12(K−1) in the CSPA algorithm corresponds to the case α =
1
2 in
Theorem 2.
Results: We evaluated the ratios of correct proposed labels in ten different runs for
the four algorithms and took the average of every 100 rounds. The results are shown in
Figure 3. Figure 3 shows the transitions of ratios of correct labels for the different datasets.
CSPA outperforms the other three algorithms on five datasets and performed competitively
on all datasets. In addition, as you can see from the shaded areas around each plot in
Figure 3, CSPA is more stable than the others. The final results are shown in Table 1 in the
supplemental material.
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Figure 4: Ratios of correct predictions in partial feedback setting in nonlinear function case. Solid
lines show the means of ten trials, and shaded areas show the standard deviation.
5.2.2 Nonlinear function case
To demonstrate the effectiveness of CSPA when the classification function is nonlinear, we
experimentally compared CSPA with the other three algorithms using a nonlinear function.
In order to make the classification function nonlinear, we used the Gaussian kernel k(x,xi) =
exp
(
−‖x−xi‖2g
)
. Also, the first 700 instances were used as a support set for kernels and we
denote this set as B. That is, we used the following model:
f(x) = arg max
i∈{1,...,K}
700∑
j=1
wi,jk(x,xj), (31)
where wi,j represents the j-th parameter of wi.
From the above, the four algorithms needO(|B|(K+D)) parameters and the computational
complexity per iteration is O(|B|KD). We used only the first 528 instances from the Vowel
dataset as the support set because the number of instances in Vowel is less than 700. We
used the technique in John and Nello (12) to apply the kernel method to the Banditron and
Confidit algorithm, which are based on the perceptron algorithm.
Parameter selection: We used a grid search to make the parameter selection. We
compared candidates {0.01, 0.1, 1.0, 10.0, 100.0} for g of the Gaussian kernel in all algorithms,
and {0.001, 0.025, 0.1, 0.3, 0.4, 0.6} for γ in Banditron and BPA, {10−4, 10−2, 100, 102, 104}
for η in Confidit and {0.1, 0.3, 0.5, 0.7, 12(K−1)} for β in CSPA. That is, all four algorithms
selected the best pair of hyperparameters from 25 candidates.
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Results: Similarly to the linear function case, we evaluated the ratios of correct proposed
labels in ten different runs of the four algorithms and took the average of every 100 rounds.
The results are shown in Figure 4. When the classification function is nonlinear, CSPA also
outperforms the other three algorithms on almost all datasets. The final results are shown in
Table 2 in the supplemental material.
6 Discussions
As shown in Section 5.1, the range of the hyperparameter β that gives the convergence
guarantee is robust to noisy data. We also showed that for clean data, choosing β from this
range is not necessarily better. Our theoretical analysis considered the adversarial case, so
the algorithm should handle all the cases; as a result, it should behave more conservatively
and β should be set to a lower value.
In terms of applications, there would be few cases where we should consider the adversarial
case, so choosing β outside the guaranteed range would give good empirical results. In addition,
a theoretical analysis of less adversarial cases like Crammer and Gentile (3) would be worth
being considered.
7 Conclusion
In this paper, we proposed CSPA, a novel online multiclass classification algorithm based on
the prediction margin for the partial feedback setting. Our algorithm focused on the prediction
margin and learning from complementary labels in the context of online classification. Our
experiments showed that CSPA significantly outperformed other methods in the same setting.
Furthermore, we provided a theoretical guarantee for CSPA through deriving a cumulative
square loss bound, which is an upper bound of the number of mistakes.
For another direction, Gentile and Orabona (9) considered multi-label classification with
partial feedback, where the correct labels of each instance are not necessarily one. This
setting includes the multiclass classification case and can be applied to more applications, so
extending our algorithm to this case would be a future work.
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A Proof of Theorem 2
Proof. As in (4, 14), we define
∆t =
∑
i∈{1,...,K}
(‖wi,t − ui‖2 − ‖wi,t+1 − ui‖2) , (32)
and consider upper and lower bounds of
T∑
t=1
∆t. (33)
First, we derive an upper bound of (32). Using telescoping sum, we have the following
inequality:
T∑
t=1
∆t =
T∑
t=1
∑
i∈{1,...,K}
(‖wi,t − ui‖2 − ‖wi,t+1 − ui‖2)
=
∑
i∈{1,...,K}
T∑
t=1
(‖wi,t − ui‖2 − ‖wi,t+1 − ui‖2)
=
∑
i∈{1,...,K}
(‖wi,1 − ui‖2 − ‖wi,T+1 − uT+1‖2)
≤
∑
i∈{1,...,K}
‖wi,1 − ui‖2
=
∑
i∈{1,...,K}
‖ui‖2 (wi,1 = 0 ∀i ∈ {1, . . . ,K}).
(34)
Next, we derive a lower bound of (32). When Mt = True, CSPA uses SPA algorithm. In
this case, it is shown in (14) that
∆t ≥
( |St|+ 3
4|St|+ 4`t − `
?
t
)
`t
‖xt‖2 . (35)
Then, we gain the following bound:
∆t ≥
(
K + 3
4(K + 1)
`t − `?t
)
`t
‖xt‖2
=
(
K + 3
4(K + 1)
`t − `?t
)
`t
R2
(∵ ‖xt‖2 = R2).
(36)
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For the case Mt = False, we apply the CPA update rule to (32), which yields,
∆t =
∑
i∈{1,...,K}
‖wi,t − ui‖2 −
∑
i∈{1,...,K}\{y˜t}
‖wi,t + β`t
K‖xt‖2xt − ui‖
2
− ‖wy˜t,t −
β(K − 1)`t
K‖xt‖2 xt − uy˜t‖
2
= −2
∑
i∈{1,...,K}\{y˜t}
{
(wi,t − ui)>
(
β`t
K‖xt‖2xt
)}
+ 2(K − 1)
{
(wy˜t,t − uy˜t)>
(
β`t
K‖xt‖2xt
)}
− β
2(K − 1)`2t
K2‖xt‖2 −
β2(K − 1)2`2t
K2‖xt‖2
=
2β`t
K‖xt‖2
 ∑
i∈{1,...,K}\{y˜t}
{(
1 +w>y˜txt −w>i xt
)− (1 + u>y˜txt − u>i xt)}

− K − 1
K
β2`2t
‖xt‖2
≥ 2β`t
K‖xt‖2
 ∑
i∈{1,...,K}\{y˜t}
{
`t −
(
1 + u>y˜txt − u>i xt
)}− K − 1
K
β2`2t
‖xt‖2
(∵ definition of `t)
=
2β`t
K‖xt‖2
(K − 1)`t − ∑
i∈{1,...,K}\{y˜t}
(
1 + u>y˜txt − u>i xt
)− K − 1
K
β2`2t
‖xt‖2
=
2β`t
K‖xt‖2
(K − 1)`t − ∑
i∈{1,...,K}\{y˜t,yt}
(
1 + u>y˜txt − u>i xt
)− (1 + u>y˜txt − u>ytxt)

− K − 1
K
β2`2t
‖xt‖2
≥ 2β`t
K‖xt‖2
(K − 1)`t − ∑
i∈{1,...,K}\{y˜t,yt}
(
1 + u>y˜txt − u>i xt
)− `?t
− K − 1
K
β2`2t
‖xt‖2
(∵ definition of `?t )
≥ 2β`t
K‖xt‖2 {(K − 1)`t − (K − 2)− α− `
?
t } −
K − 1
K
β2`2t
‖xt‖2 (∵ assumption of (26))
=
β(K − 1)`2t
K‖xt‖2 (2− β)−
2β(K − 2 + α)`t
K‖xt‖2 −
2β`t`
?
t
K‖xt‖2
≥ β(K − 1)`
2
t
K‖xt‖2 (2− β)−
2β(K − 2 + α)`2t
K‖xt‖2 −
2β`t`
?
t
K‖xt‖2 (∵ `t ≥ 1 by (5))
=
β`2t
K‖xt‖2 {(K − 1)(2− β)− 2(K − 2 + α)} −
2β`t`
?
t
K‖xt‖2
=
β {2(1− α)− (K − 1)β}
KR2
`2t −
2β`t`
?
t
KR2
(∵ ‖xt‖2 = R2).
(37)
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Note that 2(1 − α) − (K − 1)β > 0 by the assumption of (28). Then, we introduce γ
defined as follows:
γ = 2(1− α)− (K − 1)β > 0. (38)
Combining (36) and (37), we obtain the following bound:
∆t ≥ min
{
βγ
KR2
`2t −
2β`t`
?
t
KR2
,
KR2 + 3
4(K + 1)R2
`2t −
1
R2
`?t `t
}
≥ min
{
βγ
KR2
,
K + 3
4(K + 1)R2
}
`2t −max
{
2β
KR2
,
1
R2
}
`t`
?
t ,
(39)
which is equivalent to
`2t ≤
1
min
{
βγ
KR2 ,
K+3
4(K+1)R2
} {∆t + max{ 2β
KR2
,
1
R2
}
`t`
?
t
}
. (40)
Taking the sum over t = 1, . . . ,K and combining it with (34), we obtain
T∑
t=1
`2t ≤
1
min
{
βγ
KR2 ,
K+3
4(K+1)R2
}
 ∑
i∈{1,...,K}
‖ui‖2 + max
{
2β
KR2
,
1
R2
} T∑
t=1
`t`
?
t
 . (41)
Here, we define L and L? as follows:
L =
√√√√ T∑
t=1
`2t ,
L? =
√√√√ T∑
t=1
(`?t )
2.
(42)
Then, using Cauchy-Schwartz inequality,
∑T
t=1 `t`
?
t ≤ LL? holds, so the following inequality
is obtained:
L2 ≤ 1
min
{
βγ
KR2 ,
K+3
4(K+1)R2
}
 ∑
i∈{1,...,K}
‖ui‖2 + max
{
2β
KR2
,
1
R2
}
LL?
 , (43)
which is equivalent to
χL2 − ψL?L−
∑
i∈{1,...,K}
‖ui‖2 ≤ 0 (44)
where
χ =
1
R2
min
{
βγ
K
,
K + 3
4(K + 1)
}
,
ψ =
1
R2
max
{
2β
K
, 1
}
.
(45)
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We regard (44) as a quadratic equation with respect to L, we obtain
L ≤
ψL? +
√
ψ2(L?)2 + 4χ
∑
i∈{1,...,K} ‖ui‖2
2χ
≤ ψ
χ
L? +
√∑
i∈{1,...,K} ‖ui‖2
χ
(∵
√
x+ y ≤ √x+√y).
(46)
Then, the following holds:
2β
K
<
4(1− α)
K(K − 1)
<
4
K(K − 1) (∵ α > 0)
≤ 2
3
(∵ K ≥ 3),
(47)
which means that ψ is always equal to 1R2 .
When β = 1−αK−1 ,
βγ
K
=
β(2(1− α)− (K − 1)β)
K
=
(1− α)2
K(K − 1) ,
<
K + 3
4(K + 1)
,
(48)
from K ≥ 3. Therefore, we have:
χ =
1
R2
(1− α)2
K(K − 1) . (49)
Then, we obtain
T∑
t=1
`2t ≤
K(K − 1)
(1− α)2
√√√√ T∑
i=1
(`?t )
2 +
R
√
K(K − 1)
1− α
√ ∑
i∈{1,...,K}
‖ui‖2
2 . (50)
B More Experimental Results
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Table 1: Average and standard deviation of the ratio of correct proposed labels in linear function
case in percentage over ten trials. The methods with best 5% t-test results are in boldface.
Labels Instances Features CSPA Banditron Confidit BPA
20News 20 15,935 62,061
66.7 23.6 55.9 63.0
(0.5) (1.5) (2.4) (1.4)
Sector 105 6412 55,197
8.83 2.67 7.43 7.43
(0.99) (0.33) (1.09) (1.14)
Vehicle 4 846 18
49.3 35.9 47.4 48.1
(1.7) (2.6) (1.8) (1.8)
Shuttle 7 43,500 9
95.3 86.6 86.6 87.1
(0.1) (3.8) (0.0) (1.7)
USPS 10 7,291 256
84.9 48.5 78.5 81.4
(0.3) (5.5) (1.9) (1.5)
Pendigits 10 7,494 16
79.7 32.7 60.7 70.7
(0.4) (3.0) (2.4) (1.5)
Table 2: Average and standard deviation of the ratio of correct proposed labels in nonlinear function
case in percentage over ten trials. Gaussian kernel with support set of size 700 are used as a kernel.
The methods with best 5% t-test results are in boldface.
Labels Instances Features CSPA Banditron Confidit BPA
Satimage 6 4435 36
86.2 69.3 80.2 81.9
(0.3) (1.1) (0.3) (0.8)
MNIST 10 60,000 784
91.8 69.0 87.6 89.7
(0.2) (1.0) (0.2) (0.2)
Letter 26 15,000 16
62.4 26.8 36.0 50.7
(1.6) (6.3) (0.9) (0.5)
Segment 7 2310 19
90.1 76.2 74.9 86.7
(0.6) (0.8) (1.7) (0.6)
Vowel 11 528 10
41.8 43.1 27.1 38.6
(4.6) (4.8) (1.3) (2.7)
Sensorless 11 58509 48
92.6 68.9 67.7 87.6
(0.3) (1.2) (0.5) (1.2)
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