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A mı´ madre, por ser motivo de inspiracio´n.

Alice [...] went on. “Would you tell me, please, which way I ought to
go from here?”
“That depends a good deal on where you want to get to,” said the Cat.
“I don’t much care where –” said Alice.
“Then it doesn’t matter which way you go,” said the Cat.
“— so long as I get ‘somewhere’, ” Alice added as an explanation.
“Oh, you’re sure to do that,” said the Cat, “if only you walk long
enough”.
Alice’s Adventures in Wonder Land
Charles Lutwidge Dodgson - Lewis Carrol
(1832 - 1898)
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Resumen
El problema central que aborda esta tesis doctoral es el estudio de la co-
rrespondencia entre la meca´nica cla´sica y la meca´nica cua´ntica en sistemas
hamiltonianos cla´sicamente cao´ticos, tema que se enmarca dentro del llamado
caos cua´ntico. En concreto, en este trabajo proponemos un nuevo y efectivo
me´todo para calcular las autofunciones de sistemas cao´ticos usando una base
de funciones de scar. Dichas funciones de scar juegan un papel fundamental
en el estudio de las manifestaciones cua´nticas del caos, ya que se trata de fun-
ciones de onda semicla´sicas con una dispersio´n muy pequen˜a y localizadas a
lo largo de las variedades invariantes de las o´rbitas perio´dicas inestables del
sistema que conforman la estructura organizativa del caos cla´sico.
El me´todo de ca´lculo desarrollado se ha denominado Me´todo de Gram-
Schmidt Selectivo (MGSS), dado que construye la base haciendo uso del me´to-
do de Gram–Schmidt convencional pero teniendo en cuenta, adema´s, la dis-
persio´n de las funciones de scar y la longitud de la o´rbita perio´dica a lo largo
de la cual se localizan. El MGSS nos ha permitido calcular con gran precisio´n
las ∼2400 autofunciones con menor energ´ıa de un oscilador cua´rtico altamente
cao´tico con dos grados de libertad acoplados, as´ı como autofunciones muy ex-
citadas en una ventana de energ´ıa, utilizando en ambos casos una base mucho
ma´s eficiente que las descritas en la literatura. Adema´s, hemos empleado el
MGSS para calcular las autofunciones del sistema molecular LiNC/LiCN, que
presenta un espacio de fases con zonas de regularidad y con regiones en las que
el movimiento es altamente cao´tico; en este u´ltimo sistema, hemos calculado
de forma muy eficiente las autofunciones asociadas a las primeras 66 energ´ıas.
Finalmente, hemos propuesto un me´todo perturbativo para calcular veloci-
dades de reaccio´n en sistemas abiertos descritos por potenciales anarmo´nicos.
Con este me´todo, hemos calculado la velocidad de reaccio´n de distintos poten-
ciales de uno y dos grados de libertad, as´ı como la velocidad de isomerizacio´n
del sistema molecular LiNC/LiCN, tanto sometido a un ruido blanco (sin corre-
laciones) como en presencia de un ban˜o de a´tomos de argo´n, lo que constituye
un entorno con correlaciones. El me´todo desarrollado es independiente de la
superficie divisoria y nos ha permitido obtener correcciones anal´ıticas a la fa-
mosa fo´rmula de Kramers, lo que posibilita el ca´lculo exacto de velocidades de
reaccio´n en potenciales anarmo´nicos que interaccionan con el entorno.
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xAbstract
The central problem studied in this dissertation is the correspondence bet-
ween classical and quantum mechanics in classically chaotic Hamiltonian sys-
tems in the field of ‘quantum chaos’. More specifically, we propose a new and
efficient method to compute the eigenfunctions of chaotic systems using a set
of scar functions. These scar functions play a central role in the study of the
quantum manifestations of classical chaos, since they are semiclassical wave
functions with a very low dispersion and localized over the invariant manifolds
of the periodic orbits that constitute the organizing structure of classical chaos.
The method that we have developed has been called “Gram–Schmidt Selec-
tive Method” (“Me´todo de Gram-Schmidt Selectivo”, MGSS), as it constructs
the basis set using the conventional Gram–Schmidt Method but taking also into
account the dispersion of the scar functions and the length of the periodic orbits
along which they are localized. Using the MGSS, we have been able to compute
with high accuracy the ∼2400 lowest–lying eigenfunctions of a highly chaotic
quartic oscillator with two coupled degrees of freedom as well as some very
excited eigenfunctions of the same system in a small energy window; in both
cases, our basis sets were more efficient than those previously reported in the
literature. Furthermore, we have applied the MGSS to calculate the eigenfun-
ctions of the isomerizing molecular system LiNC/LiCN, which has a ‘mixed’
phase space that presents both regular and irregular motion; in this system, we
have accuratelly computed the 66 lowest–lying eigenfunctions.
To sum up, we have proposed a perturbative scheme to compute reaction
rates in open systems described by anharmonic potentials. With this method,
we have obtained the reaction rate of different potentials with one and two
degrees of freedom, as well as the isomerizing rate of the molecular system
LiNC/LiCN in the presence of (uncorrelated) white noise and enbedded in a
(correlated) bath of argon atoms. The developed method is independent of the
dividing surface and it has enabled us to compute analytical corrections to the
famous Kramers formula, allowing at the same time the exact calculation of
reaction rates in anharmonic potentials that interact with the enviroment.
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To those who do not know mathematics it is difficult
to get across a real feeling as to the beauty, the
deepest beauty, of nature ... If you want to learn
about nature, to appreciate nature, it is necessary to
understand the language that she speaks in.
The Character of Physical Law
R. P. Feynman (1918-1988)
Cap´ıtulo 1
Introduccio´n
El estudio de los sistemas dina´micos hamiltonianos cla´sicos resulta de gran
intere´s debido a la multitud de procesos f´ısicos, qu´ımicos y biolo´gicos que per-
mite abordar [Arn 87, Str 94]. Estos sistemas esta´n descritos por unas ecuacio-
nes diferenciales bien definidas –las ecuaciones del movimiento de Hamilton–,
lo que hace que, al menos formalmente, se pueda conocer su evolucio´n temporal
a partir de un conjunto dado de condiciones iniciales.
Atendiendo al nu´mero de constantes de movimiento, los sistemas dina´micos
hamiltonianos se pueden clasificar en integrables y no integrables. Los siste-
mas dina´micos integrables, como el pe´ndulo simple [Lich 92] o el problema de
Kepler [Cell 10], tienen tantas constantes de movimiento como grados de li-
bertad. La dina´mica de estos sistemas esta´ confinada en el espacio de fases en
unas estructuras cla´sicas denominadas toros invariantes, lo que da lugar a un
movimiento regular. Los toros invariantes tienen la misma dimensio´n que el
nu´mero de grados de libertad del sistema, y pueden destruirse al perturbar el
sistema variando alguno de sus para´metros (forma, energ´ıa, masa...), haciendo
que el sistema posea menos constantes de movimiento que grados de libertad;
el sistema se denomina entonces no integrable. La ruptura de los toros se lleva
a cabo como prescribe el Teorema KAM, llamado as´ı en honor a sus autores,
A.N. Kolmogorov [Kol 54], V. I. Arnold [Arn 78] y J. K. Moser [Mos 62]. La
ruptura de los toros invariantes hace que las trayectorias se puedan mover li-
bremente por regiones ma´s amplias del espacio de fases accesible a la energ´ıa
del sistema.
Los sistemas no integrables pueden dar lugar a tres tipos de movimien-
to ma´s o menos irregulares, dependiendo de lo correlacionadas que este´n sus
trayectorias. En primer lugar tenemos el movimiento ergo´dico, estudiado por
Boltzmann para demostrar el Segundo Principio de la Termodina´mica [Bru 92].
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En el movimiento ergo´dico, las trayectorias no esta´n correlacionadas, por lo que
el promedio temporal de una trayectoria lo suficientemente larga es equivalente
a un promedio en el espacio de fases (salvo para un conjunto de trayectorias
de medida cero).
En segundo lugar, tenemos los sistemas con movimiento “‘mezclador” (‘mi-
xing”), en los que el movimiento es similar al de difusio´n de una gota de tinta
en un vaso de agua. En este tipo de sistemas existen correlaciones entre dos
trayectorias cercanas, siendo su decaimiento ma´s lento que el exponencial (si-
guiendo, por ejemplo, una ley de potencias).
Finalmente tenemos el movimiento cao´tico, en el que la correlacio´n entre
dos trayectorias vecinas decae exponencialmente [Cvi 10]. El movimiento cao´ti-
co viene caracterizado por una sensibilidad extrema a las condiciones iniciales
y se conoce popularmente como efecto mariposa por la famosa conferencia de
E. Lorenz [Lor 95]. Esta hipersensibilidad a las condiciones iniciales es respon-
sable, entre otros feno´menos, de las dificultades que hay a la hora de predecir
el tiempo atmosfe´rico, del complejo movimiento que describen las part´ıculas de
un fluido en re´gimen turbulento [Glei 88] o de la aparicio´n de ciertos huecos en
el cinturo´n de asteroides que hay entre Marte y Ju´piter [Berr 78]. Matema´ti-
camente, las trayectorias cao´ticas tienen asociadas un exponente de Lyapunov
y una K–entrop´ıa positivos [Lich 92].
La mayor´ıa de los sistemas de la naturaleza son no integrables y poseen un
espacio de fases mixto, en el que coexisten regiones en las que el movimiento
es regular con zonas en las que es cao´tico.
Al estudiar el comportamiento microsco´pico de un sistema aparecen efectos
cua´nticos, por lo que la nocio´n de trayectoria deja de tener sentido [Fey 98].
Esto hace que los indicadores de caos cla´sico, tales como la superficie de sec-
cio´n de Poincare´ o el exponente de Lyapunov [Cvi 10], no se puedan aplicar
directamente, siendo necesario definir otros nuevos. Este hecho junto con la
linealidad de la ecuacio´n de Schro¨dinger [Coh 77] hizo que en un principio no
se hablara de caos cua´ntico. Hoy en d´ıa se conoce como caos cua´ntico a la dis-
ciplina que estudia las manifestaciones cua´nticas de los sistemas cla´sicamente
cao´ticos [Berr 89]. En el caos cua´ntico, uno espera que al tomar el l´ımite se-
micla´sico (~ → 0), en el que la longitud caracter´ıstica del sistema es mucho
mayor que la longitud de onda de de Broglie [deBro 30], los sistemas cua´nticos
se comporten como lo hacen sus ana´logos cla´sicos cao´ticos (o regulares) de
acuerdo con el Principio de Correspondencia de Niels Bohr [Haa 10].
El estudio del caos cua´ntico tiene dos vertientes. Por un lado tenemos la
exitosa Teor´ıa de Matrices Aleatorias, comu´nmente conocida por sus siglas en
ingle´s RMT (“Random Matrix Theory”), que fue originariamente desarrollada
por E. Wigner para estudiar el espectro de nu´cleos ato´micos [Wig 59]. Esta
teor´ıa ha demostrado tanto teo´rica como experimentalmente que los niveles
cua´nticos de energ´ıa de un sistema se ven afectados por el comportamiento
3cla´sico regular o irregular del mismo [Boh 84, Guh 97, Meh 04]. El problema
de RMT es que estudia caracter´ısticas universales de los sistemas, no pudiendo
decir nada acerca de sus particularidades.
La otra vertiente del estudio del caos cua´ntico se basa en me´todos se-
micla´sicos. En los sistemas integrables, las teor´ıas semicla´sicas WKB (Wentzel–
Kramers–Brilloin) para los sistemas de una dimensio´n y EBK (Einstein–Brilloin–
Keller) para los sistemas de dos o ma´s dimensiones han permitido explicar
con e´xito la correspondencia entre la meca´nica cla´sica y la meca´nica cua´ntica
[Bra 97]. Estas teor´ıas se basan, respectivamente, en la cuantizacio´n de la ac-
cio´n de las o´rbitas perio´dicas (WKB) o de los circuitos irreducibles sobre los to-
ros invariantes (EBK), lo que siempre es posible cuando el movimiento es regu-
lar, dado que todas las trayectorias se encuentran confinadas en toros. En base a
la cuantizacio´n de los toros invariantes EBK, M. V. Berry y M. Tabor obtuvie-
ron en el an˜o 1976 una ecuacio´n que da la densidad de estados de un sistema in-
tegrable en funcio´n de distintos para´metros de las o´rbitas perio´dicas [Berr 76].
La correspondencia entre la meca´nica cla´sica y la meca´nica cua´ntica en los sis-
temas cla´sicamente cao´ticos sigue siendo, por el contrario, un problema abierto
en la actualidad [Gutz 90, Ozo 90, Bra 97, Sto¨ 99, Rich 00, Reich 04, Haa 10].
Hoy en d´ıa sabemos que las o´rbitas perio´dicas juegan un papel central para
profundizar en esta correspondencia, como demostro´ M. C. Gutzwiller con su
ce´lebre fo´rmula de la traza [Gutz 67, Gutz 69, Gutz 70, Gutz 71, Gutz 90].
Esta fo´mula da la densidad cua´ntica de estados de un sistema cla´sicamente
cao´tico en funcio´n de distintos invariantes cano´nicos de las o´rbitas perio´dicas.
Aunque la fo´rmula de la traza resulta de gran importancia desde el punto de
vista teo´rico, esta ecuacio´n no se ha podido usar en la pra´ctica ma´s que para
calcular unas pocas autoenerg´ıas por encima del estado fundamental, debido
a que el nu´mero de o´rbitas perio´dicas que hay que considerar se incrementa de
forma exponencial con la energ´ıa.
La importancia de las o´rbitas perio´dicas inestables se vio redoblada el
an˜o 1984 cuando E. J. Heller estudiando el estadio de Bunimovich [Buni 74,
McDon 79], que es un sistema cla´sicamente cao´tico, observo´ que algunas de
sus autofunciones se localizaban a lo largo de dichas o´rbitas [Hell 84]. Esta
localizacio´n resulto´ muy sorprendente, dado que la estructura hiperbo´lica de
una o´rbita perio´dica inestable hace que una trayectoria cla´sica cercana a la
misma se aleje exponencialmente de ella [Hell 89]. Heller acun˜o´ el te´rmino scar
para denominar a las autofunciones de un sistema cla´sicamente cao´tico que
se localizan a lo largo de las o´rbitas perio´dicas inestables por encima de los
valores estad´ısticamente esperados. Esta localizacio´n se origina debido a la in-
terferencia constructiva de las recurrencias que se producen a lo largo de la OP
de periodo T , que compiten con el ı´ndice de estabilidad, λ, de las mismas, que
tiende a dispersar la dina´mica [Kap 98], lo que hace que los scars aparezcan
a lo largo de OPs con bajo valor del producto λT , esto es, a lo largo de OPs
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cortas y poco inestables.
En el an˜o 1988 E. Bogomolny [Bog 88] demostro´ que el scarring no es una
propiedad de un u´nico autoestado, sino que dicha localizacio´n se puede dar
promediando unos pocos estados en energ´ıa y en posiciones. Un an˜o ma´s tar-
de, M. V. Berry [Berr 89] propuso un ana´lisis distinto del scarring estudiando
la contribucio´n de las o´rbitas perio´dicas a la densidad de estados en el espacio
de fases promediando la distribucio´n de Wigner. Despue´s, G. G. Polavieja, F.
Borondo y R. M. Benito [Pol 94a] propusieron una construccio´n semicla´sica de
una funcio´n de onda localizada a lo largo de una o´rbita perio´dica como una
combinacio´n de unas pocas autofunciones de un sistema cla´sicamente cao´tico.
Ma´s adelante, E. G. Vergini y G. G. Carlo [Ver 00] desarrollaron una construc-
cio´n alternativa de funciones de onda localizadas a lo largo de OPs inestables
-resonancias-, que posteriormente se mejoro´ dando lugar a la llamada funcio´n
de scar [Ver 01], que no esta´ so´lo localizada a lo largo de la o´rbita perio´dica
en el espacio de configuracio´n sino tambie´n a lo largo de sus variedades inva-
riantes en el espacio de fases. Otras construcciones distintas de funciones de
scar se han propuesto ma´s recientemente en la literatura [Vag 09, Rev 12].
Los subsecuentes estudios de las funciones de scar han puesto de manifiesto
que las variedades invariantes de las o´rbitas perio´dicas no so´lo juegan un papel
fundamental en el estudio cla´sico del caos, como vislumbro´ Poincare´ [Poi 99],
sino que tienen una gran influencia en las manifestaciones cua´nticas del mismo
[Wis 05, Wis 06, Sib06, Ver 09]. Adema´s, se ha demostrado que las variedades
invariantes son las responsables de las desviaciones de los scars respecto a las
predicciones que da RMT [Kap 98b].
Aunque la mayor´ıa de los trabajos sobre scars se han centrado en el estudio
de sistemas altamente cao´ticos, en el an˜o 2000, J. P. Keating y S. D. Prado
[KP 00] estudiaron esta localizacio´n a lo largo de o´rbitas perio´dicas en un ma-
pa con un espacio de fases mixto, en el que aparecen bifurcaciones. Basa´ndose
en el trabajo de Bogomolny [Bog 88], estos investigadores demostraron que
cuando una o´rbita se bifurca, existe una localizacio´n a lo largo de ella ma´s
ancha y de mayor amplitud que lejos de la misma, por lo que la denominaron
superscar. Los superscars se han observado recientemente tambie´n en un sis-
tema hamiltoniano [Pra 09], demostrando que sus propiedades de localizacio´n
son universales.
Los scars se han estudiado de forma teo´rica en billares cua´nticos [Hell 84,
Det 09], mapas [Bal 89, Sara 90, Kap 99], osciladores no lineales [EPH 89,
Ada 94] y sistemas moleculares [Arr 97, Arr 98]. Tambie´n se han observa-
do experimentalmente en el a´tomo de hidro´geno en presencia de un campo
magne´tico [Win 86], en cavidades resonantes [Sri 91], dispositivos semiconduc-
tores [Wil 96], fibras o´pticas [Doya 02] y en la´minas de grafeno [Hua 09].
Desde su descubrimiento en el an˜o 1984, se ha dedicado mucho esfuerzo a la
comprensio´n del feno´meno de scarring, ya que juega un papel central en el es-
5tudio de la correspondencia entre la meca´nica cla´sica y la meca´nica cua´ntica en
presencia de caos. Au´n quedan, sin embargo, algunas preguntas sin responder:
se sabe que los autoestados localizados a lo largo de una o´rbita perio´dica tienen
una energ´ıa muy pro´xima a la energ´ıa de cuantizacio´n de Bohr–Sommerfeld
de dicha o´rbita; pero e´sta es una condicio´n necesaria, no suficiente, por lo
que no sirve para predecir a priori si una autofuncio´n se localizara´ a lo lar-
go de una o´rbita o no. Por otro lado, aunque hay muchos indicios de que el
feno´meno de scarring no sobrevive en el l´ımite semicla´sico, esto tampoco se
ha demostrado de forma gene´rica. Asimismo, aunque la fo´rmula de la traza
pone de manifiesto la influencia de las o´rbitas perio´dicas en la formacio´n de
las autofunciones del sistema, esta fo´rmula no proporciona informacio´n acerca
de cua´nto influye cada o´rbita perio´dica sobre cada autoestado individual. Esta
tesis doctoral aborda esta u´ltima pregunta, basa´ndose en la teor´ıa de o´rbitas
cortas de Vergini [Ver 00, Ver 01, Ver 08].
La baja dispersio´n de las funciones de scar descritas en la referencia [Rev 12]
las hace ideales para ser utilizadas como una base en la que calcular las autofun-
ciones de un sistema cla´sicamente cao´tico. En esta tesis hemos desarrollado y
puesto a punto un me´todo para construir a partir de un conjunto sobrecomple-
to de funciones de scar una base en la que diagonalizar la matriz hamiltoniana.
Este me´todo nos permite calcular los autoestados de un sistema hamiltoniano
como una combinacio´n lineal de (unas pocas) funciones de scar, con lo que
estamos identificando de forma impl´ıcita la estructura cla´sica subyacente que
da lugar a la formacio´n de los mismos. Adema´s, hemos comprobado que la
base formada por funciones de scar es una base o´ptima con un ı´ndice de parti-
cipacio´n muy inferior al que se obtiene al utilizar la base semicla´sica propuesta
por Bogomolny en la referencia [Bog 92], as´ı como al de otras bases gene´ricas.
El me´todo desarrollado se ha aplicado para calcular las autofunciones de un
oscilador cua´rtico con dos grados de libertad totalmente cao´tico [Rev prep]. Co-
mo aplicacio´n pra´ctica del me´todo, y con la intencio´n de demostrar su eficacia
para calcular las autofunciones de cualquier sistema cla´sicamente cao´tico, he-
mos aplicado el me´todo, adema´s, a la reaccio´n de isomerizacio´n
LiNC/LiCN, que es un sistema molecular con un espacio de fases mixto.
Las funciones de scar tambie´n resultan u´tiles a la hora de analizar la reac-
tividad de un sistema qu´ımico, dentro de la llamada Teor´ıa del Estado de
Tansicio´n [Tal 95], conocida por sus siglas inglesas TST (“Transition State
Theory”). Esta teor´ıa nacio´ con los trabajos pioneros de H. Eyring [Eyr 35], y
M. G. Evans y M. Polanyi [Eva 35], que, de forma independiente y basa´ndo-
se en el pionero trabajo de E. Wigner [Pola 28], obtuvieron una expresio´n
expl´ıcita de la velocidad de reaccio´n propuesta por Arrhenius [Arre 89]. En
estos trabajos se demostro´ que en los sistemas con una barrera que divide el
espacio de fases en dos regiones, reactivos y productos, la velocidad de reac-
cio´n esta´ cr´ıticamente condicionada por el comportamiento en lo alto de una
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barrera, que actu´a como un cuello de botella [Wig 37]. Ma´s adelante, H. Kra-
mers incluyo´ un te´rmino adicional en la velocidad de reaccio´n para los l´ımites
de alta y baja interaccio´n con el entorno [Kra 40]. Sin embargo, este famoso
trabajo de Kramers dio lugar a una paradoja, y es que, dado que la veloci-
dad de reaccio´n se hac´ıa cero en los l´ımites de interaccio´n nula e infinita con
el entorno, deb´ıa existir una regio´n para interacciones con el entorno bajas
o medias en la que se hiciera ma´xima, conocida como “Kramers’s turnover”.
R. F. Grote y J. T. Hynes generalizaron el trabajo de Kramers llevando a cabo
un estudio dina´mico de la friccio´n [GH 80], aunque e´ste no permitio´ explicar el
“Kramers’s turnover”. Este problema no se explico´ hasta los an˜os noventa con
el trabajo de E. Pollack, H. Grabert y P. Ha¨nggi [Poll 89]. Aunque la mayor´ıa
de los trabajos de la TST se han llevado a cabo desde el punto de vista cla´sico,
hoy en d´ıa existe una versio´n cua´ntica ma´s avanzada de la TST [Waa 08], den-
tro de la que destacan los trabajos de W. H. Miller [Mill 98], que ha permitido
estudiar cua´nticamente la reactividad de diversas mole´culas pequen˜as.
El e´xito de la TST se basa en que responde de forma sencilla a dos pregun-
tas centrales de la dina´mica qu´ımica: co´mo identificar el mecanismo de reaccio´n
y co´mo aproximar la velocidad a la que se lleva a cabo la misma. La TST se
centra en el estudio del estado de transicio´n o complejo activado que se forma
en lo alto de la barrera, y que se puede entender como una macromole´cula en
la que el sistema se encuentra en un estado altamente inestable, intermedio
entre los reactivos y los productos. Aunque durante an˜os se creyo´ que este
estado era demasiado inestable como para poder observarse experimentalmen-
te, el desarrollo de los la´seres de femtosegundos ha permitido su estudio en el
laboratorio [Zew 94]. La existencia de o´rbitas perio´dicas inestables en lo alto
de la barrera hace que las funciones de scar puedan utilizarse para construir
estados de vibracio´n altamente localizados en esta importante zona de espa-
cio de fases para simular el estado de transicio´n [Kas 35, Lov 92, Mar 92] y
analizar propiedades del mismo, as´ı como la influencia de esta regio´n sobre las
autofunciones que caracterizan cua´nticamente el sistema.
La TST se desarrollo´ originariamente para el estudio de la reactividad
en mole´culas pequen˜as [Tru 83, Tru 96, Mill 98], aplicando la aproximacio´n
de Born–Oppenheimer [Lev 75], que desacopla el movimiento (lento) de los
nu´cleos ato´micos del movimiento (ra´pido) de los electrones, que se mueven co-
mo si los nu´cleos fueran esta´ticos. Esta aproximacio´n permite, entonces, estu-
diar un sistema siguiendo el movimiento de los nu´cleos ato´micos que lo confor-
man sobre la superficie de energ´ıa potencial de los electrones, de forma similar
a co´mo un esquiador se desliza por la pendiente de una montan˜a [Mar 92],
en aquellas reacciones qu´ımicas en las que no cambia la estructura electro´nica
de los a´tomos o mole´culas que participan en la misma y la interaccio´n de los
electrones con los a´tomos no es demasiado fuerte.
La TST se basa en la existencia de una superficie (a la que denomina-
7remos “DS”, Dividing Surface) que divide el espacio de fases en dos regio-
nes [Kom 02], reactivos y productos, de forma que todas las trayectorias reac-
tivas la cruzan una sola vez. Adema´s de servir para dividir el espacio de fases,
la DS permite identificar las trayectorias reactivas y calcular la velocidad de
reaccio´n midiendo el flujo a trave´s de ella. Por ello, la eleccio´n de la DS re-
sulta cr´ıtica, especialmente en los sistemas que, como las prote´ınas, tienen
un gran nu´mero de configuraciones metaestables en la regio´n de transicio´n
[Fra 91, Cho 06]. El problema fundamental que tiene la eleccio´n de la sepa-
ratriz es la existencia de recruzamientos, especialmente en las reacciones en
presencia de un solvente l´ıquido. Por ello, la TST ha tratado tradicionalmen-
te de calcular el flujo reactivo (y, a trave´s de e´l, la velocidad de reaccio´n),
minimizando el nu´mero de recruzamientos [Tru 83, Tru 96].
El extraordinario desarrollo que ha experimentado la dina´mica no lineal
en los u´ltimos ha permitido identificar una DS sin recruzamientos, el NHIM
(“Normally Hyperbolic Invariant Manifold”) [Uze 02, Waa 04, Waa 04b], y
extender las aplicaciones de la TST a otros campos distintos de la dina´mica
molecular con el u´nico requisito de que los sistemas estudiados tengan dos
estados bien diferenciados. As´ı, la TST se ha aplicado con e´xito al estudio
de la ionizacio´n en el a´tomo de hidro´geno [Jaf 00, Uze 02], de la difusio´n de
a´tomos en un so´lido [Toll 85], del ana´lisis de la conductividad a trave´s del
movimiento bal´ıstico de los electrones [Eck 95] y de la meca´nica celeste, para
explicar la captura de asteroides [Jaf 00, Koo 00] y la formacio´n de sistemas
binarios [Waa 04b].
Recientemente, T. Bartsch, R. Herna´ndez y T. Uzer han propuesto en una
serie de trabajos [Bar 05, Bar 05b, Bar 08] un nuevo me´todo para definir una
superficie separatriz libre de recruzamientos en sistemas separados por barre-
ras armo´nicas. Esta superficie se mueve unida a la llamada trayectoria del
estado de transicio´n, que es una trayectoria que se mueve de manera aleatoria
en torno a la cima de la barrera. Esta teor´ıa permite identificar las estruc-
turas cla´sicas invariantes responsables de la reactividad del sistema, lo que
posibilita a su vez el ca´lculo de la tasa de reaccio´n. Esta teor´ıa ofrece buenos
resultados cuando los sistemas presentan anarmonicidades pequen˜as [Bar 06]
y se ha generalizado mediante el uso de formas normales [Kaw 10, Kaw 10b].
En esta tesis, hemos propuesto un me´todo perturbativo [Rev 12b, Bar 12] para
calcular velocidades de reaccio´n en sistemas abiertos descritos por potencia-
les anarmo´nicos, ma´s sencillo y eficiente que los propuestos en la literatura.
Para ello, hemos demostrado que las anarmonicidades del potencial deforman
las variedades invariantes anteriores, lo que nos ha permitido identificar las
trayectorias reactivas de forma un´ıvoca. Adema´s, el me´todo desarrollado nos
ha permitido obtener correcciones anal´ıticas de la famosa fo´rmula de Kramers
para potenciales anarmo´nicos, tanto en una como en dos dimensiones, lo que
posibilita el ca´lculo de velocidades de reaccio´n de forma exacta e independien-
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te de la DS elegida. Finalmente, con el objetivo de complementar el estudio
de la reactividad del sistema molecular LiNC/LiCN, hemos aplicado la teor´ıa
desarrollada al ca´lculo de su velocidad de isomerizacio´n cuando interacciona
con el entorno a trave´s de un ruido blanco (sin correlaciones) y en presencia
de un ban˜o de argo´n, lo que da lugar a la aparicio´n de correlaciones.
Esta tesis esta´ organizada de la siguiente forma. Tras este primer cap´ıtulo
de introduccio´n, en el cap´ıtulo 2 se presenta un breve resumen de las prin-
cipales caracter´ısticas de los sistemas dina´micos hamiltonianos, dentro de los
cuales se enmarcan los sistemas que son objeto de estudio en esta tesis. El
cap´ıtulo 3 se dedica a los dos sistemas estudiados: en la seccio´n 3.1 se describe
un oscilador cua´rtico de dos grados de libertad altamente cao´tico y en 3.2 el
sistema molecular LiNC/LiCN. La descripcio´n del me´todo de construccio´n de
funciones de scar y de la base semicla´sica formada por las mismas aparecen,
respectivamente, en los cap´ıtulos 4 y 5. Los resultados que se obtienen aplican-
do los me´todos anteriores al ca´lculo de las autofunciones de los dos sistemas
estudiados se presentan en los cap´ıtulos 6 y 7. En el cap´ıtulo 8 describimos la
teor´ıa del estado de transicio´n dependiente del tiempo que hemos desarrolla-
do para el ca´lculo de velocidades de reaccio´n. En el cap´ıtulo 9 resumimos las
conclusiones del estudio realizado. Por u´ltimo, se han an˜adido cuatro ape´ndi-
ces a continuacio´n de la bibliograf´ıa. En el ape´ndice A presentamos un breve
resumen de las publicaciones derivadas de esta tesis. En el ape´ndice B se des-
cribe co´mo calcular semicla´sicamente la densidad cua´ntica de estados de un
sistema. En el ape´ndice C se resume brevemente co´mo estudiar el espectro de
un sistema usando RMT. Finalmente, en los ape´ndices ?? y D mostramos,
respectivamente, las primeras autoenerg´ıas del oscilador cua´rtico y del siste-
ma LiNC/LiCN, as´ı como las autofunciones asociadas a las autoenerg´ıas ma´s
bajas.
I was like a boy playing on the sea-shore,
and diverting myself now and then
finding a smoother pebble of a pretier
shell than ordinary, whilst the great ocean
of truth lay all undisconvered before me.
Sir Isaac Newton (1642-1727)
Cap´ıtulo 2
Estudio cla´sico y cua´ntico de los
sistemas hamiltonianos
Los sistemas dina´micos hamiltonianos aparecen en multitud de situacio-
nes en la naturaleza, que van desde los sistemas ato´micos [Blu¨ 97, Gre 96] y
moleculares [Lev 75], hasta los planetas que orbitan alrededor de una estrella
[Woo 00], pasando por los sistemas formados por muchas part´ıculas, tanto en
fase gaseosa como en fase condensada [Ash 76]. En este cap´ıtulo resumimos los
me´todos cla´sicos y semicla´sicos para el estudio este tipo de sistemas.
Este cap´ıtulo se estructura de la siguiente manera. En primer lugar pre-
sentamos brevemente el formalismo de la meca´nica cla´sica de Hamilton, que
es un conjunto de ecuaciones diferenciales que describe el comportamiento de
los sistemas hamiltonianos cla´sicos. En la seccio´n 2.2 se describen las transfor-
maciones cano´nicas y las variables accio´n-a´ngulo, que permiten clasificar los
sistemas hamiltonianos en integrables y no integrables o cao´ticos. En el apar-
tado 2.3 presentamos los dos indicadores de caos utilizados en esta tesis: la
Superficie de Seccio´n de Poincare´ (SSP) y el exponente de Lyapunov. En la
seccio´n 2.4 se obtienen las ecuaciones de movimiento de una trayectoria cercana
a una o´rbita de referencia utilizando una aproximacio´n lineal. En este apartado
se presenta la matriz de monodromı´a, cuyos autovalores nos permiten clasificar
la estabilidad de las o´rbitas perio´dicas (OPs) de un sistema como se describe
en el apartado 2.5. En la seccio´n 2.6 se expone la evolucio´n de las variedades
de una o´rbita perio´dica, que determinan la topolog´ıa de las trayectorias cer-
canas a la misma. Finalmente, en el apartado 2.7 describimos brevemente la
conexio´n que existe entre la meca´nica cla´sica y la meca´nica cua´ntica, a trave´s
de los me´todos WKB y EBK en los sistemas integrables y de la fo´rmula de la
traza en los sistemas cao´ticos.
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2.1. El formalismo de Hamilton
La formulacio´n hamiltoniana de la meca´nica estudia el movimiento de un
sistema en el espacio de fases (”trayectorias”), poniendo en pie de igualdad a
las posiciones q y los momentos p asociados [Lan 00, Gold 02]. Este forma-
lismo se basa en el estudio del hamiltoniano o funcio´n hamiltoniana H de un
sistema con f grados de libertad (g.d.l.), que se define como la transformada
de Legendre del lagrangiano L para las velocidades q˙
H ≡ H(p,q, t) =
f∑
i=1
piq˙i − L(q, q˙, t), (2.1)
donde qi representan las posiciones y pi los momentos en el espacio de fases
de 2f dimensiones, y L es el lagrangiano del sistema, que es una funcio´n que
permite caracterizar el sistema. En los sistemas conservativos en los que la
energ´ıa total del sistema se puede separar en un te´rmino de energ´ıa cine´tica,
T (q, t), ma´s uno de energ´ıa potencial, V (q, t), el lagrangiano es igual a la
diferencia de estos dos te´rminos
L(q, q˙, t) = T (q, t)− V (q, t).
Las ecuaciones del movimiento del sistema se calculan haciendo que la
llamada funcio´n principal de Hamilton, que se define como
S =
∫ t2
t1
L(q, q˙, t)dt, (2.2)
sea estacionaria, de forma que
δS = 0. (2.3)
La ecuacio´n de Euler-Lagrange
∂L
∂qi
− d
dt
(
∂L
∂q˙i
)
= 0, (2.4)
que define las ecuaciones de movimiento del sistema, se obtiene combinando
las ecuaciones (2.2) y (2.3).
El hamiltoniano (2.1) es una funcio´n que se define en el espacio de fases
(depende de las coordenadas y de los momentos), mientras que la funcio´n la-
grangiana se define en el espacio de configuracio´n (trabaja con las coordenadas
y con sus derivadas, las velocidades).
Las ecuaciones de Hamilton describen la evolucio´n de un sistema descrito
por el hamiltoniano (2.1). Estas ecuaciones se pueden obtener teniendo en
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cuenta que el lagrangiano de la ecuacio´n (2.4) es tambie´n la transformada de
Legendre del hamiltoniano (2.1) para los momentos p
L = L(q, q˙, t) =
f∑
i=1
piq˙i −H(p,q, t), (2.5)
de forma que la ecuacio´n (2.3) se puede reescribir como
δ
∫ [ f∑
i=1
pidqi −H(p,q, t)dt
]
= 0. (2.6)
Definiendo el momento generalizado pi como
pi =
∂L
∂q˙i
, (2.7)
las ecuaciones de Hamilton se obtienen sustituyendo en la ecuacio´n (2.7) el
lagrangiano L por la ecuacio´n (2.5) y resolviendo la ecuacio´n (2.6). Se obtiene
entonces
p˙i = −∂H
∂qi
, q˙i =
∂H
∂pi
. (2.8)
Adema´s, teniendo en cuenta la definicio´n del hamiltoniano (2.1) es fa´cil
demostrar que
∂H
∂t
= −∂L
∂t
.
La evolucio´n temporal de una funcio´n dina´mica O(p,q, t) que depende de
los momentos, de las coordenadas y del tiempo se puede calcular aplicando la
regla de la cadena
dO
dt
=
f∑
i=1
(
∂O
∂pi
p˙i +
∂O
∂qi
q˙i
)
+
∂O
∂t
. (2.9)
La ecuacio´n (2.9) se puede reescribir de una forma ma´s compacta haciendo
uso del corchete de Poisson de dos funciones A(p,q, t) y B(p,q, t), que se
define como
{A,B} =
f∑
i=1
∂A
∂qi
∂B
∂pi
− ∂B
∂qi
∂A
∂pi
.
La ecuacio´n (2.9) se reduce entonces a
dO
dt
= {O,H}+ ∂O
∂t
, (2.10)
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La ecuacio´n (2.10) permite a su vez reescribir las ecuaciones de evolucio´n
(2.8) de una forma ma´s sime´trica como
p˙i = {pi,H}, q˙i = {qi,H}. (2.11)
Finalmente, sustituyendo la funcio´n dina´mica O por la funcio´n hamilto-
niana H en la ecuacio´n (2.10), se puede demostrar que si esta u´ltima no de-
pende expl´ıcitamente del tiempo, H es una cantidad conservada, que coincide,
adema´s, con la energ´ıa del sistema E
dH
dt
=
∂H
∂t
= 0⇒ H(p,q) ≡ E . (2.12)
2.2. Transformaciones cano´nicas y variables
accio´n-a´ngulo
Para estudiar la dina´mica de un sistema es importante utilizar un sistema
de coordenadas adecuado. El problema es que cuando realizamos un cambio
de coordenadas (p,q)→ (P,Q) en el hamiltoniano del sistema, las ecuaciones
de evolucio´n (2.8) y (2.11) no suelen permanecer invariantes, sino que pierden
su forma.
Existe, no obstante, un conjunto de transformaciones (las transformaciones
cano´nicas) que deja invariantes las ecuaciones de movimiento, de manera que
las ecuaciones (2.8) del nuevo hamiltoniano H′ pasan a ser
P˙i = −∂H
′
∂Qi
, Q˙i =
∂H′
∂Pi
,
motivo por el cual las transformaciones cano´nicas1 ocupan un lugar preeminen-
te dentro del formalismo de Hamilton [Lich 92]. Las transformaciones cano´ni-
cas se pueden llevar a cabo a partir de una funcio´n generatriz F .
1Decimos que una transformacio´n lineal homoge´nea es una transformacio´n cano´nica
cuando viene dada por la ecuacio´n
z′ = Mz,
donde la matriz M de dimensio´n 2f×2f es una matriz simple´ctica, que satisface la ecuacio´n
MtJM = J,
donde el super´ındice t indica la matriz traspuesta y la matriz J viene dada por
J =
(
0f×f −If×f
If×f 0f×f
)
,
siendo I la matriz identidad [Lich 92].
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Como hemos dicho antes, las ecuaciones de Hamilton se deducen resolvien-
do la ecuacio´n variacional (2.6). Cuando se hace una transformacio´n cano´nica
(p,q)→ (P,Q), el hamiltoniano H′ en las nuevas coordenadas debe satisfacer
tambie´n una ecuacio´n similar a (2.6)
δ
∫ [ f∑
i=1
PidQi −H′(P,Q, t)dt
]
= 0. (2.13)
Las ecuaciones (2.6) y (2.13) son equivalentes si los integrandos u´nicamente
difieren en una constante, de forma que no afecte a la variacio´n de la accio´n.
Esto sucede si
f∑
i=1
pidqi −H(p,q, t)dt =
f∑
i=1
PidQi −H′(P,Q, t)dt+ dF .
Esta u´ltima ecuacio´n es la que nos permite calcular la funcio´n generatriz
de la transformacio´n.
Un aspecto interesante de las transformaciones cano´nicas es que conservan
el volumen del espacio de fases (Teorema de Liouville) [Lich 92]∮
f
Π
i=1
dpi
f
Π
j=1
dqj =
∮
f
Π
i=1
dPi
f
Π
j=1
dQj. (2.14)
2.2.1. Sistemas integrables
There is a maxim which is often quoted, that “The
same causes will always produce the same effects.”
Matter and Motion
J. C. Maxwell (1831-1879)
La transformacio´n a las llamadas variables accio´n-a´ngulo (J,θ) resulta de
gran utilidad a la hora de estudiar los sistemas hamiltonianos. Estas variables
vienen dadas por la funcio´n generatriz F(q,J)
pi =
∂F
∂qi
, θi =
∂F
∂Ji
, (2.15)
y tienen como ecuaciones del movimiento
J˙i = −∂H
′
∂θi
θ˙i =
∂H′
∂Ji
. (2.16)
En los sistemas integrables, el hamiltonianoH′ so´lo depende de las acciones
Ji; se dice entonces que las coordenadas θi son c´ıclicas. En ese caso, J˙i = 0
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[cf. Ec. (2.16)], por lo que Ji = Ji0 es una cantidad conservada. Esto hace que
la ecuacio´n de evolucio´n de la variable θi(t) sea
θi(t) = θi0 + ωit,
donde ωi = ∂H′/∂Ji.
Consideremos el hamiltoniano de una part´ıcula de masa m que se mueve
en presencia de un potencial V (q) unidimensional
H(p, q) = p
2
2m
+ V (q) ≡ E , (2.17)
que es igual a la energ´ıa E de la part´ıcula porque H no depende expl´ıcitamente
del tiempo [cf. Ec. (2.12)]. Sustituyendo la ecuacio´n (2.15) en (2.17) llegamos
a que
H′(J) = 1
2m
(
∂F
∂q
)2
+ V (q) ≡ E , (2.18)
por lo que la funcio´n generatriz F vale
F(q, J) =
∫ q
q0
√
2m[E − V (q′)] dq′,
que coincide precisamente con la accio´n a lo largo de una o´rbita.
Por otro lado, como bajo una transformacio´n cano´nica se conserva el volu-
men del espacio de fases, se verifica que∮
pdq =
∮
Jdθ
y puesto que θ es una coordenada c´ıclica, el momento cano´nico J conjugado
de la variable θ sera´ una integral del movimiento, dada por
J =
1
2pi
∮ √
2m[E − V (q)]dq = 1
2pi
∮
p(q)dq.
El pe´ndulo simple
El hamiltoniano de un pe´ndulo simple de masa m y longitud l como el
representado en la figura 2.1(a) viene dado por [Lich 92, Str 94]
H(p, φ) = mgl(1− cosφ) + p
2
2ml2
≡ E , (2.19)
que es igual a la energ´ıa E por tratarse de un sistema conservativo. El hamilto-
niano (2.19) es perio´dico en φ, lo que hace que su espacio de fases tenga forma
de cilindro [ver figura 2.1(c)] y que podamos reducir su estudio al ana´lisis de
la regio´n φ ∈ (−pi, pi).
El comportamiento del pe´ndulo descrito por el hamiltoniano (2.19) depende
del valor que tome la energ´ıa E :
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Cuando E < 2mgl, que es la energ´ıa potencial ma´xima, el pe´ndulo tiene
dos puntos de retorno [cf. Fig. 2.1(b)]. En este caso, las o´rbitas son de
tipo S0 en el espacio de fases, es decir, homeomorfas a un punto y se
denominan libraciones. Dichas trayectorias se han representado en azul
en los paneles (c) y (d) de la figura 2.1. Las o´rbitas tienen un punto de
equilibrio estable (el´ıptico) en φ = 0, representado con un punto negro
en los paneles (b) y (d) de dicha figura.
Cuando E > 2mgl, el pe´ndulo rota libremente, y las o´rbitas son de tipo
S1 en el espacio de fases, homeomorfas a la circunferencia. En este caso,
las o´rbitas se denominan rotaciones y se representan por medio de l´ıneas
abiertas en el plano (φ, p) [cf. Fig 2.1(d)], aunque realmente tambie´n
esta´n cerradas en el espacio de fases [cf. Fig. 2.1(c)].
El valor E = 2mgl es una situacio´n l´ımite, en la que el periodo de osci-
lacio´n del pe´ndulo es infinito, dado que p → 0 a medida que el pe´ndulo
alcanza el punto de retorno φ = ±pi, representado en rosa en los paneles
(b) y (d) de la figura 2.1; dicho punto es un punto de equilibrio inestable
(hiperbo´lico), ya que todas las trayectorias tienden a alejarse de e´l.
E
E
E
E
E
E
E
EExm
l
φ
(a) (b) (c) (d)
s s s s
s s ss s
s
Figura 2.1: Representacio´n en el espacio de configuracio´n y en el espacio de fases del pe´ndulo
simple. (a) Pe´ndulo simple de masa m y longitud l en el espacio de configuracio´n. El a´ngulo
φ se mide respecto a la vertical. (b) Valores de energ´ıa del pe´ndulo. Con l´ınea negra, energ´ıa
potencial del pe´ndulo. En azul (rojo), valores de la energ´ıa menores (mayores) que 2mgl. En
verde, valor cr´ıtico E = 2mgl. Con puntos negros (rosas), mı´nimos (ma´ximos) de la energ´ıa
potencial. Con puntos amarillos, puntos de retorno para un valor de la energ´ıa E < 2mgl.
(c) Trayectorias del pe´ndulo en el espacio de fases, que es un cilindro. Con l´ınea azul (roja),
libraciones (rotaciones). Con l´ınea verde, separatriz correspondiente al valor de la energ´ıa
E = 2mgl. (d) Representacio´n del espacio de fases en el plano (φ, pφ).
Como se demuestra en la referencia [Lich 92], las coordenadas accio´n-a´ngulo
del hamiltoniano (2.19) vienen dadas por las integrales el´ıpticas
J(E) = 2
pi
∫ pi/2
0
dφ1
√
2ml2(E +mgl cosφ1),
θ(φ, E) = ml2
(
dJ
dE
)∫ φ
0
dφ1√
2ml2(E +mgl cosφ1)
.
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El oscilador armo´nico
Otro sistema de gran intere´s f´ısico es el oscilador armo´nico, cuya energ´ıa
potencial viene dada por
V (q) =
mω2
2
q2,
donde m representa la masa del oscilador y ω su frecuencia propia o pulsacio´n,
que esta´ relacionada con la frecuencia de vibracio´n ν (que da el nu´mero de
oscilaciones por unidad de tiempo) y con el periodo T (que es el tiempo que
tarda en llevar a cabo una oscilacio´n) a trave´s de
ω = 2piν =
2pi
T
.
Las trayectorias del oscilador armo´nico en el espacio de fases son elipses
de semiejes
(√
2E/(mω2), √2mE
)
, cuyo equivalente en el pe´ndulo simple son
las curvas representadas en azul en los paneles (c) y (d) de la figura 2.1. La
constante del movimiento J de la ecuacio´n (2.19) es igual al a´rea de dicha
elipse dividida por 2pi . Es fa´cil demostrar entonces que la accio´n J vale
J =
E
ω
.
En este caso, la transformacio´n cano´nica que nos reescribe el hamiltoniano
como H′(J) = ωJ es
p = −
√
2ωJm sin θ, (2.20)
q = −
√
2J
ωm
cos θ. (2.21)
Este proceso se puede llevar a cabo de manera ana´loga cuando se tienen
f osciladores armo´nicos desacoplados de pulsaciones (ω1, ω2, ..., ωf ). En este
caso, hay que realizar las transformaciones (2.20)-(2.21) para cada una de las
coordenadas, obteniendo un hamiltoniano de la forma
H′(J1, J2, ..., Jf ) =
f∑
i=1
ωiJi.
Cuando f = 2, tenemos cuatro variables (p1, p2, q1, q2) en el espacio de
fases. En esta situacio´n, las soluciones de las ecuaciones de movimiento del
sistema se encuentran sobre la superficie de energ´ıa E , que tiene la forma del
toro invariante representado en la figura 2.2. En esta figura, se ha indicado
co´mo se definen las acciones J1 y J2 (que son constantes e iguales a los radios
de las circunferencias cuyo producto cartesiano S1 × S1 genera el toro) y los
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Figura 2.2: En azul, toro invariante que representa el espacio de fases de un oscilador armo´ni-
co de dos grados de libertad desacoplados. En verde, coordenadas a´ngulo (θ1, θ2) y accio´n
(J1, J2).
(a) (b)
Figura 2.3: En azul, toro invariante de un oscilador armo´nico de 2 grados de libertad des-
acoplados. Con l´ınea continua roja, o´rbita perio´dica (a) y o´rbita cuasiperio´dica (b).
a´ngulos θ1 y θ2 (que definen la posicio´n de un punto sobre cada una de las
circunferencias anteriores).
Las soluciones de las ecuaciones de movimiento pueden ser de los dos tipos
representados en la figura 2.3 [Kor 08]:
O´rbitas perio´dicas: La solucio´n de las ecuaciones de movimiento del
sistema en las coordenadas accio´n-a´ngulo se cierra sobre s´ı misma al cabo
de un tiempo igual al periodo, T . Esto sucede cuando
ω1/ω2 = n1/n2, con n1, n2 ∈ Z [figura 2.3(a)].
O´rbitas cuasiperio´dicas: La solucio´n de las ecuaciones del movimiento
no se cierra sobre s´ı misma, sino que barre densamente todo el toro
invariante. Este tipo de o´rbitas aparecen cuando la relacio´n de frecuencias
ω1/ω2 es irracional [figura 2.3(b)].
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2.2.2. Sistemas no integrables. Caos
[...] il peut arriver que de petites diffe´rences dans les
conditions initiales en engendrent de tre`s grandes dans les
phe´nome`nes finaux ; une petite erreur sur les premie`res
produirait une erreur e´norme sur les derniers. La pre´diction
devient impossible et nous avons le phe´nome`ne fortuit.
Science et me´tode
H. Poincare´ (1854-1912)
Como hemos visto en el apartado anterior, el hamiltoniano de un sistema
integrable u´nicamente depende de las acciones J, que son adema´s constantes
del movimiento. En los sistemas de dos o ma´s grados de libertad esto, en ge-
neral, no sucede, sino que al realizar las transformaciones a las coordenadas
accio´n-a´ngulo una parte del hamiltoniano depende de los a´ngulos. Considere-
mos para ilustrarlo el hamiltoniano
H(p,q) = H0(p,q) + εH1(p,q), (2.22)
que tiene dos partes: una integrable,H0, que bajo cierta transformacio´n cano´ni-
ca dependera´ so´lo de las acciones J, y otra parte no integrable, H1 (tal que
εH1 << H0), que dependera´ de los a´ngulos θ y de las acciones J.
El comportamiento del hamiltoniano (2.22) se estudia aplicando la teor´ıa
cano´nica de perturbaciones, buscando una funcio´n generatriz S en serie de po-
tencias del para´metro perturbativo ε [Lich 92]. El primer te´rmino de S produce
una transformacio´n cano´nica a las variables accio´n-a´ngulo (J,θ) del hamilto-
niano H0, de forma que el hamiltoniano original se convierte en
H′(J,θ) = H′0(J) + εH′1(J,θ). (2.23)
Los sucesivos te´rminos de la funcio´n generatriz S llevan a cabo transfor-
maciones cano´nicas hasta el orden deseado en ε. Este problema lo estudiaron
matema´ticamente A. N. Kolmogorov, V. I. Arnold y J. Moser en una serie
de art´ıculos, y dio lugar a lo que hoy en d´ıa se conoce como Teorema KAM
[Kol 54, Mos 62, Arn 78].
El Teorema KAM demuestra que la mayor parte de los toros invariantes
del hamiltoniano H0 se deforman en presencia de la perturbacio´n εH1, cuando
el para´metro ε es lo suficientemente pequen˜o. A medida que aumenta la per-
turbacio´n estos toros se van destruyendo, siendo los u´ltimos en romperse los
que tienen un vector m ∈ Rn ma´s irracional, tal que |mω| = 0 , siendo ω el
vector con las frecuencias propias (o pulsaciones) de los toros. En esa situa-
cio´n, las trayectorias dejan de estar confinadas, y pueden barrer regiones ma´s
amplias del espacio de fases accesibles a la energ´ıa del sistema. Estas u´ltimas
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trayectorias son extremadamente sensibles a las condiciones iniciales, y es por
eso que se las denomina cao´ticas.
En la figura 2.4 se muestra la estructura del espacio de fases de un siste-
ma gene´rico de dos dimensiones. En dicha figura aparecen dibujados los toros
invariantes del sistema, en cuya superficie aparece el movimiento regular, pro-
ducie´ndose el movimiento cao´tico en el espacio que hay entre ellos.
Figura 2.4: Toros invariantes de un sistema gene´rico con dos grados de libertad. Las trayec-
torias cao´ticas se mueven entre ellos, sin poder atravesarlos.
2.3. Indicadores del caos
La naturaleza cao´tica de las trayectorias de un sistema se puede estudiar por
medio de ciertos indicadores. En este apartado describimos los dos indicadores
empleados en esta tesis, que son a su vez los dos ma´s utilizados en la literatura:
la SSP y el exponente de Lyapunov [Lich 92, Cell 10].
2.3.1. Superficie de Seccio´n de Poincare´
La SSP es una herramienta que reduce el estudio de un sistema continuo
al estudio de un mapa, y resulta especialmente u´til para el estudio de sistemas
hamiltonianos de dos grados de libertad.
El espacio de fases de un hamiltoniano H(p1, p2, q1, q2) tiene dimensio´n
cuatro. Si el hamiltoniano es conservativo, la energ´ıa es una constante del
movimiento [cf. Ec. (2.12)]
H(p1, p2, q1, q2) ≡ E , (2.24)
por lo que todas las trayectorias que resuelven las ecuaciones del movimiento
(2.8) viven en la hipersuperficie de dimensio´n tres definida por la ecuacio´n
20 CAPI´TULO 2. ESTUDIO DE LOS SISTEMAS HAMILTONIANOS
(2.24). Entonces, conocidas las coordenadas (q1, q2) y el momento p1, podemos
calcular el valor del momento p2 despeja´ndolo de dicha ecuacio´n
p2 = p2(q1, q2, p1; E). (2.25)
La SSP ma´s sencilla que se puede definir es aque´lla que viene dada por el
plano q2 = q20 y la condicio´n p2 > 0. Entonces, cada vez que una trayectoria
corte dicho plano con p2 > 0, medimos el valor de q1 y p1. Si elegimos una SSP
adecuada, como la representada en la figura 2.5, la representacio´n de (q1, p1) es
suficiente para analizar el comportamiento de un sistema. As´ı, las trayectorias
cao´ticas se representan en la SSP como un mar denso de puntos, mientras
que las trayectorias regulares, que esta´n confinadas en los toros invariantes,
se representan por medio de puntos discretos (o´rbitas perio´dicas) o de l´ıneas
continuas (o´rbitas cuasiperio´dicas).
 
  
HHHj
6
q1
q2q3
-
6p1
q1
(a) (b)
Figura 2.5: Trayectoria helicoidal y superficie de seccio´n de Poincare´ asociada a la misma.
(a) En rojo, trayectoria del sistema. En verde, puntos en los que el sistema atraviesa el plano
que define la superficie de seccio´n de Poincare´ de color azul, definida por {q3 = 0, p1 > 0}.
(b) Superficie de seccio´n de Poincare´ asociada a la trayectoria dibujada en el panel (a).
Tambie´n podemos definir SSPs ma´s complejas, en las que q2 = q2(q1). En
este caso, es necesario llevar a cabo una transformacio´n cano´nica para que se
satisfaga el Teorema de Liouville, de forma que el a´rea mapeada por la SSP se
conserve.
2.3.2. Exponente de Lyapunov
El exponente de Lyapunov da una idea de la sensibilidad de un sistema a
las condiciones iniciales.
Consideremos la trayectoria que describe una part´ıcula, que en notacio´n
simple´ctica viene dada por el vector z(t) formado por las coordenadas q(t) y
los momentos p(t)
z(t) =
(
q(t)
p(t)
)
,
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que es solucio´n de las ecuaciones del movimiento (2.8) con una determinada
condicio´n inicial z(0) = z0.
Si tomamos ahora unas condiciones iniciales ligeramente distintas,
z′0 = z0 + δz0,
donde
δz0 =
(
δq0
δp0
)
, (2.26)
obtendremos otra trayectoria, separada de la trayectoria de referencia por
δz(t) = z′(t)− z(t) =
(
δq(t)
δp(t)
)
, (2.27)
cuya norma eucl´ıdea
z(t) 
p 
q 
p0 
q0 
p0+ p0 
q0+ q0 
z’(t) 
z0 
z(t) 
Figura 2.6: Evolucio´n de un a´rea en el espacio de fases. Dicha a´rea (en azul) se mantiene
constante en el tiempo (Teorema de Liouville [Lich 92]). Con l´ınea azul y roja se han re-
presentado las trayectorias z(t) y z′(t) contenidas en dicha a´rea. Las flechas verdes dan la
diferencia entre las trayectorias, δz(t).
d[z0, t] = ||δz(t)|| = ||z′(t)− z(t)||,
nos permite medir la sensibilidad a las condiciones iniciales de una trayec-
toria cercana a la trayectoria de referencia z(t) por medio del exponente de
22 CAPI´TULO 2. ESTUDIO DE LOS SISTEMAS HAMILTONIANOS
Lyapunov, que se define como
λ¯[z0, δz0] = l´ım
t→∞
d[z0,0]→0
1
t
log
{
d[z0, t]
d[z0, 0]
}
.
La figura 2.6 muestra la evolucio´n de una regio´n del espacio de fases, cuyo
volumen se conserva de acuerdo con el Teorema de Liouville [Lich 92]. En esta
figura, se han indicado en azul y rojo dos trayectorias cercanas, z(t) y z′(t), y
el vector que las separa, δz(t).
Como veremos en la pro´xima seccio´n, cuando d[z0, 0] → 0 podemos linea-
lizar el movimiento y definir una base de vectores {ξi}ni=1. Se puede demostrar
entonces que existen n exponentes de Lyapunov distintos λ¯i = λ¯[z0, ξi], aso-
ciados cada uno a una direccio´n ξi. Si λ¯i > 0, la trayectoria z
′(t) se aleja
exponencialmente de la trayectoria de referencia z(t) en esa direccio´n, mien-
tras que si λ¯i < 0, se acerca exponencialmente, al igual que sucede con los
ı´ndices de estabilidad de las o´rbitas perio´dicas; de hecho, es habitual en la
literatura referirse a ellos como exponentes de Lyapunov.
Se suele denominar exponente de Lyapunov de un sistema al mayor λ¯i
[Cell 10]
λ¯ = ma´x{λ¯[z0, δz0], ∀z0}.
2.4. Dina´mica linealizada
En esta seccio´n se estudian las ecuaciones que gobiernan el movimiento de
las trayectorias pro´ximas a una o´rbita de referencia, lo que nos permite estudiar
la estabilidad de las o´rbitas perio´dicas as´ı como la estructura del espacio de
fases en su vecindad, que esta´ organizada por las direcciones estable e inestable.
La evolucio´n temporal del desplazamiento δz(t) dado por la ecuacio´n (2.27)
se puede calcular utilizando las ecuaciones del movimiento linealizadas en la
vecindad de la trayectoria central z0(t) [Lich 92]. Consideremos para ello un
sistema en el que los desplazamientos iniciales vienen dados por (2.26) Te-
niendo en cuenta que tanto q como p dependen de q0, p0 y del tiempo t, la
expresio´n (2.27) se puede aproximar por un desarrollo de Taylor truncado a
primer orden si la trayectoria (q′(t),p′(t)) es lo suficientemente pro´xima a la
o´rbita de referencia, obteniendo entonces
q′(t) ≈ q(t) + ∂q(t)
∂q0
δq0 +
∂q(t)
∂p0
δp0, (2.28a)
p′(t) ≈ p(t) + ∂p(t)
∂q0
δq0 +
∂p(t)
∂p0
δp0, (2.28b)
Llamando δq(t) = q′(t)− q(t) y δp(t) = p′(t)− p(t), las ecuaciones (2.28)
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se pueden reescribir en forma matricial como(
δq(t)
δp(t)
)
=
(
∂q(t)
∂q0
∂q(t)
∂p0
∂p(t)
∂q0
∂p(t)
∂p0
)(
δq0
δp0
)
= M(t)
(
δq0
δp0
)
, (2.29)
donde M(t) recibe el nombre de matriz jacobiana, que es una matriz simple´cti-
ca. La ecuacio´n (2.29) se puede reescribir en forma simple´ctica como
δz(t) =
∂z(t)
∂z0
δz0 = M(t)δz0, con M(0) = I, (2.30)
Se denomina matriz de monodromı´a, de Floquet o de estabilidad a la matriz
jacobiana M(t) ≡M(T ) calculada al tomar un recorrido cerrado en el espacio
de fases, es decir, tomando como trayectoria de referencia una o´rbita perio´dica
y como tiempo t el periodo T de la misma. Como veremos a continuacio´n, la
matriz de monodromı´a resulta de gran utilidad a la hora de caracterizar la
estabilidad de las OPs.
2.5. Estabilidad de las o´rbitas perio´dicas
El estudio de la estabilidad de las OPs de un sistema se realiza analizando
el comportamiento de las trayectorias pro´ximas a las mismas a trave´s de los
autovalores de la matriz de monodromı´a de las mismas [Str 94, Cell 10].
Consideremos una o´rbita perio´dica, γ, en un sistema con 2 g.d.l. y utilice-
mos un sistema de referencia en coordenadas curvil´ıneas como el mostrado en
la figura 2.7, segu´n el cual la coordenada x es la longitud desde el punto de
partida hasta la posicio´n actual y el eje y es un eje perpendicular a la o´rbita
de referencia que nos da la distancia que hay entre la trayectoria cercana y la
o´rbita de referencia, que esta´ definida por y = 0.
Para un determinado punto de γ, restringimos el estudio al movimiento en
el plano transversal, definido por un valor constante de x y px. Los puntos
en este plano se caracterizan por la distancia y a la o´rbita perio´dica y por el
momento en la direccio´n normal a la misma py (ver figura 2.7). La dina´mica
(transversal) de un punto esta´ determinada por la matriz jacobiana del movi-
miento transversal, M(t). Si la o´rbita de referencia γ es perio´dica, los elementos
de la matriz jacobiana al cabo de un periodo, T , dependen de las condiciones
iniciales (y0, py0) de partida, pero sus autovalores no [Cvi 10]. La matriz de
estabilidad transversal M se puede escribir como
M ≡M(T ) =
(
m11 m12
m21 m22
)
,
cuyo polinomio caracter´ıstico es
η2± − η±τ + ∆ = 0, (2.31)
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Figura 2.7: Evolucio´n de una trayectoria en coordenada curvil´ıneas (en rojo). Las coordena-
das longitudinal, x, y transversal, y, se muestran en negro, y los momentos asociados, px(t)
y py(t), en verde. La trayectoria de referencia, γ, esta´ representada en azul.
donde τ representa la traza de la matriz, ∆ su determinante (que es igual a
la unidad, por ser M una matriz simple´ctica) y η± sus autovalores, conocidos
como exponentes o multiplicadores de Floquet. Despejando η± de (2.31) resulta
η± =
1
2
(
τ ±
√
τ 2 − 4
)
. (2.32)
Las o´rbitas perio´dicas se clasifican atendiendo al valor que toman los au-
tovalores de M:
O´rbita estable o el´ıptica. Los autovalores son complejos (|τ | < 2)
η± = e±iωT ,
donde ω y T son, respectivamente, la frecuencia propia y el periodo de
la o´rbita.
O´rbita marginal. Los autovalores valen η± = ±1, dado que τ = ±2.
O´rbita inestable. Los autovalores son reales debido a que |τ | > 2. En
este caso hay a su vez dos tipos de OPs:
- Hiperbo´lica. Los dos autovalores son positivos (τ > 2) y de la forma
η+ = η, η− =
1
η
, con η > 0. (2.33)
- Hiperbo´lica con reflexio´n. Los autovalores de la matriz de mono-
dromı´a tienen la forma de (2.33), pero con η < 0 (τ < −2).
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Si los autovalores son reales, se suelen reescribir como
η± = ± exp(±λT ), (2.34)
donde λ es el llamado coeficiente de estabilidad de la o´rbita, y el signo que
precede a la exponencial es “+” si la o´rbita es hiperbo´lica y “−” si es hi-
perbo´lica con reflexio´n. El coeficiente de estabilidad se calcula despeja´ndolo de
la ecuacio´n (2.34) y viene dado por
λ =
log |η|
T
. (2.35)
Cuando en un sistema se han destruido todos los toros invariantes, las tra-
yectorias se vuelven extremadamente sensibles a las condiciones iniciales, por
lo que las o´rbitas perio´dicas son todas ellas de tipo inestable, bien hipe´rboli-
cas o bien hiperbo´licas con reflexio´n, describiendo el resto de las trayectorias
movimiento cao´tico.
2.6. Evolucio´n de las variedades. Descompo-
sicio´n del movimiento transversal
Para estudiar el movimiento de un punto pro´ximo a una OP inestable, ha-
remos un cambio de las coordenadas locales a un nuevo sistema de coordenadas
paralelas a los autovectores ξu y ξs asociados a los autovalores η+ y η− de la
matriz de monodromı´a M.
En el re´gimen lineal, cualquier punto del espacio de fases situado a lo
largo de la recta paralela al autovector ξu en la posicio´n (y, py) = cuξu, donde
cu es una constante de proporcionalidad, permanece en esta l´ınea aleja´ndose
exponencialmente de la o´rbita perio´dica
ξu(t) = M(t)ξu, (2.36)
por lo que la direccio´n que define el vector ξu se llama variedad inestable.
Ana´logamente, cualquier punto situado sobre la recta (y, py) = csξs perma-
nece sobre dicha recta acerca´ndose exponencialmente a la o´rbita perio´dica
ξs(t) = M(t)ξs, (2.37)
razo´n por la cual se denomina variedad estable a la direccio´n que define ξs.
A tiempos largos, la evolucio´n a lo largo de las variedades deja de ser
lineal, ya que e´stas se doblan y se pliegan, corta´ndose entre s´ı y dando lugar
a la maran˜a heterocl´ınica que vislumbro´ Poincare´. En la figura 2.8 mostramos
la SSP compuesta de dos OPs, representadas por medio de los puntos fijos I2
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e I3. En esta figura, hemos superpuesto la SSP de las variedades estable Ws e
inestable Wu de las o´rbitas. Como puede verse en dicha figura, las variedades
Ws yWu tienen cara´cter lineal cerca de los puntos fijos (siendo sus direcciones,
como hemos dicho anteriormente, paralelas a las de los autovectores ξs y ξu
de la matriz de monodromı´a), pero dejan de tener dicho comportamiento a
medida que nos alejamos de los mismos. A los puntos en los que se cortan las
variedades de un mismo punto fijo se les denomina puntos homocl´ınicos y a los
puntos en los que se cortan las variedades asociadas a dos puntos fijos distintos
se les denomina puntos heterocl´ınicos.
I1 E I2
ξu
ξs
WuWs
WsWu
Figura 2.8: Superficie de seccio´n de Poincare´ compuesta formada por una o´rbita perio´dica
estable y de dos o´rbitas perio´dicas inestables, junto con la maran˜a heterocl´ınica que forman
las variedades de estas u´ltimas. E es el punto fijo de la o´rbita estable (de color negro), I2 e
I3 son los puntos fijos (de color rosa) de las o´rbitas inestables y Ws y Wu son las variedades
estable e inestable asociadas a estos u´ltimos, representadas con l´ınea continua azul y roja,
respectivamente. Los autovectores estable, ξs, e inestable, ξu, de la matriz de monodromı´a
transversal asociada al punto I2 se han representado en negro y son paralelos a la direccio´n
de las variedades cerca del punto fijo. La l´ınea verde representa una o´rbita cuasipero´dica de
libracio´n y la naranja de rotacio´n.
La variedad inestable (estable) de la o´rbita no so´lo se estira (contrae) sino
que tambie´n gira en el plano transversal y−py a lo largo de la misma. Aplicando
el Teorema de Floquet [Yaku 75], se puede descomponer el movimiento trans-
versal de las variedades en dos: uno hiperbo´lico puro (dilatacio´n/contraccio´n)
y otro perio´dico (de rotacio´n) [Ver 00].
Llamemos µ al nu´mero de semivueltas que da la variedad (positivo en el
sentido de las agujas del reloj y negativo en el sentido contrario). Si µ es un
nu´mero par, el autovalor de la variedad ξ es positivo, por lo que despue´s de un
periodo ξ retorna a su posicio´n inicial con la misma direccio´n y sentido, adema´s
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de dilatarse (ξu) o contraerse (ξs). Por el contrario, para valores negativos de
µ el autovalor es negativo, por lo que el vector ξ invierte su sentido, a la vez
que se contrae (ξu) o dilata (ξs). Esto nos permite reescribir las ecuaciones
(2.36)-(2.37) para t = T como
ξu(T ) = Mξu = (−1)µeλT ξu
ξs(T ) = Mξs = (−1)µe−λT ξs (2.38)
En general, un punto (y, py) del plano y− py no caera´ sobre ninguna de las
variedades anteriores, pero se puede escribir como una combinacio´n lineal de
las mismas. Esto hace que el movimiento en el plano transversal a la o´rbita
perio´dica inestable ocurra sobre hipe´rbolas, como se ilustra con l´ıneas verdes
en la figura 2.9.
Se ha demostrado que el nu´mero de semivueltas µ que dan las variedades
a lo largo de un periodo coincide con el ı´ndice de Maslov2 que aparece en la
fo´rmula de la traza de Gutzwiller [Crea 90, Rob 91].
u
py
y
ξu
ξs
Figura 2.9: Estructura del espacio de fases en torno a un punto fijo hiperbo´lico (en amarillo)
en coordenadas locales (y, py). Los puntos sobre la variedad estable, ξs, se acercan expo-
nencialmente al punto fijo (0, 0), mientras que los puntos sobre la variedad inestable, ξu,
se alejan exponencialmente de e´l. Las l´ıneas verdes son las hipe´rbolas sobre las que se lleva
a cabo el movimiento de algunos de los puntos cercanos al punto fijo que no esta´n sobre
ninguna de las variedades.
2.7. Meca´nica semicla´sica
Los me´todos semicla´sicos han jugado un papel central en el estudio de la
correspondencia que existe entre la meca´nica cla´sica y la meca´nica cua´ntica
2Cuando se imponen ciertas condiciones de contorno en la o´rbita, estos nu´meros no
coinciden, pero es fa´cil ver la relacio´n entre ellos, como veremos en la seccio´n 2.7.2.
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desde los or´ıgenes de esta u´ltima [Bra 97, Ston 05]. Estos me´todos se basan en
el hecho de que muchos observables cua´nticos se aproximaban a los observa-
bles cla´sicos correspondientes cuando ~ → 0, y han permitido explicar, entre
otras cosas, los niveles de energ´ıa de a´tomos muy excitados, las propiedades
estad´ısticas de sistemas cao´ticos o diversas propiedades de la funcio´n Zeta de
Riemann [Cas 95].
En meca´nica cua´ntica, una part´ıcula de masa m se puede representar por
medio de la funcio´n de onda ψ(q, t), cuya evolucio´n viene dada por la Ecuacio´n
de Schro¨dinger dependiente del tiempo [Schi 49, Coh 77, Ball 00]
Hˆψ = i~∂ψ
∂t
, (2.39)
donde ~ representa la constante de Planck reducida [~ = h/(2pi)] y Hˆ es el
operador hamiltoniano, que en los sistemas en los que el te´rmino de energ´ıa
cine´tica y el de energ´ıa potencial son separables viene dado por
Hˆ = − ~
2
2m
∆ˆ + Vˆ , (2.40)
siendo ∆ˆ =
∑
j ∂
2/∂q2j el operador laplaciano y Vˆ el operador energ´ıa poten-
cial.
Cuando el operador Vˆ no depende expl´ıcitamente del tiempo, la ecuacio´n
(2.40) es igual a la energ´ıa En de la part´ıcula [cf. Ec. (2.12)], por lo que se
satisface la ecuacio´n de autovalores
Hˆψn = Enψn, (2.41)
donde En es la autoenerg´ıa de la part´ıcula. A las funciones ψn que resuelven la
ecuacio´n (2.41) se les denomina autofunciones, autovectores o autoestados del
hamiltoniano Hˆ asociados a la autoenerg´ıa En. Las autofunciones ψn se pueden
factorizar en una parte dependiente del tiempo y una parte dependiente de las
coordenadas q
ψn(q, t) = e
iEnt/~ψn(q).
En los sistemas cerrados, las autoenerg´ıas del sistema son discretas y las
autofunciones son ortogonales∫
dqψn(q)ψ
∗
m(q) = δnm,
y forman, adema´s, un conjunto completo∑
n
ψn(q)ψ
∗
n(q
′) = δ(q− q′),
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lo que hace que cualquier funcio´n de onda ϕ se pueda escribir como una com-
binacio´n de las mismas
ϕ =
∑
n
Cnψn,
donde Cn = 〈ψn|ϕ〉.
Podemos proponer como solucio´n de la ecuacio´n (2.39) la funcio´n de onda
ψ(q, t) = A(q, t) exp[iS(q, t)/~], (2.42)
donde A y S son dos funciones reales iguales al mo´dulo y a la fase de la funcio´n
ψ, respectivamente. A2(t,q) da la probabilidad de encontrar a la part´ıcula en
el punto q en el instante de tiempo t [Cvi 10].
Sustituyendo la ecuacio´n (2.42) en la ecuacio´n de Schro¨dinger compleja
(2.39) e igualando las partes reales e imaginarias entre s´ı, obtenemos dos ecua-
ciones reales acopladas
− A∂S
∂t
= − ~
2
2m
∆ˆA+
1
2m
A(∇ˆS)2 + Vˆ A (2.43)
~
∂A
∂t
= − ~
m
(∇ˆA)(∇ˆS)− ~
2m
A∆ˆS (2.44)
donde ∇ˆ = ∑j ∂/∂qj.
En el caso de la ecuacio´n de Schro¨dinger independiente del tiempo (2.41),
las ecuaciones (2.43) y (2.44) se reducen a
AE = − ~
2
2m
∆ˆA+
1
2m
A(∇ˆS)2 + Vˆ A (2.45)
0 = − ~
m
(∇ˆA)(∇ˆS)− ~
2m
A∆ˆS (2.46)
2.7.1. Conexio´n del formalismo de Hamilton-Jacobi
con la meca´nica cua´ntica
El hamiltoniano cla´sico de una part´ıcula de masa m, cuya energ´ıa es sepa-
rable en un te´rmino de energ´ıa cine´tica ma´s un te´rmino de energ´ıa potencial
que no depende expl´ıcitamente del tiempo es igual a
H = 1
2m
p2cl + V ≡ E . (2.47)
La accio´n cla´sica (2.2) asociada al hamiltoniano (2.47) es igual a
Scl =
∫
pcldq− Et, (2.48)
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cuya evolucio´n temporal se obtiene sin ma´s que derivar la ecuacio´n (2.48)
respecto al tiempo, obteniendo
∂Scl
∂t
= − 1
2m
p2cl − V, (2.49)
que es la ecuacio´n de Hamilton-Jacobi [Gold 02].
Teniendo en cuenta que pcl =∇Scl, la ecuacio´n (2.49) es igual a
∂Scl
∂t
= − 1
2m
(∇Scl)2 − V. (2.50)
Por otro lado, el l´ımite semicla´sico se alcanza haciendo ~→ 0, de forma que
el momento pcl var´ıe lentamente en una longitud de onda (local) de Broglie
[deBro 30], que se define como
λ(q) =
2pi~
|p(q)| . (2.51)
En el l´ımite semicla´sico, la evolucio´n temporal de la fase S de la funcio´n de
onda (2.42) se obtiene dividiendo la ecuacio´n (2.43) entre A y haciendo ~→ 0,
obteniendo
− ∂S
∂t
=
1
2m
(∇ˆS)2 + Vˆ , (2.52)
que tiene la misma forma que la ecuacio´n (2.50), por lo que en el l´ımite se-
micla´sico la fase de la funcio´n de onda (2.42) es igual a la accio´n cla´sica (2.48)
dividida por ~.
2.7.2. Me´todo WKB
La ecuacio´n de Schro¨dinger (2.45)-(2.46) se puede resolver escribiendo la
funcio´n S como un desarrollo en serie de potencias de ~ [Gal 91, Cvi 10]
S(q) = S0(q) + ~S1(q) + ~
2
2
S2(q) + ... (2.53)
El valor de la funcio´n S se obtiene igualando los te´rminos del mismo orden en
~, empezando por orden O(~0) y siguiendo hasta el orden deseado.
El llamado me´todo WKB desarrollado por Wentzel [Wen 26] y Brilloin
[Bri 26] de forma independiente, y perfeccionado posteriormente por Kramers
[?] (consu´ltense otras referencias en [Schi 49]) resuelve las ecuaciones (2.45)–
(2.46) de un sistema conservativo de una part´ıcula de masa m movie´ndose en
un potencial unidimensional entre dos puntos de retorno tomando el l´ımite
semicla´sico ~ → 0, esto es, despreciando los te´rminos de orden O(~) o supe-
rior en la ecuacio´n (2.53), de forma que S(q) ≡ S0(q). La ecuacio´n (2.45) se
convierte entonces en
E = 1
2m
(
dS
dq
)2
+ Vˆ , (2.54)
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que tiene como solucio´n la accio´n
S(q0, q, E) =
∫ q
q0
p(q′)dq′, (2.55)
donde hemos tenido en cuenta que el momento conjugado de la variable q es
p(q) =
√
2m[E − V (q)],
siendo su valor real en la regio´n cla´sicamente accesible [E > V (q)] e imaginario
en la regio´n cla´sicamente prohibida [E < V (q)].
Sustituyendo la ecuacio´n (2.55) en la ecuacio´n (2.46) llegamos a que
A(q) =
ψ0√|p(q)| ,
por lo que la funcio´n de onda (2.42) que propone el Me´todo WKB para resolver
la ecuacio´n de Schro¨dinger es
ψ(q) =
ψ0√|p(q)| exp
[
i
~
∫ q
q0
p(q′)dq′
]
. (2.56)
La ecuacio´n (2.56) es va´lida cuando el momento p(q) var´ıa lentamente en
una longitud de onda (local) de Broglie (2.51), pero falla cerca de los puntos
de retorno, en los que p(q)→ 0.
Maslov generalizo´ el Me´todo WKB para poder aplicarlo en los puntos de
retorno [Mas 81, Eck 88] haciendo una transformada de Fourier de la funcio´n
ψ(q) para trabajar en el espacio de los momentos p en lugar de en el espacio
de las posiciones q
ψ˜(p) =
1√
2pi~
∫
ψ(q) exp(−iqp/~)dq
=
ψ0√
2pi~
∫
1√|p(q)| exp[iΦ(q)/~]dq, (2.57)
donde
Φ(q) =
∫ q
q0
p(q′)dq′ − qp. (2.58)
En el l´ımite semicla´sico, la funcio´n Φ(q)/~ oscila ra´pidamente, por lo que
podemos aplicar la aproximacio´n de fase estacionaria [Mas 81], sustituyendo
en la integral (2.57) la funcio´n Φ(q) de la ecuacio´n (2.58) por
Φ(q) = Φ(qs) +
(q − qs)2
2
Φ′′(qs),
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donde qs es la posicio´n del punto con fase estacionaria, en el que Φ
′(qs) = 0,
que tiene como solucio´n p = p(qs).
Si suponemos que p(q) es regular en el punto qs, podemos sacarlo fuera de
la integral (2.57), obteniendo
ψ˜(p) ≈ ψ0√
2pi~|p(q)| exp
[
i
~
Φ(qs)
] ∫
dq exp
[
i
~
(q − qs)2
2
Φ′′(qs)
]
. (2.59)
Resolviendo la integral de Fresnel (2.59) y sustituyendo p por p(qs) y
Φ′′(q) = p′(q)/~ por Φ′′(qs) = p′(qs)/~, finalmente obtenemos
ψ˜(p) ≈ ψ0√|p(q)||Φ′′(qs)| exp
{
i
~
Φ(qs) + i
pi
4
sign[Φ′′(qs)]
}
≈ ψ0√|p(qs)p′(qs)| exp
{
i
~
[∫ qs
q0
p(q′)dq′ − pqs
]
+ i
pi
4
sign[p′(qs)]
}
,
(2.60)
donde el prefactor p(qs)p
′(qs) no es singular siempre y cuando el potencial
verifique que V ′(qs) 6= 0. La ecuacio´n (2.60) falla en los puntos en los que la
velocidad es ma´xima, ya que en ellos p′(q) = 0, por lo que la ecuacio´n (2.60)
deja de ser va´lida.
p
q
2
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1
4
D
B
A C
Figura 2.10: Representacio´n en el espacio de fases de una o´rbita perio´dica de un sistema de
un grado de libertad. A y C son los puntos de retorno, y B y D los puntos de velocidad
ma´xima. 1, 2, 3 y 4 son puntos con valores intermedios de la velocidad.
Vamos a estudiar ahora la evolucio´n de la funcio´n de onda a lo largo de una
o´rbita perio´dica completa como la representada en la figura 2.10 (libracio´n).
Como hemos visto ma´s arriba, la ecuacio´n (2.56) es va´lida lejos de los puntos
de retorno, as´ı que entre los puntos 1 y 2 podemos asociar a la part´ıcula la
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funcio´n de onda dada por dicha ecuacio´n, que falla al acercarnos al punto de
retorno A. Por eso, en el punto 2 es necesario hacer uso de la ecuacio´n (2.60)
y trabajar as´ı en el espacio de los momentos. Esta ecuacio´n es va´lida mientras
p′(q) 6= 0, lo que hace que falle cuando nos acercamos al punto B. Por eso, en
el punto 3 es necesario hacer otra transformada de Fourier y volver al espacio
de configuracio´n, con lo que la funcio´n de onda asociada a la part´ıcula es
ψ(q) =
ψ0√|p(q)| exp
[
i
~
∫ q
q0
dq′p(q′)− ipi
2
]
, (2.61)
que difiere de la ecuacio´n (2.56) en una fase de pi/2.
La funcio´n de onda (2.61) diverge en el punto de retorno C, por lo que
en el punto 4 es necesario volver a hacer una transformada de Fourier para
trabajar en el espacio de momentos, lo que an˜ade una fase adicional de pi/4 a
la funcio´n de onda. Dicha funcio´n de onda es va´lida hasta el punto 1, en el que
es necesario volver a trabajar en posiciones para tener una funcio´n de onda que
no diverja cuando la velocidad es ma´xima en el punto D, con lo que al cabo
de un periodo T la funcio´n de onda tendra´ una diferencia de fase respecto a la
funcio´n de onda (2.60) igual a
γ =
S
~
− pi, (2.62)
donde
S =
∮
pdq (2.63)
es la accio´n a lo largo de la o´rbita perio´dica, que coincide con el a´rea encerrada
por la curva de la figura 2.10.
La condicio´n de cuantizacio´n de Bohr-Sommerfeld
Las o´rbitas perio´dicas que son semicla´sicamente posibles son aque´llas en las
que la fase acumulada al cabo de un periodo es un mu´ltiplo de 2pi [cf. Ec. (2.62)],
lo que se conoce como condicio´n de cuantizacio´n de Bohr-Sommerfeld (BS)
γ =
S
~
− µpi
2
= 2pin, n = 0, 1, 2, ... (2.64)
donde S es la accio´n de la o´rbita perio´dica que viene dada por la ecuacio´n
(2.63) y µ es el llamado ı´ndice de Maslov de la o´rbita (que vale 2 en un
sistema de una dimensio´n). La ecuacio´n (2.64) expresa que el cambio de fase
que experimenta la funcio´n de onda a lo largo de un periodo es igual a la
diferencia entre la accio´n dina´mica de la o´rbita S dividida por ~ menos la fase
topolo´gica, que es proporcional al ı´ndice µ. El nu´mero entero n nos permite
etiquetar las distintas funciones de onda construidas y coincide con el nu´mero
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de excitaciones longitudinales que tienen las mismas a lo largo de la o´rbita
perio´dica.
Originariamente, la condicio´n de cuantizacio´n (2.64) se formulo´ para cuan-
tizar sistemas unidimensionales y no inclu´ıa el ı´ndice de Maslov.
Esta condicio´n se puede aplicar tambie´n para cuantizar o´rbitas perio´dicas
en sistemas en varias dimensiones, aunque existe un formalismo ma´s general
para estudiar dichos sistemas, la teor´ıa EBK (Einstein-Brilloin-Keller) [Ein 17,
Bri 26, Kell 58], que se basa en la cuantizacio´n de los circuitos irreducibles
de los toros invariantes. Esta u´ltima teor´ıa se puede aplicar tambie´n a los
sistemas con caos suave, pero no es aplicable cuando la caoticidad del sistema
es demasiado elevada.
En los sistemas de varias dimensiones el ı´ndice de Maslov µ que aparece en
la ecuacio´n (2.64) tiene dos contribuciones [Gutz 90], una contribucio´n longi-
tudinal, debido a los puntos de retorno, y un contribucio´n transversal, debida a
los puntos conjugados. El valor que toma el ı´ndice µ es igual al nu´mero de semi-
vueltas que dan las variedades invariantes a lo largo de la OP, el cual se puede
medir definiendo un sistema de coordenadas curvil´ıneas como el mostrado en
la figura 2.7.
La condicio´n de cuantizacio´n (2.64) se puede satisfacer de dos formas: bien
variando la constante de Planck reducida ~ y manteniendo la accio´n dina´mica
S constante, o bien fijando el valor de ~ y cambiando la accio´n, lo que equivale
a cambiar la energ´ıa.
Condiciones de contorno
Las condiciones de contorno en pozos infinitos de potencial de la funcio´n de
onda se pueden tener en cuenta an˜adiendo un te´rmino adicional a la condicio´n
de cuantizacio´n de Bohr-Sommerfeld3 (2.64)
S
~
− (ND −NN)pi
2
− µpi
2
= 2pin, n = 0, 1, 2... (2.65)
donde ND es el nu´mero de reflexiones de la OP en las que la funcio´n de onda
ψ satisface la condicio´n de contorno de Dirichlet (de forma que la funcio´n de
onda ψ tenga un nodo, ψ = 0) y NN es el nu´mero de reflexiones que satisfacen
la condicio´n de contorno de Neumann (de manera que la funcio´n de onda ψ
tenga un ma´ximo o un mı´nimo en ese punto, lo que sucede si su derivada
normal es ∂ψ/∂n = 0). Cuando se imponen condiciones de contorno de este
tipo, el ı´ndice de Maslov de la o´rbita perio´dica es igual a µ+ND +NN, donde
µ es el nu´mero de semivueltas que dan las variedades a lo largo de la o´rbita.
Cuando la OP tiene simetr´ıa, la condicio´n de cuantizacio´n (2.64) se puede
modificar para cuantizar una fraccio´n 1/P de la OP (que tiene un periodo
3Consu´ltese [Bra 97] para una descripcio´n ma´s detallada.
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P veces menor que el de la o´rbita perio´dica completa). La ecuacio´n (2.64) se
convierte entonces en
S(T/P)
~
− µ(T/P)pi
2
= 2pin, n = 0, 1, 2... (2.66)
donde µ(T/P) es el ı´ndice de Maslov de esa fraccio´n de la OP, que es igual a
µ(T/P) = µP +Nr, (2.67)
siendo µ ≡ µ(T ) el ı´ndice de Maslov de la OP primitiva (sin imponer en ella
ninguna condicio´n de contorno) yNr es el nu´mero de reflexiones a lo largo de las
l´ıneas de simetr´ıa. Sustituyendo µ(T/P) por la ecuacio´n (2.67) y multiplicando
la ecuacio´n (2.66) por P , llegamos a que las acciones Sn ≡ S(T ) = PS(T/P)
que verifican la condicio´n de cuantizacio´n (2.64) vienen dadas por
Sn = 2pi~
[
Pn+ µ
4
+ PNr
4
]
, n = 0, 1, 2... (2.68)
La condicio´n de cuantizacio´n (2.68) se puede modificar para imponer as´ı cier-
tas condiciones de contorno en la funcio´n de onda [cf. Ec. (2.65)]. Entonces, la
ecuacio´n (2.68) se convierte en
Sn = 2pi~
[
Pn+ µ
4
+ PND −NN +Nr
4
]
, n = 0, 1, 2..., (2.69)
que es la condicio´n de cuantizacio´n que debe cumplir la OP total para satisfacer
las condiciones de contorno impuestas, en la que ND es el nu´mero de condi-
ciones de contorno de Dirichlet y NN el nu´mero de condiciones de contorno de
Neumann. Dado que Nr = ND +NN, la ecuacio´n (2.69) es igual a
Sn = 2pi~
[
Pn+ µ
4
+ PND
2
]
, n = 0, 1, 2... (2.70)
El nu´mero µ + 2PND es igual al ı´ndice de Maslov de la o´rbita perio´dica
que aparece en la fo´rmula de la traza [Gutz 90].
Las ecuaciones (2.68)-(2.70) demuestran que el l´ımite semicla´sico, en el que
~→ 0, es equivalente a hacer Sn →∞, lo que sucede cuando En →∞.
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2.7.3. La fo´rmula de la traza
The trace formula is not a formula, it is an idea.
M. C. Gutzwiller (1925-)4
Como hemos indicado en la introduccio´n, la correspondencia entre la meca´ni-
ca cla´sica y la meca´nica cua´ntica esta´ bien establecida en los sistemas integra-
bles a trave´s de los me´todos WKB y EBK, que se fundamentan, respectiva-
mente, en la cuantizacio´n de las OPs y de circuitos irreducibles de los toros
invariantes. Estos me´todos se han aplicado con e´xito para calcular semicla´si-
camente las autofunciones de sistemas regulares o con caos suave, pero dejan
de ser va´lidos a medida que un sistema se vuelve cao´tico, ya que los toros se
destruyen como prescribe el Teorema KAM.
La teor´ıa de o´rbitas perio´dicas desarrollada por M. C. Gutzwiller a finales
de los an˜os 60 [Gutz 67, Gutz 69, Gutz 70] culmino´ el an˜o 1971 con la ce´lebre
fo´rmula de la traza [Gutz 71, Gutz 90]. Esta ecuacio´n da la densidad cua´ntica
de estados ρ(E) de un sistema con un comportamiento cla´sico altamente cao´tico
en funcio´n de distintos invariantes cano´nicos de las o´rbitas perio´dicas aisladas
del mismo. Esta fo´rmula se basa en el ca´lculo semicla´sico de la traza de la
funcio´n de Green asociada al propagador cua´ntico de Feynman [Fey 65]. R.
Balian y C. Bloch presentaron en 1972 una ecuacio´n similar para cavidades
resonantes de forma arbitraria con dos o ma´s dimensiones, que tambie´n es
aplicable a los sistemas integrables [Bal 72]. M. V. Berry y M. Tabor obtuvieron
en 1976 una ecuacio´n similar a la fo´rmula de la traza para calcular la densidad
de estados en potenciales suaves y para pozos infinitos integrables partiendo
del me´todo EBK [Berr 76].
La fo´rmula de la traza de Gutzwiller viene dada por [Gutz 71, Gutz 90]
ρ(E) = 1
pi~
∑
r
Tr
||Mr − 1||1/2 cos (Sr/~− µrpi/2) , (2.71)
donde Tr es el periodo de la o´rbita perio´dica primitiva r, Mr es su matriz de
monodromı´a (que describe la dina´mica linealizada transversal a la OP), Sr la
accio´n, µr el ı´ndice de Maslov y || || representa el determinante. La ecuacio´n
(2.71) demuestra que ρ(E) so´lo depende de la estructura de las OPs del sistema,
que ocupan una fraccio´n muy pequen˜a de todo el espacio de fases accesible a
la energ´ıa E .
La ecuacio´n (2.71) se puede reescribir como
ρ(E) = ρ¯(E) + ρosc(E), (2.72)
4Citado en P. Cvitanovic`, R. Artuso, R. Dahlqvist et. al., Chaos. Classical and Quantum,
pa´gina 350, disponible en http://chaosbook.org/ .
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que, como podemos ver, tiene dos partes. Por un lado, tenemos el te´rmino
principal ρ¯(E) que depende de las OPs de longitud cero. Este te´rmino tiene a su
vez dos contribuciones, ya que para calcularlo hay que estudiar separadamente
los puntos que esta´n dentro de la regio´n cla´sicamente accesible [V (x, y) < E ] y
los que se encuentran sobre el contorno de la misma [V (x, y) = E ]; los primeros
puntos dan lugar al llamado te´rmino de Weyl
ρ¯Weyl(E) = 1
(2pi~)d
∫
dpdqδ[E −H(p,q)], (2.73)
que es proporcional al volumen del espacio de fases, mientras que los segundos
dependen de la accio´n a lo largo del per´ımetro del sistema cla´sicamente acce-
sible a la energ´ıa del mismo. El ca´lculo de este segundo te´rmino se describe en
el ape´ndice B para potenciales suaves con simetr´ıas discretas.
Por otro lado, la componente oscilatoria ρosc(E) de la ecuacio´n (2.72) de-
pende de la estructura de las OPs del sistema y es igual a
ρosc(E) = 1
pi~
∑
r
′ Tr
||Mr − 1||1/2 cos (Sr/~− µrpi/2) , (2.74)
donde el apo´strofo del sumatorio indica que so´lo se suman las OPs aisladas de
longitud no nula. La suma de la ecuacio´n (2.74) debe llevarse a cabo incluyendo
todas las repeticiones de las OPs.
Para las OPs inestables, la ecuacio´n (2.74) se convierte en
ρ(u)osc(E) =
1
pi~
∑
r
Tr
Nr∑
n=1
1
2| sinh(nλrTr/2)| cos [n(Sr/~− µrpi/2)] , (2.75)
donde λr es el ı´ndice de estabilidad de la OP, el primer sumatorio se lleva
a cabo para las OPs primitivas y el segundo para sus Nr repeticiones (que
dependen de la simetr´ıa espacial y bajo reversio´n temporal).
Aunque la ecuacio´n (2.71) es muy importante desde un punto de vista
teo´rico, ya que demostro´ la influencia de la estructura cla´sica subyacente para
la formacio´n de las autofunciones de los sistemas totalmente cao´ticos, esta
ecuacio´n tiene una aplicacio´n pra´ctica muy limitada.
Por un lado, la fo´rmula de la traza so´lo es aplicable a los sistemas altamente
cao´ticos, pero no a los sistemas con un espacio de fases mixto, que mezclan
regiones cao´ticas con zonas de regularidad y que son los sistemas ma´s gene´ri-
cos en la naturaleza. Adema´s, la ecuacio´n (2.71) no es va´lida para las OPs
marginalmente estables (bouncing balls), que juegan un papel muy importante
en billares cua´nticos [Sie 93].
Por otro lado, la ecuacio´n (2.71) tiene graves problemas de convergencia,
lo que hace que esta ecuacio´n so´lo se haya podido utilizar en la pra´ctica para
calcular las autofunciones de un sistema cao´tico con energ´ıas pro´ximas a la
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del estado fundamental. Esto se debe a que el nu´mero de OPs que tiene un
sistema aumenta exponencialmente con la energ´ıa que no se compensa con el
incremento que experimenta el denominador de la ecuacio´n (2.71). Aunque
existen algunos me´todos para resolver el problema de la convergencia, como
an˜adir una componente imaginaria a la energ´ıa E de Eckhardt [Eck 89] o las
te´cnicas de resumacio´n de Berry y Keating [Berr 90], ninguno de ellos elimina
el problema del incremento del nu´mero de o´rbitas perio´dicas que hay que incluir
en la ecuacio´n.
La fo´rmula de la traza es una ecuacio´n asinto´tica, que so´lo da la densidad
de estados a primer orden en ~. Para el tratamiento a o´rdenes ma´s altos, se
recomienda al lector consultar la referencia [Gas 94] de la bibliograf´ıa.
Misura cio` che e` misurabile,
e rendi misurabile cio` che non lo e`.
Galileo Galilei (1564-1642)1
Cap´ıtulo 3
Descripcio´n de los sistemas
hamiltonianos estudiados: el
oscilador cua´rtico y el sistema
molecular LiNC/LiCN
En este cap´ıtulo describimos los dos sistemas estudiados en esta tesis. En
primer lugar se describen las propiedades de un oscilador cua´rtico altamente
cao´tico, cuyo espacio de fases conserva su estructura al variar la energ´ıa. A con-
tinuacio´n, en la seccio´n 3.2, se describe el sistema molecular LiNC/LiCN, que,
al contrario que el oscilador cua´rtico, tiene un espacio de fases cuya caoticidad
aumenta con la energ´ıa.
3.1. El oscilador cua´rtico
El oscilador cua´rtico es un potencial no lineal bidimensional ampliamente
estudiado en el campo del caos cua´ntico [Per 84, Mar 88, Wat 88, Zak 90,
Tom 91, Bohi 93, Pol 94a, Ver 09]. Este sistema posee dos propiedades muy
interesantes. Por un lado, para ciertos valores de sus para´metros, el sistema
es altamente cao´tico. Por otro, las relaciones de escalamiento que satisface el
hamiltoniano del sistema hacen que la estructura de sus o´rbitas perio´dicas sea
independiente de la energ´ıa, lo que simplifica su ana´lisis respecto al de otros
1Citado en H. Weyl Nathematics and laws of nature, editado por I. Gordon y S. Sorkin.
The armchair science reader, Simon and Schuster (Nueva york, 1959).
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sistemas hamiltonianos.
En el apartado 3.1.1 describimos las propiedades cla´sicas del sistema, y
en 3.1.2 las propiedades cua´nticas. En esta u´ltima seccio´n se describe co´mo
calcular las autofunciones del sistema en una base construida combinando los
autoestados del oscilador armo´nico, se da una expresio´n semicla´sica para cal-
cular la densidad de estados y se realiza un ana´lisis estad´ıstico de los mismos.
3.1.1. Estudio cla´sico del potencial cua´rtico
Potencial del oscilador cua´rtico
La energ´ıa potencial del oscilador cua´rtico viene dado por [Pull 81]
V (x, y) =
α
2
x2y2 +
β
4
(
x4 + y4
)
, (3.1)
donde tomaremos α = 1 y β = 0,01.
En la figura 3.1 aparecen dibujadas las curvas equipotenciales con valores
V (x, y) = 1, V (x, y) = 4 y V (x, y) = 16. Como se puede apreciar, estas curvas
son semejantes, lo que, como veremos ma´s adelante, se debe a las relaciones
de escalamiento que verifica el sistema.
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Figura 3.1: Curvas de equipotencial del potencial cua´rtico dado por la ecuacio´n (3.1) a las
energ´ıas V (x, y) = 1 (rojo), V (x, y) = 4 (verde) y V (x, y) = 16 (azul).
El potencial descrito por la ecuacio´n (3.1) pertenece al grupo de simetr´ıa
C4v, cuyos caracteres se muestran en la tabla 3.1. Este grupo consta de ocho
elementos: I, C2, dos C4, dos σ y dos σ
′. I representa el elemento unidad, C2
es una rotacio´n en torno al eje z de 180o, C4 es una rotacio´n en torno al eje z
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Tabla 3.1: Tabla de caracteres del grupo C4v.
χ I C2 2C4 2σ 2σ
′
A1 1 1 1 1 1
A2 1 1 1 -1 -1
B1 1 1 -1 1 -1
B2 1 1 -1 -1 1
E 2 -2 0 0 0
de ±90o y σ (σ′) representa una reflexio´n respecto a los ejes x e y (diagonales
x = y y x = −y) del sistema.
El grupo C4v tiene cuatro representaciones irreducibles (RIs) χ unidimen-
sionales (A1, A2, B1, B2) y una representacio´n irreducible bidimensional (E).
Los elementos que pertenecen a la RI A1 (A2) son totalmente sime´tricos (an-
tisime´tricos), respecto a los ejes x e y y respecto a las diagonales x = ±y; los
que pertenecen a la RI B1 (B2) son sime´tricos (antisime´tricos) respecto a los
dos ejes y antisime´tricos (sime´tricos) respecto a las dos diagonales; finalmente,
los objetos de la RI E son unos sime´tricos respecto al eje x y antisime´tricos
respecto al eje y (a los que denominaremos “E1”), y los otros sime´tricos res-
pecto al eje y y antisime´tricos respecto al eje x (a los que llamaremos “E2”).
Funcio´n hamiltoniana y ecuaciones del movimiento
La funcio´n hamiltoniana del sistema
H(px, py, x, y) = 1
2m
(
p2x + p
2
y
)
+
α
2
x2y2 +
β
4
(
x4 + y4
)
(3.2)
permite calcular la trayectoria que describe una part´ıcula de masa m en pre-
sencia del potencial (3.1) integrando para ello las ecuaciones de Hamilton (2.8),
que describen la evolucio´n del sistema
x˙ = px/m, p˙x = −(αxy2 + βx3), (3.3)
y˙ = py/m, p˙y = −(αx2y + βy3). (3.4)
Todos los resultados de esta tesis se han llevado a cabo tomando m = 1,
y α y β como en la ecuacio´n (3.1). Para estos valores, tal y como hemos
indicado ma´s arriba, el espacio de fases asociado al hamiltoniano (3.2) es muy
cao´tico [Mey 85], de forma que la mayor´ıa de sus OPs son inestables, siendo la
regio´n ocupada por las o´rbitas perio´dicas estables pra´cticamente despreciable
[Dahl 90]. Este hecho se puede observar en la figura 3.2 que representa la SSP
del mismo definida por el plano x = 0 con py > 0 a la energ´ıa E = 1. Dicha
figura contiene una nube densa de puntos, lo que indica que la mayor´ıa de las
o´rbitas perio´dicas son efectivamente inestables.
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Figura 3.2: Superficie de seccio´n de Poincare´ del oscilador cua´rtico (3.2) definida por el plano
x = 0 y py > 0 a la energ´ıa E = 1. En l´ınea continua, l´ımite cla´sico de la superficie de seccio´n
de Poincare´ dado por px = ±
√
2m(E − βx4).
En la figura 3.3 se muestran algunas de las OPs ma´s cortas del sistema a
la energ´ıa de referencia E = 1.
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Figura 3.3: Representacio´n de distintas o´rbitas perio´dicas (inestables) del potencial cua´rtico
a la energ´ıa E = 1 en l´ınea continua. En l´ınea discontinua, se muestra la l´ınea de equipotencial
V (x, y) = 1.
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Relaciones cla´sicas de escalamiento
El hecho de que el hamiltoniano (3.2) sea un polinomio homoge´neo en las
posiciones x e y (grado 4) y en los momentos px y py (grado 2) nos va a permitir
definir unas relaciones de escalamiento que hacen que la estructura del espacio
de fases se conserve al variar la energ´ıa, no producie´ndose ninguna bifurcacio´n
al variar la misma [Lan 00]. Estas relaciones son de gran utilidad, ya que nos
van a permitir calcular la trayectoria (x′, y′, p′x, p
′
y) a cualquier energ´ıa E ′ a
partir de la trayectoria (x, y, px, py) calculada a la energ´ıa de referencia E .
Consideremos la trayectoria (x(t), y(t), px(t), py(t)) de una part´ıcula de ma-
sa m, que es solucio´n de las ecuaciones de movimiento de Hamilton (3.3)-(3.4)
a la energ´ıa E con la condicio´n inicial (x0, y0, px0, py0). Dado que el sistema es
conservativo, el hamiltoniano (3.2) es igual a la energ´ıa
H(px, py, x, y) = E . (3.5)
Como el hamitoniano (3.2) es escalable, podemos escribir
H(η2px, η2py, ηx, ηy) = η4E
H′(η2px, η2py, ηx, ηy) = E ′, (3.6)
donde η es un para´metro adimensional.
Si definimos las nuevas variables para el hamiltoniano H′ como
x′(t′) = ηx(t), p′x(t
′) = η2px(t), (3.7)
y′(t′) = ηy(t), p′y(t
′) = η2py(t), (3.8)
y manipulamos la ecuacio´n de Hamilton (2.8), llegamos a que
dH′
dpi
= η3
dqi
dt
, (3.9)
dH′
dp′i
= η
dq′i
dt
. (3.10)
Tomando el tiempo escalado t′ como
t′ = η−1t, (3.11)
podemos reescribir las ecuaciones (3.9)-(3.10) como
dH′
dp′i
=
dq′i
dt′
, (3.12)
lo que implica que el sistema es escalable con el para´metro adimensional
η =
(E ′
E
)1/4
. (3.13)
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Sustituyendo las ecuaciones (3.7) y (3.8) en (2.55), es fa´cil demostrar que
la accio´n S(t) a la energ´ıa E y la accio´n S ′(t′) a la energ´ıa E ′ esta´n relacionadas
a trave´s de la ecuacio´n
S ′(t′) = η3S(t). (3.14)
En esta tesis usaremos como unidad de masa m y como unidad de la accio´n
~, expresando la energ´ıa E en unidades arbitrarias. Esto hace que el tiempo,
las longitudes y los momentos se expresen en unidades arbitrarias en funcio´n
de las unidades de la energ´ıa.
3.1.2. Estudio cua´ntico del potencial cua´rtico
El hamiltoniano cla´sico (3.2) del oscilador cua´rtico tiene un ana´logo cua´n-
tico. Este hamiltoniano cua´ntico se puede calcular sin ma´s que sustituir las
posiciones x, y y los momentos px, py de la ecuacio´n (3.2) por los operadores
posicio´n xˆ, yˆ y momento pˆx, pˆy [Pull 81]
Hˆ(pˆx, pˆy, xˆ, yˆ) = 1
2m
(
pˆ2x + pˆ
2
y
)
+
α
2
xˆ2yˆ2 +
β
4
(
xˆ4 + yˆ4
)
. (3.15)
Las autofunciones del hamiltoniano (3.15) se calculan resolviendo la ecua-
cio´n de Schro¨dinger (2.41). Debido a las propiedades del grupo C4v, estas au-
tofunciones aparecen agrupadas en cada una de las RIs del sistema: A1, A2,
B1, B2 y E, siendo las de la simetr´ıa E doblemente degeneradas (las dema´s no
presentan degeneracio´n).
La utilizacio´n de una base formada por elementos que pertenezcan a las RIs
del grupo C4v hace que la matriz hamiltoniana del sistema aparezca estructu-
rada en bloques, lo que permite resolver la ecuacio´n de Schro¨dinger (2.41) de
cada una de las simetr´ıas de forma independiente y calcular las autofunciones
separadamente. Al trabajar de esta manera reducimos tambie´n el tiempo de
ca´lculo en un factor O(102), ya que el nu´mero de operaciones necesarias pa-
ra diagonalizar una matriz de taman˜o N × N es de orden O(N 3), mientras
que el nu´mero de operaciones necesarias para diagonalizar los 5 bloques (uno
por cada RI) de taman˜o (N /5) × (N /5) por los que esta´ formada la matriz
hamiltoniana es de orden O(N 3/125).
Relaciones cua´nticas de escalamiento
El hamiltoniano cua´ntico (3.15) satisface tambie´n unas relaciones de es-
calamiento similares a las que cumple el hamiltoniano cla´sico (3.2) descritas
en la seccio´n 3.1.1. Estas relaciones de escalamiento sirven para relacionar las
autoenerg´ıas y las autofunciones que caracterizan el sistema cuando se cambia
el valor de la constante de Planck2.
2Aunque la constante de Planck es una constante de la naturaleza, en meca´nica semicla´si-
ca es habitual tomar un valor arbitrario de la misma. Esto no plantea ningu´n problema, ya
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Si suponemos que los operadores posicio´n y momento que aparecen en la
ecuacio´n de Schro¨dinger (2.41) se escalan de acuerdo a las relaciones (3.7), la
ecuacio´n resultante asociada al hamiltoniano (3.15) se convierte en[
− 1
η2
~′2
2m
∂
∂q2
+ η4V (q)
]
ψ′n(q
′) = E ′nψ′n(q′), (3.16)
donde q′, ~′ y E ′n son los nuevos valores escalados. Si imponemos ahora que la
probabilidad de encontrar a la part´ıcula de masa m en el entorno del punto q
es invariante, de forma que
|ψ′n(q′)|2dq′ = |ψn(q)|2dq,
y tenemos en cuenta la ecuacio´n (3.7), llegamos a que las autofunciones escalan
como
ψ′n(q
′) = η−2ψn(q). (3.17)
Sustituyendo ahora la ecuacio´n (3.17) en (3.16), llegamos a[
− 1
η6
~′2
2m
∂
∂q2
+ V (q)
]
ψn(q) = η
−4E ′nψn(q), (3.18)
de lo que se deduce que si definimos el para´metro de escalamiento adimensional
como
η =
(
~′
~
)1/3
, (3.19)
las autoenerg´ıas escalan como en la ecuacio´n (3.13).
Ca´lculo de las autofunciones del sistema usando una base de funcio-
nes de oscilador
La ecuacio´n de Schro¨dinger (2.41) del hamiltoniano (3.15) se puede resol-
ver utilizando una base formada por una combinacio´n de autofunciones del
oscilador armo´nico en dos dimensiones. Para ello, es necesario escribir en pri-
mer lugar los operadores posicio´n xˆ e yˆ y momento pˆx y pˆy de la ecuacio´n
(3.15) en te´rminos de los operadores creacio´n (aˆ†x, aˆ
†
y) y destruccio´n (aˆx, aˆy)
[Schi 49, Coh 77, Ball 00]
xˆ =
√
~
2mω
(aˆ†x + aˆx), pˆx = i
√
m~ω
2
(aˆ†x − aˆx), (3.20)
yˆ =
√
~
2mω
(aˆ†y + aˆy), pˆy = i
√
m~ω
2
(aˆ†y − aˆy), (3.21)
que tomar un valor nuevo de ~, ~′, manteniendo la masa, m, constante es equivalente tomar
una nueva masa como m′ = (~′/~)1/2m.
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con lo que la ecuacio´n (3.15) se transforma en
Hˆ = ~ω
4
[(aˆ†x − aˆx)2 + (aˆ†y − aˆy)2] +
α~ω
8
(aˆ†x + aˆx)
2(aˆ†y + aˆy)
2
+
β~ω
16
[(aˆ†x + aˆx)
4 + (aˆ†y + aˆy)
4]. (3.22)
Las autofunciones ψnx,ny(x, y) del oscilador armo´nico bidimensional de ma-
sa m y pulsacio´n ω vienen dadas por
ψnx,ny(x, y) = φnx(x)φny(y), (3.23)
donde
φn(x) =
1√
2nn!
(mω
pi~
)1/4
e−mωx
2/(2~)Hn
(√
mω
~
x
)
, n = 0, 1, 2... (3.24)
con Hn(x) igual al polinomio de Hermite [Abra 72]
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
. (3.25)
Siguiendo la notacio´n de Dirac, los operadores creacio´n y destruccio´n actu´an
sobre la funcio´n (3.23) de la siguiente forma:
aˆ†x|ψnx,ny〉 =
√
nx + 1|ψnx+1,ny〉, aˆx|ψnx,ny〉 =
√
nx|ψnx−1,ny〉, (3.26)
aˆ†y|ψnx,ny〉 =
√
ny + 1|ψnx,ny+1〉, aˆy|ψnx,ny〉 = √ny|ψnx,ny−1〉. (3.27)
Como hemos indicado anteriormente, las autofunciones del oscilador cua´r-
tico se pueden calcular separadamente para cada una de las simetr´ıas del siste-
ma definiendo una base adecuada [Pull 81]. En nuestro caso, hemos calculado
los autoestados del sistema usando una base de funciones ϕnx,ny(x, y) con la
misma simetr´ıa que la RI a la que pertenecen las autofunciones que se quie-
ren calcular. Las funciones de base ϕnx,ny(x, y) son una combinacio´n lineal de
funciones de oscilador armo´nico en dos dimensiones
ϕnx,ny(x, y) = N [ψnx,ny(x, y) + sψny ,nx(x, y)], (3.28)
donde N es un factor de normalizacio´n y s es un factor de simetrizacio´n. El
valor de las constantes N y s, as´ı como los valores que pueden tomar los
nu´meros cua´nticos nx y ny para construir las funciones de base en las que
se calculan los autoestados de cada una de las RIs aparecen en la tabla 3.2.
Aunque las autofunciones E aparecen degeneradas, estas funciones tambie´n
se pueden calcular separadamente como dos familias de autofunciones, usando
dos bases adecuadas : una formada por elementos sime´tricos respecto al eje x y
antisime´tricos respecto al eje y (haciendo que nx tome so´lo valores pares y ny
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Tabla 3.2: Para´metros de los elementos de la base de funciones de oscilador (3.28). N es
un factor de normalizacio´n y s es un factor de simetrizacio´n, P = 0, 2, 4..., I = 1, 3, 5.... El
s´ımbolo † implica que nx 6= ny.
χ N s nx ny
A1
1/2, si nx = ny
1/
√
2, si nx 6= ny 1 P P
A2 1/
√
2 -1 I† I†
B1 1/
√
2 -1 P† P†
B2
1/2, si nx = ny
1/
√
2, si nx 6= ny 1 I I
E
E1 1 0 P I
E2 1 0 I P
impares) para calcular las autofunciones E1, y los de la otra base antisime´tricos
respecto al eje x y sime´tricos respecto al eje y (haciendo que los nu´meros nx
sean impares y los ny pares) para calcular las autofunciones E2
3.
Hemos calculado las primeras ∼ 600 autofunciones del oscilador cua´rtico
de cada una de las RIs usando la base de funciones de oscilador (3.28). La
convergencia de los autoestados se ha verificado comparando las autoenerg´ıas
calculadas usando dos bases de diferente taman˜o (la mayor de las cuales estaba
formada por ∼ 10000 elementos). Debido al principio variacional, los valores
de las autoenerg´ıas as´ı calculadas se encuentran por encima del valor exacto.
Un buen criterio para minimizar esta diferencia es emplear el valor de ω (que
determina la energ´ıa de las funciones de base) que minimice la traza de la
matriz hamiltoniana 〈ϕnx,ny |Hˆ|ϕn′x,n′y〉. En nuestro caso, hemos tomado ω =
1 [Hern 07], que es un valor muy pro´ximo al valor o´ptimo de la referencia
[Sugi 05]. El valor de las diez autoenerg´ıas ma´s bajas del sistema se recogen
en la tabla 3.3. En el ape´ndice ?? se muestran las 250 ma´s bajas.
Las densidades de probabilidad de las autofunciones asociadas a las tres
primeras autoenerg´ıas de cada una de las RIs calculadas usando el me´todo
anterior se muestran en las figuras 3.4 y 3.5. Para representar todas las figuras
en la misma escala, hemos escalado las posiciones x e y de las figuras 3.4 y
3.5 a la energ´ıa E = 1 utilizando las ecuaciones (3.7)–(3.8). Como se puede
ver en las figuras, la densidad de probabilidad de las autofunciones A1 (A2)
es ma´xima (mı´nima) a lo largo de los ejes y de las diagonales. La densidad de
probabilidad de la simetr´ıa B1 (B2) es ma´xima (mı´nima) a lo largo de los ejes
y mı´nima (ma´xima) a lo largo de las diagonales. Por u´ltimo, las autofunciones
E son una sime´trica respecto al eje x y antisime´trica respecto al eje y (E1),
3Realmente, esta base no es necesario construirla, sino que los para´metros de las autofun-
ciones E2 se pueden calcular a partir de los de las autofunciones E1, ya que las autofunciones
E2 se obtienen rotando 90
o las autofunciones E1 (ψ
E2
n (x, y) = ψ
E1
n (y, x)), siendo las energ´ıas
de ambas iguales (EE2n = EE1n ).
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Tabla 3.3: Diez primeras autoenerg´ıas de las distintas representaciones irreducibles χ del
oscilador cua´rtico.
χ
N A1 A2 B1 B2 E
1 0.56323 4.1023 1.6175 2.5230 1.2241
2 1.8848 5.9503 2.7455 4.7256 2.2570
3 2.8638 7.5442 3.8675 6.0561 3.2537
4 3.8563 8.9638 5.0139 7.2567 3.6376
5 4.8286 9.7951 6.1773 8.2227 4.4506
6 5.2584 10.658 6.8364 9.1029 5.1299
7 6.2126 11.985 7.4816 10.468 5.5775
8 7.4115 12.861 8.7094 11.352 6.2642
9 7.9052 13.616 9.3168 11.914 6.8080
10 8.6947 14.793 10.080 12.708 6.9510
y la otra sime´trica respecto al eje y y antisime´trica respecto al eje x (E2), tal
y como hab´ıamos indicado anteriormente. En el ape´ndice ?? se muestran las
autofunciones asociadas a las 60 autoenerg´ıas ma´s bajas de cada una de las
IRs del sistema.
Ca´lculo semicla´sico de la densidad de estados del oscilador cua´rtico
Siguiendo el procedimiento explicado en el ape´ndice B, se puede demostrar
que el nu´mero medio de autofunciones con una energ´ıa menor que E viene dado
por la ecuacio´n (B.28), que para cada una de las RIs del hamiltoniano (3.15)
vale
NA1,sc(E) =
1
8
[NI(E) +Nφ2(E) + 2Nφ4(E) + 2Nσ(E) + 2N ′σ(E)],
NA2,sc(E) =
1
8
[NI(E) +Nφ2(E) + 2Nφ4(E)− 2Nσ(E)− 2N ′σ(E)],
NB1,sc(E) =
1
8
[NI(E) +Nφ2(E)− 2Nφ4(E) + 2Nσ(E)− 2N ′σ(E)],
NB2,sc(E) =
1
8
[NI(E) +Nφ2(E)− 2Nφ4(E)− 2Nσ(E) + 2N ′σ(E)],
NE,sc(E) = 2
8
[2NI(E)− 2Nφ2(E)], (3.29)
donde hemos tenido en cuenta que dχ = 1 para χ = A1, A2, B1, B2, dE = 2
y OG = 8. En las ecuaciones (3.29), el nu´mero de estados asociado a cada
operacio´n viene dado por la ecuacio´n (B.27). La contribucio´n dada por la
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Figura 3.4: De arriba a abajo, densidad de probabilidad de las autofunciones A1, A2, B1 y
B2 del oscilador cua´rtico escaladas a E = 1 usando las ecuaciones (3.7)-(3.8). De izquierda
a derecha, N = 1, 2, 3. En l´ınea continua, curva de equipotencial V (x, y) = 1. El significado
del co´digo de colores se presenta en la barra de la esquina superior izquierda de la figura.
operacio´n identidad es
NI(E) = 2m
3pi
E3/2
~2
(
β−1/2K
[−α + β
2β
]
+
√
2
α + β
K
[
α− β
α + β
])
− 1
16pi
(c01I[0, 1]− c02I[0, 2] + c12I[1, 2]) +O(~2), (3.30)
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Figura 3.5: I´dem a la figura 3.4 para las autofunciones E1 (arriba) y E2 (abajo).
donde cij son las constantes
c01 = (α + 3β)/6
c02 = (α
2 + 2αβ + 5β2)/96
c12 = (α
2 + 2αβ − 3β2)/96
y K[z] e I[n,m] son las integrales el´ıpticas definidas por
K[z] =
∫ pi/2
0
dθ(1− z sin2 θ)−1/2,
I[n,m] =
∫ 2pi
0
dθ cosn(4θ) [16/(α + 3β − (α− β) cos(4θ))]m .
La contribucio´n a la densidad de estados de las rotaciones se calcula susti-
tuyendo φn = 2pi/n en la ecuacio´n (B.27), y da como resultado
Nφ2(E) = 1/4 +O(~2)
Nφ4(E) = 1/2 +O(~2) (3.31)
La operacio´n σ representa una reflexio´n respecto a los ejes x e y, por lo que
sustituyendo (3.15) en (B.27) se obtiene
Nσ(E) = Γ(1/4)
2m1/2
21/23pi3/2β1/4
E3/4
~
+O(~) (3.32)
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Tabla 3.4: Para´metros de la aproximacio´n semicla´sica del nu´mero de estados por debajo de
cierta energ´ıa Nχ,sc(E) = aχE3/2/~2 + bχE3/4/~+ cχ de la representacio´n irreducible χ para
m = 1, α = 1 y β = 0,01.
χ A1 A2 B1 B2 E
aχ 0.250765 0.250765 0.250765 0.250765 1.003058
bχ 0.604900 -0.604900 0.274874 -0.274874 0
cχ 0.080760 0.080760 -0.169240 -0.169240 -0.426961
La operacio´n σ′ representa una reflexio´n respecto a las diagonales del potencial.
La contribucio´n de esta operacio´n a la densidad de estados se puede calcular
haciendo un cambio de coordenadas del hamiltoniano (3.2), de forma que las
diagonales x = y coincidan con los nuevos ejes. Se puede demostrar entonces
que el nuevo hamiltoniano es similar al original pero con las constantes α →
(−α+ 3β)/2 y β → (α+ β)/2. De esta forma, el nu´mero de estados Nσ′(E) se
puede calcular sin ma´s que sustituir β por (α + β)/2 en la ecuacio´n (3.32).
Combinando todas las contribuciones anteriores como indica la ecuacio´n
(3.29), llegamos a que el nu´mero de estados de la RI χ del oscilador cua´rtico
con una energ´ıa menor o igual que E viene dado por
Nχ,sc(E) = aχE
3/2
~2
+ bχ
E3/4
~
+ cχ +O(~E−3/4), (3.33)
donde el valor de las constantes aχ, bχ y cχ aparece en la tabla 3.1.2 para
m = 1, α = 1 y β = 0,01.
La funcio´n escalera que describe el nu´mero de estados Nχ(E) (exacto, calcu-
lado resolviendo la ecuacio´n de Schro¨dinger (2.41) de cada una de las χ RIs del
hamiltoniano (3.15)) aparece representada en la figura 3.6 junto con la apro-
ximacio´n semicla´sica Nχ,sc(E) correspondiente, dada por la ecuacio´n (3.33).
Esta u´ltima curva no se puede distinguir debido a que las funciones Nχ(E) y
Nχ,sc(E) se superponen.
Para comprobar la bondad de la aproximacio´n semicla´sica, hemos repre-
sentado en la figura 3.7 la diferencia entre la funcio´n escalera Nχ(E) de cada
una de las RIs del sistema y las aproximaciones semicla´sicas de las mismas
dadas por la ecuacio´n (3.33) hasta O(~). Como puede verse, la diferencia entre
la funcio´n escalera que da el nu´mero exacto de autofunciones y su aproxima-
cio´n semicla´sica es en todos los casos menor de 2 (en valor absoluto), y tiene
valor medio aproximadamente igual a 1/2. Esta diferencia de 1/2 entre ambas
curvas se debe a que la funcio´n (3.33) ajusta semicla´sicamente el valor medio
de la funcio´n escalera, que al evaluarse en la autoenerg´ıa En resulta igual a
Nχ(En)− 1/2.
Finalmente, la densidad de estados de cada una de las χ simetr´ıas es
ρχ(E) = dNχ,sc(E)
dE =
3
2
aχ
E1/2
~2
+
3
4
bχ
E−1/4
~
+O(~E−7/4) (3.34)
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Figura 3.6: Nu´mero de autofunciones Nχ(E) de cada una de las χ RIs del potencial cua´rtico
con energ´ıa menor que E. En negro, A1; en verde, A2; en azul, B1; en rosa, B2; en tur-
quesa, representacio´n irreducible bidimensional. Las funciones Nχ(E) se superponen a la
aproximacio´n semicla´sica Nχ,sc(E), representada con l´ınea roja continua (cf. Fig. 3.7).
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Figura 3.7: Diferencia entre la funcio´n escalera Nχ(E) y la correspondiente aproximacio´n
semicla´sica Nχ,sc(E) (co´digo de colores como en la figura 3.6).
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Estad´ıstica de niveles del oscilador cua´rtico
En este apartado presentamos los resultados del ana´lisis estad´ıstico que
se ha llevado a cabo de los niveles de energ´ıa del potencial cua´rtico. Este
ana´lisis estad´ıstico se ha realizado de forma independiente para cada una de
las representaciones irreducibles del sistema siguiendo el me´todo descrito en el
ape´ndice C.
Como valor medio del nu´mero de autofunciones N¯(E) con una energ´ıa me-
nor que E hemos tomado la aproximacio´n semicla´sica Nχ,sc(E) dada por la
ecuacio´n (3.33).
Hemos realizado el reescalado del espectro tomando una recta de pendiente
unidad que pasa por el origen [haciendo a = 0 y b = 1 en la ecuacio´n (C.4)],
ya que entonces el reescalado es sencillamente {i} = {N¯(E)}.
Las figuras 3.8-3.10 muestran la distribucio´n de probabilidad acumulada
W (s) de las distintas simetr´ıas del sistema en funcio´n del espaciamiento s (con
puntos rojos A1 y B1, y con puntos azules A2, B2 y E). En estas figuras, se han
superpuesto las distribuciones de probabilidad acumuladas de la distribucio´n
de Poisson (en rosa) y de Wigner (en verde), que se obtienen al hacer
W (s) =
∫ s
0
P (s′)ds′, (3.35)
donde P (s) viene dado por las ecuaciones (C.7) y (C.9) para las distribuciones
de Poisson y de Wigner, respectivamente. Como se puede observar en las figuras
3.8-3.10, todas las autofunciones del sistema se ajustan a una distribucio´n de
tipo GOE, como cab´ıa esperar de un sistema cla´sicamente cao´tico con simetr´ıa
de reversio´n temporal. Esto se puede comprobar en los paneles incluidos en las
figuras 3.8-3.10, en los que se ha representado la diferencia entre la probabilidad
acumulada W (s) de cada una de las RIs y la probabilidad acumulada de la
distribucio´n GOE; dicha diferencia es en todos los casos muy pequen˜a (tiene
un mo´dulo menor que 0,003).
El para´metro de Brody βB de la ecuacio´n (C.13) tambie´n proporciona in-
formacio´n cuantitativa acerca de cua´nto se ajustan los niveles de energ´ıa del
oscilador cua´rtico a la distribucio´n GOE. Por ello, en la tabla 3.5 mostramos el
valor que hemos obtenido del para´metro de Brody al ajustar la ecuacio´n (C.13)
a los niveles de cada una de las RIs del sistema. Como se puede ver en dicha
tabla, el para´metro de Brody βB de todas las representaciones irreducibles del
sistema es muy pro´ximo a uno, lo que indica que todos los espectros siguen
efectivamente la distribucio´n GOE [Hall 84].
La figura 3.10 muestra con puntos rojos el valor de ln{− ln[1−W (s)]} en
funcio´n de ln(s) de cada una de las simetr´ıas. En esta figura, se han superpuesto
las curvas asociadas a la distribucio´n de Poisson (recta rosa), de Wigner (recta
verde), y el ajuste dado por la ecuacio´n (C.13) con los para´metros de la tabla
3.5 (recta azul), que pra´cticamente se superpone con la distribucio´n de Wigner.
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Figura 3.8: Distribucio´n de probabilidad acumulada W (s) de las autofunciones A1 (puntos
rojos) y A2 (puntos azules) del potencial cua´rtico. En rosa, distribucio´n acumulada de la
distribucio´n de Poisson (C.7). En verde, distribucio´n de Wigner (C.9), que apenas se aprecia
porque la tapan los puntos de A1 y A2. El recuadro pequen˜o representa la diferencia entre las
distribuciones W (s) de las autofunciones A1 (rojo) y A2 (azul) y la distribucio´n de Wigner
WGOE(s).
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Figura 3.9: I´dem a la figura 3.8 para las autofunciones B1 (rojo) y B2 (azul).
3.2. El sistema molecular LiNC/LiCN
Las mole´culas triato´micas con alguno de sus enlaces de´biles (“floppy”),
como las mole´culas XCN (X=Li, H, K) o el compuesto de van de Waals ArHCl,
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Figura 3.10: I´dem a la figura 3.8 para las autofunciones E (azul).
Tabla 3.5: Para´metro de Brody de la ecuacio´n (C.13) de cada una de las χ representaciones
irreducibles del potencial cua´rtico.
χ βB ±∆βB
A1 1,022± 0,004
A2 0,974± 0,006
B1 0,968± 0,003
B2 0,989± 0,004
E 0,900± 0,004
son mole´culas simples que pueden exhibir comportamiento cao´tico, por lo que
su intere´s en el estudio del caos cua´ntico es muy grande [Far 87, Arr 97, Arr 98,
Waa 04b].
Estos sistemas triato´micos presentan un espacio de fases mixto, que combi-
na zonas en las que el movimiento es regular con regiones en las que el movi-
miento es altamente cao´tico, aumentando el taman˜o de estas u´ltimas regiones
con la energ´ıa. Los me´todos ab initio han permitido modelizar las superficies
de energ´ıa potencial de las mole´culas triato´micas, lo que hace posible compa-
rar los resultados teo´ricos con medidas experimentales de los espectros de los
mismos [Mar 09].
Uno de los sistemas ma´s estudiados es el sistema molecular LiNC/LiCN
[Arr 99]. La baja energ´ıa de isomerizacio´n del sistema hace que los modos de
vibracio´n del mismo puedan presentar comportamiento cao´tico a muy bajas
energ´ıas, lo que simplifica su estudio considerablemente frente a otros sistemas
moleculares [Ten 85]. No obstante, esta barrera es lo suficientemente elevada
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Figura 3.11: Distribucio´n de Brody del potencial cua´rtico. Con puntos rojos,
ln{− ln[1 − W (s)]} frente a ln(s) de las autofunciones A1 (a), A2 (b), B1 (c), B2 (d) y
E (e) del sistema. En rosa, distribucio´n de Poisson (C.7). En verde, distribucio´n de Wigner
(C.9). En azul, ajuste (C.13) para los valores del para´metro de Brody de la tabla 3.5.
como actuar como un cuello de botella para la reactividad del sistema, lo que
permite dividir el espacio de configuracio´n en dos regiones bien diferencias
(reactivos y productos) [Tru 83, Tru 96], lo que nos permitira´ estudiar la velo-
cidad de isomerizacio´n aplicando la Teor´ıa del Estado de Transicio´n descrita
en la referencia [Rev 12b].
En esta seccio´n presentamos las propiedades ma´s importantes del sistema
molecular LiNC/LiCN. En la subseccio´n 3.2.1 presentamos la funcio´n hamil-
toniana que describe el comportamiento del sistema y las ecuaciones del movi-
miento a las que da lugar. En la subseccio´n 3.2.2 describimos las propiedades
del sistema desde el punto de vista cla´sico. En este apartado, describimos las
principales caracter´ısticas de la superficie de energ´ıa potencial y se realiza un
ana´lisis del grado de caoticidad del sistema. En la subseccio´n 3.2.3, se presentan
las autoenerg´ıas y las autofunciones, y se lleva a cabo un ana´lisis estad´ıstico
de los niveles.
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3.2.1. Funcio´n hamiltoniana y ecuaciones del
movimiento
Operador cua´ntico hamiltoniano
El sistema molecular LiNC/LiCN esta´ formado por tres a´tomos: uno de
litio, uno de nitro´geno y otro de carbono. El sistema, por tanto, tiene nueve
grados de libertad, tres por a´tomo. Haciendo un cambio a las coordenadas
del centro de masas (CM), podemos factorizar el hamiltoniano que describe el
sistema en dos te´rminos: uno, Ht, que depende del movimiento de traslacio´n
del CM y otro, Hvr, que caracteriza el movimiento vibrorrotacional interno de
la mole´cula:
H(q1, q2, . . . , q9) = Ht(Q1, Q2, Q3) +Hvr(v1, v2, . . . , v6), (3.36)
donde qj representan las (nueve) coordenadas de los a´tomos que forman la
mole´cula en el sistema de referencia del laboratorio, Qj son las (tres) coorde-
nadas del CM y vj son las (seis) coordenadas de los a´tomos referidas al sistema
de referencia del CM.
Dado que el movimiento del CM describe el movimiento de la mole´cula
como un todo, Ht carece de intere´s desde el punto de vista qu´ımico, por lo que
podemos caracterizar el sistema a trave´s de la funcio´n Hvr, reduciendo con ello
la dimensionalidad del sistema.
El hamiltoniano Hvr admite una pseudofactorizacio´n adicional en las lla-
madas coordenadas internas o coordenadas de Jacobi (R, r, θ), representadas
en la figura 3.12. En estas coordenadas, r es la distancia entre los a´tomos de
carbono y nitro´geno, R es la distancia al centro de masas G del sistema C–N y
θ es el a´ngulo que forma la l´ınea que une el a´tomo de litio con G con la que une
los a´tomos de carbono y nitro´geno, medido de forma que el cero esta´ asociado
a la configuracio´n colineal Li-C≡N. En estas coordenadas, Hvr es igual a
Hvr(v1, v2, . . . , v6) = Hv(R, r, θ) +H′vr(R, r, θ, φ1, φ2, φ3), (3.37)
donde φi son los a´ngulos de Euler que describen el movimiento de rotacio´n
de la mole´cula, Hv es la funcio´n hamiltoniana que describe el movimiento de
vibracio´n (puro) de los a´tomos y H′vr es una nueva funcio´n hamiltoniana que
describe el movimiento vibrarrotacional en el nuevo sistema de coordenadas,
y que es igual a cero en el estado rotacional fundamental. En esta tesis u´nica-
mente consideraremos esta situacio´n, por lo que caracterizaremos el sistema a
trave´s del hamiltoniano vibracional, que es igual a
Hv(R, r, θ) = − ~
2
2µ1R2
∂
∂R
(
R2
∂
∂R
)
− ~
2
2µ2r2
∂
∂r
(
r2
∂
∂r
)
−~
2
2
[
1
µ1R2
+
1
µ2r2
]
1
sen θ
∂
∂θ
(
sen θ
∂
∂θ
)
(3.38)
+V (R, r, θ),
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Figura 3.12: Coordenadas internas, R, r, θ, para el sistema molecular LiNC/LiCN. El punto
G corresponde al centro de gravedad carbono–nitro´geno.
donde µ1 y µ2 son las masas reducidas del sistema, dadas por
µ1 =
mLi(mC +mN)
mLi +mC +mN
, µ2 =
mCmN
mC +mN
, (3.39)
con mLi = 7 u.m.a., mC = 12 u.m.a. y mN = 14 u.m.a.
La fortaleza el enlace io´nico triple C≡N, hace que la distancia entre los
a´tomos de carbono y nitro´geno se pueda considerar fija e igual a la distancia
de equilibrio C–N, r0 = 2,186 u.a., con lo que estamos imponiendo una ligadura
que reduce au´n ma´s la dimensionalidad del sistema, que, entonces, se puede
modelizar adecuadamente con el hamiltoniano de dos grados de libertad
Hv(R, θ) = − ~
2
2µ1R2
∂
∂R
(
R2
∂
∂R
)
−~
2
2
[
1
µ1R2
+
1
µ2r20
]
1
sen θ
∂
∂θ
(
sen θ
∂
∂θ
)
(3.40)
+V (R, θ).
Funcio´n hamiltoniana cla´sica
Identificando los operadores momento en la funcio´n hamiltoniana (3.38),
podemos asociar un hamiltoniano cla´sico al sistema, que es igual a
Hv(R, r, θ) = P
2
R
2µ1
+
P 2r
2µ2
+
[
1
µ1R2
+
1
µ2r2
]
Pθ
2
+ V (R, r, θ), (3.41)
que al hacer r ≡ r0 se reduce a
Hv(R, r, θ) = P
2
R
2µ1
+
[
1
µ1R2
+
1
µ2r20
]
Pθ
2
+ V (R, θ). (3.42)
Las ecuaciones del movimiento de una trayectoria de este sistema vienen
dadas por las ecuaciones de Hamilton (2.8) asociadas al hamiltoniano (3.42),
que son iguales a
R˙ =
PR
µ1
, P˙R =
1
µ1R3
P 2θ
2
− ∂V (R, θ)
∂R
,
θ˙ =
[
1
µ1R2
+
1
µ2r20
]
Pθ, P˙θ = −∂V (R, θ)
∂θ
. (3.43)
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Tabla 3.6: Para´metros de los puntos cr´ıticos de la superficie de energ´ıa potencial, V (R, θ),
del sistema molecular LiNC/LiCN.
R θ (rad) V (cm−1)
4.795 0 2281
4.349 pi 0
4.221 0,292pi 3455
3.2.2. Estudio cla´sico del sistema molecular LiNC/LiCN
Superficie de energ´ıa potencial
La superficie de energ´ıa potencial (SEP), V (R, θ), usada en esta tesis para
modelizar el sistema es la obtenida por Esssers et al. [Ess 82] a partir de los
resultados ab initio de Wormer [Wor 81]4. Esta SEP se ha calculado usando
dos bases gaussianas (11s, 6p, 2d/6s, 3p, 2d) localizadas en los a´tomos de car-
bono y nitro´geno, y una base gaussiana (11s, 4p/6s, 3p) en el a´tomo de litio,
cuya energ´ıa esta´ por encima del l´ımite de Hartree-Fock. La energ´ıa potencial
obtenida se calcula como una suma de un te´rmino de largo alcance (energ´ıa
electrosta´tica ma´s energ´ıa de induccio´n) ma´s uno de corto alcance, dando lugar
a la expresio´n
V (R, θ) =
9∑
j=1
Vj(R)Pj(cos θ), (3.44)
donde Pj es el polinomio de Legendre de orden j [Abra 72] y Vj(R) es una
funcio´n que depende de R y ajusta la energ´ıa con el polinomio anterior.
En la figura 3.13 mostramos la SEP, V (R, θ). Como se puede ver, el sistema
tiene dos mı´nimos de energ´ıa, correspondientes a las configuraciones colineales
Li-C≡N (mı´nimo relativo, 2281 cm−1) y C≡N-Li de la mole´cula (mı´nimo ab-
soluto, 0 cm−1). Estos dos mı´nimos esta´n separados por una modesta barrera
de 3455 cm−1. Las energ´ıas de los puntos cr´ıticos del potencial se muestran en
la tabla 3.6.
El camino de mı´nima energ´ıa (MEP, Minimum Energy Path) es una curva
que une los dos mı´nimos del sistema a trave´s del punto de silla, y resulta de
gran importancia a la hora de caracterizarlo. El MEP aparece dibujado con
l´ınea discontinua en la figura 3.13 y se calcula midiendo el valor de V (R, θ)
para un valor de θ fijo, y tomando el valor de R en el que la SEP toma el valor
ma´s pequen˜o. El MEP se ajusta bien a la expresio´n
Re(θ) =
9∑
n=0
Rn cos(nθ), (3.45)
4J. Makarewitz y T. Ha. proponen en [J. Mol. Struct. (Theochem) 315, 149 (1994)] y
[Chem. Phys. Lett. 232, 497 (1995)] SEP ma´s exactas, que sin embargo no consideraremos,
ya que la dina´mica es esencialmente la misma.
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Figura 3.13: Curvas de nivel de la superficie de energ´ıa potencial del sistema molecular
LiNC/LiCN. Con l´ınea continua, se han representado los niveles entre 1000 cm−1 y 12000
cm−1 equiespaciados 1000 cm−1. El camino de mı´nima energ´ıa se ha representado con l´ınea
discontinua.
Tabla 3.7: Coeficientes del camino de mı´nima energ´ıa de la ecuacio´n (3.45).
n Rn (u.a.) n Rn (u.a.)
0 4.132500 5 0.0015711
1 0.232872 6 0.014886
2 0.489754 7 0.001134
3 -0.011807 8 -0.003342
4 -0.062338 9 -0.001213
donde el valor de los para´metros Rn se ha ajustado por el me´todo de los
mı´nimos cuadrados, apareciendo su valor en la tabla 3.7 [Arr 99].
En la figura 3.14 mostramos el valor potencial a lo largo del MEP, VMEP(θ) =
V (Re(θ), θ). Como se puede observar, la curvatura del potencial cambia en
torno a θ = 0,65pi rad. Esta regio´n es muy importante para la isomerizacio´n
del sistema, ya que en ella aparece una barrera dina´mica que dificulta la reac-
tividad del mismo [Bor 96, Rev prepb].
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Figura 3.14: Potencial del sistema molecular LiNC/LiCN medido a lo largo del camino de
mı´nima energ´ıa.
Caoticidad del sistema
En esta seccio´n realizamos un estudio del grado de caoticidad del sistema.
Para ello, presentamos las SSPs del sistema calculadas a lo largo del MEP a
distintas energ´ıas. La eleccio´n del MEP para definir las SSPs esta´ justificada,
ya que permite caracterizar un´ıvocamente el movimiento regular/cao´tico de las
trayectorias del sistema. Con objeto de que se cumpla el Teorema de Liouville
[Lich 92], hemos realizado la transformacio´n cano´nica
(R, θ, PR, Pθ)→ (ρ, ϑ, Pρ, Pϑ) (3.46)
dada por
R = Re(ϑ) + ρ,
θ = ϑ,
PR = Pρ,
Pθ = Pϑ − Pρ
(
dRe
dθ
)
θ=ϑ
, (3.47)
en las que el hamiltoniano (3.42) se convierte en
Hv(ρ, ϑ, Pρ, Pϑ) = E , (3.48)
que da lugar a la siguiente ecuacio´n cuadra´tica en Pρ
aP 2ρ + bPρ + c = 0, (3.49)
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Figura 3.15: Superficies de seccio´n de Poincare´ del sistema molecular LiNC/LiCN calculadas
a lo largo del camino de mı´nima energ´ıa. (a) E = 500 cm−1, (b) E = 1000 cm−1, (c) E = 1500
cm−1, (d) E = 2000 cm−1, (e) E = 3000 cm−1 y (f) E = 4000 cm−1.
donde
a =
1
2
{
1
2µ1
+
(
dRe
dθ
)2
θ=ϑ
[
1
µ1(Re(ϑ) + ρ)2
+
1
µ2r20
]}
b = −
{(
dRe
dθ
)
θ=ϑ
[
1
µ1(Re(ϑ) + ρ)2
+
1
µ2r20
]
Pϑ
}
(3.50)
c =
1
2
[
1
µ1(Re(ϑ) + ρ)2
+
1
µ2r20
]
P 2ϑ + V (Re(ϑ) + ρ, ϑ)− E
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cuya solucio´n es
P±ρ =
−b±√b2 − 4ac
2a
. (3.51)
Una vez elegido el signo de la ecuacio´n (3.51), las SSPs calculadas a lo largo
del MEP esta´n definidas por ρ = 0.
En la figura 3.15 mostramos las SSPs compuestas del LiCN a distintos valo-
res de la energ´ıa. Todas estas SSPs se han calculado integrando las ecuaciones
del movimiento usando el algoritmo Gear [Gea 64] y tomando el signo negati-
vo en la ecuacio´n (3.51). Como se puede ver, a bajas energ´ıas el movimiento
de las trayectorias esta´ confinado en toros invariantes, por lo que es regular
(perio´dico o cuasiperio´dico). A medida que se aumenta la energ´ıa, estos to-
ros comienzan a romperse como prescribe el Teorema KAM. Esto hace que el
movimiento de algunas trayectorias deje de estar confinado, presentando com-
portamiento cao´tico; estas trayectorias cao´ticas aparecen representadas en las
SSPs como un mar denso de puntos. Este espacio de fases es, por tanto, mixto,
ya que combina regiones con movimiento regular con zonas de alta caoticidad,
las cuales aumentan de taman˜o a medida que se incrementa la energ´ıa.
A medida que aumentamos la energ´ıa, adema´s de romperse los toros, apare-
cen cada vez ma´s o´rbitas perio´dicas debido a las bifurcaciones que se producen.
En la figura 3.16 mostramos los diagramas de bifurcacio´n asociados a las OPs
estudiadas en esta tesis. En esta figura, hemos representado con l´ınea continua
azul las OPs estables y con l´ınea discontinua roja las inestables. Las OPs repre-
sentadas aparecen por las sucesivas bifurcaciones que experimenta la OP que
aparece a la energ´ıa de los pozos. La integracio´n de las ecuaciones del movi-
miento se ha llevado a cabo usando el algoritmo de Shampine–Gordon [Sha 75]
con una precisio´n de 10−10, por ser ma´s preciso que el algoritmo de Gear. En
la figura, hemos representado con l´ınea discontinua roja las OPs estables y con
l´ınea continua azul las inestables.
Los diagramas de bifurcacio´n (a) y (b) de la figura 3.16 esta´n asociados a
las OPs que describen estados vibrorrotacionales (bending modes). Estas OPs
son sime´tricas respecto a las l´ıneas θ = 0 y θ = pi, mientras que el diagrama (c)
esta´ asociado la o´rbita perio´dica inestable que hay en el estado de transicio´n,
θ =0.292 rad, y al par de o´rbitas que aparecen a la energ´ıa Ebif =3440.6 cm−1
en la bifurcacio´n silla–nodo, θ =0.611pi rad; estas u´ltimas OPs son una estable
y la otra inestable.
Las OPs de los diagramas de bifurcacio´n (a) y (b) de la figura 3.16 se han
etiquetado como “NXY−Z”. Aqu´ı, N es el nu´mero que indica la bifurcacio´n en
la que aparece la OP, X es la rama del diagrama de bifurcacio´n asociada a la
OP, que para las OPs con simetr´ıa bajo reversio´n temporal es X =A si la OP
esta´ asociada a la rama superior del diagrama de bifurcacio´n, X = B para la
rama inferior, y X =AB, BA para las OPs sin simetr´ıa bajo reversio´n temporal.
El sub´ındice Y de las OPs indica el pozo en el que se encuentran, siendo Y = 0
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para las OPs situadas en el pozo asociado al iso´mero LiCN e Y = pi rad para
las del pozo asociado al iso´mero LNC. Finalmente, Z = 0, 1, 2, ... es un entero
que indica la bifurcacio´n en la que aparece la primera o´rbita cuya bifurcacio´n
da lugar a la aparicio´n de la OP. Finalmente, las OPs del panel (c) se han
etiquetado como: “TS”, la OP que vive en el estado de transicio´n, y SNs y
SNu las o´rbitas estable e inestable de la bifurcacio´n tangente.
Por otro lado, en este trabajo hemos considerado tambie´n las OPs estables
que aparecen en la bifurcacio´n que se produce a la energ´ıa de los mı´nimos de los
pozos LiNC y LiCN que describen un movimiento exclusivamente vibracional
(scretch modes). Estas OPs se han denominado “S01” (pozo LiNC, θ = 0) y
“Ss1” (pozo LiCN, θ = pi rad).
En las figuras 3.17 y 3.18 representamos en el espacio de configuracio´n las
OPs de los diagramas de bifurcacio´n 3.16 a la energ´ıa E = 4000 cm−1. En
esta figura hemos an˜adido un super´ındice para indicar si las OPs son estables,
s, o inestables, u, a la energ´ıa considerada. Adema´s, en la figura 3.17 hemos
incluido las OPs estables asociadas a modos de vibracio´n puros, “S”, que hay
en los cada uno de los pozos.
3.2.3. Estudio cua´ntico del sistema molecular
LiNC/LiCN
En esta seccio´n describimos el ca´lculo de las autofunciones del sistema y
llevamos a cabo un ana´lisis estad´ıstico de los niveles de energ´ıa.
Ca´lculo de las autofunciones del sistema
El comportamiento cua´ntico del sistema viene dado por sus autofuncio-
nes. Para calcularlas, hemos diagonalizado la matriz hamiltoniana asociada al
operador (3.40) tomando ~ = 1 u.a. y usando la base DVR-DGR propuesta
por Bac˘ic y Light [Bac 89]. Con ello, hemos calculado las primeras 900 auto-
energ´ıas y las autofunciones asociadas, con una precisio´n de 0.1 cm−1 para los
u´ltimos niveles.
En la tabla 3.8 mostramos el valor de las treinta primeras autoenerg´ıas
del sistema. Las autofunciones asociadas a las seis primeras se muestran en la
figura 3.19. Como se puede apreciar, todos estos estados aparecen fuertemente
localizados en torno al pozo θ = pi. Todos los niveles mostrados en la figura se
pueden considerar regulares [Far 85], ya que los nodos de los mismos se pueden
asociar a las coordenadas R y θ del sistema por separado, lo que nos permite
etiquetar este tipos de autofunciones con dos nuevos nu´meros cua´nticos nR y nθ
iguales al nu´mero de nodos en cada una de estas direcciones. As´ı, |1〉 ≡ |0, 0〉,
puesto que no tiene ningu´n nodo; |2〉 ≡ |0, 1〉, ya que tiene un u´nico nodo en
la direccio´n θ; |3〉 ≡ |0, 2〉, dado que tiene dos nodos en la direccio´n θ pero
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Tabla 3.8: Treinta primeras autoenerg´ıas del sistema molecular LiNC/LiCN.
N E(cm−1) N E(cm−1) N E(cm−1)
1 512.436 11 1757.731 21 2387.260
2 759.669 12 1902.713 22 2431.658
3 981.477 13 1910.162 23 2458.822
4 1178.085 14 2010.801 24 2549.235
5 1266.844 15 2057.866 25 2586.832
6 1349.279 16 2062.807 26 2630.574
7 1494.740 17 2183.912 27 2708.702
8 1510.520 18 2220.806 28 2744.262
9 1624.147 19 2251.114 29 2757.390
10 1725.287 20 2299.016 30 2759.216
ninguno en la direccio´n R; de la misma forma, |4〉 ≡ |0, 3〉, |5〉 ≡ |1, 0〉 y
|6〉 ≡ |0, 4〉.
A medida que aumenta la energ´ıa, comienzan a aparecer estados localizados
en el otro pozo, as´ı como estados con cuyos nodos no admiten la cuantizacio´n
anterior. Esto se puede observar en la figura 3.20, en la que mostramos las
autofunciones |24〉, |25〉 y |43〉. Como se puede observar, las autofunciones
|24〉 y |25〉, aparecen fuertemente localizadas a lo largo de las OPs “0spi−0” y
“1Aupi−2” del sistema [Arr 10a], o de la autofuncio´n |43〉, cuyo patro´n nodal
es muy complejo, distribuye´ndose de forma ma´s o menos uniforme por todo
el espacio de configuracio´n. En el ape´ndice D se recogen las 250 primeras
autoenerg´ıas del sistema y se muestran las autofunciones asociadas a las 72
primeras.
Estad´ıstica de niveles del sistema molecular LiCN
En esta seccio´n llevamos a cabo un ana´lisis estad´ıstico de los niveles de
energ´ıa del sistema molecular LiCN, ana´logo al descrito en la seccio´n 3.1.2
para el oscilador cua´rtico.
En la figura 3.1.2 mostramos la distribucio´n de probabilidad acumulada,
W (s), del espaciamiento entre los niveles del sistema. Como se puede obser-
var, la distribucio´n obtenida se ajusta muy bien a la distribucio´n WGOE(s), lo
que demuestra el sistema tiene comportamiento cao´tico. No obstante, el gra-
do de caoticidad de este sistema es menor que el del oscilador cua´rtico, como
demuestra el hecho de que el para´metro de Brody asociado a los 900 niveles
calculados sea βB = 0,75± 0,01, que es menor que uno.
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Figura 3.16: Diagramas de bifurcacio´n de las o´rbitas perio´dicas del sistema molecular
LiNC/LiCN. Las o´rbitas perio´dicas estables se han representado en azul y las inestables
en rojo. Se representa el valor de la coordenada R correspondiente a la condicio´n inicial
de cada o´rbita perio´dica en funcio´n de la energ´ıa, E . Las condiciones iniciales de las o´rbi-
tas se han tomado sobre la superficie de seccio´n de Poincare´ θ = pi rad (a) y θ = 0 (b)
fijando PR = 0 (bending modes), y sobre la superficie de seccio´n de Poincare´ calculada a
lo largo del camino de mı´nima energ´ıa (c) para las o´rbitas perio´dicas en el estado de tran-
sicio´n (θ ∼0.292pi rad), “TS”, y en la bifurcacio´n silla–nodo (θ ∼0.611pi rad), “SN”. Los
puntos negros en (a) indican la posicio´n de la bifurcacio´n i en la que aparece la familia de
o´rbitas OPpi−i.
3.2. EL SISTEMA MOLECULAR LINC/LICN 67
Sspi 0
u
pi−0 1A
u
pi−0
1Bspi−0 2AB
s
pi−0 3A
u
pi−0
3Bspi−0 4AB
s
pi−0 5A
u
pi−0
5Bspi−0 6A
u
pi−0 6B
u
pi−0
7ABupi−0 8AB
u
pi−0 9AB
u
pi−0
1ABupi−1 1BA
u
pi−1 1A
u
pi−2
1Bupi−2 1A
u
pi−3 1B
u
pi−3
2ABupi−3 S
s
0 0
s
0−0
θ(rad)
0 pi/2 pi
R
(a
.u
.)
3
4
5
Figura 3.17: O´rbitas perio´dicas de los diagramas de bifurcacio´n mostrados en la figura 3.16
a la energ´ıa E = 3500 cm−1. El sub´ındice que precede a cada OP indica si la OP es estable,
s, o inestable, u, a la energ´ıa considerada.
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Figura 3.18: Continuacio´n de la figura 3.17.
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Figura 3.19: Densidad de probabilidad de las autofunciones |1〉 a |6〉 del sistema molecular
LiNC/LiCN sobre las curvas de equipotencial de la figura 3.13. El significado del co´digo de
colores es el mismo que el de la figura 3.4 pero escalado logar´ıtmicamente.
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Figura 3.20: I´dem a la figura 3.19 para las autofunciones|24〉, |25〉 y |43〉.
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Figura 3.21: Distribucio´n de probabilidad acumulada W (s) de las autofunciones del sistema
molecular LiCN. En rosa, distribucio´n acumulada de la distribucio´n de Poisson (C.7). En
verde, distribucio´n de Wigner (C.9). El recuadro pequen˜o representa la diferencia entre las
distribuciones W (s) de las autofunciones y la distribucio´n de Wigner WGOE(s).
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Figura 3.22: Distribucio´n de Brody asociada al LiCN. Con puntos rojos, ln{[− ln[1−W (s)]}
frente a ln(s) de las autofunciones del sistema. En rosa, distribucio´n de Poisson (C.7). En
verde, distribucio´n de Wigner (C.9). En azul, ajuste (C.13) con βB = 0,75± 0,01.
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Cap´ıtulo 4
La funcio´n de scar
La localizacio´n de las funciones (cua´nticas) de scar [Ver 01, Vag 09, ?] a
lo largo de las variedades invariantes de las OPs (cla´sicas) del sistema hace
que constituyan un excelente banco de pruebas para profundizar en nuestra
comprensio´n de la correspondencia entre la meca´nica cla´sica y la meca´nica
cua´ntica [Wis 05, Wis 06, Sib06, Ver 09].
En este cap´ıtulo describimos la construccio´n de funciones de scar empleada
en esta tesis. En el apartado 4.1 describimos el me´todo desarrollado para la
construccio´n semicla´sica de funciones de scar. En el apartado 4.2 se explica la
aplicacio´n de esta construccio´n al oscilador cua´rtico descrito en el apartado 3.1
y en el punto 4.3 su aplicacio´n al sistema molecular LiNC/LiCN de la seccio´n
3.2.
4.1. Construccio´n semicla´sica de funciones de
scar
Existen varios me´todos para la construccio´n semicla´sica de funciones de
scar. A continuacio´n describimos el me´todo utilizado en esta tesis [Rev 12].
Para la construccio´n de la funcio´n de scar con este me´todo primero hay
que construir la funcio´n de tubo, propagando para ello un paquete gaussiano
a lo largo de la o´rbita perio´dica con una energ´ıa que satisfaga la condicio´n de
cuantizacio´n de Bohr–Sommerfeld. La funcio´n de scar se construye propagando
temporalmente la funcio´n de tubo y haciendo una transformada de Fourier de
tiempo finito. Esta construccio´n tiene varias ventajas frente a otras. Por un
lado, las funciones de scar que se obtienen tienen una dispersio´n menor que
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las funciones de tubo de la referencia [Pol 94a]. Por otro, esta construccio´n es
mucho ma´s simple que la descrita en la referencia [Ver 01], ya que no requiere
conocer la dina´mica de las variedades a lo largo de la OP.
4.1.1. La funcio´n de tubo
La funcio´n de tubo es una funcio´n de onda localizada a lo largo de una
o´rbita perio´dica. Esta funcio´n viene dada por
ψtubo(x, y) =
∫ T
0
dt eiEt/~ ψ(x, y, t), (4.1)
donde T es el periodo de la o´rbita perio´dica, E es su energ´ıa, ~ es la constante
de Planck reducida y ψ(x, y, t) es el paquete gaussiano
ψ(x, y, t) = exp
{−αx,t(x− xt)2 − αy,t(y − yt)2
+(i/~)[px,t(x− xt) + py,t(y − yt)] + iγt} , (4.2)
donde xt e yt son las coordenadas de la o´rbita perio´dica, px,t y py,t sus momentos
conjugados, αx,t y αy,t son las anchuras del paquete en las direcciones x e y, y
γt su fase en el instante de tiempo t.
La fase, γt, viene dada por
γt =
∫ t
0
(px,tdx+ py,tdy)/~− µ(t)pi/2 = S(t)/~− µ(t)pi/2, (4.3)
y debe satisfacer la condicio´n de cuantizacio´n de Bohr–Sommerfeld (2.64) al
cabo de un periodo, de forma que γt sea continua. Esta condicio´n se puede
cumplir cambiando el valor de la energ´ıa (lo que equivale a variar la accio´n) o
el valor de ~ (cf. apartado 2.7.2). La condicio´n de cuantizacio´n (2.64) se puede
sustituir por (2.65) para imponer ciertas condiciones de contorno.
La funcio´n de tubo se construye lanzando el paquete gaussiano ψ(x, y, t)
a lo largo de la OP [Litt 86] con ayuda de la frozen gaussian approximation
[Hell 74], que mantiene fija la anchura del paquete gaussiano, de forma que
αx,t = αx y αy,t = αy.
4.1.2. La funcio´n de scar
Una vez obtenida la funcio´n de tubo (4.1), la funcio´n de scar se construye
propagando dicha funcio´n y haciendo una transformada de Fourier de tiempo
finito
ψscar(x, y) =
∫ TE
−TE
dt cos
(
pit
2TE
)
e−i(Hˆ−E)t/~ ψtubo(x, y), (4.4)
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donde TE es el tiempo de Ehrenfest, Hˆ es el operador hamiltoniano y E es la
energ´ıa de la o´rbita. El coseno del factor pit/(2TE) se incluye para minimizar
la dispersio´n de la funcio´n de scar [Ver 05].
La propagacio´n de la funcio´n de tubo se lleva a cabo aplicando el operador
evolucio´n exp(−iHˆt/~) hasta el tiempo de Ehrenfest TE, que es el intervalo de
tiempo durante el cual la propagacio´n de un paquete de onda se puede realizar
semicla´sicamente de forma sencilla. Este tiempo se puede calcular como el
tiempo que tarda en propagarse un paquete gaussiano gene´rico a lo largo de
una SSP del espacio de fases
TE =
1
2λ˜
ln
(Atr
~
)
, (4.5)
donde Atr es el a´rea cla´sicamente accesible de la SSP a la energ´ıa que satisface
la condicio´n de cuantizacio´n de BS y λ˜ representa el ı´ndice de estabilidad de
la o´rbita perio´dica, λ, o el exponente de Lyapunov asociado a una trayectoria
(cao´tica) gene´rica, λ¯, del sistema a dicha energ´ıa (cf. sec. 2.3.2).
La funcio´n de scar (4.4) tiene dos propiedades especialmente interesantes:
1. La funcio´n de scar no esta´ so´lo localizada a lo largo de la o´rbita perio´dica
en el espacio de configuracio´n, sino que tambie´n lo esta´ a lo largo de las
variedades invariantes de la o´rbita en el espacio de fases [Ver 01, Wis 05,
Wis 06, Sib06, Ver 09].
2. La funcio´n de scar tiene una dispersio´n muy baja, de forma que se proyec-
ta principalmente sobre las autofunciones que tienen una energ´ıa pro´xima
a la energ´ıa de cuantizacio´n de Bohr–Sommerfeld.
Una aproximacio´n heur´ıstica de la dispersio´n del espectro viene dada en
la referencia [Ver 08] por la ecuacio´n
σ¯ =
pi
2
λ~
λTE + z + ν/(1 + λTE/ν)
, (4.6)
donde z ≈ 1,06078, ν = pi/√2 − z ≈ 1,16066, λ el ı´ndice de estabilidad
de la o´rbita perio´dica y TE el tiempo de Ehrenfest dado por la ecuacio´n
(4.5).
4.2. Aplicacio´n al oscilador cua´rtico
En esta seccio´n describimos co´mo aplicar la construccio´n de funciones de
scar (4.4) descrita en la seccio´n anterior para calcular funciones de onda con
una determinada simetr´ıa en el oscilador cua´rtico del apartado 3.1.
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4.2.1. Construccio´n de la funcio´n de tubo
Como hemos indicado en el apartado 4.1.1, la funcio´n de tubo se construye
aplicando la frozen gaussian approximation. En el potencial cua´rtico, esto se
ha hecho fijando la anchura del paquete gaussiano αx,t = αy,t = 1, que es un
valor del orden de la anchura del estado fundamental del sistema. En esta tesis,
hemos construido las funciones de scar a lo largo de las OPs mostradas en la
figura 3.3, que son las OPs con menor para´metro
R = λTNsNt, (4.7)
donde el producto λT da cuenta del scarring siguiendo el punto de vista de
Heller [Kap 98], y Ns y Nt son dos para´metros que proporcionan informacio´n
acerca de lo sime´trica que es la o´rbita perio´dica. Por un lado, Nt tiene en cuenta
la simetr´ıa bajo reversio´n temporal de la OP. Este para´metro so´lo puede tomar
dos valores: uno en libraciones y dos en rotaciones. Por otro lado, Ns depende
de la simetr´ıa espacial de la o´rbita perio´dica: Ns es un nu´mero igual al nu´mero
de OPs distintas que se obtienen al hacer actuar las operaciones de simetr´ıa
de cada representacio´n irreducible sobre dicha OP (ver tabla 3.1). El producto
NsNt es igual al nu´mero de repeticiones que existen de la OP primitiva que
aparecen en la fo´rmula de la traza de la seccio´n 2.7.3. El para´metro R es tanto
menor cuanto menos inestable sea la OP (pequen˜o ı´ndice de estabilidad), ma´s
corta (pequen˜o periodo) y ma´s sime´trica.
Los para´metros de las OPs mostradas en la figura 3.3 necesarios para cons-
truir las funciones de tubo (4.1) se recogen en la tabla 4.1 para la energ´ıa de
referencia E = 1. Estos para´metros se han calculado utilizando el me´todo de
Taylor de orden 25, que es un me´todo de integracio´n muy preciso [Jor 05].
Para construir funciones de onda con la misma simetr´ıa que las repre-
sentaciones irreducibles del potencial cua´rtico (A1, A2, B1, B2, E) es necesario
cuantizar la OP desimetrizada (imponiendo las condiciones de contorno corres-
pondientes) y simetrizar la funcio´n adecuadamente.
La condicio´n de cuantizacio´n de Bohr–Sommerfeld
La condicio´n de cuantizacio´n dada por la ecuacio´n (2.70) se puede modificar
para calcular las energ´ıas de BS de las OPs teniendo en cuenta la relacio´n de
escalamiento de la accio´n (3.14), obteniendo
E3/4n =
2pi~
S
[Pn+ µ/4 + PND/2] , n = 0, 1, 2..., (4.8)
4.2. APLICACIO´N AL OSCILADOR CUA´RTICO 75
Tabla 4.1: Para´metros de las o´rbitas perio´dicas mostradas en la figura 3.3 a la energ´ıa E = 1.
T es el periodo, S es la accio´n cla´sica, λ es el ı´ndice de estabilidad, µ es el ı´ndice de Maslov
de la o´rbita primitiva sin imponer ninguna condicio´n de contorno, Ns y Nt dan cuenta,
respectivamente, de simetr´ıa espacial1 y bajo reversio´n temporal (ver texto) y R viene dada
por la ecuacio´n (4.7)2.
OP T S λ µ Ns Nt R
1 16.5837 22.1111 0.1014 16 2 1 3.36
2 16.5444 22.0561 0.0777 14 4 1 5.16
3 6.2216 8.2937 0.7669 2 2 1 9.54
4 19.5466 26.0569 0.1296 14 4 1 10.12
5 7.8432 10.4568 0.7120 4 1 2 11.16
6 18.7529 25.0018 0.3842 12 1 2 14.40
7 6.9705 9.2937 0.6032 4 4 1 16.80
8 18.6815 24.9083 0.5334 8 1 2 19.93
9 16.3483 21.7949 0.3197 14 4 1 20.92
10 16.0264 21.3683 0.3639 12 2 2 23.33
11 15.5727 20.7624 0.4291 12 2 2 26.72
12 9.5351 12.7134 0.7043 4 2 2 26.88
13 10.6899 14.2519 0.6469 6 4 1 27.68
14 15.0441 20.0559 0.4671 10 4 2 28.12
15 14.3738 19.1629 0.5070 10 4 1 29.16
16 12.7701 17.0268 0.5769 8 2 2 29.48
17 11.8709 15.8262 0.6237 6 4 1 29.62
18 13.6653 18.2195 0.5473 8 2 2 29.92
donde S es la accio´n de la OP primitiva a la energ´ıa E = 1.
El valor que toman p, ND y NN en las ecuaciones (2.69)-(4.8) para las re-
presentaciones irreducibles unidimensionales aparece en la tabla 4.23 y para
la RI E en la tabla 4.3. En las figuras 4.1 y 4.2 mostramos las o´rbitas repre-
sentadas en la figura 3.3 desimetrizadas; la primera de estas figuras muestra
las OPs desimetrizadas en 1/8 del potencial, sobre las que se construyen las
funciones de tubo A1, A2, B1 y B2, mientras que en la segunda se muestran las
1Ns para la representacio´n irreducible E vale para todas las o´rbitas perio´dicas la mitad
de los valores que aparecen en la tabla 4.1, salvo para las OPs 3, 5, 6, 7 y 8, para las que
vale lo mismo que en dicha tabla.
2El per´ıodo, la accio´n y el ı´ndice de estabilidad de las OPs de la tabla se pueden calcular
a cualquier otra energ´ıa utilizando las relaciones de escalamiento (3.7)–(3.14). El ı´ndice de
Maslov y los para´metros Ns y Nt son independientes de la energ´ıa.
3Las condiciones de contorno de las RIs undidimensionales se aplican, en general, sobre
el eje x y sobre la diagonal x = y, que son las l´ıneas que definen el potencial desimetrizado.
Sin embargo, cuando la o´rbita perio´dica pasa por el origen x = y = 0 formando un a´ngulo
no nulo (OPs 2, 3, 10, 12, 14, 17 y 18) es necesario considerar reflexiones a lo largo de los
ejes x e y.
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Tabla 4.2: Para´metros de la condicio´n de cuantizacio´n de BS simetrizada (4.8) de las o´rbitas
perio´dicas mostradas en la figura 4.1 para las representaciones irreducibles unidimensionales
(A1, A2, B1 y B2). ND y NN son, respectivamente, el nu´mero de condiciones de contorno
de Dirichlet y de Neumann de la OP desimetrizada, que tiene una longitud P veces menor
que la OP no desimetrizada.
OP P A1 A2 B1 B2
ND NN ND NN ND NN ND NN
1 2 0 1 − − 0 1 − −
2 2 0 8 8 0 0 8 8 0
3 2 0 2 − − − − 2 0
4 2 0 9 9 0 2 7 7 2
5 4 0 2 2 0 1 1 1 1
6 4 0 4 4 0 1 3 3 1
7 2 0 3 3 0 1 2 2 1
8 4 0 4 4 0 1 3 3 1
9 2 0 9 9 0 2 7 7 2
10 2 0 7 7 0 0 7 7 0
11 2 0 8 8 0 2 6 6 2
12 2 0 3 3 0 0 3 3 0
13 2 0 5 5 0 2 3 3 2
14 2 0 6 6 0 0 6 6 0
15 2 0 7 7 0 2 5 5 2
16 2 0 6 6 0 2 4 4 2
17 2 0 4 4 0 0 4 4 0
18 2 0 5 5 0 0 5 5 0
OPs desimetrizadas en 1/4 del potencial para construir las funciones de tubo
pertenecientes a la RI bidimensional, E. El nu´mero PNt(n + ND/2) es igual
al nu´mero de nodos que tiene la funcio´n de tubo (4.1) a lo largo de la o´rbita
perio´dica, en la mayor´ıa de las OPs 4 .
Simetrizacio´n de la funcio´n de tubo
La condicio´n de BS dada por la ecuacio´n (4.8) es necesaria para construir
funciones de onda que sean continuas, pero no es en general suficiente para
garantizar que tengan la simetr´ıa de una determinada RI.
4El nu´mero de nodos que tienen la funcio´n de tubo (4.1) a lo largo de las o´rbitas primitivas
2, 3, 10, 12, 14, 17 y 18 es igual a PNt(n+ND − 2) + 1 en las RIs unidimensionales.
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Figura 4.1: OPs de la figura 3.3 desimetrizadas para construir funciones de tubo pertene-
cientes a las representaciones irreducibles unidimensionales A1, A2, B1 y B2 (l´ınea continua
gruesa). Los l´ımites del potencial cua´rtico desimetrizado se han representado con l´ınea dis-
continua a la energ´ıa E = 1.
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Figura 4.2: I´dem a la figura 4.1 para la representacio´n irreducible E.
Para construir funciones de scar que pertenezcan a las RIs del sistema es
necesario bien construir directamente la funcio´n de scar (4.4) y posteriormen-
te simetrizarla, o bien simetrizar la funcio´n de tubo (4.1) antes de aplicar
la ecuacio´n (4.4), siendo los resultados de ambas opciones cuantitativamente
similares. En esta tesis hemos optado por esta segunda opcio´n.
Para obtener una funcio´n de tubo simetrizada, es necesario construir en
primer lugar la funcio´n de tubo a lo largo de una OP aplicando la ecuacio´n
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Tabla 4.3: I´dem a la tabla 4.2 para las OPs de la figura 4.2 asociadas a la representacio´n irre-
ducible bidimensional E, que se divide en dos familias. Las funciones E1 (E2) son sime´tricas
respecto al eje x (y) y antisime´tricas respecto al eje y (x).
OP P E1 E2
ND NN ND NN
1 2 1 0 − −
2 2 1 7 7 1
3 2 1 1 1 1
4 2 2 5 5 2
5 2 1 1 1 1
6 2 3 3 3 3
7 1 2 2 2 2
8 2 3 3 3 3
9 2 1 6 6 1
10 2 1 6 6 1
11 2 1 5 5 1
12 2 1 2 2 1
13 2 1 2 2 1
14 2 1 5 5 1
15 2 1 4 4 1
16 2 1 3 3 1
17 2 1 3 3 1
18 2 1 4 4 1
(4.1). Esta ecuacio´n construye una funcio´n real a lo largo de las libraciones,
pero no a lo largo de las rotaciones. Por eso, en este u´ltimo tipo de OPs,
es necesario sumar dos funciones de tubo (4.1), una construida al recorrer la
OP en sentido horario y otra recorrie´ndola en sentido antihorario. El valor del
para´metro Nt que aparece en la tabla 4.1 se puede interpretar, por consiguiente,
como el nu´mero de paquetes gaussianos (4.2) que es necesario lanzar a lo largo
de la OP para construir una funcio´n de tubo que sea real.
Una vez construida la funcio´n de tubo anterior, es necesario combinar la
funcio´n de onda obtenida con las Ns − 1 funciones de onda que se obtienen
al hacer actuar los operadores de la tabla de caracteres del grupo C4v (tabla
3.1) correspondientes sobre la o´rbita que se esta´ cuantizando (y sobre la o´rbita
recorrida en el sentido contrario, en el caso de tratarse de una rotacio´n). Esto
hace que el para´metro Ns se pueda interpretar tambie´n como el nu´mero de
funciones de onda necesarias para construir una funcio´n de tubo perteneciente
a alguna de las RIs del sistema.
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Representaciones irreducibles unidimensionales (A1,A2,B1,B2)
En las RIs unidimensionales lo importante es la simetr´ıa respecto a los
ejes y a las diagonales del sistema. Por eso para estas RIs, las OPs desime-
trizadas que determinan la condicio´n de cuantizacio´n BS viven en 1/8
del potencial, como se muestra en la figura 4.1.
Cuando la OP es sime´trica respecto a los ejes y a las diagonales (como
es el caso de las OPs 5, 6 y 8 de las figuras 3.3 y 4.1), el para´metro Ns
es igual a 1, ya que todos los operadores de la tabla de caracteres 3.1
asociados a las RIs unidimensionales dejan dicha o´rbita invariante. Por
eso, cuando se cuantiza 1/4 de la OP (que coincide con la longitud de la
OP desimetrizada en 1/8 del sistema), so´lo hay que construir la funcio´n
de tubo (4.1) recorriendo la OP en los dos sentidos posibles (Nt = 2) para
obtener una funcio´n real con la simetr´ıa de la RI que se esta´ estudiando.
Cuando la OP es sime´trica respecto a los ejes (OPs 1, 10, 11, 12, 16, 18)
o respecto a las diagonales (OP 3), se tiene que Ns = 2. En este caso,
para construir una funcio´n de onda que pertenezca a alguna de las RIs
unidimensionales del sistema es necesario combinar las funciones de tubo
con simetr´ıa bajo reversio´n temporal (ver pa´rrafo anterior) localizadas a
lo largo de dos o´rbitas perio´dicas distintas en el espacio de configuracio´n,
ya que el u´nico operador que transforma la OP en el espacio de configu-
racio´n es el operador C4, que la gira noventa grados (ver figura 3.3). La
forma en que tienen que combinarse (si tenemos que sumarlas o restarlas)
depende de si el cara´cter de la tabla 3.1 de la RI que se esta´ estudiando
vale +1 o −1.
Si la OP es sime´trica so´lo respecto a un eje (OPs 4, 9, 13, 15) o a una
diagonal (OP 7), es necesario combinar las funciones de tubo con simetr´ıa
bajo reversio´n temporal localizadas a lo largo de cuatro o´rbitas perio´dicas
(Ns = 4). En ese caso, los operadores C4 y σ (si la OP es sime´trica
respecto al eje), o C4 y σ
′ (si es sime´trica respecto a la diagonal) tienen
un efecto equivalente, lo que hace que la funcio´n de tubo simetrizada se
localice so´lo sobre cuatro OPs (cf. figs. 3.3 y 4.1).
El u´ltimo tipo de OPs estudiadas en esta tesis, son aque´llas que son
sime´tricas respecto al origen (OPs 2, 14, 17). En este caso, la funcio´n
de tubo simetrizada se construye combinando tambie´n cuatro o´rbitas
perio´dicas (Ns = 4). En este caso, son los operadores C2 y σ los que
tienen el mismo efecto sobre la OP (cf. fig. 3.3).
Cuando una OP no es sime´trica respecto a ningu´n eje ni a ninguna
diagonal, la funcio´n de tubo simetrizada se obtiene de manera ana´loga
combinando ma´s OPs.
La o´rbita perio´dica 1 de la figura 3.3 no se puede utilizar para construir
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funciones de tubo de las simetr´ıas A2 ni B1 debido a que dicha OP y,
por tanto, la funcio´n de tubo construida a lo largo de ella, es sime´trica
respecto a un eje, mientras que los objetos pertenecientes a las RIs an-
teriores son antisime´tricos respecto a los ejes x e y. Debido a la simetr´ıa
de la OP 3 de la figura 3.3 respecto a una diagonal, esta OP tampoco se
puede utilizar para construir funciones de tubo pertenecientes a las RIs
A2 y B2.
Representacio´n irreducible bidimensional (E)
Los objetos pertenecientes a la RI bidimensional, tienen que ser sime´tri-
cos respecto a un eje y antisime´tricos respecto al otro, siendo indepen-
dientes de la simetr´ıa que tengan respecto a las diagonales. Por eso, las
OPs desimetrizadas se localizan en 1/4 del sistema, como se muestra en
la figura 4.2. El hecho anterior hace que las funciones de tubo E se cons-
truyan en general utilizando menos o´rbitas perio´dicas que las funciones
de tubo de las RIs unidimensionales, en las que el potencial desimetrizado
es 1/8 del total.
Para la RI E, la ecuacio´n (4.1) es suficiente para construir una funcio´n
de tubo simetrizada a lo largo de las OPs 1, 5, 6, 8, 10, 11, 12, 16 y 18.
Sin embargo, estas funciones de tubo no satisfacen en general la misma
condicio´n de cuantizacio´n de BS que las funciones de tubo asociadas a
las RIs unidimensionales. Esto es debido a que en las OPs desimetrizadas
de acuerdo a la RI E no imponemos las mismas condiciones de contorno
que en las RIs unidimensionales, ya que no tienen, en general, la misma
longitud ni el mismo nu´mero de reflexiones.
Debido a la simetr´ıa del sistema, tambie´n se pueden construir funciones
de tubo a lo largo de las OPs 1, 10, 11, 12, 16 y 18 de la figura 3.3 giradas
90o. La OP 1 de la figura 3.3 (la OP 1 girada 90o) se puede utilizar para
construir funciones E1 (E2), pero no para construir funciones E2 (E1).
En las OPs 2, 3, 4, 9, 13, 14 y 17 es necesario combinar la funcio´n de
tubo construida a lo largo de las o´rbitas mostradas en la figura 3.3 con la
funcio´n de onda construida a lo largo de la OP sime´trica respecto al eje x
(la OP 4 respecto al eje y), debido a que el cara´cter asociado al elemento
C2 de la tabla de caracteres 3.1 no es nulo. La simetr´ıa del sistema hace
que tambie´n se puedan construir funciones de tubo a lo largo de las OPs
giradas 90o.
Las funciones de tubo localizadas a lo largo de la OP 7 se construyen
combinando las funciones de tubo construidas a lo largo de 4 OPs, de
forma ana´loga a como dijimos en las RIs unidimensionales, so´lo que en
este caso cuantizamos la OP completa.
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La OP 1 (OP 1 girada 90o) no se puede emplear para construir funciones
de tubo de tipo E2 (E1).
4.2.2. El tiempo de Ehrenfest
La funcio´n de scar (4.4) se construye haciendo evolucionar la funcio´n de
tubo simetrizada hasta el tiempo de Ehrenfest dado por la ecuacio´n (4.5). Este
tiempo depende del exponente de Lyapunov, λ¯, del sistema y de una accio´n,
Atr, caracter´ıstica del potencial cua´rtico desimetrizado. El motivo para utilizar
el exponente de Lyapunov en lugar del ı´ndice de estabilidad de cada OP es
que al utilizar este u´ltimo el tiempo de Ehrenfest de las o´rbitas ma´s estables
(como la OP 1) toma un valor excesivamente grande en el rango de energ´ıas
estudiado, del orden del tiempo de Heisenberg, que se define como
TH =
2pi~
ρE
, (4.9)
donde ρE representa la densidad de estados del sistema a la energ´ıa E . El tiempo
de Heisenberg (4.9) es el tiempo necesario para resolver las autofunciones de
un sistema.
Hemos calculado nume´ricamente el exponente de Lyapunov del oscilador
cua´rtico de la ecuacio´n (3.2), obteniendo un valor λ¯ ≈ 0,3848E1/4.
Para calcular el tiempo de Ehrenfest, hemos tomado como accio´n carac-
ter´ıstica Atr el a´rea de dos SSPs distintas, una para las representaciones irre-
ducibles unidimensionales (A1, A2, B1 y B2), y otra para la representacio´n
irreducible de dos dimensiones (E). Esta diferencia se debe a que mientras
que toda la informacio´n necesaria para estudiar las RIs de una dimensio´n
esta´ contenida en 1/8 del sistema, para la simetr´ıa E es necesario tomar 1/4
del potencial, como se puede ver en los paneles (a) y (b) de la figura 4.3.
Los paneles (c) y (d) de la figura 4.3 muestran en color rojo, respectiva-
mente, la SSP de las RIs unidimensionales y bidimensional del sistema desi-
metrizado a la energ´ıa E = 1. La l´ınea continua representa el l´ımite de la SSP
del sistema sin desimetrizar. Los paneles (a) y (b) de la figura muestran con
una l´ınea roja los planos que definen la SSP en el espacio de configuracio´n.
El a´rea Atr de la SSP caracter´ıstica de las representaciones irreducibles
unidimensionales vale [ver figura 4.3(c)]
Aχtr(E) =
∫ (4E/β)
0
dx
∫ √2m[E−(β/4)x4]
−
√
2m[E−(β/4)x4]
dp
=
21/2Γ(1/4)2
3pi1/2
m1/2E3/4
β1/4
, (4.10)
con χ = A1, A2, B1, B2.
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Figura 4.3: Potencial cua´rtico desimetrizado. Paneles a la izquierda: en l´ınea continua, curva
de equipotencial V (x, y) = 1 del oscilador cua´rtico. En negro, potencial desimetrizado para
las representaciones irreducibles unidimensionales (A1, A2, B1, B2) (a) y para la representa-
cio´n irreducible de dos dimensiones E (b). La l´ınea roja indica el plano que define la SSP de
los paneles a la derecha. Paneles de la derecha: en l´ınea negra, contorno de la SSP del sistema
desimetrizado. En rojo, a´rea utilizada para calcular Atr de las representaciones irreducibles
de una dimensio´n (c) y de dos dimensiones (d).
Para m = 1 y β = 0,01, la ecuacio´n (4.10) vale
Atr(E) ≈ 11,0555E3/4. (4.11)
Como se puede ver en la figura 4.3, el a´rea potencial desimetrizado de la
simetr´ıa bidimensional E [panel (b)] es el doble que el de las simetr´ıas unidi-
mensionales [panel (a)] a la misma energ´ıa. El a´rea Atr caracter´ıstica de esta
simetr´ıa [panel (d)] es tambie´n el doble que el de las RIs unidimensionales [pa-
nel (c)]. La eleccio´n de esta SSP se debe a que una trayectoria puede describir
un movimiento muy complejo entre dos cortes consecutivos de la SSP definida
so´lo por {x = 0, y > 0}, mientras que esto no ocurrira´ entre dos cortes de la
SSP elegida, definida por {x = 0, y > 0} ∪ {y = 0, x > 0}, por lo que esta SSP
s´ı nos permite caracterizar de manera simple cualquier trayectoria. El a´rea de
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la simetr´ıa E es por tanto
AEtr(E) =
25/2Γ(1/4)2
3pi1/2
m1/2E3/4
β1/4
, (4.12)
que para m = 1, α = 1 y β = 0,01 es
AEtr(E) ≈ 22,1111E3/4. (4.13)
El hecho de que el tiempo de Ehrenfest dependa de la accio´n Atr hace que
al variar la energ´ıa, este tiempo no escale siguiendo la ecuacio´n (3.11), sino
como
T ′E =
1
2λ¯
ln
A′tr
λ¯′
=
TE
η
+
3
2λ¯
1
η
ln η. (4.14)
La ecuacio´n (4.14) se obtiene teniendo en cuenta que A′tr escala siguiendo
la ecuacio´n (3.11) y λ¯′ como λ¯′ = λ¯/η (λ¯ tiene unidades de tiempo−1).
Aplicacio´n: construccio´n de funciones de onda simetrizadas a lo largo
de la OP 12
Consideremos a modo de ejemplo la o´rbita perio´dica 12 de la figura 3.3.
Esta o´rbita es sime´trica respecto a los ejes x e y, pero no es sime´trica respecto
a las diagonales ni bajo reversio´n temporal (Nt = 2). La OP desimetrizada
tiene una longitud que es 1/2 (= 2× 1/4) de la longitud total de la OP, tanto
para la RI E como para las RIs unidimensionales (cf. figs. 4.1 y 4.2).
Para construir una funcio´n de tubo real es necesario sumar las funciones
de tubo construidas utilizando la ecuacio´n (4.1), construida una lanzando el
paquete gaussiano en sentido horario y la otra lanza´ndolo en sentido antiho-
rario.
La construccio´n de funciones de tubo pertenecientes a las RIs unidimensio-
nales (A1, A2, B1 y B2) requiere combinar las funciones de onda construidas a
lo largo de la OP 12 y de la OP girada 90o, a la que llamaremos 1˜2. Este hecho
se debe a que la OP 12 sola no pertenece a ninguna de las RIs unidimensiona-
les, lo que hace que el cara´cter asociado al elemento C4 de la tabla 3.1 valga
±1 en estas simetr´ıas.
Por ello, para construir una funcio´n de tubo con simetr´ıa A1, A2, B1 y
B2, es necesario cuantizar la OP desimetrizada como dijimos en la seccio´n
4.2.1 y construir la funcio´n de tubo combinando la funcio´n de onda ψijtubo(x, y)
construida a lo largo de la OP 12 con la funcio´n de onda construida a lo largo
de la OP 1˜2, teniendo ambas simetr´ıa bajo reversio´n temporal. Teniendo en
cuenta que la funcio´n ψijtubo(x, y) localizada a lo largo de la OP 1˜2 es igual a
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ψijtubo(y, x) localizada a lo largo de la OP 12, llegamos a que
ψA1(x, y) = N [ψ
30
tubo(x, y) + ψ
30
tubo(y, x)], (4.15)
ψA2(x, y) = N [ψ
30
tubo(x, y)− ψ30tubo(y, x)], (4.16)
ψB1(x, y) = N [ψ
03
tubo(x, y)− ψ03tubo(y, x)], (4.17)
ψB2(x, y) = N [ψ
03
tubo(x, y) + ψ
03
tubo(y, x)], (4.18)
donde el signo ± de las funciones ψχ(x, y) coincide con el cara´cter de la tabla
3.1 asociado a cada RI, N es un factor de normalizacio´n y ψijtubo(y, x) es la
funcio´n de tubo construida a lo largo de la OP 12 de acuerdo con la ecuacio´n
(4.1), cuyos super´ındices ij indican que la OP desimetrizada se ha construido
imponiendo i condiciones de contorno de Neumann y j condiciones de contorno
de Dirichlet (ver tabla 4.2).
Una vez obtenidas las funciones (4.15)-(4.18), las funciones de scar se cons-
truyen aplicando la ecuacio´n (4.4). Estas funciones se muestran en la figura
4.4 para n = 20. Las funciones de scar pertenecientes a las RIs A1 y B1 tienen
80 nodos a lo largo de la o´rbita perio´dica, y las pertenecientes a las RIs A1 y
B1 tienen 85, debido a las condiciones de contorno de Dirichlet impuestas a lo
largo de los ejes (ver nota 4).
Las funciones de tubo pertenecientes a la RI E y localizadas a lo largo
de las OPs 12 y 1˜2 se construyen por separado. Esto se debe a que ambas
o´rbitas son sime´tricas respecto a ambos ejes, por lo que pertenecen a la RI
E5. Cuantizando la OP desimetrizada como hemos visto en la seccio´n 4.2.1,
podemos construir dos funciones de tubo distintas asociadas a cada OP, unas
sime´tricas respecto al eje x y antisime´tricas respecto al eje y [ψE1(x, y)], y otras
al contrario [ψE2(x, y)].
ψE1(x, y) = ψ
12
tubo(x, y), (4.19)
ψE2(x, y) = ψ
21
tubo(x, y), (4.20)
donde la funcio´n de onda ψijtubo(x, y) tiene el mismo significado que en las
ecuaciones (4.15)-(4.18) (cf. tabla 4.3). Las funciones de scar (4.19)-(4.20) con
el nu´mero cua´ntico n = 20 esta´n representadas en la figura 4.5.
En la figura 4.6 mostramos tres funciones de scar totalmente sime´tricas
construidas a lo largo de la o´rbita perio´dica 5 de la figura 3.3. Estas funciones se
han construido de forma que la condicio´n de cuantizacio´n de Bohr–Sommerfeld
(4.8) se cumpla para n = 4, 5, 6 usando los para´metros asociados a la RI A1
de la tabla 4.2. Como se puede ver en la figura, el nu´mero de nodos de estas
funciones de scar en 1/8 de la o´rbita perio´dica es igual al nu´mero cua´ntico
n que aparece en la condicio´n de cuantizacio´n (2.66). En la parte superior
5Los u´nicos caracteres asociados a esta RI que no son nulos son los asociados a los
elementos I y C2, pero e´stos dejan invariante la OP.
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Figura 4.4: Funciones de scar construidas a lo largo de la OP 12 de la figura 3.3 simetrizada
con n = 20. La OP se ha superpuesto con l´ınea continua negra. En l´ınea discontinua, OP 1˜2
utilizada para simetrizar la funcio´n. Co´digo de colores y escalado igual que en la figura 3.4.
de la figura aparecen los espectros de resolucio´n finita (l´ınea gruesa continua)
e infinita (l´ıneas delgadas verticales) de las funciones de scar. Todos estos
espectros son muy estrechos y esta´n centrados en las energ´ıas de cuantizacio´n
de cada una de las funciones de onda, que son E4 = 22,155, E5 = 29,365 y
E6 = 37,050.
Los paneles (a) y (b) de la figura 4.7 muestran, respectivamente, las funcio-
nes de tubo (4.1) y de scar (4.4) con simetr´ıa A1 de la o´rbita perio´dica 5. En
el espacio de configuracio´n no se aprecian demasiadas diferencias entre ambas
funciones de onda, ya que ambas se concentran a lo largo de la o´rbita perio´dica.
Sin embargo, estas funciones son muy diferentes en el espacio de fases debido
a la localizacio´n de la funcio´n de scar a lo largo de las variedades invariantes.
Para estudiar funciones de onda en el espacio de fases, es habitual recurrir
a la funcio´n de cuasidistribucio´n de Husimi [Lee 95], que es una funcio´n de
Wigner con un suavizado gaussiano
FH(q, p, t) =
1
4pi2
∫
dx
∫
dyTr{ρˆ(qˆ, pˆ, t)eixqˆ+iypˆe−~x2/(4mκ)−~mκy2/4}e−ixq−iyp.
(4.21)
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Figura 4.5: Funciones de scar construidas a lo largo de la OP 12 de la figura 3.3 con n = 20
y pertenecientes a la RI E. Arriba (abajo), funciones E1 (E2). La OP se ha superpuesto con
l´ınea continua negra y la OP girada 90o (OP 1˜2) con l´ınea discontinua. Co´digo de colores y
escalado igual que en la figura 3.4.
A la proyeccio´n de la funcio´n de Husimi sobre una SSP se le denomina
Superficie de Seccio´n Cua´ntica (SSC)
H(x, p) =
∣∣∣∣∫ ∞−∞ dx′e−(x−x′)2/(2κ2)+ipx′ψ(x′, 0)
∣∣∣∣2 , (4.22)
donde ψ(x′, 0) representa el valor de la funcio´n de tubo o scar a lo largo del
eje x.
En los paneles (c) y (d) de la figura 4.7 se muestra la SSP asociada a
las variedades de la OP 5 junto con la SSC asociada a la cuasidistribucio´n
de Husimi de las funciones de tubo y scar mostradas, respectivamente, en los
paneles (a) y (b). Como se puede ver, los ma´ximos de las distribuciones de
Husimi de las funciones de tubo y scar se encuentran sobre los puntos fijos de
la o´rbita perio´dica (x, p) = (±1,239, 0). Sin embargo, la informacio´n dina´mica
del sistema incorporada por la funcio´n de scar hasta el tiempo de Ehrenfest,
hace que la SSC de la funcio´n de scar no se localice so´lo sobre el punto fijo
de la o´rbita, sino que parte de su probabilidad se distribuye a lo largo de las
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Figura 4.6: Espectro y funciones de scar del oscilador cua´rtico. Abajo, funciones de scar A1
construidas a lo largo de la o´rbita perio´dica 5 de la figura 3.3 (color y escalamiento como
en fig. 3.4). De izquierda a derecha, n = 4, 5, 6. Arriba, espectros de resolucio´n finita (l´ınea
gruesa continua) e infinita (l´ıneas verticales) asociados a las funciones de scar inferiores.
variedades invariantes de la o´rbita, como se observa en (d). Esta localizacio´n
demuestra la influencia de las variedades invariantes sobre el comportamiento
cua´ntico del sistema.
Por u´ltimo, en la figura 4.8 mostramos la dispersio´n de las funciones de scar
construidas en esta tesis en funcio´n de la energ´ıa. Como se puede apreciar en
la figura, la dispersio´n de las funciones se aproxima de forma oscilante al valor
semicla´sico dado por la ecuacio´n (4.6) a medida que aumenta la energ´ıa (ver pa-
neles 9, 10 y 11). En la referencia [Ver 09], se ha demostrado recientemente que
la amplitud de estas oscilaciones esta´ relacionada con o´rbitas homocl´ınicas a lo
largo de las variedades invariantes de la o´rbita perio´dica y que se puede calcular
semicla´sicamente en funcio´n de cuatro invariantes cano´nicos homocl´ınicos: la
accio´n homocl´ınica, el ı´ndice de Maslov homocl´ınico, el invariante de Lazutkin
y la relevancia.
4.3. Aplicacio´n al sistema molecular
LiNC/LiCN
Como vimos en la seccio´n 3.2, el sistema molecular LiCN
 LiNC tiene un
espacio de fases mixto, que combina zonas de regularidad con regiones en las
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Figura 4.7: Representacio´n de las funciones de tubo (columna izquierda) y de scar (columna
derecha) en el espacio de configuracio´n (arriba) y en el de fases (abajo). (a) Funcio´n de tubo
A1 construida a lo largo de la o´rbita perio´dica 5 de la figura 3.3 -l´ınea continua gruesa- (´ıdem
fig. 3.4). (b) I´dem para la funcio´n de scar. (c) y (d) Superficie de seccio´n cua´ntica y = 0 de
la funcio´n de Husimi (4.22) asociada a las funciones de onda de los paneles (a) y (b) para
κ = 1/2. En (c) y (d) se ha superpuesto en l´ınea continua gruesa la superficie de seccio´n de
Poincare´ de las variedades de la o´rbita perio´dica 5.
que el movimiento es completamente cao´tico. Esto hace que en este sistema se
puedan construir funciones de onda localizadas tanto a lo largo de las o´rbitas
perio´dicas estables como a lo largo de las o´rbitas inestables. Para las primeras
usaremos la construccio´n de funciones de tubo dada por la ecuacio´n (4.1),
mientras que para las segundas usaremos las funciones de scar de la ecuacio´n
(4.4).
4.3.1. Construccio´n de la funcio´n de tubo
Hemos construido funciones de tubo mostradas en las figuras 3.17 y 3.18.
Al igual que en el oscilador cua´rtico, estas funciones de tubo se han calculado
aplicando la ecuacio´n (4.1) con ayuda de la frozen gaussian approximation para
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propagar el paquete ψ(R, θ, t) dado por la ecuacio´n (4.2). No obstante, dado
que la coordenada R tiene asociada la masa efectiva mR y la coordenada θ el
momento de inercia Iθ dados por
mR = µ1, (4.23)
Iθ =
[
1
µ1R2
+
1
µ2r20
]−1
, (4.24)
con el objetivo de maximizar el scarring hemos tomado dos valores diferentes
para la anchura del paquete gaussiano ψ(R, θ, t) a lo largo de cada eje de
coordenadas [Bor 96]
αR,t ≡ αR = 16,114 (u.a.)−2, (4.25)
αθ,t ≡ αθ = 14,123 rad−2. (4.26)
La condicio´n de cuantizacio´n de Bohr–Sommerfeld
La funcio´n de tubo se construye a las energ´ıas En que satisfacen la condicio´n
de cuantizacio´n (2.70). Esta ecuacio´n toma dos formas distintas, dependiendo
de si cuantizamos toda la OP o so´lo la mitad:
Cuantizacio´n de la OP completa: En algunas o´rbitas del sistema, la
condicio´n de cuantizacio´n (2.70) se satisface cuantizando la trayectoria
completa (P = 1). Tal es el caso de las OPs de tipo “S” de la figura
3.17, las OPs de tipo “TS” y “SN” de la figura 3.18 y las OPs de tipo
“B” de la figura 3.17 sin simetr´ıa bajo reversio´n temporal, pese a que en
e´stas u´ltimas, al contrario que las anteriores, es necesario imponer una
condicio´n de contorno de Neumann (NN = 1, ND = 0) a lo largo de la
l´ınea θ = 0 o θ = pi rad para dar lugar a funciones de onda sime´tricas res-
pecto a dichas l´ıneas6. En todas estas OPs, la condicio´n de cuantizacio´n
se reduce a
S(En) = 2pi~
[
n+
µ(En)
4
]
, n = 0, 1, 2... (4.27)
Cuantizacio´n de media OP: La construccio´n de funciones de tubo
sime´tricas respecto a las l´ıneas θ = 0 y/o θ = pi rad a lo largo de las OPs
de tipo “B” de la figura 3.17 que tienen simetr´ıa bajo reversio´n temporal
requiere de la cuantizacio´n de media OP (P = 2) y la imposicio´n de una
6La construccio´n de funciones de tubo sime´tricas a lo largo de las OPs pertenecientes a
la familia “SN” requiere la combinacio´n de las funciones de tubo localizadas a lo largo de
las OPs que aparecen en las bifurcaciones θ = 0,611pi rad y θ = 1,222pi rad.
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condicio´n de Neumann en el punto en el que la OP corta dichas l´ıneas
(NN = 1, ND = 0). La condicio´n de BS (2.70) se convierte entonces en
S(En) = 4pi~
[
n+
µ(En)
8
]
, n = 0, 1, 2... (4.28)
Como se puede observar, las energ´ıas de cuantizacio´n aparecen en las ecua-
ciones (4.27) y (4.28) de forma impl´ıcita. Por ello, para calcularlas es necesario
medir S(E) y µ(E) y ver para que´ valores, En, se satisfacen dichas ecuaciones.
4.3.2. El tiempo de Ehrenfest
Para construir funciones de scar usando la ecuacio´n (4.4) en el sistema
molecular LiNC/LiCN, hemos propagado la funcio´n de tubo hasta el tiempo
de Ehrenfest dado por la ecuacio´n (4.5). En esta ecuacio´n, hemos tomado
λ˜(E) = λ0 + λ1E + λ2E2, (4.29)
donde λ0 =3.6 10
−5, λ1 =-8.1 10−8 y λ2 =7.4 10−11, estando la energ´ıa, E ,
medida en cm−1. La ecuacio´n (4.29) es proporcional al valor medio de los
ı´ndices de estabilidad de las OPs inestables estudiadas.
El a´rea caracter´ıstica, Atr, la hemos ajustado al polinomio
Atr(E) =
4∑
n=0
AntrEn, (4.30)
donde la energ´ıa se mide en cm−1 y los coeficientes Antr se recogen en la tabla
4.4. Los valores incluidos en esta tabla esta´n asociados al a´rea de tres SSPs
del sistema desimetrizado: las SSPs definidas a lo largo de las l´ıneas θ = 0,
pi rad para las OPs que se encuentran en cada uno de los pozos y el a´rea de
la SSP calculada a lo largo del MEP para las OPs que hay en las barreras
(ver seccio´n 3.2.2). En principio, uno podr´ıa tomar como a´rea caracter´ıstica
a lo largo del MEP para todas las OPs, pero este valor no resulta adecuado,
ya que da un valor demasiado grande del tiempo de Ehrenfest. En la figura
4.9 mostramos el potencial del sistema junto con tres OPs asociadas a cada
una de las SSPs caracter´ısticas anteriores. En esta figura hemos representado
con colores las curvas que definen las SSPs asociadas a cada una de las OPs
consideradas, mostradas en los paneles pequen˜os de la figura. En estas SSPs,
hemos representado las OPs dibujadas en el panel principal con puntos negros.
En la figura 4.11 mostramos el valor del a´rea Atr para de las tres SSPs
caracter´ısticas. En esta figura hemos superpuesto con l´ınea continua la ecuacio´n
(4.30), que ajusta bien las tres curvas. Como se puede observar, las a´reas de
las SSPs asociadas a los pozos aumentan de forma ma´s o menos lineal con la
energ´ıa (cf. Tab. 4.4) y son notablemente menores que el a´rea asociada a la
SSP definida a lo largo del MEP.
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Tabla 4.4: Coeficientes Antr de la ecuacio´n (4.29) que dan el a´rea de las SSPs caracter´ısticas
del sistema molecular LiNC/LiCN definidas por θ = 0, θ = pi rad y por el camino de mı´nima
energ´ıa.
SSP
n θ = 0 rad θ = pi rad MEP
0 -2.0 10 -7.0 10−3 -3.3 10−1
1 8.7 10−3 8.23 10−3 2.8 10−2
2 7.5 10−8 6.8 10−8 2.0 10−5
3 2.5 10−12 2.3 10−12 3.8 10−8
4 0 0 -2.3 10−11
4.3.3. Aplicacio´n: construccio´n de funciones de scar a lo
largo de la OP 1Au0−0
La OP 1Au0−0 es la primera OP inestable que aparece de todas las estu-
diadas, como se puede ver en el diagrama de bifurcacio´n 3.16. Esta OP es
inestable en todo el rango de energ´ıas analizado, permaneciendo su ı´ndice de
Maslov constante e igual a µ = 12. La condicio´n de cuantizacio´n de esta OP
viene dada por la ecuacio´n (4.28) por ser sime´trica bajo reversio´n temporal
(Nt = 1) y respecto a la recta θ = pi rad.
En la figura 4.11 mostramos la evolucio´n de la fase γT dada por la ecuacio´n
(4.3) para t ≡ T . Las funciones de scar se construyen a las energ´ıas, En, a
las que esta fase satisface la ecuacio´n (4.28). Estas energ´ıas se han calculado
ajustando la funcio´n S(E)/(4pi~)−µ(E)/8, con ~ = 1, a un polinomio de grado
6 (que no se ha mostrado en la figura por simplicidad) y viendo para que´ valores
toma un valor entero, n. Una vez calculadas las energ´ıas de cuantizacio´n, hemos
integrado las ecuaciones del movimiento para calcular los para´metros de intere´s
de la OP a dichas energ´ıas para construir las funciones de scar dadas por la
ecuacio´n (4.4) a lo largo de la misma. En la figura 4.12 mostramos las seis
primeras funciones de scar construidas, asociadas a n =0–5. Como se puede
observar, todas ellas se localizan a lo largo de la OP y tienen el nu´mero correcto
de nodos a lo largo de la misma.
4.3.4. Las funciones de scar y las barreras de la reacti-
vidad
Como hemos indicado en la introduccio´n, la TST se basa en la existencia
de barreras (energe´ticas o dina´micas) que actu´an como cuellos de botella para
la reactividad de un sistema. La existencia de OPs en lo alto de las barreras
[Kas 35, Lov 92, Mar 92] hace que podamos utilizar la construccio´n de fun-
ciones de scar dada por la ecuacio´n (4.4) para obtener estados vibracionales
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altamente inestables que nos permitan modelar el estado de transicio´n, cuyo
estudio resulta fundamental para profundizar en nuestra comprensio´n de la
reactividad qu´ımica.
En el sistema molecular LiNC/LiCN tiene una barrera parcial de origen
dina´mico alrededor de θ ∼ 0.611pi rad, que se comporta de forma pegajosa para
la dina´mica del sistema. Esta barrera esta´ relacionada con el par de OPs “SN”
mostradas en la figura 3.18, las cuales aparecen al producirse una bifurcacio´n
de tipo silla–nodo o tangente a la energ´ıa Ebif =3440.6 cm−1. A medida que
se aumenta la energ´ıa, estas dos OPs comienzan a separarse, desplaza´ndose
la estable hacia la izquierda7 y la inestable hacia la derecha. Estas dos OPs
“colapsan” a la energ´ıa Ebif en la OP (marginalmente estable) central.
La barrera dina´mica que se forma en esta bifurcacio´n tiene su origen en
la topolog´ıa particular de las dos OPs anteriores, que esta´n so´lo excitadas en
la coordenada R. Esto hace que el movimiento a lo largo de las coordenadas
R y θ tenga unos tiempos caracter´ısticos muy distintos, lo que nos permite
llevar a cabo una aproximacio´n adiaba´tica y definir un potencial efectivo, Veff ,
que dependa so´lo de la coordenada “lenta”, θ, promediando en la coordenada
ra´pida, R. As´ı, utilizando un potencial de Morse para cuantizar la coordenada
R, obtenemos
Veff(θ) = VMEP(θ) + ~Ω(θ)
(
nR +
1
2
)
+
~2Ω2(θ)
4D(θ)
(
nR +
1
2
)2
, (4.31)
donde VMEP es el potencial a lo largo del MEP, Ω y D son los para´metros del
potencial de Morse (que son funciones de θ) y nR es correspondiente nu´mero
cua´ntico vibracional. El valor del potencial efectivo se muestra en la figura 4.13
para distintos valores del nu´mero cua´ntico, nR, junto con el potencial a lo largo
del MEP. Como se puede observar, para valores nr > 2 el potencial efectivo
tiene un pequen˜o pozo en torno a θ ∼ 0.57pi rad. Este pozo “dina´mico” es
el responsable de la estabilizacio´n que experimenta la OP “SNs” de la figura
3.18.
Para concluir este cap´ıtulo, presentamos en la figura 4.14 las tres primeras
funciones de scar que se pueden construir a lo largo de la OP inestable de la
barrera dina´mica. Estas funciones de scar esta´n asociadas n =4–6 excitacio-
nes, siendo su energ´ıa igual a E4 = 4034.2 cm−1, E5 = 4682.4 cm−1 y E6 =
5328.8 cm−1, respectivamente. La proximidad de las energ´ıas de cuantizacio´n
a la energ´ıa a la que la OP se bifurca hacen que estas funciones de onda este´n
ma´s localizadas que las funciones de scar construidas a una energ´ıa mayor
[KP 00, Pra 09].
7La OP estable se convierte en inestable a la energ´ıa E =4960 cm−1.
4.3. APLICACIO´N AL LINC/LICN 93
σ
1.0
0.6
0.2
E
20 60 100
16 17 18
13 14 15
10 11 12
7 8 9
4 5 6
1 2 3
Figura 4.8: Dispersio´n σ de las funciones de scar en funcio´n de la energ´ıa E . En rojo, re-
presentacio´n irreducible A1; en verde, A2; en azul oscuro, B1; en rosa, B2 y en azul celeste,
E. La l´ınea continua negra representa el valor medio de la aproximacio´n semicla´sica de la
ecuacio´n (4.6) para las representaciones irreducibles de una y dos dimensiones (que, en el
rango de energ´ıas considerado, son pra´cticamente iguales). El nu´mero en la esquina superior
derecha de cada panel hace referencia a la OP de la figura 3.3.
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Figura 4.9: A´reas caracter´ısticas del sistema molecular LiCN. L´ınea de equipotencial
E =3500 cm−1 del sistema LiCN desimetrizado junto con tres o´rbitas perio´dicas caracter´ısti-
cas del mismo. Las curvas de colores definen las superficies de seccio´n de Poincare´ mostradas
en los tres paneles pequen˜os y que esta´n asociadas a cada una de las o´rbitas, que se han
representado por medio de puntos negros en dichas superficies de seccio´n.
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Figura 4.10: A´rea transversal, Atr, de las distintas superficies de seccio´n de Poincare´ carac-
ter´ısticas del sistema molecular LiCN mostradas en la figura 4.9.
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Figura 4.11: Evolucio´n de la fase, γ ≡ γT, dada por la ecuacio´n (4.3) a lo largo de la o´rbita
perio´dica 1Au0−0 en funcio´n de la energ´ıa, E . Los valores a los que se satisface la condicio´n
de cuantizacio´n (4.28) se han resaltado con puntos rojos.
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Figura 4.12: I´dem a la figura 3.19 para la densidad de probabilidad de las funciones de scar
construidas a lo largo de la o´rbita perio´dica 1Au0−0 del sistema molecular LiNC/LiCN con
n =0–5. La o´rbita se ha superpuesto con l´ınea continua gruesa.
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Figura 4.13: Curvas del potencial adiaba´tico para los estados de rotor del sistema molecular
LiNC/LiCN con nR =0–5 (l´ıneas continuas azules), calculadas usando la ecuacio´n (4.31). El
perfil del camino de mı´nima energ´ıa se muestra con l´ınea discontinua roja.
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Figura 4.14: Densidad de probabilidad de las funciones de scar construidas con n excitaciones
a lo largo de la o´rbita perio´dica, SNu, que existe sobre una barrera dina´mica del sistema
molecular LiNC/LiCN. Las l´ıneas de equipotencial asociadas a las energ´ıas de cuantizacio´n
se han superpuesto con l´ınea fina y las o´rbitas perio´dicas con l´ınea gruesa. El co´dido de
colores es el mismo que el de la figura 3.4.

Unfortunatelly, semiclassical theory of the
nature of individual eigenstates is in poor
shape, just as it is for individual eigenvalues.
Wavepacket dynamics and quantum chaology
(Les Houches, 1989)
E. J. Heller (1946-)
Cap´ıtulo 5
La base de funciones de scar
Como ya hemos indicado en la introduccio´n, en esta tesis hemos desarrolla-
do un me´todo para calcular los autoestados de un sistema cla´sicamente cao´tico
usando una base de funciones de scar. De esta forma, los autoestados del sis-
tema se escriben como una combinacio´n lineal de las funciones de scar que
forman la base, con lo que, debido a la localizacio´n de dichas funciones a lo
largo de las variedades invariantes de las o´rbitas perio´dicas, estamos identi-
ficando la estructura cla´sica subyacente que da lugar a la formacio´n de cada
autoestado individual. Esta forma de calcular las autofunciones de un siste-
ma es radicalmente distinta a las formas tradicionales, ya que se basa en la
localizacio´n del espectro de las autofunciones en la base de funciones de scar.
Un conjunto lo suficientemente grande de funciones de scar (4.4) define
una base en la que es posible calcular los autoestados de un sistema cao´ti-
co en un determinado rango de energ´ıa, resolviendo para ello la ecuacio´n de
Schro¨dinger (2.41). El problema es que esta base no es ortogonal. Adema´s, el
aumento exponencial con la energ´ıa del nu´mero de o´rbitas perio´dicas que hay
en un sistema cao´tico, hace que el nu´mero de funciones de scar que se pueden
construir sea muy superior a la dimensio´n del subespacio de Hilbert que se
pretende estudiar.
El problema anterior se puede resolver siguiendo el esp´ıritu de la Teor´ıa de
O´rbitas Cortas de E. G. Vergini [Ver 00, Ver 08], que demostro´ que las OPs
ma´s largas que aparecen en la fo´rmula de la traza de Gutzwiller [Gutz 90] (con-
tribuyendo, por tanto, a la creacio´n de las autofunciones) se pueden sustituir
por la interaccio´n de las OPs ma´s cortas. De esta forma, podemos construir
nuestra base seleccionando so´lo algunas de las funciones de scar llevando a cabo
un proceso de ortogonalizacio´n para que el taman˜o de la base sea del orden del
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nu´mero de autofunciones que se pretenden calcular1. Esto es posible porque,
aunque la dimensio´n del espacio de Hilbert de un sistema cerrado sea infinita,
la dimensio´n del subespacio definido por las autofunciones que se encuentran
en una ventana acotada de energ´ıa es siempre finita.
El me´todo que hemos desarrollado construye una base seleccionando algu-
nas funciones de scar de un conjunto sobrecompleto. Dicho me´todo se basa en
el me´todo de ortogonalizacio´n de Gram-Schmidt (MGS), por lo que lo hemos
denominado Me´todo de Gram-Schmidt Selectivo (MGSS). La diferencia entre
ambos me´todos es que el MGSS, al contrario que el MGS, construye una ba-
se teniendo en cuenta ciertas caracter´ısticas de las funciones de scar y de las
o´rbitas perio´dicas a lo largo de las cuales esta´n localizadas.
En la primera parte de este cap´ıtulo describimos el MGSS que hemos desa-
rrollado para construir nuestra base de funciones de scar. A continuacio´n, en
la seccio´n 5.2, presentamos la expresio´n semicla´sica [Ver 07] que aproxima las
intensidades de scar de las autofunciones. Finalmente, concluimos este cap´ıtulo
definiendo el ı´ndice de participacio´n.
5.1. Construccio´n de la base de funciones de
scar: el Me´todo de Gram-Schmidt Selec-
tivo
En la primera parte de esta seccio´n presentamos el MGS en el que se
fundamenta el MGSS desarrollado, que se describe en la seccio´n 5.1.2.
5.1.1. El proceso de ortogonalizacio´n de Gram-Schmidt
El me´todo de Gram-Schmidt describe un procedimiento para construir una
base de vectores ortonormales a partir de una base sobrecompleta de un de-
terminado espacio.
Dado un espacio de dimensio´n Nb y un conjunto de N ≥ Nb vectores
|ψ(0)j 〉Nj=1, de los cuales Nb son linealmente independientes pero no ortogonales,
el MGS construye la base ortonormal de vectores |ϕj〉Nbj=1 de la siguiente forma
[Lang 02]:
1. Se elige el vector |ψ(0)j1 〉 (uno cualquiera) como el primer elemento de
1Como se vera´ en la subseccio´n 5.1.2, el nu´mero de funciones de scar necesarias para
construir la base es en realidad ligeramente mayor que el nu´mero de autofunciones que se
calcula para minimizar los efectos de borde en la ventana de energ´ıa en la que se calculan
dichas autofunciones.
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la base y se normaliza
|ϕ1〉 =
|ψ(0)j1 〉
|ψ(0)j1 |
, (5.1)
donde el sub´ındice k en jk reordena las funciones de scar segu´n se van
seleccionando, de forma que la funcio´n |ψ(0)j1 〉 es la primera seleccionada,
|ψ(0)j2 〉 es la segunda, etc.
2.a Se calculan los vectores |ψ(1)j 〉j 6=j1 , que son iguales a la parte ortogonal
al vector |ϕ1〉 de los vectores |ψ(0)j 〉j 6=j1
|ψ(1)j 〉 = |ψ(0)j 〉 − 〈ϕ1|ψ(0)j 〉|ϕ1〉, j 6= j1. (5.2)
2.b Se elige el vector |ψ(1)j2 〉 como segundo elemento de la base y se nor-
maliza, de forma ana´loga a como se hizo en el paso 1
|ϕ2〉 =
|ψ(1)j2 〉
|ψ(1)j2 |
.
3.a Se calculan los vectores |ψ(2)j 〉j 6=j1,j2 , que son iguales a la parte orto-
gonal al vector |ϕ2〉 de los vectores |ψ(1)j 〉j 6=j1,j2 , sustituyendo en el paso
2 el vector |ϕ1〉 por |ϕ2〉 y las funciones |ψ(i)j 〉 por |ψ(i+1)j 〉
|ψ(2)j 〉 = |ψ(1)j 〉 − 〈ϕ2|ψ(1)j 〉|ϕ2〉, j 6= j1, j2. (5.3)
3.b El tercer elemento de la base viene dado por
|ϕ3〉 =
|ψ(2)j3 〉
|ψ(2)j3 |
.
El resto de los elementos de base se calcula de forma ana´loga. As´ı, los pasos
para elegir el n-e´simo elemento de la base y para calcular la parte ortogonal
de los vectores |ψ(n−1)j 〉 restantes a e´l son
n.a Una vez calculado el (n− 1)-e´simo elemento de la base, es necesario
calcular la parte ortogonal a e´l de los vectores |ψ(n−2)jn−1 〉
|ψ(n−1)j 〉 = |ψ(n−2)j 〉 − 〈ϕn−1|ψ(n−2)j 〉|ϕn−1〉, j 6= j1, j2, ..., jn−2.
n.b El n-e´simo vector de base se toma igual al vector |ψ(n−1)jn 〉 normali-
zado
|ϕn〉 =
|ψ(n−1)jn 〉
|ψ(n−1)jn |
, j 6= j1, j2, ..., jn−1.
El MGS continu´a con el proceso de ortogonalizacio´n hasta que la base tiene
el mismo taman˜o que la dimensio´n del espacio (en nuestro caso, Nb).
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5.1.2. El Me´todo de Gram-Schmidt Selectivo
En este apartado describimos el Me´todo de Gram-Schmidt Selectivo que
hemos desarrollado para elegir las funciones de scar con las que se construye
la base en la que se diagonaliza la matriz hamiltoniana. Este me´todo aplica
el algoritmo del MGS para construir una base ortonormal teniendo en cuenta,
adema´s, ciertos para´metros de las funciones de scar y de las OPs sobre las que
se localizan por medio del para´metro semicla´sico de seleccio´n, ηj, que describi-
mos a continuacio´n. En esta seccio´n, adema´s de explicar el MGSS desarrollado,
presentamos la representacio´n local en la que mostraremos los resultados ob-
tenidos.
El para´metro semicla´sico de seleccio´n
Como hemos visto en el apartado 5.1.1, el Me´todo de Gram-Schmidt es
un algoritmo que permite construir una base ortonormal de funciones. Desa-
fortunadamente, este me´todo no dice nada acerca de que´ funciones elegir a la
hora de construir la base. Por ejemplo, la ecuacio´n (5.1) nos dice que el primer
elemento de la base es el vector |ψ(0)j1 〉, pero bien podr´ıamos haber escogido
|ψ(0)j2 〉 o´ |ψ(0)j3 〉.
Este tipo de arbitrariedades se solventan estableciendo un criterio que
de´ prioridad a algunos vectores sobre otros. En nuestro caso, esto lo hemos
conseguido asociando un para´metro semicla´sico de seleccio´n ηj ∈ [0,∞) a ca-
da funcio´n de scar |ψ(0)j 〉. El para´metro ηj tiene unidades de tiempo y se define
como
ηj = ρj σjTjNsjNtj, (5.4)
donde ρj es la densidad media de estados cua´nticos del sistema a la energ´ıa
de cuantizacio´n Ej de la funcio´n de scar |ψ(0)j 〉, σj representa la dispersio´n
semicla´sica de la funcio´n de scar [ver ecuacio´n (??)], Tj es el periodo de la OP
cla´sica a lo largo de la cual se construye la funcio´n de onda, y Nsj y Ntj son
factores que tienen en cuenta la simetr´ıa espacial y la de reversio´n temporal de
la OP (para una explicacio´n ma´s detallada de estos dos u´ltimos para´metros,
ve´ase el apartado 2.7.2).
El para´metro semicla´sico ηj tiene dos partes: una parte semicla´sica (ρj σj),
que depende de la densidad cua´ntica de estados del sistema y de dispersio´n de
la funcio´n de scar |ψ(0)j 〉, y una parte cla´sica (TjNsjNtj), que nos da informacio´n
acerca de la longitud y simetr´ıa de la o´rbita.
La dispersio´n de la funcio´n de scar nos da una idea de lo localizada que
esta´ en el espectro. En el caso l´ımite en el que σj = 0, la funcio´n de scar
es tambie´n un autoestado del sistema. Como la densidad ρj da el nu´mero de
autofunciones que tiene un sistema por unidad de energ´ıa, el producto ρj σj
nos da una idea de cua´ntos autoestados hay en una dispersio´n de la funcio´n
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de scar. Por ello, cuanto menor sea este producto, sobre menos autofunciones
del sistema se proyectara´ la funcio´n de scar.
Por tanto, el para´metro ηj sera´ menor cuanto ma´s localizada este´ la funcio´n
de scar |ψ(0)j 〉 en el espectro y cuanto ma´s corta y sime´trica sea la o´rbita sobre
la que se localiza dicha funcio´n de scar.
Seleccio´n de las funciones de scar
Como hemos indicado ma´s arriba, el MGSS es una modificacio´n del MGS,
por lo que tambie´n construye una base ortonormal. No obstante, la importancia
de este me´todo no esta´ tanto en la construccio´n de esta base en s´ı misma
como en el hecho de que ofrece un criterio un´ıvoco a la hora de seleccionar un
conjunto de funciones de scar de una base sobrecompleta.
Supongamos que queremos calcular las autofunciones de un sistema cla´-
sicamente cao´tico en una ventana de energ´ıa, tal que las energ´ıas EN de las
autofunciones satisfagan
E− < EN < E+. (5.5)
Para ello, construimos en primer lugar todas las funciones de scar |ψ(0)j 〉
(que supondremos normalizadas) que tienen una energ´ıa de cuantizacio´n Ej
E− − 2σ¯ < Ej < E+ + 2σ¯, (5.6)
donde σ¯ es la aproximacio´n semicla´sica de la dispersio´n de las funciones de scar
a la energ´ıa E+ dada por la ecuacio´n (4.6). Calculamos las funciones de scar con
una energ´ıa que satisface la ecuacio´n (5.6) porque su baja dispersio´n hace que
las funciones con una energ´ıa menor (mayor) que E− (E+) sean pra´cticamente
ortogonales a las autofunciones que satisfacen la ecuacio´n (5.5), que son las
que queremos calcular. Adema´s, se construyen las funciones con una energ´ıa
ligeramente menor (mayor) que la energ´ıa de referencia E− (E+) para reducir
los efectos de borde sobre las autofunciones con energ´ıas pro´ximas a E− (E+).
Para dar prioridad a las funciones de scar con energ´ıas en el rango E− < Ej <
E+, el para´metro semicla´sico de seleccio´n asociado a las funciones de scar con
energ´ıas Ej < E− o Ej > E+ se calculara´ como
ηj = ρj TjNsjNtj
√
σ2j + ∆E2, (5.7)
donde ∆E = mı´n{E− − Ej, Ej − E+}.
El nu´mero de funciones de scar construidas debe ser mayor o igual que
Nb = Nsc(E+ + 2σ¯)−Nsc(E− − 2σ¯) + cbσ¯ρ, (5.8)
donde Nsc(E) es una aproximacio´n semicla´sica del nu´mero de estados que tiene
el sistema con una energ´ıa menor que E (ver ape´ndice B), cb es un para´metro
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cuyo valor depende del taman˜o de la ventana de energ´ıa (siendo menor cuanto
mayor sea la ventana) y ρ es la densidad de estados que se quieren calcular a
la energ´ıa E+ + 2σ¯ (ver ape´ndice B).
El taman˜o Nb de nuestra base es, por tanto, un poco mayor que el nu´mero
de autofunciones del sistema que tiene el sistema en la ventana de energ´ıa
(E− − 2σ¯, E+ + 2σ¯). Si el nu´mero de funciones de scar construidas es menor
que Nb, entonces es necesario construir funciones de scar a lo largo de ma´s OPs
hasta que se cumpla la ecuacio´n (5.8).
De todas estas funciones de scar, el me´todo selecciona algunas de ellas
construyendo para ello una base ortonormal auxiliar de funciones |ϕj〉 de la
siguiente manera:
1. La primera funcio´n de scar, |ψ1〉 = |ψ(0)j1 〉, y el primer elemento
de la base ortonormal, |ϕ1〉, se eligen iguales a aquella funcio´n de scar
que tiene el menor para´metro semicla´sico de seleccio´n ηj (de ahora en
adelante, consideraremos que j = 1, ..., N)
|ϕ1〉 = |ψ(0)j1 〉, (5.9)
con
1
ηj1
= ma´x
{
1
ηj
}
. (5.10)
2.a Calculamos la parte ortogonal de las funciones de scar restantes a la
funcio´n |ϕ1〉 aplicando la ecuacio´n (5.2) del Me´todo de Gram-Schmidt
tradicional
|ψ(1)j 〉 = |ψ(0)j 〉 − 〈ϕ1|ψ(0)j 〉|ϕ1〉, j 6= j1. (5.11)
2.b El segundo elemento de la base ortonormal |ϕ2〉 se selecciona como
|ϕ2〉 =
|ψ(1)j2 〉
|ψ(1)j2 |
, (5.12)
donde
|ψ(1)j2 |2
ηj2
= ma´x
{
|ψ(1)j |2
ηj
}
j 6=j1
. (5.13)
La segunda funcio´n de scar seleccionada para construir la base se
toma igual a la funcio´n de scar original |ψ2〉 = |ψ(0)j2 〉 [sin llevar a cabo la
ortogonalizacio´n dada por la ecuacio´n (5.11)].
Tras la ortogonalizacio´n (5.11), las funciones de scar |ψ(1)j 〉j 6=k1 no esta´n
normalizadas a uno. Cuanto ma´s similar sea la funcio´n |ψ(0)j 〉j 6=j1 a |ϕ1〉,
menor sera´ la norma de la funcio´n |ψ(1)j |j 6=k1 de la ecuacio´n (5.11). Por
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el contrario, si |ψ(0)j 〉j 6=k1 es ortogonal a |ϕ1〉, la norma |ψ(1)j 〉j 6=k1 es igual
a uno. Al elegir |ψ(0)j2 〉 en funcio´n del valor del cociente |ϕ2|2/ηj2 estamos
haciendo dos cosas. Por un lado, estamos teniendo en cuenta lo localizada
que esta´ en energ´ıa la funcio´n |ψ(0)j2 〉 (a trave´s de σj), y si esta´ construida
a lo largo de una OP corta (por medio de Tj). Por otro, al tener en cuenta
el valor de la norma |ϕj2| estamos teniendo en cuenta lo diferente que es
la funcio´n |ϕ2〉 de la funcio´n |ϕ1〉.
3.a Calculamos la parte ortogonal de las funciones restantes
|ψ(1)j 〉j 6=j1,j2 a |ϕ2〉 sustituyendo |ψ(i)j 〉 por |ψ(i+1)j 〉 y |ϕ1〉 por |ϕ2〉 en la
ecuacio´n (5.11)
|ψ(2)j 〉 = |ψ(1)j 〉 − 〈ϕ2|ψ(1)j 〉|ϕ2〉, j 6= j1, j2. (5.14)
3.b El tercer elemento de la base |ϕ3〉 viene dado por
|ϕ3〉 =
|ψ(2)j3 〉
|ψ(2)j3 |
, (5.15)
donde
|ψ(2)j3 |2
ηj3
= ma´x
{
|ψ(2)j |2
ηj
}
j 6=j1,j2
. (5.16)
La tercera funcio´n de scar seleccionada, |ψ3〉 = |ψ(0)j3 〉, se toma igual
a la funcio´n de scar |ψ(0)j3 〉 original.
En general, el elemento |ϕn〉 (con n ≥ 3) de la base se calcula como en los
pasos 2 y 3:
n.a Se calcula la parte ortogonal de las funciones |ψ(n−2)jn 〉 a la funcio´n
|ϕn−1〉
|ψ(n−1)j 〉 = |ψ(n−1)j 〉 − 〈ϕn−1|ψ(n−2)j 〉|ϕn−1〉, j 6= j1, j2, ..., jn−2. (5.17)
n.b La n-e´sima funcio´n de scar |ψn〉 = |ψ(0)jn 〉 y el n-e´simo elemento de la
base ortonormal |ϕn〉 seleccionados vienen dados por
|ϕn〉 =
|ψ(n−1)jn 〉
|ψ(n−1)jn |
, (5.18)
donde
|ψ(n−1)jn |2
ηjn
= ma´x
{
|ψ(n−1)j |2
ηj
}
j 6=j1,j2,...,jn−1
. (5.19)
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El MGSS se aplica hasta que el nu´mero de elementos de la base satisface
la ecuacio´n (5.8). Entonces, se calcula la matriz hamiltoniana en la base de
funciones de scar |ψ〉 o en la base ortonormal de funciones |ϕ〉 que se cons-
truye al aplicar el MGSS utilizado para seleccionar las funciones de scar y se
diagonaliza utilizando rutinas esta´ndar [NR 96]. Los resultados obtenidos con
ambas bases son cuantitativamente similares, ya que ambas definen el mismo
subespacio de Hilbert.
En ocasiones, el hecho de que el nu´mero inicial de funciones de scar sea
mayor que Nb dado por la ecuacio´n (5.8) no implica que el taman˜o de la base
alcance el valor deseado, Nb. Esto se debe a que muchas de las funciones de
scar son linealmente dependientes, por lo que al llevar a cabo el proceso de
ortogonalizacio´n su norma se hace cero. En este caso, es necesario incluir ma´s
o´rbitas perio´dicas hasta satisfacer la ecuacio´n (5.8).
Adema´s, el hecho de que la base sea del taman˜o Nb prescrito por el me´todo
no implica que todas las autofunciones calculadas este´n adecuadamente con-
vergidas siempre. No obstante, tal y como veremos ma´s adelante, midiendo la
dispersio´n de las autofunciones del sistema podemos calcular el error de las
mismas, as´ı como el de sus autoenerg´ıas. Para reducir este error, es necesario
incluir ma´s o´rbitas perio´dicas hasta que alcance el valor deseado. Este tema se
aborda con ma´s detalle en el cap´ıtulo 6.
Cuando en la ecuacio´n (5.5) tomamos E− igual al valor mı´nimo que to-
ma el potencial del sistema, el MGSS calcula todas las autofunciones con una
energ´ıa EN < E+. En esa situacio´n, el MGSS construye una base cuyo taman˜o
es del mismo orden de magnitud que el nu´mero de autofunciones que se quie-
ren calcular. El MGSS permite tambie´n el ca´lculo de estados muy excitados
tomando E− 6= 0 en la ventana de energ´ıa (5.5); en este caso, el taman˜o de la
base depende del de la ventana considerada, aunque hemos comprobado que
cuando la ventana es grande la base es del mismo orden de magnitud que el
nu´mero de autofunciones que se quieren calcular.
La representacio´n local de las autofunciones
Cuando se diagonaliza la matriz hamiltoniana usando la base de funciones
de scar |ψ〉 ≡ |ψ(0)〉, la autofuncio´n |N〉 viene dada por
|N〉 =
Nb∑
j=1
Cj|ψj〉, (5.20)
donde los coeficientes Cj son iguales a
Cj = 〈ψj|N〉. (5.21)
El problema de esta base es que no es ortogonal, por lo que no nos permite
calcular el ı´ndice de participacio´n de cada autofuncio´n, que es un para´metro de
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gran intere´s, ya que proporciona informacio´n acerca del nu´mero de elementos
de base que se necesitan para reconstruir una autofuncio´n. Adema´s, el ı´ndice
de participacio´n medio nos va a permitir comparar la bondad de la base de
funciones de scar con la de otras bases. El ı´ndice de participacio´n, comu´nmen-
te conocido por sus siglas en ingle´s “PR” (Participation Ratio), s´ı se puede
calcular, por el contrario, en la base ortonormal de funciones |ϕj〉, en la que
viene dado por
PR =
〈∑Nbj=1 C˜2j 〉
〈∑Nbj=1 C˜4j 〉 , (5.22)
donde 〈 〉 representa el valor medio y C˜j son los coeficientes del autoestado
N en la base de funciones {ϕj}Nbj=1
|N〉 =
Nb∑
j=1
〈ϕj|N〉|ϕj〉 =
Nb∑
j=1
C˜j|ϕj〉, (5.23)
y las funciones de la base ortonormal
|ϕj〉 = Nj[|ψ(0)jj 〉 −
j−1∑
n=1
〈ϕn−1|ψ(0)jj 〉|ϕn−1〉], (5.24)
donde Nj es un factor de normalizacio´n. El problema de esta base es que no
nos permite identificar de forma directa cua´nto contribuye cada funcio´n de
scar a la formacio´n de un autoestado, ya que de todas las funciones |ϕ〉 so´lo
la funcio´n |ϕ1〉 es una funcio´n de scar (todas las dema´s son combinaciones de
funciones de scar).
Por tanto, aunque tanto la base de funciones de scar |ψ〉 como la base or-
tonormal |ϕ〉 resultan adecuadas para calcular las autofunciones de un sistema
cao´tico, ninguna de ellas son tan u´tiles a la hora de analizar la contribucio´n de
las funciones de scar, i.e. OPs, a la formacio´n de cada autoestado. Para presen-
tar los resultados que hemos obtenido, hemos decidido combinar las funciones
de scar de una forma distinta a como se combinan al aplicar el MGSS, dando
lugar a la llamada representacio´n local, que combina de una forma distinta las
funciones de scar con las que se reconstruye cada autofuncio´n del sistema. Esta
representacio´n tiene unas propiedades estad´ısticas similares a las de la base de
funciones de scar y a las de la base ortonormal que construye el MGSS, pero
permite estudiar el feno´meno de scarring de una forma ma´s directa y simple.
La autofuncio´n |N〉 viene dada en esta representacio´n por
|N〉 =
Nb∑
j=1
CNj|ϕlocj 〉, j = 1, 2, ..., Nb, (5.25)
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donde los elementos de la base |ϕlocj 〉 se calculan usando el proceso de ortogo-
nalizacio´n de Gram-Schmidt descrito en el apartado 5.1.1 pero, en lugar de
llevarlo a cabo en funcio´n del valor del para´metro semicla´sico de seleccio´n ηj
como hicimos para construir la base global, lo realizamos en funcio´n de las
intensidades de scar x
(n)
j de cada uno de los autoestados, que se definen como
x
(n)
j = |〈ψ(n)j |N〉|2. (5.26)
Los elementos de la representacio´n local |ϕlocj 〉 se calculan siguiendo el si-
guiente algoritmo:
1o La o´rbita perio´dica que ma´s contribuye a la creacio´n de la autofuncio´n
|N〉 es fa´cil de identificar, y es aque´lla sobre la que se localiza la funcio´n
de scar dada por
|ϕloc1 〉 = |ψ(0)j1 〉, (5.27)
donde
x1 ≡ x(0)j1 = ma´x{x(0)j }, (5.28)
viene dado por la ecuacio´n (5.46).
2o Como las funciones de scar no son ortogonales, para identificar cua´l
es la segunda funcio´n de scar sobre la que ma´s se proyecta el autoestado
|N〉, es necesario calcular la parte ortogonal a la funcio´n |ϕloc1 〉 de las
funciones |ψ(0)j 〉
|ψ(1)j 〉 = |ψ(0)j 〉 − 〈ϕloc1 |ψ(0)j 〉|ϕloc1 〉, j 6= j1. (5.29)
Una vez hecho esto, la segunda o´rbita perio´dica que ma´s contribuye a
la formacio´n del autoestado |N〉 es aque´lla sobre la que se localiza la
funcio´n de scar |ϕloc2 〉 que satisface
|ϕloc2 〉 =
|ψ(1)j2 〉
|ψ(1)j2 |
, (5.30)
con
x2 ≡ x(1)j2 = ma´x{x(1)j / j 6= j1}. (5.31)
x1+x2 es la fraccio´n del autoestado N que se proyecta sobre el subespacio
subtendido por las funciones |ϕloc1 〉 y |ϕloc2 〉, que coincide con el espacio
subtendido por las funciones |ψ(0)j1 〉 y |ψ(0)j2 〉.
3o Para ver cua´l es la tercera o´rbita perio´dica que ma´s contribuye al
autoestado, tenemos que ortogonalizar todas las funciones de base a la
funcio´n |ϕloc2 〉
|ψ(2)j 〉 = |ψ(1)j 〉 − 〈ϕloc2 |ψ(1)j 〉|ϕloc2 〉, j 6= j1, j2 (5.32)
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y ver cua´l es la funcio´n con la tercera mayor intensidad de scar
|ϕloc3 〉 =
|ψ(2)j3 〉
|ψ(2)j3 |
, (5.33)
con
x3 ≡ x(2)j3 = ma´x{x(2)j / j 6= j1, j2}. (5.34)
no En general, la n-e´sima funcio´n de base se obtiene ortogonalizando las
funciones |ψ(n−2)j 〉 a la funcio´n de base |ϕlocn−1〉
|ψ(n−1)j 〉 = |ψ(n−2)j 〉 − 〈ϕlocn−1|ψ(n−2)j 〉|ϕlocn−1〉, j 6= j1, j2, ..., jn−1 (5.35)
e identificando cua´l es la mayor intensidad de scar xn
|ϕlocn 〉 =
|ψ(n−1)jn 〉
|ψ(n−1)jn |
, (5.36)
con
xn ≡ x(n−1)jn = ma´x{x(n−1)j / j 6= j1, j2, ..., jn−1}. (5.37)
La suma de las primeras n intensidades,
∑n
j=1 xj, representa la fraccio´n
del autoestado |N〉 que se proyecta sobre el subespacio subtendido por las
funciones |ϕloc1 〉, |ϕloc2 〉, ..., |ϕlocn 〉 (y por las funciones |ψ(0)j1 〉, |ψ(0)j2 〉, ..., |ψ(0)jn 〉).
5.2. Ca´lculo semicla´sico de las intensidades de
scar
Para el ca´lculo semicla´sico de las intensidades de scar, supongamos que su
valor medio sigue una distribucio´n de probabilidad gaussiana [Ver 07]. Defi-
niendo una nueva variable adimensional
 = (E − EN)ρ, (5.38)
el valor medio de las intensidades de scar I¯Nj viene dado por
I¯() =
exp[−2/2σ¯2r ]√
2pi σ¯r
(5.39)
donde
σ¯r = σ¯ρ (5.40)
da el valor medio de autoenerg´ıas contenidas en una dispersio´n σ¯ de las funcio-
nes de scar, aproximada semicla´sicamente por la ecuacio´n (4.6). La ecuacio´n
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(5.39) es va´lida en el rango de valores −N /2 <  < N /2, donde N represen-
ta el nu´mero de intensidades de scar. El valor de N es arbitrario, y la u´nica
condicio´n que debe cumplir es que N > σ¯r|ln~|.
En sistemas cao´ticos con simetr´ıa de reversio´n temporal, las intensidades
de scar Ij fluctu´an en torno al valor medio I¯() siguiendo una distribucio´n
chi-cuadrado de un grado de libertad [Por 56]
p(, I) =
χ[I/I¯()]
N I¯() . (5.41)
La probabilidad de que a la energ´ıa reducida  la intensidad de scar sea
inferior que I (probabilidad acumulada) viene dada por
F(I) = 1−
√
2/piae−a/2(1− a−1 + 3a−2 + ...), (5.42)
donde a = I/I¯(). La distribucio´n (5.42) se puede promediar para obtener una
distribucio´n F (I) =
∫ N/2
−N/2 F(I)d independiente de . Esta u´tima integral se
puede calcular como una suma de integrales gaussianas haciendo la expansio´n
e−a/2 = e−ye−y
2/2σ¯2r (1− y4/8σ¯4r + ...), con y ≡
√
pi/2σ¯rI. Se obtiene entonces
F (I) = 1−
√
2σ¯r
N
e−y
y
(
1− 9
8y
+
305
128y2
+ ...
)
. (5.43)
Podemos considerar la funcio´n F (I) como la distribucio´n de probabilidad
acumulada de N variables (intensidades) aleatorias independientes
I1, I2, . . . , IN , con Ij ∈ [0,∞). Llamemos x1 al mayor valor de las variables
Ij, x2 al segundo, etc. Integrando en las dema´s variables, se puede demostrar
que la densidad de probabilidad de la funcio´n xj viene dada por
p(xj) =
N !f(xj)F (xj)N !−1[1− F (xj)]j−1
(N !− 1)!(j − 1)! , (5.44)
donde f(x) representa la densidad de probabilidad de las variables Ij.
El valor medio de la variable xj viene dado en primera aproximacio´n por 1−
F (xj) = j/N . Para calcular el valor medio x¯j de forma ma´s exacta, definimos
una variable aleatoria zj a trave´s de la ecuacio´n
1− F (xj) = e−zj(j/N ). (5.45)
Insertando la ecuacio´n (5.43) en (5.45) se obtiene finalmente que, para αj > 1,
el valor medio de las intensidades xj es
x¯j ≡ 1
σ¯r
√
2
pi
y¯j ≈ 1
σ¯r
√
2
pi
[αj − ln(αj + 9/8) + bj + b2j/2], (5.46)
donde αj ≡ z¯j + ln(
√
2σ¯r/j) y bj ≡ ln(αj + 287/128)/(αj + 17/8), siendo z¯j el
valor medio2 de la variable zj definida por la ecuacio´n (5.45).
2Los dos primeros valores medios de la variable zj son z¯1 ≈ 0,577 y z¯2 ≈ 13/48.
The deepest sin against the human mind
is to believe things without evidence.
Science is simply common sense at its best
— that is, rigidly accurate in observation,
and merciless to fallacy in logic.
Evolution and Ethics
T. H. Huxley (1825-1895)
Cap´ıtulo 6
Ca´lculo de las autofunciones del
oscilador cua´rtico en una base
de funciones de scar
Como hemos visto en el cap´ıtulo 5 , el Me´todo de Gram-Schmidt selectivo
nos permite construir una base de funciones de scar en la que diagonalizar la
matriz hamiltoniana. En este cap´ıtulo, presentamos los resultados obtenidos
al utilizar la base anterior para calcular las autofunciones del oscilador cua´rti-
co dado por la ecuacio´n (3.15). Con la base construida, hemos calculado los
primeros ∼ 2400 autoestados del sistema con la misma precisio´n que ofrecen
otros me´todos descritos en la literatura. Para aplicar el MGSS, hemos tomado
las siguientes energ´ıas de corte: E+A1 = 135, E+A2 = 150, E+B1 = 140, E+B2 = 140 yE+E = 82. Adema´s, hemos fijado E−χ = 0 y cb = 4 en todos los casos. Con ello,
hemos calculado todas las autofunciones asociadas a cada una de las RIs, χ,
del sistema con una energ´ıa menor o igual que E+χ . Hemos comprobado nume´ri-
camente, adema´s, que el valor de cb seleccionado es adecuado a las energ´ıas
consideradas para ventanas de energ´ıa de taman˜o E+ − E− ≥ 10. Con los
para´metros anteriores, el MGSS construye la base en la que se calculan las
autofunciones de cada representacio´n irreducible a partir de ∼ 400 funciones
de scar seleccionadas automa´ticamente del total de ∼ 1000 funciones de scar
adecuadamente simetrizadas; estas funciones simetrizadas se han construido a
lo largo de las 18 OPs ma´s cortas y sime´tricas del sistema (ver figura 3.3), y
son las funciones con una energ´ıa de cuantizacio´n menor o igual que la energ´ıa
E++2σ, siendo σ(135) ≈ 0,0724. En la seccio´n 6.1 mostramos algunos ejemplos
de la reconstruccio´n de las autofunciones del sistema usando la representacio´n
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local descrita en la seccio´n 5.1.2. En el apartado 6.2 comparamos los resultados
nume´ricos que hemos obtenido con la expresio´n semicla´sica de las intensidades
de scar descrita en la seccio´n 5.2. En la seccio´n 6.3 mostramos el valor del PR
de la representacio´n local y lo comparamos con el que dan otras bases. En la
seccio´n 6.4 mostramos la dispersio´n de las autofunciones en la representacio´n
local. En el punto 6.5 damos un par de expresiones heur´ısticas que permiten
estimar el error en energ´ıa y del solapamiento de los autoestados calculados
usando la base de funciones de scar. Este cap´ıtulo concluye con el apartado 6.6,
en el que calculamos las autofunciones del oscilador cua´rtico en una ventana
de energ´ıa usando el me´todo desarrollado.
6.1. Estructura de las autofunciones del osci-
lador cua´rtico en una base de funciones
de scar
En esta seccio´n mostramos algunos ejemplos de la estructura de las au-
tofunciones del oscilador cua´rtico en la base de funciones de scar usando la
representacio´n local. En las figuras 6.1–6.5 mostramos la energ´ıa de las prime-
ras autofunciones y de las funciones de scar utilizadas para su ca´lculo hasta
la energ´ıa E = 100 para las RIs unidimensionales y E = 80 para la RI bi-
dimensional. A la izquierda de estas figuras, hemos representado con l´ıneas
rojas la energ´ıa de las autofunciones, |N〉χ, de cada una de las RIs del sistema;
las restantes columnas muestran con l´ıneas negras las energ´ıas de cuantiza-
cio´n de Bohr-Sommerfeld (4.8) de las funciones de scar, |OP, n〉χ, construidas
a lo largo de cada una de las OPs de la figura 3.3 con el nu´mero cua´ntico
n. La energ´ıa de las funciones de scar que utiliza el MGSS para construir la
base se han indicado con l´ınea gruesa azul. En estas figuras, hemos escalado
la energ´ıa eleva´ndola a 3/4 para que las energ´ıas de BS este´n equiespaciadas
[cf. Ec. (4.8)]. Como se puede apreciar, las OPs 1 y 3 no aparecen en todas las
RIs, ya que no cumple las condiciones de simetr´ıa de algunas de ellas, como
vimos en el apartado 4.2.1. Adema´s, para la reconstruccio´n de las autofuncio-
nes E1 hemos incluido las 15 primeras OPs de la figura 3.3 y las OPs 2, 4,
10, 11, 12, 13, 14 y 15 giradas 90o, que se han indicado con el s´ımbolo ∼. Las
funciones de scar utilizadas para reconstruir las autofunciones |N〉E2 se pueden
deducir fa´cilmente a partir de la figura 6.5 sin ma´s que girarlas 90o. Como se
puede ver en la figuras 6.1–6.5, el MGSS construye la base para calcular las
autofunciones usando la mayor´ıa de las funciones de scar consruidas a lo largo
de las OPs 2 y 4 de la figura 3.3. El motivo por el que elige estas funciones de
scar y no otras se debe que estas o´rbitas son muy poco inestables (tienen un
ı´ndice de estabilidad muy bajo), lo que implica que el scarring sea muy grande
a lo largo de ellas [Kap 99], por lo que tanto su dispersio´n como el para´metro
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Figura 6.1: Energ´ıa de las autofunciones y de las funciones de scar A1. Columna de la
izquierda (l´ıneas rojas): autoenerg´ıas A1. Columnas restantes: energ´ıas de cuantizacio´n de
Bohr-Sommerfeld asociadas a las o´rbitas perio´dicas representadas en la figura 3.3, con n ≥ 0
(l´ıneas negras). En azul, energ´ıas de las funciones de scar elegidas por el Me´todo de Gram-
Schmidt selectivo para construir la base en la que se calculan las autofunciones. Todas las
energ´ıas han sido escaladas eleva´ndolas a 3/4.
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Figura 6.2: I´dem a la figura 6.1 para la representacio´n irreducible A2.
semicla´sico de seleccio´n ηj toman valores muy pequen˜os. Las funciones de scar
|1, n〉χ (con χ = A1, B1, E) tienen tambie´n una dispersio´n muy pequen˜a, pero
muy pocas de ellas son seleccionadas para construir la base. Este hecho se debe
a que estas funciones de scar tienen una dispersio´n ligeramente mayor que las
funciones |2, n〉χ y un gran solapamiento con ellas a las energ´ıas consideradas.
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Figura 6.3: I´dem a la figura 6.1 para la representacio´n irreducible B1.
Por ello, cuando el MGSS selecciona la funcio´n de scar |2, n〉χ y se lleva a
cabo el proceso de ortogonalizacio´n descrito en el apartado 5.1.2, la norma
de |1, n〉χ se hace muy pequen˜a, lo que hace que sea muy improbable que la
funcio´n sea seleccionada en el siguiente paso del me´todo para construir la base.
En todas las RIs, el nu´mero de funciones de scar seleccionadas aumenta con
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Figura 6.4: I´dem a la figura 6.1 para la representacio´n irreducible B2.
la energ´ıa. As´ı, para la RI A1 tenemos hasta E = 20 una funcio´n de scar en
el entorno de cada autoenerg´ıa, dos funciones de scar entre E = 20 y E = 25,
tres entre E = 30 y E = 35, etc. Este es un hecho muy importante, ya que las
autofunciones se reconstruyen, fundamentalmente, con las funciones de scar
que tienen energ´ıas de BS pro´ximas a las correspondientes autoenerg´ıas. En
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Figura 6.5: Energ´ıa de las autofunciones y de las funciones de scar E1. Columna de la
izquierda (l´ıneas rojas): autoenerg´ıas E1. Columnas restantes: energ´ıas de cuantizacio´n de
Bohr-Sommerfeld asociadas a las o´rbitas perio´dicas representadas en la figura 3.3, con n ≥ 0
(l´ıneas negras); las o´rbitas con una pestan˜a se han girado 90 o. En azul, energ´ıas de las
funciones de scar elegidas por el Me´todo de Gram-Schmidt selectivo para construir la base
en la que se calculan las autofunciones. Todas las energ´ıas han sido escaladas eleva´ndolas
a 3/4.
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las tablas 6.1-6.9 mostramos la estructura de las autofunciones del oscilador
cua´rtico en la base de scar. La primera columna de estas tablas muestra el
nu´mero de la autofuncio´n |N〉χ; la segunda, el PR de cada autofuncio´n. El
PR es un para´metro de gran importancia, ya que da una idea aproximada de
cua´ntas funciones hacen falta para reconstruir cada autofuncio´n y, por tanto,
del nu´mero de o´rbitas perio´dicas que dan lugar a su formacio´n. Por ello, el
PR nos permitira´ comparar la bondad de la representacio´n local construida
a partir de funciones de scar con otras bases. El resto de las columnas de las
tablas 6.1-6.9 muestra la estructura de cada autofuncio´n en la base de funcio-
nes de scar |OP, n〉χ, por medio de la o´rbita perio´dica en la que se localiza la
funcio´n de scar con el nu´mero cua´ntico n y del porcentaje de la autofuncio´n
que se reconstruye, Σ, al usar esa funcio´n de scar y todas las funciones de scar
que la preceden en la tabla. Las tablas 6.1-6.5 muestran que´ funciones de scar
se eligen para reconstruir las autofunciones A1 representadas en las figuras
6.6–6.11. Estas autofunciones pertenecen a tres rangos de energ´ıa distintos,
correspondientes a los siguientes nu´meros cua´nticos. En la tabla 6.1 presenta-
mos la estructura de las autofunciones |N〉A1 , con 150 ≤ N ≤ 179, que tienen
una energ´ıa 66,454 ≤ E ≤ 74,986; estas funciones se muestran en las figuras
6.6 y 6.7. En las tablas 6.2 y 6.3 se muestra la estructura de las autofunciones
con una energ´ıa 94,716 ≤ E ≤ 102,074, correspondientes a 250 ≤ N ≤ 279, las
cuales se han representado en las figuras 6.8 y 6.9. Finalmente, en las tablas
6.4 y 6.5 mostramos la estructura de las autofunciones con 350 ≤ N ≤ 379
de las figuras 6.10 y 6.11, que tienen una energ´ıa 119,659 ≤ E ≤ 126,245.
La estructura de las autofunciones con 250 ≤ N ≤ 264 de las dema´s repre-
sentaciones irreducibles (A2, B1, B2 y E1) en la representacio´n local aparece
en las tablas 6.6-6.9. Estas u´ltimas autofunciones se han representado en la
figuras 6.12–6.15. En las tablas 6.1-6.9 so´lo hemos incluido las funciones ne-
cesarias para reconstruir al menos un 85,0 % de la autofuncio´n, aunque con
la representacio´n local, al igual que con la de funciones de scar originales o
con las funciones de base ortonormales que calcula el MGSS, somos capaces de
reconstruir la autofuncio´n con el mismo nivel de precisio´n que el dado por la
base de funciones de oscilador (cf. Sec. 3.1.2). Veamos a continuacio´n algunos
ejemplos.
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|150〉A1 |151〉A1 |152〉A1
|153〉A1 |154〉A1 |155〉A1
|156〉A1 |157〉A1 |158〉A1
|159〉A1 |160〉A1 |161〉A1
|162〉A1 |163〉A1 |164〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.6: I´dem a la figura 3.4 para las autofunciones |150〉A1 a |164〉A1 .
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|165〉A1 |166〉A1 |167〉A1
|168〉A1 |169〉A1 |170〉A1
|171〉A1 |172〉A1 |173〉A1
|174〉A1 |175〉A1 |176〉A1
|177〉A1 |178〉A1 |179〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.7: I´dem a la figura 3.4 para las autofunciones |165〉A1 a |179〉A1 .
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Tabla 6.1: Estructura de las autofunciones |150〉A1 a |169〉A1 del oscilador cua´rtico en la
base de funciones de scar |OP, n〉A1 . N es el nu´mero de la autofuncio´n, PR es el ı´ndice de
participacio´n, OP es la o´rbita perio´dica sobre la que se construye la funcio´n de scar con n
excitaciones y Σi es el porcentaje de la autofuncio´n reconstruida al combinar las funciones
de scar |OP1, n1〉A1 , |OP2, n2〉A1 , |OP3, n3〉A1 , . . . , |OPi−1, ni−1〉A1 , |OPi, ni〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11
150 4.74
12, 23, 38.1 4, 46, 51.1 3, 15, 64.8 10, 38, 76.2
2, 39, 87.9
151 1.16 2, 39, 92.9
152 8.80
9, 39, 22.0 17, 29, 36.7 4, 47, 48.6 10, 38, 60.3
10, 39, 65.3 2, 39, 69.1 3, 15, 72.1 12, 23, 77.0
4, 46, 82.4 16, 31, 86.3
153 4.32 4, 47, 32.8 12, 23, 62.5 16, 31, 77.4 17, 29, 88.4
154 3.62 17, 29, 40.1 9, 39, 69.4 4, 47, 84.2 6, 23, 91.2
155 5.67
16, 31, 35.3 4, 47, 51.7 10, 39, 61.4 17, 29, 67.8
4, 48, 72.5 9, 39, 75.5 6, 23, 6.5 2, 39, 77.2
10, 38, 79.8 12,23,81.2 3, 15, 88.2
156 5.01
16, 31, 37.9 10, 39, 57.5 9, 39, 63.7 4, 47, 70.9
4, 48, 74.7 17, 29, 76.9 12, 23, 80.3 6, 23, 83.3
3, 15, 85.1
157 3.25
6, 23, 52.1 10, 39, 64.9 2, 40, 76.6 4, 48, 81.7
16, 31, 86.0
158 2.60 2,40,52.8 10,39,79.5 6,23,98.2
159 2.70 10,39,58.2 6,23,71.0 2,40,82.6 9,39,85.9
160 2.24 4,48,61.9 9,40,86.8
161 3.01 9,40,51.4 4,48,75.0 12,24,83.0 2,40,90.2
162 3.88
12,24,45.6 4,49,65.2 16,32,70.8 4,48,75.2
9,40,79.7 3,16,84.2 5,10,86.8
163 3.78
10,40,44.8 4,49,65.8 12,24,76.2 2,41,83.6
16,32,86.2
164 1.45 16,32,82.6 4,49,89.8
165 1.26 2,41,88.6
166 3.58
10,40,46.3 3,16,67.6 4,49,77.8 12,24,83.4
16,32,89.5
167 4.61
5,10,28.0 4,49,58.3 9,41,78.8 3,16,81.5
6,24,83.7 7,18,86.7
168 2.52 3,16,59.3 4,49,75.1 5,10,88.5
169 3.25
9,41,52.3 5,10,61.3 6,24,69.0 7,18,79.4
16,32, 86.9
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Tabla 6.2: I´dem a la tabla 6.1 para las autofunciones |170〉A1 a |179〉A1 y |250〉A1 a |264〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9
170 3.13 6,24,47.4 7,18,76.0 3,16,85.3
171 3.39
10,41,50.5 4,50,62.9 2,42,75.2 16,33,82.1
6,24,85.9
172 2.05 7,18,68.5 16,33,74.7 17,31,82.5 10,41,89.7
173 1.11 2,42,95.0
174 2.27 16,33,64.3 4,50,74.0 6,24,84.5 17,31,91.1
175 5.50
10,41,27.9 4,50,47.9 7,18,67.4 6,24,80.6
3,16,88.7
176 3.82
17,31,45.8 4,51,61.6 7,18,72.9 9,42,82.9
4,50,87.4
177 2.88 9,42,49.5 16,33,79.4 17,31,89.5
178 1.81 4,51,73.7 17,31,82.6 7,18,85.4
179 5.45
10,42,37.1 8,25,42.3 15,38,48.3 2,43,53.8
9,43,67.1 6,25,70.4 4,52,74.7 17,32,85.9
250 3.83
16, 40, 46.7 12, 30, 63.3 9, 51, 70.5 17, 37, 75.2
7, 22, 78.8 2, 51, 82.3 1, 51, 85.6
251 1.80 7, 22, 74.0 12, 30, 79.7 9, 51, 83.5 14, 47, 86.7
252 2.30
9, 51, 65.0 3, 20, 72.8 16, 40, 76.7 12, 30, 80.3
13, 34, 83.2 17, 37, 85.5
253 5.17
4, 62, 27.6 3, 20, 52.5 13, 34, 73.4 7, 22, 82.2
9, 51, 86.9
254 6.84
13, 34, 28.5 3, 20, 38.9 1, 52, 46.6 2, 52, 62.7
9, 51, 71.2 14, 48, 78.5 6, 30, 86.3
255 6.52
1, 52, 26.1 4, 62, 43.9 14, 48, 61.0 3, 20, 72.3
13, 34, 78.9 7, 22, 85.7
256 2.44 2, 52, 62.3 4, 62, 70.5 13, 34, 78.3 1, 52, 86.2
257 9.81
2, 52, 15.6 3, 20, 31.4 14, 48, 41.0 6, 30, 49.0
13, 34, 55.8 1, 52, 62.4 9, 51, 77.3 16, 40, 82.4
7, 22, 85.7
258 1.97 6, 30, 70.2 3, 20, 78.6 13, 34, 85.2
259 2.10 14, 48, 67.6 4, 62, 75.5 3, 20, 83.2 6, 30, 89.5
260 3.56
9, 52, 49.7 14, 48, 58.3 15, 46, 68.4 6, 30, 76.6
4, 63, 82.8 12, 31, 88.1
261 3.67
12, 31, 39.9 4, 63, 72.3 9, 52, 79.6 17, 39, 83.8
6, 30, 85.6
262 3.79
9, 52, 33.5 15, 46, 71.1 4, 63, 78.2 14, 48, 82.6
13, 34, 84.4 6, 30, 85.9
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|250〉A1 |251〉A1 |252〉A1
|253〉A1 |254〉A1 |255〉A1
|256〉A1 |257〉A1 |258〉A1
|259〉A1 |260〉A1 |261〉A1
|262〉A1 |263〉A1 |264〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.8: I´dem a la figura 3.4 para las autofunciones |250〉A1 a |264〉A1 .
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Tabla 6.3: I´dem a la tabla 6.1 para las autofunciones |263〉A1 a |279〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14 OP15, n15, Σ15 OP16, n16, Σ16
OP17, n17, Σ17 OP18, n18, Σ18 OP19, n19, Σ19 OP20, n20, Σ20
263 16.9
15, 46, 10.1 14, 48, 15.2 12, 31, 17.3 2, 53, 17.9
1, 53, 23.3 9, 52, 35.4 10, 52, 43.4 9, 53, 50.6
17, 39, 58.8 13, 34, 62.4 1, 52, 66.3 6, 30, 71.0
4, 62, 73.4 7, 22, 75.8 8, 31, 77.6 5, 13, 78.7
16, 40, 79.8 2, 54, 80.7 2, 52, 81.5 9, 51, 85.9
264 3.24 4, 63, 50.9 12, 31, 69.4 1, 53, 77.3 2, 53, 85.3
265 1.30 1, 53, 87.7
266 3.20 10, 52, 45.2 17, 39, 76.6 9, 53, 86.0
267 8.05
17, 39, 20.7 9, 53, 33.8 10, 52, 52.7 4, 64, 64.1
15, 47, 72.7 4, 63, 76.2 13, 35, 78.8 2, 53, 79.8
2, 54, 80.3 1, 54, 86.1
268 11.2
17, 39, 13.2 4, 64, 28.8 15, 47, 37.4 9, 53, 49.8
5, 13, 51.6 4,63,52.7 2, 54, 53.3 1, 54, 59.3
13, 35, 61.6 10,53,64.1 8, 31, 67.4 6, 31, 79.6
1, 53, 82.8 10,52,85.5
269 1.40 13, 35, 84.2 4,64,91.0
270 4.60
9, 53, 36.6 4, 64, 59.2 17, 39, 72.1 8, 31, 80.5
13,3 5, 87.4
271 4.77
9,53, 40.5 4, 64, 56.8 8,31,62.6 17,39,68.8
13, 35, 74.4 10,52,75.0 12, 31, 75.5 2, 54, 76.0
1, 54, 82.7 10,53,84.7 15, 47, 87.9
272 3.54
15, 47, 48.4 13, 35, 62.2 9, 53, 76.7 10, 52, 82.4
4, 64, 86.5
273 2.09 8, 31, 67.6 6, 31, 76.6 5, 13, 87.1
274 2.00 1, 54, 69.7 5, 13, 78.2 8, 31, 84.0 15, 47, 86.7
275 5.25
2, 54, 31.0 5, 13, 55.9 8, 31, 69.0 13, 35, 76.0
4, 64, 84.9 17,39,87.5
276 3.36 6, 31, 28.7 8, 31, 72.6 10, 53, 85.5
277 4.67
10, 53, 29.5 9, 54, 51.5 4, 65, 78.5 5, 13, 83.8
3, 21, 86.5
278 5.31
10, 53, 30.8 3, 21, 53.3 4, 65, 71.4 17, 40, 78.2
6, 31, 81.5 8,31,83.6 2, 55, 85.3
279 10.8
9, 54, 21.8 4, 65, 34.2 3, 21, 40.1 11, 52, 44.4
13, 36, 49.3 5, 13, 52.4 2, 55, 53.7 1, 55, 65.7
16, 43, 69.2 10, 53, 71.9 10, 54, 75.0 4, 66, 77.0
1, 54, 78.5 17, 40, 79.6 8, 31, 80.2 6, 31, 81.7
8, 32, 82.3 6, 32, 84.8 2, 56, 85.6
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|265〉A1 |266〉A1 |267〉A1
|268〉A1 |269〉A1 |270〉A1
|271〉A1 |272〉A1 |273〉A1
|274〉A1 |275〉A1 |276〉A1
|277〉A1 |278〉A1 |279〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.9: I´dem a la figura 3.4 para las autofunciones |265〉A1 a |279〉A1 .
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Tabla 6.4: I´dem a la tabla 6.1 para las autofunciones |350〉A1 a |364〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14 OP15, n15, Σ15
350 3.45
16, 48, 44.5 9, 61, 73.6 17, 45, 78.1 18, 51, 81.3
15, 54, 86.0
351 3.32
15, 54, 48.0 10, 60, 72.7 17, 45, 81.8 16, 48, 83.7
11, 59, 85.0
352 6.16
9, 61, 31.6 11, 58, 51.5 13, 40, 55.2 15, 54, 58.6
16, 48, 70.3 18, 51, 72.5 1, 62, 74.4 2, 62, 80.0
18, 52, 81.4 14, 57, 83.0 12, 36, 84.6 6, 35, 86.4
353 4.35
17, 45, 43.6 18, 52, 57.6 10, 60, 68.3 11, 58, 71.9
1, 62, 74.5 2, 62, 77.7 9, 61, 81.4 15, 54, 84.0
16, 48, 88.8
354 1.44 1, 62, 83.0 17, 45, 88.6
355 9.56
18, 52, 26.7 2, 62, 35.9 15, 54, 43.2 16, 48, 49.1
14, 57, 52.8 11, 58, 56.7 12, 36, 60.3 3, 24, 63.4
15, 55, 66.2 5, 15, 68.7 6, 36, 70.8 8, 36, 73.8
13, 41, 79.0 12, 37, 83.5 1, 62, 86.5
356 9.43
17, 45, 15.6 2, 62, 27.4 9, 61, 33.1 15,54,42.4
1, 62, 60.6 16, 48, 70.1 12, 36, 80.0 6,35,84.1
18, 51, 86.4
357 3.39
14, 57, 52.3 10, 61, 61.0 5, 15, 66.8 9, 62, 73.2
15, 54, 78.1 13, 41, 82.3 18, 52, 86.3
358 4.43
11, 59, 38.2 5, 15, 62.2 14, 57, 73.8 10, 61, 80.0
6, 36, 82.4 8, 36, 86.8
359 3.04 11, 59, 45.3 5, 15, 77.5 3, 24, 91.1
360 2.42 3, 24, 61.6 13, 41, 77.3 10, 61, 82.5 8, 36, 87.5
361 6.21
6, 36, 26.7 8, 36, 52.3 12, 37, 62.9 3, 24, 68.6
15, 55, 72.5 7, 27, 76.5 13, 41, 78.8 5, 15, 85.4
362 2.17 9, 62, 64.3 13, 41, 83.9 11, 59, 92.7
363 4.30
15, 55, 40.3 8, 36, 60.0 13, 41, 75.4 16, 49, 77.4
1, 63, 78.9 2, 63, 83.6 10, 61, 88.4
364 5.91
10, 61, 27.1 8, 36, 44.6 13, 41, 54.3 5, 15, 68.0
1, 63, 75.0 2, 63, 92.5
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|350〉A1 |351〉A1 |352〉A1
|353〉A1 |354〉A1 |355〉A1
|356〉A1 |357〉A1 |358〉A1
|359〉A1 |360〉A1 |361〉A1
|362〉A1 |363〉A1 |364〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.10: I´dem a la figura 3.4 para las autofunciones |350〉A1 a |364〉A1 .
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Tabla 6.5: I´dem a la tabla 6.1 para las autofunciones |365〉A1 a |379〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14
365 2.79
1, 63, 57.4 6, 36, 70.9 16, 49, 79.1 2, 63, 81.7
14, 58, 84.2 8, 36, 86.5
366 5.29
15, 55, 23.6 8, 36, 49.3 2, 63, 73.3 9, 62, 80.7
7, 27, 84.4 13, 41, 86.2
367 14.5
2, 63, 14.0 6, 36, 23.1 15, 55, 31.8 8, 36, 40.1
14, 58, 44.9 17, 46, 49.5 12, 37, 58.1 10, 62, 63.7
11, 59, 67.1 16, 49, 70.6 9, 63, 75.1 1, 63, 79.4
10, 61, 84.1 14, 57, 86.2
368 4.32
12, 37, 23.3 17, 46, 61.9 6, 36, 76.7 2, 63, 81.6
10, 62, 84.5 8, 36, 86.8
369 7.78
7, 27, 19.0 14, 58, 35.9 17, 46, 57.3 11, 60, 67.6
18, 53, 69.4 16, 49, 72.4 10, 61, 74.7 6, 36, 76.9
3, 24, 78.2 11, 59, 79.8 9, 62, 82.0 2, 63, 83.3
18, 52, 84.7 1, 63, 86.2
370 2.09
17, 46, 68.4 12, 37, 71.2 14, 58, 75.0 18, 53, 79.4
6, 36, 82.5 16, 49, 88.1
371 3.63
7, 27, 42.6 11, 60, 70.9 17, 46, 81.5 10, 62, 84.3
9, 63, 85.7
372 3.78
11, 60, 44.0 18, 53, 65.3 7, 27, 79.7 9, 63, 83.3
16, 49, 86.2
373 4.21
9, 63, 44.0 18, 53, 58.1 17, 46, 64.9 7, 27, 74.3
14, 58, 78.4 11, 60, 86.1
374 6.94
9, 63, 10.1 11, 60, 39.5 10, 62, 55.9 7, 27, 61.6
18, 53, 67.8 14, 58, 74.0 17, 46, 78.2 12, 37, 81.2
8, 36, 88.4
375 7.24
10, 62, 32.7 11, 60, 40.5 15, 56, 47.4 9, 63, 54.3
1, 64, 60.9 2, 64, 66.7 14, 58, 70.4 17, 46, 74.9
18, 53, 76.2 16, 49, 78.9 7, 27, 81.2 2, 63, 83.2
11, 59, 84.2 10, 61, 86.0
376 10.4
15, 56, 20.3 1, 64, 33.1 2, 64, 36.6 9, 63, 48.9
11, 60, 59.0 7, 27, 61.5 18, 53, 63.4 10, 62, 66.4
17, 46, 72.9 12, 37, 76.0 8, 36, 80.4 3, 24, 83.1
11, 61, 84.9 16, 49, 86.5
377 1.55 2, 64, 79.1 1, 64, 91.7
378 2.45
16, 50, 62.5 14, 59, 70.3 11, 61, 74.8 2, 64, 78.0
9, 63, 80.3 1, 64, 83.0 15, 56, 90.5
379 5.77
13, 42, 29.8 14, 59, 51.8 10, 63, 65.3 11, 61, 72.1
16, 50, 79.1 18, 54, 86.3
ESTRUCTURA DE LAS AUTOFUNCIONES DEL CUA´RTICO 129
|365〉A1 |366〉A1 |367〉A1
|368〉A1 |369〉A1 |370〉A1
|371〉A1 |372〉A1 |373〉A1
|374〉A1 |375〉A1 |376〉A1
|377〉A1 |378〉A1 |379〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.11: I´dem a la figura 3.4 para las autofunciones |365〉A1 a |379〉A1 .
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Tabla 6.6: I´dem a la tabla 6.1 para las autofunciones |250〉A2 a |264〉A2 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14
250 4.76
8, 30, 37.7 4, 62, 56.9 17, 39, 65.3 10, 51, 73.8
6, 30, 84.4 16, 41, 88.8
251 4.11
14, 48, 40.6 4, 62, 62.7 8, 30, 76.8 12, 31, 84.9
17, 38, 88.3
252 4.07 6, 30, 34.9 11, 49, 58.4 2, 52, 73.5 10, 51, 94.9
253 1.64 2, 52, 77.4 6, 30, 86.7
254 7.37 16, 41, 26.2 4, 62, 32.7 10, 51, 37.1 14, 48, 41.3
8, 30, 46.2 6, 30, 61.9 12, 31, 77.9 17, 38, 83.4
11, 49, 87.2
255 3.38
11, 49, 49.6 17, 39, 67.6 6, 30, 75.3 2, 52, 80.0
10, 51, 83.8 16, 41, 89.1
256 4.78
17, 39, 26.5 16, 41, 62.0 4, 62, 67.5 11, 49, 74.4
14, 49, 77.6 10, 52, 79.3 6, 30, 80.7 8, 30, 85.1
257 6.10
4, 63, 30.1 14, 49, 53.3 11, 50, 60.7 9, 52, 64.2
4, 64, 67.4 2, 53, 73.4 14, 50, 77.6 16, 42, 83.3
16, 41, 85.2
258 10.1
17, 39, 19.6 4, 63, 37.7 16, 41, 46.5 11, 49, 54.1
10, 51, 58.9 10, 52, 63.6 12, 32, 67.6 14, 49, 72.2
2, 53, 75.7 9, 52, 79.4 2, 52, 81.0 14, 48, 82.6
6, 31, 83.8 17, 40, 85.4
259 5.73
16, 41, 30.4 14, 49, 55.7 4, 63, 65.0 17, 39, 71.7
11, 49, 74.7 10, 52, 77.7 12, 32, 80.6 10, 51, 82.2
11, 50, 83.4 2, 52, 84.4 14, 48, 85.8
260 4.19
14, 49, 39.7 2, 53, 53.3 10, 52, 76.3 12, 32, 82.2
9, 52, 85.8
261 2.04 2, 53, 68.2 12, 32, 79.8 9, 52, 88.8
262 10.9
4, 63, 18.1 14, 49, 31.3 12, 32, 36.9 11, 50, 40.1
9, 52, 46.9 10, 52, 54.2 4, 64, 58.9 14, 50, 64.1
16, 42, 67.8 8, 31, 71.2 17, 40, 74.1 17, 39, 76.3
6, 31, 78.1 13, 35, 91.3
263 3.45 10, 52, 43.9 12, 32, 72.9 14, 49, 83.1 8, 31, 85.1
264 4.89
4, 64, 37.9 11, 50, 55.9 10, 52, 66.2 2, 53, 71.3
4, 63, 78.2 8, 31, 81.9 13, 35, 83.9 17, 40, 86.3
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|250〉A2 |251〉A2 |252〉A2
|253〉A2 |254〉A2 |255〉A2
|256〉A2 |257〉A2 |258〉A2
|259〉A2 |260〉A2 |261〉A2
|262〉A2 |263〉A2 |264〉A2
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.12: I´dem a la figura 3.4 para las autofunciones |250〉A2 a |264〉A2 .
132 AUTOFUNCIONES DEL CUA´RTICO
Tabla 6.7: I´dem a la tabla 6.1 para las autofunciones |250〉B1 a |264〉B1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14 OP15, n15, Σ15
250 2.36
16, 40, 63.9 11, 49, 71.3 7, 22, 77.9 13, 33, 79.0
17, 38, 83.9 5, 12, 86.7
251 3.00 9, 51, 49.3 4, 62, 71.4 16, 40, 91.4
252 3.52
4, 62, 50.5 9, 51, 59.3 7, 22, 68.3 16, 40, 83.0
6, 30, 85.2
253 2.01 12, 31, 67.2 7, 22, 85.6
254 3.79
2, 53, 47.7 6, 30, 57.9 10, 52, 68.5 17, 39, 78.0
9, 51, 83.6 9, 52, 86.4
255 3.96
6, 30, 39.6 2, 53, 68.1 17, 39, 78.0 7, 22, 81.1
9, 51, 83.3 11, 49, 87.0
256 6.38
10, 52, 28.5 9, 52, 52.9 11, 49, 59.3 4, 63, 63.8
16, 40, 66.3 9, 51, 70.4 4, 62, 74.3 17, 39, 77.0
12, 31, 80.3 6, 30, 83.6 10, 51, 85.0
257 6.56
10, 52, 30.4 6, 30, 51.6 12, 31, 56.8 11, 49, 59.9
9, 52, 65.1 9, 51, 70.0 16, 41, 72.0 4, 63, 74.9
4, 62, 77.4 16, 40, 79.7 10, 51, 80.8 7, 22, 81.6
2, 53, 83.1 13, 33, 83.8 17, 38, 87.2
258 3.00
17, 39, 54.7 9, 52, 69.7 16, 41, 77.6 4, 63, 80.8
6, 30, 81.9 2, 54, 82.6 1, 54, 88.6
259 1.75 4, 63, 74.3 16, 41, 88.2
260 1.76 9, 52, 73.5 17, 39, 89.7
261 2.59
16, 41, 61.3 4, 63, 64.6 2,54, 65.9 1, 54, 69.8
9, 52, 73.4 10, 53, 79.0 9, 53, 81.5 12, 32, 84.0
8, 31, 85.3
262 5.35
16, 41, 21.0 17, 39, 33.7 1, 54, 39.7 2, 54, 73.2
9, 52, 80.9 10, 53, 86.2
263 1.20 1, 54, 91.0
264 3.79
11, 50, 45.7 9, 52, 60.7 16, 41, 77.2 4, 63, 80.1
10, 53, 83.3 9, 53, 86.0
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|250〉B1 |251〉B1 |252〉B1
|253〉B1 |254〉B1 |255〉B1
|256〉B1 |257〉B1 |258〉B1
|259〉B1 |260〉B1 |261〉B1
|262〉B1 |263〉B1 |264〉B1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.13: I´dem a la figura 3.4 para las autofunciones |250〉B1 a |264〉B1 .
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Tabla 6.8: I´dem a la tabla 6.1 para las autofunciones |250〉B2 a |264〉B2 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10
250 2.72 18, 43, 50.0 14, 47, 83.6 16, 40, 88.5
251 4.72
3, 20, 40.4 14, 47, 57.9 6, 30, 66.0 18, 43, 73.2
11, 49, 76.9 4, 61, 80.6 10, 50, 83.6 2, 51, 86.6
252 6.21
10, 50, 31.3 2, 51, 47.8 3, 20, 62.0 18, 43, 67.9
4, 62, 71.0 14, 47, 74.6 9, 51, 76.6 11, 49, 79.6
16, 41, 85.0
253 2.57 6, 30, 57.6 9, 51, 80.0 3, 20, 85.8
254 1.84 2, 51, 70.7 6, 30, 90.6
255 2.90 4, 62, 55.5 11, 49, 67.6 6, 30, 77.5 16, 41, 86.9
256 4.68
10, 50, 39.8 6, 30, 54.5 11, 49, 61.8 2, 51, 68.7
9, 51, 82.3 16, 41, 86.4
257 9.19
16, 41, 19.0 4, 62, 37.3 14, 48, 47.5 12, 31, 58.4
10, 51, 64.0 11, 49, 66.2 10, 50, 72.2 2, 51, 77.8
6, 30, 83.0 9, 51, 87.3
258 2.64
12, 31, 60.4 13, 35, 63.6 10, 50, 66.5 11, 49, 73.2
2, 51, 76.0 16, 41, 79.0 4, 63, 81.7 4, 62, 83.9
9, 51, 89.1
259 6.63
16, 41, 24.7 9, 51, 39.9 6, 30, 55.1 2, 51, 71.0
12, 31, 82.8 10, 50, 87.9
260 2.00
14, 48, 70.3 11, 50, 73.5 9, 51, 75.0 5, 13, 76.4
10,50, 77.5 2, 51, 80.5 10, 51, 82.3 14, 47, 83.4
4, 62, 84.4 11, 49, 86.5
261 4.96
13, 35, 33.7 11, 50, 57.8 4, 63, 66.9 10, 51, 73.9
2, 52, 84.7 17, 39, 90.6
262 3.97 4, 63, 40.8 5, 13, 58.5 10, 51, 70.8 2, 52, 90.2
263 2.93 13, 35, 48.8 4, 63, 80.3 11, 50, 85.3
264 1.48 2, 52, 82.0 5, 13, 86.6
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|250〉B2 |251〉B2 |252〉B2
|253〉B2 |254〉B2 |255〉B2
|256〉B2 |257〉B2 |258〉B2
|259〉B2 |260〉B2 |261〉B2
|262〉B2 |263〉B2 |264〉B2
x
-4 -2 0 2 4
y
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4
Figura 6.14: I´dem a la figura 3.4 para las autofunciones |250〉B2 a |264〉B2 . Las OPs sen˜aladas
con una pestan˜a a lo largo de las cuales se localizan algunas de las funciones de scar coinciden
con las OPs de la igura 3.3 giradas 90o.
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Tabla 6.9: I´dem a la tabla 6.1 para las autofunciones |250〉E1 a |264〉E1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14 OP15, n15, Σ15
250 2.15 2˜, 37, 62.3 9˜, 31, 89.5
251 4.23
12, 21, 43.8 4, 42, 59.1 11, 35, 71.2 4˜, 44, 75.0
1˜0, 33, 78.3 8, 41, 80.8 3, 14, 83.6 1˜5, 31, 85.2
252 1.66 14, 34, 76.6 2, 34, 87.8
253 1.10 2, 34, 95.4
254 5.22
1˜5, 31, 34.4 2˜, 37, 56.9 6, 42, 67.6 12, 21, 74.4
4, 42, 78.3 3, 14, 82.4 4˜, 44, 86.0
255 7.44
6, 42, 22.6 1˜5, 31, 40.9 11, 35, 55.2 3, 14, 68.3
2˜, 37, 75.3 14, 34, 81.1 4, 42, 85.1
256 5.19
1˜2, 22, 30.9 4, 43, 59.9 4˜, 44, 65.9 1˜0, 34, 70.8
5, 18, 73.6 6, 42, 76.6 11, 35, 80.0 14, 34, 83.6
3, 14, 85.8
257 3.95
4˜, 44, 33.0 6, 42, 69.5 1˜0, 34, 75.3 3, 14, 80.9
1˜2, 22, 85.3
258 4.21
9, 37, 44.6 2,34,53.1 1˜0, 34, 60.4 1˜2, 22, 67.0
6, 42, 76.3 4, 43, 86.8
259 4.45
1˜0, 34, 41.9 4˜, 44, 56.5 1˜5, 31, 70.2 9, 37, 75.0
5, 18, 79.1 1˜2, 22, 83.7 3, 14, 87.2
260 2.85 4, 43, 52.8 1˜2, 22, 78.3 5, 18, 83.6 4˜, 44, 87.4
261 10.4
10, 37, 23.2 4˜, 45, 37.0 1˜2, 22, 43.3 9, 37, 49.1
1˜0, 34, 53.8 4, 43, 56.9 6, 42, 59.2 11, 35, 61.4
2, 34, 64.5 3, 14, 68.2 14, 34, 71.9 4˜, 44, 78.2
5, 18, 81.2 4, 42, 83.5 4˜, 43, 86.3
262 2.55
5, 18, 61.4 10, 37, 69.9 1˜0, 34, 75.3 13, 25, 79.3
9, 37, 81.3 4˜, 44, 83.5 6, 42, 85.0
263 1.58 2˜, 38, 78.1 1˜5, 32, 92.7
264 2.33 4˜, 45, 62.2 13, 25, 81.8 10, 37, 85.4
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|250〉E1 |251〉E1 |252〉E1
|253〉E1 |254〉E1 |255〉E1
|256〉E1 |257〉E1 |258〉E1
|259〉E1 |260〉E1 |261〉E1
|262〉E1 |263〉E1 |264〉E1
x
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y
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4
Figura 6.15: I´dem a la figura 3.4 para las autofunciones |250〉E1 a |264〉E1 , sime´tricas respecto
al eje x y antisime´tricas respecto al eje y.
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(a) |150〉A1
66.454 4.74
(b) |12, 23〉A1
66.276
(c) |4, 46〉A1
65.516
(d) b
38.1
(e) b+c
51.1
(f) |3, 15〉A1
65.813
(g) |10, 38〉A1
66.280
(h) |2, 39〉A1
66.234
(i) b+c+f
64.8
(j) b+c+f+g
76.2
(k)
b+c+f+
g+h
87.9
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.16: Reconstruccio´n de la autofuncio´n |150〉A1 mostrada en el panel (a) junto con
su energ´ıa, E|150〉A1 =66.454 (abajo a la izquierda), y su ı´ndice de participacio´n, PR =4.74
(abajo a la derecha). En el resto de los paneles muestra el proceso de reconstruccio´n de la
autofuncio´n. En los paneles (b), (c), (f), (g) y (h) se muestran las funciones de scar con las
que se construye la representacio´n local, indicando de que´ funcio´n se trata (esquina superior
derecha) y que´ energ´ıa tiene (esquina inferior izquierda). En los paneles (d), (e), (i), (j) y
(k) se representa la autofuncio´n reconstruida. En estos paneles, se indica los paneles de las
funciones de scar utilizadas (con letra cursiva, arriba a la derecha) y el solapamiento de la
funcio´n reconstruida con la autofuncio´n exacta en tanto por ciento (abajo a la derecha). El
co´digo de colores y escalamiento es el mismo que en la figura 3.4.
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La primera autofuncio´n que aparece en la tabla 6.1 es la autofuncio´n |150〉A1 .
Este autoestado se ha representado en el panel (a) de la figura 6.16 y tiene un
PR = 4.74 en la representacio´n local, por lo que se puede reconstruir de forma
aproximada (un 87.9 %) con cuatro o cinco funciones. Dado que el taman˜o de
la representacio´n local coincide con el nu´mero de funciones de scar con el que
se construye la misma, y cada funcio´n de scar se concentra a lo largo de una
OP del sistema, para la formacio´n de la autofuncio´n |150〉A1 tienen importan-
cia esencialmente so´lo cuatro o cinco o´rbitas de las infinitas OPs del sistema
que aparecen en la fo´rmula de la traza (2.71). La primera funcio´n con la que
formamos la representacio´n local en la que se reconstruye el autoestado |150〉A1
es la funcio´n de scar |12, 23〉A1 , representada en el panel (b) de la figura 6.16.
En este panel, hemos superpuesto la OP 12 sobre la que se localiza la funcio´n
de scar1. En el panel (d) de la misma figura hemos representado la autofuncio´n
|150〉A1 reconstruida utilizando u´nicamente la funcio´n de scar anterior; la auto-
funcio´n reconstruida es, por consiguiente, igual a la funcio´n de scar |12, 23〉A1
multiplicada por cierto coeficiente. Dado que el solapamiento que hay entre la
autofuncio´n |150〉A1 y la funcio´n de scar |12, 23〉A1 (b) es de un 38.1 %, la auto-
funcio´n exacta se proyecta en ese mismo porcentaje sobre el espacio subtendido
por la autofuncio´n reconstruida (d). La segunda OP que ma´s contribuye a la
reconstruccio´n de la autofuncio´n |150〉A1 es la o´rbita 4 sobre la que se localiza
la funcio´n de scar |4, 46〉A1 ; esta funcio´n de scar se presenta en el panel (c)
de la figura 6.16. La segunda funcio´n de la representacio´n local se construye
combinando las funciones de scar |4, 46〉A1 y |12, 23〉A1 siguiendo el procedi-
miento descrito en la seccio´n 5.1.2. Con esta representacio´n, reconstruimos un
51.1 % de la autofuncio´n (panel (e) de la figura 6.16). El solapamiento de la
autofuncio´n reconstruida con la autofuncio´n exacta coincide con la fraccio´n de
la autofuncio´n |150〉A1 que se proyecta sobre el subespacio subtendido por las
funciones de scar |12, 23〉A1 y |4, 46〉A1 , por lo que la contribucio´n (adicional)
de la OP 4 a la formacio´n de la autofuncio´n |150〉A1 es de un 13.0 %. La ter-
cera funcio´n de scar utilizada para la obtencio´n del autoestado es la funcio´n
|3, 15〉A1 , representada en el panel (f) de la figura 6.16; con esta funcio´n de scar
y las dos anteriores somos capaces de reconstruir un 64.8 % de la autofuncio´n
|150〉A1 . La autofuncio´n as´ı reconstruida se muestra en el panel (i) de la figura
6.16. La cuarta funcio´n de scar que ma´s contribuye al autoestado |150〉A1 es la
funcio´n |10, 38〉A1 del panel (g) de la figura 6.16. En el panel (j) de la figura
6.16 se muestra la autofuncio´n reconstruida usando las funciones de scar de
los paneles (b), (c), (f) y (g), que coincide en un 76.2 % de la autofuncio´n. El
autoestado se reconstruye en un 87.9 % [cf. panel (k)] cuando la representacio´n
1Por simplicidad, en las figuras 6.16-6.22 hemos representado u´nicamente una OP, si
bien la funcio´n de scar simetrizada se localiza a lo largo de todas las OPs obtenidas al hacer
actuar sobre la OP dibujada los elementos de simetr´ıa de la tabla de caracteres 3.1 del grupo
C4v (cf. Figs. 4.1-4.2).
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local se forma incluyendo la funcio´n de scar |2, 39〉A1 representada en el panel
(h). Como indicamos en el cap´ıtulo 5, el MGSS calcula las autofunciones de
un sistema cao´tico construyendo una base en la que el espectro de las autofun-
ciones esta´ fuertemente localizado. As´ı, las energ´ıas de cuantizacio´n de BS de
todas las funciones de scar anteriores son: E|12,23〉A1 =66.276, E|4,46〉A1 =65.516,E|3,15〉A1 =65.813, E|10,38〉A1 =66.280 y E|2,39〉A1 =66.234, que toman unos va-
lores muy cercanos a la energ´ıa de la autofuncio´n |150〉A1 (E|150〉A1 =66.454).
Para reconstruir la autofuncio´n |A1, 150〉 con ma´s precisio´n habr´ıa que seguir
incluyendo funciones de base (cosa que hemos hecho al realizar los ca´lculos
nume´ricos, pero no las hemos incluido en la figura 6.16 para no recargarla).
As´ı, la funcio´n se reconstruye en un 99.3 % usando 10 funciones de scar y en
un 100 % al usar 22. Como se puede ver en el panel (a) de la figura 6.17, la au-
tofuncio´n |151〉A1 se concentra a lo largo de los ejes x e y. El MGSS construye
la representacio´n local a partir de la funcio´n de scar |2, 39〉A1 representada en
el panel (b) que se localiza a lo largo de la OP 2, que es muy pro´xima a los
ejes. El solapamiento entre ambas funciones es de un 92.9 % (ver panel (c)), lo
que hace que su ı´ndice de participacio´n tome un valor muy bajo (PR =1.16).
Por ello, podemos afirmar que esta autofuncio´n es un scar en el sentido ori-
ginal de Heller [Hell 84]. Al igual que suced´ıa para la autofuncio´n |150〉A1 , la
energ´ıa de esta autofuncio´n es muy pro´xima a la energ´ıa de la funcio´n de base
(E|151〉A1 =66.601 ≈ E|2,39〉A1=66.234).
(a) |151〉A1
66,601 1,16
(b) |2, 39〉A1
66,234
(c) b
92,9
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.17: I´dem a la figura 6.16 para la autofuncio´n |151〉A1 . (a) Autofuncio´n exacta. (b)
Funcio´n de scar de la base. (c) Autofuncio´n reconstruida.
La reconstruccio´n de la autofuncio´n |152〉A1 representada en el panel (a) de
la figura 6.18 requiere la inclusio´n de ma´s funciones de base; esta autofuncio´n
tiene un PR =8.56. Las primeras ocho funciones de scar con las que se crea la
representacio´n local y el tanto por ciento de solapamiento de la autofuncio´n
exacta con la autofuncio´n reconstruida en la representacio´n local se indican en
la tabla 6.1 y se muestran en los paneles (b), (c), (f), (g), (h), (l), (m) y (n) de
las figuras 6.18 y 6.19. En estas figuras se ha representado asimismo la auto-
funcio´n |152〉A1 reconstruida con una base cada vez mayor [paneles (d), (e), (i),
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(j), (k), (n˜), (o), (p)]. Las figuras 6.20 y 6.21 muestran los resultados correspon-
dientes a las autofunciones |250〉A1 , |251〉A1 y |252〉A1 . Estas tres autofunciones
se pueden reconstruir en ma´s de un 85.0 % utilizando una representacio´n local
formada, respectivamente, por las 7, 4 y 6 funciones de scar tambie´n repre-
sentadas en las figuras. Las autofunciones exactas y reconstruidas usando la
representacio´n local formada por las funciones de scar incluidas en la figura se
muestran, respectivamente, en los paneles (a) y (b) de las mismas, junto con
su solapamiento en tanto por ciento. La dependencia de este u´ltimo valor con
el taman˜o de la base se recoge en la tabla 6.2.
(a) |152〉A1
66,913 8,56
(b) |9, 39〉A1
67,286
(c) |17, 29〉A1
66,779
(d) b
22,0
(e) b+c
36,7
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4
Figura 6.18: I´dem a la figura 6.16 para la autofuncio´n |152〉A1 (continu´a en la figura 6.19).
La reconstruccio´n de las autofunciones |350〉A1 , |351〉A1 y |352〉A1 presentada
en la tabla 6.4 se muestra en las figuras 6.22-6.24. Las autofunciones exactas
y reconstruidas se muestran, respectivamente, en los paneles (a) y (b) de las
figuras. En el resto de los paneles mostramos las funciones de scar con las que
se crea la representacio´n local en la que se reconstruye cada autofuncio´n. Estas
autofunciones presentan resultados similares a las anteriores.
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(f) |4, 47〉A1
67,352
(g) |10, 38〉A1
66,280
(h) b+c+f
48,6
(i) b+c+f+g
60,3
(j) |10, 39〉A1
68,527
(k) |2, 39〉A1
66,234
(l) |3, 15〉A1
65,813
(m)
b+c+f+
g+j
65,3
(n)
b+c+f+
g+j+k
69,1
(n˜)
b+c+f+g
+j+k+l
72,1
(o) |12, 23〉A1
66,276
(p) |4, 46〉A1
65,516
(q) |16, 31〉A1
67,760
(r)
b+c+f+g
+j+k
+l+o
77,0
(s)
b+c+f+g
+j+k+l
+o+p
82,4
(t)
b+c+f+g
+g+h+l
+o+p+q
86,3
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.19: Reconstruccio´n de la autofuncio´n |152〉A1 (continuacio´n de la figura 6.18).
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(a) |250〉A1
94,716 3,83
(b)
85.6
(c) |16, 40〉A1
94,294
(d) |12, 30〉A1
93,828
(e) |9, 51〉A1
94,926
(f) |17, 37〉A1
93,111
(g) |7, 22〉A1
94,974
(h) |2, 51〉A1
93,441
(i) |1, 51〉A1
93,720
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.20: Reconstruccio´n de la autofuncio´n |250〉A1 mostrada en el panel (a) junto con
energ´ıa,E|250〉A1 =97.716 (abajo a la izquierda), y su ı´ndice de participacio´n, PR=3.83 (abajo
a la derecha). En el panel (b) se muestra la autofuncio´n reconstruida en la representacio´n
local construida usando las funciones de scar mostradas (con su energ´ıa abajo a la izquierda)
en el resto de los paneles junto con su energ´ıa (abajo izquierda) y el solapamiento en tanto
por ciento con la autofuncio´n exacta. Co´digo de colores y escalamiento como en la figura
3.4.
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(a) |251〉A1
95,023 1,80
(b)
86,7
(c) |7, 22〉A1
83,889
(d) |12, 30〉A1
93,823
(e) |9, 51〉A1
94,926
(f) |14, 47〉A1
94,179
x
-4 -2 0 2 4
y
-4
-2
0
2
4
(a) |252〉A1
95,221 2,30
(b)
85,5
(c) (d) (e)
(f) (g) (h)
|9, 51〉A1
94,926
|3, 20〉A1
96,055
|16, 40〉A1
94,294
|12, 30〉A1
93,823
|13, 34〉A1
95,881
|17, 37〉A1
93,111
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.21: I´dem a la figura 6.20 para las autofunciones |251〉A1 (paneles superiores)
y |252〉A1 (paneles inferiores).
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|350〉A1
119,659 3,45
(b)
86,0
(c) (d)
(e) (f) (g)
|16, 48〉A1 |9, 61〉A1
|17, 45〉A1 |18, 51〉A1 |15, 54〉A1
119,591 119,648
120,310 118,278 119,888
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.22: I´dem a la figura 6.20 para la autofuncio´n |350〉A1 .
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|351〉A1
119,739 3,32
(b)
85,0
(c) (d)
(e) (f) (g)
|15, 54〉A1 |10, 60〉A1
|17, 45〉A1 |16, 48〉A1 |11, 59〉A1
119,888 119,607
120,310 119,591 121,595
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.23: I´dem a la figura 6.20 para la autofuncio´n |351〉A1 .
La figura 6.25 muestra las superficies de seccio´n cua´nticas (SSC) de la distri-
bucio´n de Husimi dadas por la ecuacio´n (4.22) asociadas a las autofunciones
anteriores para κ = 1. Como se puede apreciar, los ceros de la densidad de
probabilidad de los Husimi se distribuyen en casi todos los casos de forma
ma´s o menos uniforme a lo largo de toda la SSC debido a la alta caoticidad
del sistema [Leb 90, Cib 92, Arr 96]. La autofuncio´n |151〉A1 representada en
el panel (b) se concentra a lo largo del l´ımite semicla´sico debido a que es un
scar localizado a lo largo de la OP 1, cuyo momento cla´sico coincide con dicho
l´ımite.
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Tabla 6.10: Valor de las constantes c1 y c2 del para´metro α de la ecuacio´n (5.46) que aproxima
el valor medio de las intensidades de scar x1 y x2 de cada una de las representaciones
irreducibles, χ, del potencial cua´rtico.
χ c1 c2
A1 0,30± 0,04 −0,30395± 0,00005
A2 0,32± 0,01 −0,2518± 0,0002
B1 0,32± 0,03 −0,2505± 0,0003
B2 0,28± 0,01 −0,2549± 0,0002
E 0,81± 0,03 −0,503± 0,0004
6.2. Las intensidades de scar
Las figura 6.26 muestra las dos mayores intensidades de scar, x1 y x2,
de las autofunciones A1 del oscilador cua´rtico (puntos rojos). Debido a las
grandes fluctuaciones de las intensidades anteriores, hemos calculado la media
mo´vil de paso veinte de las intensidades anteriores para apreciar as´ı mejor la
tendencia de las intensidades de scar; dichas medias se han representado en las
mismas figuras con puntos verdes. Como puede verse, la intensidad x1 es muy
pro´xima a uno a bajas energ´ıas y decae lentamente a medida que aumenta la
energ´ıa. Por su parte, la intensidad x2, que es siempre menor que x1, toma un
valor pro´ximo a cero para las energ´ıas ma´s bajas y se mantiene pra´cticamente
constante e igual a ∼0.17 para E > 30. No obstante, para valores ma´s grandes
de energ´ıa, la intensidad x2 tiende tambie´n a cero. Las intensidades x1 y x2
esta´n aproximadas semicla´sicamente por la ecuacio´n (5.46). Esta aproximacio´n
se puede mejorar utilizando un nuevo para´metro αj ≡ z¯j + ln(
√
2σ¯r/j + cj),
donde la constante cj se calcula nume´ricamente, de forma que la ecuacio´n
(5.46) se ajuste a las intensidades de scar de las autofunciones. La constante cj
introduce una correccio´n de orden O(1/σ¯r), mientras que la ecuacio´n (5.46) es
una expansio´n en serie de potencias hasta orden O(1/ ln2 σ¯r), por lo que dicha
ecuacio´n es incapaz de capturar la correccio´n producida por cj. La curva azul
de la figura 6.26(a) representa la aproximacio´n semicla´sica x¯1 de la intensidad
de scar x1 tomando el para´metro α original (es decir, fijando c1 = 0), y la
curva rosa la aproximacio´n calculando el valor de c1 para que la aproximacio´n
semicla´sica de x1 se ajuste a las intensidades del sistema (ver tabla 6.10). En
la figura 6.26(b) pueden verse las mismas curvas asociadas a la intensidad de
scar x2. Tanto la aproximacio´n semicla´sica de x1 como la de x2 divergen a
bajas energ´ıas, si bien x¯2 diverge a unas energ´ıas ma´s altas. Las intensidades
de scar x1 y x2 de las dema´s simetr´ıas del sistema se recogen en las figura 6.27.
El valor de las constantes c1 y c2 que ajustan los valores medios x¯1 y x¯2 de la
ecuacio´n (5.46) a las intensidades x1 y x2 del sistema aparecen en la tabla 6.10.
Estas simetr´ıas presentan unos resultados similares a los de la representacio´n
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irreducible A1.
6.2.1. Colas del perfil de las intensidades de scar
En esta seccio´n mostramos las colas del perfil de las intensidades de scar
de las autofunciones del oscilador cua´rtico, es decir, la forma que tienen las
variables aleatorias x1, x2, . . . , xn en funcio´n de la energ´ıa para un valor grande
de n. Para estudiar la forma que tienen las colas anteriores, supongamos que en
lugar de tener una base de funciones de scar (4.4) estamos trabajando con una
base de funciones de tubo (4.1). Dado que las funciones de tubo se construyen
propagando el paquete gaussiano (4.2), su decaimiento temporal (funcio´n de
autocorrelacio´n) sera´ muy parecido al que experimenta el paquete gaussiano
exp[−x2/(2~)]/(pi~)1/4 bajo la accio´n del hamiltoniano hiperbo´lico Hˆ = λpˆqˆ,
que viene dado por F (λt), donde la funcio´n F (x) es igual a
F (x) =
1√
x
, (6.1)
cuya transformada de Fourier, Fˆ (ω), se comporta as´ıntoticamente como
Fˆ (ω) ∼ e
−piω
2√
2ω
. (6.2)
Las colas del perfil de las intensidades de las autofunciones de un sistema cao´ti-
co en una base de funciones de tubo esta´ dado por la transformada de Fourier
de la funcio´n de autocorrelacio´n, F (λt), que se puede calcular utilizando la
aproximacio´n asinto´tica dada por la ecuacio´n (6.2), obteniendo entonces
1
λρ
Fˆ
(ω
λ
)
∼ e
−piω
2λ√
2λω
, (6.3)
donde hemos dividido la transformada de Fourier entre la densidad de estados
porque la probabilidad de cada intensidad de scar es proporcional al espacia-
miento medio, 1/ρ, y ω = (EN − EBS)/~ es la diferencia entre la energ´ıa de la
autofuncio´n menos la energ´ıa de Bohr–Sommerfeld de la funcio´n de scar dividi-
da entre ~. En la figura 6.28 mostramos con puntos rojos el perfil de las inten-
sidades de scar promediadas de cada una de las RIs del oscilador cua´rtico en
funcio´n de la energ´ıa para ~ = 1. Estas intensidades se muestran en funcio´n del
producto ωρ¯χ, donde ω = |EN −EBS|ρ¯χ, siendo EN la energ´ıa de la autofuncio´n
para ~ = 1, EBS la energ´ıa de Bohr–Sommerfeld de la funcio´n de scar y ρ¯χ la
densidad de estados a la energ´ıa media de la ventana, ρ¯χ = ρχ[(E+ + E−)/2].
El promedio de las intensidades de scar se ha llevado a cabo usando una me-
dia mo´vil de paso 50 de las intensidades de scar asociadas a las autofuncio-
nes N(E−) ≤ N ≤ N(E+) cuya energ´ıa EN esta´ contenida en la ventana
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Tabla 6.11: Para´metros utilizados para el ana´lisis de los perfiles de las intensidades de scar
mostrados en la figura 6.28. χ es la representacio´n irreducible, E± es la energ´ıa de los l´ımites
de la ventana en la que se ha llevado a cabo el ca´lculo y N(E) es el nu´mero de la autofunciones
con una energ´ıa menor o igual que E .
χ E− E+ N(E−) N(E+)
A1 100 130 271 394
A2 110 140 270 391
B1 100 130 260 382
B2 100 130 243 361
E 50 80 178 358
E− < EN < E+de anchura ∆E = E+−E− =30, como se indica en la tabla 6.11.
Como era de esperar, el valor medio de las intensidades de scar decrece con-
forme aumenta el producto ωρ¯χ, ya que las mayores intensidades de scar esta´n
asociadas a funciones de onda con una energ´ıa cercana a la autoenerg´ıa co-
rrespondiente (ω = 0). Como se puede apreciar en la figura, la aproximacio´n
asinto´tica dada por la ecuacio´n (6.3) se ajusta bien a los resultados nume´ricos
para valores medios/grandes de ωρ¯ para todas las RIs del sistema, salvo para
la representacio´n irreducible B1, para la que falla para ωρ¯χ ≥ 20. El cara´cter
asinto´tico de la ecuacio´n (6.3) deber´ıa hacer que dicha expresio´n se aproximara
mejor a los resultados nume´ricos cuanto mayor sea el valor de ω (y, por tanto
de ωρ¯). No obstante, hemos comprobado que la aproximacio´n deja de funcionar
para valores muy grandes de ω, pero esto no se debe a la aproximacio´n en s´ı,
sino que es debido a que los errores nume´ricos dominan sobre las intensidades
de scar cuando e´stas toman un valor muy pequen˜o, del orden Iχ(ωρ¯) ≤ 10−6.
6.3. I´ndice de participacio´n
Como hemos visto en la seccio´n 5.1.2, el PR da una primera aproximacio´n
del nu´mero de funciones de base necesarias para reconstruir una autofuncio´n.
En el caso particular de utilizar una base de funciones de scar, este indicador
da cuenta de lo localizado que esta´ cada autoestado en la vecindad de las
o´rbitas perio´dicas ma´s cortas del sistema. Hemos comprobado nume´ricamente
que el valor medio del PR de la ecuacio´n (5.22) asociado a los autoestados del
potencial cua´rtico en la representacio´n local vale aproximadamente
PR ' Ωσ¯r (6.4)
donde σ¯r viene dada por la ecuacio´n (6.14), y Ω = 8/3 para las RIs undimensio-
nales y Ω = 2 para la RI bidimensional. Para comprobar la bondad de nuestra
base de funciones de scar, vamos a comparar el PR con el PR que se obtiene al
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utilizar una base o´ptima y una base semicla´sica que no contiene informacio´n
dina´mica. Por un lado, la base o´ptima para calcular las autofunciones del sis-
tema es aque´lla que esta´ formada por las propias autofunciones. En ese caso,
todos los coeficientes de la ecuacio´n (5.23) salvo uno son nulos, por lo que
PRmı´n = 1. Por otro lado, E. B. Bogomolny propuso en [Bog 92] un me´todo
semicla´sico para calcular las autofunciones de un sistema cao´tico. Este me´to-
do reduce la ecuacio´n de Schro¨dinger en un sistema de f grados de libertad
al estudio de un mapa discreto ψ′ = Tψ de dimensio´n f − 1. El operador T
nos permite calcular autofunciones en una SSP caracter´ıstica del sistema y se
construye a partir de los para´metros cla´sicos de las trayectorias que definen
el mapa de Poincare´ cla´sico. De acuerdo con la referencia [Bog 92], el nu´me-
ro de estados semicla´sicos necesarios para definir completamente la ecuacio´n
ψ′ = Tψ, que trabaja a una energ´ıa fija E sobre la SSP elegida, esta´ dado por
Nb =
Atr
(2pi~)f−1
, (6.5)
donde Atr representa el volumen cla´sicamente accesible a la energ´ıa de re-
ferencia de una SSP adecuada (tal que las o´rbitas que conectan dos puntos
consecutivos de la seccio´n sean sencillas). En el oscilador cua´rtico (3.15), Atr
coincide con el a´rea de la ecuacio´n (4.10) para las RIs unidimensionales y el de
la ecuacio´n (4.13) para la RI bidimensional (ver figura 4.3). Dado que estamos
trabajando con un sistema cao´tico, podemos suponer que los coeficientes Cj
de la autofuncio´n en la base semicla´sica [cf. Ec. (5.23)] son nu´meros complejos
Cj = Xj + iYj cuyas componentes son variables aleatorias e independientes
que siguen una distribucio´n gaussiana de media cero; el PR se puede calcular
entonces a partir de la matriz de correlacio´n de Xj e Yj. En general, la matriz
de correlacio´n de dos variables aleatorias de este tipo es la matriz hermı´tica
dada por
( 〈XiXj〉 〈XiYj〉
〈YiXj〉 〈YiYj〉
)
=

(
1 0
0 1
)
σ2i , si i = j(
αij −βij
βij αij
)
σiσj, si i 6= j
, (6.6)
donde σj representa la dispersio´n de las variables Xj e Yj (〈X2j 〉 = 〈Y 2j 〉 = σ2j ).
Suponiendo que todas las variables Xj e Yj tienen la misma dispersio´n (σ1 =
σ2 = ... = σ), el numerador que aparece en el ı´ndice de participacio´n dado por
la ecuacio´n (5.22) es igual a
〈
Nb∑
j=1
C2j 〉 = 〈
Nb∑
j=1
(Xj + iYj)
2〉 =
Nb∑
j=1
〈X2j + Y 2j 〉 = 2Nbσ2, (6.7)
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y el denominador
〈
Nb∑
j=1
C4j 〉 = 〈
N∑
j=1
(Xj + iYj)
4〉
=
Nb∑
j=1
(〈X4j 〉+ 〈Y 4j 〉+ 〈X2j Y 2j 〉+ 〈Y 2j X2j 〉) = 8Nbσ4, (6.8)
donde hemos tenido en cuenta que
〈X4〉 = 〈Y 4〉 = 3〈X2Y 2〉 = 3〈Y 2X2〉 = 3σ4,
como se puede demostrar aplicando el Teorema de Isserlis [Iss 16]. Este teorema
permite calcular el valor medio del producto de un nu´mero par2 de variables
aleatorias independientes Zj que siguen una distribucio´n gaussiana de media
cero como sumas de productos de las correlaciones entre pares de variables.
As´ı, por ejemplo, el valor medio del producto de cuatro variables es igual a
〈ZiZjZkZn〉 = 〈ZiZj〉〈ZkZn〉+ 〈ZiZk〉〈ZjZn〉+ 〈ZiZn〉〈ZjZk〉.
Finalmente, sustituyendo las ecuaciones (6.5), (6.7) y (6.8) en la ecuacio´n (5.22)
y tomando f = 2 llegamos a que
PRsc =
1
4σ2
=
Nb
2
=
Atr
4pi~
, (6.9)
donde hemos asumido que
∑Nb
j=1C
2
j = 1 (σ = 1/(2Nb)
1/2). La figura 6.29 mues-
tra la relacio´n entre el PRsc dado por la ecuacio´n (6.9) dividido entre el PR
medio del oscilador cua´rtico dado por la ecuacio´n (6.4). Este cociente diverge
para valores muy pequen˜os de la energ´ıa (dado que n→ 0) y vale aproximada-
mente seis para los u´ltimos valores de energ´ıa considerados, aunque realmente
sigue creciendo logar´ıtmicamente con la energ´ıa. Esto significa que al incorpo-
rar la informacio´n dina´mica del sistema, la base de funciones de scar necesaria
para reconstruir las autofunciones ma´s excitadas en este trabajo es seis veces
menor que una base semicla´sica convencional para las RIs unidimensionales y
ocho veces menor para la RI bidimensional. La figura 6.30 muestra el PR de las
autofunciones del sistema (puntos rojos). El valor del PR oscila fuertemente,
pero su valor medio (curva azul), que viene dado por la ecuacio´n (6.4), aumen-
ta de forma mono´tona con la energ´ıa. El hecho de que el PR medio aumente
con la energ´ıa implica que a medida que se aumenta la energ´ıa se requieren
ma´s funciones de scar, i.e. ma´s o´rbitas perio´dicas, para reconstruir un autoes-
tado. En la figura se ha representado con puntos verdes la media mo´vil de paso
2El valor medio del producto de un nu´mero impar de variables aleatorias que siguen una
distribucio´n gaussiana de media cero es cero.
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veinte del PR. Estos valores medios del PR se ajustan bien a los valores medios
dados por la ecuacio´n (6.4). En esta figura, hemos representado en rosa el PRsc
dado por la ecuacio´n (6.9), que da una cota superior del PR de la base local.
Por otro lado, aunque el PR de las autofunciones calculadas al utilizar la base
semicla´sica propuesta por Bogomolny dado por la ecuacio´n (6.9) tome un valor
notablemente mayor que PR [cf. Ec. (6.4)], este valor es realmente pequen˜o
en comparacio´n con el de una base gene´rica. La figura 6.31 muestra en escala
doblemente logar´ıtmica el PR de los autoestados A1 calculados utilizando la
base de funciones de scar y usando una base de autofunciones del oscilador
armo´nico. El valor medio del PR de la base de funciones de oscilador se ajusta
bien a la para´bola PRosc(E) = aE2+bE , donde a = 0,6±0,2 y b = 0,014±0,001,
y toma un valor pro´ximo a 350 para las u´ltimas energ´ıas consideradas. Este
valor es unas 10 veces mayor que el valor que toma la ecuacio´n (6.9), y unas 60
veces mayor que el PR medio que se obtiene usando la base local construida a
partir de las funciones de scar. Las dema´s simetr´ıas del potencial cua´rtico dan
resultados similares.
6.3.1. Ana´lisis estad´ıstico del PR
Teniendo en cuenta el valor medio del PR, podemos definir ahora un nuevo
ı´ndice de participacio´n escalado, “pr”, que sea independiente de la energ´ıa
pr =
PR− 1
PR
(6.10)
donde PR viene dado por la ecuacio´n (6.4). El “pr” dado por la ecuacio´n (6.10)
es una variable aleatoria mayor o igual que cero, que se ajusta muy bien a una
distribucio´n de Weibull, definida por
PW(x) =
k
l
(x
l
)k−1
e−(
x
l )
k
, (6.11)
cuya distribucio´n acumulada es
WW(x) =
∫ x
0
PW(y)dy = 1− e−(xl )
k
, (6.12)
donde los para´metros l y k se han calculado ajusta´ndolos nume´ricamente para
cada una de las simetr´ıas del sistema. Su valor aparece recogido en la tabla 6.12.
La figura 6.32 representa la probabilidad acumulada de que el “pr” escalado
tome un valor menor o igual que cierto valor junto con la distribucio´n integrada
de la distribucio´n de Weibull dada por la ecuacio´n (6.12). Como se puede ver
en dichas figuras, WW(pr) vale pra´cticamente uno para pr ≈ 10. Este resultado
es razonable, ya que la mayor´ıa de los valores del PR tienen un valor menor
que 10× PR.
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Tabla 6.12: Para´metros del ajuste de la variable aleatoria “pr” de los autoestados a la dis-
tribucio´n de Weibull (6.11) de cada una de las representaciones irreducibles, χ, del oscilador
cua´rtico.
χ l k
A1 2,8323± 0,0003 1,2030± 0,00002
A2 3,1867± 0,0001 1,17526± 0,00008
B1 2,8366± 0,0004 1,1629± 0,0003
B2 3,0180± 0,0005 1,1758± 0,0004
E 3,0729± 0,0006 1,2930± 0,0005
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(a) |352〉A1
119,956 6,16
(b)
86.4
(c) (d) (e)|9, 61〉A1 |11, 58〉A1 |13, 40〉A1
119,648 118,923 118,566
(f) (g) (h)|15, 54〉A1 |16, 48〉A1 |18, 51〉A1
119,888 119,591 118,278
(i) (j) (k)|1, 62〉A1 |2, 63〉A1 |18, 52〉A1
120,514 122,808 121,320
(l) (m) (n)|14, 57〉A1 |12, 36〉A1 |6, 35〉A1
121,065 119,213 118,593
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.24: I´dem a la figura 6.20 para la autofuncio´n |352〉A1 .
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
|A1, 150〉 |A1, 151〉 |A1, 152〉
|A1, 250〉 |A1, 251〉 |A1, 252〉
|A1, 350〉 |A1, 351〉 |A1, 352〉
x
-4 -2 0 2 4
p
-1
0
1
2
Figura 6.25: SSC de la distribucio´n de Husimi (4.22) para κ = 1 de las autofunciones A1
representadas en las figuras 6.16-6.24. La l´ınea continua representa el l´ımite semicla´sico.
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Figura 6.26: Intensidades de scar x1 (a) y x2 (b) de las autofunciones A1. En rojo, intensidad
de scar de las autofunciones A1 del oscilador cua´rtico. En verde, media mo´vil de paso 20 de
xi. En azul (rosa), aproximacio´n semicla´sica x¯i dada por la ecuacio´n (5.46) con ci = 0 y ci
ajustado (ver tabla 6.10).
INTENSIDADES DE SCAR 157
E
20 40 60 80 100 120 140
x
i
0,2
0,4
0,6
0,8
A2
B1
B2
E
Figura 6.27: Intensidades de scar x1 y x2 de las autofunciones A2, B1, B2 y E. En rojo
(verde), media mo´vil de paso 20 de la intensidad de scar x1 (x2) de las autofunciones. En
turquesa y azul, respectivamente, aproximacio´n semicla´sica x¯1 dada por la ecuacio´n (5.46)
con c1 = 0 y c1 ajustado (ver tabla 6.10). En naranja y rosa, respectivamente, aproximacio´n
semicla´sica x¯2 dada por la ecuacio´n (5.46) con c2 = 0 y c2 ajustado (ver tabla 6.10).
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Figura 6.28: Perfil de las intensidades de scar, Iχ, de cada una de las representaciones
irreducibles, χ, del oscilador cua´rtico en funcio´n del producto ωρ¯ = |EN − EBS|ρ¯χ, donde
EN es la energ´ıa de la autofuncio´n para ~ = 1, EBS es la energ´ıa de Bohr–Sommerfeld
de la funcio´n de scar y ρ¯ es la densidad de estados a la energ´ıa media de la ventana,
ρ¯χ = ρχ[(E+ + E−)/2], dada por la ecuacio´n (3.34). Los puntos rojos representan la media
mo´vil de paso 50 de las intensidades de scar asociadas a las autofunciones de la tabla 6.11.
La l´ınea continua verde representa la aproximacio´n asinto´tica dada por la ecuacio´n (6.3).
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Figura 6.29: Relacio´n entre los PRs de la ecuaciones (6.9) y (6.4) para las representaciones
irreducibles A1 (rojo), A2 (verde), B1 (azul), B2 (rosa) y E (turquesa).
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Figura 6.30: En rojo, PR de las autofunciones. En verde, media mo´vil de paso 20 del PR.
En azul y rosa, PRs dados, respectivamente, por las ecuaciones (6.4) y (6.9). De arriba a
abajo, A1, A2, B1, B2 y E.
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Figura 6.31: PR de las autofunciones A1 del potencial cua´rtico calculados usando una base
de funciones de oscilador (puntos azules) y usando la base de funciones de scar (puntos rojos)
en escala doblemente logar´ıtmica. El valor medio del PR en la base de funciones de oscilador,
dado por PRosc(E) = aE2 + bE , con a = 0,6± 0,2 y b = 0,014± 0,001, se ha representado en
turquesa. El PR semicla´sico (6.9) se ha representado en rosa y el valor medio del PR dado
por la ecuacio´n (6.4) en verde.
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Figura 6.32: Probabilidad integrada de la variable aleatoria pr definida por la ecuacio´n (6.10)
en el oscilador cua´rtico. La funcio´n escalera representa el resultado nume´rico y las l´ıneas
continuas representan el ajuste de las distribuciones anteriores a la funcio´n de probabilidad
de Weibull (6.12). El inset representa la diferencia entre los resultados nume´ricos y el ajuste
de la ecuacio´n (6.12). Panel superior: simetr´ıas A1 (funcio´n escalera de color rojo) y A2
(funcio´n escalera verde). Panel superior: B1 (rojo) y B2 (verde). Panel inferior: E.
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Tabla 6.13: I´dem a la tabla 6.1 para las autofunciones |194〉A1 , |268〉A1 y |342〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14 OP15, n15, Σ15 OP16, n16, Σ16
OP17, n17, Σ17 OP18, n18, Σ18
194 12.3
10, 44, 19.1 17, 33, 31.0 6, 26, 41.1 9, 44, 44.5
9, 45, 47.5 2, 45, 51.9 5, 11, 55.7 16, 36, 58.2
14, 42, 62.8 10, 45, 67.8 4, 54, 75.3 17, 34, 75.9
14, 43, 77.5 7, 20, 78.9 6, 27, 81.2 10, 46, 82.7
3, 18, 84.0 4, 56, 86.3
268 11.2
17, 39, 13.2 4, 64, 28.8 15, 47, 37.4 9, 53, 49.8
5, 13, 51.6 4, 63, 52.7 2, 54, 53.3 1, 54, 59.4
13, 35, 61.6 10, 53, 64.1 8, 31, 67.4 6, 31, 79.6
1, 53, 83.8 10, 52, 85.5
342 11.9
1, 61, 6.17 2, 61, 23.7 9, 60, 39.9 17, 44, 45.4
11, 58, 50.6 6, 35, 55.8 11, 57, 59.9 4, 72, 66.2
12, 36, 70.9 18, 51, 74.8 17, 45, 78.5 9, 61, 81.6
15, 54, 84.6 2, 62, 85.4
6.3.2. Autofunciones con alto PR. Influencia del nu´me-
ro de OPs
Las intensidades de scar y el ı´ndice de participacio´n de cada autofuncio´n
dependen de las funciones de scar con las que se ha construido la base. En
particular, el valor medio del PR es tanto menor cuantas ma´s OPs se tienen en
cuenta a la hora de construir la base de funciones de scar. Como se puede ver
en la figura 6.30, el PR de las autofunciones en la representacio´n local oscila
en torno al valor medio dado por la ecuacio´n (6.4). No obstante, algunas au-
tofunciones muy excitadas tienen un PR notablemente mayor que el dado por
dicha ecuacio´n. As´ı, las autofunciones |194〉A1 , |268〉A1 y |342〉A1 representadas
en la figura 6.33 tienen, respectivamente, un PR igual a 12.3, 11.2 y 11.9. La
estructura de estas funciones en la representacio´n local viene dado por la tabla
6.13.
Aunque las autofunciones de la ecuacio´n anterior se han reconstruido con la
misma precisio´n en la base de funciones de scar que en la de funciones de osci-
lador, su PR se puede reducir aplicando el Me´todo de Gram-Schmidt Selectivo
a un conjunto de funciones de scar construidas a lo largo de ma´s OPs. Para
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Figura 6.33: Autofunciones |194〉A1 (a), |268〉A1 (b) y |342〉A1 (c) del oscilador cua´rtico. La
energ´ıa de cada autofuncio´n y el PR asociado al calcularlas usando una base formada por
18 OPs se muestran, respectivamente, en las esquinas inferior izquierda y derecha. Co´digo
de colores y escalamiento como en la figura 3.4.
demostrarlo, hemos calculado las autofunciones del oscilador cua´rtico hasta la
energ´ıa E+ = 60 usando tres bases formadas a partir de las funciones de scar
construidas a lo largo de un nu´mero distinto de OPs: con nueve (OPs 1 a 9
de la figura (3.3), trece (OPs 1 a 13 de la misma figura), y todas las o´rbitas
perio´dicas de la figura posibles3. En la figura 6.34 se muestra el valor del PR
de los autoestados A1 en funcio´n de la energ´ıa para las tres bases formadas
a partir de las funciones de scar localizadas a lo largo de tres conjuntos de
OPs de distinto taman˜o. Como se puede ver, el PR de las autofunciones |32〉A1
(E|32〉A1 = 21,931) y |117〉A1 (E|117〉A1 = 55,499) experimenta una reduccio´n
importante a medida que se incluyen ma´s OPs, ya que pasa de valer, respec-
tivamente, 7.07 y 14.2 cuando se utilizan 9 OPs, a ser 2.84 y 1.19 al incluir
18. Las tablas 6.14 y 6.15 muestran la estructura de las autofunciones |32〉A1 y
|117〉A1 en la representacio´n local. Estas autofunciones se han representado en
la figura 6.35. Como se puede ver, estas dos autofunciones se reconstruyen con
distintas funciones de scar al construir la base con ma´s OPs. La reconstruc-
cio´n de la autofuncio´n |117〉A1 resulta especialmente reveladora, ya que esta
autofuncio´n pasa de reconstruirse con unas 20 funciones de la base constru-
ida utilizando 9 OPs a reconstruirse con pra´cticamente so´lo una (|12, 20〉A1)
cuando se emplea la base que incluye 18 OPs.
3En el caso de la RI A1, OPs 1-18; A2, OPs 2 y 4-18; B1, 1-2 y 4-18; B2, 2-18. Para
calcular aproximadamente el mismo nu´mero de autofunciones de la RI E que del resto, en
esta simetr´ıa hemos tomado E+ = 35, dado que su densidad de estados es aproximadamente
el doble que el de las RIs unidimensionales. En la RI E, hemos diagonalizado la matriz
hamiltoniana usando las bases construidas a partir de las funciones de scar localizadas a lo
largo de las 7, 10 y 12 primeras OPs de la figura 3.3, y las correspondientes OPs giradas 90o
en los casos en los que la OP girada no coincid´ıa con la original.
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Tabla 6.14: Reconstruccio´n de la autofuncio´n |32〉A1 usando tres bases formadas a
partir de 9, 13 y 18 OPs (primera columna, #). PR es el ı´ndice de participa-
cio´n. OP y n son, respectivamente, la o´rbita perio´dica y el nu´mero asociado a la
funcio´n de scar |OP, n〉A1 con la que se reconstruye la autofuncio´n, y Σi es el por-
centaje de solapamiento de la autofuncio´n al reconstruirla usando las funciones de
scar |OP1, n1〉, |OP2, n2〉, |OP3, n3〉, . . . , |OPi−1, ni−1〉, |OPi, ni〉.
# PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7
9 7.07
5, 4, 19.6 2, 16, 40.2 4, 20, 50.5 6, 10, 65.7
3, 7, 70.4 4, 21, 83.0 4, 22, 87.0
13 4.01 5, 4, 19.6 12, 10, 42.0 2, 16, 67.3 4, 20, 98.4
18 2.84 17, 12, 51.4 2, 16, 75.7 5, 4, 89.9
Tabla 6.15: I´dem a la tabla 6.14 para la autofuncio´n |117〉A1
# PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14 OP15, n15, Σ15 OP16, n16, Σ16
OP17, n17, Σ17 OP18, n18, Σ18 OP19, n19, Σ19 OP20, n20, Σ20
OP21, n21, Σ21 OP22, n22, Σ22
9 14.2
3, 13, 15.8 4, 40, 27.2 5, 8, 34.6 8, 19, 37.6
9, 34, 38.1 6, 19, 38.3 4, 39, 41.6 9, 33, 42.2
4, 38, 42.9 1, 33, 43.5 9, 32, 44.0 2, 33, 44.9
2, 32, 49.2 7, 14, 50.6 1, 32, 51.5 9, 31, 53.0
2, 31, 58.3 6, 18, 66.9 8, 18, 72.3 3, 12, 79.2
4, 41, 83.6 7, 13, 85.0
13 1.19 12, 20, 91.7
18 1.19 12, 20, 91.7
En la figura 6.35 hemos incluido algunos ejemplos de autofunciones pertene-
cientes a otras RIs del oscilador cua´rtico cuyo PR se reduce considerablemente
al utilizar un conjunto de funciones de scar construidas a lo largo de ma´s OPs.
Como se puede ver en la tabla 6.16, el ı´ndice de participacio´n de las auto-
funciones consideradas efectivamente disminuye al aumentar el taman˜o de la
base. Es importante indicar que, no obstante, las autofunciones se han repro-
ducido con la misma precisio´n que da la base de funciones de oscilador al usar
todas las bases. La reconstruccio´n de estos autoestados usando la base que se
construye a partir de ma´s OPs se muestra en la tabla 6.17. Como se puede
ver en esta ecuacio´n, en la primera funcio´n de base con la que se reconstruyen
las autofunciones |84〉A2 , |105〉B1 y |85〉B2 es una funcio´n de scar construida
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Figura 6.34: PR de las autofunciones A1 calculadas con E+ = 60 y utilizando una base
formada a partir de las funciones de scar construidas a lo largo de las 9 (rojo), 13 (verde) y
18 (azul) primeras OPs de la figura 3.3.
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(b) |117〉A1
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(c) |84〉A2
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Figura 6.35: Autofunciones |A1, 32〉 (a), |A1, 117〉 (b), |A2, 84〉 (c), |B1, 105〉 (d), |B2, 85〉 (e)
y |E1, 42〉 (f) del oscilador cua´rtico. En la parte inferior izquierda se muestra la energ´ıa de
cada autofuncio´n. En la esquina inferior derecha aparece el PR de cada autoestado al usar
9 OPs; se ha indicado entre pare´ntesis el valor del PR al utilizar una base mayor, de ∼ 17
OPs. Co´digo de colores y escalamiento como en la figura 3.4.
a lo largo de una OP que no se ha tenido en cuenta en la base pequen˜a. En
el caso de la autofuncio´n |105〉B1 , se puede observar que los ma´ximos de la
densidad de probabilidad se localizan a lo largo de la OP 16 de la figura 3.3,
de ah´ı que al ampliar la base la primera funcio´n de scar con la que se recons-
truye es |16, 25〉B1 , sobre la que se proyecta un 72,9 %. El PR de la autofuncio´n
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Tabla 6.16: Dependencia del valor del ı´ndice de participacio´n, PR, con el nu´mero de o´rbitas
perio´dicas, #, con el que se construye la base correspondiente a la autofuncio´n |N〉χ.
|N〉χ #,PR
|84〉A2 9, 12.8 13, 12.8 16, 6.74
|105〉B1 9, 9.93 13, 4.12 17, 1.83
|85〉B2 9, 10.9 13, 2.23 17, 2.08
|42〉E1 9, 15.3 14, 8.14 18, 1.27
Tabla 6.17: I´dem a la tabla 6.14 para las autofunciones de la tabla 6.16 calculadas en la base
con ma´s o´rbitas perio´dicas.
|N〉χ # PR OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6
|84〉A2 16 6.74 18, 25, 15.9 13, 19, 30.2 6, 17, 42.8 4, 34, 68.6
2, 28, 78.0 4, 35, 85.3
|105〉B1 17 1.83 16, 25, 72.9 4, 39, 81.4 9, 32, 87.5
|85〉B2 17 2.08 10, 27, 64.0 17, 21, 90.5
|42〉E1 18 1.27 2˜, 14, 88.6
|42〉E1 pasa de valer 15,3 a 1,27 cuando se utiliza una base de funciones de scar
localizadas a lo largo de 18 en vez de 9 OPs. Al usar 18 OPs, esta autofuncio´n
se reconstruye fundamentalmente con la funcio´n de scar |2˜, 14〉E1 , con la que
se solapa un 88,6 %. Esta funcio´n de scar no formaba parte de la base cuando
se utilizaban 9 OPs, motivo por el cual el PR tomaba un valor tan grande.
6.4. Dispersio´n de las autofunciones en la re-
presentacio´n local
En este apartado calculamos la dispersio´n de las autofunciones del sistema
en la base local de funciones. Una autofuncio´n N en la base local |ϕlocj 〉 se
representa por medio de los coeficientes Cj de la ecuacio´n (5.25). La dispersio´n
σ de la autofuncio´n en esta base viene dada por
σ2 =
Nb∑
j=1
E2j (Cj)2 −
[
Nb∑
j=1
Ej(Cj)2
]2
, (6.13)
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donde Ej son las energ´ıas de las funciones de base. En la ecuacio´n (6.13),
estamos asumiendo la existencia de un hamiltoniano que es diagonal en la
base local. En la figura 6.36 mostramos con puntos rojos la dispersio´n de las
autofunciones del oscilador cua´rtico medida en unidades del espaciamiento
medio
σr = σρ (6.14)
donde σ es la dispersio´n de la ecuacio´n (6.13) y ρ la densidad de estados del
sistema a la energ´ıa de la autofuncio´n E dada por la ecuacio´n (3.34). Para
ver mejor la tendencia que sigue la ecuacio´n (6.14), en esta figura hemos re-
presentado con puntos verdes la media mo´vil de paso veinte de la dispersio´n
reducida. La media mo´vil aumenta con la energ´ıa, siendo su valor ligeramente
superior al dado por la ecuacio´n (5.40).
6.5. Ca´lculo de errores
Tradicionalmente, para comprobar cua´n convergidos esta´n las autofuncio-
nes obtenidas al diagonalizar una matriz hamiltoniana, se suelen comparar con
los autoestados que se obtienen al diagonalizar la matriz hamiltoniana usando
una base notablemente mayor, cuyos resultados se consideran exactos. Una de
las grandes ventajas que ofrece la utilizacio´n de una base construida a par-
tir de un conjunto de funciones de scar es que se puede acotar el error de la
energ´ıa y del solapamiento de la autofuncio´n calculada con la exacta a partir
de la dispersio´n del autoestado calculado, sin necesidad de diagonalizar la ma-
triz hamiltoniana en una base mayor. As´ı, hemos podido demostrar de forma
heur´ıstica que los dos errores anteriores se pueden acotar con las ecuaciones
∆Er ≤ σ
2,5
r
4
, 1− 〈N ′|N〉2 ≤ σ
2,5
r
100
(6.15)
donde σr viene dada por la ecuacio´n (6.14), ∆Er es el error reducido de la
energ´ıa [autoenerg´ıa calculada menos autoenerg´ıa exacta multiplicadas por la
densidad de estados ρ, ∆Er = |EN′ − EN|ρ] y 〈N ′|N〉 es la proyeccio´n del auto-
estado calculado, N ′, sobre el autoestado exacto, N , del sistema. Para poder
obtener las ecuaciones (6.15) ha sido necesario comparar las autoenerg´ıas y
las autofunciones del sistema obtenidos usando una base de funciones de scar
con los resultados que se obtienen al usar una base de funciones de oscilador
armo´nico unas cuatro veces mayor. Estas ecuaciones se podr´ıan haber obtenido
usando u´nicamente las autofunciones con menor energ´ıa, ya que hemos com-
probado que las ecuaciones (6.15) se cumplen para todos los taman˜os de base
considerados, por lo que no ser´ıa necesario una gran potencia de co´mputo, ya
que las matrices a diagonalizar ser´ıan muy pequen˜as. La figura 6.37 muestra
los errores de la energ´ıa y de la proyeccio´n de las autofunciones de las distin-
tas representaciones irreducibles del potencial cua´rtico frente a la dispersio´n
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Figura 6.36: En rojo, dispersio´n reducida σr de las autofunciones del oscilador cua´rtico en
la base de scar en funcio´n de la energ´ıa E . En verde, media mo´vil de paso 20 de σr.
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Figura 6.37: Error de la energ´ıa reducida, ∆Er, (panel inferior) y error de la proyeccio´n,
1−〈N ′|N〉2, del autoestado calculado sobre el autoestado exacto del potencial cua´rtico (panel
superior) en funcio´n de la dispersio´n reducida, σr, medida en unidades del espaciamiento
medio.
reducida σr. Como puede verse, los errores de todas las representaciones irre-
ducibles son del mismo orden de magnitud y se ajustan a una ley de potencias
en casi todo el rango de σr. Sin embargo, esta ley deja de cumplirse para los
valores muy grandes o muy pequen˜os de la dispersio´n. Por un lado, los resul-
tados correspondientes a valores muy pequen˜os de la dispersio´n se saturan en
torno a ∆Er ≈ 10−8, 1 − 〈N ′|N〉2 ≈ 10−10 debido a los errores de precisio´n.
Por otro lado, los valores muy grandes de la dispersio´n (por ejemplo, σr ≥ 0,2)
esta´n asociados a los u´ltimos autoestados calculados con la base, que son los
peor convergidos debido al taman˜o finito de la base.
6.6. Ca´lculo de las autofunciones en una ven-
tana de energ´ıa
Hasta ahora, hemos aplicado el MGSS para calcular todas las autofunciones
del oscilador cua´rtico (3.15) con una energ´ıa menor que E+ (tomando E− = 0).
En esta seccio´n mostramos los resultados que se obtienen al calcular las au-
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tofunciones en una ventana de energ´ıa (E−, E+), de anchura ∆E = E+ − E−.
Este ca´lculo resulta de gran intere´s ya que nos ha permitido calcular autofun-
ciones altamente excitadas con una base de muy pequen˜o taman˜o. Adema´s,
hemos comprobado que el valor del para´metro cb, que determina el taman˜o
de la base a trave´s de la ecuacio´n (5.8), es tanto mayor cuanto menor sea el
taman˜o de la ventana ∆E . Esto se debe a que cuanto mayor sea la ventana
de energ´ıa, ma´s funciones de scar tiene el MGSS para seleccionar y construir
con ellas una base ma´s eficiente. En las tablas 6.18–6.20 mostramos los resul-
tados obtenidos para una de las ventanas estudiadas, definida por E− =100
y E+ =110. En este ca´lculo, hemos tomado cb =4. Usando el MGSS somos
capaces de reconstruir las 28 autofunciones que hay en la ventana usando una
base formada por 57 funciones de scar. Las autofunciones |273〉A1 a |310〉A1 de
la ventana se muestran en las figuras 6.38–6.40. Como se puede comprobar,
todas las autofunciones se reconstruyen combinando entre dos y seis funciones
de base. Aunque todas las autofunciones se calculan con la misma precisio´n
(por encima del 99.9 %), algunas de ellas tienen, no obstante, un ı´ndice de par-
ticipacio´n muy elevado (como, por ejemplo, la autofuncio´n |278〉A1 , para la que
PR=10.8). Este alto valor del PR podr´ıa reducirse, incluyendo ma´s OPs en el
ca´lculo. Aunque algunas de las autofunciones se reconstruyen usando funcio-
nes de scar distintas de las utilizadas en la seccio´n 6.1, en la que toma´bamos
E− =0, los resultados del PR y de las intensidades de scar de ambos ca´lculos
son cuantitativamente semejantes.
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Tabla 6.18: I´dem a la tabla 6.1 para las autofunciones |273〉A1 − |287〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14 OP15, n15, Σ15 OP16, n16, Σ16
OP17, n17, Σ17 OP18, n18, Σ18 OP19, n19, Σ19 OP20, n20, Σ1−20
OP21, n21, Σ1−21
273 2.09 8, 31, 67.6 11, 51, 77.2 6, 31, 84.3 5, 13, 90.9
274 1.97 1, 54, 69,7 5, 13, 78,2 16, 42, 88.3
275 5.16
2, 54, 31.0 5, 13, 55.9 8, 31, 67.0 16, 42, 79.1
4, 64, 86.5
276 4.23
7, 23, 42.0 13, 35, 56.3 10, 53, 63.7 8, 31, 70.8
6, 31, 88.9
277 4.67
10, 53, 29.5 9, 54, 51.5 4, 65, 78.5 5, 13, 83.8
3, 21, 86.5
278 5.31
10, 53, 30.8 3, 21, 53.3 4, 65, 71.4 17, 40, 78.2
6, 31, 81.5 8, 31, 83.6 2, 55, 85.3
279 10.8
9, 54, 21.8 4, 65, 34.2 3, 21, 40.1 11, 52, 44.4
13, 36, 49.3 5, 13, 52.4 2, 55, 53.7 1, 55, 65.7
16, 43, 69.2 10, 53, 71.9 10, 54, 75.0 4, 66, 77.0
1, 54, 78.5 17, 40, 79.6 8, 31, 80.2 6, 31, 81.7
11, 51, 82.4 16, 42, 83.5 9, 53, 84.4 8, 32, 84.9
6, 32, 87.0
280 2.15
9, 54, 67.7 11, 52, 70.9 17, 40, 72.9 13, 36, 75.5
11, 51, 76.5 5, 13, 77.8 15, 47, 79.1 2, 54, 80.3
3, 21, 81.2 16, 43, 82.7 4, 66, 83.8 10, 52, 84.7
10, 53, 85.6
281 3.53
17, 40, 49.3 4, 65, 65.0 3, 21, 72.7 9, 54, 76.9
11, 52, 81.6 10, 53, 82.9 13, 36, 83.7 16, 43, 89.2
282 4.30
3, 21, 44.3 13, 36, 52.7 16, 43, 64.1 17, 40, 73.2
4, 65, 77.0 4, 66, 80.3 1, 55, 82.0 2, 55, 88.1
283 3.99 16, 43, 39.9 17, 40, 61.5 1, 55, 77.3 11, 52, 89.5
284 2.52 1, 55, 56.8 16, 43, 83.2 3, 21, 85.4
285 4.27
2, 55, 41.0 13, 36, 59.9 3, 21, 71.6 17, 40, 78.6
4, 65, 88.7
286 4.72
4, 66, 25.4 10, 54, 49.5 9, 55, 78.6 16, 43, 82.1
11, 52, 86.1
287 3.93
4, 66, 44.7 16, 43, 57.9 11, 52, 75.7 9, 54, 79.7
15, 49, 81.9 13, 36, 83.5 17, 40, 86.4
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Tabla 6.19: I´dem a la tabla 6.1 para las autofunciones |288〉A1 − |302〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13 OP14, n14, Σ14
288 5.46
10, 54, 38.9 13, 36, 45.4 11, 52, 57.5 9, 55, 61.8
9, 54, 68.1 16, 43, 70.4 4, 66, 71.8 1, 55, 73.2
2, 56, 74.2 1, 56, 76.4 8, 32, 77.3 6, 32, 82.8
17, 40, 84.5 10, 55, 86.1
289 2.80
9, 55, 57.6 4, 66, 71.2 6, 32, 74.3 8, 32, 79.5
15, 49, 81.6 7, 24, 82.9 17, 41, 84.0 4, 67, 85.0
290 6.87
9, 55, 29.3 4, 66, 39.6 10, 54, 47.0 15, 49, 49.5
6, 32, 51.3 8, 32, 67.2 7, 24, 69.7 17, 41, 71.5
4, 67, 72.9 11, 52, 73.8 13, 36, 74.7 16, 43, 75.9
1, 56, 76.6 2, 56, 86.7
291 1.17 8, 32, 92.6
292 6.83
15, 49, 26.1 1, 56, 40.2 2, 56, 50.6 9, 55, 61.1
6, 32, 70.7 8, 32, 86.3
293 1.55 1, 56, 79.7 2, 56, 87.7
294 4.81
7, 24, 37.4 15, 49, 61.4 17, 41, 67.5 6, 32, 70.5
8, 32, 72.5 4, 67, 74.4 14, 52, 75.3 9, 55, 76.1
2, 56, 77.5 1, 56, 80.7 10, 55, 82.4 9, 56, 85.8
295 3.45 4, 67, 48.9 10, 55, 60.9 9, 56, 75.6 17, 41, 85.1
296 2.34 17,41,60.6 4,67,84.3 10,55,90.3
297 3.93
16,44,41.5 7,24,65.3 10,55,80.2 4,67,84.4
6,32,86.4
298 5.82
14,52,27.4 7,24,48.6 16,44,62.1 17,41,74.1
4,67,83.4 9,56,88.3
299 5.43
14,52,29.3 9,56,53.6 16,44,68.9 7,24,76.6
15,49,85.1
300 2.45 9,56,58.9 14,52,78.4 16,44,93.2
301 6.22
11,54,8.61 15,50,14.7 1,57,19.3 2,57,49.9
9,56,72.1 16,44,75.5 4,68,77.5 10,56,80.1
18,48,81.5 9,57,83.1 3,22,84.9 7,24,86.5
302 2.44 4,68,58.1 3,22,84.3 8,33,88.6
174 AUTOFUNCIONES DEL CUA´RTICO
Tabla 6.20: I´dem a la tabla 6.1 para las autofunciones |303〉A1 − |310〉A1 .
N PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3 OP4, n4, Σ4
OP5, n5, Σ5 OP6, n6, Σ6 OP7, n7, Σ7 OP8, n8, Σ8
OP9, n9, Σ9 OP10, n10, Σ10 OP11, n11, Σ11 OP12, n12, Σ12
OP13, n13, Σ13
303 1.23 1,57,90.0
304 2.15 15,50,66.4 2,57,79.0 11,54,86.6
305 8.55
4,68,13.4 18,48,26.9 10,56,42.3 15,50,59.7
3,22,71.6 9,57,85.7
306 5.95
3,22,30.6 6,33,46.0 4,68,59.5 11,54,68.5
18,48,75.1 15,50,88.5
307 5.34
3,22,39.3 9,57,51.1 16,45,54.8 10,56,60.0
15,50,61.7 11,54,70.0 8,33,72.9 14,52,75.2
4,68,76.8 9,56,80.0 6,33,81.3 2,57,82.9
1,57,87.4
308 4.29
16,45,36.4 14,53,57.5 6,33,78.1 9,57,82.6
10,56,92.6
309 3.20 8,33,50.4 18,48,71.2 10,56,79.7 6,33,87.2
310 2.46
9,57,62.8 11,54,69.5 6,33,73.2 18,48,76.0
15,50,77.9 4,68,80.3 9,56,82.4 14,52,83.9
2,57,84.9 10,56,87.7
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|273〉A1 |274〉A1 |275〉A1
|276〉A1 |277〉A1 |278〉A1
|279〉A1 |280〉A1 |281〉A1
|282〉A1 |283〉A1 |284〉A1
|285〉A1 |286〉A1 |287〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.38: I´dem a la figura 3.4 para las autofunciones |273〉A1 a |287〉A1 calculadas en la
ventana de energ´ıa 100 ≤ E ≤ 110.
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|288〉A1 |289〉A1 |290〉A1
|291〉A1 |292〉A1 |293〉A1
|294〉A1 |295〉A1 |296〉A1
|297〉A1 |298〉A1 |299〉A1
|300〉A1 |301〉A1 |302〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.39: I´dem a la figura 3.4 para las autofunciones |288〉A1 a |302〉A1 calculadas en la
ventana de energ´ıa 100 ≤ E ≤ 110.
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|303〉A1 |304〉A1 |305〉A1
|306〉A1 |307〉A1 |308〉A1
|309〉A1 |310〉A1
x
-4 -2 0 2 4
y
-4
-2
0
2
4
Figura 6.40: I´dem a la figura 3.4 para las autofunciones |303〉A1 a |310〉A1 calculadas en la
ventana de energ´ıa 100 ≤ E ≤ 110.

Que cada hombre construya su catedral.
¿Para que´ vivir de obras de arte ajenas y antiguas?
Jorge Luis Borges (1899-1986)2
Cap´ıtulo 7
Ca´lculo de las autofunciones del
sistema molecular LiNC/LiCN
en una base semicla´sica
En este cap´ıtulo presentamos los resultados del ca´lculo de las autofunciones
del sistema molecular LiNC/LiCN en una base semicla´sica usando el me´todo
descrito en el cap´ıtulo 5.
Como vimos en la seccio´n 3.2, el sistema molecular LiNC/LiCN tiene un
espacio de fases que combina, a una misma energ´ıa, zonas de regularidad con
regiones cao´ticas. En estas u´ltimas regiones, todas o´rbitas perio´dicas encon-
tradas son de tipo inestable, por lo que podemos construir a lo largo de ellas
funciones de scar, como vimos en el cap´ıtulo 4. Ahora bien, este sistema tiene
tambie´n o´rbitas perio´dicas estables, sobre todo a baja energ´ıa. Por ello, para
construir nuestra base semicla´sica, en este sistema tenemos que utilizar fun-
ciones de onda localizadas tanto a lo largo de las OPs inestables como de las
estables. Para las OPs inestables, emplearemos la construccio´n de funciones
de scar descrita en la seccio´n 4.3, y para las estables las funciones de tubo
dadas por la ecuacio´n (4.1), ya que esta ecuacio´n permite obtener funciones de
onda localizadas tanto a lo largo de las OPs estables como de las inestables;
la u´nica diferencia entre ambas esta´ en el ı´ndice µ que entra en la condicio´n
de cuantizacio´n (2.70), que es un nu´mero entero para las OPs inestables, y un
valor real para las estables2 [Eck 88].
1Borges el memorioso – conversaciones de Jorge Luis Borges con Antonio Carrizo, Fondo
de Cultura Econo´mica (Buenos Aires, 1982).
2Si los autovalores se escriben como γ = eλ+iω, se puede demostrar que la parte entera
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Como veremos a lo largo de este cap´ıtulo, el conjunto formado por las fun-
ciones de scar construidas a lo largo de las OPs inestables junto con las fun-
ciones de tubo localizadas a lo largo de las OPs estables del sistema molecular
LiNC/LiCN constituye una base en la que es posible calcular las autofunciones
del sistema con gran precisio´n.
En un sistema cao´tico, es de esperar que las o´rbitas perio´dicas cubran
densamente todo el espacio de fases. Sin embargo, en el LiNC/LiCN muchas
de estas OPs permanecen confinadas en ciertas regiones del espacio de fases. A
bajas energ´ıas, este efecto se debe a los toros invariantes que tiene el sistema en
torno a sus pozos. A mayores energ´ıas, incluso cuando los toros se han destruido
como prescribe el Teorema KAM, este efecto se sigue observando debido a la
existencia de una barrera en θ =0.611 pi rad [Rev prepb]. Estos dos efectos
hacen que el para´metro semicla´sico de seleccio´n, η, dado por la ecuacio´n (5.4)
no resulte del todo adecuado a la hora de seleccionar las funciones de onda
con las que construir la base, ya que, en este caso, la base necesita incluir
funciones de onda localizadas a lo largo de OPs ma´s largas, que vayan ma´s
alla´ de la barrera dina´mica. Por todo ello, en lugar de utilizar el para´metro ηj
original, para el ana´lisis del sistema molecular LiNC/LiCN hemos utilizado el
para´metro
ηj =
√
σ2j + ∆E ,
donde σj y ∆E tienen el mismo significado que en las ecuaciones (5.4) y (5.7).
Las autofunciones del sistema se han calculado en la ventana de energ´ıa
E− = 0 y E+ =4100 cm−1, tomando cb = 6 en la ecuacio´n (5.8) que determina
el taman˜o de la base. Con ello, hemos construido un total de 508 funciones
de onda semicla´sicas a lo largo de las 30 o´rbitas perio´dicas mostradas en las
figuras 3.17 y 3.18, de las cuales 328 son funciones de scar y las 180 funciones
de onda restantes son funciones de tubo. De todo este conjunto de funciones
semicla´sicas, el MGSS elige 90 funciones de onda localizadas a lo largo de 20 de
las o´rbitas consideradas, con las que somos capaces de reconstruir las primeras
66 autofunciones del sistema con una gran precisio´n.
En la figura 7.1(d) mostramos las primeras autoenerg´ıas del sistema mole-
cular LiNC/LiCN. En las figuras 7.1(a), 7.1(b) y 7.1(c) hemos representado los
diagramas de bifurcacio´n de las o´rbitas perio´dicas empleadas para calcular las
autofunciones. En estas figuras, hemos resaltado con puntos negros la posicio´n
de las OPs que satisfacen la condicio´n de cuantizacio´n de Bohr–Sommerfeld
(2.70), y con puntos verdes la posicio´n de las 89 o´rbitas perio´dicas3 a lo largo
de las cuales se localizan las funciones de onda empleadas por el MGSS para
construir nuestra base semicla´sica. Como se puede observar en los paneles su-
de µ es igual a ω.
3La o´rbita perio´dica que falta es “Sspi−0”, que no se ha representado en la figura por
tratarse de una trayectoria vibracional (“scretch mode”).
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periores de la figura 7.1, el nu´mero de funciones de onda seleccionadas aumenta
con la energ´ıa. As´ı, hasta E =1200 cm−1 tenemos una funcio´n de base (punto
verde) en el entorno de cada autoenerg´ıa; para 1200< E <1600 cm−1 tenemos
dos funciones de base alrededor de cada energ´ıa. Para 1600< E <2000 cm−1,
tenemos tres, etc. Como veremos en el apartado siguiente, el nu´mero de fun-
ciones de base con una energ´ıa cercana a la energ´ıa de una autofuncio´n da una
idea de cua´ntas funciones de onda hacen falta para reconstruir dicha funcio´n.
Este cap´ıtulo se estructura de la siguiente forma. En la siguiente seccio´n
mostramos la estructura de las autofunciones en nuestra base semicla´sica. A
continuacio´n, en la seccio´n 7.2, aparecen las intensidades de scar de las auto-
funciones calculadas. El ı´ndice de participacio´n se estudia en la seccio´n 7.3.
El error de las autoenerg´ıas y de las autofunciones calculadas se analiza, por
u´ltimo, en la seccio´n 7.4.
7.1. Estructura de las autofunciones del
sistema
En las tablas 7.1–7.4 mostramos los resultados del ca´lculo de las autofun-
ciones del sistema molecular LiNC/LiCN en la base semicla´sica descrita al
comienzo de este cap´ıtulo. Estas tablas constan de siete columnas. La prime-
ra y la segunda columnas son, respectivamente, el nu´mero de la autofuncio´n,
N ′, y la autoenerg´ıa, E ′, calculadas. La tercera columna, N , proporciona el
nu´mero de la autofuncio´n exacta sobre la que ma´s se proyecta la autofuncio´n
|N〉. El solapamiento entre las funciones |N〉 y |N ′〉 viene dado en tanto por
ciento por la cuarta columna, Σ′. El ı´ndice de participacio´n, PR, de la au-
tofuncio´n calculada en la base semicla´sica aparece en la quinta columna. Las
columnas restantes describen la estructura de la autofuncio´n |N ′〉 en la base
de funciones semicla´sicas de forma ana´loga a como vimos en el cap´ıtulo 6. En
estas columnas, hemos indicado adema´s la estabilidad de las OPs por medio
del super´ındice s para las OPs estables y u para las OPs inestables para que
quede de manifiesto si la funcio´n de onda |OP,n〉 empleada en la reconstruccio´n
es una funcio´n de tubo o de scar, respectivamente. Para la reconstruccio´n de
las autofunciones se utilizan como elementos de base muchas ma´s funciones de
scar que funciones de tubo debido a que el MGSS las selecciona por tener, en
general, una dispersio´n menor.
En las tablas 7.1–7.4 hemos incluido la energ´ıa, E ′, y el solapamiento Σ′
con la autofuncio´n exacta para dar informacio´n acerca de la precisio´n de los
resultados obtenidos, que es menor que la de los mostrados en el cap´ıtulo 6
para el oscilador cua´rtico debido al menor taman˜o de la base utilizada. As´ı,
las autofunciones asociadas a los niveles 29 y 30 aparecen intercambiadas, de
forma que la autofuncio´n asociada al nivel 29 (E ′ =2752.93 cm−1) tiene un
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Figura 7.1: Paneles (a), (b) y (c): Diagramas de bifurcacio´n de las o´rbitas perio´dicas del
sistema molecular LiNC/LiCN (´ıdem Fig. 3.16), en los que hemos indicado mediante puntos
negros la posicio´n de las condiciones iniciales de las o´rbitas perio´dicas que satisfacen la
condicio´n de cuantizacio´n de Bohr–Sommerfeld (2.70) y con puntos verdes las condiciones
iniciales de las o´rbitas a lo largo de las cuales se localizan, adema´s, las funciones de onda de
tubo y scar seleccionadas por el Me´todo de Gram Schmidt Selectivo para construir nuestra
base semicla´sica. Panel (d): Energ´ıa de las autofunciones del sistema.
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solapamiento del 94.6 % con la autofuncio´n |30〉 exacta y la autofuncio´n del
nivel 30 (E ′ =2757.27 cm−1) tiene un solapamiento del 98.4 % con la autofun-
cio´n |29〉. Este resultado, que se debe a la proximidad en energ´ıa de estos dos
niveles, aparece tambie´n en los estados |67〉 y |68〉. Como se puede observar
en las tablas, las primeras 68 autofunciones convergen adecuadamente (tienen
un gran solapamiento con las autofunciones exactas) y se reconstruyen en su
mayor´ıa con so´lo uno o dos elementos de base. Las u´ltimas autofunciones de la
tabla, por el contrario, no han convergido. Esto se debe a que, a medida que
aumenta la energ´ıa, se necesitan cada vez ma´s elementos de base para recons-
truir las autofunciones y, para los u´ltimos niveles, el nu´mero de elementos que
tenemos no es lo suficientemente grande. Por ello, para calcular estos niveles
ser´ıa necesario aumentar el taman˜o de la base, an˜adiendo funciones de onda
localizadas a lo largo de otras o´rbitas perio´dicas [cf. Sec. 6.3.2]. De esta forma,
por ejemplo, se podr´ıa reconstruir el nivel 74 exacto, que la base semicla´sica
no reconstruye (el nivel 74 de nuestra base, con E ′ =4071.49 cm−1, tiene un
solapamiento del 91.0 % con el nivel 75 exacto).
Como podemos comprobar en la figura 7.2, el nu´mero de nodos de las
autofunciones de menor energ´ıa coincide con el nu´mero de nodos que tienen
las funciones de base. En los paneles superiores de esta figura mostramos las
autofunciones |1〉, |2〉 y |3〉 exactas del sistema, y en los paneles inferiores las
funciones de scar |1Aupi−0, 0〉, |1Aupi−0, 1〉 y |3Aupi−0, 2〉 que ma´s contribuyen a
la reconstruccio´n de las autofunciones anteriores. Las autofunciones tienen,
respectivamente, 0, 1 y 2 nodos, los mismos que las funciones de scar.
Cuando una autofuncio´n se localiza a lo largo de una OP (“scar”), el nu´me-
ro de nodos que tiene, nn, esta´ relacionado con el nu´mero de excitaciones, n,
que tiene la funcio´n semicla´sica que ma´s contribuye a su reconstruccio´n. As´ı, si
la OP tiene simetr´ıa bajo reversio´n temporal (libracio´n) se verifica que nn = n;
por el contrario, cuando la OP no es sime´trica bajo reversio´n temporal (ro-
tacio´n), tenemos que nn = 2n. Por ejemplo, la autofuncio´n |11〉 mostrada en
la figura 7.3 tiene 7 nodos en la direccio´n θ y se reconstruye en ma´s de un
75 % con la funcio´n de scar |7ABupi−0,14〉 (cf. Tab. 7.1) tambie´n mostrada en la
figura, que tiene 2×7=14 excitaciones.
La reconstruccio´n de las autofunciones de menor energ´ıa se lleva a cabo
combinando funciones semicla´sicas localizadas en el pozo θ = pi rad. Esto
es as´ı hasta la autofuncio´n |31〉, que tiene una energ´ıa E|31〉=2799.23 cm−1,
unos 500 cm−1 por encima de la energ´ıa del pozo θ = 0 en el que se locali-
za (cf. Tab. 7.2). Como se puede observar en la figura 7.3, esta autofuncio´n
pra´cticamente coincide con la funcio´n de scar |1Au0−0, 0〉 seleccionada para su
reconstruccio´n. A partir de esa energ´ıa, las autofunciones se calculan con las
funciones semicla´sicas construidas a lo largo de las OPs que hay en ambos
pozos.
A medida que aumentamos la energ´ıa se hace cada vez ma´s dif´ıcil identi-
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Tabla 7.1: Estructura de las autofunciones |1〉 a |29〉 del sistema molecular LiNC/LiCN en la
base de funciones de tubo/scar, |OP, n〉. N ′ es el nu´mero de la autofuncio´n, E ′ es su energ´ıa,
Σ′ = 100〈N |N ′〉2 es el porcentaje de la autofuncio´n exacta reconstruida, |N〉, PR es el ı´ndice
de participacio´n, OP es la o´rbita perio´dica sobre la que se construye la funcio´n de tubo/scar
con el nu´mero cua´ntico n y Σi es el porcentaje de la autofuncio´n reconstruida combinando
las funciones de tubo/scar |OP1, n1〉, |OP2, n2〉, |OP3, n3〉, . . ., |OPi, ni〉. Los super´ındices
s y u que acompan˜an a las OPs indican si son estables (en cuyo caso se ha construido una
funcio´n de tubo) o inestables (que tienen asociadas funciones de scar).
N ′ E ′ N Σ′ PR OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3
OP4, n4, Σ4 OP5, n5, Σ5
1 512.357 1 100 1.00 1Aupi−0, 0, 100
2 759.448 2 100 1.04 1Aupi−0, 1, 98.1
3 981.466 3 100 1.04 3Aupi−0, 2, 97.9
4 1177.52 4 100 1.87 1Aupi−0, 3, 66.2 S
s
pi, 1, 97.3
5 1266.81 5 100 1.11 Sspi, 1, 95.0
6 1349.10 6 100 1.03 5Aupi−0, 4, 98.6
7 1494.67 7 100 1.53 5Aupi−0, 5, 78.0 5A
u
pi−0, 4, 99.6
8 1510.38 8 100 1.20 1Aupi−0, 4, 91.1
9 1624.09 9 100 1.62 6Aupi−0, 6, 76.4 5A
u
pi−0, 5, 94.0
10 1718.86 10 99.9 1.21 3Aupi−0, 6, 90.7
11 1757.71 11 100 1.63 7ABupi−0, 14, 76.6 6A
u
pi−0, 6, 92.1
12 1902.70 12 100 1.60 7ABupi−0, 16, 77.7 7AB
u
pi−0, 14, 91.9
13 1909.18 13 99.9 1.41 5Aupi−0, 8, 83.5 3A
u
pi−0, 6, 94.8
14 2009.86 14 100 1.11 3Aupi−0, 6, 94.8
15 2057.86 15 100 1.75 7ABupi−0, 18, 73.5 7AB
u
pi−0, 16, 89.6
16 2062.50 16 100 1.54 5Aupi−0, 9, 78.9 5A
u
pi−0, 8, 95.7
17 2182.83 17 99.9 1.49 1BAupi−1, 21, 81.1 5A
u
pi−0, 9, 91.9
18 2220.77 18 100 1.84 0upi−0, 10, 72.2 7AB
u
pi−0, 18, 84.6 7AB
u
pi−0, 16, 90.6
19 2246.31 19 99.9 1.47 1Aupi−0, 7, 80.2 1A
u
pi−0, 6, 98.5
20 2298.58 20 100 1.68 6Aupi−0, 11, 76.4 1BA
u
pi−1, 21, 82.9 0
u
pi−0, 11, 89.8
21 2387.19 21 100 1.92 0upi−0, 11, 71.2 0
u
pi−010, 79.9 6A
u
pi−011, 86.8
22 2431.21 22 98.6 2.37 6Bupi−0, 12, 62.5 0
u
pi−0, 11, 76.3 6A
u
pi−0, 11, 86.0
23 2439.15 23 97.3 1.39 1ABupi−1, 24, 83.8 1A
u
pi−0, 7, 93.8
24 2549.10 24 100 1.91 0upi−0, 12, 70.2 6B
u
pi−0, 12, 86.4
25 2583.73 25 94.4 3.20
9ABupi−0, 26, 44.8 0
u
pi−0, 12, 77.3 3A
u
pi−0,11,82.5
6Aupi−0, 1, 85.6
26 2609.17 26 92.5 1.80 3Aupi−0, 11, 72.1 1AB
u
pi−1, 24, 89.5
27 2708.51 27 99.9 1.83 0upi−0, 13, 72.8 9AB
u
pi−0, 26, 84.6 0
u
pi−0, 12, 87.6
28 2742.85 28 97.2 1.14 1Aspi, 9, 93.6
29 2752.93 30 94.6 2.02 1ABupi−1, 30, 68.2 3A
u
pi−0, 11, 83.4 1AB
u
pi−1, 24, 88.7
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Tabla 7.2: I´dem a la tabla 7.1 para las autofunciones |30〉 a |53〉.
N ′ E ′ N Σ′ PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3
OP4, n4, Σ4 OP5, n5, Σ5 OP6, n6, Σ6
OP7, n7, Σ7 OP8, n8, Σ8 OP9, n9, Σ9
30 2757.27 29 98.4 1.87
1Aupi−2, 13, 72.3 1AB
u
pi−1, 30, 77.1 1A
u
pi−2,14,80.3
9ABupi−0, 26, 82.7 0
u
pi−1, 12, 90.7
31 2799.11 31 100 1.00 1Au0−0, 0, 100
32 2846.73 32 98.1 1.82 1BAupi−0, 32, 72.8 0
u
pi−0, 14, 85.0
33 2874.29 33 98.7 2.45 0upi−0, 14, 61.2 1BA
u
pi−1, 32, 75.9 0
u
pi−0, 13, 85.8
34 2930.23 34 99.8 1.89 1Aupi−2, 14, 71.3 1A
u
pi−2, 13, 84.6 8AB
u
pi−0, 31, 87.1
35 2959.71 35 99.1 1.78 1BAupi−1, 34, 74.2 1BA
u
pi−1, 32, 80.2 1AB
u
pi−1, 30, 86.9
36 2981.02 36 99.7 1.52 1Au0−0, 10, 79.1 1A
s
pi, 9, 97.4
37 3042.84 37 99.8 1.68 8ABupi−0, 30, 76.4 0
u
pi−0, 14, 85.3
38 3092.41 38 99.3 2.76
8ABupi−0, 31, 57.3 6B
u
pi−0, 17, 71.7 1BA
u
pi−1, 34, 82.0
8ABupi−0, 30, 85.4
39 3105.52 39 99.4 4.97
6Bupi−0, 17, 31.1 8AB
u
pi−0, 31, 58.7 8AB
u
pi−0, 30, 69.6
1Aupi−2, 14, 80.4 8AB
u
pi−2, 32, 85.1
40 3121.57 40 100 1.32 1Au0−0, 1, 85.8
41 3181.59 41 100 1.49 3Aupi−0, 14, 80.8 1A
u
pi−0, 10, 93.5
42 3205.71 42 99.9 1.99
8ABupi−0, 32, 70.1 8AB
u
pi−0, 30, 78.4 1B
u
pi−2,16,83.1
8ABupi−0, 34, 86.1
43 3255.06 43 99.9 2.73
8ABupi−0, 33, 58.0 1B
u
pi−2, 16, 70.7 8AB
u
pi−0, 31, 79.5
6Bupi−0, 17, 84.1 8AB
u
pi−0, 30, 88.8
44 3273.41 44 99.9 4.85
1Bupi−2, 16, 32.2 8AB
u
pi−0, 33, 61.6 2AB
u
pi−3, 34, 70.7
8ABupi−0, 34, 75.6 8AB
u
pi−0, 31, 79.7 1A
u
pi−2, 14, 83.0
1BAupi−1, 41, 85.7
45 3331.87 45 99.8 1.50 1ABupi−1, 39, 80.5 3A
u
pi−0, 14, 92.7
46 3364.22 46 99.9 2.42
8ABupi−0, 34, 63.0 1B
u
pi−2, 17, 71.0 8AB
u
pi−0, 32, 78.4
8ABupi−0, 33, 83.1 6B
u
pi−0, 17, 86.3
47 3409.89 47 99.9 1.58 2ABs0−0, 4, 78.1 1A
u
0−0, 1, 91.4
48 3429.17 48 98.2 1.53 1BAupi−1, 41, 80.5 1B
u
pi−2, 17, 84.6 6A
u
pi−0, 14, 87.7
49 3429.81 49 98.0 4.53
2ABupi−3, 34, 39.1 8AB
u
pi−0, 34, 50.5 1B
u
pi−2,19,71.0
8ABupi−0, 33, 77.4 9AB
u
pi−0, 41, 85.8
50 3440.10 50 99.2 6.43
1Bupi−2, 17, 29.8 2AB
u
pi−3, 34, 51.6 8AB
u
pi−0, 34, 59.2
1Bupi−2, 16, 64.1 8AB
u
pi−0, 33, 70.2 1BA
u
pi−1, 41, 73.6
9ABupi−0, 41, 78.9 2AB
u
pi−3, 36, 81.9 8AB
u
pi−3,37,85.1
51 3466.42 51 99.9 1.25 1Aupi−0, 12, 89.5
52 3485.89 52 99.9 1.27 1Au0−0, 2, 88.3
53 3507.24 53 99.9 2.14 6Bupi−0, 21, 65.9 7AB
u
pi−0, 39, 82.5 8AB
u
pi−0, 37, 88.5
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Tabla 7.3: I´dem a la tabla 7.1 para las autofunciones |54〉 a |70〉.
N ′ E ′ N Σ′ PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3
OP4, n4, Σ4 OP5, n5, Σ5 OP6, n6, Σ6
OP7, n7, Σ7 OP8, n8, Σ8 OP9, n9, Σ9
54 3536.21 54 99.9 4.60
9ABupi−0, 41, 40.1 6B
u
pi−0, 21, 59.3 1BA
u
pi−1, 41, 69.3
8ABupi−0, 34, 76.5 2AB
u
pi−3, 36, 81.4 8AB
u
pi−0, 33, 83.9
1Bupi−2, 17, 85.7
55 3594.78 55 99.9 2.11 2ABupi−3, 36, 66.7 2AB
u
pi−3, 34, 83.1 2AB
u
pi−3, 38, 85.7
56 3605.75 56 99.0 2.01
8ABupi−0, 37, 69.9 9AB
u
pi−0, 41, 74.9 1B
u
pi−2, 17, 81.3
2ABupi−3, 34, 83.7 8AB
u
pi−3, 34, 87.1
57 3624.39 57 99.3 1.80
7ABupi−0,39,74.1 6B
u
pi−0, 22, 78.8 9AB
u
pi−0, 41, 82.4
1BAupi−1, 41, 87.4
58 3662.20 58 98.5 2.34 2ABs0−0, 6, 61.7 2AB
s
0−0, 8, 80.1 2AB
u
0−0, 4, 87.6
59 3699.39 59 99.3 1.65 1Aupi−0, 13, 75.8 1A
u
pi−0, 12, 93.2
60 3701.71 60 97.2 5.49
6Bupi−0, 22, 30.8 7AB
u
pi−0, 39, 56.6 1B
u
pi−2, 19, 66.3
1Aupi−0, 13, 72.2 2AB
u
pi−3, 38, 77.9 8AB
u
pi−0, 37, 80.8
2ABupi−3, 36, 83.6 6B
u
pi−0, 23, 86.4
61 3735.88 61 99.9 3.85
2ABupi−3, 38, 47.1 2AB
u
pi−3, 36, 60.1 6B
u
pi−0, 22, 70.4
2ABupi−3,40,77.2 7AB
u
pi−3, 39, 82.9 TS
u, 0, 86.3
62 3767.55 62 99.8 2.43
1Bupi−2, 19, 63.0 2AB
u
pi−3, 39, 70.4 7AB
u
pi−0, 39, 75.2
6Bupi−0, 21, 82.1 2AB
u
pi−3, 40, 85.1
63 3784.73 63 99.7 2.24
2ABupi−3, 39, 65.3 8AB
u
pi−0, 37, 76.0 6B
u
pi−0, 23, 83.6
1Bupi−2, 19, 85.0 6B
u
pi−0, 22, 86.3
64 3815.63 64 99.7 1.47 1Au0−0, 3, 81.8 1A
u
pi−0, 2, 91.8
65 3826.84 65 97.9 3.23
TSu, 0, 50.7 2ABupi−3, 38, 70.6 2AB
s
0−0, 6, 78.9
1Au0−0, 3, 82.2 2AB
s
0−0, 8, 84.7 2AB
u
pi−3, 39, 87.0
66 3866.51 66 99.3 2.76
6Bupi−0, 23, 57.3 2AB
u
pi−3, 39, 73.8 1B
u
pi−2, 19, 77.3
8ABs0−0, 37, 79.2 6B
s
0−0, 24, 81.1 7AB
u
pi−0, 39, 82.5
66Bupi−0, 22, 85.6
67 3893.05 68 99.1 1.56 3Aupi−0, 18, 78.8 1A
u
pi−0, 13, 92.4
68 3897.51 67 84.1 7.18
2ABupi−3, 40, 30.4 2AB
u
0−0, 8, 43.2 2AB
u
pi−3, 38, 52.2
6Bupi−0, 23, 59.9 2AB
u
0−0, 10, 66.1 6B
u
pi−0, 24, 71.7
2ABu0−0, 6, 75.2 2AB
u
pi−0, 39, 77.7 . . .
69 3948.53 69 77.3 4.65
6Bupi−0, 24, 42.3 8AB
u
pi−0, 42, 47.9 1A
u
pi−2, 21, 54.1
2ABupi−3, 41, 59.7 1A
u
pi−3, 21, 66.6 2AB
u
0−0, 8, 69.3
TSu, 0, 71.5 2ABupi−3, 38, 74.8 . . .
70 3959.64 70 81.0 4.56
2ABupi−3, 41, 43.2 2AB
u
pi−3, 39, 54.7 2AB
u
pi−3, 40, 62.3
8ABupi−0, 42, 67.5 1A
u
pi−2,21,72.7 2AB
u
pi−0, 8, 76.7
TSu, 0, 81.7 8ABupi−0, 44, 84.2 2AB
u
0−0, 8, 85.5
ESTRUCTURA DE LAS AUTOFUNCIONES DEL LiCN 187
Tabla 7.4: I´dem a la tabla 7.1 para las autofunciones |71〉 a |75〉.
N ′ E ′ N Σ′ PR
OP1, n1, Σ1 OP2, n2, Σ2 OP3, n3, Σ3
OP4, n4, Σ4 OP5, n5, Σ5 OP6, n6, Σ6
OP7, n7, Σ7 OP8, n8, Σ8
71 4007.51 71 60.8 6.28
2ABupi−3, 41, 22.3 2AB
u
pi−3, 40, 35.9 TS
u, 0, 54.0
2ABu0−0, 8, 76.2 6B
u
pi−0, 24, 80.2 2AB
u
0−0, 10, 83.7
2ABupi−3, 39, 84.9 2AB
u
0−0, 6, 85.7
72 4011.95 72 55.4 4.78
8ABupi−0,42,32.8 SN
u, 4, 61.1 6Bupi−0, 24, 65.4
6Bupi−0, 24, 75.2 5A
u
pi−0, 23, 81.5 3A
u
pi−0, 18, 83.9
6Bupi−0, 23, 85.7
73 4030.00 73 46.8 4.88
5Aupi−0, 23, 36.1 8AB
u
pi−0, 42, 58.3 SN
u, 4, 70.9
3Aupi−0, 18, 76.0 6B
u
pi−0, 24, 79.4 6B
u
pi−0, 23, 81.6
2ABupi−3, 39, 84.0 1A
u
pi−013, 86.4
74 4071.49 75 91.0 3.27
6Bupi−0, 25, 51.1 1AB
u
pi−1, 54, 59.8 1A
u
pi−2, 21, 68.0
5Aupi−0, 23, 72.6 SN
u, 4, 83.6 3Aupi−0, 18, 87.4
(a) (b) (c)
(d) (e) (f)
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Figura 7.2: Reconstruccio´n de las autofunciones |1〉 a |3〉 del LiCN. Paneles superiores: auto-
funciones |1〉 (a), |2〉 (b) y |3〉 (c) exactas. Paneles inferiores: funciones de scar | 1Aupi−0, 0 〉 (d),
| 1Aupi−0, 1〉 (e), | 3Aupi−0, 2〉 (f) con las que se reconstruyen las funciones de los paneles supe-
riores. La o´rbita perio´dica sobre las que se localiza cada funcio´n de scar se ha superpuesto
con l´ınea continua gruesa. El significado del co´digo de colores y del resto de las l´ıneas es el
mismo que en la figura 3.19.
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Figura 7.3: I´dem a la figura 3.19 para las autofunciones |11〉 y |31〉. Paneles superiores:
autofunciones. Paneles inferiores: funciones de scar |7ABupi−0,14〉 (c) y |1Au0−0, 0〉 (d).
ficar a simple vista a lo largo de que´ OPs se localizan las autofunciones del
sistema debido a lo irregulares que son sus patrones nodales. Tal es el caso
de la autofuncio´n |53〉 representada en la figura 7.4(a). Usando nuestra base
semicla´sica, somos capaces de reconstruir un 99.9 % de esta autofuncio´n, del
que un 88.5 % se consigue combinando u´nicamente las tres funciones de scar
|6Bupi−0, 21〉 (b), |7ABupi−0, 39〉 (c) y |8ABupi−0, 37〉 (d), que contribuyen en un
65.9 %, 16.6 % y 6.0 % a dicha reconstruccio´n, respectivamente. En la figura
7.4 mostramos la reconstruccio´n de la autofuncio´n con las tres funciones de
base anteriores. Como se puede observar en el panel (g), la funcio´n recons-
truida usando so´lo estas tres funciones de base tiene un gran parecido con la
autofuncio´n exacta.
Como vimos en la seccio´n 3.2.2, por encima de la energ´ıa 3455 cm−1 (que
es la energ´ıa del punto de silla θ =0.292pi rad), existen trayectorias isomerizan-
tes. Cua´nticamente, la primera autofuncio´n con la densidad de probabilidad
distribuida de forma representativa en ambos pozos es la autofuncio´n |65〉, si
bien las autofunciones |61〉 a |64〉 tienen algo de densidad de probabilidad en
ambas regiones del espacio de configuracio´n. La autofuncio´n |65〉, mostrada en
la figura 7.5(a), se localiza, adema´s, fuertemente en la cima de la barrera. La
autofuncio´n |65〉, que tiene una energ´ıa E|65〉 =3823.76 cm−1, se reconstruye
en un 97.9 % combinando funciones de onda construidas a lo largo de las OPs
mostradas en las figuras 3.17 y 3.18. Aunque ninguna de estas OPs es isome-
rizante, el e´xito de la reconstruccio´n se debe a la combinancio´n de elementos
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Figura 7.4: Reconstruccio´n de la autofuncio´n |53〉mostrada en el panel (a). La representacio´n
local se construye a partir de las funciones de scar |6Bupi−0, 21〉 (b), |7ABupi−0, 39〉 (c) y
|8ABu0−0, 37〉 (d) El proceso de reconstruccio´n de la autofuncio´n se muestra en los paneles
restantes, en los que se reconstruye un 65.9 % (e), 82.5 % (f) 88.5 % (g) de la misma. Co´digo
de colores y l´ıneas de equipotencial como en la figura 3.19.
de base localizados en las distintas regiones del espacio de configuracio´n.
La figura 7.5 muestra la reconstruccio´n de la autofuncio´n |65〉 en nuestra
base semicla´sica. Como se puede observar en la tabla 7.3, la primera fun-
cio´n de scar con las que se reconstruye el autoestado es la funcio´n de scar
|TSu, 0〉 [cf. Fig. 7.5(b)], que se localiza en el estado de transicio´n, siendo el
solapamiento entre ambas funciones de un 50.7 %. La siguiente funcio´n de scar
seleccionada es |2ABupi−3, 38〉 [cf. Fig. 7.5(c)]; combinando estas dos funcio-
nes de scar somos capaces de reconstruir un 70.6 % del autoestado. La tercera
funcio´n de onda seleccionada es |2ABu0−0, 6〉 [cf. Fig. 7.5(d)], que se locali-
za en el pozo θ = 0; con estas tres funciones somos capaces de reconstruir
el 78.9 % del autoestado. Incluyendo en la base la funcio´n de scar |1Au0−0,
3〉 [cf. Fig. 7.5(h)] reconstruimos un 82.2 %. Al an˜adir la funcio´n de tubo
|2ABs0−0, 8〉 [cf. Fig. 7.5(i)] alcanzamos un 84.7 %, y al incluir la funcio´n de
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scar |2ABupi−3, 39〉 [cf. Fig. 7.5(j)] reconstruimos un 87.0 %. La reconstruccio´n
del 97.9 % se consigue an˜adiendo ma´s funciones de base.
7.2. Las intensidades de scar
En esta seccio´n presentamos los resultados de las dos mayores intensida-
des de las autofunciones en la base semicla´sica, que esta´n dadas por la ecua-
cio´n (5.46). Aunque la base este´ formada tanto por funciones de scar como por
funciones de tubo, nos referiremos a estas intensidades como intensidades de
scar.
En la figura 7.6 mostramos los resultados obtenidos. Para observar mejor la
tendencia de las intensidades de scar x1 y x2, hemos representado en la figura la
media mo´vil de paso 5 de cada una de estas dos intensidades. Como se puede
observar, la mayor intensidad de scar (puntos rojos) toma un valor cercano
a uno para las primeras autofunciones y se hace ma´s pequen˜a a medida que
aumenta la energ´ıa. El valor tan grande que toma x1 a bajas energ´ıas hace que
la segunda intensidad de scar (puntos verdes) tome, por el contrario, un valor
pro´ximo a cero en esta regio´n. No obstante, el valor de x2 aumenta para valores
de energ´ıa un poco ma´s grandes, hasta E =2000 cm−1, energ´ıa a partir de la
cual permanece pra´cticamente constante e igual a ∼0.13. Dado que el valor de
x2 es, por definicio´n, siempre menor que el de x1, el valor de x2 tendera´ a cero
a energ´ıas ma´s grandes, fuera del rango representado.
7.3. I´ndice de participacio´n
En la figura 7.7 mostramos con puntos rojos el valor del ı´ndice de partici-
pacio´n (5.22) de las autofunciones del LiCN calculadas en la base semicla´sica.
Con puntos verdes hemos superpuesto el valor de la media mo´vil de paso 5.
Como podemos observar, el valor de la media mo´vil toma un valor pro´ximo
a uno para los primeros niveles y aumenta de forma suave a medida que se
incrementa la energ´ıa hasta la energ´ıa E = 3880 cm−1, valor a partir del cual se
incrementa de forma mucho ma´s ra´pida. Este cambio de tendencia en el PR es
un indicador de que el taman˜o de nuestra base debe ampliarse introduciendo
funciones de onda localizadas a lo largo de ma´s o´rbitas perio´dicas. Al aumentar
el taman˜o de la base, es probable adema´s que los ı´ndices de participacio´n de
los estados 50 y 60, que toman valores muy superiores al valor medio del PR
en sus respectivos rangos de energ´ıa (PR|50〉=6.43 y PR|60〉=5.49) disminuyan
de forma considerable, como se mostro´ en la seccio´n 6.3.2.
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Figura 7.5: Reconstruccio´n de la autofuncio´n |65〉mostrada en el panel (a). La representacio´n
local se construye a partir de las funciones de scar |TSu, 0〉 (b), |2ABupi−3, 38〉 (c), |2ABs0−0,
6〉 (d), |1Au0−0, 3〉 (h), |2ABs0−0, 8〉 (i) y |2ABupi−3, 39〉 (j). El proceso de reconstruccio´n de
la autofuncio´n se muestra en los paneles restantes, en los que se reconstruye un 50.7 % (e),
70.6 % (f), 78.9 % (g), 82.2 % (k), 84.7 % (l), 87.0 % (m) de la misma. Co´digo de colores y
l´ıneas de equipotencial como en la figura 3.19.
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Figura 7.6: Media mo´vil de paso 5 de las intensidades de scar x1 (rojo) y x2 (verde) de las
autofunciones del sistema molecular LiNC/LiCN en funcio´n de la energ´ıa E .
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Figura 7.7: I´ndice de participacio´n de las autofunciones del sistema molecular LiNC/LiCN.
En rojo, valores obtenidos. En verde, media mo´vil de paso 5 en funcio´n de la energ´ıa E .
7.3.1. Ana´lisis estad´ıstico del ı´ndice de participacio´n
La funcio´n escalera (roja) de la figura 7.8 muestra la distribucio´n acumulada
de la variable aleatoria “pr” dada por la ecuacio´n (6.10) asociada a las auto-
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funciones del sistema LiNC/LiCN y la curva azul la distribucio´n de Weibull
(6.12) que ajusta dicha curva, y que tiene como para´metros l =0.5139±0.0009
y k =1.368±0.005. Como se puede observar en el panel interior de la figura,
los resultados nume´ricos se ajustan peor a la distribucio´n de Weibull que en
el potencial cua´rtico [cf. Ec. (6.3.1)]. Este efecto puede explicarse debido al
pequen˜o nu´mero de autofunciones que estamos empleando en nuestro ana´lisis
estad´ıstico.
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Figura 7.8: Probabilidad integrada de la variable aleatoria “pr” definida por la ecuacio´n
(6.10) en el sistema molecular LiNC/LiCN. La funcio´n escalera (roja) representa el resultado
nume´rico y la l´ınea continua representa el ajuste de la distribucio´n anterior a la funcio´n
de probabilidad de Weibull (6.12). El inset representa la diferencia entre los resultados
nume´ricos y el ajuste de la ecuacio´n (6.12).
7.4. Ca´lculo de errores
En la figura 7.9 mostramos el error en el ca´lculo de las autoenerg´ıas medido
en unidades del espaciamiento medio, ∆Er, y el error de las autofunciones
del sistema LiNC/LiCN, 1− 〈N ′|N〉2, usando nuestra base semicla´sica. En la
figura hemos superpuesto con l´ınea verde las cotas superiores de los errores,
que vienen dadas por
∆Er ≤ 4
3
σ3/4r , 1− 〈N ′|N〉2 ≤ σr, (7.1)
donde la dispersio´n reducida, σr, esta´ dada por la ecuacio´n (6.14).
Estas cotas del error son mayores que las cotas dadas por la ecuacio´n (6.15)
para el oscilador cua´rtico debido a que el nu´mero de funciones de onda se-
micla´sicas construidas en este sistema es bastante menor que en el oscilador
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Figura 7.9: Error de la energ´ıa reducida, ∆Er, (panel inferior) y error de la proyeccio´n,
1 − 〈N ′|N〉2, del autoestado calculado sobre el autoestado exacto del sistema molecular
LiNC/LiCN (panel superior) en funcio´n de la dispersio´n reducida, σr, medida en unidades
del espaciamiento medio.
cua´rtico, por lo que el MGSS tiene menos funciones para construir una base
o´ptima.
We are like dwarfs standing upon the
shoulders of giants, and so able to see
more and see farther than the ancients
Bernard of Chartres (s. XII)2
Cap´ıtulo 8
Ca´lculo cla´sico de velocidades
de reaccio´n usando la Teor´ıa del
Estado de Transicio´n
En este cap´ıtulo describimos el me´todo desarrollado para calcular la velo-
cidad de reaccio´n de un sistema que interacciona con el entorno, generalizando
para ello la Teor´ıa del Estado de Transicio´n dependiente del tiempo desarrolla-
da por T. Bartsch y colaboradores [Bar 05, Bar 05b, Bar 06]. En la siguiente
seccio´n, resumimos brevemente los fundamentos del ca´lculo de velocidades de
reaccio´n. A continuacio´n, en la seccio´n 8.2, describimos el ca´lculo de las varie-
dades invariantes del sistema, que nos permiten identificar de forma un´ıvoca
las trayectorias reactivas, sin necesidad de llevar a cabo ninguna simulacio´n
molecular. En el apartado 8.3 presentamos el ca´lculo de la variedad estable.
En la seccio´n 8.4 se describe el ca´lculo del factor de transmisio´n en un sistema
de un grado de libertad y se muestran los resultados obtenidos para diferen-
tes potenciales. La teor´ıa desarrollada se generaliza para aplicarla a sistemas
multidimensionales en la seccio´n 8.5, en la que se aplica a un sistema de dos
grados de libertad. Finalmente, en la seccio´n 8.6 presentamos los resultados
obtenidos al estudiar la reactividad del sistema molecular LiNC/LiCN descrito
en el cap´ıtulo 3.
1Citado en el libro de Robert Merton On the shoulders of giants.
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8.1. Fundamentos del ca´lculo de velocidades
de reaccio´n
En esta seccio´n presentamos los fundamentos de la teor´ıa de velocidades
de reaccio´n utilizada en el resto de este cap´ıtulo2.
Como hemos visto en la introduccio´n, la TST estudia la reactividad de
sistemas con dos estados distintos [Kom 02], reactivos y productos, separa-
dos en el espacio de configuracio´n por la superficie, DS, x = x‡, donde x es la
coordenada generalizada que determina en que´ regio´n nos encontramos; supon-
dremos, sin pe´rdida de generalidad, que la zona de los reactivos esta´ definida
por x < x‡ y la de los productos por x > x‡. La velocidad de reaccio´n del
sistema viene dada entonces por
k =
J
N
, (8.1)
donde N es el valor medio de la poblacio´n en la zona de los reactivos y
J = 〈vx Θr〉α,IC (8.2)
es el flujo reactivo que sale de dicha zona. En esta ecuacio´n, vx es la componente
de la velocidad perpendicular a la DS, q⊥ son las coordenadas a lo largo de la
superficie y v⊥ sus correspondientes velocidades. La funcio´n caracter´ıstica, Θr,
determina si una trayectoria es reactiva o no, es decir, si termina en la zona de
los productos para tiempos lo suficientemente largos. Esta funcio´n viene dada
por
Θr ≡ Θ(x− x‡),
donde Θ es la funcio´n escalera de Heaviside dada por la ecuacio´n (B.3).
El promedio de la ecuacio´n (8.2) se calcula para un gran nu´mero de inter-
acciones con el entorno (ruido), α, y sobre el conjunto de todas las condiciones
iniciales posibles que se pueden tomar sobre la DS en equilibrio termodina´mico.
Este u´ltimo conjunto viene dado por la funcio´n de densidad de probabilidad
p(x, vx, q⊥,v⊥) = δ(x− x‡) exp
(
− v
2
x
2kBT
)
p⊥(q⊥,v⊥), (8.3)
que incluye una distribucio´n de Boltzmann para las velocidades vx y la dis-
tribucio´n de Boltzmann, p⊥(q⊥,v⊥), para las coordenadas transversales y sus
velocidades dada por
p⊥(q⊥,v⊥) =
1
Z exp
(
−v
2
⊥/2 + U(x
‡, q⊥)
kBT
)
, (8.4)
2Para una descripcio´n ma´s detallada, consu´ltense las referencias [Pec 76, Cha 78, Ha¨n 90].
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donde Z es la funcio´n de particio´n transversal, que hace que la funcio´n de
distribucio´n este´ normalizada,∫
dq⊥ dv⊥ p(q⊥,v⊥) = 1.
Por simplicidad, en la ecuacio´n (8.3) hemos empleado unidades escaladas
para que la masa de la part´ıcula sea igual a uno y no hemos an˜adido ningu´n
factor global de normalizacio´n. Si se tuviera en cuenta, dicho factor deber´ıa
incluir el te´rmino de Arrhenius,
exp
(
−∆E
‡
kBT
)
,
que tiene en cuenta la energ´ıa de activacio´n, ∆E‡, de la barrera.
La funcio´n caracter´ıstica Θr de la ecuacio´n (8.2) tiene en cuenta la influen-
cia de toda la complejidad de la dina´mica sobre la velocidad de reaccio´n de
una part´ıcula que atraviesa una barrera anarmo´nica. De hecho, el problema
fundamental de la teor´ıa de reacciones qu´ımicas se basa en el ca´lculo de esta
funcio´n, que en general so´lo se puede calcular mediante simulaciones nume´ri-
cas. La TST propone una aproximacio´n sencilla y eficaz para evaluar Θr. Para
ello, la TST supone que las trayectorias cruzan la DS una sola vez, de forma
que las trayectorias que crucen la DS de la regio´n de los rectivos a la de los
productos sera´n consideradas reactivas y las que lo crucen en sentido contra-
rio sera´n consideradas no reactivas. Matema´ticamente, esta aproximacio´n se
puede implementar sustituyendo la funcio´n caracter´ıstica que aparece en la
ecuacio´n (8.2) por
ΘTST ≡ Θ(vx), (8.5)
dando lugar a la siguiente aproximacio´n de la velocidad de reaccio´n
kTST =
〈
vx Θ
TST(vx)
〉
IC
N
, (8.6)
donde el promedio no depende del ruido α debido a que ΘTST so´lo depende de
la componente reactiva de la velocidad, vx.
Cuando existen recruzamientos, la ecuacio´n (8.6) sobreestima la tasa de
reaccio´n, especialmente en los sistemas que interactu´an con un disolvente l´ıqui-
do. Por ello, para medir la bondad de la aproximacio´n que hace la TST se suele
utilizar el llamado factor de transmisio´n
κ =
k
kTST
≤ 1, (8.7)
que relaciona la tasa exacta, k, con el valor que proporciona la TST, kTST.
Sustituyendo las ecuaciones (8.1) y (8.6) en (8.7), es fa´cil demostrar que el
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valor de κ se puede calcular midiendo la relacio´n entre el flujo reactivo exacto
y el flujo que da la TST:
κ =
〈
vxΘ(x− x‡)
〉
α,IC
〈vxΘTST(vx)〉IC
. (8.8)
La ecuacio´n (8.8) se puede evaluar nume´ricamente tomando un conjunto de
condiciones iniciales aleatorias y de secuencias de ruido que satisfagan ciertas
condiciones. La integracio´n de las ecuaciones del movimiento para cada condi-
cio´n inicial hasta que la energ´ıa de cada trayectoria este´ muy por debajo de la
de la barrera, de forma que se pueda considerar que la trayectoria alcanza el
equilibrio termodina´mico en esa regio´n del espacio de configuracio´n, permite
clasificar las trayectorias como reactivas o no reactivas dependiendo de do´nde
se encuentren3. Todos los resultados nume´ricos obtenidos en esta tesis se han
obtenido de esta forma. El problema de este tipo de simulaciones es que son
computacionalmente muy costosas, en especial las de simulacio´n molecular, en
las que se modela la interaccio´n con el ban˜o a trave´s de a´tomos o mole´culas4.
Por ello, se hace necesario un criterio que permita identificar las trayectorias
reactivas sin necesidad de llevar a cabo estas pesadas simulaciones.
8.2. Ca´lculo de las variedades invariantes
En esta seccio´n presentamos el ca´lculo de las variedades invariantes que nos
permiten identificar las trayectorias reactivas de un sistema que interacciona
con el entorno. En la seccio´n 8.2.1 describimos la ecuacio´n de Langevin que
utilizamos como modelo y en la seccio´n 8.2.2 describimos la trayectoria del
estado de transicio´n que describe el movimiento de las variedades en el espacio
de fases.
8.2.1. La ecuacio´n de Langevin
La ecuacio´n de Langevin es un modelo excelente que permite describir
la dina´mica de un sistema de baja dimensionalidad que interacciona con el
3Existe en realidad una escala de tiempo, en la que una part´ıcula puede volver a cruzar
la DS [Bar 06]. No obstante, esto sucede para tiempos mucho ma´s largos, por lo que no
tendremos en cuenta este efecto de segundo orden.
4Un ca´lculo exacto requer´ıa la simulacio´n de todos los a´tomos o mole´culas del entorno,
cuyo nu´mero es del orden del nu´mero de Avogadro, 6.023×1023. Las simulaciones de dina´mi-
ca molecular analizan el comportamiento del sistema asumiendo que tiene una interaccio´n
de corto alcance con el entorno, por lo que este u´ltimo se puede modelizar con unas po-
cas decenas o cientos de a´tomos o mole´culas. Au´n as´ı, estas simulaciones requieren mucho
tiempo y potencia de co´mputo.
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entorno [Ha¨n 90]. Esta ecuacio´n viene dada por
q¨ = −∇qU(q)− Γq˙ + ξα(t), (8.9)
donde q es el vector con las f coordenadas escaladas (para trabajar con masa
m = 1), U(q) es el potencial que genera la fuerza −∇qU(q), Γ es la matriz
definida positiva de dimensio´n f × f de las constantes de friccio´n y ξα(t) es
la fuerza estoca´stica que ejerce sobre nuestro sistema el ban˜o externo. Esta
fuerza esta´ relacionada con la matriz de friccio´n, Γ, a trave´s del Teorema de
Fluctuacio´n-Disipacio´n [Zwa 01]〈
ξα(t)ξ
T
α(t
′)
〉
α
= 2kBTΓ δ(t− t′), (8.10)
donde kB es la constante de Boltzmann y T la temperatura.
La ecuacio´n de Langevin (8.9) es un modelo cla´sico, por lo que no tiene
en cuenta los posibles efectos cua´nticos del sistema, tales como la interaccio´n
entre las superficies de distinta energ´ıa por medio de intersecciones co´nicas
[Poll 10] o el efecto tu´nel a trave´s de la barrera, que puede ser muy importante
cuando se tienen part´ıculas ligeras [Bot 10].
Por simplicidad, a lo largo de esta tesis, vamos a trabajar con sistemas en
los que la matriz de friccio´n es de la forma Γ = γIf×f . Por el Teorema de
Fluctuacio´n–Disipacio´n (8.10), esto implica que las distintas componentes de
la fuerza estoca´stica que realiza el entorno sobre el sistema no esta´n correlacio-
nadas. Adema´s, en la mayor parte de este trabajo, vamos a estudiar sistemas
de un grado de libertad, en los que el vector posicio´n, q, se reduce a una u´nica
coordenada, x. Si desarrollamos el potencial, U(x), en torno al punto de silla
que hay en lo alto de la barrera, obtenemos
U(x) = U0 − 12ω2bx2 + ε
c3
3
x3 + ε2
c4
4
x4 + . . . . (8.11)
donde ε es un para´metro perturbativo formal, que nos servira´ para establecer
el orden en teor´ıa de perturbaciones hasta el que trabajamos, y que finalmente
se establecera´ igual a uno para dar resultados adecuados. El desarrollo (8.11)
hace que la fuerza sea igual a
− dU
dx
= ω2bx+ Fan(x), (8.12)
donde Fan(x) denota los te´rminos no lineales o anarmo´nicos de la fuerza con-
servativa producida por el potencial.
8.2.2. El estado de transicio´n dependiente del tiempo
El hecho de que la ecuacio´n de Langevin (8.9) sea una ecuacio´n diferencial
de segundo grado hace que su espacio de fases tenga dos dimensiones para los
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sistemas de un grado de libertad (f = 1), las cuales esta´n definidas por las
coordenadas x y vx = x˙. La ecuacio´n de Langevin (8.9) de un sistema sometido
a una friccio´n iso´tropa es en estas nuevas coordenadas igual a
x˙ = vx (8.13a)
v˙x = ω
2
bx+ Fan(x)− γvx + ξα(t) (8.13b)
La ecuacio´n de Langevin (8.13) se puede diagonalizar en la aproximacio´n
armo´nica, haciendo el cambio a las coordenadas u y s [Bar 05, Bar 05b, Bar 06]
u =
vx − λsx
λu − λs , s =
−vx + λux
λu − λs , (8.14)
cuya transformacio´n inversa viene dada por
x = u+ s, vx = λuu+ λss. (8.15)
Las constantes λu y λs que aparecen en las ecuaciones (8.14) y (8.15) son
los autovalores asociados a la matriz cambio de base, dados por
λs,u = −1
2
(
γ ±
√
γ2 + 4ω2b
)
. (8.16)
Estos autovalores satisfacen que λs < 0 < λu, λu + λs = −γ, λuλs = −ω2b.
Las ecuaciones del movimiento del sistema dadas por la ecuacio´n (8.13) se
transforman en las coordenadas u y s en
u˙ = λuu+
Fan(x)
λu − λs +
1
λu − λs ξα(t),
s˙ = λss− Fan(x)
λu − λs −
1
λu − λs ξα(t). (8.17)
Estas ecuaciones aparecen desacopladas en el l´ımite armo´nico, en el que
Fan(x) = 0, aunque siguen dependiendo de la fuerza estoca´stica, ξα(t). Esta
dependencia se puede eliminar haciendo el cambio a las coordenadas relativas,
definidas por
∆u = u− u‡, ∆s = s− s‡, (8.18)
donde
u‡(t) =
1
λu − λs S[λu, ξα; t], s
‡(t) = − 1
λu − λs S[λs, ξα; t], (8.19)
siendo S el funcional [Bar 05, Kaw 07] dado por
Sτ [µ, g; t] =

−
∫ ∞
t
g(τ) exp(µ(t− τ)) dτ : Reµ > 0,
+
∫ t
−∞
g(τ) exp(µ(t− τ)) dτ : Reµ < 0.
(8.20)
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El sub´ındice τ que aparece en la ecuacio´n (8.20) se ha an˜adido para indicar
expl´ıcitamente la variable de integracio´n y evitar as´ı ambigu¨edades, si bien
se suprimira´ cuando sea posible. Por simplicidad, no hemos indicado que las
variables u‡(t) y s‡(t) dependen de la secuencia de ruido α, aunque obviamente
lo hacen [cf. Ec.(8.19)].
Las funciones u‡(t) y s‡(t) resuelven las ecuaciones del movimiento en el
l´ımite armo´nico, Fan(x) = 0, y pueden interpretarse como las coordenadas
de una trayectoria especial, la trayectoria del estado de transicio´n (TS). Esta
trayectoria se diferencia de todas las dema´s trayectorias sometidas a la misma
interaccio´n con el ban˜o en que es la u´nica que permanece en la vecindad del
punto de silla durante todo el tiempo, mientras que una trayectoria convencio-
nal cae al pozo de los reactivos o al de los productos en el pasado remoto o bien
en el futuro distante. Por eso, cuando utilizamos las coordenadas relativas ∆u
y ∆s, estamos describiendo la dina´mica que siguen las trayectorias respecto a
la trayectoria TS, que actu´a como origen (mo´vil) de coordenadas.
Las ecuaciones del movimiento de las coordenadas relativas son
∆u˙ = λu∆u+
Fan(x)
λu − λs , (8.21a)
∆s˙ = λs∆s− Fan(x)
λu − λs . (8.21b)
A simple vista, podr´ıa parecer que el cambio de coordenadas (8.18), que
depende del tiempo estoca´sticamente, ha eliminado tanto la dependencia tem-
poral como la dependencia de la secuencia de ruido α. Sin embargo, esto es
algo que so´lo sucede en la situacio´n armo´nica, en la que Fan(x) = 0. Si expresa-
mos la coordenada de posicio´n (fija), x, en el sistema de coordenadas (mo´viles)
relativas, ∆u y ∆s, como
x = x‡ + ∆u+ ∆s, (8.22)
donde x‡ = u‡ + s‡, las ecuacines del movimiento (8.21) se convierten en
∆u˙ = λu∆u+
Fan(x‡ + ∆u+ ∆s)
λu − λs , (8.23a)
∆s˙ = λs∆s− Fan(x
‡ + ∆u+ ∆s)
λu − λs , (8.23b)
donde la posicio´n x‡ de la trayectoria TS en el sistema fijo de coordenadas
introduce un desplazamiento estoca´stico dependiente del tiempo. En el l´ımite
armo´nico, las ecuaciones (8.23) no dependen expl´ıcitamente del tiempo, aunque
la interaccio´n con el entorno se refleja de forma impl´ıcita a trave´s del cambio
de coordenadas realizado.
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En el l´ımite armo´nico, las ecuaciones del movimiento (8.21) se desacoplan
[Bar 05, Bar 05b], siendo entonces su solucio´n igual a
∆u(t) = ∆u(0) eλut,
∆s(t) = ∆s(0) eλst. (8.24)
Dado que λs < 0 y λu > 0, la coordenada ∆s decrece exponencialmente
con el tiempo, mientras que ∆u aumenta exponencialmente. Estas coordena-
das esta´n asociadas, respectivamente, a las direcciones estable e inestable del
espacio de fases. En particular, las l´ıneas ∆u = 0 y ∆s = 0 son dina´micamente
invariantes. As´ı, una trayectoria que comience en la l´ınea ∆u = 0 se aproxi-
mara´ asinto´ticamente al origen cuando t → ∞; esta l´ınea define, por ello, la
variedad invariante estable. Por el contrario, una trayectoria que comienza so-
bre la l´ınea ∆s = 0 se alejara´ del origen cuando t→∞, pero se aproximara´ a
e´l cuando t→ −∞; esta l´ınea es la variedad invariante inestable del origen.
En la figura 8.1(a) mostramos las variedades estable e inestable del origen,
junto con algunas trayectorias t´ıpicas en coordenadas relativas. Las varieda-
des invariantes actu´an como separatrices del espacio de fases, dividie´ndolo en
funcio´n del comportamiento de las trayectorias. As´ı, las trayectorias que se en-
cuentran por encima de la variedad inestable, teniendo por tanto una velocidad
mayor que ella, tienden a moverse hacia el pozo de los productos para tiempos
lo suficientemente largos, mientras que las trayectorias por debajo de dicha
variedad terminan en el pozo de los reactivos. Ana´logamente, las trayectorias
por encima de la variedad inestable vienen de la regio´n de los reactivos en el
pasado lejano, mientras que las que esta´n por debajo de dicha variedad vienen
de la zona de los productos.
Para el ca´lculo de la velocidad de reaccio´n necesitamos saber en que´ zona del
espacio de fases terminara´n en el futuro las trayectorias. Observando la figura
8.1(a), eso se puede hacer sencillamente determinando si las trayectorias esta´n
por encima o por debajo de la variedad estable. La variedad estable contiene,
por consiguiente, toda la informacio´n dina´mica relevante.
Podemos volver a las coordenadas fijas del espacio de fases, x y v, desha-
ciendo el cambio de coordenadas (8.18). Al hacerlo, las variedades estable e
inestable dejara´n de estar fijas al origen de coordenadas para estar ancladas
a la trayectoria TS, que actu´a como origen mo´vil como se muestra en la figu-
ra 8.1(b). Dado que la posicio´n de la trayectoria TS cambia con el tiempo, las
variedades se movera´n en el espacio de fases. Sin embargo, continuara´n sepa-
rando las trayectorias con distinto comportamiento. As´ı, dadas las condiciones
iniciales de una trayectoria en un instante de tiempo concreto, el cara´cter reac-
tivo o no reactivo de la trayectoria se podra´ saber conociendo la posicio´n de
la variedad estable en ese instante, que dependera´ del ruido a trave´s de las
coordenadas de la trayectoria TS.
Como se puede observar en la figura 8.1(b), la variedad estable corta la
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Figura 8.1: Espacio de fases dependiente del tiempo de la ecuacio´n de Langevin (8.9) para
un sistema de un grado de libertad. (a) Las variedades invariantes son independientes del
tiempo al usar coordenadas relativas en la aproximacio´n armo´nica. (b) En coordenadas
fijas, las variedades invariantes se mueven ancladas a la trayectoria del estado de transicio´n,
que se mueve estoca´sticamente. (c) Los te´rminos anarmo´nicos del potencial deforman las
variedades estoca´sticamente. (d) Las variedades se deforman considerablemente cuando las
anarmonicidades son muy grandes.
superficie DS definida por x = 0 en un instante gene´rico de tiempo con una
velocidad V ‡. Las trayectorias situadas sobre x = 0 y con velocidades iniciales
vx > V
‡ son reactivas, mientras que las trayectorias con velocidades iniciales
vx < V
‡ no. El valor de la velocidad cr´ıtica V ‡ depende del tiempo y de la
interaccio´n con el entorno. Para la aproximacio´n armo´nica, en la referencia
[Bar 08] se demostro´, como veremos ma´s adelante, que
V ‡ ≡ V ‡0 = (λu − λs)u‡(0). (8.25)
Esta visio´n de las variedades invariantes fue presentada por T. Bartsch y
colaboradores en las referencias [Bar 05, Bar 05b] y aplicada para el ca´lculo
de tasas de reaccio´n en las referencias [Bar 06, Bar 08]. Uno de los objetivos
de esta tesis ha sido ver que´ influencia tienen las anarmonicidades sobre las
variedades invariantes, para generalizar as´ı la teor´ıa existente.
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Cuando hay anarmonicidades, las ecuaciones del movimiento (8.21) esta´n
acopladas de forma no lineal y dependiente del tiempo, por lo que no pueden
resolverse de una forma sencilla. No obstante, cuando el acoplamiento es lo
suficientemente de´bil, podemos esperar que tanto la trayectoria TS como las
variedades invariantes permanezcan cerca de sus homo´nimos armo´nicos. De
hecho, existen teoremas en la teor´ıa de los sistemas dina´micos estoca´sticos que
garantizan su existencia [Arn 98]. Las variedades invariantes de un sistema
anarmo´nico son tangentes en el origen a sus aproximaciones armo´nicas, pero
ma´s lejos se deforman, como podemos observar en la figura 8.1(c). La depen-
dencia estoca´stica con el tiempo del te´rmino de acoplamiento de (8.21) hace
que tanto la forma como la posicio´n de las variedades invariantes dependan
de la secuencia de ruido. La deformacio´n que experimentan las variedades ha-
ce que el valor de la velocidad cr´ıtica, V ‡, se modifique respecto al resultado
armo´nico.
En general, no podemos asegurar que haya una sola interseccio´n entre la
variedad estable y el eje x = 0. De hecho, si el potencial tiene un pozo en
la regio´n de los reactivos y otro en la de los productos, es probable que haya
ma´s intersecciones, como se ilustra en la figura 8.1(d). Si una trayectoria en la
variedad estable se hace evolucionar hacia atra´s en el tiempo, descendera´ desde
lo alto de la barrera hacia uno de los dos pozos, en el que permanecera´ durante
cierto tiempo. Sin embargo, si se sigue la evolucio´n de la trayectoria durante un
tiempo lo suficientemente largo, la trayectoria ascendera´ por la barrera para al-
canzar el otro pozo. De esta forma, la trayectoria cruzara´ de nuevo el eje x = 0,
dando lugar a intersecciones adicionales con la variedad estable. No obstante,
estas intersecciones se deben despreciar, dado que dependen de los cruces pre-
vios de la barrera. So´lo en los sistemas con te´rminos anarmo´nicos muy grandes
resultara´n relevantes, ya que entonces los recruzamientos tienen lugar antes
de que la trayectoria termalice en los pozos. Por ello, de ahora en adelante,
despreciaremos este efecto de recruzamiento, lo que nos permitira´ calcular la
velocidad cr´ıtica aplicando teor´ıa de perturbaciones.
La trayectoria TS (8.19) resuelve las ecuaciones del movimiento (8.17) en
el l´ımite armo´nico, pero no en presencia de te´rminos no lineales. Por ello, la
ecuacio´n (8.19) no define estrictamente una trayectoria TS cuando hay anar-
monicidades. La trayectoria TS se puede calcular, no obstante, aplicando un
desarrollo perturbativo semejante al descrito en la seccio´n 8.3. Sin embargo,
esto no sera´ necesario en nuestro caso, ya que la trayectoria TS armo´nica forma
una base adecuada para nuestro estudio, por lo que usaremos la notacio´n u‡,
s‡ y x‡ para referirnos a la aproximacio´n armo´nica de la trayectoria TS.
CA´LCULO PERTURBATIVO DE LA VARIEDAD ESTABLE 205
8.3. Ca´lculo perturbativo de la variedad
estable
Como hemos dicho anteriormente, la velocidad cr´ıtica viene dada por la
interseccio´n de la variedad estable de la trayectoria TS con la l´ınea x = 0. La
variedad estable esta´ formada por todas las trayectorias que se aproximan a
la trayectoria TS cuando t → ∞. Estas trayectorias permanecen, por tanto,
acotadas en el tiempo, de manera que la variedad estable viene dada por las
soluciones de las ecuaciones del movimiento (8.23) que satisfacen esta condicio´n
de contorno para tiempos largos.
La ecuacio´n (8.23a) se puede resolver formalmente usando los funcionales
S (8.20), dando como resultado
∆u(t) = Ceλut +
1
λu − λs S[λu,Fan(x
‡ + ∆u+ ∆s); t].
Esta es una solucio´n estrictamente formal, ya que la funcio´n (desconocida)
∆u aparece en el argumento de Fan. Adema´s, el funcional S no esta´ definido
para la mayor´ıa de las trayectorias, sino so´lo para aque´llas que esta´n acotadas
en el futuro lejano, que son en las que estamos interesados. Por consistencia,
construimos la trayectoria TS haciendo C = 0 como en las referencias [Bar 05,
Bar 05b]. Una trayectoria situada sobre la variedad inestable satisface entonces
la ecuacio´n integral
∆u(t) =
1
λu − λs S[λu,Fan(x
‡ + ∆u+ ∆s); t], (8.26)
que incorpora automa´ticamente la condicio´n de contorno que queremos impo-
ner cuando t→∞.
Para la componente estable, en principio podr´ıa parecer que se puede uti-
lizar la misma solucio´n formal
∆s(t) = Ceλst − 1
λu − λs S[λs,Fan(x
‡ + ∆u+ ∆s); t],
sin embargo, el funcional S de un autovalor negativo depende del pasado lejano
de su argumento, por lo que so´lo esta´ bien definido para las trayectorias que
esta´n acotadas cuando t → −∞. De todas las trayectorias que viven en la
variedad estable, u´nicamente la trayectoria TS cumple esta condicio´n. Este
problema se puede resolver definiendo un nuevo funcional S
S¯τ [µ, g; t] =
∫ t
0
g(τ)eµ(t−τ) dτ (8.27)
que esta´ bien definido para todos los valores de µ. Este funcional satisface la
ecuacio´n diferencial
d
dt
S¯[µ, g; t] = µ S¯[µ, g; t] + g(t)
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con la condicio´n inicial S[µ, g; 0] = 0. Con este funcional, la solucio´n formal de
la ecuacio´n del movimiento (8.23b) se puede escribir como
∆s(t) = ∆s(0)eλst − 1
λu − λs S¯[λs,Fan(x
‡ + ∆u+ ∆s); t], (8.28)
que no impone ninguna condicio´n de contorno sobre la funcio´n ∆s, lo que nos
permite elegir la condicio´n inicial ∆s(0) libremente.
La velocidad cr´ıtica V ‡ se calcula resolviendo las ecuaciones integrales (8.26)
y (8.28) con las condiciones iniciales x(0) = 0 y v(0) = V ‡. La primera de estas
condiciones se puede escribir como
∆s(0) = −x‡(0)−∆u(0), (8.29)
ya que
x(0) = 0 = u(0) + s(0)
= u‡(0) + ∆u(0) + s‡(0) + ∆s(0)
= x‡(0) + ∆u(0) + ∆s(0). (8.30)
Una vez fijada la condicio´n inicial de ∆u a trave´s de la ecuacio´n (8.26),
la condicio´n inicial para ∆s, necesaria para resolver la ecuacio´n (8.28), viene
dada por (8.29). La velocidad cr´ıtica se puede calcular como
V ‡ = v(0) = λuu(0) + λss(0)
= (λu − λs)u(0)
= (λu − λs)[u‡(0) + ∆u(0)], (8.31)
donde hemos tenido en cuenta que la ecuacio´n (8.30).
En el l´ımite armo´nico, la evolucio´n temporal de una trayectoria que tiene
sus condiciones iniciales sobre DS(x = 0), y sobre la variedad estable viene
dada por
∆u0(t) = 0 y ∆s0(t) = −x‡(0)eλst. (8.32)
En este caso, la ecuacio´n (8.31) coincide con el resultado (8.25)
V ‡0 = (λu − λs)u‡(0).
Cuando la solucio´n (8.32) se introduce en las ecuaciones integrales (8.26)
y (8.28), la coordenada x = x‡ + ∆u+ ∆s se reemplaza por
X(t) = x‡(t)− eλstx‡(0). (8.33)
Esta funcio´n representa la aproximacio´n armo´nica de la coordenada x(t) de
la trayectoria que estamos estudiando. Adema´s, constituye una base adecuada
para nuestro desarrollo perturbativo.
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La primera correccio´n en teor´ıa de perturbaciones de la velocidad cr´ıtica
se puede obtener con (8.26) como
∆ulead(t) =
1
λu − λsS[λu,Fan(X); t],
de la que se deduce que
V ‡lead = S[λu,Fan(X); 0]. (8.34)
Para obtener las correcciones de orden superior de la velocidad cr´ıtica de
forma sistema´tica es necesario hacer los siguientes desarrollos
V ‡ = V ‡0 +ε V
‡
1 + ε
2 V ‡2 + . . .
∆u = ε∆u1 + ε
2 ∆u2 + . . .
∆s = −x‡+ε∆s1 + ε2 ∆s2 + . . .
Denotaremos
∆xk = ∆uk + ∆sk para k ≥ 1. (8.35)
El te´rmino anarmo´nico se desarrollara´ como
Fan(X + ε∆x1 + ε2 ∆x2 + . . . ) = εFan,1 + ε2Fan,2 + . . . , (8.36)
donde las funciones Fan,k dependen de ∆xj. Dado que la funcio´n f es como
mı´nimo de orden ε, por lo que para calcular Fan,k so´lo se necesita conocer ∆xj
para j < k. Las ecuaciones (8.26), (8.28) y (8.35) dan lugar, entonces, a las
siguientes relaciones de recurrencia
∆uk(t) =
1
λu − λs S[λu,Fan,k; t],
∆sk(t) = −∆uk(0)eλst − 1
λu − λs S¯[λs,Fan,k; t],
∆xk(t) = ∆uk(t) + ∆sk(t), (8.37)
de lo que finalmente se deduce que
V ‡k = (λu − λs)∆uk(0). (8.38)
Las relaciones de recurrencia (8.37) pueden aplicarse sucesivamente hasta
el orden k = 1, 2, . . . deseado. As´ı, para un sistema unidimensional en el que
la componente anarmo´nica de la fuerza (8.11) so´lo tiene te´rminos cu´bico y
cua´rtico, el desarrollo (8.36) se convierte en
Fan,1 = −c3X2, (8.39)
Fan,2 = −c4X3 − 2c3X ∆x1. (8.40)
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Entonces, los primeros te´rminos de la ecuacio´n (8.29) vienen dados por
∆u1(t) = − c3
λu − λs S[λu, X
2; t],
∆s1(t) =
c3
λu − λs
(
S[λu, X
2; 0]eλst + S¯[λs, X
2; t]
)
,
∆x1(t) =
c3
λu − λs
(
S[λu, X
2; 0]eλst − S[λu, X2; t] + S¯[λs, X2; t]
)
,
∆u2(t) = − 1
λu − λs S[λu, 2X ∆x1 + c4X
3; t]
= − c4
λu − λs S[λu, X
3; t]− 2c
2
3
(λu − λs)2Sτ [λu, X(τ)(
eλsτS[λu, X
2; 0]− S[λu, X2; τ ] + S¯[λs, X2; τ ]
)
; t
]
.
De la ecuacio´n (8.38) se deduce que
V ‡1 = −c3 S[λu, X2; 0], (8.41)
que es compatible con (8.34), y
V ‡2 = − c4 S[λu, X3; 0]−
2c23
λu − λsSτ [λu, X(τ)(
eλsτS[λu, X
2; 0]− S[λu, X2; τ ] + S¯[λs, X2; τ ]
)
; 0
]
. (8.42)
Como se puede observar, las correcciones (8.41) y (8.42) dependen, a trave´s
de la funcio´n X, de la secuencia de ruido. Esta dependencia demuestra que las
anarmonicidades en el potencial tienen influencia no so´lo en la posicio´n de las
variedades invariantes, sino tambie´n en su forma, variando ambas estoca´stica-
mente con el tiempo.
Para demostrar la bondad de nuestra aproximacio´n, hemos calculado nume´ri-
camente la velocidad cr´ıtica simulando una interaccio´n con el ban˜o concreta.
Para ello, hemos tomado un conjunto de condiciones iniciales en la superficie
separatriz y lo hemos propagado nume´ricamente. El valor de la velocidad cr´ıti-
ca se ha calculado con gran precisio´n siguiendo la evolucio´n de las trayectorias
para discernir las reactivas de las no reactivas. En la figura 8.2 mostramos los
resultados para una interaccio´n con el entorno de un sistema con un u´nico
te´rmino anarmo´nico cu´bico. Como se puede observar, la simulacio´n nume´rica
se ajusta muy bien a los resultados que da nuestra teor´ıa. Hemos comprobado
que obtenemos resultados similares para otras interacciones con el entorno, si
bien las correcciones de primer y segundo orden tomaban otros valores.
Cuando el te´rmino anarmo´nico del potencial contiene un u´nico te´rmino
cua´rtico, la teor´ıa de perturbaciones da lugar a un desarrollo en serie de po-
tencias de ε2, siendo cero los te´rminos con potencias impares. As´ı, los dos
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Figura 8.2: Variacio´n de la velocidad cr´ıtica con el te´rmino cu´bico de anarmonicidad, c3,
para una secuencia concreta de ruido en un sistema con una barrera unidimensional, para
ωb = 1, γ = 2, kBT = 1: resultados nume´ricos (cruces rojas), aproximacio´n armo´nica (8.25)
(recta horizontal gris), resultados perturbativos a orden uno (8.25)+(8.41) (recta verde) y
segundo orden (8.25)+(8.41)+(8.42) (curva azul).
primeros te´rminos no nulos del desarrollo son
V ‡2 = −c4 S[λu, X3; 0], (8.43)
que es compatible con la ecuacio´n (8.34), y
V ‡4 = − 3c
2
4
λu−λsSτ
[
λu, X
2(τ)
(
eλsτS[λu, X
3; 0]− S[λu, X3; τ ]
+ S¯[λs, X
3; τ ]
)
; 0
]
. (8.44)
En la figura 8.3 comparamos las correcciones (8.43) y (8.44) con las si-
mulaciones nume´ricas. Los resultados demuestran, como antes, la bondad de
nuestra teor´ıa de perturbaciones.
La funcio´n X de la ecuacio´n (8.33) juega un papel especial en el desarrollo,
ya que representa a una trayectoria no perturbada. Esta trayectoria depen-
de del comportamiento de la fuerza estoca´stica que realiza el ban˜o ξα(t) para
t ≥ 0, pero no para tiempos anteriores. Esto hace que una vez conocidas las
condiciones iniciales de la trayectoria en t = 0 su comportamiento so´lo depen-
da de lo que suceda con el ruido futuro. La separatriz entre las trayectorias
reactivas y las no reactivas tiene, por tanto, que depender so´lo del ruido futuro.
Sin embargo, el te´rmino perturbativo en (8.23) depende a trave´s de x‡(t), de
s‡(t), que depende del ruido pasado.
Si descomponemos el rango de integracio´n del funcional S, encontramos
que para t ≥ 0
s‡(t) = eλsts‡(0) +
∫ t
0
eλs(t−τ)ξα(τ) dτ.
210 CA´LCULO DE VELOCIDADES DE REACCIO´N USANDO TST
-3.00
-2.90
-2.80
-2.70
-2.60
-2.50
-2.40
-2.30
-0.15 -0.1 -0.05  0  0.05
V c
ri
t
c4
Figura 8.3: Variacio´n de la velocidad cr´ıtica con el te´rmino cua´rtico de anarmonicidad, c4,
para una secuencia concreta de ruido en un sistema con una barrera unidimensional, para
ωb = 3,5, γ = 2, kBT = 1: resultados nume´ricos (cruces rojas), aproximacio´n armo´nica (8.25)
(recta horizontal gris), resultados perturbativos a orden uno (8.25)+(8.43) (recta verde) y
segundo orden (8.25)+(8.43)+(8.44) (curva azul).
La integral en esta expresio´n so´lo depende del ruido para t ≥ 0. El te´rmino
s‡(0) contiene toda la dependencia del pasado, pero sale fuera cuando definimos
la variable X(t). La variable X es, por tanto, la modificacio´n ma´s sencilla de
x‡ de la que podemos eliminar la informacio´n del pasado.
8.4. Correcciones de la tasa de reaccio´n
8.4.1. Expresio´n general de la velocidad de reaccio´n
En un sistema unidimensional, la funcio´n caracter´ıstica Θr se puede expre-
sar en funcio´n de la velocidad como
Θr(vx − V ‡) =
{
1 : vx > V
‡,
0 : vx < V
‡.
(8.45)
Esta ecuacio´n, al contrario que la aproximacio´n (8.5) dada por la TST, es
exacta, y permite promediar la ecuacio´n (8.8) sobre un conjunto de condiciones
iniciales5 como
κ =
〈
exp
(
− V
‡2
2kBT
)〉
α
, (8.46)
donde el promedio se toma ahora so´lo para distintas secuencias de ruido. Esta
expresio´n fue deducida en la referencia [Bar 08] de la bibliograf´ıa para una
barrera parabo´lica. Como se puede observar, la ecuacio´n (8.46) sigue siendo
5En un sistema unidimensional, no aparece el factor p⊥de la ecuacio´n (8.3).
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va´lida para sistemas no lineales con la condicio´n de modificar la velocidad cr´ıti-
ca, V ‡, adecuadamente para tener en cuenta las anarmonicidades del sistema,
que aparecen por tanto de forma impl´ıcita en la ecuacio´n (8.46).
Haciendo un desarrollo en serie de la velocidad cr´ıtica en potencias del
para´metro perturbativo, ε, como
V ‡ = V ‡0 + εV
‡
1 + ε
2V ‡2 + . . . , (8.47)
y sustituye´ndola en la ecuacio´n (8.46), podemos desarrollar la exponencial que
aparece en esta u´ltima ecuacio´n para obtener una serie de te´rminos correctivos
de la fo´rmula de Kramers
κ = κ0 + εκ1 + ε
2κ2 + . . . , (8.48)
donde
κ0 = 〈E〉α , (8.49a)
κ1 = − 1
kBT
〈
EV ‡0 V
‡
1
〉
α
, (8.49b)
κ2 =
1
2(kBT )2
〈
EV ‡20 V
‡2
1
〉
α
− 1
kBT
〈
EV ‡0 V
‡
2
〉
α
− 1
2kBT
〈
EV ‡21
〉
α
(8.49c)
siendo
E = exp
(
− V
‡2
0
2kBT
)
= exp
(
−(λu − λs)
2 u‡2(0)
2kBT
)
. (8.50)
A continuacio´n pasamos a evaluar los valores medios que aparecen en la ecua-
cio´n (8.49).
8.4.2. Funciones de correlacio´n distorsionadas
Las correcciones de la velocidad cr´ıtica que aparecen en los valores me-
dios (8.49) dependen de la funcio´n X(t), que depende a su vez de las componen-
tes u‡(t) y s‡(t) de la trayectoria TS. Estas dos u´ltimas variables son variables
aleatorias gaussianas cuyas correlaciones aparecen en la referencia [Bar 05b]
de la bibliograf´ıa, y son iguales para t ≥ 0 a〈
s‡(t)s‡(0)
〉
α
= σ2eλst, (8.51a)〈
u‡(t)u‡(0)
〉
α
= −λs
λu
σ2e−λut, (8.51b)〈
u‡(t)s‡(0)
〉
α
= 0, (8.51c)〈
s‡(t)u‡(0)
〉
α
=
2λs
λu + λs
σ2
(
e−λut − eλst) . (8.51d)
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donde
σ2 =
kBTγ
|λs|(λu − λs)2 , (8.52)
Para evaluar las correcciones a la velocidad de reaccio´n en (8.49) tenemos
que calcular valores medios de la forma 〈E(. . . )〉α, donde (. . . ) denota una
combinacio´n de las variables u‡(t) y s‡(t). Por ello, vamos a asumir que la
expresio´n (. . . ) se puede escribir como una funcio´n de un conjunto finito de
variables aleatorias z = (z1, . . . , zn) que sigue una distribucio´n gaussiana mul-
tidimensional de media cero y con matriz de covarianza Σ, tal que los elementos
de la matriz Σ sean de la forma σij = 〈zizj〉α. Adema´s, tomaremos sin pe´rdida
de generalidad z1 = u
‡(0), que es una variable especial, ya que aparece en el
factor E de la ecuacio´n (8.50). Usando (8.25) y tomando ρ = (λu−λs)2/kBT ,
podemos escribir
〈E(. . . )〉α =
1√
(2pi)n det Σ
∫
dnz e−z
TΣ−1z/2e−ρz
2
1/2(. . . )
=
1√
(2pi)n det Σ
∫
dnz e−z
T(Σ−1+ρJ)z/2(. . . )
=
√
det Σ0
det Σ
1√
(2pi)n det Σ0
∫
dnz e−z
TΣ−10 z/2(. . . )
=
√
det Σ0
det Σ
〈...〉0 , (8.53)
donde
J =

1 0 0 . . .
0 0 0 . . .
0 0 0 . . .
...
...
...
. . .

y 〈...〉0 denota un promedio usando la distribucio´n gaussiana multidimensional
con la matriz de covarianza Σ0 dada por
Σ−10 = Σ
−1 + ρJ.
Dado que
ΣJ =

σ11 0 . . . 0
σ21 0 0
...
. . .
...
σn1 0 . . . 0

se verifica que (ΣJ)2 = σ11ΣJ . Adema´s, es fa´cil demostrar que(
Σ− ρ
1 + ρσ11
ΣJΣ
)(
Σ−1 + ρJ
)
= I,
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Por ello,
Σ0 = Σ− ρ
1 + ρσ11
ΣJΣ = Σ +
λu
λs
ρΣJΣ, (8.54)
donde hemos hecho uso de la ecuacio´n (8.51) para σ11 =
〈
u‡2(0)
〉
α
.
Adema´s, el producto
Σ0Σ
−1 = I − ρ
1 + ρσ11
ΣJ
da una matriz triangular, cuyos elementos diagonales, salvo el elemento (1, 1),
son iguales a 1. Teniendo en cuenta esto y haciendo de nuevo uso de (8.51), se
puede demostrar que
det Σ0
det Σ
= det
(
I − ρ
1 + ρσ11
ΣJ
)
= 1− ρσ11
1 + ρσ11
= −λu
λs
=
λ2u
ω2b
. (8.55)
Sustituyendo la ecuacio´n (8.55) en (8.53), llegamos a que
〈E(. . . )〉α =
λu
ωb
〈. . .〉0 , (8.56)
lo que nos permite evaluar los te´rminos de la matriz de covarianza modifica-
da (8.54) como
〈zizj〉0 = 〈zizj〉α +
λu
λs
ρ
〈
u‡(0)zi
〉
α
〈
u‡(0)zj
〉
α
, (8.57)
lo que a su vez nos permite evaluar los momentos de la distribucio´n gaussiana
modificada a partir de los momentos de la matriz de correlacio´n original. En
particular, 〈zizj〉0 = 〈zizj〉α si bien zi o bien zj no esta´n correlacionadas con
u‡(0).
Una vez calculados los momentos de orden dos de la nueva distribucio´n
gaussiana, esto es, los elementos de la matriz Σ0, los momentos de orden supe-
rior se pueden evaluar aplicando el Teorema de Isserlis [Iss 16], que los calcula
en funcio´n de los momentos de orden dos, como vimos en la seccio´n 6.3.
Los momentos necesarios para el ca´lculo de la tasa de reaccio´n son〈
u‡(0)X(t)
〉
0
σ2
= (1− βu)
(
e−λut − eλst) , (8.58a)
〈X(t)X(t′)〉0
σ2
= (1− βs)eλs|t−t′| − λs
λu
(1− βu)e−λu|t−t′|
+
(
1− 2βs + λs
λu
)
e−λu(t+t
′) + (1− βu)
(
e−λut+λst
′
+ e−λut
′+λst
)
(8.58b)
donde
βu =
2λu
λu + λs
, βs =
2λs
λu + λs
.
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8.4.3. Resultados del sistema de un grado de libertad
La ecuacio´n (8.56) nos permite calcular el te´rmino principal del coeficien-
te de transmisio´n (8.49a), dando como resultado el famoso te´rmino de Kra-
mers [Ha¨n 90]
κ0 =
λu
ωb
. (8.59)
El desarrollo perturbativo se lleva a cabo de forma que el ruido es pro-
porcional a ε. La velocidad cr´ıtica V ‡0 es proporcional al ruido. Por ello, si V
‡
1
representa un orden superior ε debera´ ser cuadra´tica en el ruido, V ‡2 cu´bica,
etc. Esto hace que
κ1 = − 1
kBT
λu
ωb
〈
V ‡0 V
‡
1
〉
0
= 0,
ya que es un momento de orden tres, por lo que debe ser nulo. Ana´logamente,
todas las correcciones de orden impar al factor de transmisio´n se hacen nulas.
Dado que, de acuerdo con el Teorema de Fluctuacio´n–Disipacio´n (8.10), el
ruido es proporcional a
√
kBT , los desarrollos en potencias de ε se corresponden
con potencias de
√
kBT . Por el contrario, la ecuacio´n (8.48) es un desarrollo
en serie del factor de transmisio´n en potencias de kBT , por tratarse de un
momento de orden par.
La correccio´n ma´s sencilla a la tasa de reaccio´n viene dada por el te´rmino
cua´rtico del potencial. Haciendo c3 = 0, se tiene que V
‡
1 = 0, con lo que
obtenemos una correccio´n que es lineal en c4. Sustituyendo las ecuaciones (8.25)
y (8.43) en (8.49b), obtenemos que
κc42 =
c4(λu − λs)
kBT
Sτ
[
λu,
〈
E u‡(0)X3(τ)
〉
α
; 0
]
, (8.60)
donde hemos introducido el promedio en las interacciones con el entorno dentro
del funcional S por ser e´ste una integral. El momento resultante se puede
calcular como 〈
E u‡(0)X3(τ)
〉
α
=
λu
ωb
〈
u‡(0)X3(τ)
〉
0
= 3
λu
ωb
〈
u‡(0)X(τ)
〉
0
〈
X2(τ)
〉
0
. (8.61)
Las funciones de correlacio´n modificadas que aparecen en la ecuacio´n supe-
rior vienen dadas por la ecuacio´n (8.58). La ecuacio´n (8.61) se puede entonces
reescribir como una suma de te´rminos que decaen exponencialmente, para los
que se puede evaluar el funcional S de (8.60), obteniendo
κc42 = −
3c4σ
4(λu − λs)2
4kBTωbλu
= 3
4
c4kBT
γ2
ω3bλs(λu − λs)2
. (8.62)
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Figura 8.4: Factor de transmisio´n, κ, de un potencial unidimensional con un te´rmino
anarmo´nico cua´rtico, c4, para ωb = 3, kBT = 1. (a) κ en funcio´n del para´metro de acopla-
miento, c4, para una friccio´n γ = 7. (b) Diferencia entre κ y el resultado de Kramers, κ0, en
funcio´n de γ para c4 = 2: resultados nume´ricos (puntos rojos), aproximacio´n armo´nica (Kra-
mers) (8.59) (recta gris horizontal), resultado perturbativo a primer orden (8.59)+(8.62)
(curva verde) y a segundo orden (8.59)+(8.62)+(8.64) (curva azul).
Este resultado perturbativo es compatible con el que aparece en las refe-
rencias [Poll 93, Tal 93, Tal 94], y se puede reescribir en funcio´n del para´metro
adimensional µ = κ0 = λu/ωb usado en [Tal 93] como
κc42
κ0
= −3
4
c4 kBT
ω4b
(
1− µ2
1 + µ2
)2
. (8.63)
En la figura 8.4 mostramos los resultados que da la ecuacio´n (8.62) junto
con los resultados nume´ricos que dan las simulaciones. Como se puede obser-
var, nuestra aproximacio´n perturbativa se ajusta muy bien a los resultados
nume´ricos. La figura muestra tambie´n la correccio´n a orden dos producida por
el te´rmino cua´rtico, la cual se puede evaluar de forma ana´loga, dando como
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Figura 8.5: Factor de transmisio´n, κ, de un potencial unidimensional con un te´rmino
anarmo´nico cu´bico, c3, para ωb = 1, γ = 2, kBT = 1: simulacio´n nume´rica (puntos rojos),
aproximacio´n armo´nica (Kramers ) (8.59) (recta gris horizontal), resultados perturbativos
a segundo orden, obtenidos con (8.59)+(8.65) (curva azul). La correccio´n de orden uno es
nula.
resultado
κc44
κ0
= − 3
32
(
c4 kBT
ω4b
)2(
1− µ2
1 + µ2
)4
105µ8 + 830µ6 + 1648µ4 + 770µ2 + 87
(1− µ4)(3µ4 + 10µ2 + 3) .
(8.64)
Aunque la correccio´n de segundo orden es pequen˜a, en la figura 8.4(b) se
puede apreciar que los resultados que se obtienen a este orden son mejores que
los que se obtienen a orden uno en teor´ıa de perturbaciones.
Un potencial gene´rico tendra´, adema´s del te´rmino anarmo´nico cua´rtico,
un te´rmino cu´bico, c3. La correccio´n a la que da lugar este te´rmino se puede
evaluar introduciendo las ecuaciones (8.41) y (8.42) en la ecuacio´n (8.49c),
obteniendo
κc32
κ0
= −1
6
c23 kBT
ω6b
(
1− µ2
1 + µ2
)2
10µ4 + 41µ2 + 10
2µ4 + 5µ2 + 2
. (8.65)
En la figura 8.5 se comparan los valores dados por (8.65) con los resultados
nume´ricos. De nuevo, podemos observar que nuestra aproximacio´n se ajusta
razonablemente bien a los resultados que dan las simulaciones.
Si el sistema tiene te´rminos no lineales cu´bicos y cua´rticos, la correccio´n
de segundo orden de la fo´rmula de Kramers viene dada por la suma de las
ecuaciones (8.63) y (8.65).
SISTEMA DE DOS GRADOS DE LIBERTAD 217
8.5. Sistema de dos grados de libertad
Hasta ahora, hemos estudiado las variedades invariantes para la identifi-
cacio´n de trayectorias reactivas en sistemas de una dimensio´n. La mayor´ıa de
los problemas en f´ısica tienen, sin embargo, varios grados de libertad, por lo
que se hace necesario extender el estudio anterior a sistemas de varias dimen-
siones. En esta seccio´n generalizaremos la teor´ıa desarrollada para aplicarla a
un sistema bidimensional. La generalizacio´n a sistemas de ma´s dimensiones se
puede llevar a cabo de forma ana´loga.
Supongamos un sistema con dos grados de libertad cuya dina´mica viene
descrita por la ecuacio´n de Langevin (8.9). El vector q = (x, y) de las coorde-
nadas en el espacio de fases tiene asociado el vector de velocidades q˙ = (vx, vy).
Con el objetivo de poder comparar nuestros resultados con otros de la
literatura de la TST [Bar 06, Bar 08], hemos estudiado el potencial
U(x, y) = −1
2
ω2b x
2 +
1
2
ω2y y
2,+c x2y2. (8.66)
que contiene un te´rmino anarmo´nico de orden cuatro. Esto hace que la cons-
tante de acoplamiento c sea de orden ε2 en teor´ıa de perturbaciones, lo que
hace que tengamos correcciones a la tasa de reaccio´n de Kramers de primer
orden en c.
8.5.1. Variedades invariantes en sistemas multidimen-
sionales
El espacio de fases de la ecuacio´n de Langevin asociada a un sistema de
dos grados de libertad tiene dimensio´n cuatro, por lo que lo podemos describir
con las coordenadas (x, y, vx, vy). Como en el caso de un grado de libertad,
podemos llevar a cabo una aproximacio´n armo´nica en torno al punto de silla
haciendo uso de las coordenadas u y s dadas por la ecuacio´n (8.14). Para ello,
es necesario definir antes las nuevas coordenadas z1 y z2
z1 =
vy − λ2y
λ1 − λ2 , z2 =
vy − λ1y
λ2 − λ1 (8.67)
con la transformacio´n inversa
y = z1 + z2, vy = λ1z1 + λ2z2, (8.68)
donde
λ1,2 = −1
2
(
γ ±
√
γ2 − 4ω2y
)
(8.69)
son dos nuevos autovalores reales y negativos o complejos conjugados con sus
partes reales negativas.
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La fuerza que realiza el entorno tiene ahora dos componentes, ξx,α(t) y
ξy,α(t), que determinan las cuatro componentes de la trayectoria TS
u‡(t) =
1
λu − λs S[λu, ξx,α; t], s
‡(t) = − 1
λu − λs S[λs, ξx,α; t],
z‡1(t) =
1
λ1 − λ2 S[λ1, ξy,α; t], z
‡
2(t) = −
1
λ1 − λ2 S[λ2, ξy,α; t], (8.70)
que nos va a servir como origen de coordenadas dependiente del tiempo.
Las coordenadas relativas del sistema vienen dadas por
∆u = u− u‡, ∆s = s− s‡,
∆z1 = z1 − z‡1, ∆z2 = z2 − z‡2, (8.71)
lo que nos permite reescribir la ecuacio´n de Langevin como
∆u˙ = λu∆u+
Fx,an(x, y)
λu − λs , ∆s˙ = λs∆s−
Fx,an(x, y)
λu − λs ,
∆z1 = λ1∆z1 +
Fy,an(x, y)
λ1 − λ2 , ∆z2 = λ2∆z2 −
Fy,an(x, y)
λ1 − λ2 , (8.72)
donde Fx,an y Fy,an son los te´rminos anarmo´nicos de la fuerza
−∂U
∂x
= ω2bx+ Fx,an(x, y), −
∂U
∂y
= −ω2yy + Fy,an(x, y).
Las ecuaciones diferenciales (8.72) esta´n acopladas por
x = x‡ + ∆u+ ∆s, y = y‡ + ∆z1 + ∆z2.
Como en el caso de una dimensio´n, las ecuaciones del movimiento (8.72)
se desacoplan en el l´ımite armo´nico, Fx,an = Fy,an = 0, hacie´ndose adema´s
independientes del tiempo, lo que simplifica considerablemente el estudio. De
todos los autovalores de la ecuacio´n (8.72), so´lo λu es positivo, mientras que
los otros tres tienen sus partes reales negativas. Esto hace que la trayectoria
TS tenga una variedad inestable unidimensional y una variedad estable tridi-
mensional. Como en el caso de un grado de libertad, la variedad estable separa
la zona reactiva del espacio de fases de la no reactiva. Por el contrario, la va-
riedad inestable tiene una dimensionalidad demasiado baja como para dividir
el espacio de fases de dimensio´n cuatro. Por ello, las variedades invariantes no
pueden utilizarse en este caso para conocer la reactividad de las trayectorias
en el pasado lejano, sino so´lo para el futuro lejano – a trave´s de la variedad
estable.
Estamos interesados en estudiar las trayectorias que tienen sus condiciones
iniciales sobre la superficie DS, x = 0. Esta superficie se describe por medio
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Figura 8.6: Representacio´n esquema´tica de la superficie separatriz y de la superficie x = 0.
Para una barrera armo´nica, la separatriz es el plano gris. (a) Cuando los te´rminos anarmo´ni-
cos no son muy grandes, la superficie separatriz se puede parametrizar por medio de la
velocidad cr´ıtica, V ‡(y, vy). Las trayectorias vx > V ‡(y, vy) son reactivas. (b) Si las anar-
monicidades son muy grandes, la separatriz no se puede describir por medio de una u´nica
velocidad V ‡.
de las coordenadas (vx, y, vy). La variedad estable (tridimensional) corta a la
superficie anterior a lo largo de una superficie bidimensional que separa las
trayectorias reactivas de las no reactivas, actuando por tanto como separatriz
en la superficie. Dado que tanto la posicio´n como la forma de las variedades
var´ıan estoca´sticamente con el tiempo, la separatriz tambie´n variara´ de esa
forma con el tiempo.
Es de esperar que una trayectoria sea reactiva si la componente vx de la
velocidad inicial es lo suficientemente grande. La velocidad cr´ıtica V ‡ depende,
en general, de las coordenadas transversales del espacio de fases, y y vy. En
el l´ımite armo´nico, la velocidad cr´ıtica viene dada por (8.25) y es, por tanto,
independiente de dichas coordenadas. En esta situacio´n, la separatriz vx = V
‡
es un plano perteneciente a la superficie x = 0 y paralelo al plano y–vy. En
presencia de anarmonicidades, la separatriz anterior se deforma estoca´stica-
mente con el tiempo como se muestra en la figura 8.6(a), pero sigue actuando
como separatriz en la superficie x = 0, y nos permitira´ calcular la velocidad
cr´ıtica V ‡(y, vy) como veremos en la seccio´n 8.5.2.
En la figura 8.7 mostramos el valor de la velocidad cr´ıtica del poten-
cial (8.66) en funcio´n de las coordenadas transversales para una interaccio´n
con el entorno concreta. Como se puede observar, la velocidad cr´ıtica alcan-
za un ma´ximo desplazado del origen y = vy = 0. Este ma´ximo es cercano al
valor asociado a la aproximacio´n armo´nica, que vale aproximadamente −3.01.
Para el resto de los valores de las coordenadas transversales, la velocidad cr´ıti-
ca toma un valor considerablemente menor que el asociado a la aproximacio´n
armo´nica, lo que demuestra que la aproximacio´n armo´nica no resulta adecuada
para la mayor´ıa de los puntos. Esto hace esperar que tengamos correcciones a
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Figura 8.7: Velocidad cr´ıtica del potencial (8.66) en funcio´n de las coordenadas transversales
para una secuencia de ruido concreta y ωx = 1, ωy = 1,5, γ = 2, c = 0,2, kBT = 1. El
espaciamiento entre las l´ıneas de nivel es de 0.2, siendo el valor central -3.2.
la fo´rmula de Kramers muy grandes, dado que la velocidad cr´ıtica aparece en
el exponente de la fo´rmula (8.46).
Cuando los te´rminos anarmo´nicos son muy grandes, la superficie separatriz
no se puede parametrizar en funcio´n de las coordenadas y y vy como hemos
hecho. Esta situacio´n se ilustra en la figura 8.6(b), en la que se observa que
la separatriz no esta´ unievaluada en funcio´n de las coordenadas trasversales.
Como cab´ıa esperar, las trayectorias con valores bajos de vx son no reactivas,
mientras que aque´llas con valores grandes s´ı lo son. No obstante, para ciertos
valores de y y vy, existen trayectorias no reactivas con valores “grandes” de vx.
En una situacio´n como e´sta, en la que los efectos no lineales son tan grandes,
cabe preguntarse, no obstante, si el tratamiento que hace la TST —basado
en el estudio de la reactividad en un u´nico punto de silla— resulta adecuado.
Por ello, de ahora en adelante omitiremos esta posibilidad y asumiremos que
la velocidad cr´ıtica esta´ unievaluada.
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8.5.2. Determinacio´n de la variedad estable
Como base para nuestro desarrollo perturbativo, resolvemos las ecuaciones
(8.72) usando los funcionales S
∆u(t) =
1
λu − λs S[λu,Fx,an(x, y); t],
∆s(t) = ∆s(0)eλst − 1
λu − λs S¯[λs,Fx,an(x, y); t],
∆z1(t) = ∆z1(0)e
λ1t +
1
λ1 − λ2 S¯[λ1,Fy,an(x, y); t],
∆z2(t) = ∆z2(0)e
λ2t − 1
λ1 − λ2 S¯[λ2,Fy,an(x, y); t]. (8.73)
Como podemos ver, estas ecuaciones integrales son ana´logas a las ecuacio-
nes (8.26) y (8.28), que esta´n acopladas por medio de
x = x‡ + ∆u+ ∆s, y = y‡ + ∆z1 + ∆z2.
Todas las trayectorias que satisfacen la ecuacio´n (8.73) esta´n situadas sobre
la variedad estable. Para calcular la velocidad cr´ıtica, tenemos que resolver
las ecuaciones (8.73) imponiendo, adema´s, la condicio´n de que la trayectoria
este´ situada sobre la superficie x = 0, siendo sus coordenadas transversales
y(0) y vy(0).
Para resolver las ecuaciones (8.73) usaremos un me´todo perturbativo si-
milar al empleado en (8.37). Como entonces, la condicio´n inicial ∆s(0) se
adaptara´ en cada paso de teor´ıa de perturbaciones para imponer que x(0) = 0.
Las coordenadas ∆z1(0) y ∆z2(0), por el contrario, son fijas e iguales a
y(0) = y‡(0) + ∆z1(0) + ∆z2(0),
vy(0) = v
‡
y(0) + λ1∆z1(0) + λ2∆z2(0)
La velocidad cr´ıtica se obtiene finalmente usando la ecuacio´n (8.31).
Nuestra desarrollo perturbativo corrige la aproximacio´n armo´nica de una
trayectoria situada sobre la variedad estable, definida por (8.33)
X(t) = x‡(t)− x‡(0)eλst
y
Y (t) = y‡(t) + ∆z1(0)eλ1t + ∆z2(0)eλ2t, (8.74)
que se puede descomponer en dos partes
Y (t) = Yα(t) + Y⊥(t), (8.75)
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donde
Yα(t) = y
‡(t)− z‡1(0)eλ1t − z‡2(0)eλ2t
depende de la secuencia de ruido pero no de las condiciones iniciales y
Y⊥(t) = z1(0)eλ1t + z2(0)eλ2t,
que depende de las condiciones iniciales pero no de la secuencia de ruido.
Una vez hecho esto, podemos aplicar la teor´ıa de perturbaciones al poten-
cial (8.66). Lo que vamos a hacer es escribir las coordenadas como un desarrollo
en serie de potencias de c
x(t) = X(t) + c∆x1(t) + c
2∆x2(t) + . . . ,
y(t) = Y (t) + c∆y1(t) + c
2∆y2(t) + . . . .
Para los otros desarrollos, como por ejemplo la velocidad cr´ıtica,
V ‡ = V ‡0 + cV
‡
1 + c
2V ‡2 + . . . ,
utilizaremos una notacio´n similar. Las componentes anarmo´nicas de la fuerza
vienen dadas por
Fx,an = −2c xy2 = −2cXY 2 − 2c2(Y 2∆x1 + 2XY ∆y1) + . . . ,
Fy,an = −2c x2y = −2cX2Y − 2c2(2XY ∆x1 +X2∆y1) + . . . .
En el primer paso de la iteracio´n llegamos a
∆u1(t) =
1
λu − λsS[λu,Fx,an,1; t] = −
2
λu − λsS[λu, XY
2; t], (8.76)
donde Fx,an,n es el coeficiente de Fan(x) de orden cn. De la ecuacio´n (8.76)
obtenemos
V ‡1 = (λu − λs)∆u1(0) = −2S[λu, XY 2; 0]. (8.77)
Para obtener una correccio´n de segundo orden de la velocidad cr´ıtica en
teor´ıa de perturbaciones es necesario calcular previamente el resto de las coor-
denadas. Obtenemos entonces
∆s1(t) = −∆u1(0)eλst + 2
λu − λs S¯[λs, XY
2; t],
∆z1(t) = − 2
λ1 − λ2 S¯[λ1, X
2Y ; t],
∆z2(t) = +
2
λ1 − λ2 S¯[λ2, X
2Y ; t].
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Figura 8.8: Variacio´n de la velocidad cr´ıtica con el para´metro de acoplamiento, c, en el
potencial (8.66) para una secuencia de ruido concreta y para la trayectoria con la condicio´n
inicial y = 0, vy = 0, para ωx = 1, ωy = 1,5, γ = 2, kBT = 1. Simulacio´n nume´rica (puntos
rojos), aproximacio´n armo´nica (8.25) (recta gris horizontal), resultados perturbativos a orden
uno (8.25)+(8.77) (recta verde) y orden dos (8.25)+(8.77)+(8.78) (curva azul).
Finalmente, teniendo en cuenta que
∆x1 = ∆u1 + ∆s1, ∆y1 = ∆z1 + ∆z2,
se llega a
∆u2(t) =
1
λu − λsS[λu,Fx,an,2; t].
por lo que finalmente llegamos a
V ‡2 = −4Sτ
[
λu,
Y 2(τ)
λu − λs
(
S
[
λu, XY
2; 0
]
eλsτ − S [λu, XY 2; τ]
+S¯
[
λs, XY
2; τ
])
+ 2
X(τ)Y (τ)
λ1 − λ2
(
S¯
[
λ2, X
2Y ; τ
]− S¯ [λ1, X2Y ; τ]); 0].
(8.78)
En la figura 8.8 mostramos la dependencia de la velocidad cr´ıtica con la
constante de acoplamiento c para una condicio´n inicial de la DS. Como se
puede observar, la correccio´n a segundo orden dada por las ecuaciones (8.25),
(8.77) y (8.78) se ajusta razonablemente bien a los resultados nume´ricos.
La figura 8.9 muestra la diferencia entre el valor nume´rico de la veloci-
dad cr´ıtica y el valor que obtenemos con nuestra teor´ıa, a orden cero (panel
superior), uno (panel intermedio) y dos (panel inferior) en teor´ıa de perturba-
ciones. Como cab´ıa esperar, la diferencia entre los resultados nume´ricos y los
de nuestra teor´ıa se hacen ma´s pequen˜os a medida que aumentamos el orden
del desarrollo perturbativo.
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Figura 8.9: Diferencia entre el valor nume´rico de la velocidad cr´ıtica y el de los desarrollos
perturbativos. La secuencia de ruido y los para´metros utilizados son los mismo que los de la
figura 8.7. (a) Aproximacio´n armo´nica. (b) Teor´ıa de perturbaciones a orden uno. (c) Teor´ıa
de perturbaciones a orden dos. El espaciamiento entre las l´ıneas de nivel es 0.05 en (a), y
0.005 en (b) y (c) No´tese que la escala de color esta´ multiplicada en (a) por un factor 10
respecto a (b) y (c).
8.5.3. Factor de transmisio´n
La sencilla ecuacio´n (8.46), que permite calcular el factor de transmisio´n
en funcio´n de la velocidad cr´ıtica, se puede generalizar de forma sencilla a
varias dimensiones. Consideremos para ello la ecuacio´n (8.8). El denominador
de esta ecuacio´n es un promedio en las coordenadas transversales que no tiene
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efecto sobre la funcio´n caracter´ıstica de la TST. Para el numerador usamos de
nuevo (8.45) para la funcio´n caracter´ıstica y, llevando a cabo un promedio en
vx, llegamos a
κ =
〈
exp
(
− V
‡2
2kBT
)〉
α⊥
. (8.79)
En esta ecuacio´n, el promedio se lleva a cabo sobre las coordenadas transversa-
les, lo que se ha indicado por medio del s´ımbolo ⊥. Este promedio no se puede
llevar a cabo de forma directa, ya que la velocidad cr´ıtica depende de dichas
coordenadas.
La ecuacio´n (8.79) representa la generalizacio´n ma´s sencilla posible de la
ecuacio´n (8.46). Como podemos ver, ambas expresiones tienen el mismo as-
pecto, si bien en la ecuacio´n (8.79) el promedio se lleva a cabo tambie´n en las
coordenadas transversales. La semejanza entre ambas expresiones se debe a la
inexistencia de te´rminos anarmo´nicos en el denominador de la ecuacio´n (8.8).
Para el potencial (8.66), la distribucio´n (8.4) de las coordenadas transver-
sales viene dada por la distribucio´n gaussiana
p⊥(y, vy) =
1
Z exp
(
−v
2
y + ω
2
yy
2
2kBT
)
. (8.80)
Entonces, las funciones X e Y seguira´n tambie´n distribuciones gaussianas, lo
que permite calcular las correcciones de la tasa de reaccio´n aplicando el me´todo
descrito en la seccio´n 8.4.2, de forma que el valor medio de cualquier funcio´n
dependiente de u‡(0), X y Y , es igual a
〈E(. . . )〉α⊥ =
λu
ωb
〈. . .〉0⊥ (8.81)
como suced´ıa en la ecuacio´n (8.56).
Una vez calculado el desarrollo perturbativo de la velocidad cr´ıtica (8.47),
la expresio´n (8.49) se puede usar para hacer un desarrollo en serie del factor
de transmisio´n. Lo u´nico que hay que hace es sustituir el ca´lculo del promedio
en ruido por un promedio en ruido y en las coordenadas transversales.
Si tenemos un potencial anarmo´nico de la forma
U(0, y) =
1
2
ω2yy
2 + Uan(y),
donde Uan(y) contiene los te´rminos de orden tres o superior en y (que son de al
menos orden uno en el para´metro del desarrollo, ε). La funcio´n de distribucio´n
de las coordenadas transversales se puede desarrollar como
p⊥(y, vy) =
1
Z exp
(
−v
2
y + ω
2
yy
2
2kBT
)
× (1 + ε a1(y) + ε2 a2(y) + . . . ) (8.82)
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donde los coeficientes ai son polinomios de grado i en y. Al hacer esto, estamos
asumiendo que la funcio´n de particio´n Z de la ecuacio´n (8.82) es la misma
que para la distribucio´n gaussiana (8.80), y que las correcciones de la funcio´n
de particio´n debidas a la anarmonicidad del potencial esta´n incluidas en los
coeficientes ai(y) del desarrollo.
Si denotamos con el s´ımbolo |= el promedio en la distribucio´n gaussia-
na (8.80) de las condiciones iniciales, podemos escribir
κ =
〈
exp
(
− V
‡2
2kBT
)〉
α⊥
=
〈
exp
(
− V
‡2
2kBT
)
× (1 + ε a1(y) + ε2 a2(y) + . . . )〉
α |=
.
El desarrollo en serie (8.47) de la velocidad cr´ıtica nos permite entonces desa-
rrollar la exponencial, obteniendo
κ = κ0 + εκ1 + ε
2κ2 + . . .
siendo
κ0 = 〈E〉α |= , (8.83a)
κ1 = − 1
kBT
〈
EV ‡0 V
‡
1
〉
α |=
+ 〈E a1(y)〉α |= , (8.83b)
κ2 =
1
2(kBT )2
〈
EV ‡20 V
‡2
1
〉
α |=
− 1
kBT
〈
EV ‡0 V
‡
2
〉
α |=
− 1
2kBT
〈
EV ‡21
〉
α |=
− 1
kBT
〈
E V ‡0 V
‡
1 a1(y)
〉
α |=
+ 〈E a2(y)〉α |= (8.83c)
donde hemos utilizado, de nuevo, la abreviatura (8.50). El resto de los prome-
dios gaussianos se pueden evaluar, como antes, transformado los promedios en
la distribucio´n gaussiana original en promedios en la distribucio´n distorsionada
por medio de (8.81), y haciendo uso del Teorema de Isserlis.
Dado que el factor E es independiente de las condiciones iniciales, de la
ecuacio´n (8.83a) obtenemos el resultado de Kramers
κ0 = 〈E〉α =
λu
ωb
.
Ana´logamente, las ecuaciones 〈E ai(y)〉α |= que aparecen en los te´rminos correc-
tivos del desarrollo, se pueden reescribir como
〈E ai(y)〉α |= = 〈E〉α 〈ai(y)〉 |= =
λu
ωb
〈ai(y)〉 |= .
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8.5.4. Funciones de correlacio´n
Para evaluar las correcciones al factor de transmisio´n en la ecuacio´n (8.83)
usando el Teorema de Isserlis, tenemos que calcular funciones de correlacio´n
del tipo 〈w1w2〉0 |= , donde w1 y w2 son iguales a u‡(0), X(t), Y (t), o y(0)6.
Dado que las componentes x e y de la fuerza que realiza el entorno no
esta´n correlacionadas, todas las funciones de correlacio´n que incluyan un solo
te´rmino igual a u‡(0) o X(t), o iguales a Y (t) o y(0) son iguales a cero. Adema´s,
dado que ni u‡(0) ni X(t) dependen de las condiciones iniciales, se tiene que〈
u‡(0)X(t)
〉
0 |= =
〈
u‡(0)X(t)
〉
0
, 〈X(t)X(t′)〉0 |= = 〈X(t)X(t′)〉0 , (8.84)
cuyo valor esta´ dado por la ecuacio´n (8.58).
Usando la funcio´n de distribucio´n (8.80), tenemos que〈
y(0)2
〉
0 |= =
kBT
ω2y
, (8.85)
donde el promedio en secuencias de ruido no tiene ningu´n efecto. Adema´s, se
puede demostrar que〈
vy(0)
2
〉
0 |= = kBT and 〈y(0) vy(0)〉0 |= = 0, (8.86)
lo que nos lleva a
〈y(0)Y (t)〉0 |= = 〈y(0)Y⊥(t)〉0 |=
= 〈y(0)z1(0)〉0 |= eλ1t + 〈y(0)z2(0)〉0 |= eλ2t
=
kBT
ω2y(λ1 − λ2)
(
λ1e
λ2t − λ2eλ1t
)
. (8.87)
Finalmente, podemos descomponer la funcio´n de autocorrelacio´n de Y (t)
usando la ecuacio´n (8.75), obteniendo
〈Y (t)Y (t′)〉0 |= = 〈Yα(t)Yα(t′)〉α + 〈Y⊥(t)Y⊥(t′)〉 |= (8.88)
ya que
〈Yα(t)Y⊥(t′)〉0 |= = 〈Yα(t)〉0 〈Y⊥(t′)〉⊥ = 0,
〈Yα(t)Yα(t′)〉0 = 〈Yα(t)Yα(t′)〉α . (8.89)
El primer te´rmino que aparece en la ecuacio´n (8.88) se evalu´a usando la funcio´n
de correlacio´n de las componentes z‡i (t) de la trayectoria TS que aparece en la
referencia [Bar 05b]. El segundo te´rmino se calcula, por su parte, usando las
ecuaciones (8.85) y (8.86). Se obtiene entonces
〈Y (t)Y (t′)〉0 |= =
kBT
ω2y − λ21
eλ1|t−t
′| +
kBT
ω2y − λ22
eλ2|t−t
′|. (8.90)
6En la seccio´n anterior, escribimos la condicio´n inicial y(0) sin mostrar su dependencia del
tiempo expl´ıcitamente. En esta seccio´n, sin embargo, la incluiremos para evitar confusiones.
228 CA´LCULO DE VELOCIDADES DE REACCIO´N USANDO TST
8.5.5. Ca´lculo del factor de transmisio´n
En esta seccio´n obtenemos una expresio´n expl´ıcita del factor de transmisio´n
para el sistema (8.66) en forma del desarrollo en serie en c
κ = κ0 + c κ1 + c
2κ2 + . . . , (8.91)
que esta´ asociada a un desarrollo en funcio´n del para´metro perturbativo ε2, y
se puede calcular usando (8.83) con ai(y) = 0.
El primer te´rmino correctivo es igual a
κ1 = − 1
kBT
λu
ωb
〈
V ‡0 V
‡
1
〉
0 |=
= − 2
kBT
λu
ωb
(λu − λs)Sτ
[
λu,
〈
u‡(0)X(τ)Y 2(τ)
〉
0 |= ; 0
]
. (8.92)
El promedio que aparece dentro del funcional S se puede reescribir como〈
u‡(0)X(τ)Y 2(τ)
〉
0 |= =
〈
u‡(0)X(τ)
〉
0
〈
Y 2(τ)
〉
0 |= .
Las expresiones derivadas en la seccio´n 8.5.4 dan una suma de te´rminos que
decaen exponencialmente, lo que hace que, en este caso, podamos calcular el
funcional S, al igual que suced´ıa en el caso monodimensional. Usando de nuevo
el para´metro adimensional µ = κ0 = λu/ωb y ν = ωy/ωb, obtenemos
κ1 = −γ kBT
ω5b
µ2
(1 + µ)2ν2
. (8.93)
El ca´lculo de la correccio´n de segundo orden es ana´logo, aunque bastante ma´s
tedioso, y da como resultado
κ2 =
µ (kBT )
2
6ω8b
(
96(µ2 − 1)2
(µ2 + 1)2(µ2 − 4ν2 − 2) −
6
(µ2 + 1)(ν2 + 1)
− 16
(2µ2 + 1)(3µ2 + 4ν2 + 6)
+
9(µ2 − 1)(3µ4 + 8µ2 + 1)
(µ2 + 1)3ν4
+
64µ8
(µ2 + 1)2(µ2 + 2)(µ4 − 2µ2(2ν2 + 1)− 8)
− 96(µ
4 + 2µ2 − 1)µ6
(µ2 + 1)4(µ4 − 2µ2(2ν2 + 1)− 3)
+
192µ6
(2µ6 + 7µ4 + 7µ2 + 2)(µ2(4ν2 + 6) + 3)
+
2(16µ12 − 24µ10 − 139µ8 − 75µ6 + 77µ4 + 111µ2 + 34)
(µ2 + 1)4(2µ4 + 5µ2 + 2)ν2
)
.
(8.94)
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Figura 8.10: Factor de transmisio´n para el potencial (8.66) en funcio´n de la constante de aco-
plamiento, c, para ωb = ωy = 1, kBT = 1, γ = 1: resultados nume´rciso (puntos rojos), apro-
ximacio´n armo´nica (Kramers) (8.59) (recta gris horizontal), resultados perturbativos a orden
uno, dado por (8.59)+(8.93) (recta verde), y a orden dos, dado por (8.59)+(8.93)+(8.94),
(curva azul).
En la figura 8.10 mostramos los resultados obtenidos. Como se puede ob-
servar, la correccio´n de segundo orden toma un valor pequen˜o, lo que hace
que se requiera un gran nu´mero de trayectorias para calcular la velocidad de
reaccio´n. No obstante, estas correcciones dan mejores resultados que la apro-
ximacio´n armo´nica.
8.6. Aplicacio´n: ca´lculo de la velocidad de iso-
merizacio´n del sistema LiNC/LiCN
En esta seccio´n aplicamos la teor´ıa desarrollada para calcular la velocidad
de reaccio´n del sistema molecular LiNC/LiCN descrito en la seccio´n 3.2. En
la subseccio´n 8.6.1 describimos el modelo utilizado y en 8.6.2 mostramos los
resultados obtenidos.
8.6.1. Modelo
La reactividad del sistema molecular LiNC/LiCN se puede analizar utili-
zando el potencial VMEP(θ) calculado a lo largo del camino de mı´nima energ´ıa
que se muestra en la figura 3.14, lo que nos simplifica el problema, ya que esto
nos permite poder trabajar entonces con un modelo equivalente de un solo gra-
do de libertad. La dina´mica del sistema viene dada entonces por la ecuacio´n
de Langevin
Iθθ¨ = −Iθγθ˙ − U(θ)
dθ
+ ξ˜α(t), (8.95)
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que es una ecuacio´n similar a la ecuacio´n (8.9), pero definida para a´ngulos y
momentos en lugar de coordenadas y fuerzas, lo que es habitual en los sistemas
en los que la coordenada reactiva es un a´ngulo [Git 08]. En la ecuacio´n (8.95),
Iθ es el momento de inercia asociado a la coordenada θ, que viene dado por la
ecuacio´n (4.24) y ξ˜α(t) el momento estoca´stico que describe la interaccio´n con
el entorno, que debe satisfacer el Teorema de Fluctuacio´n–Disipacio´n [Zwa 01],
que en este caso viene dado por〈
ξ˜α(t)ξ˜α(t
′)
〉
α
= 2IθkBTγ δ(t− t′). (8.96)
El potencial U(θ) es el desarrollo en torno al punto de silla, θ‡, del potencial
VMEP(θ), que a orden dos en ε es igual a
U(θ) = VMEP(θ
‡)− Iθω
2
b
2
θ2 +
c3
3
θ4 +
c4
4
θ4, (8.97)
por lo que el momento, −dU(θ)/dθ, que ejerce el potencial sobre el sistema es
igual a
− dU(θ)
dθ
= Iθω
2
bθ − c3θ2 − c4θ3 (8.98)
En estas ecuaciones, tomaremos el valor de Iθ = I
‡
θ =42841.77 u.a., que
es el valor que toma en el punto de silla (R‡ =4.221 u.a.) en torno al cual
llevamos a cabo el desarrollo (8.97), para el que ωb =0.1991 u.a., c3 =-0.0371
u.a. y c4 =0.0320 u.a.
Comparando las ecuaciones (8.95) y (8.96) con las ecuaciones (8.9) y (8.10)
utilizadas hasta ahora para calcular el factor de transmisio´n, es fa´cil comprobar
que todos los resultados obtenidos a lo largo de este cap´ıtulo son aplicables al
sistema LiNC/LiCN reescalando los para´metros que aparecen en ellas como
ωb → ωb√
I‡θ
, c3 → c3
I‡θ
, c4 → c4
I‡θ
, T → T
I‡θ
. (8.99)
8.6.2. Resultados
Velocidad de reaccio´n bajo ruido gaussiano
La velocidad de reaccio´n del sistema LiNC/LiCN bajo la accio´n de ruido
blanco (sin correlaciones), se puede calcular usando los resultados presentados
a lo largo de este cap´ıtulo. Para ello, es necesario calcular en primer lugar el
factor de transmisio´n usando la ecuacio´n (8.59) para el te´rmino de orden cero
en teor´ıa de perturbaciones (Kramers) y las ecuaciones (8.63) y (8.65) para
los te´rminos de orden dos, introduciendo en ellas los para´metros del potencial
adecuadamente escalados, como indica la ecuacio´n (8.99). Una vez obtenido
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Figura 8.11: Velocidad de reaccio´n del sistema molecular LiNC/LiCN, k, en funcio´n de la fric-
cio´n con el entorno, γ/ωb, a las temperaturas T=1000K (rojo), T=1250K (azul) y T=1500K
(verde). El resultado a orden cero en teor´ıa de perturbaciones (Kramers) [cf. Ec. (8.59)] se
ha presentado con l´ınea continua y el resultado a orden dos [cf. Ecs. (8.59), (8.63), (8.65)]
con l´ınea discontinua.
el factor de transmisio´n, la velocidad de reaccio´n se obtiene simplemente des-
peja´ndola de la ecuacio´n (8.7).
En la figura 8.11 mostramos el valor de la velocidad de isomerizacio´n cuando
el sistema LiNC/LiCN interacciona con el entorno a las temperaturas T=1000,
1250 y 1500K. En esta figura, hemos representado con l´ınea continua el resul-
tado a orden cero en teor´ıa de perturbaciones (Kramers), calculado usando
la ecuacio´n (8.59), y en l´ınea discontinua los resultados a orden dos, que se
han obtenido a partir de las ecuaciones (8.59), (8.63) y (8.65). Como se puede
observar, la velocidad de reaccio´n disminuye con la friccio´n y aumenta con
la temperatura. En la figura se observa, adema´s, que las anarmonicidades del
potencial aumentan la velocidad de reaccio´n del sistema respecto al resultado
armo´nico en todo el rango de temperaturas y fricciones considerado.
Velocidad de reaccio´n en presencia de un ban˜o de a´tomos de argo´n
Cuando la reaccio´n de isomerizacio´n del sistema molecular LiNC/LiCN se
lleva a cabo en presencia de un ban˜o de a´tomos de argo´n [Mu¨ll 07], las ecua-
ciones (8.59), (8.63) y (8.65) subestiman el valor de factor de transmisio´n real
del sistema. Esto se debe a la existencia de correlaciones entre los a´tomos, lo
que hace que la aproximacio´n de “ruido blanco” aqu´ı desarrollada no funcione
adecuadamente. Una forma sencilla de mejorar nuestra teor´ıa es modificar el
valor de λu que aparece en nuestras ecuaciones para que tenga en cuenta el
efecto de la memoria.
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En la tesis de P. Garc´ıa Mu¨ller [Mu¨ll 07, Mu¨l 08], se demostro´ que la friccio´n
del sistema LiNC/LiCN en presencia de un ban˜o de a´tomos de argo´n se ajusta
bien a la ecuacio´n
γ(t) =
e−t/αγ
α
, (8.100)
cuya transformada de Laplace es igual a
γˆ(s) =
γ
1 + sγα
, (8.101)
donde α = 0,84I‡θ/ω
2
b .
En un sistema con una barrera parabo´lica, el factor de transmisio´n para
valores de friccio´n medios/altos (zona de difusio´n espacial) viene dado cuando
hay correlaciones por la fo´rmula de Grote-Hynes [GH 80, Str 84], que es igual
a
κGH =
λ
ωb
, (8.102)
donde λ es la mayor ra´ız positiva de la relacio´n de Grote-Hynes
λ2 + λγˆ(λ)− ω2b = 0. (8.103)
En un sistema sin correlaciones, el factor de transmisio´n en el re´gimen de
difusio´n espacial viene dado a orden cero en teor´ıa de perturbaciones por la
fo´rmula de Kramers (8.59), κ0 = λu/ωb, que depende del autovalor asociado a
la variedad inestable (8.16), que resuelve la ecuacio´n
λ2u + λuγ − ω2b = 0. (8.104)
La ecuacio´n (8.102) para un sistema con correlaciones tiene el mismo as-
pecto que la fo´rmula de Kramers (8.59) para un sistema sometido a ruido
blanco. Adema´s, los autovalores λ y λu que aparecen en estas dos ecuacio-
nes resuelven ecuaciones similares [cf. Ecs. (8.103), (8.104)]. Estas similitudes
entre ambas ecuaciones hacen que podamos corregir de forma sencilla el re-
sultado que da la teor´ıa de perturbaciones sustituyendo el valor de λu de la
ecuacio´n (8.104) por el valor λ que resuelve la ecuacio´n (8.103). Esta es una
aproximacio´n que, como veremos ma´s adelante, funciona bien debido a que los
te´rminos anarmo´nicos son pequen˜os. Un ca´lculo ma´s exacto requerir´ıa reescri-
bir la ecuacio´n generalizada de Langevin [Str 84] de forma que la interaccio´n
con el entorno desaparezca [Ferr 79, Gri 82, Mar 83, Mar 02].
Los resultados obtenidos al llevar a cabo la sustitucio´n anterior en la teor´ıa
de perturbaciones se muestran en la figura 8.12 para las temperaturas T=1000,
1250 y 1500K. Como se puede observar, la velocidad de reaccio´n es mayor que
cuando no hay correlaciones (cf. Fig.8.11). Para analizar la bondad de estos
resultados, en esta figura hemos superpuesto la velocidad de reaccio´n que se
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Figura 8.12: Velocidad de reaccio´n del sistema molecular LiNC/LiCN, k, en funcio´n de la
friccio´n con el entorno, γ/ωb, en presencia de un ban˜o de argo´n haciendo la sustitucio´n
λu → λ (ver texto). En rojo, resultado a orden cero en teor´ıa de perturbaciones; en azul,
resultado a orden dos y en verde, PGH. (a) T=1000K. (b) T=1250K. (c) T=1500K
obtiene al aplicar la teor´ıa PGH [Poll 89], ya que, como se demostro´ en la refe-
rencia [Mu¨l 08], esta teor´ıa da unos resultados muy precisos para este sistema.
Al igual que suced´ıa en el caso sin memoria, la velocidad de reaccio´n aumenta
con la temperatura y disminuye mono´tonamente con la friccio´n, γ. Adema´s,
como se puede observar en la figura, la teor´ıa de perturbaciones da unos re-
sultados correctos en todo el rango de friccio´n estudiado, siendo ma´s precisa
la velocidad de reaccio´n calculada hasta orden dos en teor´ıa de perturbaciones
que la calculada a orden cero.

He aprendido que todo el mundo quiere vivir
en la cima de la montan˜a,
Sin saber que la verdadera felicidad esta´
en la forma de subir la escarpada.
La Marioneta
Gabriel Garc´ıa Ma´rquez (1927–)
Cap´ıtulo 9
Conclusiones
En esta tesis hemos desarrollado y puesto a punto un me´todo que permite
calcular las autofunciones de un sistema cla´sicamente cao´tico utilizando una
base de funciones de scar, que son funciones de onda localizadas a lo largo de
las o´rbitas perio´dicas inestables del sistema. Con el me´todo desarrollado, he-
mos obtenido las autofunciones asociadas a dos sistemas hamiltonianos con dos
grados de libertad cuyos espacios de fases tienen una estructura muy distinta
entre s´ı, como son un oscilador cua´rtico altamente cao´tico y el sistema mole-
cular LiNC/LiCN, que tiene un espacio de fases mixto, en el que, a una misma
energ´ıa, coexisten zonas en las que el movimiento es regular con regiones en
las que el movimiento es cao´tico.
Por otro lado, hemos propuesto un me´todo perturbativo para calcular velo-
cidades de reaccio´n de forma exacta e independiente de la superficie divisoria
en sistemas que interaccionan con el entorno y esta´n descritos por medio de
potenciales anarmo´nicos. Con este me´todo, hemos calculado la velocidad de
reaccio´n de varios potenciales de uno y dos grados de libertad, as´ı como la
velocidad de la reaccio´n de isomerizacio´n LiNC 
 LiCN.
A continuacio´n enumeramos las conclusiones del trabajo realizado:
1. Hemos comprobado que la estructura del espacio de fases cla´sico de los
dos sistemas hamiltonianos estudiados tiene gran influencia sobre las
propiedades estad´ısticas de sus niveles de energ´ıa.
Por una parte, hemos demostrado que, con los para´metros empleados en
la ecuacio´n (3.2), los niveles de energ´ıa asociados a las distintas represen-
taciones irreducibles del oscilador cua´rtico se ajustan a la distribucio´n
GOE (“Gaussian Orthogonal Ensemble”), que, de acuerdo con la Teor´ıa
de Matrices Aleatorias, esta´ asociada a sistemas cla´sicamente cao´ticos.
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Esto lo hemos verificado, adema´s, calculando el para´metro de Brody
asociado a las distribuciones anteriores, cuyo valor es βB ∼ 1 para las
representaciones irreducibles de una dimensio´n y βB ∼0.9 para la repre-
sentacio´n irreducible bidimensional, que son valores muy pro´ximos a los
asociados a un sistema completamente cao´tico (βB = 1).
Por otra parte, hemos demostrado que los niveles de energ´ıa del sistema
molecular LiNC/LiCN siguen una distribucio´n intermedia entre la dis-
tribucio´n de Poisson, que esta´ asociada a los niveles regulares, y la GOE.
Esto lo hemos comprobado calculando tambie´n el valor del para´metro
de Brody asociado a los niveles del sistema, obteniendo βB ∼0.75, que
es un valor intermedio entre el asociado a un sistema totalmente regular
(βB = 0) y el de uno completamente cao´tico.
2. Hemos desarrollado un nuevo me´todo para construir funciones de scar
localizadas a lo largo de las o´rbitas perio´dicas inestables de un sistema
cla´sicamente cao´tico [Rev 12]. Las funciones de onda as´ı obtenidas tienen
una dispersio´n muy baja y se localizan no so´lo a lo largo de las o´rbitas
perio´dicas en el espacio de configuracio´n sino tambie´n a lo largo de las
variedades invariantes de las mismas en el espacio de fases. El me´todo
desarrollado destaca por su sencillez y su eficacia a la hora de obtener
estados localizados a lo largo de o´rbitas perio´dicas con una topolog´ıa
compleja.
3. Hemos comprobado que el me´todo de construccio´n de funciones de scar
propuesto permite obtener estados de vibracio´n localizados a lo largo
de las o´rbitas perio´dicas inestables que hay cerca del punto de silla de
las barreras que actu´an como cuellos de botella para la reactividad de
un sistema. Para ello, hemos construido funciones de scar a lo largo de
las o´rbitas perio´dicas que aparecen en la bifurcacio´n silla–nodo que se
produce a la energ´ıa de las barreras (dina´mica y energe´tica) del sistema
molecular LiNC/LiCN, lo que nos ha permitido simular el estado de
transicio´n, cuyo estudio resulta fundamental para una mejor comprensio´n
de la reactividad qu´ımica.
4. Hemos propuesto la utilizacio´n de las funciones de scar para construir una
base en la que calcular las autofunciones de sistemas cla´sicamente cao´ti-
cos. De esta forma, estamos abordando el estudio de la correspondencia
entre la meca´nica cla´sica y la meca´nica cua´ntica en sistemas cla´sicamente
cao´ticos, debido a la localizacio´n de las funciones de scar a lo largo de
las o´rbitas perio´dicas inestables.
5. Hemos desarrollado y puesto a punto un me´todo que permite calcular
las autofunciones de un sistema cla´sicamente cao´tico usando una base de
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funciones de scar. Este me´todo, denominado Me´todo de Gram–Schmidt
Selectivo (MGSS) por su similitud con el Me´todo de Gram–Schmidt tra-
dicional en el que se fundamenta, construye una base semicla´sica o´ptima
seleccionando las funciones de scar ma´s adecuadas de un conjunto sobre-
completo de las mismas; las funciones de scar seleccionadas son aque´llas
que tienen una menor dispersio´n y se localizan a lo largo de las o´rbitas
perio´dicas ma´s cortas del sistema.
6. Hemos comprobado que cuando se calculan todas las autofunciones con
una energ´ıa menor que cierto valor o las autofunciones en una ventana
de energ´ıa muy amplia, el taman˜o de la base que construye el MGSS es
del mismo orden que el nu´mero de autofunciones convergidas adecuada-
mente.
7. Utilizando el MGSS, hemos calculado con la misma precisio´n que dan
otros me´todos de la literatura las ∼2400 autofunciones de menor energ´ıa
de un oscilador cua´rtico de dos grados de libertad altamente cao´tico
utilizando una base de ∼2500 funciones de scar. Los elementos de la
base han sido seleccionados de un total de ∼5000 funciones de onda
construidas a lo largo de las 18 o´rbitas perio´dicas menos inestables, ma´s
cortas y ma´s sime´tricas, atendiendo al valor del para´metro R dado por
la ecuacio´n (4.7).
8. Hemos demostrado que el MGSS permite calcular autofunciones muy
excitadas en una ventana de energ´ıa, obteniendo as´ı las autofunciones
del oscilador cua´rtico en diversas ventanas. La base que construye el
MGSS es de mucho menor taman˜o que el de una base convencional, lo
que demuestra su gran utilidad desde el punto de vista computacional
por el reducido taman˜o que tiene la matriz hamiltoniana en la base de
funciones de scar.
9. Hemos calculado las autofunciones de menor energ´ıa del sistema mole-
cular LiNC/LiCN aplicando el MGSS. Dado que el espacio de fases de
este sistema tiene regiones en las que el movimiento es regular, para el
ca´lculo de dichas autofunciones hemos incluido en la base semicla´sica las
funciones de tubo construidas a lo largo de las o´rbitas perio´dicas estables
del mismo, adema´s de las funciones de scar localizadas a lo largo de las
o´rbitas perio´dicas inestables.
Empleando una base de 90 funciones de onda, localizadas a lo largo
de 20 o´rbitas perio´dicas, hemos reproducido con gran precisio´n las 66
autofunciones de menor energ´ıa del sistema, asociadas tanto a estados
vibracionales como a estados rotacionales. Las funciones de onda elegidas
para construir la base han sido seleccionadas del total de 508 funciones
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semicla´sicas localizadas a lo largo de las 30 o´rbitas perio´dicas (estables
e inestables) que aparecen en las bifurcaciones de las o´rbitas perio´dicas
de tipo vibracional y rotacional que surgen a la energ´ıa los pozos, corres-
pondientes a los iso´meros LiNC y LiNC, as´ı como las o´rbitas perio´dicas
de tipo vibracional que aparecen a la energ´ıa de los puntos de silla de las
barreras que tiene el sistema.
10. Pese a que ninguna de las o´rbitas perio´dicas empleadas en el ca´lculo
anterior era isomerizante, hemos demostrado que es posible calcular au-
tofunciones con densidad de probabilidad en los dos pozos del sistema,
como la autofuncio´n |65〉, combinando funciones semicla´sicas construidas
a lo largo de las o´rbitas perio´dicas de ambos pozos, as´ı como en lo alto
de la barrera.
11. Hemos calculado el valor de las intensidades de scar de las autofuncio-
nes. Estas intensidades coinciden con la contribucio´n de las funciones de
scar sobre cada autofuncio´n individual, lo que nos ha permitido medir
cuantitativamente la contribucio´n de las o´rbitas perio´dicas sobre cada
autofuncio´n.
Hemos comprobado que las mayores intensidades esta´n asociadas a fun-
ciones de scar con energ´ıas de Bohr–Sommerfeld pro´ximas al valor de
las correspondientes autoenerg´ıas, hecho que se debe a la baja dispersio´n
que tienen las funciones de scar.
Hemos calculado el valor de la mayor intensidad de scar de las autofun-
ciones, que vale cerca de uno cuando la energ´ıa es baja, y disminuye a
medida que aumenta el valor de la misma.
Hemos calculado el valor de la segunda mayor intensidad de scar, que es
pro´ximo a cero cuando la energ´ıa es baja, y aumenta a medida que se
incrementa esta u´ltima, hasta alcanzar un valor pra´cticamente constante
para valores medios/altos de energ´ıa en el rango estudiado. No obstante,
dado que la segunda intensidad de scar es, por definicio´n, siempre menor
que la mayor intensidad, su valor debe tender a cero para valores mayores
de la energ´ıa, fuera del rango analizado.
Hemos demostrado que el valor medio de las dos mayores intensidades
de scar de las autofunciones del oscilador cua´rtico se puede aproximar
semicla´sicamente asumiendo que el espectro de las autofunciones en la
base de scar sigue una distribucio´n gaussiana [Ver 07].
Haciendo una transformada de Fourier de la funcio´n de autocorrelacio´n
de las funciones de tubo, hemos obtenido una expresio´n semicla´sica que
describe con gran precisio´n el valor medio de las colas de la distribucio´n
de las intensidades de scar del oscilador cua´rtico.
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12. A partir del ı´ndice de participacio´n de las autofunciones en la base de
funciones de scar, hemos estimado el nu´mero de elementos de base que
hacen falta para reconstruir cada autofuncio´n individual.
Hemos comprobado que el ı´ndice de participacio´n medio toma un valor
cercano a uno para las autofunciones de menor energ´ıa y aumenta de
forma mono´tona con la misma, siendo proporcional a la dispersio´n de las
funciones de scar por la densidad de estados del sistema [cf. Ec. (6.4)].
Hemos demostrado que el valor medio del ı´ndice de participacio´n de las
autofunciones en nuestra base de funciones de scar es mucho menor que
el de una base convencional [EPH 89] y que el de otras bases semicla´sicas
[Bog 92], lo que confirma la efectividad de nuestra base.
Hemos demostrado que cuando el ı´ndice de participacio´n de una autofun-
cio´n en la base de funciones de scar es mucho mayor que su valor medio
a la autoenerg´ıa correspondiente es recomendable ampliar el taman˜o de
la base, incluyendo funciones de scar construidas a lo largo de ma´s o´rbi-
tas perio´dicas. Con ello, la reconstruccio´n de la autofuncio´n se lleva a
cabo combinando menos elementos de base, lo que reduce su ı´ndice de
participacio´n.
Hemos demostrado que el ı´ndice de participacio´n de las autofunciones
reescalado mediante la ecuacio´n (6.10) se ajusta a una distribucio´n de
Weibull.
13. Hemos obtenido expresiones heur´ısticas que proporcionan cotas superio-
res al error de las autoenerg´ıas y del solapamiento de las autofunciones
calculadas en la base de funciones de scar. Dichas expresiones son le-
yes de potencias que dependen de la dispersio´n de las autofunciones, y
permiten conocer la precisio´n de los ca´lculos a priori, sin necesidad de
comparar los resultados que se obtienen al utilizar la base de funciones
de scar con los que arroja una base de referencia considerada exacta.
14. Hemos desarrollado un me´todo perturbativo basado en una Teor´ıa del Es-
tado de Transicio´n dependiente del tiempo que permite calcular la veloci-
dad cla´sica de reaccio´n de sistemas descritos por potenciales anarmo´nicos
en interaccio´n con el entorno que los rodea.
15. Con el me´todo anterior, hemos demostrado que las estructuras geome´tri-
cas –las variedades invariantes– que actu´an como separatrices dividien-
do el espacio de fases de los sistemas descritos por medio de poten-
ciales armo´nicos sobreviven en presencia de anarmonicidades, pero de-
forma´ndose y movie´ndose de forma estoca´stica. Estas estructuras nos
permiten, por tanto, separar en potenciales anarmo´nicos las regiones del
240 CAPI´TULO 9. CONCLUSIONES (CONCLUSIONS)
espacio de fases con las trayectorias reactivas de las zonas en las que las
trayectorias no son reactivas.
16. Las estructuras geome´tricas anteriores nos han permitido desarrollar un
me´todo para calcular anal´ıticamente una velocidad cr´ıtica capaz de iden-
tificar de forma un´ıvoca las trayectorias reactivas de sistemas con poten-
ciales anarmo´nicos que interaccionan con el entorno, sin necesidad de
hacer ningu´n tipo de simulacio´n nume´rica.
17. La velocidad cr´ıtica nos ha permitido establecer un criterio con el que es
posible identificar las trayectorias reactivas de manera independiente de
la superficie divisoria elegida, evitando as´ı uno de los grandes problemas
que tiene la Teor´ıa del Estado de Transicio´n tradicional.
18. Hemos obtenido expresiones expl´ıcitas del valor de la velocidad cr´ıtica
para diversos sistemas que interaccionan con el entorno y esta´n descritos
por potenciales anarmo´nicos con uno y dos grados de libertad.
19. Hemos obtenido una expresio´n que permite calcular el factor de trans-
misio´n de un sistema con un potencial anarmo´nico de forma exacta por
medio de la velocidad cr´ıtica. Dicha expresio´n, que esta´ dada por la ecua-
cio´n (8.46), es ana´loga a la asociada a sistemas armo´nicos, ya que en ella
los efectos anarmo´nicos aparecen so´lo de forma impl´ıcita a trave´s de la
velocidad cr´ıtica.
20. Haciendo un desarrollo en serie de potencias de la ecuacio´n (8.46), hemos
obtenido correcciones anal´ıticas a la famosa fo´rmula de Kramers, lo que
nos ha permitido calcular de forma exacta el factor de transmisio´n –y,
por tanto, la velocidad de reaccio´n– de potenciales anarmo´nicos que in-
teraccionan con el entorno.
21. Hemos obtenido correcciones a la fo´rmula de Kramers en varios sistemas
que interaccionan con el entorno y que esta´n descritos por medio de
potenciales anamo´nicos de uno y dos grados de libertad, lo que nos ha
permitido calcular el factor de transmisio´n de los mismos de forma exacta
hasta orden dos en teor´ıa de perturbaciones.
22. Hemos propuesto un modelo simplificado de un grado de libertad que
permite estudiar la reactividad del sistema molecular LiNC/LiCN inter-
accionando con el entorno.
23. Hemos calculado la velocidad de isomerizacio´n del sistema molecular
LiNC/LiCN sometido a un ruido blanco (sin correlaciones) y en presencia
de un ban˜o de argo´n (con correlaciones).
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Conclusions
On the one hand, in this thesis, we have developed a new method to compute
the eigenfunctions of a classically chaotic system using a basis set of scar fun-
ctions, which are wave functions localized along unstable periodic orbits. With
this method, we have successfully computed the eigenfunctions associated to
two Hamiltonian systems with two degrees of freedom with very different phase
space structures: a coupled quartic oscillator with a highly chaotic motion and
the molecular system LiNC/LiCN, whose phase space has regions of regular
motion and regions of irregular motion at the same energy.
On the other hand, we have also developed a perturbative scheme to calcu-
late reaction rates of systems that interact with their enviroments and are des-
cribed by anharmonic potentials. With this method, which is both independent
of the dividing surface and exact, we have successfully calculated the reaction
rates of some potentials with one and two degrees of freedom, as well as the
isomerizing rate of LiNC/LiCN.
We summerize now the main conclusions of this thesis:
1. We have seen that the classical behaviour of the two systems under study
has a strong influence on the statistical properties of the energy levels.
Firstly, we have demonstrated that, with the parameters used in equation
(3.2), the energy levels associated to the different irreducible representa-
tions of the quartic oscillator follow the Gaussian Orthogonal Ensemble
(GOE), that, according to Random Matrix Theory, is associated to clas-
sically chaotic motion. We have also verified this by computing the Brody
parameter of the previous distributions, rendering a value βB ∼ 1 for the
one–dimensional irreducible representations and βB ∼0.9 for the two di-
mensional irreducible representation, which are values very close to that
associated to a completelly chaotic classical system (βB = 1).
Secondly, we have demonstrated that the energy levels of the molecular
system LiNC/LiCN follow an intermediate distribution between Poisson
distribution, which is associated to regular levels, and GOE. This has
been also verified by calculating the Brody parameter associated to the
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levels of the system, rendering βB ∼0.75, which is an intermediate value
between that associated to a completelly regular system (βB = 0) and the
value of a completelly chaotic system.
2. We have developed a new method to construct scar functions localized
over the unstable periodic orbits of a classically chaotic system [Rev 12].
The wave functions computed in this way are not only localized in confi-
guration space over the periodic orbit itself but also in phase space over
the corresponding invariant manifolds. The developed method is simple
and straightforward, and it enables at the same time the computation of
localized states over periodic orbits with a complex topology.
3. We have verified that the proposed construction of scar functions can be
used to obtain vibrational states over the unstable periodic orbits that
exist close to the saddle point found at the barriers for chemical reacti-
vity. This has been done by constructing scar functions over the periodic
orbits that emerge “out of the blue” due to tangent bifurcations at the
(energetic and dynamical) barriers of the molecular system LiNC/LiCN,
which simulates the transition state, whose study is fundamental to better
understand chemical reactivity.
4. We have proposed the use of scar functions to calculate the eigenfunctions
of classically chaotic systems. In this way, we are implicitly studying the
correspondence between classical and quantum mechanics in the presen-
ce of chaos, due to the localization of scar functions over the unstable
periodic orbits.
5. We have developed a mehod to compute the eigenfunctions of a classically
chaotic system using a basis set of scar functions. This method, which
has been called “Gram–Schmidt Selective Method” (“Me´todo de Gram–
Schmidt Selectivo”, MGSS) is based on the conventional Gram–Schmidt
Method, but it constructs an “optimal” semiclassical basis set by selecting
the most adecuate scar functions from an overcomplete set; the selected
scar functions are those which have a low dispersion and are localized
over the shortest periodic orbits of the system.
6. We have verified that when computing either all the eigenfunctions with
an energy smaller than a given value or the eigenfunctions in a large
energy window, the size of the scar functions basis set is of the same
order as the number of converged eigenfunctions.
7. Using MGSS, we have computed with the same precision that give ot-
her methods of the literature the ∼2400 lowest–lying eigenfunctions of
a highly chaotic quartic oscillator using a basis set of ∼2500 elements.
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The basis elements have been selected from a whole set of ∼5000 wave
functions constructed over the 18 periodic orbits with the lowest R pa-
rameters given by equation (4.7), i. e. the shortest not too unstable and
most symmetric periodic orbits.
8. We have demonstrated that MGSS allows the calculation of very exci-
ted eigenfunctions in an energy window. This has done by obtaining the
eigenfunctions of the quartic oscillator in several energy windows. The
basis set constructed by MGSS is much smaller than that given by a con-
ventional basis set, which demonstrates that a basis of scar functions is
very efficient from the computational point of view because of the small
size of the Hamiltonian matrix.
9. We have calculated the lowest–lying eigenfunctions of the molecular sys-
tem LiNC/LiCN using the MGSS. As the phase space of this system
contains regions with regular motion, we have constructed our semiclas-
sical basis set including the tube functions constructed over the stable
periodic orbits of the system, as well as the scar functions localized over
the unstable periodic orbits.
Using a set of 90 wave functions, localized over 20 periodic orbits, we
have reproduced with a high precision the 66 lowest–lying eigenfunctions
of the system, which are associated to both vibrational and rotational
states. The wave functions of the basis set have been selected from a whole
set of 508 semiclassical wave functions localized over the 30 (stable and
unstable) periodic orbits that appear at the bifurcations that take place
at the lowest energies at the most representative regions of configuration
space, i. e. the wells asociated to the collinear isomers LiNC and LiCN
and the vibrational periodic orbits that appear at the energy of the saddle
points of the dynamical and energetic barriers of the system.
10. Although none of the periodic orbits used in the calculation described in
the previous paragraph was isomerizing, we have demonstrated that it is
still possible to compute the eigenfunctions which have their probability
densities distributed over the two well regions of the system, e.g. eigen-
function |65〉, by combining the semiclassical wave functions constructed
over the periodic orbits existing in both wells, as well as over those at the
barrier.
11. We have calculated the scar intensities of the eigenfunctions. These in-
tensities measure the contribution of the scar functions to each individual
eigenfunction, i.e they quantitatively measure the contribution of the pe-
riodic orbits to each eigenfunction.
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We have verified that the largest intensities are associated to scar fun-
ctions with Bohr–Sommerfeld energies close to the corresponding eigene-
nergies due to the low dispersion of the scar functions.
We have calculated the largest scar intensity of the eigenfunctions, which
is close to one for low energy and decreases for larger values of the energy.
We have computed the second largest scar intensity, which has a value
close to zero for low energy and becomes larger as the energy increa-
ses, until it reaches a plateau and remains approximately constant for
medium/large values of the energy. Nevertheless, as the value of the se-
cond largest intensity is by definition always smaller than the value of
the (“first”) largest scar intensity, the value of the former must vanish
for larger values of the enegy, out of the studied range.
We have demonstrated in the quartic oscillator that the average values
of the two previous scar intensities can be semiclassically approximated
assuming that the eigenfunctions’ spectra follow a gaussian distribution
in the scar function basis basis [Ver 07].
Making a Fourier transform of the autocorrelation of the tube function,
we have obtained a semiclassical expression that accuratelly fits the avera-
ge value of the tails of the scar intensities profile of the quartic oscillator.
12. By measuring the participation ratios of the eigenfunctions in a scar
function basis set, we have estimated the number of basis elements that
is needed to approximately reconstruct each individual eigenfunction.
We have verified that the average participation ratio has a value close to
one for the lowest–lying eigenfunctions and increases monotonically with
the energy, being proportional to the scar function dispersion times the
density of states of the system (6.4).
We have demonstrated that the average participation ratio of the eigen-
functions in the basis of scar functions is much smaller than the parti-
cipation ratio rendered by a conventional basis [EPH 89] or other semi-
classical basis sets [Bog 92], which confirms the efficiency of our basis
set.
We have demonstrated that, when the participation ratio of a single ei-
genfunction is much larger than the average value at the corresponding
eigenenergy, it is recommended to increase the size of the basis set, in-
cluding scar functions constructed over more periodic orbits. In this way,
the eigenfunction is reconstructed with less basis elements, i.e. it has a
smaller participation ratio.
We have demostrated that the participation ratio of the eigenfunctions
scaled using equation (6.10) follow a Weibull distribution.
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13. We have obtained heuristic expressions that give upper bounds to the
error of the eigenenergies and the overlap between the exact eigenfun-
ctions and the corresponding eigenfunctions computed in the scar fun-
ction basis set. These expresions are power laws that depend on the ei-
genfunctions’ dispersion, and provide useful information on the precision
of the results a priori, without the necessity of any comparison with the
results obtained using another “exact” reference basis set.
14. We have developed a perturbative scheme based on time–dependent Tran-
sition State Theory which allows us to compute classical reaction rates
of systems that interact with their enviroments and have anharmonic
potentials.
15. Using the previous method, we have demonstrated that the geometric
structures –the invariant manifolds– that act as separatrices dividing the
phase space of the systems described by harmonic potentials survive in
the presence of anharmonicities. These structures, which are ramdomly
moving and deformating, allow us to separate the regions of the phase
space containing the reactive trajectories from the regions containing the
non-reactive trajectories.
16. Using the geometric structures described in the previous paragraph, we
have uniquely identified the reactive trajectories in systems with anhar-
monic potentials that interact with their enviroments, without the need
of any numerical simulation.
17. Defining a critical velocity, we have successfully proposed a simple cri-
terium to identify reactive trajectories in a way that is independent of
the selected dividing surface, thus avoding one of the biggest problems of
traditional Transition State Theory.
18. We have obtained explicit expressions of the critical velocity for different
systems described by anharmonic potentials with one and two degrees of
freedom.
19. Using the critical velocity, we have obtained an expression that gives the
exact transmission factor of a system with an anharmonic potential. This
expression, which is given by the equation (8.46), has the same form as
the one associated to harmonic potentials; the effect of the anharmonici-
ties enters implicitly through the velocity.
20. Expanding the equation (8.46), we have obtained analytical corrections
to the famous Kramers formula, which has enabled us to compute the
transmission factor, i.e. the reaction rate, exactly in systems that interact
with their enviroments and have anharmonic potentials.
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21. We have obtained explicit corrections to Kramers expression in systems
with anharmonic potentials with one and two degrees of freedom, which
has allowed us to compute the transmission factor exactly up to order
two in perturbation theory.
22. We have proposed a simplified model with one degree of freedom that
successfully describes the reactivity of the molecular system LiNC/LiCN.
23. We have calculated the isomerizing rate of the molecular system
LiNC/LiCN under the effect of (uncorrelated) white noise and in the
presence of an argon bath (with correlations).
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Ape´ndice A
Publicaciones de esta tesis
List of publications
En este ape´ndice presentamos un breve resumen de las publicaciones obte-
nidas durante el desarrollo de esta tesis doctoral.
In this appendix, we present a brief summary of the publications obtained
during this PhD thesis.
A.1. Art´ıculos de caos cua´ntico
Quantum chaos articles
Referencia [Ver 09]
(Reference) Eur. Phys. Lett. 89 40013 (2009)
T´ıtulo
“Diagonal matrix elements in a scar function basis set”
(Title)
Autores E. G. Vergini, E. Siebert III, F. Revuelta, F. Borondo,
(Authors) R. M. Benito
Secciones
2.5, 2.6, 3.1, 4.1, 4.2
(Sections)
Calculamos expresiones cano´nicas invariantes para evaluar elementos de
matriz diagonales de potencias del hamiltoniano en una base de
funciones de scar. Cada elemento de matriz consta de un te´rmino principal
asociado a la o´rbita perio´dica y componentes oscilatorias asociadas a las
o´rbitas homocl´ınicas ma´s relevantes
We provide canonically invariant expressions to evaluate diagonal matrix
elements of powers of the Hamiltonian in a scar function basis set. Each
matrix element consists of a smooth contribution associated with the
central periodic orbit, plus oscillatory contributions given by a finite
set of relevant homoclinic orbits
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262 PUBLICATIONS (PUBLICATIONS)
Referencia [Rev 12]
(Reference) Phys. Rev. E 85, 026214 (2012)
T´ıtulo “Computationally efficient method to construct
(Title) scar functions”
Autores
F. Revuelta, E. G. Vergini, R. M. Benito, F. Borondo
(Authors)
Secciones
3.1, 4.1, 4.2
(Sections)
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Ape´ndice B
Ca´lculo semicla´sico de la
densidad de estados
La densidad de estados de un sistema viene dada por
ρ(E) = tr{δ(E − Hˆ)} =
∑
n
δ(E − En), (B.1)
y el nu´mero de autoestados con una energ´ıa menor o igual que E
N(E) = tr{Θ(E − Hˆ)} =
∑
n
Θ(E − En), (B.2)
donde Θ(x) representa la funcio´n escalo´n de Heaviside, que se define como
Θ(x) =
{
0, si x < 0
1, si x > 0
. (B.3)
La densidad de estados de la ecuacio´n (B.1) es la derivada del nu´mero de
estados N(E) dado por la ecuacio´n (B.2)
ρ(E) = dN(E)
dE . (B.4)
La densidad de estados (B.1) de un sistema cla´sicamente cao´tico tiene dos
contribuciones, tal y como indica la ecuacio´n 2.72: un te´rmino dominante,
que var´ıa de forma suave, y una componente oscilatoria que depende de la
estructura de las OPs del sistema [Gutz 90].
Expandiendo el operador ρˆ = δ(E − Hˆ) en serie de potencias en funcio´n de
~ se obtiene la siguiente expresio´n
ρ(E) = tr{ρˆ} =
∑
n
ρn(E)~n. (B.5)
El ca´lculo de la densidad (B.1) lo haremos siguiendo el procedimiento des-
crito en la referencia [Bohi 93]. Para ello, definimos en primer lugar la funcio´n
de cuasidistribucio´n de Wigner [Wig 32] de un operador gene´rico Aˆ como
AW(q,p) ≡ [A]W(q,p) =
∫
dx e−ipx/~〈q + x
2
|Aˆ|q− x
2
〉, (B.6)
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cuya transformada inversa es
〈q1|Aˆ|q2〉 = 1
(2pi~)d
∫
dp e−ip(q1−q2)/~AW(
q1 + q2
2
,p). (B.7)
Como so´lo vamos a considerar funciones que dependen de las coordenadas
q y de los momentos p (sistemas sin spin), la funcio´n de Wigner da una
representacio´n completa del operador cua´ntico en el espacio de fases (cla´sico).
Usando la funcio´n de Wigner (B.6), la traza de un operador en el espacio de
fases de dimensio´n 2d toma una forma mucho ma´s simple
tr{Aˆ} =
∫
dp dq
(2pi~)n
AW(p,q) (B.8)
y la traza del producto de dos operadores Aˆ y Bˆ
tr{AˆBˆ} =
∫
dp dq
(2pi~)n
AW(p,q)BW(p,q). (B.9)
La ecuacio´n (B.9) no se puede aplicar cuando aparecen ma´s de dos ope-
radores que no conmutan. En ese caso es necesario utilizar la siguiente regla
para el producto de dos operadores
[AˆBˆ]W = AWe
i~
↔
Λ/2BW, (B.10)
donde
↔
Λ es el operador de Moyal [Moy 49], que viene dado por
↔
Λ=
←
∇q
→
∇p −
←
∇p
→
∇q, (B.11)
donde las flechas dan el sentido en el que deben evaluarse las derivadas. Las
ecuaciones (B.8)-(B.11) permiten evaluar la traza de cualquier operador de la
forma AˆBˆCˆ... a partir de las funciones de Wigner de cada uno de los operadores
por separado.
Para evaluar la densidad de estados (B.1) usando la ecuacio´n (B.8) es nece-
sario calcular la distribucio´n de Wigner del operador δ(E−Hˆ). La transformada
δ(E − Hˆ)W no es igual a δ(E − HˆW), donde HˆW es la funcio´n de Wigner del
hamiltoniano1 del sistema Hˆ ≡ HˆW. La diferencia entre las dos transformadas
de Wigner anteriores da el valor de las correcciones de orden superior en ~. Sin
embargo, se puede demostrar [Bohi 93] que el operador densidad es igual a la
transformada inversa de Laplace de la funcio´n de particio´n
Z(β) =
∫ ∞
0
dE e−βEρ(E) = tr{e−βHˆ} = 1
(2pi~)d
∫
dq dp [e−βH]W(q,p), (B.12)
1Supondremos que el hamiltoniano del sistema es separable en un te´rmino de energ´ıa
cine´tica ma´s un te´rmino de energ´ıa potencial.
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donde [e−βH]W viene dado por
[e−βH]W(q,p) = e−βHW(q,p)
∞∑
n=0
(
−~
2
4
)n
An(q,p, β)
(2n)!
, (B.13)
que so´lo contiene potencias pares2 en ~.
Agrupando los te´rminos en funcio´n de ~, se puede demostrar que las fun-
ciones An responden a la siguiente ley de recurrencia
− ∂An
∂β
= eβHW
n−1∑
k=0
(
2n
2k
)[
HW
↔
Λ
2n−2k
e−βHWAk
]
, (B.14)
con A0 = 1. El primer te´rmino A1 derivado por Wigner [Wig 32] viene dado
por
A1(q,p, β) =
1
m
(
β2∇2V (q)− β
3
3m
[m∇V (q)∇V (q) + (p∇)2V (q)]
)
.
(B.15)
Cuando un potencial tiene algu´n tipo de simetr´ıa [Bohi 93, Somm 93, Pav 94,
Lau 08], las autofunciones del sistema aparecen agrupadas en cada una de las
representaciones irreducibles (irreps) del grupo al que pertenecen, de forma
que la densidad de estados se puede descomponer en la suma de las densidades
parciales de cada una de las χ irreps
ρ(E) =
∑
χ
ρχ(E). (B.16)
La descomposicio´n (B.16) resulta extraordinariamente u´til, tanto desde el
punto de vista teo´rico como desde el experimental, ya que uno puede restringir
el estudio a una parte del sistema. Por otro lado, el estudio estad´ıstico de los
niveles de energ´ıa del sistema [Boh 83, Boh 84] so´lo tiene sentido cuando se
realiza para cada una de las irreps por separado, por lo que el conocimiento
de las densidades parciales ρχ(E) resulta imperativo.
La densidad parcial de estados ρχ(E) que aparece en la ecuacio´n (B.16)
viene dada por
ρχ(E) = tr(Pˆχδ(E − Hˆ)), (B.17)
donde el operador Pˆχ proyecta sobre la irrep χ. En sistemas con simetr´ıas
discretas [Lau 08], este operador viene dado por
Pˆχ =
dχ
OG
∑
g
κχ(g)Uˆ
†
g , (B.18)
2No´tese que en billares el desarrollo (B.13) tambie´n contiene tanto te´rminos pares como
impares en ~.
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donde dχ es la dimensio´n de la irrep χ y OG es el orden del grupo. La suma
se lleva a cabo sobre todos los elementos del grupo g ∈ G. κχ(g) es el cara´cter
del elemento g en la irrep χ y el operador Uˆ †g transforma las funciones de onda
como prescribe el elemento g del grupo.
El ca´lculo de (B.17) se realiza a trave´s de la transformada inversa de Laplace
de la funcio´n de distribucio´n Z(β), so´lo que en este caso Z(β) viene definida
por
Z(β) = tr{e−βHˆ} = 1
(2pi~)d
∫
dq dp [Uˆ †g ]W(q,p)[e
−βH]W(q,p), (B.19)
donde hemos aplicado el operador Uˆg y hemos tenido en cuenta la ecuacio´n
(B.9).
La transformada de Wigner del operador Uˆg tambie´n se factoriza en
[Uˆg]W = [Uˆk]W...[Uˆ2]W[Uˆ1]W, (B.20)
donde [Uˆi]W es una funcio´n de las coordenadas y los momentos que no son inva-
riantes bajo la transformacio´n. El primer operador a considerar es la identidad,
que es trivial
[UˆI ]W = 1. (B.21)
La reflexio´n respecto al hiperplano q1 = 0 viene dada por
[Uˆσ]W =
∫
dx1e
−ip1x1/~〈q1 + x1
2
| − q1 + x1
2
〉
= pi~δ(q1)δ(p1). (B.22)
El operador cua´ntico asociado a una rotacio´n de un a´ngulo φ en el plano
q1 − q2 viene dado por Uˆφ = exp(−iφLˆ3/~), cuyo adjunto tiene la siguiente
transformada de Wigner
[Uˆ †φ]W =
ei2 tan(φ/2)(q1p2−q2p1)/~
cos2(φ/2)
. (B.23)
Este operador presenta el incoveniente de tener una discontinuidad esencial
en ~ = 0. Este problema se puede resolver sustituyendo la rotacio´n de un a´ngulo
φ por dos reflexiones respecto a dos ejes que se cortan bajo un a´ngulo φ/2 (o
dos hiperplanos, si estamos en un sistema con ma´s de dos dimensiones). Dos
reflexiones de este tipo no conmutan, pero teniendo en cuenta la ecuacio´n (B.9)
podemos sustituir (B.23) por
[Uˆ †φ]W = (pi~)
2δ(q′1)δ(p
′
1)e
−i~↔Λ/2δ(q1)δ(p1). (B.24)
La singularidad que hay en ~ = 0 aparece ahora de forma impl´ıcita en las
funciones δ. Expandiendo en ~ la ecuacio´n (B.24) sustituyendo
↔
Λ por (B.11)
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y teniendo en cuenta que q′1 = 0 coincide con el hiperplano q1 = 0 rotado un
a´ngulo φ/2, la ecuacio´n (B.24) es igual a
[Uˆ †φ]W = (pi~)
2δ(cq1 + sq2)δ(cp1 + sp2)e
−i~↔Λ/2δ(q1)δ(p1)
=
(pi~)2
s2
δ2
∞∑
m=0
1
m!
(
−i~
2
c
s
)m( ←
∂
∂q2
→
∂
∂p1
−
←
∂
∂p2
→
∂
∂q1
)m
δ1,(B.25)
donde c = cos(φ/2), s = sin(φ/2) y δi = δ(qi)δ(pi). El te´rmino dominante de
la ecuacio´n (B.25) es
[Uˆ †φ]W =
(pi~)2
sin2(φ/2)
δ(q1)δ(p1)δ(q2)δ(p2) +O(~2). (B.26)
Las ecuaciones (B.21), (B.22) y (B.26) permiten calcular el nu´mero de
autofunciones con una energ´ıa menor que E como
NI(E) = 1
(2pi~)d
∫
dpdq
{
Θ(E −HW)− ~
2
8
d2
dE2 Θ(E −HW)∇
2V (q) ,
+
~2
24
d3
dE3 Θ(E −HW)[(p∇)
2V (q) + (∇V (q))2]
}
+O(~2),
Nσ(E) = 1
2
∫
dq2dp2
2pi~
Θ(E −HW)|q1=p1=0 +O(~),
Nφ(E) = 1
4 sin2(φ/2)
Θ(E −HW)|q=p=0 +O(~2). (B.27)
El te´rmino NI(E) de la ecuacio´n (B.27) esta´ asociado al volumen del espacio
de fases. El te´rmino Nσ(E) esta´ asociado por su parte a la accio´n a lo largo de
la hipersuperficie respecto a la que se lleva a cabo la reflexio´n. Finalmente, el
te´rminoNφ(E) esta´ asociado al a´ngulo de los ve´rtices del sistema desimetrizado.
El nu´mero de autofunciones del sistema con una energ´ıa menor que E perte-
necientes a la representacio´n irreducible χ se calcular combinando los te´rminos
Ng(E) de la ecuacio´n (B.27) como
Nχ(E) = dχ
OG
∑
g
κχ(g)Ng(E). (B.28)

Ape´ndice C
Estad´ıstica de niveles de energ´ıa
El espectro de un sistema cua´ntico revela importantes caracter´ısticas acerca
de la integrabilidad o no del mismo, es decir, de si es regular o cao´tico. En este
apartado, presentaremos brevemente los fundamentos de la Teor´ıa de Matri-
ces Aleatorias, comu´nmente conocida por sus siglas en ingle´s RMT (Random
Matriz Theory). Esta teor´ıa fue creada por E. Wigner en 1951 para estudiar
las propiedades estad´ısticas de los autovalores y autoestados de sistemas com-
plejos con muchos cuerpos, y explica con e´xito las fluctuaciones estad´ısticas de
nu´cleos, a´tomos y mole´culas complejas, procesos de dispersio´n (scattering) y
billares cua´nticos [Guhr 98].
C.1. Descomposicio´n del espectro
El nu´mero de autofunciones de un sistema N(E) con una energ´ıa menor
o igual que E se puede calcular a partir de la densidad de estados ρ(E), des-
peja´ndolo de la ecuacio´n (B.4)
N(E) =
∫ E
−∞
ρ(E ′)dE ′. (C.1)
Sustituyendo la ecuacio´n (2.72) en (C.1), es fa´cil demostrar que N(E) es
la suma de dos contribuciones, una suave N¯(E) (que depende del volumen del
espacio de fases cla´sicamente accesible) y una contribucio´n oscilatoria Nosc(E)
que depende de la estructura de las o´rbitas perio´dicas
N(E) = N¯(E) +Nosc(E). (C.2)
Por otro lado, el espaciado promedio Dij entre dos niveles de energ´ıas Ei y
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Ej viene dado por
Dij =
1
j − i
j−1∑
k=i
(Ek+1 − Ek)
=
Ej − Ei
j − i
=
Ej − Ei
N(Ej)−N(Ei)
≈ 1
ρ¯((Ej + Ei)/2) , (C.3)
o sea, que el espaciado promedio en un determinado rango de energ´ıa es aproxi-
madamente igual a la pendiente de la funcio´n nu´mero de estados promedio,
que es un valor dependiente de la energ´ıa. Como queremos que los resultados
obtenidos sean independientes de la densidad de energ´ıa de nuestro sistema
en concreto, se hace necesario llevar a cabo una regularizacio´n del espectro,
conocida como reescalado o descomposicio´n del espectro (unfolding)
{Ei} → {i}, i = N¯(Ei)− a
b
, i = 1, ..., n (C.4)
La funcio´n nu´mero de estados suavizada es en este caso la
recta N¯(E) = a + bE , con una densidad de estados promedio constante igual
a 1/b.
Finalmente, definimos el espaciamiento entre niveles ma´s pro´ximos s como
si = i+1 − i. (C.5)
C.2. Distribuciones de espaciado de niveles
Una vez obtenido el espaciamiento entre niveles, podemos calcular la distri-
bucio´n de probabilidad P (s) de que nuestro sistema tenga un espaciamiento s.
Esta medida sin embargo no resulta demasiado adecuada a la hora de analizar
un espectro, puesto que en realidad no calculamos la probabilidad P (s) sino el
nu´mero de niveles que hay en cierto intervalo P (s)∆s, lo que hace que perda-
mos informacio´n del espectro. Esta pe´rdida de informacio´n se evita al trabajar
con la distribucio´n de probabilidad integrada W (s), que da la probabilidad de
que el sistema tenga un espaciamiento menor o igual que s
W (s) =
∫ s
0
P (s′)ds′. (C.6)
Los sistemas cua´nticos se ajustan a cuatro tipos de distribuciones, depen-
diendo de si el sistema presenta simetr´ıa geome´trica y bajo inversio´n temporal,
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lo que determina tambie´n las propiedades de simetr´ıa de la matriz hamiltoniana
Hmn. Estas distribuciones son la dsitribucio´n de Poisson, GOE (Conjunto Or-
togonal Gaussiano, ”Gaussian Orthogonal Ensemble”), GUE (Conjunto Unita-
rio Gaussiano, ”Gaussian Unitary Ensemble”) y GSE (Conjunto Simple´ctico
Gaussiano, ”Gaussian Symplectic Ensemble”). Las principales caracter´ısticas
de las dos primeras son:
Distribucio´n de Poisson: describe el comportamiento de sistemas regu-
lares (integrables)
PP(s) = exp(−s). (C.7)
GOE (Conjunto Ortogonal Gaussiano, ”Gaussian Orthogonal Ensem-
ble”) [Boh 84]: el sistema presenta simetr´ıa de rotacio´n y es invariante
bajo inversio´n temporal. El hamiltoniano de este tipo de sistemas se
puede hacer real y sime´trico
Hmn = Hnm = H∗mn. (C.8)
Este conjunto esta´ descrito por la distribucio´n de Wigner
PGOE1 (s) =
pi
2
s exp(−pi
4
s2). (C.9)
La distribucio´n de Wigner (C.9) se puede generalizar para las distribuciones
GUE y GSE definiendo una distribucio´n gene´rica
PWβW(s) = aβWs
βW exp(−bβWs2) (C.10)
y tomando βW = 1 para GOE, βW = 2 para GUE y βW = 4 para GSE. En-
tonces se obtiene a1 = pi/2, b1 = pi/4 (GOE), a2 = 32/pi
2, b2 = 4/pi (GUE) y
a4 = 262144/729pi
3, b4 = 64/9pi (GSE). Para valores de s pequen˜os, la proba-
bilidad de la distribucio´n de Poisson es mucho mayor que la de los conjuntos
gaussianos (repulsio´n de niveles).
En general, la distribucio´n de probabilidad P (s) de un sistema con una ma-
triz hamiltoniana real no es puramente Poisson ni puramente Wigner (GOE),
sino que presentan contribuciones de ambas. Para saber cua´nto contribuyen
de cada una de ellas el comportamiento de un determinado espectro se utiliza
la denominada distribucio´n de Brody [Bro 81]. Para un espaciamiento medio
D = 1, esta distribucio´n viene dada por
PBβB(s) = (1 + βB)s
βB
[
Γ
(
2 + βB
1 + βB
)]
e−[sΓ(1+βB+2/βB)]
1+βB , (C.11)
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donde Γ representa la funcio´n gamma de Euler [Abra 72] y βB es el para´metro
de Brody. La distribucio´n de Brody coincide con la de Poisson para βB = 0 y
con la de GOE para βB = 1. La distribucio´n integrada asociada a (C.11) es
WβB(s) = 1− e−[sΓ(1+βB+2/βB)]
1+βB . (C.12)
Como se ha indicado antes, es mejor estudiar el comportamiento de un
espectro por medio de W (s) que de P (s), por lo que el ca´lculo del para´metro de
Brody se puede llevar a cabo reescribiendo (C.12) en forma lineal y = y0 +mx
como
ln[− ln(1−WβB)] = ln
[
Γ
(
βB + 2
βB + 1
)βB+1]
+(βB + 1) ln
( s
D
)
. (C.13)
︸ ︷︷ ︸
y
︸ ︷︷ ︸
y0
︸ ︷︷ ︸
m
︸ ︷︷ ︸
x
El para´metro de Brody de la ecuacio´n (C.13) asociado a cada irrep se puede
calcular aplicando el me´todo de los mı´nimos cuadrados [Abra 72] iterativamen-
te. Para ello, ajustamos en primer lugar las constantes y
(1)
0 ≡ y0 y m(1) ≡ m
de la ecuacio´n (C.13) a la funcio´n de ln{− ln[1−W (s)]} de la irrep estudiada.
A continuacio´n, calculamos el para´metro de Brody como
β
(1)
B = m
(1) − 1, (C.14)
y calculamos el valor que toma y
(1)
0 para este para´metro. Una vez hecho esto, en
la segunda itearacio´n ajustamos de nuevo el valor de m(2) usando el me´todo de
mı´nimos cuadrados, pero manteniendo y0 ≡ y(1)0 ; el nuevo valor del para´metro
de Brody β
(2)
B se calcula sustituyendo en la ecuacio´n (C.14) los super´ındices
(1) por (2). Con β
(2)
B , calculamos y
(2)
0 , y volvemos a calcular m ≡ m(3). Este
proceso termina cuando el valor de βB converge a un valor con la precisio´n ε
deseada (|β(i+1)B − β(i)B | < ε).
Ape´ndice D
Autoenerg´ıas y autofunciones
del sistema molecular
LiCN
 LiNC
En las tablas D.1-D.2 se recogen las 250 primeras energ´ıas asociadas a las
autofunciones sime´tricas respecto a las l´ıneas ϑ = 0o y ϑ = 180o del sistema
molecular LiCN. Las autofunciones asociadas a las 72 primeras energ´ıas se
representan en las figuras D.1-D.4.
Tabla D.1: Energ´ıa de los autoestados |1〉 a |48〉 del sistema molecular LiNC/LiCN.
N E N E N E N E
1 512.44 13 1910.16 25 2586.83 37 3043.76
2 759.67 14 2010.80 26 2630.57 38 3094.75
3 981.48 15 2057.87 27 2708.70 39 3106.65
4 1178.08 16 2062.81 28 2744.26 40 3122.27
5 1266.84 17 2183.91 29 2757.39 41 3181.91
6 1349.28 18 2220.81 30 2759.22 42 3206.81
7 1494.74 19 2251.11 31 2799.23 43 3256.41
8 1510.52 20 2299.02 32 2852.86 44 3274.29
9 1624.15 21 2387.26 33 2875.56 45 3337.87
10 1725.29 22 2431.66 34 2930.61 46 3366.22
11 1757.73 23 2458.82 35 2964.73 47 3409.37
12 1902.71 24 2549.23 36 2981.42 48 3430.71
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Tabla D.2: I´dem a la tabla D.1 para las autofunciones |49〉 a |208〉.
N E N E N E N E
49 3430.86 89 4367.00 129 5115.65 169 5798.77
50 3441.45 90 4386.40 130 5149.84 170 5826.45
51 3467.20 91 4410.91 131 5171.61 171 5833.91
52 3488.32 92 4425.46 132 5185.40 172 5842.01
53 3507.90 93 4433.94 133 5200.84 173 5851.00
54 3537.49 94 4480.85 134 5209.76 174 5867.56
55 3595.05 95 4492.00 135 5238.90 175 5879.13
56 3611.91 96 4499.22 136 5253.78 176 5904.89
57 3625.23 97 4529.37 137 5268.20 177 5916.87
58 3652.95 98 4546.02 138 5282.62 178 5945.79
59 3701.29 99 4575.12 139 5288.34 179 5958.64
60 3702.71 100 4595.98 140 5304.00 180 5967.42
61 3735.84 101 4611.06 141 5341.63 181 5981.03
62 3768.14 102 4629.08 142 5359.04 182 6005.26
63 3785.70 103 4636.65 143 5366.86 183 6014.57
64 3815.40 104 4660.61 144 5387.23 184 6033.80
65 3823.76 105 4692.49 145 5409.02 185 6039.54
66 3866.79 106 4720.90 146 5431.77 186 6060.15
67 3881.20 107 4730.64 147 5439.62 187 6085.48
68 3894.46 108 4738.72 148 5466.02 188 6102.44
69 3936.76 109 4781.69 149 5472.18 189 6128.96
70 3953.68 110 4787.56 150 5484.31 190 6129.65
71 3987.23 111 4791.45 151 5494.88 191 6135.75
72 4019.98 112 4816.57 152 5512.31 192 6144.73
73 4030.46 113 4835.96 153 5516.66 193 6161.62
74 4064.60 114 4839.45 154 5556.16 194 6172.77
75 4077.92 115 4864.67 155 5570.87 195 6187.66
76 4105.51 116 4874.57 156 5572.54 196 6211.01
77 4114.57 117 4881.34 157 5586.23 197 6231.63
78 4133.24 118 4925.04 158 5608.07 198 6245.21
79 4163.27 119 4937.41 159 5621.72 199 6253.08
80 4167.20 120 4953.49 160 5652.10 200 6270.94
81 4179.57 121 4961.74 161 5675.76 201 6280.64
82 4184.22 122 5015.33 162 5699.99 202 6304.80
83 4201.88 123 5033.41 163 5711.53 203 6314.70
84 4264.84 124 5035.53 164 5720.98 204 6348.33
85 4274.64 125 5066.51 165 5739.75 205 6353.36
86 4283.82 126 5080.51 166 5750.64 206 6372.65
87 4331.84 127 5094.50 167 5777.55 207 6395.76
88 4349.81 128 5110.04 168 5793.31 208 6402.36
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Figura D.1: Densidad de probabilidad de las autofunciones |1〉 a |18〉 del sistema molecular
LiNC/LiCN. En l´ınea continua, curvas de equipotencial entre 1000 y 12000 cm−1, separadas
1000 cm−1. El significado del co´digo de colores se presenta en la barra de la esquina superior
izquierda de la figura.
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Figura D.2: I´dem a la figura D.1 para las autofunciones |19〉 a |36〉.
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Figura D.3: I´dem a la figura D.1 para las autofunciones |37〉 a |54〉.
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Figura D.4: I´dem a la figura D.1 para las autofunciones |55〉 a |72〉.
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Figura D.5: I´dem a la figura D.1 para las autofunciones |73〉 a |88〉.
