Abstruct-In this paper, the convergence properties of a stochastic optimization algorithm called the stochastic evolution (SE) algorithm is analyzed. We show that a generic formulation of the SE algorithm can be modeled by an ergodic Markov chain. As such, the global convergence of the SE algorithm is established as the state transition from any initial state to the globally optimal states. We propose a new criterion called the mean first visit time (MFVT) to characterize the convergence rate of the SE algorithm. With MFVT, we are able to show analytically that on average, the SE algorithm converges faster than the random search method to the globally optimal states. This result is further confirmed using the Monte Carlo simulation.
I. INTRODUCTION
Stochastic evolution (SE) is a stochastic combinatorial optimization method which pursues optimization via a two-phase combinatorial evolution process, In the generalization phase, the solution of the present iteration is partially dismantled so that it is generalized to a skeleton solution. In the specialization phase, a new specific solution is generated from the skeleton solution.
The SE algorithm has found various applications in the area of computer-aided design tools for VLSI physical design 111- [12] . For example, in applying the SE method to the partitioning problems, Saab and Rao [l] , [2] suggested several implementation strategies to deal with a number of constraints. In [3] , Saab used SE to solve problems such as Network Bisection, Vertex Cover, Set partition, Hamiltonian circuit, Traveling Salesman, and so on. In a package called ESP, the SE method has been applied to the standard cell placement problem [4] , [5] . Lin et al. [6] proposed a SE router SILK to solve switchbox routing problems. Ly and Mowchenko [7] applied SE to high level synthesis. Mao and Hu [8] proposed a SE based algorithm for CMOS gate matrix layout generation. SE has also been used in the design of finite-state machine (FSM) [lo] , system partitioning for high-level synthesis of multichip module (MCM) [ll] , and reordering of binary decision diagrams (BDD's) [12] . In [3], Saab also described a number of general combinatorial optimization applications.
The SE algorithm distinguishes itself from the simulated annealing (SA) algorithm and the genetic algorithm (GA) [13] in several aspects. Compared to the SA algorithm, the SE algorithm uses a two-phase search procedure, and has no cooling schedule.' Compared to the GA algorithm, the SE algorithm keeps only one solution in each iteration (generation) and has a different (two phases) evolution mechanism. The GA algorithm usually keeps a pool of potential solutions (genes) concurrently, and uses mating and mutation to generate new solutions.
Several early works in the SE algorithm reported 111-[6] that empirically, the SE algorithm converges faster than the SA algorithm Manuscript received May 10, 1994; revised February 17, 1995 VOL. 15, NO. 7, JULY 1996 0278-0070/96$05.00 0 1996 IEEE on specific physical design problems. In 151, it has been shown that a special case of the SE algorithm formulation will converge in probability. It is unclear whether more general SE algorithm formulations will converge, or how fast they will converge. To fill this gap, in this paper, we offer a convergence proof (in probability) of a generic SE algorithm formulation that is potentially applicable to many existing SE based applications. Our proof is based on the argument that the SE algorithm formulation constitutes an ergodic Markov chain. Moreover, we propose to use the mean first visit time (MFVT) of the corresponding Markov chain to quantify the time constant of the exponential asymptotic convergence rate of stochastic optimization algorithms. The MFVT proves to be a useful tool to compare the average convergence speed of two stochastic optimization algorithms analytically. To illustrate, we show that, in solving a one-dimensional CMOS gate matrix layout problem, the SE algorithm, on average, converges to the globally optimal solution faster than the random search method. This analysis is further verified with a Monte Carlo simulation that yields remarkably consistent results with those predicted analytically.
The rest of this paper is organized as follows. In Section 11, the formulation of a generic SE algorithm is presented. In Section 111, it will be shown that this generic SE algorithm corresponds to an ergodic Markov chain, and hence, converges to a global optimal solution in probability. Moreover, we develop the convergence rate analysis using a notion of MFVT, and derive the expression of the time constant which dictates the exponential convergence rate. In Section IV, an illustrative CMOS gate matrix layout example is given. Based on results developed in Section 111, we derived the state transition matrices and the corresponding MFVT's of both the generic SE algorithm and the random search algorithm. A Monte Carlo simulation has been carried out that yielded very consistent results compared to those predicted analytically.
A GENERIC STOCHASTIC EVOLUTION ALGORITHM FORMULATION
There are several different versions of the SE algorithm formulation. The one presented in this paper is similar to that presented in [8] . However, we purposely keep the formulation generic so that the convergence analysis performed in this paper can be readily applied to other variations of the SE algorithm. To facilitate a fairly detailed description of the generic SE algorithm formulation, let us consider the solution of a linear assignment problem in which distinct elements in a set E = { e l . e 2 . . . . . e l n l } are to be assigned to a set of slots Depending on whether it is a placement problem, permutation problem, or a partitioning problem, one or more elements may be assigned to one slot. 4This cost function is similar to the gain function of a compound move of the SE algorithm formulation described in [I] . 
(3) (#of contacts to a horizontal wire n,) -1 the length of the wire n , --measures the compactness of a horizontal wire under the present ordering of vertical wires. In other applications, different heuristic cost functions can be defined based on the domain knowledge of the CAD tool designers.
The search steps in the SE algorithm are conducted in two phases: a generalization phase and a specialization phase. This two-phase evolution procedure is illustrated in Fig. 2 . In the generalization phase, a portion of the assigned elements will be evicted from their present slots and placed into a queue Q = {ql , q 2 , . . . , q j~l } .
The total number of evicted elements IQI, sometimes also known as the window size, is usually chosen such that IEl/2 2 IQ1 2 2. In this paper, we will assume IQ1 is prespecified and will remain unchanged.
Those elements to be placed into the queue are selected according to a randomized heuristic cost function defined on each assignment where (01%; 1 5 i 5 IEI} is a set of independent, identically distributed (i.i.d.) random variables with zero mean. After the randomized cost for all elements are evaluated, the IQ1 elements with largest randomized cost will be evicted from their current slots and placed into the queue in a descending order according to the value of qt . The randomization procedure described here guarantees that every element in E will have a nonzero pro'bability to be selected into Q.5 To be more specific, Lemma 1: Denote i, and i * , respectively, to be the index of elements in E such that
Let {ab}!:\ be a set of uniformly distributed i.i.d. random variables over the interval [-w, w] where XI and are such that
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Pr.{qt* > 7 j 2 -} > 0. The randomization of the heuristic cost function is crucial to maintain the stochastic nature of the SE algorithm. Otherwise, this search strategy degenerates to a deterministic heuristic search algorithm. Note that other families of symmetrical probability distributions can also lead to the same conclusion as stated in Lemma 1.
Once the IQ1 elements are evicted from their current slots and placed into the queue, the remaining partial assignment, together with the Q unassigned elements in the queue will constitute a skeleton state i. This skeleton state is significant to the SE method because a set of neighboring states can be reached by assigning elements in Q into emptied slots.
During the specialization phase, elements in Q will be reassigned to empty slots one by one. Priority will be given to elements in Q with larger randomized heuristic cost calculated during the generalization phase. Once the reassignment starts, the solution evolves from the probility density function. 
When the element e, in the queue is to be reassigned, we choose the slot k with the minimum randomized cost. In a manner similar to Lemma 1, we can prove the following lemma.
Lemma 2: Denote k to be the index of emptied slots in L . Let k , and k * , respectively, be such that
Let {Oz}LE\ be a set of uniformly distributed i.i.d. random variables over the interval [--, +] where XI and XZ are such that
The proof of Lemma 2 is very similar to that of Lemma 1 and hence will be omitted here. Lemma 2 states that even the least favorable (emptied) slot k , still has an nonzero probability to be chosen to place e,. Hence, the specialization steps are governed by probability.
Once a new solution is generated, its quality will be evaluated based on the objective function. If it is better than the currently best solution, it will become the newly found best solution. This iteration continues until certain termination criteria are satisfied. One often used criterion is the maximum number of iterations. The other is the maximum number of iterations since the last update of the best solution.
CONVERGENCE ANALYSIS
In this section, we will establish the global convergence of the generic SE algorithm presented above. For this purpose, we will first show that the SE algorithm corresponds to an ergodic Markov chain. The structure of the Markov chain is determined by the size of Q , and the state transition probability is determined by the randomized cost functions used during generalization and specialization phases.
First, we would like to argue that the transition from a state s, to a new state S b is entirely determined by probability Pnb = PsP.1 shown in Fig. 3 . To be more exact, during the generalization phase, the selection of IQ1 elements from sa into the queue is random. In particular, according to the descriptions in Section 11, the probability of reaching a specific skeleton state S from sa. PS = Prob.
Similarly, the probability of reassigning the first element e, in Q to an emptied slot k , denoted by P . 4 1 is also dictated entirely by probability. Specifically, we have
where y* = rriinT]k. is the randomized heuristic assignment cost evaluated on all emptied slots, z = rninTEQ\k-7% is the minimum assignment cost of the elements remaining in Q . Such evaluation of & and PA must be carried out for all possible selections of Q elements from the E elements (i.e., all possible skeleton states). This then will yield the state transition probability P a b , and the If cl = 1 then si is an aperiodic state. Because every state may return to itself in one state transition, i.e., d = 1, the Markov chain corresponding to the generic SE algorithm is aperiodic.
A time-homogeneous Markov chain which has finite number of states and is both irreducible and aperiodic, is said to be ergodic. The limiting state probability vector TT of an ergodic process always exists and is independent of the initial state probability distribution do). The above discussions lead to the following observation.
Theorem 1: The Markov chain produced by the generic SE algorithm is an ergodic Markov chain.
Because the Markov chain associated with the SE algorithm is ergodic, there will be a nonzero probability that every state, including the globally optimal state will be visited eventually as 71 t oc: [14] . In other words, Theorem 2: The generic SE algorithm converges to a globally optimal solution asymptotically.
To characterize the asymptotic convergence rate, we need to analyze how the SE algorithm converges to a globally optimal state. However, in many combinatorial problems, it may not be possible to know whether a globally optimal solution has been reached. Instead, a best solution observed so far is recorded and updated. One termination criterion which has been used by the SE algorithm, as well as other stochastic optimization algorithms, is to terminate iterations when the currently best solution remains unchanged for a fixed number of state transitions. iterations. Therefore, when the currently best solution becomes the globally optimal solution, the SE algorithm will be terminated after a few more iterations. Thus, the event that the currently best solution becomes the globally optimal solution guarantees the termination of the SE algorithm. Moreover, the state transition of the currently best solution can be modeled by an absorbing Markov chain in which the globally optimal states form the set of absorbing states. The MFVT of the Markov chain is equal to the absorbing time of the absorbing Markov chain [14] . When the currently best solution hits an absorbing state, it will never return to any nonoptimal states. If we lump all nonoptimal states into a super state, and all globally optimal states into another super state, the state transition diagram can be depicted in Fig. 4 . The transition matrix of an absorbing Markov chain can be partitioned into a special structure
where we assume all the absorbing states are reordered to be at the first part of the state vector, 2 is the probability state transition matrix corresponding to the state transition among transient states, Y is the probability that a transient state will move to an absorbing state. The convergence of the SE algorithm thus can be interpreted as the eventual state transition of the currently best solution from the set of nonoptimal states to the set of absorbing globally optimal states. Suppose the set of transient states has an initial state vector T ' , then the probability that at the kth steps, the current best solution will become a globally optimal solution can be found as
where C is a column vector consisting of ones.
Lemma 5:
Proofi Since the Markov chain is irreducible, we must have 
0
which is also known as the MFVT of the Markov chain. Usually, the smaller the value of T~, the faster an algorithm will converge to a globally optimal solution. The advantage of the SE algorithm over a purely random optimization algorithm is that domain knowledge is encapsulated in the heuristic cost functions to bias the search direction in order to reach a globally optimal solution faster. Unfortunately, it is impossible to prove that this is always true due to the stochastic nature of the SE algorithm as well as the random search algorithm. Below, we will use an analytical example and the corresponding Monte Carlo simulation to verify these assertions.
IV. AN ILLUSTRATIVE EXAMPLE
We have developed a software program to compare the performance of SE with random search method on a small scale CMOS gate matrix layout problem. The purpose is to illustrate convergence analysis results derived in the previous section. In particular, with this package, we are able to explicitly derive the state transition matrix of the corresponding Markov chain of these two methods and to predict the convergence rates of them.
The circuit (x2) under analysis, shown in Fig. 1 , consists of six transistor gates (vertical wires) and four nets (horizontal wires). Every permutation of the ordering of these six transistor gates corresponds to a state in the Markov chain. Thus, there are 6! = 720 different states6 Because IEl(= 6) is small, we choose the minimum window size IQ1 = 2. Using uniformly distributed random variables to randomize the cost functions, we are able to explicitly compute the state transition matrix of the corresponding Markov chain. To implement the random search method, we simply set the heuristic cost function fc f 0 during both the generalization and specialization phases. The remaining steps of the SE method and the random search methods are exactly the same. This allows a fair comparison on the effects of using a heuristic cost function to bias the search.
To simplify the presentation of the results, states having the same total net (horizontal wires) length and using the same number of tracks are grouped into the same class. For the circuit x2, as listed in Table I, there are 21 classes ranging from three to seven tracks. Among them, class I, which contains 16 states, corresponds to the set of globally optimal solutions. Using formula presented in the previous section, we calculate the theoretical MFVT's for each class using both the random search method and the SE method. The results are listed in columns (e) and (0 in Table I . Also, in column (g), we compute the ratio of (e) to (0. Note that for the globally optimal solution (class I), on average, the SE method requires approximately one third of steps to converge compared to the random search method. The significance of the heuristic cost function is thus quite clear. A three-dimensional (3-D) column graph shown in Fig. 5 depicts the ratios of the MFVT's of the two methods against the track number and the total net length. Again, it is evident that due to the heuristic cost function, the SE method tends to visits those states with smaller heuristic cost earlier than the random search method.
We have also conducted a Monte Carlo simulation to verify the theoretical results using experimentation. For each trial, the gate order of the circuit x2 is randomized. The evolution process starts from this initial gate order and ends when an optimal gate order with minimum net length is reached. The number of iterations is recorded as first visit time for that trial. After the trial is repeated for 120 000 times, we average the first visit times as MFVT. The empirically derived MFVT for both the SE method and the random search method, as well as the ratio of the two are listed in columns (h)-(i) in Table I . Note that with 120 000 trials, these imperial results are very close to what was predicted from theory.
V. CONCLUSION In this paper, we analyze the convergence properties of a generic SE algorithm for solving a combinatorial optimization problem. 6The total number of states grows exponentially as a function of IEl. Thus due to hardware constraints, we are able to conduct a small scale experiment in this paper. However, the results are typical for real world problems.
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We first establish that the algorithm presented corresponds to an ergodic Markov chain. As such, the globally optimal state can be reached within finite number of steps. We further propose to use the MFVT to the class of globally optimal states as a criterion to compare convergence rate. We applied this technique to a CMOS gate matrix layout problem and validated the results using Monte Carlo simulation. The two approaches yield highly consistent results. We feel the major contribution of this paper is to analytically demonstrate that the generic SE algorithm converges faster than a random search algorithm.
Functional Test Generation for Synchronous Sequential Circuits
M. K. Srinivas, James Jacob, and Vishwani D. Agrawal
Abstract-We present a novel, highly efficient functional test generation methodology for synchronous sequential circuits. We generate test vectors for the growth (G) and disappearance (D) faults using a cube description of the finite state machine (FSM). Theoretical results establish that these tests guarantee a complete coverage of stuck faults in combinational and sequential circuits, synthesized through algebraic transformations. The truth table of the combinational logic of the circuit is modeled in the form known as personality matrix (PM) and vectors are obtained using highly efficient cube-based test generation method of programmable logic arrays (PLA). Sequential circuits are modeled as arrays of time-frames and new algorithms for state justification and fault propagation through faulty PLA's are derived. We also give a fault simulation procedure for G and D faults. Experiments show that test generation can be orders of magnitude faster and achieves a coverage of gate-level stuck faults that is higher than a gate-level sequential-circuit test generator. Results on a broad class of small to large synthesis benchmark FSM's from MCNC support our claim that functional test generation based on G and D faults is a viable and economical alternative to gate level ATPG, especially in a logic synthesis environment. The generated test sequences are implementation-independent and can be obtained even when details of specific implementation are unavailable. For the ISCAS'89 benchmarks, available only in multilevel netlist form, we extract the PM and generate functional tests. Experimental results show that a proper resynthesis improves the stuck fault coverage of these tests.
I. INTRODUCTION
The growth (G) and disappearance (D) faults in the combinational function of a circuit are a subset of the faults normally modeled in the programmable logic array (PLA) implementation [l] . It is known that the tests for G and D faults cover all stuck faults in any two level implementation of the combinational logic [2] . For certain synthesis styles [3] , [4] , these tests will also cover all single stuck faults in the multilevel combinational circuit.
The main contribution of this paper is a sequential circuit test generation algorithm based on the G and D fault model and its implementation. Many sequential circuit test generators use the timeframe expansion method where the circuit is represented as an iterative array of its combinational logic [5] . At the core of such a method, there usually is a combinational test generation algorithm. In order to find a test sequence, the test generator repeatedly uses the combinational algorithm. Thus, the overall efficiency depends upon how well this algorithm performs. We model the combinational logic at the functional level by its personality matrix (PM) and develop an efficient cube-based test-generation algorithm to obtain test sequences for G and D faults in the finite state machine (FSM). Our recent research [2], [6] has shown the feasibility of this approach. In this paper, we give the theoretical validation of the fault model along with the algorithms and experimental results on a broad range of synthesized sequential circuits.
