Vapor deposited multilayers consisting of a low electrical resistivity conductor sandwiched between ferromagnetic metals such as cobalt or nickel-iron alloys sometimes exhibit giant magnetoresistance ͑GMR͒. The GMR properties of these films are a sensitive function of structure and defects in the films and therefore depend upon the processing conditions used for their synthesis. A three-dimensional molecular dynamics method has been developed to simulate the ͓111͔ growth of model Ni/Cu/Ni multilayers and was used to investigate the role of vapor atom impact energy upon the film structure and defects. High incident atom energies were found to lower interfacial roughness but promoted intermixing by an atomic exchange mechanism. Low incident energies reduced intermixing, but resulted in films with rough, defective interfaces. The simulations identified an intermediate incident energy between 1 and 2 eV that resulted in both low roughness and intermixing, and an anticipated large GMR effect. The simulation methodology was extended to explore the benefits of a modulated incident atom energy deposition strategy. When a thermal energy was used to deposit the first few monolayers of each new metal layer, intermixing by the exchange mechanism during subsequent hyperthermal energy deposition could be eliminated, and films with almost no interfacial roughness or intermixing could be grown. The modulated energy deposition method can be simply implemented using ion beam deposition.
I. INTRODUCTION
Vapor deposited metal multilayers consisting of 10-30 Å of low electrical resistivity metal sandwiched between 50 and 70 Å ferromagnetic layers can exhibit large ͑30% or more͒ changes in their electrical resistance when a magnetic field is applied. This giant magnetoresistive ͑GMR͒ effect was first discovered in Fe/Cr sandwiches in 1988, 1,2 but many material systems have since been found to exhibit the effect. Frequently studied examples include Co/Cu/Co, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] NiFe͑Co͒/Cu/NiFe͑Co͒, [21] [22] [23] [24] and NiCo/Cu/ NiCo systems. 25 The GMR effect is a result of spindependent electron scattering. [26] [27] [28] If the two ferromagnetic layers sandwiching the conductive ͑spacer͒ layer are antiferromagnetically aligned under ambient magnetic field conditions, spin-dependent electron scattering at the interfaces between the layers results in a relatively high electrical resistivity. If a sufficient magnetic field is applied to flip one of the magnetic moments, a ferromagnetically aligned sandwich can be created. The spin-dependent conduction electron scattering is then reduced, and the resistance of the film is decreased. GMR materials have significant technological importance because they can be used to develop highly sensitive magnetic field sensors, 29 read heads for disk drives, 30, 31 and magnetic random access memories that promise nonvolatility, radiation hardness, low power consumption, densities comparable to dynamic random access memory and access speeds comparable to static random access memory. 30, 31 All these applications require a high GMR ratio ͑defined as the maximum resistance change divided by the resistance at magnetic saturation͒, a low saturation magnetic field, a nearzero coercivity, a weak temperature dependence, and a high thermal stability. Many groups are now seeking to develop a vapor phase synthesis process that results in multilayers with this optimum combination of properties.
Although molecular beam epitaxy ͑MBE͒ techniques [8] [9] [10] 24 have been used to successfully produce GMR multilayers, better films have been formed by a variety of sputter deposition methods. [3] [4] [5] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] 32, 33 The fundamental reasons for this are not yet established, but theoretical studies and numerous experiments have indicated that the GMR properties are sensitive to nanoscale structural features of the films, their defect populations and the intrinsic properties of the material system. For instance, the lowest resistance appears to result from a sandwich structure with chemically separated planar interfaces. The GMR ratio therefore depends on nanoscale features of the multilayers such as the wavelength and amplitude of the interfacial roughness [3] [4] [5] 7, 11, 32 and the width and extent of interfacial chemical mixing. 32 It may also be affected by grain texture, [10] [11] [12] composition, 18, 21, 25 layer purity, 9 and the various types of lattice defects ͑including vacancies, voids, dislocations, and twins͒ trapped in the films. 34 The nanostructural characteristics of deposited films that define GMR properties are sensitively affected by the choice of the deposition processes. Different deposition processes essentially provide different ranges of processing conditions. Such conditions include the deposition temperature, the deposition rate, and the angle/energy of the atomic flux͑es͒ incident upon the substrate. The incident atomic fluxes are in turn a function of the many processing parameters that must be selected, and it is therefore not surprising that the search for a successful process has been prolonged. 3, 4, 11, 19 The modeling approach provides an alternative way to establish the relationships between the nanoscale interfacial structures of GMR multilayers and the processing conditions.
The present modeling work focuses upon the analysis of interfacial roughness and layer intermixing since these appear to be critically important for spin-dependent electron transport. The interfacial roughness of multilayers is inherented from the surface roughness at the moment when deposition of one material is switched to that of another. During the vapor deposition of metals, high surface roughness results from insufficient surface atom mobility during deposition. This is in turn controlled by deposition temperature, deposition rate, and the angle/energy of incidence of the depositing atoms. Here the effect of changing the energy of the incident atoms upon the roughness and intermixing of a model GMR system is studied at constant temperature, deposition rate and incident angle.
The impact energy of depositing atoms is a sensitive function of the types of process and conditions used for deposition. In molecular beam epitaxy, the depositing atoms have thermal energies usually less than 0.1 eV. In contrast, the energy of depositing metal atoms during diode or magnetron sputter deposition is a complicated function of processing parameters such as the background pressure, the substrate-target distance, the plasma power, and bias voltage. For example, sputtering experiments have shown that for most metal targets, the energy distribution of the atoms sputtered by energetic ͑e.g., ϳ keV͒ inert gas ions is hyperthermal and has a peak located between 1 and 4 eV and a high energy tail that can extend to 20 eV and above. 35 Recent molecular dynamics simulations of the argon bombardment of nickel targets indicated that the average energy of the sputtered nickel atoms increases roughly linearly with argon ion energy up to about an ion energy of 1 keV. 36 The sputtered atoms are also emitted with a cosine angular distribution. 37 However, since the metal atoms sputtered from a target usually collide with the background gas during their transport to a substrate, their energy is reduced and their angular distribution becomes more isotropic. Generally, in diode or magnetron sputtering, increasing the substrate-target distance or the background gas pressure decreases the incident energy and randomizes the incident angle of the depositing atoms at the substrate.
Experiments 38 and recent molecular dynamics ͑MD͒ simulations of thin film deposition have both shown that increasing the incident energy and reducing the fraction of the flux with an oblique incident angle decreases the surface roughness. [39] [40] [41] However, hyperthermal adatoms can cause bombardment damage ͑e.g., impact exchange 42 ͒ that could increase intermixing near an interface and create other types of defect. A detailed understanding of the effects of impact energy is therefore needed to identify the best energy for multilayer deposition and a deposition process that provides it.
To understand the atomic assembly processes that are active during film growth and to explore the functional dependence of interfacial roughness/intermixing upon the incident atomic flux requires an atomistic modeling approach. Either transition state ͑e.g., kinetic Monte Carlo͒ or molecular dynamics methods are potentially suitable for modeling physical vapor deposition processes. Kinetic Monte Carlo approaches use probabilistic methods to model the various jumps of atoms either on the surface or within the interior of a depositing film. The two-dimensional versions of these models deposit atoms on predetermined lattice sites. 43, 44 They are beginning to be used to investigate the evolution of surface morphology and structure as functions of the substrate temperature, deposition rate, and incident angle. 43 The results are in reasonable agreement with experimental observations of depositions under conditions where adatom migration is thermally activated. 38 However, these methods do not include the effects of nonthermal atomic jumping associated with the energetic impact of hyperthermal adatoms, and cannot therefore address the effect of the incident adatom energy upon morphology/structure which appears critical in GMR thin film deposition. 19, 32 The molecular dynamics approach uses Newton's law and interatomic potentials to solve for atom velocities and positions. As a result, it is simple to introduce the incident adatom's energy into the analysis, and MD calculations have already been used to explore the role of incident energy upon the mechanisms of atomic assembly during film deposition. [39] [40] [41] [45] [46] [47] Because the complete dynamics of the lattice are calculated in a MD simulation, the time step used in the calculation must be less than the shortest lattice vibration period ͑typically around 10 Ϫ15 s͒. This reduces the real time of deposition that can be analyzed to about a nanosecond for a crystal system of order of 100 Å. Consequently, the simulations require an accelerated rate of deposition in order to deposit enough atoms in the available computational time to reveal nanoscale structural features. Fortunately, the thicknesses of the layers in GMR multilayers is usually well below 100 Å, and at the ambient temperature typical of most multilayer depositions, the functional form of the relation between defect structures and adatom energy is expected to be relatively insensitive to the deposition rate. For example, recent calculations have indicated that the functional dependence of the vacancy concentration upon incident energy in thin films deposited at 300 K is almost independent of deposition rate between 0.1 and 10 7 m/min. 48 As a result, accelerated rate MD calculations promise to provide important insights into the effects of the incident atomic flux upon the deposited nanostructure.
In the present work, a three-dimensional MD model has been developed and used to simulate the ͓111͔ direction growth of model Ni/Cu/Ni multilayers. The model has been applied to identify the defects that form during deposition, and to establish the functional dependence of the interfacial roughness and intermixing on the incident energy of the depositing atoms. These results were used to identify a process that minimizes both roughness and mixing. The Ni/Cu/Ni system was chosen for simulations because of the importance of these two elements in today's GMR multilayers and the availability of an excellent embedded atom method potential for all the Cu-Ni alloys. 49 Growth in the ͓111͔ direction was selected for study because it has been the most usual texture encountered during the ambient temperature depositions. 15 
II. COMPUTATION METHOD

A. Interatomic potentials
A MD simulation of vapor deposition requires an interatomic potential that accurately describes the interaction force between metal atoms. Pair potentials have traditionally been used for MD calculations. 50, 51 Unfortunately, these potentials ignore the local atomic environment and cannot satisfactorily treat defective regions ͑such as a free surface͒ where the local atomic configurations are different from those of the bulk. Serious consequences of the pair potential approximation are its incorrect predictions that the elastic stiffness constant C 12 equals C 44 , and the vacancy formation energy approximately equals the sublimation energy. Here, the embedded atom method ͑EAM͒ potential originally developed by Daw and Baskes 52 has been used. This approach incorporates the local atomic environment, and correctly predicts both the elastic constants and the vacancy formation energy. The embedded atom method has been widely used to study a variety of defects in fcc metals, and when applied to surfaces, has given good results for the surface energy, the free surface relaxation, and the activation energies/preexponential factors for many surface diffusion pathways. [52] [53] [54] [55] High fidelity embedded atom method potentials for pure elements such as copper and nickel can be obtained by fitting the parameters of an EAM potential to measured material properties such as the sublimation energy, the equilibrium lattice constant, the elastic constants, and the vacancy formation energy. By further fitting to the heat of solution, Foiles obtained an embedded atom method potential for binary Cu-Ni alloys. 49 The potential of Foiles's was used in the present work with a potential interaction cut-off distance of 4.95 Å. This cut-off distance exceeds the third nearestneighbor distance, yielding a realistic description of fcc structure.
B. Molecular dynamics simulation of multilayer deposition
A molecular dynamics model of multilayer deposition was constructed by first defining the atomic coordinates of a nickel substrate. The orientation of the substrate was defined by letting the x, y, and z coordinates correspond to the ͓112͔, ͓111͔, and ͓110͔ directions, respectively ͑see Fig. 1͒ . The growth direction was taken to be the y-coordinate direction. The substrate crystal was created by assigning atomic positions to an assembly of 960 atoms based on a fcc lattice with an equilibrium nickel lattice constant, aϭ3.5196 Å. The substrate crystal consisted of 120 ͑224͒ planes in the x direction, 3 ͑111͒ planes in the y direction, and 16 ͑220͒ planes in the z direction. To reduce effects associated with the small crystal size, periodic boundary conditions were used in the x and z directions. Deposition was permitted by employing a free boundary condition at the growing (y) surface. To prevent the crystal from shifting during adatom impact and minimize the effect of the bottom surface, the bottom two ͑111͒ planes were fixed. Under this condition, atoms above the fixed region were beyond their interaction range with the atoms below the fixed region and the nickel substrate could then be viewed as extending indefinitely into the bulk. In a MD calculation, the motions ͑i.e., the velocities and positions͒ of all atoms are obtained as a function of time directly from Newton's equations of motion. 56 In such a MD approach, periodic boundary conditions are employed with periodic lengths fixed at the equilibrium crystal lengths in the corresponding coordinate directions. However, in multilayer deposition, two layers with different lattice constants exist. The crystal's size is then equilibrated under the stress imposed by neighboring layers and is dependent on the relative fraction of each material ͑which changes during deposition͒ as well as the detailed atomic configuration. As a result, the employment of periodic boundary conditions with periodic lengths fixed, by say the lateral dimensions of the equilibrium bulk substrate, can introduce unrealistic stresses and spurious interfacial defects during deposition. MD methods [57] [58] [59] [60] [61] [62] [63] [64] based on a Lagrangian form 65 of Newton's equations have recently been developed to simultaneously solve for the velocities and positions of atoms, and for the variation of lateral dimensions ͑including their relaxation due to deposition stresses and the thermal oscillation responsible for thermal expansion͒. This approach was used in the present work and the evolution of atomic structure was obtained by integrating the Lagrangian equations using Nordsieck's fifth-order predictor-corrector method. 66, 67 To establish the substrate temperature, an appropriate velocity distribution was assigned to the substrate atoms. 39 This velocity distribution was further equilibrated by running the MD calculation for 0.1 ps at the set temperature using a temperature controlling algorithm. 39 Deposition was then simulated by adding metal adatoms one by one, with a time interval determined by the overall deposition rate. The metal adatoms were injected into the system from random positions high above the crystal. They were then moved ballistically until they reached the interaction potential cut-off distance of the surface atoms. The adatom incident energy, E i , and the direction of incidence were set by assigning the corresponding velocity vector to the adatom. For all simulations, the incident direction of the adatoms was assumed to be normal, the substrate temperature was set at 300 K, and the deposition rate was fixed at 10 nm/ns.
The decrease in interatomic potential associated with an atom's condensation from vapor to solid results in a latent heat release. In addition, the remote kinetic energy of the vapor atoms is also converted into thermal energy of the solid during the deposition process. These two effects cause an increase in the film's temperature. To simulate the quasiisothermal deposition process that occurs in practice, a temperature control method 39 was applied to a subsurface region to keep that region at a fixed temperature of 300 K. To allow the various atomic assembly processes to occur on the surface, the atoms above the isothermal region were left free, and their motions were then completely determined by the interatomic forces. This naturally created a thermal gradient below the surface and permitted higher surface thermal energy to be dissipated in the temperature controlled region through conduction. To minimize the change in the thickness of this gradient, the thermostated region was propagated upwards during deposition. Since surface roughness develops during deposition, the temperature controlled region was propagated at 75% of the deposition rate to prevent it from passing beyond the deposited surface boundary. Multilayer deposition was simulated by alternatively depositing about 20 Å ͑ϳ10 monolayers͒ of copper followed by about 20 Å ͑ϳ10 monolayers͒ of nickel.
III. CONSTANT ENERGY DEPOSITION
A. Effects of incident energy
Numerous simulations were conducted with various incident atom energies, E i , between zero and 5.0 eV and a fixed ͑normal͒ incident angle, ϭ0. The simulations revealed a strong dependence of atomic scale structure upon the incident adatom energy. Figure 1 shows a typical set of results in which the incident energy was increased from 0.1 to 5 eV. In the figure, copper and nickel atoms are marked by light and dark spheres, respectively. It can be seen that at the low incident energies ͑ϳ0.1 eV or less͒ typical of either thermal evaporation ͑e.g., MBE͒ or high pressure ͑e.g., diode͒ sputtering, the interfaces exhibited both significant roughness and copper mixing in the subsequently deposited nickel layer. Interestingly, little mixing of nickel is seen in either of the deposited copper layers.
Increasing the incident energy from 0.1 to 5.0 eV significantly reduced the roughness of both the copper on nickel and the nickel on copper interfaces. Examination of Fig. 1 reveals that the nickel on copper interface appeared to be flatter than the copper on nickel interface at incident energies below 1.0 eV, but when the incident energy reached 3.0 eV, the roughness difference diminished, and both interfaces approached a saturation flatness. Increasing the incident energy from 0.1 to 1.0 eV also reduced the intermixing of copper in the nickel layer, but as the incident energy was further increased to 3.0 eV and above, the mixing began to again increase. Again copper atoms were dispersed in the subsequently deposited nickel layer much more significantly than nickel atoms were dispersed in the subsequently deposited copper layer.
A careful analysis of the simulations revealed several other types of defects, including vacancies, twins, and dislocations. Typical examples of twin and dislocation structures are displayed in Fig. 2 which shows a single ͓Fig. 2͑a͔͒ and two ͓Fig. 2͑b͔͒ ͑220͒ planes of a sample film deposited at an incident energy of 0.4 eV. Figure 2͑a͒ reveals several twins in the copper layer, and Fig. 2͑b͒ reveals several dislocations. It is interesting to note that in addition to 1 2 ͗110͕͘111͖ misfit dislocations on the ͑111͒ planes parallel to the interfaces ͓e.g., the dislocation at the substrate-film boundary in Fig. 2͑b͔͒,   1 2 ͗110͕͘111͖ misfit dislocations on the ͕111͖ planes that are not parallel to the interfaces were also found near the nickel on copper interface. These dislocations were trailed by a stacking fault ͑slipped region͒ extending towards the surface.
B. Energy dependence of interfacial roughness
Both the amplitude and wavelength of interfacial roughness are expected to influence the GMR ratio. To characterize the roughness of the simulated structures, an interfacial roughness parameter, r 1 , is defined that depends both on the height and the width of a surface asperity:
where h il and h ir are respectively the height measured from the left and right of the ith asperity, and w i is the width of this asperity ͑see Fig. 3͒ . Summation is conducted over the n asperities in the x direction. The value of r 1 as a function of incident energy is plotted in Fig. 4 for both the copper on nickel and the nickel on copper interfaces. Figure 4 shows that the interfacial rough- ness initially decreased with increasing incident energy, reached a minimum between about 2.0 and 3.0 eV for the nickel on copper interface and at about 4.0 eV for the copper on nickel interface, and then began to rise as the incident energy was increased beyond 4.0 eV.
When surface roughness is experimentally measured say by atomic force microscopy, the average deviation from the mean height of local asperities, r 2 , is usually obtained. 
͑2͒
The r 2 surface roughness parameter is also shown ͑on the right coordinate͒ in Fig. 4 . Fig. 5 . The samples used in Kools' experiments were prepared by magnetron sputter deposition with a background argon pressure between 1 and 10 mTorr and a ͑constant͒ target-substrate distance of 109 mm. Using MD predictions of the energy spectrum of sputtered copper 68 and a binary collision model for copper transport in an argon atmosphere, 69 the average incident atom energy was estimated to be about 0.1 eV at 10 mTorr and about 4.0 eV at 1 mTorr. These energies and the equivalent pressures are shown in Figs. 4 and 5. By comparing Figs. 4 and 5, it can be seen that the predicted decrease of roughness with incident energy in the low ͑thermal͒ energy range, the existence of a minimum roughness in the intermediate energy range, and the increase of roughness with incident energy in the high ͑hyperthermal͒ energy range were all also observed in the experiments.
C. Energy dependent interfacial roughening mechanisms
The results above indicate that the roughness of surfaces and interfaces formed during physical vapor deposition can be controlled by manipulating the energy of the impacting adatoms. To investigate the atomic scale mechanisms by which this is accomplished, detailed MD simulations of an adatom's impact with a surface asperity were conducted. A time-resolved analysis of the atom positions following an atom impact reveals that the adatom's energy is transferred to those of the asperities, resulting in their reconstruction.
To illustrate, copper and nickel crystals consisting of 24 ͑224͒, 9 ͑111͒, and 14 ͑220͒ planes in the x, y, and z directions were constructed using equilibrium lattice constants of 3.615 and 3.5196 Å for copper and nickel, respectively. A surface asperity was then created by introducing a surface tetrahedron on the crystal surface as shown in Fig. 6 . Single adatoms were directed to the center of the surface tetrahedron with a normal angle of incidence (ϭ0°) and different incident energies. The subsequent evolution of the atomic configurations was determined by a MD calculation. To aid tracking of the trajectories of both the adatom and the four surface atoms constituting the surface asperity, Fig. 6 uses different colors for each of these five atoms. For clarity, only three surface atomic planes are displayed in Fig. 6 . The effect of the incident atom kinetic energy on a surface asperity can be clearly seen by comparing the ''stop-action'' series of results of Fig. 6͑a͒ for an incident energy of 0.1 eV with those of Fig. 6͑b͒ for an incident energy of 5.0 eV. Figure 6͑a͒ clearly shows that during low incident energy deposition, adatoms tended to attach to the cradle sites on the sidewalls of surface asperities, and these asperities then grew to create a rough surface. On the other hand, Fig.  6͑b͒ indicates that during high incident energy deposition, the adatom could first knock down the ͑blue͒ atom from the top of the tetrahedron ͑at tϭ0.40 ps͒. The adatom could then penetrate into the center of the four colored atoms, forming a single layer, five atom cluster ͑at tϭ0.85 ps͒. In this particular simulation, sufficient energy remained to activate a small lateral migration of the entire one-layer cluster. The impact energy induced reconstruction of the asperity to form a flat partial surface clearly promotes a layer-by-layer growth mode and results in smoother films. It can be seen from Fig.  6͑b͒ that the entire impact reconstruction process was completed within 10 Ϫ12 s. This is very fast compared with the time scale of a purely thermal reconstruction. Figures 1 and 4 both show that for the same incident energy below 1.0 eV, the roughness of the nickel on copper interface is always lower than that of copper on nickel. Additional MD calculations have indicated that a critical incident energy is required to produce a locally flat surface by the process shown in Fig. 6͑b͒ . This threshold energy is about 0.7 eV for copper on copper impacts and about 1.1 eV for nickel on nickel impacts. The lower critical energy for the copper on copper reconstruction is consistent with the results of the molecular statics ͑MS͒ calculations that the energy barriers of atomic jumps on copper are always lower than those of the equivalent jumps on nickel. 53 The observation that the energy barriers for atomic jumps, and thus the critical incident kinetic energies to reconfigure a surface asperity, are lower on a copper surface than on a nickel surface helps explain why flattening occurred at a lower adatom energy for the nickel on copper interface. It is interesting to note that the critical incident energy for a nickel adatom to destroy a surface tetrahedron on a nickel surface is about 1.1 eV, which is about the incident energy level where nickel on copper and copper on nickel interfaces have comparable roughness as seen in Fig. 4 .
Detailed examination of the atomic configurations shown in Fig. 1 indicated that at the highest incident energies, extensive interfacial mixing had occurred. This mixing resulted in ''diffuse'' interfaces, and an apparent increase of roughness at high adatom energy, Fig. 4 . As discussed more fully later, the interplay between destruction of surface asperities and formation of a diffuse interface appears to be responsible for the crossing of the roughness curves and the existence of a minimum interfacial roughness in Fig. 4 .
D. Energy dependent interfacial mixing
Molecular dynamics simulations of Ni/Cu/Ni deposition indicated significant copper mixing in the nickel layer. Figure 1 qualitatively indicates that the degree of copper mixing is affected by the incident energy. To quantify the relationship between copper mixing and deposition energy, a criterion is needed to identify when a copper atom is in a nickel layer and vice versa. The approach used here was based upon an identification of the atomic neighbors of each atom. If a copper atom is isolated on a Cu-Ni interface, it must have at least three copper nearest neighbors in order for it to be attached to a cradle from the copper side of the interface. In an fcc structure, each atom has twelve nearest neighbors, and so a copper atom located on a perfect ͑flat ͕111͖͒ Cu-Ni interface will have nine ͑or less͒ nickel nearest neighbors. The only way for a copper atom to have more than nine nickel neighbors is for it to be dispersed in a nickel layer. Because interfaces are usually not perfect, a better criterion for identifying a copper atom mixed in nickel is that it has more than eight nickel nearest neighbors. A probability of mixing for copper, p, was therefore defined as the number of the copper atoms with at least eight nickel nearest neighbors divided by the total number of the copper atoms deposited.
The calculated mixing of copper as a function of incident energy is shown in Fig. 7 . It can be seen that copper mixing initially decreased with increasing incident energy, reached a minimum at an incident energy of 1.0-2.0 eV, and then increased significantly with increasing incident energy. Serious copper mixing ( pϭϳ1.7%) occurred when the incident energy approached 5.0 eV.
A direct experimental confirmation of the copper intermixing probability, p, shown in Fig. 7 32 the extent of copper mixing into a nickel rich permalloy layer was related to a thickness, t d , within which the permalloy lost its magnetism due to copper contamination. Measured 2t d values as a function of argon background pressure are reproduced in Fig. 8 , where the argon pressure range has been converted into estimated incident energy range as described above. The predicted trend of the copper intermixing with incident energy is clearly seen in the t d data of Kools' experiment. In particular, the existence of a minimum intermixing at a pressure of about 8 mTorr ͑near 1 eV͒ is in good agreement with the simulations. The experimental data in Fig. 8 also indicate that the degree of mixing after high energy deposition is significantly greater than after a low energy deposition as seen in the MD simulations.
E. Energy dependent intermixing mechanisms
A detailed examination of the MD results shown in Fig.  1 revealed that previously deposited copper atoms migrated ͑mixed͒ into subsequently deposited nickel layers much more frequently than already deposited nickel atoms migrated into subsequently deposited copper layers. Earlier Monte Carlo calculations and a variety of experiments 49, [70] [71] [72] have shown a strong tendency for copper to segregate on the surface of Cu-Ni alloys because the surface energy of copper is lower than that of nickel 55 and the larger atomic size of copper releases the surface ''tension'' stress. As a result, there always exists tendency for some copper atoms to attempt to float on a growing nickel surface. These floating copper atoms can then become trapped in the nickel layer, resulting in regions of mixing near the nickel on copper interface. This process is significant for low deposition rate experiments conducted at high substrate temperatures where atomic hopping is dominant. However, during the low temperature, high rate deposition simulated in the present work, thermally activated atomic hopping was kinetically constrained, and a purely thermal diffusion mechanism was unable to significantly disperse copper in a nickel layer. As a result, the surface segregation cannot fully account for the copper mixing observed here. Also a purely thermal diffusion mechanism is unable to rationalize the simulated and experimentally observed dependence of mixing upon the impact energy of atoms, Figs. 7 and 8.
A detailed time-resolved analysis of the MD simulations indicated that the mixing of copper in subsequently deposited nickel layers resulted from the ejection of copper atoms from a copper layer during energetic nickel atom impacts. 71 To show the effect, impacts on flat ͑111͒ surfaces were used. The crystal geometry used was the same as the one shown in Fig. 6 except that the surface tetrahedron was removed. A single adatom with incident energy, E i , was injected to impact ͑at normal incidence͒ the free surface at a random location.
A typical result is shown in Fig. 9 where a series of ''stop-action'' pictures reveal details of the atomic process activated by the impact of a 15.0 eV nickel adatom with a flat copper ͑111͒ surface. For clarity, the adatom and the two copper surface atoms that changed their lattice sites during the event are displayed with different colors and only three atomic planes of the copper film are shown. It can be seen that at an incident energy of 15.0 eV, the impacting nickel atom exchanged with a surface copper atom within 1 ps. The path of the exchange began with the ͑red͒ nickel adatom penetrating into the surface to occupy a surface lattice site by knocking the ͑yellow͒ copper atom at that site into the bulk ͑at tϭ0.15 ps͒. The yellow atom then recoiled back to occupy a different surface lattice site and ejected the ͑blue͒ copper atom at that site onto the surface ͑at tϭ0.30 ps͒. Finally, the ejected blue atom retained sufficient energy to migrate away from the yellow atom, coming to rest approximately 0.65 ps after the impact was initiated.
The mechanism described above indicates that the probability of exchange is likely to increase with the adatom energy. It is also likely to be affected by the exact location of the impact, and the exact position/velocity of the atoms near the impinging site at the instant of the impact. To include these statistical aspects of the exchange process, 50 MD runs were performed for each E i value, and the probability of the exchange deduced. Figure 10 shows a summary of the exchange probabilities for nickel adatoms impacting a flat copper surface as well as copper adatoms impacting a flat nickel surface. It can be seen that the probability for a nickel adatom to exchange with a copper surface atom was always much higher than that for a copper adatom to exchange with a nickel surface atom. The energy barrier for exchanging a copper adatom with a nickel surface atom therefore appears to be higher than for exchanging a nickel adatom with a copper surface atom. To quantify this, the energy barriers for the exchange were calculated using molecular statics.
A copper or nickel adatom was first placed at either an fcc or an hcp site of a ͑111͒ nickel or copper surface. The equilibrium configuration and the associated energy was then determined by energy minimization procedure using the conjugate gradient method. 73 The adatom was then stepped in the negative y direction ͑penetrating into the surface͒ until an exchange event was induced. The energy profile associated with this stepping was determined by minimizing the energy of the crystal with the adatom motion constrained in the plane normal to the stepping direction. The energy barrier was calculated as the energy peak in the profile. The four calculated energy barriers, corresponding respectively to exchanges between an fcc nickel adatom and a copper surface atom, an hcp nickel adatom and a copper surface atom, an fcc copper adatom and a nickel surface atom, and an hcp copper adatom and a nickel surface atom are listed in Table  I .
It can be seen from Table I that the absolute values of the energies for exchanges on flat surfaces are well above that thermally available at 300 K (kTϳ0.03 eV), confirming our observation that thermal diffusion is too slow to account for the mixing observed in the MD simulations. Depending on the site, the energy barrier for a nickel adatom to exchange with a copper surface atom lies in the range between 1.2 and 1.5 eV. This is much lower than the 3.3-4.4 eV energy barrier range for a copper adatom to exchange with a nickel surface atom. As a result, there is a much higher probability for the athermal exchange of a nickel adatom with a copper surface atom than vice versa.
During an impact event of a real deposition process, the incident energy is continuously dissipated into the lattice and the impact site/adatom trajectory may locally deviate from that of the minimum energy path used for the molecular statics calculations. Consequently, the adatom energy required to cause a significant probability of exchange can be higher than the values listed in Table I . Figure 10 shows that significant exchanges begin to occur only when the incident energies are above about 5.0 eV for Ni impacting copper and 15.0 eV for copper impacting nickel. This analysis clearly shows that the impact of a nickel atom on a copper surface is more likely to eject a copper atom than vice versa. While it reveals that the ejected copper atoms can then be entrained in the nickel deposit to form the mixing observed in Fig. 1, it Reduced energy thresholds for intermixing can result from the nonperfect form of the surface during a deposition process. Many terraces, ledges, and vacant lattice sites exist on a growing surface during deposition. To illustrate the significance of these defects, the impact near a surface ledge was simulated by removing half of the top atomic plane from the crystals shown in Fig. 9 . This resulted in a ͓110͔ ledge on a ͑111͒ surface as shown in Fig. 11 . To ensure that an impact atom fell near the ledge, the adatom was introduced at a random location on a plane placed midway between the ledge atom row and the next adjacent atom row ͑see the top figure in Fig. 11͒ . The resulting exchange between a 0.6 eV nickel adatom and a copper atom at the ledge is shown in Fig. 11 . Again, only the adatom and the atom directly involved in the lattice site transition are colored. It can be seen that the relatively low energy ͑red͒ adatom penetrated into a ledge site and ejected the ͑green͒ atom at that site onto the free surface where it could then become entrained in a subsequently deposited nickel layer.
Exchange probabilities for a ledge impact process were calculated, and the results are plotted in Fig. 12 . It can be seen that like impacts with a flat surface, the probability for the exchange between a nickel adatom with a copper surface atom is much higher than that between a copper adatom with a nickel surface atom. However, the ledge site threshold incident energies for exchange are much lower than those of the flat ͑111͒ surface. Figure 12 shows that even at an energy of 0.5 eV, the probability of exchange of a nickel adatom with a copper surface atom is high. Using molecular statics, the energy barriers for the exchanges at a ledge site were computed and the results are listed in Table II . It should be pointed out that the energy barriers depend on the location of the ledge because the relation between the adatom and the atoms on the ledge varies. For the ledge considered, the adatom added at the hcp site has two nearest neighbors on the ledge, while the adatom added at the fcc site has only one nearest neighbor on the ledge. By comparing the results in Tables I and II , it can be seen that the higher exchange probabilities for a ledge site are a result of the significantly lower energy barriers. This indicates that intermixing is much more likely to occur on rough and/or defective growth surfaces.
The exchange mechanism of intermixing can now rationalize the dependence of intermixing upon incident energy observed in Figs. 1 and 7 . The lower energy barriers for the exchange of a nickel adatom with a copper surface atom is the fundamental reason for the observation that copper is mixed in the nickel overlayers but not vice versa. At low incident energies, the growing surfaces are rough and defective, and exchanges are therefore able to occur relatively easily because of the low average energy barriers of this type of surfaces. As a result, copper intermixing is expected to be moderately high at low incident energies. As the incident energy increases, the surface roughness decreases, and the copper intermixing is reduced because of the higher average energy barriers. This trend continues until the incident energy reaches about 2.5 eV. Above this energy, further surface flattening is small, and the change of average energy barriers is no longer significant. However, the probability of exchange continues to increase with incident energy, and so the copper intermixing begins to increase with energy as seen in Fig. 7 . Finally, it is noted that intermixing can cause a ''diffuse'' interface, leading to a virtual increase in interfacial roughness. This accounts for the observation from Fig. 4 that interfacial roughness begins to rise at large incident energies.
IV. MODULATED ENERGY DEPOSITION
The atomistic scale calculations above have indicated that high energy depositions promote flat interfaces but at the expense of intermixing by an exchange mechanism. Figures  4 and 7 indicate that the incident energy for the best combination of interfacial roughness and intermixing lies between 1.5 and 2.5 eV. The detailed atomistic picture that has emerged from the analyses above enables the exploration of other deposition strategies that might further improve both roughness and intermixing.
Since flat surfaces are promoted by high energy deposition, high impact energies should be used to terminate the growth of a metal ͑nickel or copper͒. Because intermixing decreases as the incident atom energy is reduced, the use of a very low energy to then deposit the first few monolayers of a new metal ͑copper or nickel͒ avoids intermixing by the exchange mechanism. Once complete coverage by 4-5 monolayers has been achieved, the subsequent deposition of the energetic atoms needed to flatten the layer is much less likely to cause intermixing. It should then be possible to use energy modulation during growth to promote flatness without inducing intermixing between the different metals. To test this notion, multilayer depositions were simulated using a fixed low energy (E 1 ) of 0.1 eV for about the first five monolayers of each new metal, and then a higher energy (E h ) for the remainder of the layer. The calculated atomic structures for normal incidence are shown for different values of E h in Fig. 13 .
Compared with the best outcome of the single energy strategy, Figs. 1͑b͒ or 1͑c͒, Fig. 13 shows that the energy modulation strategy resulted in a significant improvement in both the interfacial roughness and the degree of intermixing. To quantify the improvement, the roughness of both interfaces and the degree of copper mixing in the nickel layer were calculated as a function of E h , and the results are respectively shown in Figs. 14 and 15. It can be seen that because the exchange mechanism is more difficult on flat surfaces, increasing E h not only improved the interfacial smoothness, but it also reduced the mixing. This strategy of modulating the incident energy is rather simple to implement in an ion-beam deposition system where the incident energy of the metal atoms can be controlled by varying either the sputtering ion energy or the background pressure. ͑1͒ Increasing the incident adatom energy reduces the interfacial roughness. Detailed analyses indicated that energetic ͑hyperthermal͒ adatoms transfer kinetic energy to atoms near the impact site and induce athermal atomic jumping to stable terrace edge sites. This promotes layer-by-layer growth and flat interfaces.
͑2͒ When adatom energies of 2 eV and above were used for deposition, significant intermixing at the nickel on copper interface was observed. Very little intermixing was observed at the copper on nickel interface. An exchange mechanism has been identified as the primary mechanism of intermixing. The mixing asymmetry was linked to the energy barriers for atom exchanges. The barriers for a nickel adatom to exchange with a copper surface atom were found to be much lower than vice versa.
͑3͒ The threshold energy for the exchange decreased near terrace edges and other defective sites on the surface. Rough growth surfaces therefore promoted atomic interchange and consequent intermixing during deposition. As a result, interfacial mixing is significant at both low and high incident energies, and is minimized at an intermediate energy of between one and two electron volts.
͑4͒ A modulated energy deposition method that uses low incident energies to deposit the first few monolayers of each new metal layer and higher energies for the remainder was found to result in the best ͑smallest͒ combination of interfacial roughness and interfacial mixing. This approach appears to be promising for synthesizing GMR multilayers and can be simply implemented by varying the incident kinetic energy of the sputter ions in an ion beam deposition process.
