We present new combinatorial approximation algorithms for the k-set cover problem. Previous approaches are based on extending the greedy algorithm by efficiently handling small sets. The new algorithms further extend these approaches by utilizing the natural idea of computing large packings of elements into sets of large size. Our results improve the previously best approximation bounds for the kset cover problem for all values of k ≥ 6. The analysis technique used could be of independent interest; the upper bound on the approximation factor is obtained by bounding the objective value of a factor-revealing linear program.
Introduction
Set cover is a fundamental combinatorial optimization problem with many applications. Instances of the problem consist of a set of elements V and a collection S of subsets of V and the objective is to select a subset of S of minimum cardinality so that every element is covered, i.e., it is contained in at least one of the selected sets.
The natural greedy algorithm starts with an empty solution and augments it until all elements are covered by selecting a set that contains the maximum number of elements that are not contained in any of the previously selected sets. Denoting by n the number of elements, it is known by the seminal papers of Johnson [10] , Lovasz [13] , and Chvátal [1] that the greedy algorithm has approximation ratio H n . The tighter analysis of Slavík [14] improves the upper bound on the approximation ratio to ln n − ln ln n + O (1) . Asymptotically, these bounds are tight due to a famous inapproximability result of Feige [3] which states that, for any constant > 0, there is no (1 − ) ln n-approximation algorithm for set cover assuming that not all problems in NP have algorithms running in subexponential time n O(log log n) .
An interesting variant is k-set cover where every set of S has size at most k. Without loss of generality, we may assume that S is closed under subsets. In this case, the greedy algorithm can be equivalently expressed as follows:
Greedy phases: For i = k down to 1 do:
Choose a maximal collection of disjoint i-sets.
An i-set is a set that contains exactly i previously uncovered elements and a collection T of disjoint i-sets is called maximal if any other i-set intersects some of the sets in T .
A tight bound of H k on the approximation ratio of the greedy algorithm is well known in this case [10, 13] . Since the problem has many applications for particular values of k and due to its interest from a complexity-theoretic viewpoint, designing algorithms with improved second order terms in their approximation ratio has received much attention. Currently, there are algorithms with approximation ratio H k − c where c is a positive constant. Goldschmidt et al. [4] were the first to present a modified greedy algorithm with c = 1/6. This value was improved to 1/3 by Halldórsson [6] and to 1/2 by Duh and Fürer [2] . Recently, Levin [12] further improved the constant to 98/195 ≈ 0.5026 for k ≥ 4. On the negative side, Trevisan [15] has shown that, unless subexponential-time deterministic algorithms for NP exist, no polynomial-time algorithm has an approximation ratio of ln k − Ω(ln ln k).
The main idea that has been used in order to improve the performance of the greedy algorithm is to efficiently handle small sets. The algorithm of Goldschmidt et al. [4] uses a matching computation to accommodate as many elements as possible in sets of size 2 when no set of size at least 3 contains new elements. The algorithms of Halldórsson [5, 6] and Duh and Fürer [2] handle efficiently sets of size 3. The algorithm of [2] is based on a semi-local optimization technique. Levin's improvement [12] extends the algorithm of [2] by efficiently handling sets of size 4.
A natural but completely different idea is to replace the phases of the greedy algorithm associated with large sets with set-packing phases that also aim to maximize the number of new elements covered by large maximal sets. The approximation factor will not get worse (due to the maximality condition) but it has been left as an open problem in [12] whether this leads to any improvement in the approximation bound. This is the aim of the current paper: we show that by substituting the greedy phases in the algorithms of Duh and Fürer with packing phases, we obtain improved approximation bounds for every k ≥ 6 which approach H k − 0.5902 for large values of k.
In particular, we will use algorithms for the k-set packing problem which is defined as follows. An instance of k-set packing consists of a set of elements V and a collection S of subsets of V each containing exactly k elements. The objective is to select as many as possible disjoint sets from S. When k = 2, the problem is equivalent to maximum matching in graphs and, hence, it is solvable in polynomial time. For k ≥ 3, the problem is APX-hard [11] ; the best known inapproximability bound for large k states that it is not possible to approximate k set-packing within Ω( log k k ) unless P = NP [7] . Note that any maximal collection of disjoint subsets yields a 1/kapproximate solution. The best known algorithms have approximation ratio 2− k for any > 0 [8] and are based on local search; these are the algorithms used by the packing phases of our algorithms.
Our analysis is based on the concept of factor-revealing LPs which has been introduced in a different context in [9] for the analysis of approximation algorithms for facility location. We show that the approximation factor is upper-bounded by the maximum objective value of a factor-revealing linear program. Hence, no explicit reasoning about the structure of the solution computed by the algorithms is required. Instead, the performance guarantees of the several phases are used as black boxes in the definition of the constraints of the LP.
The rest of the paper is structured as follows. We present the algorithms of Duh and Fürer [2] as well as our modifications in Sect. 2. The analysis technique is discussed in Sect. 3 where we present the factor-revealing LP lemmas. Then, in Sects. 4 and 5, we present the proofs of our main results. We conclude in Sect. 6.
Algorithm Description
In this section we present the algorithms considered in this paper. We start by giving an overview of the related results in [2] ; then, we present our algorithms and main statements.
Besides the greedy algorithm, local search algorithms have been used for the k-set cover problem, in particular for small values of k. Pure local search starts with any cover and works in steps. In each step, the current solution is improved by replacing a constant number of sets with a (hopefully smaller) number of other sets in order to obtain a new cover. Duh and Fürer introduced the technique of semi-local optimization which extends pure local search. In terms of 3-set cover, the main idea behind semi-local optimization is that once the sets of size 3 have been selected, computing the minimum number of sets of size 2 and 1 in order to complete the covering can be done in polynomial time by a matching computation. Hence, a semi-local (s, t)-improvement step for 3-set cover consists of the deletion of up to t 3-sets from the current cover and the insertion of up to s 3-sets and the minimum necessary 2-sets and 1-sets that complete the cover. The quality of the cover produced by an improvement is defined by the total number of sets in the cover while in case of two covers of the same size, the one with the smallest number of 1-sets is preferable. Semi-local optimization for k ≥ 4 is much similar; local improvements are now defined on sets of size at least 3 while 2-sets and 1-sets are selected optimally. The analysis of [2] shows that the best choice of the parameters (s, t) is (2, 1) and that, somehow surprisingly, higher values of s and t do not yield better solutions in general. 
The theorem follows by summing the three inequalities.
This algorithm has been used as a basis for the following algorithms that approximate k-set cover. We will call them GSLI k, and GRSLI k, , respectively.
Greedy phases:
Choose a maximal collection of i-sets. Semi-local optimization phase: Set i = . Run the semi-local (2, 1)-optimization algorithm on the remaining instance. Choose a maximal collection of disjoint i-sets so that the choice of these i-sets does not increase the number of 1-sets in the final solution. Semi-local optimization phase: Set i = 3. Run the semi-local optimization algorithm on the remaining instance.
Theorem 3 (Duh and Fürer
We will modify the algorithms above by replacing each greedy phase with a packing phase for handling sets of not very small size. We use the local search algorithms of Hurkens and Schrijver [8] in each packing phase. The modified algorithms are called PSLI k, and PRSLI k, , respectively.
A local search algorithm for set packing uses a constant parameter p (informally, this is an upper bound on the number of local improvements performed at each step) and, starting with an empty packing Π , repeatedly updates Π by replacing any set of s < p sets of Π with s + 1 sets so that feasibility is maintained and until no replacement is possible. Clearly, the algorithm runs in polynomial time. It has been analyzed in [8] . (See also [5] for related investigations).
Theorem 4 (Hurkens and Schrijver [8]) The local search t-set packing algorithm that performs at most p local improvements at each step has approximation ratio
As a corollary, for any constant > 0, we obtain a 2− t -approximation algorithm for t-set packing by using p = O(log t 1/ ) local improvements. Our algorithms PSLI k, and PRSLI k, simply replace each of the greedy phases of the algorithms GSLI k, and GRSLI k, , respectively, with the following packing phase:
Packing phases:
Select a maximal collection of disjoint i-sets using a 2− i -approximation local search i-set packing algorithm.
Our first main result (Theorem 5) is a statement on the performance of algorithm PSLI k, (for = 4 which is the best choice).
Theorem 5 For any constant
+ for k ∈ {5, 7, 9, 11, 13}, and at most
for k ≥ 19, as well as the improvement of Levin [12] for k ≥ 21. For large values of k, the approximation bound approaches H k − c with c = ln 2 − 1/6 ≈ 0.5264. Algorithm PSLI k, has been mainly included here in order to introduce the analysis technique. As we will see in the next section, the factor-revealing LP is simpler in this case. Algorithm PRSLI k, is even better; its performance (for = 5) is stated in the following theorem.
Theorem 6 For any constant
Algorithm PRSLI k,5 achieves better approximation ratio than the algorithm of Levin [12] for every k ≥ 6. For example, the approximation ratio of Table 1 for a comparison between the algorithms discussed in this section.
Analysis through Factor-Revealing LPs
Our proofs on the approximation guarantee of our algorithms essentially follow by computing upper bounds on the objective value of factor-revealing linear programs whose constraints capture simple invariants maintained in the phases of the algorithms. In this section, we describe how these linear programs are obtained. 
Each separate phase of the algorithms can be a packing phase, a restricted phase, or the final semi-local optimization phase and is identified by the value of variable i; the term "phase associated with i" is used in order to refer to each separate phase.
Consider an instance (V , S) of k-set cover. For any phase of the algorithms associated with i (i = , . . . , k for algorithm PSLI k, and i = 3, . . . , k for algorithm PRSLI k, ), consider the instance (V i , S i ) where V i contains the elements in V that have not been covered in previous phases and S i contains the sets of S which contain only elements in V i . Denote by OPT i an optimal solution of instance (V i , S i ); we also denote the optimal solution OPT k of (V k , S k ) = (V , S) by OPT . Since S is closed under subsets, without loss of generality, we may assume that OPT i contains disjoint sets. Furthermore, it is clear that 
The i-set packing algorithm executed on packing phase associated with i includes in i-sets the elements in
Denote by ρ i the approximation ratio of the i-set packing algorithm executed on the phase associated with i. Since at the beginning of the packing phase associated with i, there exist at least a i,i |OPT | i-sets, the i-set packing algorithm computes at least ρ i a i,i |OPT | i-sets, i.e., covering at least iρ i a i,i |OPT | elements from sets in
So far, we have defined all constraints for the factor-revealing LP of algorithm PSLI k, . Next, we bound from above the number of sets computed by algorithm PSLI k, as follows. Let t i be the number of i-sets computed by the i-set packing algorithm executed at the packing phase associated with i ≥ + 1. Clearly,
By Theorem 1, we have that
Hence, by (4) and (5), it follows that the approximation guarantee of algorithm
Hence, an upper bound on the approximation ratio of algorithm PSLI k, follows by maximizing the right part of (6) subject to the constraints (1) for i = , . . . , k and (3) for i = + 1, . . . , k with variables a i,j ≥ 0 for i = , . . . , k and j = 1, . . . , i. Formally, we have proved the following statement.
Lemma 7
The approximation ratio of algorithm PSLI k, when a ρ i -approximation i-set packing algorithm is used at phase i for i = + 1, . . . , k is upper-bounded by the maximum objective value of the following linear program:
Each packing or restricted phase of algorithm PRSLI k, satisfies (3); a restricted phase associated with i = 4, . . . , computes a maximal i-set packing and, hence, ρ i = 1/i in this case.
In addition, the restricted phases impose extra constraints. Denote by b 1 , b 2 , and b 3 the ratio of the number of 1-sets, 2-sets, and 3-sets computed by the semi-local optimization phase over |OPT |, respectively. The restricted phases guarantee that the number of the 1-sets in the final solution does not increase, and, hence,
Following the proof of Theorem 1, we obtain b 1 + b 2 ≤ a 3,1 + a 3,2 + a 3,3 while it is clear that b 1 + 2b 2 + 3b 3 = a 3,1 + 2a 3,2 + 3a 3, 3 . We obtain that the number t 3 of sets computed during the semi-local optimization phase of algorithm PRSLI k, is
Reasoning as before, we obtain that (4) gives the number t i of i-sets computed during the packing or restricted phase associated with i = 4, . . . , k. By (4) and (8), we obtain that the performance guarantee of algorithm PRSLI k, is
Hence, an upper bound on the approximation ratio of algorithm PRSLI k, follows by maximizing the right part of (9) subject to the constraints (1) for i = 3, . . . , k, (3) for i = 4, . . . , k, and (7), with variables a i,j ≥ 0 for i = 3, . . . , k and j = 1, . . . , i, and b 1 ≥ 0. Formally, we have proved the following statement.
Lemma 8
The approximation ratio of algorithm PRSLI k, when a ρ i -approximation i-set packing algorithm is used at phase i for i = + 1, . . . , k is upper-bounded by the maximum objective value of the following linear program:
We are now ready to prove our main results. In the next two sections, we show that the maximum objective values of the factor-revealing LPs for algorithms PSLI k, 4 and PRSLI k,5 are upper-bounded by the values stated in Theorems 5 and 6. In order to prove this, it suffices to find feasible solutions to the dual LPs that have these values as objective values.
Proof of Theorem 5
The dual of the factor-revealing LP of algorithm PSLI k,4 is: 
In order to get an idea of how a feasible solution with objective value close to the optimal one for the above linear program looks, we have solved it using Matlab for several values of k and = 0. In all these experiments, we have observed that the last constraint on β i 's becomes tight. So, in our proof, we set the values of β i 's so that these constraints are tight while the values of γ i 's are set appropriately so that the remaining constraints of the linear program are feasible.
In our proof, we distinguish between two cases depending on whether k is even or odd. 
. . , k − 1, i.e., so that the last constraint on β i for i = 4, . . . , k becomes tight.
We will show that all the constraints of the dual LP are satisfied. Clearly,
, by the definition of γ i for i = 5, . . . , k − 2, we have that
and, hence,
.., k − 1. Now, the definition of β i 's yields 
The first inequality follows since 2H k−2 − 2H k/2−1 + 1 k−1 is increasing in k (this can be easily seen by examining the original definition of γ 5 ) and since lim t→∞ H t / ln t = 1.
We have shown that all the constraints of the dual LP are satisfied, i.e., the solution is feasible. In order to compute the objective value, we use the definition of the β i 's and equality (10) . We obtain
where the last inequality follows since
Case 2: k is odd. We set
i.e., γ 5 = 1/45 for k ∈ {5, 7, 9, 11, 13} and 
We will show that all the constraints of the dual LP are satisfied. If k ≥ 7, observe that γ 5 + γ 6 = 1 30 . By the definition of γ i for i = 7, . . . , k − 1, we have
. . , k − 1. Now, the definition of β i 's yields 
By the definition of γ 5 , we have that γ k−1 ≥ 0. In particular, γ k−1 = 0 for k ≥ 15 while, by inspection, we obtain that
for k ∈ {5, 7, 9, 11, 13} and, hence,
The second inequality guarantees that the first constraint on b k is satisfied for j = 1, . . . , k − 1.
We have shown that all the constraints of the dual LP are satisfied, i.e., the solution is feasible. In order to compute the objective value, we use the definition of β i 's and equality (11) . We obtain
Now, since γ 5 = 1/45 when k ∈ {5, 7, 9, 11, 13}, we obtain that
By duality, k i=4 β i is an upper bound on the maximum objective value of the factor-revealing LP. The theorem follows by Lemma 7.
Proof of Theorem 6
The dual of the factor-revealing LP for algorithm PRSLI k,5 is:
, i = 4, 5,
, i = 4, 5, j = 2, . . . , i − 1,
Not surprisingly, the dual of the factor-revealing LP for algorithm PRSLI k,5 is more complicated than the one for algorithm PSLI k, 4 . While the constraints on β i for i ≥ 6 are the same as before, the remaining constraints are different. In addition, the existence of variables δ 3 , δ 4 , and δ 5 further complicates the linear program. Again, in our proof, we have used as a guide the solution of the linear program for several values of k and = 0 using Matlab. In all these experiments, we have observed that the last constraint on β i for i ≥ 6 becomes tight. In addition, most of the constraints on β 3 , β 4 , and β 5 are tight as well. So, in our proof, we set the values of β i 's so that these constraints are tight while the values of γ i 's and δ 3 , δ 4 , and δ 5 are set appropriately so that the remaining constraints of the linear program are feasible.
In our proof, we distinguish between two cases depending on whether k is odd or even.
We also set δ 3 = 0, δ 4 = 1/6, δ 5 = 17/60 − 4γ 6 , β 3 = 1/3, β 4 = 1/4, β 5 = 11/30 − 5γ 6 , β k = 1 + (k − 2 + )γ k , and
, by the definition of γ i for i = 6, . . . , k − 2, we have
. . , k − 1. Now, the definition of β i 's yields
for i = 6, . . . , k − 1 and j = 1, . . . , i − 1. Note that the first inequality guarantees that the first constraint on b i is satisfied for j = 1, . . . , i − 1. Hence, all the constraints on β i for i = 6, . . . , k − 1 are satisfied. The constraints on β k are also maintained.
The constraints on β 3 and β 4 can be easily verified by trivial calculations. The second inequality guarantees that the first constraint on b k is satisfied for j = 1, . . . , k − 1. In order to prove that the remaining constraints are satisfied, we will first show that γ 6 ≤ 7/240. This is clear when k = 7. If k ≥ 9, consider the equalities γ i + γ i+1 = 
Finally, the fact that γ 6 ≤ 7/240 also guarantees that δ 5 and β 5 are non-negative.
We have shown that all the constraints of the dual LP are satisfied, i.e., the solution is feasible. In order to compute the objective value, we use the definition of β i 's and equality (12) . We obtain
− 77/60 + where the last inequality follows since
Case 2: k is even. We set γ 4 = 1/12, γ 5 = 1/20, and
i.e., γ 6 = 7/240 for k = 6 and γ 6 = 
We will show that all the constraints of the dual LP are satisfied. If k ≥ 8, observe that γ 6 + γ 7 = 
. . , k − 1. Now, the definition of β i 's yields , and, for j = 2, 3, 4,
Since γ 6 ≤ 7/240, it holds δ 3 + δ 4 + δ 5 = 1/6 + 17/60 − 4γ 6 ≥ 1/3. Also, the fact that γ 6 ≤ 7/240 also guarantees that δ 5 
By the definition of γ 6 , we have that γ k−1 = 0 when k ≥ 8 and, hence, γ k = 
for j = 1, . . . , k − 1. The second inequality guarantees that the first constraint on b k is satisfied for j = 1, . . . , k − 1.
We have shown that all the constraints of the dual LP are satisfied, i.e., the solution is feasible. In order to compute the objective value, we use the definition of β i 's and equality (13) . We obtain 
By duality, k i=3 β i is an upper bound on the maximum objective value of the factor-revealing LP. The theorem follows by Lemma 8.
Extensions
We have experimentally verified using Matlab that our upper bounds are tight in the sense that they are the maximum objective values of the factor-revealing LPs (ignoring the term in the approximation bound). Our analysis technique can also be used to provide simpler proofs of the results in [2] (i.e., Theorems 2 and 3); this is left as an exercise to the reader. The several cases that are considered in the proofs of [2] are actually included as constraints in the factor-revealing LPs which are much simpler than the ones for algorithms PSLI k, and PRSLI k, . Furthermore, note that we have not combined our techniques with the recent algorithm of Levin [12] that handles sets of size 4 using a restricted local search phase. It is tempting to conjecture that further improvements are possible.
