T he most widely used progress measure for branch-and-bound (B&B) algorithms when solving mixed-integer programs (MIPs) is the MIP gap. We introduce a new progress measure that is often much smoother than the MIP gap. We propose a double exponential smoothing technique to predict the solution time of B&B algorithms and evaluate the prediction method using three MIP solvers. Our computational experiments show that accurate predictions of the solution time are possible, even in the early stages of B&B algorithms.
Introduction
Mixed-integer programming (MIP) solvers rely on branch-and-bound (B&B) algorithms, which are typically very time consuming for practical instances. On the one hand, a user might terminate the search prematurely if the current solution is close enough to the optimal solution. However, this might result in an unfavorable outcome if the algorithm were close to a better solution at termination. On the other hand, B&B algorithms may spend an enormous amount of time verifying the optimality of a solution. Therefore, predicting the progress of B&B algorithms is of great practical importance.
MIP solvers provide a variety of numerical measures regarding the progress of B&B algorithms. The most widely used one is the MIP gap, which is the percent difference between the current upper and lower bounds on the optimal objective function value. The MIP gap is a nonincreasing measure that diminishes to zero at the optimal solution for feasible MIPs. Empirically, its value often stays near constant for a while and then drops suddenly when a new incumbent is found. This staggered pattern may prevent the user from getting a clear understanding of the algorithm's progress.
Another widely used progress measure for B&B algorithms is the number of unprocessed nodes. Although a decrease in the number of unprocessed nodes typically indicates that the algorithm will terminate soon, this is not always the case. Furthermore, while the number of unprocessed nodes is increasing, it may be difficult to assess the algorithm's progress. Therefore, its suitability as a progress measure may be limited until termination is imminent. This paper introduces a new progress measure for B&B algorithms, the sum of subtree gaps (SSG) , that extends the MIP gap. The SSG partitions the active B&B tree into subtrees and calculates a weighted sum of the subtree optimality gaps. We show that the SSG is a nonincreasing progress measure. Moreover, it decreases every time the MIP gap decreases, and it may decrease or stay constant when the MIP gap is constant. In this sense, the decreasing pattern of the SSG is more steady than that of the MIP gap.
In §4, we develop a method to predict the solution time of B&B algorithms for mixed-integer programs. This method predicts the total solution time based on past values of a progress measure by using a forecasting technique called double exponential smoothing (Gardner and Dannenbring 1980) . In §5, we present computational experiments on MIPLIB (Achterberg et al. 2006) and COR@L (COR@L 2010) instances using three widely used open-source MIP solvers. Finally, in §6 we conclude and discuss future research areas.
Literature Review
There are online and off-line algorithms for estimating the size of a general backtrack tree (i.e., the number of nodes). Off-line algorithms can be used after terminating the search. Knuth (1975) proposed a method using random probing. His algorithm estimates the number of nodes in the tree as the average of 1 + d 1 + d 1 d 2 + · · · + k i=1 d i over several random probes, where d i is the branching rate observed at depth i of a probe. Knuth proved that his method is an unbiased estimator of the tree size, but he also noted some limitations. One is that it does not directly apply to B&B trees because the depth of a random probe is not known a priori in B&B algorithms. Another is the large variance of the estimator caused by random probing. Purdom (1978) observed that the variance of the estimator becomes a more serious problem for unbalanced trees and modified Knuth's algorithm. Chen (1992) proposed a heuristic algorithm based on stratified sampling to address the same issue.
Online algorithms are more useful for our purposes. Kilby et al. (2006) proposed two online methods for estimating the size of a general backtracking tree. The first method is based on a weighted sum over the branches that are visited by chronological backtracking. The second one focuses on the explored branches assuming that the unexplored branches will be similar to the explored ones. Both of these methods were shown to be unbiased estimators of the tree size. Cornuéjols et al. (2006) predicted the size of a B&B tree based on its -sequence-the ratios that describe the change of width from one level to the next. Their method first estimates the maximum depth, the widest and the last full level of the tree according to a partial tree, which is obtained by running the B&B algorithm for a specified amount of time. These estimations are then used to extrapolate the B&B tree's -sequence by a linear model. The restriction of this approach is that the linear extrapolation model is developed based on empirical observations of B&B trees developed by CPLEX (ILOG 2010) for a given parameter setting.
Our approach differs from previous efforts in that we do not predict the solution time based on the search tree size. Instead, we first develop a measure that is capable of showing the continuous progress of B&B algorithms, and we then predict the total solution time based on past trends of that progress measure using statistical forecasting methods.
Sum of Subtree Gaps
A B&B tree has a single root node and the MIP gap is calculated for that single-rooted tree. The main rationale behind the SSG is to partition the active B&B tree into subtrees. Once partitioned, the optimality gap of each individual subtree is measured instead of the overall MIP gap. The SSG value is calculated by summing the subtree gaps and scaling the sum to preserve the nonincreasing property. Rather than maintaining a fixed set of subtrees, we repartition the active B&B tree every time a new incumbent solution is found. Another strategy might be setting a limit for the duration of time when the incumbent solution stays constant and repartitioning the tree every time this limit is exceeded as well.
Let t be the time elapsed since the B&B algorithm began. We define U k to be the set of indices of the unprocessed (active) nodes in the tree right after finding the kth (k > 0) incumbent solution at time t k ≤ t and pruning the tree. We partition the active B&B tree into U k subtrees such that each subtree i ∈ U k initially consists of a single active node from which a search tree emanates as the B&B algorithm progresses after time t k . Let g i t be the optimality gap of subtree i ∈ U k at time t ≥ t k . Then g i t is equal to the percent difference between the linear programming relaxation of the best active node in subtree i and the incumbent solution found anywhere in the overall B&B tree.
Remark 1. The MIP gap = max i∈U k g i t and g i t is nonincreasing ∀ i ∈ U k .
For t ≥ t k , define
Proposition 1. f k t is nonincreasing over t for t k ≤ t < t k+1 . Proposition 1 holds since g i t is nonincreasing over t for t k ≤ t < t k+1 , ∀i ∈ U k , and the number of subtrees is constant for a particular incumbent solution.
Proposition 2. f k t is not necessarily nonincreasing over k.
Proposition 2 follows since the size of U k+1 may be smaller or larger than that of U k , depending on the number of active nodes in the tree when these sets are defined. While calculating the progress measure SSG t , we scale f k t between 0 and 1 so that it becomes nonincreasing over k as well. We define scaling parameter s k by the following recursive equation:
Then we define the sum of subtree gaps at time t by
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We set SSG t = 1 for t < t 1 because subtree optimality gaps cannot be calculated without an incumbent solution.
Proposition 3. SSG t is nonincreasing over t.
Proof. SSG t is nonincreasing between t k and t k+1 for every incumbent solution k by Proposition 1. We show that SSG t is also nonincreasing between two consecutive incumbent solutions when k > 1. Let t k−1 ≤ t < t k ≤ t < t k+1 . Then,
where inequality (4) follows from Proposition 1, and Equation (5) holds by definition of s k given in (2). As a result of Proposition 1, Equation (5), and the defi-
Proposition 4. For a feasible MIP instance, the SSG decreases every time the MIP gap decreases. It may decrease or stay constant when the MIP gap is constant.
Proposition 4 shows that the SSG is at least as good as the MIP gap when it comes to decreasing. This result directly follows from Remark 1 and Proposition 1.
The difference between the SSG and the MIP gap comes from the fact that if a subtree optimality gap, which does not define the largest optimality gap, decreases, then the SSG will decrease while the MIP gap will not. Figure 1 plots the SSG and the MIP gap to illustrate this fact. The SSG steadily diminishes to zero, but the MIP gap stays constant for long stretches of time. The relatively smooth pattern of the SSG gives a better understanding of the progress for the instances in Figure 1 . However, neither measure always follows a pattern of steady decrease (see Figure 2 ).
Note that although the SSG often decreases more steadily than the MIP gap, it does not always provide better information. Consider the hypothetical B&B tree depicted in Figure 3 .
There are three subtrees rooted at nodes A, B, and C. Suppose that subtree A has the largest optimality gap. Then, the MIP gap is equal to the optimality gap of subtree A and the SSG is equal to a weighted average of all subtree optimality gaps. The MIP gap is a better measure of progress towards the optimal solution at this snapshot in time, because the optimal solution is attained at the solid node located in subtree A. Note that the reason that the SSG may decrease when the MIP gap stays constant is exactly the case when the optimality gap of subtree B and/or C decreases INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Predicting Solution Time
In this section, we develop a solution time prediction method for B&B algorithms. We formulate a forecasting model with two drifting parameters, a slope and an intercept, which are updated over time as new progress measurements become available from the B&B tree. The underlying idea is that changes in the progress measure can be modeled by a linear trend equation based on the complete history of the algorithm's performance. A standard way of modeling parameter drift is to use the Kalman filter, which minimizes the estimated covariance of unknown parameters using a predictorcorrector mechanism (Welch and Bishop 1995) . We refrain from this approach because it has long running times and is hard to implement. Instead, we employ a double exponential smoothing technique (Gardner and Dannenbring 1980) , which calculates the weighted average of time series data by assigning exponentially decreasing weights to the past observations. Widely used in economic forecasting models (Box 1991 , Snyder 2002 , this technique uses only two parameters, and it is much simpler to implement and faster than the Kalman filter. Moreover, LaViola (2003) reported that double exponential smoothing and Kalman filter-based predictions have roughly the same accuracy.
Let be a nonincreasing progress measure between 0 and 1, which reduces to 0 at the optimal solution. Whereas we use the SSG and the MIP gap for , our prediction method can also be applied with other nonincreasing progress measures. We calculate the total solution time predictions based on the past values of . Let and be constant coefficients. Denote by t < t the last time was calculated before time t, and let t = t − t / t − t . Then we define the updating equations of the forecasting model by
In (6), S t is the predicted value of the progress measure, and b t is the estimated trend in the progress measure at time t. There are various ways to initialize S · and b · ; see Gardner and Dannenbring (1980) and NIST/Sematech (2006) . Each time a new incumbent is found, we reinitialize S · and b · and do not make any prediction until we observe a specified number of progress measurements for the new incumbent. We set this threshold to four based on empirical experience. Let l n denote the time when the nth progress measure value is calculated. After having four progress measurements at time l 4 , we initialize S l 4 and b l 4 by
We calculate predictions with discrete time intervals. Denote by F t the total solution time prediction at time t. In addition, let a t and n t be the number of unprocessed and processed nodes in the B&B tree at time t, respectively. The first solution time prediction at t = l 4 is given by F t = a t t/n t + t. This expression divides the current time t by the number of processed nodes n t to compute how much time was spent for each node on average thus far. The result is multiplied by the number of unprocessed nodes a t and added to the current time. Let be a constant coefficient. Then for t > l 4 , F t is defined by
In (7), is used to assess the significance of the decrease in the progress measure. If the progress measure decreases significantly from time t to t, we calculate the total solution time prediction by making a linear interpolation. Note that b t ≤ 0 for all t. If the decrease is not significant and the previous prediction is less than the current time, we compute the prediction by weighting the last calculated remaining solution time prediction with the rate of increase in the number of unprocessed nodes. Otherwise, we repeat the previous total solution time prediction. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. We use a Python script to summarize the solver output about tree development. We call this tool the "branch-and-bound analysis kit" (BAK) (Özaltın et al. 2007) . BAK stores the information about each node of the tree into memory. It also stores an additional variable for each unprocessed node that represents its subtree index. This additional variable is updated every time the active B&B tree is repartitioned. Therefore, the computational effort to calculate the SSG during the B&B algorithm is linear in the number of unprocessed nodes.
Test instances for the experiments conducted in this paper are from MIPLIB (Achterberg et al. 2006 ) and COR@L (COR@L 2010) libraries. We run the tests using default solver settings on a computer with an AMD Opteron 240 processor and 3.6 GB memory. We report only those instances that are solved optimally within an eight-hour time limit. Furthermore, we do not report an instance if it takes less than two minutes to solve or if there is no prediction for it, which occurs when optimality is proven before making a prediction.
We implement the prediction method in BAK and run it for all of the test instances by setting , , and to 0.5, as this is one of the best settings we found in our preliminary experiments (see Appendix III of the Online Supplement, available at http://joc.pubs .informs.org/ecompanion.html).
We simultaneously calculate two separate predictions of the total solution time: one based on the SSG and the other based on the MIP gap. Both of these predictions are plotted over time. Example prediction plots for the aflow30a instance are given in Figure 4 . Prediction plots for all reported test instances are available in Appendix II of the Online Supplement.
In Figure 4 , the horizontal axis depicts the points in time when a prediction is calculated, and the vertical axis shows the total solution time predictions. The dashed line on the diagonal represents the solution time elapsed since the B&B algorithm began.
Accuracy of Predictions
In this section, we estimate the accuracy of remaining solution time predictions. Note that the prediction method returns total solution time predictions. However, remaining solution time predictions can also be calculated easily by subtracting the time of a prediction from itself. Given a scalar k > 1 and the true remaining solution time t * , a predictiont is k-accurate if 1/k ≤t/t * ≤ k. Note that one shortcoming of this definition of accuracy is that near termination, predictions that are close in an absolute sense may be considered inaccurate.
Tables 1-3 report the ratio of 2-accurate SSG-based and MIP gap-based predictions using each of the three MIP solvers. Similar tables for k = 1 5 3 and 4 are provided in Appendix I of the Online Supplement. We also report the geometric mean of the absolute differ- ences between the predictions and the true remaining solution time for each instance in Tables 1-3 . We initially use a 10-second time interval to compute the progress measure. If fewer than 20 predictions are obtained with 10-second time intervals, the experiment is repeated using 1-second time intervals. To investigate whether the predictions become more accurate over time during the solution process, in Tables 1-3 we report the accuracy of predictions that are calculated after the first decrease in the number of unprocessed nodes ("postdecrease" predictions) separately. We select this time point because it can be detected while the B&B algorithm is running.
During our computational tests, we observed that predictions get more accurate as the B&B algorithm comes closer to finding the optimal solution. In particular, postoptimal predictions that are calculated after finding the optimal solution (but before it is proven to be optimal) are very accurate. One possible expla- nation for this intuitive result is that all remaining unfathomed nodes must be considered regardless of the node selection rule after the optimal solution has been found. Furthermore, the SSG-based predictions may be more accurate as the search tree is not subsequently repartitioned after the optimal solution has been found. Unfortunately, it is impossible to know when the optimal solution has been found before termination. We make two comparisons based on Tables 1-3 . First, we investigate which of the MIP gap-based and the SSG-based predictions are more often accurate over all instances. We mark the more often accurate prediction type with a check mark.
As seen in Tables 1-3 the SSG-based predictions are more often accurate than the MIP gap-based predictions for the majority of instances for all MIP solvers. This is a result of the generally more steady decreasing pattern of the SSG. However, there are also many instances for which the MIP gap-based predictions are more accurate than the SSG-based predictions. This is because the SSG considers the optimality gap of all subtrees, whereas actually only one subtree that contains the optimal solution is relevant.
Next, for both the MIP gap-based and the SSG-based predictions, we compare the ratio of accurate postdecrease predictions with the ratio of accurate overall predictions. For most instances, the first decrease in Figure 5 The MIP Gap and SSG for the aligninq Instance the number of unprocessed nodes occurs early (as seen when the number of postdecrease predictions is close to the total number of predictions), and so the ratio of accurate postdecrease predictions is close to that of all predictions. However, if the time of the first decrease in the number of unprocessed nodes is close to half of the total solution time (as seen when the number of postdecrease predictions is about half of the total number of predictions), we observe that the postdecrease predictions are generally more accurate. Tables 4 and 5 report the average ratio of 1 5-, 2-, 3-, and 4-accurate MIP gap-based and SSG-based predictions over all instances and over all predictions, respectively. As seen in these tables, for each k and for each of the three MIP solvers, the SSG-based predictions are more accurate on average than those based on the MIP gap.
The accuracy measure should be interpreted cautiously as the predictions calculated based on a progress measure that stays constant during the solution process might still be accurate. For instance, consider the aligninq instance from the COR@L library that is reported in Table 2 and depicted in Figures 5 and 6. In Figure 5 , the MIP gap is constant and the SSG is decreasing very slowly. Therefore, from Equation (7), the MIP gap-based predictions are calculated based on the rate of increase in the number of unprocessed nodes. As seen in Figure 6 , these naïve time Figure 6 The MIP Gap-Based and SSG-Based Predictions for the aligninq Instance predictions have turned out to be accurate. On the other hand, the SSG-based predictions, which are calculated based on a near-flat slope, overestimate the solution time.
Conclusions
We introduced a new progress measure, the SSG, that is often more steady than the MIP gap, which enables the user to get a better understanding of the progress of B&B algorithms. The additional computational work to calculate the SSG is linear in the number of unprocessed nodes. We proposed a method for predicting the total solution time of B&B algorithms. We performed computational experiments on the instances from MIPLIB and COR@L libraries using the SSG and the MIP gap as a progress measures. We showed that making accurate predictions of the total solution time is possible for many MIP instances even in the early stages of B&B algorithms if the progress measure follows a steady decrease pattern.
During our computational tests, we observed that the SSG-based predictions are more accurate than the MIP gap-based predictions for most instances; however, once the MIP gap-based predictions become accurate, they sometimes exhibit smaller variation than the SSG-based predictions. Therefore, some refinements on the prediction method to reduce the variance will improve the quality of predictions.
In our prediction method, we employed a double exponential smoothing technique to update the model parameters because of its ease of implementation and fast running times. The performance of other smoothing techniques remains an open question.
We did not consider the time of a prediction when evaluating its accuracy or its deviation from the actual solution time. Intuitively, early predictions are more error prone because there is less information about the instance. Future research may address that issue by developing more-advanced performance measures.
