We establish an analytical link between the level density obtained by means of the Strutinsky averaging method, and the semiclassical level density. This link occurs only in the "asymptotic limit". This latter is also the necessary condition of the "old" problem of the independence of the Strutinsky procedure on the two free parameters of the averaging. We shows that the (implicit) remainder of the Strutinsky method is an unavoidable "noise" of this averaging. We demonstrate thereby, why apart from the harmonic oscillator it is practically impossible in actual cases to look for a "perfect plateau". Some of other features of the method are explained in this framework.
Introduction
The inclusion of the Strutinsky' shell correction [1] - [3] in the liquid drop model [4] (Macroscopic-microscopic method) allowed a considerable improvement in the predictions of the nuclear masses [5] as well as the fission barriers of the heavy nuclei [6] , [8] . It has been also extensively used to study the potential energy surfaces. Nowadays, despite the progress of the more basic microscopic models (such as self-consistent models), this method remains often applied. The macroscopic-microscopic method consists in the juxtaposition of the liquid drop model (Macroscopic model) where the binding energy varies slowly as a function of the number of nucleons N and Z, and a shell correction varying abruptly with N and Z. This latter is due to the non -uniformity of the shell structure of the energy levels. It is extracted from a single-particle Hamiltonian (microscopic model) according to an original idea of Strutinsky. Although this method is very efficient, its results are in a lot of cases are not free from ambiguities . In fact these ambiguities are the "Achilles' heel" of this method and remain practically with the difficulties of the treatment of the continuum its two main weak points. The principle of this method consists in smoothing the density of the energy levels. Two free parameters intervene in this method : the width γ and the order M of the smoothing. This can sometimes considerably influence the results. The Strutinsky method is often justified by the "classical argument" that the shell correction is basically a physical quantity, therefore it must be independent of these mathematical parameters. This leads to the so-called plateau's condition which is quite fulfilled for the pure harmonic oscillator, or rather well satisfied for infinite wells (such as the cubic box with totally reflecting walls, the Nilsson potential, etc...), but partially or not fulfilled at all when applied to finite-depth potentials (Woods-Saxon or folded Yukawa). In the past, the non-existence of the plateau (for finite-depth potentials) was attributed to the crude treatment of the continuum. However, recently [7] , it was shown that, even if the continuum is correctly taken into account, the plateau condition could not be fulfilled for most nuclei, especially for the drip line. The purpose of the present work is to re-visit the Strutinsky averaging method, essentially from its foundations, and to analyze it from "new angles of sight". Thus, it turns out that this method can be derived mathematically from the point of view of the least-squares approximation. Moreover, we establish the explicit link between the Strutinsky method and the semiclassical level density. The "crucial problem" of the dependency of the method on the smoothing parameters γ and M is thus explained in terms of the asymptotic limit of the level density. A lot of basic questions or technical details are also explained in this framework. Our conclusions are corroborated by analytical and numerical illustrations.
2 The Strutinsky's method as a moving average
The "exact" level density
The Strutinsky method can be derived by various formal approaches [1] - [3] , [6] , [8] - [10] . In this work, we will derive it from the point of view of the least-squares approximation. In fact, this point of view has early suggested by Bunatian and co-authors [18] . For an entirely discrete spectrum the "exact" level density is defined by:
The sum concerns the states (n) not the energies. This means that, two or more indices can be related to the same energy. Thereafter, this density will be called the "exact level density". In some papers, the sum is restricted only to distinct values ǫ n , but in this convention the degeneracy factor must be taken into account a priori:
Here D(ǫ n ′ ) specifies the degeneracy of the level ǫ n ′ . In the sum (1) the index n represents a single level, while the sum (2) is performed over a shell ǫ n ′ In fact definitions (1) and (2) concern uniquely infinite potentials without continuum. Finite potentials will be treated separately at the end of this paper.
The local polynomial approximation to the "exact" density:
Let g M (ǫ) be a polynomial approximation of M order to the "exact" level density. More precisely, we seek this approximation in the vicinity of a point λ (which represents actually the Fermi level) in an effective interval about [−γ + λ, λ + γ] length, by introducing the Gaussian weight exp (−(ǫ − λ) 2 /γ 2 ). For this reason, the cited polynomial must depend a priori not only on M, but also on γ,and λ. Therefore, it will be denoted for the moment as:
Thus, We must look for the polynomial g M , γ (ǫ, λ) which minimizes the integral:
This procedure is a local averaging in the meaning of the least-squares fit.
The details of the minimization are given in appendix A. This leads to the following explicit polynomial:
H m (u n ) is a standard Hermite polynomial of m order
The Strutinsky's averaging
The quantity given by (4) is not the level density as defined by Strutinsky. In fact, due to the Gaussian weight, the averaging is performed essentially in the neighborhood of the Fermi level. The effective interval of smoothing is governed by the width of the Gaussian factor, i.e. by γ.
The main idea of this smoothing is to replace the value of the exact level 
Explicitly the least-squares approximation leads to equivalence:
In the following, we shall call up the function g M ,γ (λ, λ) as the Strutinsky's level density, and we will note it simply by g M ,γ (λ), in such way that we can distinguish it from the exact density (1) only by the indices. In relation (5), the Fermi level λ must be considered as a variable. The righthand side of this equation is thus the averaged level density according to the Strutinsky's definition.
Actually, g M , γ (λ) is nothing other than a moving average. As noted in appendix A, since the coefficients c m in (4) depend on λ, the characteristic of the "moving" part arises in such a way that the polynomial coefficients take different values depending on the point of evaluation, i.e. on λ. Consequently, the Strutinsky's quantity g M , γ (λ) is, in general, not a polynomial in λ. Briefly, we must replace ǫ by λ in(4):
In (6) Polynomial P constitutes the so-called curvature correction term (which sometimes is expressed by means of the associated Laguerre polynomials [13] , [16] instead of a linear combination of Hermite polynomials). The role of this polynomial will be clarified later.
Notes:
• It is clear, that for ǫ ≈ λ, the quantities given by (4) and (6) are close (H m (0) is the first term of the Taylor expansion of H m ((ǫ − λ) /γ) in the vicinity of λ). Consequently, although the Strutinsky level density is not really a polynomial, it behaves locally ( ∼ λ ± γ), like a least deviating polynomial approximation for the exact level density g(λ) given by (1) .
• The values of the Hermite polynomials at zero can be easily calculated : if m is even.
A m = 0 For this reason m and M must be even.
• Expression (6) obtained from a least-squares fitting, can be written as the usual folding procedure of the exact level density [13] , [17] :
which demonstrates the equivalence between the two points of view (If one replaces g(ǫ) by its definition in (1), it is easy to recover our relation (6) ).
• Mathematically, the local average g M ,γ (λ) must depend obviously on the (M, γ) parameters. At this stage there is no reason to state a possible nondependence of g M ,γ (λ) on the cited parameters.
The necessary condition for the smoothing procedure
Because of the least-square approximation (3), if M → ∞ (for a fixed γ) the function g M , γ (λ) tends towards the exact density g(λ) defined in (1) . This means that in this case, g M , γ (λ) oscillates strongly (but of course less than the exact level density) with the shell structure of the level density. Conversely, for an arbitrary fixed M, if γ → 0, the averaging is performed on an infinitesimal interval, therefore the function g M , γ (λ) tends also towards the exact level density (The Gaussians tend to the Dirac functions). Thus the oscillations increase with M and diminish with γ and vice-versa. In order to diminish oscillations to obtain a really smooth density, we have to decrease M or/and to increase γ. Thus the smoothing procedure results from the interplay between these two parameters. Actually, for a fixed M, we have to wipe out these shell effects by increasing γ until their disappearance. The parameter γ must be then at least of the order of the spacing between the shells. :
In this way, we obtain a "true" smooth density (as the semi classical density). For simplicity the mean spacing between the shells in the region of Fermi level will be denoted as ω 0 even if the potential is not the one of the harmonic oscillator.
If (8) In fact the oscillations occur around a mean behavior. As γ increases, the oscillations decreases and the level density g M , γ (λ) tends to a mean smooth behavior. We will see thereafter, that this mean behavior approaches the semiclassical level density in the asymptotic limit (see examples 1 and 7 in section 8)
The value given by (8) corresponds to the lowest M (i.e. M = 0). We will see that (8) constitutes the lowest limit because this value must increase with M (see the subsection below).
Link between γ and M in the smoothing procedure
Due to the least-squares approximation (3), for arbitrary values of the (γ, M) parameters, the Strutinsky method does not lead necessary to a true smooth level density. Consequently, the oscillations in (6) can be important for large M and/or small γ. In order to obtain an actual smooth quantity, free of shell oscillations, the purpose of the Strutinsky method is to wipe out the shell structure from the exact level density . As already mentioned in relation (8) , this is accomplished by replacing the delta functions by Gaussian functions. Therefore , the shell structure is removed from the Strutinsky's level density if the width of the Gaussian is at least of the order of the distance between two consecutive shells. In fact this is stricly true for M = 0. Indeed, relation (6) reveals that the Gaussian functions are multiplied by a polynomial (curvature correction) of order M. This affects the width of the Gaussian factor, because this latter is "strangled " by the first zero of the curvature correction term. This gives rise to a new modulated Gaussian for which the parameter γ does not represent any more the width of the curve. Thus the width of the curve F M ((ǫ n − λ) /γ) of (6)is not really γ but depends on M. If M increases, the width decreases. Consequently, γ must be enlarged again to obtain a comparable width with M = 0. As said before, we have to catch up this "defect" by enlarging γ:
In the Figure 1 we can see a pure Gaussian (M = 0) and three modified Gaussian 20, 40, 80) . It is clear that the width decreases to zero Actually, for a finite γ, as M increases to the infinity, the curve tends to a Delta Dirac function. As already said, the same behavior is obtained if γ tends to zero for a fixed M. In order to obtain a really smooth density, M and γ must be "consistent" in the Strutinsky method. This means that γ must increase with M, otherwise it appears oscillations in the Strutinsky level density. This "feature" contradicts a "common opinion" about the minimal value of γ which is usually assimilated with the one of M = 0. Thus, in the example 2 of the section 8, although γ is of the order of the spacing shells ℏω 0 , the oscillations does not disappear because the values of M are not sufficiently large. Note in this example that the amplitude of oscillations decreases when M decreases (for a fixed γ).
Role of the curvature correction:
We will suppose there that the exact density (1) is a simple monomial, i.e.:
g(ǫ) = ǫ p , with p ≤ M where M is the order of the curvature correction. In this particular case, we show in appendix B, that the Strutinsky averaging procedure gives the same mononial
In this way, it is clear that this averaging reproduces the same density, if, and only if, this latter is a mononial or a polynomial of order M or less. In other words, F M (x) = P M (x) exp (− x 2 ) ( with x = (ǫ − λ) /γ ) behaves like a Delta Dirac function relatively to any polynomial of order M or less, because the above relation can also be written as:
The harmonic oscillator is an exceptional case where the semiclassical level density is a polynomial of order two (see section 3 below). Therefore in this case, the Strutinky method gives the exact result as soon as M ≥ 2. However, in general, the efficiency of the curvature correction is not so obvious in all the other cases.
The semiclassical level density
The semiclassical level density (which will be denoted g sc (ǫ)) can be simply defined here as the asymptotic behavior of the exact level density (1) or (2) for the limit of large quantum numbers which can be then considered as continuous. Due to the fact that large quantum numbers involve also large energies, the semi classical level density is also the behavior of the exact density for large values of energy ǫ n ∼ ∞ in (1) or (2) (n represents a set of quantum numbers). In this case the spectrum can be considered as continuous. Due to the Dirac function in(1), ǫ n and ǫ play equivalent roles, therefore in asymptotic limit we can write
[Note:
The asymptotic behavior in rel (1) is not apparent because of the use of the Delta Dirac distributions. However the replacement of these distributions by Gaussian function with finite width is more convenient for this purpose. This "technique" is precisely used by the Strutinsky's method.( see the harmonic oscillator and the infinite cubic box cases in this paper)]. We stand by "idealistic" asymptotic limit the case where ǫ becomes infinite (actually ǫ represents the Fermi level and is usually denoted by λ). But in practice, the "asymptotic situation" occurs when the following criterion is satisfied:
γ and ǫ 0 are respectively the mean spacing of the shells and the first level ( or the bottom of the well) of the spectrum. In other words the Fermi level ǫ can be considered as infinite when its "distance" from the bottom of the well is large compared to the mean spacing of the levels which are located in its neighborhood. In the following, the limit ǫ → ∞, which implies that
will be referred to as the "idealistic" asymptotic limit and will be denoted ǫ → ∞, while the condition (10) will be called the "actual asymptotic limit" and will be denoted ǫ ∼ ∞. We must emphasize on two main points : i) In the asymptotic limit, ǫ n (spectrum) can be treated as a continuous variable. ii) In the asymptotic limit the quantum effects disappear ( this is consistent with the semiclassical theory). In the literature, there are various technical ways to get the semiclassical density. The most used are the Wigner-Kirkwood expansion [12] , [14] , [15] , and the partition function [19] . Here, we are going to recall two well known cases of infinite wells. The finite wells will be treated separately at the end of this paper.
Two well-known analytical cases

The semiclassical level density of the harmonic oscillator
The eigenenergies of the isotropic oscillator are :
The semiclassical level density of the harmonic oscillator is a simple parabola:
This result is well-known, and was established very early by means of the partition function [19] in the semiclassical theory, or more recently by the Wigner-Kirkwood expansion [20] .
These three terms are the so-called volume, surface, and curvature terms, while in the harmonic oscillator there is no surface term. It is to be noted that the third term in (14) diverges in the vicinity of λ = 0, but we dont forget that (14) is nothing other than an asymptotic expansion which is essentially valid for the higher values of λ, consequently this divergency is not really a problem.
4 The connection between the "Strutinsky's level density" and the semi-classical level density.
Qualitative approach of the asymptotic limit of the averaged level density.
The "plateau".
The Strutinsky's method has early suspected to be a practical mean to recover the results predicted by the semi-classical theory. In other words this method is nothing other than a convenient numerical alternative to the semi-classical level density. This was already demonstrated through the partition function approach [13] . However, a direct quantitative link was never established. For this purpose, we will use first a straightforward intuitive approach. Let's write the exact level density g(λ) at the Fermi level λ, as an average part g M,γ (λ) , in the meaning of the above least-squares approximation plus a fluctuations ∆g(λ) (due to the shell structure). Thus, by the method seen in subsection 2.3 we calculate g M,γ (λ), and we write:
This equality holds also for the "idealistic" asymptotic limit (see section.3) i.e. for λ → ∞. Therefore in this case, g(λ) becomes simply g sc (λ), i.e. the semiclassical density, and the quantal fluctuations vanish in the "idealistic" case λ → ∞:
Thus, in the asymptotic limit, the Strutinsky level density is equivalent to the semiclassical density. In other words, the moving average [g M,γ (λ)] given by (6) or by (7) approaches the semi classical level density in the asymptotic limit λ → ∞.
Consequently the non -dependence on γ of the semiclassical level density implies the same property for the Strutinsky level density.
Thus, this latter property does not come from the mathematical aspect described in section 2, but only from the case of the asymptotic limit λ → ∞ of the Strutinsky averaging.
The non-dependence on the γ parameter is expressed by a portion of horizontal straight line in the graph of g M,γ (λ) (or the corresponding smooth energy) as a function of γ. This is the well-known "plateau's condition of the ref. [17] . It is well-known that this plateau is perfect for the oscillator harmonic (for M ≥ 2 ) but is less clear in other cases, especially for finite wells in the vicinity of the top of the well.
Note:
As already noted , due to the fact that this moving average is not a polynomial, the asymptotic quantity [g M,γ (λ)] λ = ∞ is also, in general not a polynomial.
Quantitative approach of the asymptotic limit
The preceding demonstration does not show quantitatively how the asymptotic limit is "reached". In this subsection we give some details on this behavior. We start from rel (7). We know that in the asymptotic limit (10), the exact density level g(ǫ) tends to the semiclassical level density g sc (ǫ). Moreover, actually, the spectrum starts from the lowest level rather than from −∞, so that rel (7) becomes.
Making X = ǫ − λ γ , we obtain:
Due to the actual asymptotic limit, we assume that (ǫ 0 − λ) /γ ≪ −1. Now, one replaces the semiclassical density g sc (λ + γX) by its (M + 2) first terms of the Taylor expansion around λ (M must be even in P M (X)). The last term gives an estimation of the remainder:
We know from subsection 2.6 that P M (X) exp (−X 2 ) behaves like a Delta Dirac function relatively to any polynomial provided that the order of this polynomial is equal to M,or less. Consequently, since (ǫ 0 − λ) /γ ≪ −1, the contribution of the term
to the integral practically vanishes for any order k (k M). Furthermore, due to the parity of X M +1 P M (X) exp (−X 2 ), the corresponding term also cancels. For the first term, the main contribution to the asymptotic limit (λ → ∞) comes from the lowest order of the Hermite polynomials in P M (X) of (6), indeed:
2 ) dX (the other terms practically vanish in the cited limit)
, so that:
At last, the remaining integral
Finally, we obtain:
Relation (17) is fundamental and gives the clear link between the semiclassical level density g sc (λ), and the Strutinsky level density [g M =0 ,γ (λ)] λ≈∞ in the asymptotic limit . We stand by asymptotic limit the asymptotic behavior of the Strutinsky level density. The remainder is the quantity containing the term γ M +2 .
We must emphasize that expression (17) is obtained from the asymptotic limit.
Consequently it does not contain any quantum effect. We saw in subsection 2.4 that oscillations appear in the averaged level density when the parameter γ is small. These oscillations are quantum effects, and therefore rel. (17) is not valid if the parameter γ is too small. In fact the bound is fixed by rel. (8) for M = 0 or by (9) for higher M.
Of course,the purpose of the Strutinsky's method would be to make g M ,γ (λ) as close as possible to g sc (λ) in a such way to reduce the dependency on the parameters of the smoothing procedure. Because the Error function becomes practically equal to the unity as soon as (λ − ǫ(0)) /γ 1 in (17), this expression shows that the Strutinsky level density depends on γ essentially through the remainder. Thus, in general, the remainder (which is implicit in actual calculations from (6)) becomes weak if γ tends to zero. Unfortunately, as said before, relation (8) shows that it is not possible to make γ → 0 because such limit gives rise to quantum effects so that the semiclassical limit does not hold . This also shows that, except the harmonic oscillator, the remainder does never cancel with γ.
Result (17) confirms the conclusion of the previous subsection which states that in the asymptotic limit λ → ∞ the Strutinsky level density is equivalent to the semiclassical level density. In particular, this shows that the remainder should tend toward zero in the asymptotic limit λ → ∞. In the following, two examples (for infinite wells) will show that explicitly. This result is very important because it shows that in the "idealistic" asymptotic limit, the averaging gives again the semiclassical level density for any order M, even for M = 0 Thus, contrarily to what was said in the past, the curvature terms are not indispensable in the asymptotic limit λ → ∞. Although based on a similar step, this was not noticed in the article of Brack and Pauli [17] who insist on the curvature correction However, in actual cases, λ is finite, therefore, although in these cases the condition (1/2) [1 + erf((λ − ǫ(0)) /γ)] ≈ 1 is well fulfilled, the remainder "disturbs" more or less the result and represents the "unavoidable noise" of the Strutinsky's method.
It is easy to check that the coefficient C M +2 / (M + 2)! in the remainder decreases to zero as M increases to infinity (for a fixed λ). Consequently, we can hope to minimize the remainder by taking large values of M. Nevertheless, we already saw in subsection 2.5 that large values for M involve necessary also larger values for γ (otherwise quantum oscillations appear) in such way that the wished improvements are not so obvious. The practice corroborates this fact (see the example 8 in the section 8).
It is clear from (17) that the remainder diverges always with γ so that the best value of the γ parameter should be the smallest value which does not induce quantal oscillations. Thus as already noticed, except the harmonic oscillator, the remainder cannot rigorously cancel "under γ".
The asymptotic limit in two straightforward applications
In fact, it is clear that it is only the asymptotic limit which insures the "absolute" non-dependency on the (γ, M) parameters. In order to show that explicitly, it is instructive, to apply our result (17) for two well known cases. The harmonic oscillator (12) and the cubic box (14) . For these calculations we choose M = 0 and M = 2. In these two cases rel. (17) becomes respectively:
For the harmonic oscillator case, using (12) for g sc (λ), we find:
As expected even in the case M = 0, if γ 2 /λ 2 ≪ 2 (of course with λ ≫ ω 0 ), i.e. in the asymptotic limit, we find practically the exact result even for M = 0 This demonstrates that no curvature correction is needed in the asymptotic limit. In fact, as said before, with or without curvature correction the results are the same when the asymptotic limit is satisfied. When this condition is verified only in an approximate way, there is always a remainder (noise).
Due to the fact that the semiclassical level density is a parabola, the calculations with M = 2 gives obviously the exact result as soon as (λ − ǫ 0 ) /γ 1. Although, there is no remainder in this case, the dependency on γ appears nevertheless through the Error function. Therefore, even with M = 2, the result can depend on γ if "we are far" from the asymptotic limit, i.e. if (λ − ǫ 0 ) /γ ≪ 1 . Thus, we can note two features: (i) In the asymptotic limit, the plateau appear paradoxically for M = 0 ( without curvature correction) (see example 6 in sect.8) (ii) Far from the asymptotic limit the plateau can also paradoxically be destroyed even for M = 2 ( see example 5 in section 8)) which are in complete opposition with the "usual" conclusions for this case. These examples (and the following) show that it is the asymptotic limit which really governs the "independence on the parameters (γ, M)", and this is true not only for the harmonic oscillator but for any other infinite potential (see the "cubic box" just below). Note:
Due to the absence of remainder, the harmonic oscillator depends very weakly on the γ parameter when M ≥ 2, even "far" from the asymptotic limit. For this reason the plateau seems to be perfect in this case. Unfortunately, this leads all the authors to conclude that the plateau does not exist for other potentials. For these latter, in actual cases, there is always a remainder which in turn makes the plateau less clear.
For the infinite cubic box , using (14) we get:
(in the derivative we have taken into account only the main asymptotic term in (14))
There also, for both cases, we obtain the exact result if γ/λ ≪ 1, i.e. in the case of asymptotic limit.
It is also interesting to compare these two results. At first glance, it seems that with M = 2, we obtain a better result. However, we should not forget that if M increases, quantum oscillations increase so that γ must also increases in such way to re-smooth the level density. Consequently, these two results appear actually rather close in quality. Indeed, we can see in the example 8 for the cubic box that the values of the plateaus with M = 0 and M = 40 are comparable.
Anyway, in these four analytical cases it is clear that if
we have practically a "good chance" to approach g sc (λ). In (22) λ is measured relatively to the bottom of the well.
• (22) is nothing other than the more intuitive result (10).
• Although rel (22) is demonstrated only for two infinite wells, it seems that this relation is true for any infinite well. In any case, it is easy to show that this relation is at least true if the semiclassical level density is a power of λ (i.e. g sc (λ) ∼ λ α , α real > 0) • It must also be noted that in "idealistic" case of the asymptotic limit λ → ∞ there is no dependency at all on the γ parameter. Conversely if rel. (22) is not very well fulfilled there is necessarily a dependence on γ through the remainder.
The asymptotic limit in actual cases
In practice the remainder does never cancel, and the free parameter γ must be sufficiently small to satisfy the condition (22,) but this smallness is limited by the condition (8) . These contradictory conditions are sometimes, not easy to accommodate in a perfect way. Therefore, in these conditions, it is clear that there is no "perfect" asymptotic limit, therefore there is no "perfect" plateau. Indeed, in most practical cases, the aforementioned constraints imply that a relative dependence on the γ parameter remains more or less present, and (except the harmonic oscillator) no "rigorous plateau" can be expected. Nevertheless, usually the quotient λ/γ (with at least γ ω 0 ) is about several units for heavy and medium nuclei, and even for some "heavy-light" nuclei, consequently an only approximate plateau appears in most cases.
The typical behavior of
In fact, we note invariably, for all the cases, the same behavior of the Strutinsky's level density as a function of the γ parameter. Indeed, for a fixed λ, and a fixed M, starting from γ = 0, the curve g M,γ (λ) vs γ begins by strong variations or strong oscillations (especially for large M) Therefore at this stage there is no stability. These oscillations calm down as one goes away from zero. Then, the curve increases or decreases monotonically until an extremum. Beyond this point, the curve varies slowly. This can be interpreted straightforwardly. "Before" the plateau the asymptotic behavior" should be good because γ ≈ 0 and λ/γ → ∞ ( here λ is measured relatively to the bottom of the well). However, due to quantum effects, the curve oscillates strongly (see examples 3 and 8 in sect. 8) and this behavior contradicts the one of the semi classical level density. "Behind" the plateau, γ begins to become too large comparatively to λ, therefore, the asymptotic condition (22) is lost more and more. In general, the compromise leads to an acceptable uncertainty in the plateau condition. This can also be seen from the curve of g M,γ (λ) vs λ of the example 1 in the section 8. For γ = 0 the level density is given by (1) . For this value the amplitude of oscillations is infinite (Dirac functions). As γ increases the amplitude of oscillations decreases more and more, but occur always around a mean behavior. When γ continues to increases the curve approaches to this mean behavior which represents in the asymptotic limit the semiclassical level density . For a given λ, if the value g M,γ (λ) is over (respectively under) this mean behavior the level density decreases (respectively increases) until the value of this mean behavior. When the mean behavior is reached the curve does not change theoretically. But due the fact that in practice the spectrum is finite the curve collapses more or less (see section 6). Furthermore , due to the remainder (see also section 4) this situation is in practice not so perfect .
5 Why the plateau is shifted to the right-hand side when the parameter M (curvature correction order) increases?
In the curves of the Strutinsky level density vs γ, it is easy to observe, without exception, that the plateau is invariably moved towards the right-hand side when M increases (see the examples 3 and 8 in the section 8). This can be easily explained. Indeed, we knows from subsection 2.5 that if we increase M, the oscillations of the level density also increase, because the width of the function F M (x) decreases simultaneously. Therefore, in order to wipe out the quantal oscillations, we must increase again the value of γ. For this reason when M increases the plateau is shifted towards the right-hand side. Thus, as mentioned in subsection 2.5, the lower limit of γ ( where the plateau starts) is modified by the order M of the curvature term This feature explains also the "mysterious correlations" between M and γ in the method employed in ref. [7] and [11] .
6 The "collapsing" of g γ,M (e) in practical calculations
Obviously, in practical calculations we use a finite number of levels. Above the "last level" the numerical level density falls to zero. The curve breaks down at the "end" of the spectrum. The level density shows (vs λ) a "spectacular collapsing" Therefore, the Fermi level must not belong to this "area". To this end, we must impose:
Consequently the use of insufficient number of levels can involves a "catastrophe". Due to this fact, the parameter γ must not be too large otherwise the Strutinsky procedure introduces strongly the "edges of the spectrum" in the averaging.(See the examples 1 and 7 in section 8).
The condition (23) is imposed uniquely by practical considerations and is by no means comparable to the more fundamental theoretical condition (22).
Averaged energy and averaged particle-number
The average particle-number and the average energy are defined by:
These two quantities are defined through g M,γ (ǫ) given by (6) (where here ǫ plays the role of λ in (6)) in which m and m must be even.
Thus, the smooth density appears as the most basic theoretical quantity. There is no major difficulty to express the average particle number N γM (λ) and the average energy E γM (λ) (see also [8] ) :
The coefficients A m are given by (6) . They differ (slightly) from those of ref. [8] by the factor 1/ √ πwhich is here contained in A m . In the case where M = 0 (without curvature terms) the sums over m in N γM (λ), and in E γM (λ) will be ignored In practice the upper boundary of the integral giving the particle-number is deduced from the equation
where N 0 is the exact particle number of the system. The quantity λ is then nothing other than the Fermi level.of the averaged density g γM ( i.e. the Strutinsky level density) Finally the Strutinsky shell correction is given by:
In this formula n represents a set of quantum numbers and no degeneracy is counted a priori The usual E-plateau condition reads:
Due to the fact that from the theoretical point of view, the level density g M,γ (λ) plays a basic role, we deal in this paper, exclusively with the level density. In particular, it is clear that the independence of the averaged level density on the smoothing parameter involves the one of the averaged energy.
For this reason, the plateau condition is analyzed straightforwardly trough the level density g M,γ (λ) rather than the energy shell correction δE γ,M (λ) itself.
Illustrative analytical cases: Some features of the averaging method
In order to check our two previous analytical cases, we will reexamine these two cases by calculating the Strutinsky level density straightforwardly with the help of the Euler MacLaurin formula (see appendix D). Then, we give for this case some numerical illustrations.
The Strutinsky level density in the case of the isotropic harmonic oscillator
The isotropic oscillator is defined by its frequency ω 0 . Its eigenvalues are given by (11) The Strutinsky level density is given by :
with for the cases M = 0, and M = 2:
By means of the Euler-MacLaurin serie limited to the first derivatives:
... = 0) and the MAPLE software, we find for M = 0 and M = 2 the asymptotic Strutinsky's level densities :
P (λ) and Q(λ) are polynomials of degree 5 and 1 in λ respectively (it is not necessary to specify them here because the Gaussian factor vanishes in the interesting (asymptotic) cases.). We must emphasize that these expressions are only valid in the asymptotic limit λ ∼ ∞ (provided that γ is not too small in actual cases). Results (27), and (28) are respectively asymptotically identical to (18) and (19) . This gives us a great confidence in our results. We add below supplementary comments.
• For arbitrary γ, due to the presence of the Error function and the Gaussian factor in (27), and (28), it is clear that the Strutinsky's level density is basically not a pure polynomial in λ.
• Moreover, it would be erroneous to believe that for M = 0, we could not obtain a power 2 in energy in the Strutinsky's level density. This is clearly shown in the expression of g M =0,γ (λ) in (27) where no curvature term is taken into account. This proves that the Strutinsky's level density is not equivalent to the M first terms of the Taylor expansion of the semi classical level density as is often claimed [17] ( otherwise the order M = 0 should not include a quadratic term in λ). The example of the cubic box (see below) will confirm that.
• Formally in the asymptotic situation, the limit γ → 0 gives the same result as the semiclassical density of states (12) . But in practice, this is not possible because of rel. (8) or (9) . The same conclusion can be made for the infinite cubic box (see appendix D).
Some numerical illustrations in the isotropic harmonic oscillator case
• Example 1
In Fig. 2 the Strutinsky level density g M ,γ (λ) for the isotropic harmonic oscillator is drawn as a function of the energy λ :
The numerical calculations are made made with relation (6) If γ becomes more and more larger ( as for the d case) the curve becomes completely flat because the effective interval of averaging is too large comparatively to the finite bounds of the spectrum.
• Example 2
In Fig. 3 fig. 2 , but here it is M which varies with the curve, and γ is constant. As already mentioned in subsection 2.3, the oscillations increase with M (for a fixed γ). However, for M = 76 the curve "unhooks" strongly to the bottom. There also, such phenomenon is easy to explain. For larger values of M, there is a strong instability for smaller γ values (see subsection 4.5) . This feature appears clearly in the plateau condition . Indeed, the "area" before the plateau ( small values of γ) corresponds to an interval of strong instability especially for large M. This "zone" is as much important as M is large. Here with M = 76 and γ = 10MeV we are before the plateau, therefore we are far from the semiclassical level density (Theo. curve).
• Example 3
The Strutinsky level density for the isotropic harmonic oscillator ( ω 0 = 10 MeV ) is given in fig. 4 as a function of the parameter γ , with constant Fermi level λ = 100 MeV , for M = 76. In fact we reexamine the case c of the fig 3. Of course M = 76 is very large, but this example will help us in two observations We note that the plateau begins at about γ ≈ 100 MeV , i.e. at about 10 ω 0 .This is consistent with the fact noted in section 5 that the plateau is shifted to the right as M increases more and more. The corresponding interval from γ = 0 to γ ≈ 100 MeV is characterized by a strong instability. Because the plateau is moved away, the area of instability is important. The curves c and d reproduce quite good the semiclassical curve except near the edges. As explained in the text, in the harmonic oscillator case, the Strutinsky's method gives the exact result for M ≥ 2, and this can be understood as an "exceptional situation" where the semiclassical level density is a polynomial. The curves a and b (for M = 0) are shifted by a small quantity relatively to the theoretical curve. These "displacements" can be exactly calculated by the term 1 4 (27 or 18) . This gives 0.157MeV and 0.036MeV for a and b respectively. We can see on the figure that these values are reproduced with a great accuracy because there is no other term in (27). Of course the case b is better than a , because γ is smaller (12 MeV vs 25 MeV ). But as mentioned in the text the γ parameter cannot be minimized arbitrarily. If γ is too small (for M ≈ 0) compared to ω 0 , oscillations (quantum effects) begin to appear in the level density.
• Example 5
In fig 6 is given the harmonic oscillator ( ω 0 = 1 MeV ) level density g M ,γ (λ) as a function of the smoothing parameter γ for M = 0 and M = 2, with λ = 10 MeV. We note that the plateau which occurs for small values of (γ/λ) disappears, even for M = 2, for strong values of this parameter. This is due to the quotient (γ/λ) which becomes too large. Therefore, although the derivative cancel in the remainder, the Error function in (17, or 28) differs significantly from the unity, "destroying" the plateau for M = 2.
• Example 6
Here ( fig. 7a) , we draw the level density g M ,γ (λ) of the harmonic oscillator ( ω 0 = 1 MeV ) as a function of the smoothing parameter γ for M = (0, 2, 4, 8, 14, 20, 40) and λ = 30 MeV Due to the fact that in this particular case the level density is a polynomial (parabola), the plateau is very clear. Moreover in this case the quotient,
is very small. Consequently, even for M = 0 the plateau exists. This is due the fact that the term containing the quantity γ is negligible in (27). It is clear that the region of instability ( between the value γ = 0 and the plateau) increases with M. This implies also that the plateau is shifted to the right side (see also section 5) because the parameter γ does not represents the true width of the modulated Gaussian curve. This value must then significantly enlarged . The fig. 7b is the same as the Fig. 7a but with λ = 70 MeV instead 30 MeV Although there is a plateau, it does not match the theoretical value (horizontal line). In fact this numerical instability (which is a "collapsing" as explained in section 6) is due to an insufficient number of levels : here.45X45X45 in (n x , n y , n z ) relatively to the Fermi level which is larger than in the previous case. This problem ( which can become "dramatic" ) is solved by increasing the number of levels 65X65X65 in (n x , n y , n z ) (see fig. 7c ).
The Strutinsky level density in the case of the infinitely deep cubic box
For the cubic box it is difficult to apply in a straightforward way the EML formula, even with help of the MAPLE software. However, without curvature correction (i.e. with M = 0), the problem can be solved "manually". We have to calculate :
The different steps of calculations are given in appendix E. The result is:
which is here again, the same result as the one of rel. (20) .
Notes:
• The Strutinsky level density g M =0,γ (λ) is there, not a polynomial at all . Thus, as already noted, the Strutinsky method does not simulate the semiclassical level density by a polynomial approximation (this statement is true only locally) as it is suggested in ref [19] .
• As in the harmonic oscillator case, it turns out, that, even with M = 0 ( without curvature correction ) one recovers the exact semiclassical if the asymptotic condition (22) is fulfilled. In actual cases, the quadratic dependency on γ "corrupts" the exact result. Consequently, γ must be chosen as small as possible taking into account the limit imposed by rel. (8).
Some numerical illustrations in the infinitely deep cubic box case
• Example 7
In fig 8a we give the Strutinsky level density g M ,γ (λ) (calculated by (6) ) and the semiclassical level density for the cubic box ( calculated by (14) ) as a function of the energy λ : Here we have took E 0 = π 2 2 /2ma 2 0 = 3.21 MeV , γ = 10 MeV , and M = 0. As expected, we note that the Strutinsky level density oscillates (quantum effects) effectively like the exact level density ( 1) but with an attenuated amplitude because γ is rather broad.( compared the infinite amplitude of the Delta Dirac functions) These oscillations are located around an average value which is precisely the semiclassical level density (14) . In other words, from this point of view, the semiclassical level density is nothing other that the true mean behavior of the exact (quantum) level density. For λ ≈ 380 MeV , because of the finite number of levels, the curve collapses . Figure 8b is equivalent to fig. 8a but we have fixed γ = 40 MeV . With this γ value the smoothing seems efficient. In order to appreciate it, we have drawn in fig 8c the difference between the theoretical (semiclassical) level density and the Strutinsky level density. We note a good agreement especially for the intermediate values.
• Example 8
The plateau condition for the cubic box (E 0 = 3.21 MeV ) is given in fig. 9 The curves of the Strutinsky level density for the cubic box are traced as a function of γ for two values of M = 0 a , 40 b , at λ = 100 MeV The theoretical value ( which is given by (14)) is an horizontal line which is located at approximately 1MeV .
In accordance with the conclusion of section 5, the plateau is displaced to the right side when the parameter M increases more and more. Although the large difference between the two orders, we note practically the same value of the plateau. The difference comes from the fact that for M = 0 the curve diverges more rapidly with γ, so that the plateau is smaller. Another major difference is that for M = 40 the interval of instability (before the plateau) is larger than for the case M = 0.
Realistic wells:
We stand by realistic well any smooth one body potential that has no discontinuous edges. A typical exemple is given by the Woods-Saxon potential which reads for the spherical shape as:
V 0 , R 0 , a 0 are the parameters of the potential. On the other hand, due to a sharp nuclear surface, the finite square-well does not belong to this category
The spectrum of this potential is composed by discrete negative levels plus a continuum which starts from zero for the neutrons and from the Coulomb barrier for the protons. For this potential, the definition of the exact level density (1) must be modified by adding an appropriate continuous expression g c (ǫ):
For spherically potentials the continuum level density is defined by the scattering phase shift, whereas for the deformed case it can be solved by the more complicated S-matrix (see [7] ). In practice, the determination of the continuum is not easy. The most popular method consists to using the discrete positive energies to simulate (in a crude way) the continuum. These energies are usually obtained through the solution of the Schrodinger equation by the method of the expansion of the solutions onto a finite harmonic oscillator basis.
Our work, is mainly based on relations (17), and (8 or 9). The main result (17) is equivalent to rel. (7). This latter is valid for any smooth potential regardless whether it is infinite or not. Indeed, it is to be noted that the interval of averaging in (7) goes from −∞ up to +∞ so that the preceding demonstration remain valid for a finite well. One has simply to add the continuum to the discrete spectrum in this integral. From there, it is expected that the Strutinsky's level density be close to the semiclassical level density. However, it has been demonstrated [7] that this latter diverges as log(λ)/ √ λ in the vicinity of λ ≈ 0 for the neutrons, and as 1/(V B − λ) at the top of the Coulomb barrier λ ≈ V B for the protons , and these behaviors are declared as "pathological". For this reason, without "judging this pathology", it is not possible to find a local polynomial approximation to the semiclassical level density in the vicinity of these singularities. This is the main explanation to the "instability" of the Strutinsky's method under γ when the Fermi level is close to the singularity (drip line). But if the Fermi level is not too close to the singularity (well-bound nuclei) , the Strutinsky 's method gives the same results as the semiclassical theory. To verify numerically this statement, we compare the Strutinsky level density to the semiclassical ( Wigner-Kirkwood) level density by employing the result of ref [22] :
with:
This formula contains the "classical" Thomas-Fermi term plus an 2 WignerKirkwood correction. In this formula U( − → r ) is the central mean potential which contains also the Coulomb interaction for the protons, and the spin-orbit interaction f so ( − → r ). The classical turning points r sc are defined by U( − → r sc ) = λ sc where λ sc is the Fermi level The numerical integration giving N sc is made with the help of an "improved" Gauss-Legendre quadrature formula. For the Strutinsky's method, we calculate the spectrum with the code published in [25] . This code is able to perform calculations with a very large oscillator basis (up to 3654 states) for triaxial deformations. Obviously, in the two methods we employ strictly the same Hamiltonian and the same set of parameters, i.e. we use the Woods-Saxon potential with spinorbit term and the Coulomb potential for the protons. For these tests we work with the Pb208 with a spherical nuclear shape. The parameters are given in table 1, and their definition is given in [25] . Moreover, the oscillator basis is composed by 3654 states (actually multiplied by a factor 2 because of the time-reversal degeneracy) which corresponds to 26 major shells of the basis. The figures 10a,10b,11a,11b are drawn with the ORIGIN software, whereas the others are traced with the MAPLE software. In fig. 10a , we draw the semiclassical level density (A) for the neutrons as a function of the Fermi level. The Strutinsky curves (B) and (C) correspond to the zero order correction with γ = 0.8 ω ( ω = 7.93MeV ).(B) is obtained from the standard method whereas (C) is built by the GFOE (Green Function Oscillator Expansion) method [11, 24] . At Last (D) is calculated with γ = 0.4 ω. We have taken M = 0 (zero order of the Strutinsky method) because we have shown that in the asymptotic limit the Strutinsky method should be independant relatively to the M order of the method Although this is actually not strictly true, we note that all the results coincide for a large interval of the energy, except near the singularity (λ ≈ 0). As mentioned before the curve (D) is drawn with 0.4 ω. Of course, this too small value involves oscillations (quantum effects) around the semiclassical curve (A). As expected, the semiclassical level density and the Strutinsky level density differ essentially near the singularity The GFOE version (curve (C)) gives the best result because (A) and (C) coincide up to −4 MeV . We recall that the GFOE (curve (C)) method is in practice obtained by subtracting the spectrum of the free gas contribution from the spectrum of the standard method (curve (B)).
Practically, the same quality of results is obtained for the protons case in fig 10b. There again, the GFOE method gives the best results. We point out that in this case that the singularity does not coincide with λ = 0. Indeed, due the Coulomb barrier the singularity is displaced to the value λ ≈ 10 MeV , and the continuum starts from this value for the protons. For this reason the Fermi level is far from the singularity. In order to give a better idea of the comparison between the semiclassical, and the Strutinsky level density obtained with the GFOE method we have drawn in fig. 11a and 11b the ratio of this latter relatively to the semiclassical level density. for both cases (neutrons and protons). The result is very close to the unity demonstrating the excellent agreement between the two quantities. The difference comes from the regions of the bottom and the top of the well. In the bottom of the well we are far from the asymptotic limit so that it is not surprising to note this difference. At the top of the well, as already noted, the difference is due the fact that the semiclassical density diverges whereas the Strutinsky level density is finite. Indeed, near the singularity a local polynomial approximation of the semiclassical level density breaks down and (17) is not valid in the neighborhood of this point in the asymptotic limit. In fact rel. (17) shows that the remainder depends straightforwardly on the derivative of the (M + 2)th-order of the semiclassical level-density. Consequently if this quantity varies too rapidly, the smoothing procedure is not efficient in this region even without singularity. In other words the semiclassical level-density must be sufficiently smooth.
For the two cases the (semiclassical) Fermi level is indicated by an arrow. Due to the locations of the two Fermi leveI ( neutrons and protons), it seems that the situation is more "comfortable" for the protons than for the neutrons. However, it is well-known that the shell correction is sensitive to the spectrum only in the interval 2γ around the Fermi level λ (see fig. 1 of ref. [17] ). It is also to be noted that the importance of the shell correction decreases with the remoteness from the center of the interval (i.e. the Fermi level). For this reason, the main contribution to the shell correction is given by an interval which is actually smaller than 2γ around the Fermi level. This in turn gives a good "security margin" for the neutrons case for our example. In other words it is not necessary that the two level densities (i.e. The semiclassical and the Strutinsky density) coincide on all the interval but only within a small portion (around the Fermi level) of this interval.
We want finally to make a comment on the work done in ref. [7] and [11] . The authors of these papers claim obtaining unambiguous results by replacing the usual plateau condition by the condition of least-squares deviation from the "linear behavior" of the density of states in the Woods-Saxon potential. Due to the fact that the Strutinsky's method is by itself a least-squares averaging, it seems surprising to us, to impose again this artificial condition. In practice, the simple choice of the minimal value for the γ parameter seems a better criterion (see the conclusion below).
conclusion:
The aim of the present work is not the straightforward calculations of the shell correction by Strutinsky method and by the semiclassical approach in order to compare "brutally" the results. Such numerical works has been extensively made in the past [7] , [22] , [23] . The present paper is rather oriented toward a more theoretical approach in which is analyzed the "mysterious" link between the Strutinsky method and the semiclassical theory. In this context, it seemed to us more convenient to use the concept of the level density because this latter plays a basic role from the theoretical point of view.
Although this paper explains innumerable aspects and details of the Strutinsky method, we will emphasize on some essential points: 1) Rel (17) shows that the Strutinsky level density approaches the semi classical level density only in the asymptotic limit. This means that if the Fermi level tends theoretically toward the infinity, the asymptotic behavior of the Strutinsky level density is nothing other than the semiclassical level density. In this case the Strutinsky procedure is strictly independent from the smoothing parameter γ and the order M of the curvature correction . This involves that the curvature correction has no importance in this situation.
2) Actually, in practical cases, the Fermi level is obviously never infinite. However, if the Fermi level is far from the bottom of the well, we can consider that the asymptotic behavior is approximately valid. In particular, this involves that the Strutinsky method is less recommended for light nuclei.
3) In actual cases there is always a remainder in the method (see (17) ). This remainder does never cancel except in the case where the semiclassical level density is a polynomial (i.e. in the case of the harmonic oscillator). For this reason this remainder introduces a dependence on the (γ, M) parameters through the quantity γ M +2 and through the derivative of the semiclassical level density in (17) . This is very important, because it means that we cannot expect a perfect plateau as in the case of the harmonic oscillator. The harmonic oscillator constitutes precisely an exception in the method, therefore we must not use the harmonic oscillator to make a comparison.
The behavior of the remainder as a function of the (γ, M) parameters cannot be known a priory and the introduction of the curvature correction does not necessarily improve the results because there is a link between γ and M in the smoothing procedure.
On the other hand, it is clear that the remainder diverges as γ M +2 , therefore we have to take the smallest value for this parameter by avoiding a too small value which should involve oscillations (quantum effects). This explains why the shell correction diverges always with γ.
4)
At last for realistic potentials, the semiclassical level density admits a singularity at the top of the well. For this reason the Strutinsky method breaks down near this singularity. Indeed, the least -squares moving average of the procedure is unable to "follow" the semiclassical level density in the vicinity of the singularity In this case, it not surprising to note a dependence on the (γ; M) parameter in this region, even if the continuum is treated properly . However, except this region, the method gives correct results when applied with care. m = 0, 1, 2, 3, ..........∞ which depend naturally on λ, γ, and on the spectrum {ǫ n }.
Finally the sought polynomial is given by (A.1), and its coefficients are defined by (A.2). In the present work, to obtain some analytical results we employ the EulerMacLaurin formula (EML) [16] . where B p are the Bernouilli numbers.
Of course this formula can be used to calculate discrete finite sums. But here, the interest of this formula is its application to the determination of the asymptotic behavior of the discrete sum. In explicit terms, if we take a few terms (integral plus few derivatives) in this formula, we obtain a quantity which is equivalent to the discrete sum in the "vicinity of the infinity". This means that the error (difference between the discrete sum and its equivalent from the EML formula) tends to zero as n increases to infinity.
In general, the higher orders of this formula are divergent and must be simply ignored. For this reason, in general, an asymptotic expansion does not exceed three or four terms.
For example, a trivial application of this formula is the approximation of any discrete sum by an integral. This amounts to neglect the derivatives in (D.1).
E Strutinsky level density in the case of the infinitely deep cubic box
First step: We work with a "basic" EML formula (see also appendix D), i.e without derivatives:
Second step: Starting from that, we apply this formula in the case of the threefold sum: 
