Abstract. We consider a discrete analogue of convolution operator We consider a convolution operator
We consider a convolution operator 
transform (T (f ))
∧ =K(ξ)f (ξ). It is well known that if T (f ) = K * f acts from L p to L p , then it also acts from L p to L p with the same norm. Thus we restrict ourselves to the case 1 ≤ p ≤ 2. In particular, we can say that
Interpolating, we get
As we mentioned before, T is also a bounded operator from L 2 to L 2 and thereforê K(ξ) is bounded, which makes K(x) = R dK (ξ)e i2πξx dξ an infinitely differentiable function extendable to an entire function of exponential type. We define
SinceK is supported in the fundamental cube Q, we can view K(n) as its Fourier coefficients and thusK(ξ) =
by each other. We will be interested in norms of
We will find the following estimate useful.
Proposition 1.
To show this, just take g(n) = δ 0 (n). The main question we are interested in is how T dis p is controlled by T p . As we said earlier, we restrict ourselves to the case 1 ≤ p ≤ 2 since T dis p = T dis p and T p = T p . The following result is due to Magyar, Stein and Wainger [1,
where C depends only on the dimension d but not on p.
The actual statement is more general. Magyar, Stein and Wainger raised the following question in their paper (see Remark 1 after Proposition 2.1 in [1] ): Is it possible to take C independently of the dimension d and, in particular, if C = 1?
We will answer this question negatively.
Theorem 1.
There is p 0 with 1 < p 0 < 2 such that for all p with
Actually the proof of Proposition 2.1 in [1] shows that
and thus this estimate of
Proof of Theorem 1. First we consider the case when the dimension d = 1 and p = 1. We will construct a kernel K such that 
ifn is odd.
Hence,
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Now we will estimate K 1 :
Thus we obtain |K(x)|dx > n∈Z |K(n)|. This is the opposite of what we need to get. Now consider a family of kernels K t (x) = K(x + t) where 0 ≤ t ≤ 1. We have 
