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Abstract
We establish a central limit theorem for (a sequence of) multivariate martingales
which dimension potentially grows with the length n of the martingale. A consequence
of the results are Gaussian couplings and a multiplier bootstrap for the maximum of a
multivariate martingale whose dimensionality d can be as large as en
c
for some c > 0.
We also develop new anti-concentration bounds for the maximum component of a high-
dimensional Gaussian vector, which we believe is of independent interest.
The results are applicable to a variety of settings. We fully develop its use to
the estimation of context tree models (or variable length Markov chains) for discrete
stationary time series. Specifically, we provide a bootstrap-based rule to tune several
regularization parameters in a theoretically valid Lepski-type method. Such bootstrap-
based approach accounts for the correlation structure and leads to potentially smaller
penalty choices, which in turn improve the estimation of the transition probabilities.
1 Introduction
Modern statistical applications often involve high dimensional settings. Typical prob-
lems include fitting complex models, tuning estimators with many parameters, and pro-
viding confidence regions for high-dimensional data. Prominent examples of methods
include `1-penalized estimators (e.g., Lasso and its variants), post-selection and debi-
ased estimators, among many others. Addressing these challenges requires tools for
quantifying uncertainty. Recent papers have addressed this need with Central Limit
Theorems and bootstrap methods that work even when the problem dimension greatly
exceeds the sample size [10, 7, 12] for suitable statistics. These results have attracted
substantial interest to handle modern applications (see [2] and the references therein)
and have motivated many new theoretical developments [8, 11, 16, 34, 1, 25]. These
contributions are discussed below.
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In this paper, we contribute to this literature in two directions. Our first main (theo-
retical) contribution is a multidimensional martingale CLT and an attendant bootstrap
method. Our second main contribution (on the applications side) is to show how the
proposed bootstrap procedure can be used in the estimation of categorical time series
via Variable Length Markov Chains (VLMC). Motivated by this application, we also ob-
tain new anti-concentration results for the maximum component of a high-dimensional
Gaussian vector that are of independent interest.
1.1 The martingale CLT and the bootstrap
Martingales naturally arise in a variety of applications [21]. They capture the key
zero-mean increment property in many time series settings. In particular, Central
Limit Theorems for martingales have attracted substantial interest. On the one hand,
martingale CLTs imply results for processes with dependencies. On the other hand, they
allow the construction of confidence intervals and hypothesis testing in substantially
more general settings than the i.i.d. case.
In Section 2, we establish a quantitative Central Limit Theorem for a (triangular
sequence of) martingales whose dimension increases with its length (Theorem 2.1). The
dimensionality of the data and its interplay with functionals of interest plays a critical
role in the analysis.
The CLT is specialized in Section 3 to maximum-type functionals. Under some
assumptions, we show Gaussian approximation and bootstrap results for the maximum
component of high-dimensional martingales (Theorem 3.1 and Corollary 2.1). Most
notably, our CLT gives good bounds in a truly high-dimensional setting when the
martingale length n and the dimension d satisfy logc d = o(n) for some positive c > 0.
This is illustrated by the simple application in Section 3.2.
Our results build upon recent work on the maximum component of a sum of inde-
pendent vectors [10, 9, 7, 16], while at the same time incorporating dependencies. There
has also been some related work on the dependent setting. Reference [8] establishes the
validity of a block multiplier bootstrap under β-mixing conditions. References [35, 34]
consider functionally dependent time series data under different contraction conditions
(see [33]). In all these results the dimensionality of the vectors d is potentially much
larger than the sample size n. The proof strategy of these works that handle depen-
dence relies on Slepian interpolation, which does not seem to generalize well to the
martingale setting. We thus rely on an adaptation of the standard Lindeberg approach
that works in the d n setting 1.
Another aspect of our CLT for the maximum has to do with anti-concentration.
Establishing a CLT requires that approximation errors vanish faster than the probabil-
ities we are trying to estimate. Anti-concentration bounds for Gaussian vectors have
been a key tool for establishing this property [10, 20]; however, these results require
good control of the smallest variance of the Gaussian vector. This is a severe restric-
tion in our VLMC application, where some variances may be very close to 0 (if not 0).
To circumvent this problem, we give in Theorem 3.2 an anti-concentration bound that
1[16] uses a Lindeberg based proof but for the independent case.
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depends only on the maximum variance. This is possible as long as we are concerned
with the anti-concentration behavior in the tails, in contrast to the anti-concentration
at all values that has been the focus so far. We believe our anti-concentration result
will be useful in many other settings.
We note that a very recent result in [25] also derives anti-concentration of the max-
imum of a Gaussian vector with vanishing minimum variance. Their main assumption
is that the variances of components have a suitable structure. Our result was developed
independently and nearly simultaneously with [25].
1.2 Categorical time series estimation via VLMC
In Section 4 we use our CLT and bootstrap to improve an algorithm that estimates
transition probabilities and dependency structures of discrete-alphabet stochastic pro-
cesses.
Our procedure is based on variable length Markov chain models, also known as
context tree models, that are generalizations of finite order Markov chains. Context
tree processes first appeared in Rissanen’s seminal paper [29]. Since then they have
attracted considerable attention in different communities as they combine parsimonious
models, interpretability and computational tractability [6, 5, 17, 32, 18, 15, 30, 14, 4, 19]
We will use context trees to estimate transition probabilities, that is, next-symbol
probabilities conditionally on the entire past. We also wish to select context trees
that represent the dependency structure of the process. As in previous work, our
main challenge is to select a statistically sound model from a huge and complex set of
candidates.
Our approach builds upon the estimation method proposed in [3]. That method
relies on building the full suffix tree for the observed sample, then pruning the tree by
removing nodes that would improve the bias-variance tradeoff. A procedure reminiscent
of Lepskii’s adaptation method [24] is used, which requires the specification of a node-
specific regularization parameters. As in [3], these parameters provide a measure of
the “variance” in the estimation of transitions from a specific suffix. However, the
choice of parameters in [3] was based on martingale concentration inequalities. While
theoretically valid, these inequalities can be quite conservative: they lose constants and
do not account correctly for correlations between sample events.
Our main contribution to the VLMC estimation problem is to give a multiplier-
bootstrap-based method for choosing the regularization parameters. This choice is less
conservative than the approach via concentration, and thus leads to better estimation
properties. The main ingredient needed to prove validity our our bootstrap is the the
high-dimensional martingale CLT developed in Section 3.
We note that the connection between VLMCs, Markov chain order estimation, and
martingale concentration has been known for some time. A classical paper by Csisza´r
[13] analyses MDL estimators for finite-order Markov chains via a finite-sample Law of
the Iterated Logarithm for martingales. Since then, other estimators for Markov chains
and VLMCs were analyzed via martingale techniques [19, 15, 3, 26]. We believe our
martingale CLT and bootstrap may lead to tighter analyses of these estimators. In
particular, our bootstrap may be useful for parameter tuning in these settings.
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1.3 Organization
The paper is organized as follows. In Section 1.4 below we collect the notation we will
use throughout the paper. Section 2 states our central limit theorems. Namely, a (quan-
titative) CLT for smooth functions of multidimensional martingales, performance bonds
for a Gaussian bootstrap to approximate the expectation of smooth functions. Section
3 derives a CLT for the maximum of a d-dimensional martingale, which can provide
meaningful bounds even if d n. This section also contains our new anti-concentration
results. Finally, we give a construction of simultaneous confidence intervals for many
means under (the martingale) dependence in Section 3.2 where the dimension of the
martingale can exceed the sample size. Section 4 has our main application which is
tuning penalty parameters for the estimation of VLMC models.
1.4 Notation
In this work, (Mt,Ft)nt=0 is a martingale with Mt ∈ Rd, M0 = 0 and E
[‖Mt‖2] < +∞
for each t ∈ [n] and some norm ‖ · ‖. We let ξt := Mt −Mt−1 denote the increments
of the martingale. We let Et−1 [·] := E [· | Ft−1] denote conditional expectation with
respect to Ft−1, so that Et−1 [ξt] = 0 because of the martingale property. We define
the random matrices
Σt := Et−1 [ξtξ′t] and Vn :=
n∑
t=1
Σt.
We assume thatN1, . . . , Nn are i.i.d. standard d-dimensional random vectors defined
in the same probability space as the martingale, but independent of Fn. We consider
the sequence
ηt := Σ
1/2
t Nt, 1 ≤ t ≤ n.
(Here the square root can be any random matrix that is Ft−1-measurable and also
satisfies Σ
1/2
t (Σ
1/2
t )
′ = Σt)). Our goal will be to show that Mn is close in distribution
to
∑n
t=1 ηt. Note that the first two conditional moments of ηt match those of ξt.
Et−1 [ηt] = 0 and Et−1 [ηtη′t] = Σt.
We also assume that there exists a deterministic set Supp ⊂ Rd such that ξt‖ξt‖ ,
ηt
‖ηt‖ ∈
Supp. Our approximation bounds will be stated in terms of Supp.
The symbol “” denote the positive semidefinite partial order on d× d symmetric
matrices. For a norm ‖ · ‖ on matrices we have the associated dual norm:
‖B‖∗ := sup
A∈Rd×d : ‖A‖=1
|tr(BA)|,
so that |tr(AB)| ≤ ‖A‖ ‖B‖∗ always.
Given p ∈ [1,∞], we use the symbol ‖ · ‖p to denote both the `p norm on vectors
and the entrywise `p norm on matrices.
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2 CLT and bootstrap for multivariate martingales
In this section we prove an useful approximation result for expectations E [ϕ(Mn)] of
martingales Mn that are allowed to have large dimension. We will keep our notation
on matrices and norms and make an assumption on the quadratic variation Vn of the
martingale sequence. In what follows let δn be fixed.
Assumption 1 Let (Mt,Ft)nt=0 be a martingale as in Section 1.4. Assume there exists
deterministic symmetric d× d matrices V , and Vδ  0 such that:
P (Vn  V + Vδ) ≥ 1− α and ∆n := ‖Vδ‖+ E [‖V − Vn‖] ≤ δn.
Assumption 1 allows for many applications. The assumption that ∆n ≤ δn → 0
trivially covers the case in which Vn is deterministic. Importantly, it is a finite sample
condition (i.e., V can change with n) that covers modern applications in which the
dimension d of the martingale increases with the sample size n.
Remark 1 Our assumption requires that Vn is typically close to a deterministic V
and also that V − Vn  Vδ for a small matrix Vδ. It might be possible to avoid this
condition using the predictable projection techniques of [?, 28]. Unfortunately, we have
not been able to do this effectively with the entrywise ∞ norm that we need to study the
maximum.
We state next a first central limit theorem result for smooth functions of multivariate
martingales. It will provide good results provided ∆n, as defined in Assumption 1, is
small. We consider a function ϕ : Rd → R which is three times differentiable. We let:
c0 := sup
x,x′∈Rd
|ϕ(x)− ϕ(x′)|, and ck := sup
x∈Rd,w∈Supp
|∇kϕ(x) (w⊗k)|, k = 2, 3.
Theorem 2.1 below is based on a Lindeberg argument and characterizes the approx-
imation errors based on α, ∆n and higher moments from the relevant increments.
Theorem 2.1 (Quantitative CLT for Multidimensional Martingales) Suppose
that Assumption 1 holds and let η1, . . . , ηn be independent vectors in Rd with ηt ∼
N(0,Σt). Then for any function ϕ : Rd → R that is three times differentiable, we have:
|E [ϕ(Mn)]− E [ϕ(N(0, V ))] | ≤ c0α+ 2c2∆n + c3
n∑
t=1
E
[‖ξt‖3 + ‖ηt‖3] .
Theorem 2.1 is a nonasymptotic result. When the sample size n grows, we will see
that it allows for the dimension of the martingale to grow with n. How fast d can
grow while still allowing for a good approximation depends on the specific application,
in particular on c3 and the higher moments of the data. We will see that bounds on
c3 can be obtained by dual norms as well. Theorem 3.1 below exploits an specific
functional to allow potentially d n.
The result above suggest we can compute functionals of Mn based on simulation
from a Gaussian random variable. However that requires the knowledge of the covari-
ance matrix V , which might not be directly available. In many settings the quadratic
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variation Vn or an estimator of it is computable instead. Therefore, based on a Gaussian
perturbation lemma, we can derive the following corollary.
Corollary 2.1 (Gaussian bootstrap for smooth functions) Suppose that Assump-
tion 1 holds and adopt the notation in Section 1.4. Let Wn be a random d× d positive
semidefinite matrix that possibly depends on all the other randomness in our problem.
Let N(0,Wn) denote a d-dimensional random vector that is Gaussian with mean 0 and
covariance Wn, conditionally on all the other randomness in our problem. Then for
any function three times differentiable function ϕ : Rd → R we have
|E [ϕ (Mn)]− E [ϕ(N(0,Wn)) |Wn] | ≤ c0αn + 2c2∆n + c2‖V −Wn‖
+c3
n∑
t=1
E
[‖ξt‖3 + ‖ηt‖3] .
In some situations, the estimator Wn can be taken to be
∑n
t=1 ξtξ
′
t. In that case it
is possible to simulate a Gaussian random variable N(0, Vn) via a Gaussian multiplier
bootstrap procedure, conditional on (ξt)
n
t=1 we have
M∗n =
n∑
t=1
ξtgt
where the (gt) are i.i.d. standard Gaussian random variables generated independently
from the data.
3 A Central Limit Theorem for the Maximum of a
Multivariate Martingale
We highlight a set of applications in which we are interested on confidence regions. In
those applications, the relevant functional is no longer smooth and can include indicator
functions. The next result builds upon Theorem 2.1 and recent Gaussian coupling for
the maximum of the sum of independent random vectors established in [9, 10, 7, 11]. In
that case a smooth approximation of the maximum Fβ(X) = β
−1 log(
∑d
j=1 exp(βXj))
and a smooth approximation of indicator functions will have well behaved derivatives.
The result relies on specific choices of norms, namely ‖ · ‖ = ‖ · ‖∞ and ‖ · ‖∗ = ‖ · ‖1.
Theorem 3.1 Suppose that Assumption 1 holds. Let H be a d-dimensional Gaussian
vector with mean 0 and covariance matrix V . Also let Wn denote a random d × d
positive semidefinite random matrix (potentially depending on other randomness in the
problem), and consider a random vector Hn that d-dimensional Gaussian with mean 0
and covariance Wn, conditionally on all the other random variables. Let
Z := max
j∈[d]
n∑
t=1
ξtj , Z˜ := max
j∈[d]
Hj , and Z˜n := max
j∈[d]
Hn,j .
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Define:
an(δ) := 2α+
C log d
δ¯2
∆n +
C log2 d
δ¯3
n∑
t=1
E
[‖ξt‖3∞ + ‖ηt‖3∞] ,
where C is a universal positive constant. Then for every δ¯ > 0 and every Borel subset
of R we have:
P (Z ∈ A) ≤ P
(
Z˜ ∈ ACδ¯
)
+ an(δ¯)
and
P (Z ∈ A) ≤ P
(
Z˜n ∈ ACδ¯
∣∣∣Wn)+ C log d
δ¯2
‖V − Vn‖∞ + an(δ¯).
Combined with Stressen’s theorem, Theorem 3.1 provides a coupling result for the
maximum of many martingale sequences and the maximum of a Gaussian process up
to small approximation errors.
3.1 Anti-concentration for the Maximum of Gaussian Vectors
As discussed in the literature for the independent case, the maximum of a high-
dimensional vector tends to concentrate. However, anti-concentration results have been
established to show that the maximum of a Gaussian vector cannot concentrate too
fast around any point, see e.g. [9] and [11]. In what follows we derive another anti-
concentration result for centered Gaussian vectors with components that have different
variances. In contrast to the literature, the bound depends only on the maximum vari-
ance (in opposition to the minimum variance) but we incur an additional log factor.
This seems of independent interest and relevant in our application to context trees
in Section 4 since it is possible to have components with arbitrary small variances
(even zero). A notable exception to the literature is a very recent result in [25] for
the anti-concentration of the maximum of a Gaussian vector in which the variances of
components, while potentially decaying to zero, have a suitable structure. Below we
state our anti-concentration result.
Theorem 3.2 Let X ∈ Rd be a zero-mean Gaussian random vector, d ≥ 2. Define
the maximum variance σ¯2 = maxj∈[d] E
[
X2j
]
> 0. Then, for any t ≥ σ¯Φ−1(0.95) and
 < 18 t, we have
P
(∣∣∣∣maxj∈[d]Xj − t
∣∣∣∣ ≤ ) ≤ 2√log dσ¯ {√2 log(2d) + 3}.
The anti-concentration result in Theorem 3.2 explicitly makes use of a “large value”
of t instead of considering t ∈ R. This is useful in applications where we are concerned
with a high quantile. This allows us to remove the impact of components with small
variance, as they are unlikely to realize the maximum near a large value of t.
The following corollary combines the result of Theorem 3.2 with Lemma 4.3 in [11].
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Corollary 3.1 Let X ∈ Rd be a zero-mean Gaussian random vector, d ≥ 2. Let
σ¯2 = maxj∈[d] Var(Xj), σ2 = minj∈[d] Var(Xj). Then for every ε ∈ (0, 14 σ¯)
sup
t≥2σ¯
P
(∣∣∣∣maxj∈[d]Xj − t
∣∣∣∣ ≤ ) ≤ 2{√2 log(2d) + 3}min{ 1σ ,
√
log d
σ¯
}
Corollary 3.1 provides a more complete picture. Moreover, it provides us with a
transition between the results of the literature and ours as σ goes to zero. These results
were shown for centered Gaussian random vectors. However, Lemma 4.3 in [11] also
holds for non-centered Gaussian random vectors. We note that further restrictions on
t based on the centering can lead to a anti-concentration bounds that could be useful.
3.2 Simultaneous Confidence Intervals for Many Means
A basic application of the results developed here is the construction of simultaneous
confidence intervals for means of high-dimensional martingales. Recently this problem
has attracted a lot of attention under independence, see [2] for a survey, and under other
time dependence structures [8, 35, 34]. For example, as discussed in [27], in analyzing
comparative gains in financial applications. Let rkj denote the comparative log-gains
(or comparative log-returns) of the jth asset from time k − 1 to k. To model such
applications we consider the model
rkj = µj +Xkj
where we observe rkj ∈ R, for k ∈ [n], j ∈ [d]. for each j ∈ [d] we have that Xkj , k ∈ [n],
is a martingale difference and µj ∈ R is an unknown value of interest (i.e. mean
comparative log-gains of the jth asset).
Since we observe rkj , j ∈ [d], k ∈ [n], we can directly compute
µˆj =
1
n
n∑
k=1
rkj and Zˆkj = σˆ
−1
j (rkj − µˆj) (3.1)
where σˆ2j =
1
n
∑n
k=1(rkj − µˆj)2. For convenience, in what follows let Zkj = σ−1j Xkj .
We are interested in constructing confidence regions for µ ∈ where d is large. As
it has been recently discussed in the literature, when considering many means, i.e. d
grows with n, the shape of the confidence regions considered plays a key role in the
analysis and validity of the construction. In what follows we provide two set of results
for simultaneous inference.
The first pertains to simultaneous confidence bands of the form
µˆj − ĉv(δ) σˆj√
n
≤ µj ≤ µˆj + ĉv(δ) σˆj√
n
j ∈ [d] (3.2)
where ĉv(δ) is chosen for the relation (3.2) to hold with probability 1 − δ − o(1). We
will set
ĉv(δ) = conditional (1− δ)-quantile of Ẑ∗ = max
j∈[d]
∣∣∣∣∣ 1√n
n∑
k=1
gkZˆkj
∣∣∣∣∣ given (Zˆk)nk=1
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where (gk)k∈[d] are i.i.d. standard Gaussian random variables independent of the data.
Assumption 2 Let δn and ψn be fixed sequences going to zero with ψn = o(δ). Then:
(i) for some ρ ∈ (0, 1/2) we have 1n
∑n
k=1 E
[‖Zk‖3∞] ≤ nρ;
(ii) V = 1n
∑n
k=1 E [ZkZ ′k] and (the random matrix) Vn =
1
n
∑n
k=1 Ek−1 [ZkZ ′k] satisfy
max
j,`∈[d]
|Vj`| ≤ C and E
[
max
j,`∈[d]
|Vn,j` − Vj`|
]
≤ δn/ log2(dn),
and with probability 1− ψn, we have
Vn  {1 + δn/ log2(d)}V, and max
j,`∈[d]
|Vn,k` − Vk`| ≤ δn/ log2(dn)
(iii) with probability 1− ψn
max
j,`∈[d]
∣∣∣∣∣ 1n
n∑
k=1
ZkjZk` − Ek−1 [ZkjZk`]
∣∣∣∣∣ ∨maxj∈[d]
∣∣∣∣∣ 1n
n∑
k=1
(Zˆkj − Zkj)2
∣∣∣∣∣ ≤ δ2n/ log2(dn)
(iv) ψn ≤ δ2δ1/2n , δ1/20n ≤ δ, log3.5 d ≤ δ2nn1/2−ρ, and minj∈[d] σj ≥ c.
Assumption 2(i) imposes moment conditions. Assumption 2 (ii) imposes some re-
strictions on the correlation structure in order. Indeed it allows for block diagonal
matrices as long as the block size does not grow too fast. Assumption 2(iii) is a weak
assumption. The first quantity can be bounded via many known martingale inequalities
while the second, although it is context dependent, follows by using standard plug-in
rule to compute Zˆkj . Finally, Assumption 2(iv) imposes a trade off between how fast
the number of components d can grow relative to the sample size n. It also imposes
that the
Theorem 3.3 Suppose that Assumption 2 holds and d ≥ 2. Then we have∣∣∣∣P(µˆj − ĉv(δ) σˆj√n ≤ µj ≤ µˆj + ĉv(δ) σˆj√n for all j ∈ [d]
)
− (1− δ)
∣∣∣∣ ≤ o(δ)
Theorem 3.3 establishes the validity of the simultaneous confidence intervals. We
note that in addition to the dependence it allows for d n. This is an interesting fea-
ture to handle modern high-dimensional applications. The proof builds upon Theorem
3.1 and anti-concentration arguments used recently in the literature. By exploiting the
structure of the maximum, we can reduce drastically the requirements on d relative to
n from polynomial to logarithmic.
4 Tuning many parameters in VLMC estimators
In this section we leverage the tools developed in Section 2 to the estimation of a
context tree associated with a discrete stationary stochastic process. Specifically, we
use Theorem 3.1 to develop data-driven tuning parameters that will be theoretically
valid. In this example, the dimension of the martingale grows with the sample size to
better balance bias and variance of the estimator.
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4.1 Preliminaries
We follow [3]. (Xk)k∈Z is a stationary stochastic process taking values in the finite
alphabet A. For k ∈ N, A−1−k is the set of all strings of length k over A, which we index
by the numbers −k, −k + 1, . . . , −1 from left to right.
A∗ = ∪−∞k=0A−1−k is the set of finite strings over A, where A−1−0 consists solely of the
empty string e. For w ∈ A∗, |w| is the length of A. This notation extends to the set
A−1−∞ of infinite strings indexed by the negative integers.
Given a finite of infinite string w over A that is indexed by the negative integers,
and a number 0 ≤ k ≤ |w|, we let w−1−k denote the suffix of length k of w. We define a
partial order on strings by saying that w  w′ if w is a suffix of w′. The empty string
is the unique minimum element of this partial order.
Given w ∈ A∗, we let pi(w) := P
(
X−1−|w| = w
)
. The support supp∗ ⊂ A∗ is the set of
w ∈ A∗ with pi(w) > 0. For w ∈ supp∗ and a ∈ A, we define the transition probability:
p(a|w) = pi(wa)
pi(w)
= P
(
X0 = a | X−1−|w| = w
)
.
We extend this notation to x = x−1−∞ ∈ A−1−∞ via the usual measure-theoretic defintion
of probabilities. We define the continuity rate at w ∈ supp∗ as:
γ(w) := sup
w′,w′′∈supp∗,w′,w′′w;a∈A
|p(a|w′)− p(a|w′′)|. (4.1)
We will be especially interested in processes with continuous transition probabilities,
for which γ(x−1−k) → 0 as k → +∞ for every x−1−∞ ∈ A−1−∞. Our goal will be to obtain
estimates of the transition probabilities that adapt to the continuity rates.
The parent par(w) of w ∈ A∗\{e} is the suffix of w of length |w| − 1. A child of w
is a u ∈ A∗ with par(u) = w.
A nonempty subset T ⊂ A∗ is a tree if for all w ∈ T\{e}, par(w) ∈ T . A node
w ∈ T is a leaf of T if none of its children belong to T . T is complete if all nodes are
either leaves or have exactly |A| children. T♠ is the set of leaves of T .
For a finite tree T and x ∈ A−1−∞, we let T (x) denote the largest suffix of x in T .
T is said to be a context tree for the process (Xk)k∈Z is said to have context tree T if
p(a|X−1−∞) = p(a|T (X−1−∞)) almost surely.
4.2 A context-tree-based estimator
We describe next the estimation procedure proposed in [3] with a few (trivial) modifi-
cations.
We assume we are given a sample Xn1 = (X1, . . . , Xn) of size n of the process
(Xk)k∈Z. Fix a parameter h∗ ∈ N. For a finite string w ∈ A∗ with |w| ≤ h∗, and a ∈ A,
define:
Nn(w) :=
n∑
k=h∗
χ{Xk
k−|w|+1=w},
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and
Nn−1(w) :=
∑
a∈A
Nn(wa).
Note that the sum starts with k = h∗, so that Nn−1(x) =
∑
b∈ANn−1(bx) for all a ∈ A
(otherwise it could be that x occurs at positions 1, . . . , |x|).
The empirical tree of the sample is the set En ⊂ A∗ of all w ∈ A∗ with |w| ≤ h∗
and Nn−1(w) > 0. For such w we set:
p̂n(a|w) := Nn(wa)
Nn−1(w)
and pn(a|w) :=
∑n
k=h∗ p(a|Xk−11 )χ{Xk−1k−|w|=w}
Nn−1(w)
. (4.2)
Note that pˆn is the usual nonparamentric estimate for the transition probabilities.
Quantity p¯n is sample-dependent, but is guaranteed to satisfy:
∀w′  w : |p¯n(a|w)− p(a|w′)| ≤ γ(w).
The estimator from [3] is defined as follows. Fix a constant c > 1. For each w ∈ En
one has defined a parameter cf(w). Intuitively, cf(w) is measure of the deviations
maxa∈A |pˆn(a|w′) − p¯n(a|w)|. For the time being, all we need is that computed from
the sample w and is increasing in the partial order .
Now define, for each such w, a number CanRmv(w) ∈ {0, 1} such that CanRmv(e) =
0 for the empty string and, for w ∈ En\{e},
CanRmv(w) = 1⇔
{ ∀w′, w′′ ∈ En with w′  w,w′′  par(w) :
maxa∈A |pˆn(a|w′)− pˆn(a|w′′)| ≤ c (cf(w′) + cf(w′′)).
We define a subset Tˆn ⊂ En as follows:
Tˆn := {w ∈ En : CanRmv(w) = 0}.
This set is a tree because if CanRmv(w) = 0, then CanRmv(par(w)) = 0 as well.
consisting of all w ∈ Tn that satisfy CanRmv(w) = 0 is a tree. We take this tree
to be our estimator of the context tree of the process. Our estimate for the transition
probabilities is defined in terms of Tˆn.
Pˆn(a|x) := pˆn(a|Tˆn(x)) (x ∈ A−1−∞, a ∈ A).
The next Theorem is essentially contained in [3, Lemmas A.1 and A.2]. Notice that
it is a deterministic statement.
Theorem 4.1 Assume the following event holds.
Good∗ := {∀(w, a) ∈ En ×A : |p¯n(a | w)− pˆn(a|w)| ≤ cf(w)} (4.3)
Then, Tˆn is contained in the true context tree T
∗ of the process. Moreover, for almost
all realizations x ∈ A−1−∞ of X−1−∞, and all a ∈ A:
|Pˆn(a|x)− p(a|x)| ≤ inf
w∈En,wx
(
2c+ 2
c− 1 γ(w) + (1 + 2c) cf(w)
)
.
We note that this result implies an oracle inequality for estimating transition prob-
abilities of β-mixing processes ([3, Theorem 2]).
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4.3 Bootstrap-based choice of confidence radii
In order for our estimator to work well, we need choices of cf(w) that ensure that the
event Good∗ holds with high probability. In other words, we need that cf(w) are good
“confidence radii”, in the sense that the condition |p¯n(a | w)− pˆn(a|w)| ≤ cf(w) holds
for all w ∈ En and a ∈ A at a prescribed confidence level.
The paper [3] proposes a conservative choice for the parameters cf(w), which is
based on a martingale concentration inequalities.
cf(w) ≡
√
4
Nn−1(w)
(2 log(2 + log2Nn−1(w)) + log(n2|A|/δ)) (4.4)
This choice does not take into account the correlation structure of the differences p¯n(a |
w)− pˆn(a|w) for different a and w.
We propose here a different, data-driven choice of cf(w) that is based on our mar-
tingale bootstrap. We define a martingale Mn ∈ Rsupp∗ ⊗ RA with coordinates
Mn(w, a) :=
Nn−1(w) (p̂n(a|w)− p¯n(a|w))√
pi(w)n
=
∑n
k=h∗ [χ{Xk=a} − p(a|Xk−11 )]χ{Xk−1k−|w|=w}√
pi(w)n
((w, a) ∈ supp∗ ×A).
In principle, an ideal critical value would be defined by normalizing the components
of Mn to have unit variance as set
cv∗(δ) = (1− δ)-quantile of max
w∈En,a∈A
|Mn(w, a)|/
√
p¯n(a | w)(1− p¯n(a | w))
which leads to the following definition of cf for each w ∈ En
cf(w) ≡ cv∗(δ)
√
maxa∈A p¯(a | w){1− p¯(a | w)}pi(w)n
Nn−1(w)
.
By definition of the quantile we have that (??) holds. Unfortunately, the tree En is
random and for deep nodes it would be hard to estimate pi(w) and p¯(a | w) reliably.
Indeed those can be estimated reliably only on typical subtrees as discussed in the
typicality assumption. Moreover, the term p¯n(a | w){1 − p¯n(a | w)} can be arbitrary
small (or even zero) for a given w ∈ En and a ∈ A in some applications.
To mitigate these issues we use a different construction for the critical value. We
define the martingale difference for w ∈ En, a ∈ A, k ∈ [n]:
dk(w, a) =
1√
pi(w)n
{χ{Xk=a} − p(a | Xk−1−∞ )}χ{Xk−1
k−|w|=w}
and the associated estimator
dˆk(w, a) =
1√
Nn−1(w)
{χ{Xk=a} − pˆ(a | w)}χ{Xk−1
k−|w|=w}.
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Given a finite tree T ⊂ A∗, the estimate for the critical value is computed as
ĉv(δ) = conditional (1− δ)-quantile of max
w∈T,a∈A
n∑
k=1
gkdˆk(w, a)
where (gk) are i.i.d. standard Gaussian random variables. We then set:
ĉf(w) :=
ĉv(δ)√
Nn−1(w)
if w ∈ T,
and for w 6∈ T we set cf(w) as in (4.4) with δ/n instead of δ.
Remark 2 (On the definition of the tree T ) The choice of tree T is part of its
definition of the parameters cf(w) and is thus part of the definition of the estimator.
For simplicity, we assume that T is chosen before seeing the data. Some modifications
allow for data-driven choices of T ; for instance, T may consist of all w ∈ En with
Nn−1(w) ≥ tn for some tn. On the other hand, simulations suggest that taking T = En
is not a valid choice.
Remark 3 (Implementation and Computational Aspects of the Bootstrap)
In many settings, bootstrap procedures are computationally intensive and not efficient
for high-dimensional applications. No such problem arises in our case, as the procedure
benefits from a recursive property related to the tree structure. Indeed, this property is
typical of many other estimators for context trees in the literature.
Specifically, the calculation of the bootstrapped quantities can be performed recur-
sively. Given a bootstrap replication with multipliers (gk)
n
k=1, letting
N∗n(w) =
n∑
k=1
gkχ{Xk
k−|w|=w},
we have N∗n(w) =
∑
b∈AN
∗
n(bw) and
n∑
k=1
gkdˆk(w, a) =
N∗n−1(wa)− pˆ(a | w)N∗n−1(w)√
Nn−1(w)
.
Therefore the recursion is similar to the recursion already present in many context tree
algorithms. Thus, after the appropriate data structure is set, after the construction of
the tree En, computing the bootstrap repetitions consists of aggregating the multipliers
through the tree from the leaves to the root recursively (no recalculation of the tree En
is needed). 
4.4 Conditions for validity of the bootstrap
We now analyse the validity of our bootstrap-based method. We work in a setting where
the sample size n grows and the tree T = Tn potentially depends on n (although this
dependence will be left implicit). We will need to quantify the typicality and continuity
parameters of T .
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Typicality: Given  ∈ (0, 1), we assume α,  ∈ (0, 1) is such that
P
(
∀w ∈ T :
∣∣∣∣Nn−1(w)pi(w)n − 1
∣∣∣∣ ≤ ) ≥ 1− α.
Continuity at the leaves: we let γ > 0 be such that, for all leaves w ∈ T♠, the
continuity parameter at w satisfies γ(w) ≤ γ.
These numbers characterize the how the tree T can be used as (an approximate)
context for the process (Xk)k∈Z. The typicality property bounds how big T can be
for a desired precision  and confidence 1 − α. On the other hand, to have a small
bias for approximating context longer than its leaves, T might not be too small. Thus
every choice of context T can be associated with a triple (, α, γ). Clearly, if T is the
exact context tree, we have γ = 0, however in many settings we want to consider trees
that are adaptive to the sample size (and potentially grow). We refer to [3] for simple
conditions on the process (Xk)k∈Z and choices of trees T = Tn that lead to specific
triples (, α, γ)→ (0, 0, 0) as n→∞.
Next we state the exact assumptions we need for our method to work.
Assumption 3 Suppose that the following conditions hold:
(i) for some ρ ∈ (0, 1/2) we have ∑w∈T♠ pi−1/2(w) ≤ Cnρ
(ii) maxa∈A,w∈T♠ p¯1/2(a | w){1− p¯(a | w)} ≥ c
(iii) for some sequence δn → 0, the following relations hold:
 ≤ δn δlog(d) log1/2(dn/δ) log(n) , α + γ|A| ≤ δn δ
3
log2(n) log2(d)
, n−1/2+ρ ≤ δn δ4log5(d) log4(n)
Assumption 3)(i) allows for the frequency of the leaves of T to decrease to zero but
it bounds how fast it can decrease to zero. Note that it bounds the number of leaves
of T to be bounded by Cnρ. Assumption 3)(ii) is very mild as it requires only that
at least one transition probability to be bounded away from zero and from 1. Finally,
Assumption 3)(iii) provides sufficient conditions relating n, the dimension d and other
parameters. In particular it allows for d to increase with n. Our result is as follows.
Theorem 4.2 Suppose that Assumption 3, typicality and continuity hold. Then the
event Good∗ defined in (4.3) has probability:
P (Good∗) ≥ 1− δ − o(δ/ log n).
In particular, we obtain that, with probability ≥ 1 − δ − o(δ/ log n), for all a ∈ A and
x ∈ A−1−∞,
|Pˆn(a|x)− p(a|x)| ≤ inf
w∈T,wx
(
2c+ 2
c− 1 γ(w) + (1 + 2c) cf(w)
)
.
Theorem 4.2 characterizes sufficient conditions for the use of the proposed ĉf(w)
that uses a bootstrap procedure. This result builds upon the general theorem for the
maximum of a high-dimensional martingale, and the new anti-concentration result.
However, the control of various approximation errors relies on the structure of the
context trees. In the next section, we collect the main ideas and technical results that
are also used in the proof of Theorem 4.2.
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4.5 Leaf martingales, the operator S, and quadratic variation
It will be convenient to consider the simpler object M♠n ∈ RT
♠ ⊗ RA obtained by
restricting Mn to (w, a) with w ∈ T♠. We call M♠n and Mn the leaf martingale and
full martingale, respectively.
The two martingales are related by a linear operator that we will now describe.
Given w ∈ T♠, let PathT (w) denote the set of all w˜ ∈ T with w˜  w (i.e., w˜ that lies
on the path between w and the root of T ). Let {ew}w∈T♠ denote the canonical basis
vectors of RT♠ and define a linear transformation S : RT♠ → RT via
S : ew ∈ RT♠ 7→
∑
x∈PathT (w)
√
pi(w)
pi(x)
ex.
We also abuse notation and denote by S the tensor product of S with the identity
operator on a ∈ A. Simple inspection reveals:
Mn = SM♠n .
Therefore, understanding M♠n will lead to an understanding of Mn. In particular, the
quadratic variations Vn of Mn and V
♠
n of M
♠
n are related by:
Vn = S V ♠n S ′.
We will need a Lemma on S that will allow us to compare matrices of the above
form. Recall that ‖ · ‖∞ is the entrywise `∞ norm on matrices.
Lemma 4.1 Consider two matrices acting over RT♠ × RA, both of the form
Q :=
∑
w∈T♠
ewe
′
w ⊗Qw, and Q˜ :=
∑
w∈T♠
ewe
′
w ⊗ Q˜w,
where Qw, Q˜w ∈ RA×A. Then we have
‖S (Q− Q˜)S ′‖ ≤ max
w∈T♠
‖Qw − Q˜w‖.
Next we shall compute the terms related to the quadratic variations of M♠n and Mn.
We will also argue that the respective quadratic variations V ♠n and Vn are both close
to deterministic matrices. We use ξ♠t = M
♠
t −M♠t−1 and ξt = Mt −Mt−1 to denote
the increments of the two martingales, noting that ξt = S ξ♠t . The first fact we need is
this.
Proposition 4.1 Let Σt := Et−1 [ξtξ′t]. Let pt := (p(a|Xt−1−∞))a∈A and let
√
pt denote
the coordinatewise square root of this vector. Then:
Σ
1/2
t =
 ∑
w∈T♠
χ{T (Xt−1−∞)=w}
S ewe′w√
pi(w)n
⊗ [(I − pt1′) diag(√pt)].
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Moreover,
E
[‖ξt‖3∞] ≤ Cn3/2 ∑
w∈T♠
pi−1/2(w),
and if N ∈ RT ⊗ RA is standard Gaussian and independent of Ft−1,
E
[
‖Σ1/2t N‖3∞
]
≤ C
n3/2
∑
w∈T♠
pi−1/2(w).
Proposition 4.1 controls the impact of the higher order moments that is needed in
the application of Theorem 3.1. Provided the choice of tree T has leaves that are not
unlikely to be observed, it states that such higher order terms are negligible.
Next we construct deterministic matrices V and Vδ to approximate Vn. We first
define, for each w ∈ T♠, a (deterministic) matrix Cw ∈ RA×A given by:
Cw(a, a
′) :=
{
p(a|w)(1− p(a|w)), a = a′ ∈ A;
−p(a|w) p(a′|w), a 6= a′; a, a′ ∈ A. (4.5)
The matrix defined in (4.5) is used in the construction of V and Vδ as follows
V := S V ♠ S ′ and Vδ = S V ♠δ S ′
where
V ♠ :=
∑
w∈T♠
ewew ⊗ Cw, (4.6)
and
V ♠δ :=
∑
w∈T♠
ewew ⊗ (Cw + (1 + ) (2
√
|A|+ 1) γ IA×A). (4.7)
The following proposition stated the guarantees based on the continuity and typi-
cally assumptions.
Proposition 4.2 Whenever the continuity assumption and the typicality event hold,
we have
‖V − Vn‖ ≤ 2γ and Vn  V + Vδ
Therefore we have
P (Vn  V + Vδ) ≥ 1−α, ‖Vδ‖ ≤ +(1+) (2
√
|A|+1) γ, and E [‖V − Vn‖∞] ≤ 2γ+α
where the norm is the entrywise maximum.
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A Proof of the Lindeberg Theorem and its corollary
We prove our CLT for martingales, Theorem 2.1, along with Corollary 2.1. As a first
step, we present in Section A.1 the special case of the Theorem where the quadratic
variation at time n is deterministic. This proof follows an argument by Lalley. We then
present in Section A.2 a Gaussian perturbation lemma that we use to prove the general
statement of Theorem 2.1 and the Corollary. We take the notation from Section 1.4 for
granted and recall that Taylor’s formula implies that for all x, s ∈ Rd,
s
‖s‖ ∈ Supp⇒
∣∣∣∣ϕ(x+ s)− ϕ(x)− 〈∇ϕ(x), s〉 − 12tr(∇2ϕ(x) ss′)
∣∣∣∣ ≤ c3‖s‖3. (A.1)
A.1 A special case
Lemma A.1 (Multidimensional Lindeberg Theorem, special case) Under the
notation in Section 1.4, assume our martingale (Mt,Ft)nt=0 has quadratic variation
Vn = V at time n, with V deterministic. Then for all functions ϕ : Rd → R that are
three times differentiable,
|E [ϕ (Mn)]− E [ϕ(N(0, V ))]| ≤ c3
n∑
t=1
E
[‖ξt‖3 + ‖ηt‖3] ,
where we recall
c3 := sup
x∈Rd, w∈Supp
|∇3ϕ(x)(w⊗3)|.
Proof: We follow the argument for the one-dimensional case by Lalley [22]. Consider
the intermediate terms:
Xk :=
k∑
t=1
ξt +
n∑
t=k+1
ηt, k = 0, 1, 2, . . . , k
and the leave-one-out variants:
Xok :=
k−1∑
t=1
ξt +
n∑
t=k+1
ηt, k = 1, 2, . . . , k
Note that for each 1 ≤ k ≤ n,
Xk = X
o
k + ξk and Xk−1 = X
o
k + ηk.
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Therefore,
|E [ϕ (Mn)]− E [ϕ(N(0, V ))]| =
∣∣∣∣∣E
[
ϕ
(
n∑
t=1
ξt
)]
− E
[
ϕ
(
n∑
t=1
ηt
)]∣∣∣∣∣
= |E [ϕ(Xn)]− E [ϕ(X0)]|
=
∣∣∣∣∣
n∑
i=1
E [ϕ(Xk)]− E [ϕ(Xk−1)]
∣∣∣∣∣
≤
n∑
i=1
|E [ϕ(Xok + ξk)]− E [ϕ(Xok + ηk)]| .
We will finish the proof by bounding each term in the above sum as follows:
Claim: ∀k ∈ [n] : |E [ϕ(Xok + ξk)]− E [ϕ(Xok + ηk)]| ≤ c3 E
[‖ξk‖3 + ‖ηk‖3] .
To prove this, we fix a k ∈ [n] from now on. Recall that ξk/‖ξk‖, ηk/‖ηk‖ ∈ Supp and
use (A.1) to deduce:
E [ϕ(Xok + ξk)]− E [ϕ(Xok + ηk)] = E [〈∇ϕ(Xok), ξk − ηk〉]
+
1
2
E
[
tr[∇2ϕ(Xok) (ξkξ′k − ηkη′k)]
]
+rk with |rk| ≤ c3 E
[‖ηk‖3 + ‖ξk‖3] .(A.2)
If we can show the first two terms in the RHS are zero, we will have obtained the claim.
For this we will need to consider the joint distribution of Xko , Nk and ξk. Define the
σ-field
Gk,n := σ(Fn ∨ σ(Nk)).
Note that Nk, the matrices Σi and the random variables ξt are all Gk,n-measurable,
whereas Nk+1, . . . , Nn are independent from Gk,n. One consequence of this is that,
conditionally on Gk,n
Xok −
k−1∑
i=1
ξi =
n∑
t=k+1
ηt =
n∑
t=k+1
Σ
1/2
i Ni =d N
(
0,
n∑
t=k+1
Σi
)
=d N(0, V − Vk).
In particular, letting γ denote the standard Gaussian measure over Rd,
E [〈∇ϕ(Xok), ξk − ηk〉 | Gk,n] = 〈E [∇ϕ(Xok) | Gk,n] , ξk − ηk〉
= 〈h
(
k−1∑
t=1
ξt, V − Vk
)
, ξk − ηk〉,
where h(x,M) :=
∫
Rd
∇ϕ
(
x+M1/2x′
)
γ(dx′).
Now, h
(∑k−1
t=1 ξt, V − Vk
)
is Fk−1-measurable, because it is a deterministic function of
Fk−1-measurable objects
∑k−1
t=1 ξt and V −Vk. We also have Ek−1 [ξk] = Ek−1 [ηk] = 0.
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This means that
E [〈∇ϕ(W ok ), ξk − ηk〉] = E [E [〈∇ϕ(W ok ), ξk − ηk〉 | Gk,n]]
= E
[
〈h
(
k−1∑
t=1
ξt, V − Vk
)
, ξk − ηk〉
]
= E
[
〈h
(
k−1∑
t=1
ξt, V − Vk
)
,Ek−1 [ξk − ηk]〉
]
= 0.
This takes care of the term containing the gradient in the RHS of (A.2). We can use
similar reasoning for the Hessian term:
E
[
tr[∇2ϕ(Xok) (ξkξ′k − ηkη′k)] | Gk,n
]
= tr[E
[∇2ϕ(Xok) | Gn] (ξkξ′k − ηkη′k)]
= tr
[
K
(
k−1∑
t=1
ξt, V − Vk
)
(ξkξ
′
k − ηkη′k)
]
,
where K(x,M) :=
∫
Rd
∇2ϕ
(
x+M1/2x′
)
γ(dx′).
Since K
(∑k−1
t=1 ξt, V − Vk
)
is Fk−1-measurable and Ek−1 [ξkξ′k] = Ek−1 [ηkη′k],
E
[
tr
[∇2ϕ(Xok) (ξkξ′k − ηkη′k)]] = E
[
tr
[
K
(
k−1∑
t=1
ξt, V − Vk
)
(ξkξ
′
k − ηkη′k)
]]
= E
[
tr
[
K
(
k−1∑
t=1
ξt, V − Vk
)
Ek−1 [(ξkξ′k − ηkη′k)]
]]
= 0.
We conclude that the first two terms in the RHS of (A.2) are 0. This finishes the proof
of the Claim and of the Theorem. 2
A.2 Gaussian perturbation
The next result will be needed in the remainder of the proof.
Lemma A.2 (Gaussian Perturbation Lemma) Suppose V,W  0 are d× d sym-
metric matrices. Given a C3 function ϕ : Rd → R with bounded second and third
derivatives,
|E [ϕ(N(0, V ))]−E [ϕ(N(0,W ))] | ≤ 1
2
‖V−W‖
∥∥∥∥∫ 1
0
E
[∇2ϕ(N(0, tW + (1− t)V ))] dt∥∥∥∥
∗
.
Proof: In fact the proof gives the stronger identity
E [ϕ(N(0, V ))]−E [ϕ(N(0,W ))] = 1
2
tr
(
(V −W )
∫ 1
0
E
[∇2ϕ(N(0, tW + (1− t)V ))] dt) ,
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from which the Lemma follows via the definition of the dual norm. To prove the identity,
we will use an interpolation argument similar to the one in the proof of Lindeberg’s
theorem.
Let N1, . . . , Nm ∈ Rd be i.i.d. random vectors with N(0, I) distribution, with m ∈ N
given. Define
X0 :=
1√
m
V 1/2
m∑
i=1
Ni,
Xk :=
1√
m
(
W 1/2
k∑
i=1
Ni + V
1/2
m∑
i=k+1
Ni
)
(1 ≤ k ≤ m),
and the leave-one-out variant
Xok :=
1√
m
(
W 1/2
k−1∑
i=1
Ni + V
1/2
m∑
i=k+1
Ni
)
(1 ≤ k ≤ m).
We note X0 =d N(0, V ) and Xm =d N(0,W ) and:
E [ϕ(N(0, V ))]− E [ϕ(N(0,W ))] = E [ϕ(Xm)− ϕ(X0)]
=
m∑
k=1
E [ϕ(Xk)− ϕ(Xk−1)] .
We note that Xok is independent of Nk and therefore
E [ϕ(Xk)] = E
[
ϕ
(
Xok +
W 1/2√
m
Nk
)]
= E [ϕ (Xok)] + E
[〈
∇ϕ(Xok),
W 1/2√
m
Nk
〉]
+
1
2m
E
[〈
W 1/2Nk,∇2ϕ(Xok)W 1/2Nk
〉]
+O
(
m−3/2
)
= E [ϕ (Xok)] +
1
2m
tr(W E
[∇2ϕ(Xok)]) +O (m−3/2)
= E [ϕ (Xok)] +
1
2m
tr(W E
[∇2ϕ(Xk)]) +O (m−3/2) .
Similarly,
E [ϕ(Xk−1)] = E
[
ϕ
(
Xok +
V 1/2√
m
Nk
)]
= E [ϕ (Xok)]+
1
2m
tr(V E
[∇2ϕ(Xk)])+O (m−3/2) .
Using the fact that Xk =d N(0, tW + (1− t)V ) with t = k/m, we obtain:
E [ϕ(Xk)− ϕ(Xk−1)] = 1
2m
tr((V−W )E [∇2ϕ(N(0, tW + (1− t)V ))]) |t= km +O (m−3/2) .
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We deduce:
E [ϕ(N(0, V ))]− E [ϕ(N(0,W ))] =
(
1
2m
m∑
k=1
E
[∇2ϕ(N(0, tW + (1− t)V ))] |t= km
)
+O
(
m−1/2
)
.
The first term in the RHS of the above display is a Riemann sum, and the second is
small when m is large. Letting m→ +∞ we obtain:
E [ϕ(N(0, V ))]−E [ϕ(N(0,W ))] = 1
2
tr
(
(V −W )
∫ 1
0
E
[∇2ϕ(N(0, tW + (1− t)V ))] dt) .
2
A.3 The full Theorem 2.1
Proof: (of Theorem 2.1) In the first step of our proof we will “transform” our mar-
tingale into one for which the quadratic variation at time n + 1 is exactly equal to
V + Vδ. This we accomplish by stopping Mn to avoid that its variance overshoots
and, if necessary, adding some noise back to avoid undershooting. The upshot of this
transformation is that we can then apply the strategy of Lemma A.1. The change in
quadratic variation will be addressed via the Gaussian Perturbation Lemma (Lemma
A.2 above).
We will require i.i.d. standard normal random vectors N1, . . . , Nn+1 ∈ Rd defined
on the same probability space as the martingale and independent from it. This is as in
Section 1.4, except that we ask for one more vector Nn+1.
Define the {Ft}nt=0-stopping time:
τ := inf{m ≤ n : either m = n or Vm+1 6 V + Vδ}.
Note that τ is a stopping time because Vm+1 is always Fm-measurable. One can check
that
M˜k := Mk∧τ =
n∑
t=1
ξ˜t
where ξ˜k := ξkχ{τ≥k}. Because {τ ≥ k} ∈ Fk−1, we can deduce that M˜k is also a
martingale. Moreover,
Σ˜k := Ek−1
[
ξ˜k ξ˜
′
k
]
= Σkχ{τ≥k}
and the quadratic variation process satisfies
V˜n = Vn∧τ  V + Vδ.
Notice that Mn and M˜n are equal with probability ≥ 1− α:
P
(
Mn 6= M˜n
)
≤ P (τ < n) = P (Vn 6 V + Vδ) = α.
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This last expression means that∣∣∣E [ϕ (Mn)]− E [ϕ(M˜n)]∣∣∣ ≤ α c0. (A.3)
We also see that M˜n never overshoots the target quadratic variation V + Vδ. It may,
however, undershoot it. This we fix by defining
ξ˜n+1 := (V + Vδ − V˜n)1/2Nn+1
and considering M˜n+1 := M˜n + ξ˜n+1 instead of M˜n. This is still a martingale and,
because
Σ˜n+1 := En
[
ξ˜n+1ξ˜
′
n+1
]
= V + Vδ − V˜n,
The quadratic variation of M˜n+1 is exactly equal to V +Vδ. Lemma A.2 above, applied
conditionally on Fn (and with W = 0), allows us to compare the distributions of M˜n
and M˜n+1:
|E
[
ϕ(M˜n)− ϕ(M˜n+1) | Fn
]
| ≤ (c2 ‖V + Vδ − V˜n‖) ∧ (2c0)
(V˜n = Vn when Vn  V + Vδ) ≤ (2c0)χ{Vn 6V+Vδ} + c2‖Vδ‖+ c2 ‖V − Vn‖.(A.4)
We are now at a stage where we can apply the techniques of Lemma A.1 (Lindeberg
Theorem for martingales). Introduce
η˜k :=
 Σ
1/2
k Nkχ{τ≥k}, 1 ≤ k ≤ n;
(V + Vδ − V˜n)1/2Nn+1, k = n+ 1.
This choice guarantees that
∀1 ≤ k ≤ n+ 1 : Ek−1 [η˜k] = Ek−1
[
ξ˜k
]
= 0 and Ek−1 [η˜kη˜′k] = Ek−1
[
ξ˜k ξ˜
′
k
]
.
Define X˜k :=
∑k
t=1 ξ˜t +
∑n+1
t=k+1 η˜k. We wish to compare X˜n+1 = M˜n+1 to X˜0 =d
N(0, V + Vδ). Importantly, even though M˜n+1 is a martingale with n + 1 time steps,
we always have ξ˜n+1 = η˜n+1 = (V + Vδ − V˜n)1/2Nn+1, so M˜n+1 = X˜n+1 = X˜n. We
conclude:∣∣∣E [ϕ(M˜n+1)− ϕ(N(0, V + Vδ))]∣∣∣ = ∣∣∣E [ϕ(X˜n)− ϕ(X˜0)]∣∣∣ ≤ n∑
k=1
∣∣∣E [ϕ(X˜k)− ϕ(X˜k−1)]∣∣∣ .
We emphasize that M˜n+1 is a martingale whose quadratic variation always equals V+Vδ.
This means we can proceed as in the Claim in the proof of the first Lindeberg Theorem
and bound: ∣∣∣E [ϕ(X˜k)− ϕ(X˜k−1)]∣∣∣ ≤ c3 (E [‖ξ˜k‖3]+ E [‖η˜k‖3]).
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Now recall that ‖ξ˜k‖ ≤ ‖ξk‖ and |η˜k| ≤ |ηk| always, and deduce
|E
[
ϕ(M˜n+1)− ϕ(N(0, V + Vδ))
]
| ≤ c3
n∑
k=1
(E
[‖ξk‖3]+ E [‖ηk‖3]). (A.5)
Finally, another application of Lemma A.2 gives:
|E [ϕ(N(0, V + Vδ))− ϕ(N(0, V ))] | ≤ c2 ‖Vδ‖.
The proof follows once we combine the previous display with (A.3), (A.4) and (A.5).
2
A.4 Bootstrap as a corollary
Proof: (of Corollary 2.1) This corollary follows directly from Theorem 2.1 and the
Gaussian Perturbation Lemma A.2. 2
B Gaussian approximation of the maximum
We prove below our Lindeberg result for the maximum (Theorem 3.1; Section B.1) and
the anti-concentration result (Corollary 3.1; Section B.2).
B.1 Proof of Theorem 3.1
We prove here our Theorem for approximating the distribution of the maximum.
Proof: The proof follows builds upon the LSE approximation for the max used in the
proof of Lemma 5.1 in [12], Theorem 2.1 for martingales and the bootstrap Corollary
2.1. For simplicity, we omit the argument for the law of Z˜n, as it follows directly from
the Corollary.
For a Borel set A ⊂ R, define its -enlargement as A = {t ∈ R : dist(t, A) ≤ }.
Define µtj = Et−1 [ξtj ] (note that in our setting µtj = 0), µ¯j =
∑n
t=1 µtj and µ¯ =
(µj)
p
j=1. For a vector v ∈ Rd we let
Fβ(v + µ¯) = Fβ,µ¯(v) = β
−1 log
 p∑
j=1
exp(β{vj + µ¯j})

It follows by the definition of the LSE approximation of the maximum that
0 ≤ Fβ(v)− max
1≤j≤d
vj ≤ β−1 log d, for all v ∈ Rd.
By Lemma 5.1 in [11], for each Borel set A ⊂ R and δ¯ > 0, there exists a function
g ∈ C3, satisfying ‖g′‖∞ ≤ δ¯−1, ‖g′′‖∞ ≤ δ¯−2K, ‖g′′′‖∞ ≤ δ¯−3K for a universal
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constant K, such that 1Aδ¯(t) ≤ g(t) ≤ 1A4δ¯(t) for all t ∈ R. We will choose β so that
δ¯ = β−1 log(d), so that
0 ≤ Fβ(v)− max
1≤j≤d
vj ≤ δ¯, for all v ∈ Rd. (B.1)
Our Lindeberg machinery will be applied to the function:
ϕ := g ◦ Fβ , (B.2)
which (by virtue of (B.1)) satisfies:
∀v ∈ Rd : 1A(v) ≤ 1Aδ¯(Fβ(v)) ≤ ϕ(v) ≤ 1A4δ¯(Fβ(v)) ≤ 1A5δ¯(v).
Therefore,
P (Z ∈ A)− P
(
Z˜ ∈ A5δ¯
)
≤ E [ϕ(Mn)]− E [ϕ(H)]
where H has distribution N(0, V ). We conclude from Theorem 2.1 that:
P (Z ∈ A)− P
(
Z˜ ∈ A5δ¯
)
≤ c0α+ 2c2∆n + c3
n∑
t=1
E
[‖ξt‖3∞ + ‖ηt‖3∞] , (B.3)
where the ck are defned right before the Theorem. Crucially, we have chosen to apply
the `∞ norm on vectors in what follows.
It remains to bound c0, c2 and c3. Since 0 ≤ g ≤ 1, we can bound c0 ≤ 2. The
other values require that we compute derivatives of ϕ, as
ck := sup
x∈Rd,w∈Rd,‖w‖∞≤1
|∇kϕ(x)(w⊗k)|.
In fact, we claim that we can bound:
Claim: c2 ≤ C log d
δ¯2
and c3 ≤ C log
2 d
δ¯3
.
This suffices to finish the proof by a direct plugin into (B.3).
To prove the claim, we will use the simple bounds:
c2 ≤ sup
v∈Rd
d∑
j,k=1
|∂j∂kϕ(v)| and c3 ≤ sup
v∈Rd
d∑
j,k,`=1
|∂j∂k∂`ϕ(v)|.
We also use some formulae from [7, Lemmas A.2 and A.4]. For indices 1 ≤ i, j, k, ` ≤ d
and v ∈ Rd, if we define
δjk := 1{j=k};
pij(v) :=
eβ vj∑d
i=1 e
β vi
;
wjk(v) := pij(v)δjk − pij(v)pik(v);
qjk`(v) := pij(v)δjkδj` − pij(v)pi`(v)δjk
−pij(v)pik(v)(δj` + δk`) + 2pij(v)pik(v)pi`(v);
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then (in our notation):
∂j∂kϕ(v) = g
′′(Fβ(v))pij(v)pik(v) + g′(Fβ(v))β wjk(v);
∂j∂k∂`ϕ(v) = g
′′′(Fβ(v))pij(v)pik(v)pi`(v) + β2 g′(Fβ(v)) qjk`(v)
+β g′′(Fβ(v)) (wjk(v)pi`(v) + wj`(v)pik(v) + wk`(v)pij(v)).
The important thing about these formulae is that, for each fixed v ∈ Rd, pij(v) is a
probability vector and has `1 norm equal to 1. Therefore,
d∑
j,k=1
|wjk(v)| ≤ C0 and
d∑
j,k,`=1
|qjk`(v)| ≤ C0
with C0 independent of v, δ¯ or any other parameter of the problem. We may then prove
the claim combining these estimates with the formulae for the partial derivatives of ϕ,
our bounds on the derivatives of g, and the fact that β = log d/δ¯. 2
B.2 Proof of Anti-concentration
Proof: (of Theorem 3.2) Let σ¯0 = σ¯ log
−1/2 d, and I0 = {j ∈ [d] : σj ∈ (σ¯0, σ¯]}.
Since Xj are centered Gaussian random variables, the density function of Xj at t ≥ 0,
f(t, σj) = (2piσ
2
j )
−1/2 exp(−t2/{2σ2j }), is decreasing in t. Moreover, f(t, σj) is increas-
ing in σj if |t| ≥ σj . Finally, for t ≥ 43 σ¯,  ≤ t/4, we have t −  ≥ 78 t ≥ 78Φ−1(0.95) ≥√
2σ¯. Therefore it follows that
P
(|maxj∈[d]\I0 Xj − t| ≤ ) ≤∑j∈[d]\I0 P (|Xj − t| ≤ )
≤ 2∑j∈[d]\I0 exp (−(t− )2/{2σ¯2j })/{√2piσ¯j}
≤ 2{d− |I0|} exp (−2σ¯2/{2σ¯20})/{
√
2piσ¯0}
≤ {/σ¯0} exp (− log d+ log(d− |I0|))
≤ {/σ¯0}
Therefore, we have that
P
(|maxj∈[d]Xj − t| ≤ ) ≤ P (|maxj∈[d]\I0 Xj − t| ≤ )
+P (|maxj∈I0 Xj − t| ≤ )
≤ {/σ¯0}+ {2/σ¯0}{2
√
log(2|I0|) + 2}
where the bound on the second term follows from Lemma 4.3 in [11] since for each
j ∈ I0 we have σj ≥ σ¯ log−1/2 d and (trivially) |I0| ≤ d. 2
C Proofs of Section 3.2
Proof: (of Theorem 3.3) Let
Z = maxj∈[d] |Gj |, Z∗ = maxj∈[d] |
∑n
k=1 gkσ
−1
j (rkj − µj)|,
and Ẑ∗ = maxj∈[d] |
∑n
k=1 gkσˆ
−1
j (rkj − µˆj)|
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where G ∈ Rd is a zero mean Gaussian vector with the covariance structure equal to
1
n
∑n
k=1 Ek−1 [ZkZ ′k]. We let ĉv(δ) denote the conditional quantile of Ẑ∗ given the data
and cvo(δ) the (1− δ)-quantile of Z.
By (3.2) it suffices to show∣∣∣∣P(maxj∈[d] ∣∣σˆ−1j (µˆj − µ)∣∣ > ĉv(δ)
)
− (1− δ)
∣∣∣∣ ≤ o(δ).
Therefore, we have
P
(
max
j∈[d]
∣∣σˆ−1j (µˆj − µ)∣∣ > ĉv(δ)) ≤(1) P(max
j∈[d]
∣∣σ−1j (µˆj − µ)∣∣ > ĉv(δ) min
j∈[d]
|σˆj/σj |
)
≤(2) P
(
max
j∈[d]
∣∣σ−1j (µˆj − µ)∣∣ > cvo(δ + ϑn))+ o(δ)
≤(3) P
(
max
j∈[d]
|Gj | > cvo(δ + ϑn)
)
+ o(δ)
≤(4) δ + ϑn + o(δ)
where (1) follows by simple arithmetics, (2) from Step 2, and (3) from Step 3 below.
(4) follows by definition of cvo(δ + ϑn).
Step 2. Here we show that for ϑn = Cδn/ log d we have
P
(
ĉv(δ) min
j∈[d]
|σˆj/σj | > cvo(δ + ϑn)
)
≥ 1− C(ψ1/2n + n−1/2 + δδ1/4n )
First note that
min
j∈[d]
|σˆj/σj | ≥ 1−max
j∈[d]
∣∣∣∣ σˆj − σjσj
∣∣∣∣
Uniformly over j ∈ [d], we have
|σˆj − σj | =
∣∣∣∣{ 1n∑nk=1 Zˆ2kj}1/2 − { 1n∑nk=1 Ek−1 [Z2kj]}1/2∣∣∣∣
≤
{
1
n
∑n
k=1(Zˆkj − Zkj)2
}1/2
+
∣∣∣∣{ 1n∑nk=1 Z2kj}1/2 − { 1n∑nk=1 Ek−1 [Z2kj]}1/2∣∣∣∣
≤ Cδ log−1(dn) +
∣∣∣∣ 1n ∑nk=1 Z2kj−Ek−1[Z2kj]{ 1n ∑nk=1 Z2kj}1/2+{ 1n ∑nk=1 Ek−1[Z2kj]}1/2
∣∣∣∣
≤ Cδn log−1(dn) + σ−1j Cδn log−1(dn)
with probability 1 − ψn by Assumption 2. Moreover, we have that minj∈[d] σj ≥ c.
Thus, for n = Cδn/ log(dn) we have
P
(
min
j∈[d]
|σˆj/σj | < 1− n
)
≤ ψn
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Next we relate the quantiles cvo(δ + ϑn) of Z and the quantiles ĉv(δ) of Ẑ
∗. Using
the triangle inequality we have
|Ẑ∗ − Z| ≤ |Ẑ∗ − Z∗|+ |Z∗ − Z|
≤ maxj∈[d]
∣∣∣ 1√n∑nk=1 gk{Zˆkj − Zkj}∣∣∣+ |Z∗ − Z|
≤ C log1/2(dn) maxj∈[p]
{
1
n
∑n
k=1(Zˆkj − Zkj)2
}1/2
+ |Z∗ − Z|
≤ Cδn log−1/2(dn) + |Z∗ − Z|
with probability 1 − ψn − 2/n. Indeed, 1√n
∑n
k=1 gk{Zˆkj − Zkj} is a mean zero Gaus-
sian random variable conditionally on the data, where the variance of each component
is bounded by δ2n/ log
2 d by Assumption 2 holds with probability 1 − ψn. This fol-
lows by Corollary 2.2.8 in [31] and Proposition A.2.1 in [31] (Borell-Sudakov-Tsirelson
inequality).
To bound the second term we note that both Z and Z∗ are the maximum of Gaussian
processes with covariance matrices Σ and ΣZ
∗
satisfying with probability 1− 2ψn that
∆ := maxj,`∈[d] |ΣZj` − ΣZ
∗
j` |
≤ maxj,`∈[d] |Vj` − Vn,j`|+ maxj,`∈[d] |Vnj` − 1n
∑n
k=1 ZkjZk`|
≤ 2δn/ log2(dn) =: ∆¯
Define the event En := {∆ ≤ ∆¯}. Conditionally on En, by the perturbation Lemma
A.2 we have
P (Z∗ ∈ A | En) ≤ P
(
Z ∈ Aδ¯
)
+ Cδ¯−2∆¯ log(d)
Let rn := δ¯+Cδn log
−1/2(dn). By a conditional version of Strassen’s theorem, there is
a version of Z such that
℘2n := P
(
|Ẑ∗ − Z| > rn
)
≤ 2ψn + 2/n+ Cδ¯−2∆¯ log(d).
By Markov’s inequality we have that with probability 1− ℘n
P
(
|Ẑ∗ − Z| > rn | En
)
≤ ℘n
Using these relations, for some ϑn ≥ ℘n, with probability 1− ℘n, we have
cˆv(δ)(1− n) ≥(1) {cvo(δ + ℘n)− rn}(1− n)
=(2) cv
o(δ + ϑn)− cvo(δ + ϑn)
+{cvo(δ + ℘n)− cvo(δ + ϑn)− rn}(1− n)
≥(3) cvo(δ + ϑn) +
{
ϑn−℘n
C log1/2 d
− rn
}
(1− n)− cvo(δ + ϑn)
≥(4) cvo(δ + ϑn)
where (1) follows by the definition of the quantile function, (2) by adding and subtract-
ing (1− )cvo(δ + ϑn), (3) by Theorem 3.2 and Assumption 3(ii) which implies σ ≥ c,
and (4) holds provided that
rn + n
cvo(δ + ϑn)
1− n ≤
ϑn − ℘n
C log1/2 d
(C.1)
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where cvo(δ + ϑn) ≤ C log1/2(d/δ). Thus (C.1) yields
P (ĉv(δ)(1− n) < cvo(δ + ϑn)) ≤ ℘n
Next we define δ¯ = {c−2δ−2δ−1/2n ∆¯ log(d)}1/2 and ϑn = δδ1/8n and show their valid-
ity. This implies that ℘2n ≤ 2ψn+2/n+Ccδ2δ1/2n which in turn implies ϑn−℘n ≥ ϑn/2
since ψ
1/2
n ≤ o(1)δδ1/8n . Under these choices, (C.1) holds provided that
δn ≤ o(1)δδ1/8n , n =
Cδn
log(dn)
≤ o(1)δδ
1/8
n
log(d/δ)
, δ¯ ≤ c
−1δ−1δ1/4n
log1/2(dn)
≤ o(1)δδ
1/8
n
log1/2(d)
which are implied by Assumption 2 and n sufficiently large as the sequence δn → 0 is
fixed.
Step 3. Here we show that
sup
t∈R
∣∣∣∣∣P
(
max
j∈[d]
|Gj | > t
)
− P
(
max
j∈[d]
∣∣∣∣∣ 1√n
n∑
k=1
Zkj
∣∣∣∣∣ > t
)∣∣∣∣∣ ≤ 2ψn + Cδ1/3n
where Gj =
1√
n
∑n
k=1 ηk is a Gaussian process with ηk ∼ N(0,Ek−1 [ZkZ ′k]). By
Theorem 3.1 we have that
P
(
max
j∈[d]
∣∣∣∣∣ 1√n
n∑
k=1
Zkj
∣∣∣∣∣ > t
)
≤ P
(
max
j∈[d]
|Gj | > t− Cδ¯
)
+ 2α+
C∆n log d
δ¯2
+
C log2 d
δ¯3n1/2−ρ
≤ P
(
max
j∈[d]
|Gj | > t
)
+ Cδ¯
√
log d+ 2α+
C∆n log d
δ¯2
+
C log2 d
δ¯3n1/2−ρ
where α and ∆n are defined in Assumption 1, and the second line used the anti-
concentration bound in Corollary 3.1 in the second line (σ = 1 since the Zkj are
normalized). Note that Assumption 1 holds with α = ψn, Vδ = {δn/ log2(dn)}V , and
∆n ≤ max
j,`∈[d]
|Vδ,j`|+ E
[
max
j,`∈[d]
|Vn,j` − Vj`|
]
≤ δn maxj,` |Vj`|
log2(dn)
+
δn
log2(dn)
by Assumption 2. Moreover, by taking δ¯ = δ
1/3
n /
√
log d we have
P
(
max
j∈[d]
∣∣∣∣∣ 1√n
n∑
k=1
Zkj
∣∣∣∣∣ > t
)
≤ P
(
max
j∈[d]
|Gj | > t
)
+ Cδ2/3n + 2ψn + Cδ
1/3
n + Cδn
under Assumption 2 the result follows. The other direction follows similarly.
2
30
D Proofs of Section 4
Proof: (of Theorem 4.2) By triangle inequality we have
P
 ⋃
w∈En,a∈A
{
|p¯(a | w)− pˆ(a | w)|
ĉf(w)
> 1
} ≤ P( max
w∈T,a∈A
|p¯(a | w)− pˆ(a | w)|
ĉf(w)
> 1
)
+P
 max
w∈En\T,
a∈A
|p¯(a | w)− pˆ(a | w)|
ĉf(w)
> 1

By the choice of ĉf(w), w 6∈ T , in (4.4) with δ/n, it was shown in Theorem 1 of [3] that
P
 max
w∈En\T,
a∈A
|p¯(a | w)− pˆ(a | w)|
ĉf(w)
> 1
 ≤ δ/n
Next we focus on the other term. Let
Z = maxw∈T,
a∈A
|Gn(w, a)|,
Z∗ = maxw∈T,
a∈A
|∑nk=1 gkdk(w, a)|, and
Ẑ∗ = maxw∈T,
a∈A
|∑nk=1 gkdˆk(w, a)|.
Recall that ĉv(δ) denotes the conditional quantile of Ẑ∗ given the data (Xn−∞) and
cvo(δ) denotes the (1− δ)-quantile of Z.
By definition we have
|p¯(a | w)− pˆ(a | w)|
ĉf(w)
= |Mn(w, a)|
√
pi(w)n
Nn−1(w)
√
Nn−1(w)
ĉv(δ)
=
|Mn(w, a)|
ĉv(δ)
√
pi(w)n
Nn−1(w)
Therefore, using the relation above and denoting cvo(δ) as the 1− δ quantile of Z, we
have
P
max
w∈T,
a∈A
|p¯(a | w)− pˆ(a | w)|
ĉf(w)
> 1

≤ P
max
w∈T,
a∈A
|Mn(w, a)|
ĉv(δ)
√
pi(w)n
Nn−1(w)
> 1

≤(1) P
max
w∈T,
a∈A
|Mn(w, a)| > ĉv(δ)
√
1− 
+ α
≤(2) P
max
w∈T,
a∈A
|Mn(w, a)| > cvo(δ + ϑn)
+ α + Cδ/ log n
≤(3) P
max
w∈T,
a∈A
|Gn(w, a)| > cvo(δ + ϑn)
+ α + o(1)
≤(4) δ + ϑn + α + o(1)
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where (1) follows from the typicality assumption, (2) follows from Step 2 below where
ϑn = o(δ), (3) by Step 3 below and (4) by definition of the quantile.
Step 2. We show that P
(
ĉv(δ)
√
1−  < cvo(δ + ϑn)
) ≤ δ/√n + δ/ log n for ϑn =
δ/ log n = o(1).
We have that
|Ẑ∗ − Z| ≤ |Ẑ∗ − Z∗|+ |Z∗ − Z|
= maxw∈T,
a∈A
|∑nk=1 gk{dˆk(w, a)− dk(w, a)}|+ |Z∗ − Z| (D.1)
Regarding the first term, note that
∑n
k=1 gk{dˆk(w, a)− dk(w, a)} is a zero-mean Gaus-
sian random variable with variance
∑n
k=1{dˆk(w, a) − dk(w, a)}2. Note that under the
typicality, with probability 1− α, uniformly over w ∈ T♠, a ∈ A we have
|dˆk(w, a)− dk(w, a)| ≤
{
γ+|p¯(a|w)−pˆ(a|w)|√
pi(w)n
+
∣∣∣√Nn−1(w)pi(w)n − 1∣∣∣ 1√Nn−1(w)
}
χ{Xk−1
k−|w|=w}
≤ {γ + |p¯(a | w)− pˆ(a | w)|+ /(1− )}χ{Xk−1
k−|w|=w}/
√
pi(w)n
.
However, by typicality, (4.4) and Theorem 1 of [3] we have that with probability 1 −
δ2/n− α
|p¯(a | w)− pˆ(a | w)| ≤
√
4
Nn−1(w)
(2 log(2 + log2Nn−1(w)) + log(n2|A|/δ))
≤
√
4(1+)
pi(w)n (2 log(2 + log2((1 + )pi(w)n)) + log(n
3|A|/δ))
≤
√
16
pi(w)n log(n
3|A|/δ2)
(D.2)
Therefore, with probability 1− 2α − δ2/n, uniformly over w ∈ T, a ∈ A, we have
n∑
k=1
{dˆk(w, a)− dk(w, a)}2 ≤
{
γ +
√
16
pi(w)n log(n
3|A|/δ) + 1−
}2 n∑
k=1
χ{Xk−1
k−|w|=w}
pi(w)n
=
{
γ +
√
16
pi(w)n log(n
3|A|/δ2) + 1−
}2 Nn−1(w)
pi(w)n
≤ (1 + )
{
γ +
√
16
pi(w)n log(n
3|A|/δ2) + 1−
}2
=: ε2n(w).
(D.3)
In turn, by Corollary 2.2.8 in [31], with probability 1− 2α − δ2/n we have
EXn−∞ := E
[
max
w∈T♠,a∈A
∣∣∣∣∣
n∑
k=1
gk{dˆk(w, a)− dk(w, a)}
∣∣∣∣∣ | Xn−∞
]
≤ C
√
log d max
w∈T♠
εn(w)
and, conditional on the same event with probability at least 1−α−δ2/n, by Proposition
A.2.1 in [31] (Borell-Sudakov-Tsirel’son inequality), we have
P
max
w∈T,
a∈A
∣∣∣∣∣
n∑
k=1
gk{dˆk(w, a)− dk(w, a)}
∣∣∣∣∣ > EXn−∞ + maxw∈T♠ εn(w)
√
2 log
( n
δ2
)
| Xn−∞
 ≤ 2δ2
n
.
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To bound the other term in (D.1) we note that Z∗ and Z are each the maximum of
a Gaussian random vector so we will apply the (Gaussian) perturbation Lemma. Let
∆ = max
w,w′∈T♠
a,a′∈A
∣∣∣∣∣
n∑
k=1
dk(w, a)dk(w
′, a′)−
n∑
k=1
Ek−1 [dk(w, a)dk(w′, a′)]
∣∣∣∣∣
and Uk(w, a) := {χ{Xk=a} − p(a | Xk−1−∞ )}χ{Xk−1
k−|w|−1=w}. We have
P (∆ > t) ≤ d max
w,w′∈T♠
a,a′∈A
P
(∣∣∣∣∣
n∑
k=1
dk(w, a)dk(w
′, a′)−
n∑
k=1
Ek−1 [dk(w, a)dk(w′, a′)]
∣∣∣∣∣ > t
)
≤ d max
w∈T♠
a,a′∈A
P
(∣∣∣∣∣
n∑
k=1
Uk(w, a)Uk(w, a
′)− Ek−1 [Uk(w, a)Uk(w, a′)]
∣∣∣∣∣ > tnpi(w)
)
≤ 2d exp(− 14 t2nminw∈T♠ pi(w))
for any
t ≤ ∆¯ := 2
√
log(2nd/δ2)
n1/2 minw∈T♠ pi1/2(w)
where the last step follows from Lemma 1.6 in [23] (with b2 = npi(w), a = 1 and at/b2 ≤
log(3/2)) under the condition that maxw∈T♠ 2
√
log(2nd/δ2)n−1/2pi−1/2(w) ≤ log(3/2)
which is implied by Assumption 3(i) since ρ ∈ (0, 1). Therefore with probability at
least 1− δ2/n we have
∆ ≤ ∆¯
Then, conditionally on {∆ ≤ ∆¯} we have by the perturbation Lemma A.2 we have
P
(
Z∗ ∈ A | Xn−∞
) ≤ P(Z ∈ Aδ¯)+ Cδ¯−2∆¯ log(d)
Next we collect the bounds, letting
rn := δ¯ + {C
√
log d+
√
2 log(n/δ2)} max
w∈T♠
εn(w).
Therefore, by a conditional version of Strassen’s theorem, there is a version of Z such
that
℘2n := P
(
|Ẑ∗ − Z| > rn
)
≤ 2α + 4δ2/n+ Cδ¯−2∆¯ log(d).
Then by Markov’s inequality, with probability 1− ℘n, we have
P
(
|Ẑ∗ − Z| > rn | Xn−∞
)
≤ ℘n
Then, for some ϑn ≥ ℘n, with probability 1− ℘n, we have
cˆv(δ)
√
1−  ≥(1) {cvo(δ + ℘n)− rn}
√
1− 
≥(2) cvo(δ + ϑn)− cvo(δ + ϑn)
+{cvo(δ + ℘n)− cvo(δ + ϑn)− rn}
√
1− 
≥(3) cvo(δ + ϑn) +
{
ϑn−℘n
C log d − rn
}√
1− − cvo(δ + ϑn)
≥(4) cvo(δ + ϑn)
33
where (1) follows by the definition of the quantile function, (2) since  ≥ 1 − √1− ,
(3) by Theorem 3.2 and Assumption 3(ii) which implies σ¯ ≥ c, and (4) holds provided
that
rn + 
cvo(δ + ϑn)√
1−  ≤
ϑn − ℘n
C log d
(D.4)
where cvo(δ + ϑn) ≤ C
√
log(d/δ). Thus (D.4) yields
P
(
ĉv(δ)
√
1−  < cvo(δ + ϑn)
) ≤ ℘n
To show (D.4) we will take δ¯ =
{
c−2δ−2∆¯ log2 n
}1/2
and ϑn = δ/ log n. This implies
that ℘2n ≤ 2α + 4δ2/n + cδ2/ log2 n and that ϑn − ℘n ≥ ϑn/2. Relation (D.4) holds
provided that
 ≤ o(1)δ
log(d) log1/2(d/δ) log(n)
,
{
c−2δ−2
√
log(nd/δ2)
n1/2 minw∈T♠ pi1/2(w)
log2 n
}1/2
≤ o(1)δ
log(d) log n
α1/2 ≤
o(1)δ
log n
,
√
log(dn/δ) log(d)
{
γ + +
√
log(n|A|/δ)
n1/2 minw∈T pi1/2(w)
}
≤ o(1)δ
log n
which are implied by Assumption 3.
Step 3. Here we show that
sup
t∈R
P
max
w∈T,
a∈A
|Mn(w, a)| > t
− P
max
w∈T,
a∈A
|Gn(w, a)| > t
 ≤ Cδ/ log n
We will apply Theorem 3.1. By Proposition 4.2 we can take α = α, ∆n = 4γ|A|+α.
Then, by Theorem 3.1, for any t ∈ R we have
P
max
w∈T,
a∈A
|Mn(w, a)| > t
 ≤ P
max
w∈T,
a∈A
|Gn(w, a)| > t− Cδ¯
+ 2α+ C log d
δ¯2
∆n
+
C log2 d
δ¯3
n∑
t=1
E
[‖ξt‖3∞ + ‖ηt‖3∞]
where Gn =
1√
n
∑n
t=1 ηt is a Gaussian process where ηt ∼ N(0,Σt), Σt = Et−1 [ξtξ′t],
d = |T | · |A|.
By Proposition 4.1 we have that
n∑
t=1
E
[‖ξt‖3∞ + ‖ηt‖3∞] ≤ Cn1/2 ∑
w∈T♠
pi−1/2(w) ≤ Cn−1/2+ρ
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Therefore we have
P
(
maxw∈T,
a∈A
|Mn(w, a)| > t
)
≤ P
(
maxw∈T,
a∈A
|Gn(w, a)| > t− Cδ¯
)
+2α + Cδ¯
−2{4γ|A|+ α} log(d) + Cn−1/2+ρδ¯−3 log2(d)
≤ P
(
maxw∈T,
a∈A
|Gn(w, a)| > t
)
+2α + Cδ¯
−2{4γ|A|+ α} log(d) + Cn−1/2+ρδ¯−3 log2(d)
+Cδ¯C log(d)
where we used Theorem 3.2. The result follows under Assumption 3 which implies that
for δ¯ = o(1)δ/{log(d) log n} we have
2α + Cδ¯
−2{4γ|A|+ α} log(d) + Cn−1/2+ρδ¯−3 log2(d) + Cδ¯ log(d) ≤ δ/ log n.
2
E Proofs of Auxiliary Lemmas
Proof: (of Lemma 4.1) We need to bound the largest magnitude of a matrix entry
of S (Q − Q˜)S ′. This operator acts on RT ⊗ RA, and its entries are indexed by pairs
((x, a), (y, b)) ∈ (T ×A)2.
One first remark is that such an entry can be nonzero if and only if x  y or vice-
versa. To see this, let us consider the effect of applying S to Q and Q˜. By the formulae
for the S operator,
S QS ′ =
∑
w∈T♠
∑
x,y∈PathT (w)
pi(w)√
pi(x)pi(y)
exe
′
y ⊗Qw
=
∑
x,y∈T×T
exe
′
y√
pi(x)pi(y)
⊗
∑
w∈T♠:x,y∈PathT (w)
pi(w)Qw.
We see at once that in order for the entry Q((x, a), (y, b)) to be nonzero one needs that
there be some leaf w such that x, y ∈ PathT (w), in which case x, y are linearly ordered.
The same property also holds for Q˜.
We have seen that entries ((x, a), (y, b)) of S (Q − Q˜)S ′ are zero unless x  y or
vice-versa. We now wish to bound the magnitude of the nonzero entries (and thus the
`∞ norm) of this matrix. So we consider ((x, a), (y, b)) with x  y (without loss of
generality). We need to show that
Want: |[S (Q− Q˜)S ′]((x, a), (y, b))| ≤ max
w∈T♠:x,y∈PathT (w)
‖Qw − Q˜w‖.
To prove this, we must write the LHS from the definition. Note that a leaf w has
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x, y ∈ PathT (w) if and only if w  y. We deduce that
|[S (Q− Q˜)S ′]((x, a), (y, b))| =
∣∣∣∣∣
∑
w∈T♠:x,y∈PathT (w) pi(w) (Qw(a, b)− Q˜w(a, b))√
pi(x)pi(y)
∣∣∣∣∣
≤
∑
w∈T♠:x,y∈PathT (w) pi(w)√
pi(x)pi(y)
max
w∈T♠
‖Qw − Q˜w‖.
To finish, we will show that∑
w∈T♠:x,y∈PathT (w) pi(w)√
pi(x)pi(y)
≤ 1. (E.1)
Recall that T is a complete tree. Therefore, the event that X−1−|y| = y coincides with
T (X−1−∞)  y, which is the same as saying that T (X−1−∞) = w for some leaf w  y. We
conclude:
pi(y) := P
(
X−1−|y| = y
)
=
∑
w∈T♠ :wy
P
(
T (X−1−∞) = w
)
=
∑
w∈T♠ :wy
pi(w).
Since y ∈ PathT (w) is the same as w  y,∑
w∈T♠:x,y∈PathT (w) pi(w)√
pi(x)pi(y)
≤
∑
w∈T♠ :wy
pi(w) =
√
pi(y)
pi(x)
.
But also have that pi(x) ≥ pi(y): x  y implies {X−1−|x| = x} ⊃ {X−1−|y| = y}. This shows
that (E.1) holds and finishes the proof. 2
Proof: (of Proposition 4.1) We have the explicit formulae
ξ♠t (w, a) =
(
χ{T (Xt−1−∞)=w}
ew√
pi(w)n
)
⊗ (χ{Xt=a} − p(a|Xt−1−∞)),
and
ξt(x, a) =
(
χ{T (Xt−1−∞)x}
ex√
pi(x)n
)
⊗ (χ{Xt=a} − p(a|Xt−1−∞)).
Since T (Xt−1−∞)  x implies pi(T (Xt−1−∞)) ≤ pi(x), we obtain ‖ξt‖∞ = ‖ξ♠t ‖∞ and
E
[‖ξt‖3∞] ≤ E
[
1
n3/2 pi(T (Xt−1−∞))3/2
]
=
1
n3/2
∑
w∈T♠
pi(w)
pi(w)3/2
=
1
n3/2
∑
w∈T♠
1
pi(w)1/2
.
Let us now consider the covariance matrices. Clearly,
Σ♠t := Et−1
[
ξ♠t ξ
♠
t
′]
=
 ∑
w∈T♠
χ{T (Xt−1−∞)=w}
ewe
′
w
pi(w)n
⊗ Ct,
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where
Ct(a, a
′) :=
{
p(a|Xt−1−∞)(1− p(a|Xt−1−∞)), a = a′;
−p(a|Xt−1−∞) p(a′|Xt−1−∞), a 6= a′.
We also have
Σt := Et−1 [ξtξ′t] =
S ∑
w∈T♠
χ{T (Xt−1−∞)=w}
ewe
′
w
pi(w)n
S ′
⊗ Ct,
We will need a square root for Σt. Note that Ct has the form:
Ct = diag(pt)− ptp′t (E.2)
where pt ∈ RA is as above. The usual fact that V (X) = E
[
(X − E [X])2] translates
into:
x′(diag(pt)− ptp′t)x = (x− (p′tx) 1)′diag(pt) (x− (p′tx) 1),
that is,
Ct = (I − pt1′) diag(pt) (I − 1p′t)
where 1 is the all-ones vector. This implies that
C
1/2
t = (I − pt1′) diag(
√
pt)
is a valid square root for this matrix, and
Σ
1/2
t =
 ∑
w∈T♠
χ{T (Xt−1−∞)=w}
S ewe′w√
pi(w)n
⊗ [(I − pt1′) diag(√pt)]
is a valid square root of Σt. Finally, consider Σ
1/2
t N where N =d N(0, I) is independent
from Ft−1. Given x ∈ T ,
(Σ
1/2
t N)(w, a) =
∑
w∈T♠ :wx
√
pt(a)N(w, a)− pt(a)
∑
b∈A
√
pt(b)N(w, b)√
pi(x)n
χ{T (Xt−1−∞)=w}.
So once again ‖Σ1/2t N‖∞ is achieved at a leaf, and:
E
[
‖Σ1/2t N‖3∞ | Ft−1
]
=
∑
w∈T♠
χ{T (Xt−1−∞)=w}
(pi(w)n)3/2
E
[
max
a∈A
|
√
pt(a)N(w, a)− pt(a)
∑
b∈A
√
pt(b)N(w, b)|3 | Ft−1
]
.
Now, for each a we have:
E
[
|
√
pt(a)N(w, a)− pt(a)
∑
b∈A
√
pt(b)N(w, b)|2 | Ft−1
]
= pt(a),
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so
E
[
maxa∈A |
√
pt(a)N(w, a)− pt(a)
∑
b∈A
√
pt(b)N(w, b)|3 | Ft−1
]
≤ E
[√∑
a∈A |
√
pt(a)N(w, a)− pt(a)
∑
b∈A
√
pt(b)N(w, b)|6
]
≤ C.
We conclude that
E
[
‖Σ1/2t N‖3∞
]
≤
∑
w∈T♠
C pi(w)
{pi(w)n}3/2 ≤
C
n3/2
∑
w∈T♠
√
1
pi(w)
.
2
Proof: (of Proposition 4.2) For the first assertion, by Lemma 4.1, it suffices to show
that ‖V ♠− V ♠n ‖∞ ≤  and V ♠n  V ♠+ V ∗δ in the typicality event. This is what we do
below.
In computing V ♠n , we collect terms that have a given w in them, and obtain:
V ♠n =
∑
w∈T♠
Nn−1(w)
pi(w)n
ewe
′
w ⊗ Cw,
where
Cw :=
(
1
Nn−1(w)
n∑
t=h∗
χ{T (Xt−1−∞)=w} Ct
)
, (E.3)
with Ct as in (E.2).
Recall from (4.5) that Cw ∈ RA×A is given by:
Cw(a, a
′) :=
{
p(a|w)(1− p(a|w)), a = a′;
−p(a|w) p(a′|w), a 6= a′. .
By the continuity assumption, for each index t with T (Xt−1−∞) = w we have:
‖Ct − Cw‖∞ ≤ 2γ.
Moreover, since both Ct and Cw have the form prescribed in Lemma F.1 below,
Ct  Cw + (2
√
|A|+ 1) γ IA×A.
Therefore, under continuity, we have that for all w ∈ T♠:
‖Cw − Cw‖∞ ≤ 2γ and Cw  Cw + (2
√
|A|+ 1) γ IA×A. (E.4)
We now compare V ∗n to the deterministic operator V
♠ introduced in (4.6), which we
rewrite below.
V ♠ =
∑
w∈T♠
ewe
′
w ⊗ Cw.
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We note that
‖V ♠n − V ♠‖∞ ≤
∥∥∥∥∥∥
∑
w∈T♠
(
Nn−1(w)
pi(w)n
− 1
)
ewe
′
w ⊗ Cw
∥∥∥∥∥∥
∞
+
∥∥∥∥∥∥
∑
w∈T♠
ewe
′
w ⊗ (Cw − Cw)
∥∥∥∥∥∥
∞
(typicality + (E.4)) ≤ + 2γ.
In addition, under typicality (and noting that each Cw  0),
V ♠n 
∑
w∈T♠
(1 + ) ewe
′
w ⊗ Cw
Then (E.4) gives:
V ♠n 
∑
w∈T♠
ewe
′
w ⊗ [(1 + )Cw + (1 + )(2
√
|A|+ 1) γ IA×A] = V ♠ + V ♠δ
as per (4.7). 2
F Additional technical lemmas
F.1 Comparing covariance matrices
Lemma F.1 Assume p, q ∈ RA are two probability vectors. Then:
diag(p)− pp′  diag(q)− qq′ + (2
√
|A|+ 1) max
a∈A
|p(a)− q(a)| IA×A.
Proof: Fix x ∈ RA. Our goal is to show that:
Goal :x′diag(p)x− (p′x)2 ≤ x′diag(q)x− (q′x)2 + (2
√
|A|+ 1) max
a∈A
|p(a)− q(a)|x′x.
Fix x ∈ RA. Then:
x′diag(p)x =
∑
a∈A
p(a)x(a)2 ≤
∑
a∈A
q(a)x(a)2 + max
a∈A
|q(a)− p(a)|x′x.
Moreover, since p+ q has `1 norm bounded by 2,
(p′x)2 − (q′x)2 = ((p+ q)′x) ((p− q)′x)
≤ 2‖x‖∞ ‖p− q‖2
√
x′x
≤ 2
√
|A| max
a∈A
|p(a)− q(a)|x′x.
Combining these two displays gives us our goal. 2
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Penalty based on bootstrap Penalty based on self-normalizion
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Figure 1: We considered a Markov chain of order 3 and a sample size of n = 5000. The
figure illustrates the histogram of the 1630 penalty parameters cf(w), w ∈ En, for the pro-
posed bootstrap based methods (left) and the analytical bounds based on self-normalization
(right). Both choices are theoretically valid but the bootstrap based adapts to the correla-
tion structure of the process leading to smaller penalty choices.
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Figure 2: We considered a Markov chain of order 3 and a sample size of n = 5000. The
figure illustrates the penalty parameters cf(w), w ∈ En for the different proposals. For each
node we computed the ratio (self-normalized choice divided by the bootstrap-based choice)
and ordered these ration to be plotted. The bootstrap based proposal seems to be a factor
of three smaller across nodes.
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