This paper deals with the subharmonic solutions of Hamiltonian systemṡ
Introduction
This paper considers the subharmonic solutions of the Hamiltonian systemṡ x = J ∇H (t, x).
(1.1)
Where J = 0 −I n I n 0 is the standard symplectic matrix, H (t, x) ∈ C 2 (R 1 ×R 2n , R 1 ) is T -periodic in t, ∇H (t, x) is the gradient of H (t, x) with respect to x. Recall that a solution x(t) of (1.1) is called subharmonic if x(t) is kT -periodic for some positive integer k.
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Denote by ·,· and | · | the inner product and norm of R 2n respectively. The generic form of Hamiltonian function H is given by H (t, x) = 1 2 B (t)x, x +Ĥ (t, x), whereB(t) is a T -periodic symmetric continuous matrix andĤ has superquadratic behavior. The first result for existence of subharmonic solutions of such a class of Hamiltonian systems was obtained by Rabinowitz in [16] for the case thatB is a constant matrix. Since then, many new contributions have appeared. See for example [4, 8, 9, 14] and the references therein. In [4] , Ekeland and Hofer proved the existence of a series of geometrically distinct subharmonic solutions of (1.1) under the assumption that H is strictly convex. C. Liu [9] generalized the result of [4] to the nonconvex case conditionally. This paper further gives a substantial improvement of the result of [9] . We supposeB andĤ satisfy the following conditions:
(H 1 )Ĥ (t, x) 0, (H 2 )Ĥ (t, x) = •(|x| 2 ) as |x| → 0, (H 3 ) there exist μ > 2 and R > 0 such that for all t ∈ R 1 and |x| R,
(H 4 ) there are constants α > 0, R 1 > 0 such that for all t ∈ R 1 and |x| R 1 ,
The main result of [9] is as follows: The main objective of this paper is to drop the restriction k ∈ [1, 2π ωT ) and weaken the condition p > 2n + 1 in Theorem 1.1. To state our result, we need the concept of Maslov-type index theory.
Let B(t) be a 2n × 2n T -periodic symmetric continuous matrix, the fundamental solution matrix γ (t) ofẋ(t) = J B(t)x(t) is a symplectic path. The Maslov-type index pair of γ on [0, T ] is an integer pair
Here and after, Z and N are the sets of integers and positive integers respectively. For any integer k ∈ N, denote by (i kT (B), ν kT (B)) the Maslov-type index pair of γ (t) on [0, kT ]. The Maslovtype index theory was defined by Conley, Zehnder and Long in [2, 11, 15] , and further developed by Long in [12, 13] . For the systematic statements of this index theory, please refer to the monograph [14] or papers [2, 3, [11] [12] [13] 18] . We will give the definition of Maslov-type index pair in the appendix of this paper for reader's convenience.
We state the main result of this paper: 
It is easy to give an example ofB(t) such that the inequality is strict. Therefore Theorem 1.3 improves Theorem 1.1 substantially.
(ii) IfB(t) ≡ 0, then i T (B) + ν T (B) = n. Hence Theorem 1.2 is a corollary of Theorem 1.3.
We will use the critical point theory to prove Theorem 1.3. Since the growth condition forĤ is not assumed, we need to consider a truncate functionĤ K . Let K > 0 be a constant, choose constant R(K) and function χ ∈ C ∞ (R 1 , R 1 ) as follows
By [16] , it is known thatĤ K still satisfies (H 1 )-(H 4 ) with μ and α being replaced by ν = min{μ, 4} and β = α +2 respectively. Moreover, there exist positive constants a 1 , a 2 independent of K such that for ∀t ∈ R 1 , ∀x ∈ R 2n ,
Proof of Theorem 1.3
Let
The inner product on E is defined by
Where
Define the linear operators A andB on E by extending the bilinear form
Then A is a bounded self-adjoint linear operator andB is a compact self-adjoint linear operator (see [14] ). Denote the eigenvalues of self-adjoint operator A −B by
Let {e j } and {e j } be the eigenvectors of A −B corresponding to λ j and λ j respectively. For m > 0, set
Galerkin approximation frame with respect to A (see [5, 6, 14] ).
Lemma 2.1. [5,6,14] For any continuous T -periodic symmetric matrix function B(t) with the Maslov-type index pair (i T (B), ν T (B)), there exists an
Where B is the operator defined by (2.2) corresponding to
the eigenspaces corresponding to the eigenvalues λ belonging to [d, +∞), (−∞, d] and (−d, d) respectively.
We also need the following two iteration inequalities: Lemma 2.2. [9, 10, 14] For any k ∈ N, there hold
3)
Note that (2.4) is a corollary of (2.3) because ν T (B) 2n.
We use the method of [9] to discuss the T -periodic solution of (1.1) and their Maslov-type index pair. Let
The problem (2.5) corresponds to the functional f ∈ C 2 (E, R) defined by
Let f m = f | E m be the restriction of f on E m . The following two lemmas can be found in [9] . Let E be a C 2 -Riemannian manifold, D be a closed subset of E. A family of subset of E φ(α) is said to be a homological family of dimension q with boundary D if for some nontrivial 6) where i * is the homomorphism induced by the immersion i : G → E (cf. [7] ).
Theorem 2.5. [7] For above E, D and α, let φ(α) be a homological family of dimension q with boundary D, suppose that f ∈ C 2 (E, R) satisfies (PS) condition. Define
Suppose sup x∈D f (x) < c and f is Fredholm on
Then there exists an
If x is a T -periodic solution of (1.
1), denote B(t) = H (t, x(t)). The Maslov-type index pair of x is defined by (i T (x), ν T (x)) = (i T (B), ν T (B)).
Theorem 2.6. Suppose (H 1 )-(H 5 ) hold, then (1.1) has a nonconstant T -periodic solution x whose Maslov-type index pair satisfies
(2.7)
Proof. We prove this result in 3 steps.
Step 1. The critical points of f m .
By (H 2 ) and the definition ofĤ K , for any > 0, there exists an M > 0 such that
(2.8)
where r 1 and r 2 > 0 will be determined later. Let
Since λ 1 < 0, ν > 2, we can choose large enough r 1 , r 2 > ρ independent of m and K such that Step 2. The solution of (2.5).
Since {c m } is bounded, passing to a subsequence, suppose c m → c ∈ [δ,
condition, passing to a subsequence, there exists an x ∈ E such that
Then x is a solution of (2.
5). Since c > 0, by (H 1 ) and (H 5 ), x is nonconstant. Let B(t) = H K (t, x(t)) and B be the operator defined by (2.2) corresponding to B(t). Let
there exists an r 3 > 0 such that
Then for m large enough, one has
It is easy to prove that (see [9] for more details)
By (2.11), (2.13) and Lemma 2.1,
This implies that i T (x) i T (B) + ν T (B) + 1 i T (x) + ν T (x).
Step 3. The solution of (1.1). By (2.12), critical value c has an upper bound
(2.14)
Consequently, x is a nonconstant T -periodic solution of (1.1). 2 Where (l * x j )(t) = x j (t + lT ). By Lemma 4.1 of [9] , 
Lemma 2.7. SupposeB(t) is a T -periodic semipositive symmetric continuous matrix, then i T (B) + ν T (B) n.

Proof. Under an additional assumption that
SinceB(t) is semipositive for all t ∈ [0, T ], by Lemma 2.7,
Hence
In the case of all x k are nondegenerate, if x j and x pj are the same geometrically, by (2.20) and (2.3),
Then p 1. 2
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Appendix A. The definition of Maslov-type index pair
In this appendix we briefly give the definition of Maslov-type index pair of continuous paths starting from identity matrix I 2n in symplectic group Sp(2n). Recall that Sp(2n) is the group consists of all 2n × 2n real matrices M satisfying M T J M = J , where M T is the transpose of M and J is the standard symplectic matrix defined in the beginning of this paper. The Maslov-type index theory for nondegenerate paths was established by Conley and Zehnder in [2] for n 2 and by Long and Zehnder in [15] for n = 1. For degenerate paths, it was established by Long in [11] [12] [13] . There are many ways to define this index theory. Of course, all of them are equivalent. In the following we use the definition presented by Long in [13] .
Denote by
For a positive number T > 0, define
Sp(2n) has the topology induced from R 4n 2 , P T (2n) is equipped with the C 0 -topology induced from the topology of Sp(2n). Every symplectic matrix M ∈ Sp(2n) has unique polar decomposition M = AU , where A = (MM T ) 1/2 and U is orthogonal and symplectic. U must be of the form U = In particular, we call (i T (B), ν T (B)) the Maslov-type index pair of B(t).
