Assistance à la validation et vérification de systèmes critiques : ontologies et intégration de composants by Kezadri, Mounira
THÈSE
En vue de l’obtention du
DOCTORAT DE L’UNIVERSITÉ DE TOULOUSE
Délivré par : l’Institut National Polytechnique de Toulouse (INP Toulouse)
Présentée et soutenue le 11/07/2013 par :
Mounira KEZADRI
Assistance à la validation et vérification de systèmes critiques : Ontologies
et Intégration de composants.
JURY
M. Antoine BEUGNARD Professeur, Telecom Bretagne Rapporteur
Mme Catherine DUBOIS Professeur d’Université, ENSIIE Rapporteur
M. Yamine AIT AMEUR Professeur d’Université, INPT Directeur de thèse
M. Marc PANTEL Maître de conférences, INPT Directeur de thèse
M. Franck BARBIER Professeur d’Université, Pau Président du Jury
M. Benoit COMBEMALE Maître de conférences, IRISA Examinateur
École doctorale et spécialité :
MITT : Domaine STIC : Sureté de logiciel et calcul de haute performance
Unité de Recherche :
IRIT (UMR 5505)
Directeur(s) de Thèse :
M. Marc PANTEL et M. Yamine AIT AMEUR
Rapporteurs :
M. Antoine BEUGNARD et Mme Catherine DUBOIS
ii
Mounira KEZADRI
ASSISTANCE À LA VALIDATION ET VÉRIFICATION DE SYSTÈMES
CRITIQUES : ONTOLOGIES ET INTÉGRATION DE COMPOSANTS
Encadrants : Marc Pantel & Xavier Thirioux
Résumé
Les activités de validation et vérification de modèles sont devenues essentielles dans le
développement de systèmes complexes. Les efforts de formalisation de ces activités se sont
multipliés récemment étant donné leur importance pour les systèmes embarqués critiques.
Notre travail s’inscrit principalement dans cette voie. Nous abordons deux visions com-
plémentaires pour traiter cette problématique. La première est une description syntaxique
implicite macroscopique basée sur une ontologie pour aider les concepteurs dans le choix
des outils selon leurs exigences. La seconde est une description sémantique explicite micro-
scopique pour faciliter la construction de techniques de vérification compositionnelles.
Nous proposons dans la première partie de cette thèse une ontologie pour expliquer
et expliciter les éléments fondateurs du domaine que nous appelons VVO. Cette ontologie
pourra avoir plusieurs autres utilisations : une base de connaissance, un outil de formation
ou aussi un support pour le choix de la méthode à appliquer et l’inférence de correspon-
dance entre outils.
Nous nous intéressons dans la seconde partie de cette thèse à une formalisation dans un
assistant à la preuve de l’introduction de composants dans un langage de modélisation et
des liens avec les activités de validation et vérification. Le but est d’étudier la préservation
des propriétés par composition : les activités de vérification sont généralement coûteuses
en terme de temps et d’effort, les faire d’une façon compositionnelle est très avantageux.
Nous partons de l’atelier formel pour l’Ingénierie Dirigée par les Modèles Coq4MDE. Nous
suivons la même ligne directrice de développement prouvé pour formaliser des opérateurs
de composition et étudier la conservation des propriétés par assemblage. Nous nous intéres-
sons au typage puis à la conformité de modèles par rapport au métamodèle et nous vérifions
que les opérateurs définis permettent de conserver ces propriétés. Nous nous focalisons sur
l’étude d’opérateurs élémentaires que nous exploitons pour spécifier des opérateurs de plus
haut niveau. Les préconditions des opérateurs représentent les activités de vérification non
compositionnelles qui doivent être effectuées en plus de la vérification des composants pour
assurer la postcondition des opérateurs qui est la propriété souhaitée. Nous concluons en
présentant des perspectives pour une formalisation algébrique en théorie des catégories.
Mots clés : formalisation, Vérification et Validation, ontologie, Ingénierie Dirigée par les
Modèles, assemblage, assistant à la preuve





SUPPORT FOR THE VALIDATION AND VERIFICATION OF CRITICAL
SYSTEMS: ONTOLOGIES AND INTEGRATION OF COMPONENTS
Supervisions: Marc Pantel & Xavier Thirioux
Abstract
The validation and verification of models have become essential in the development of
complex systems. The formalisation efforts for these activities have increased recently be-
ing given their importance for critical embedded systems. We discuss two complementary
visions for addressing these issues. The first is a syntactic implicit macroscopic description
based on an ontology to help designers in the choice of tools depending on their require-
ments. The second is a microscopic explicit semantics description aiming to facilitate the
construction of compositional verification techniques.
We propose in the first part of this thesis an ontology to explain and clarify the basic
elements of the domain of Verification and Validation that we call VVO. This ontology may
have several other uses: a knowledge base, a training tool or a support for the choice of the
method to be applied and to infer correspondence between tools .
We are interested in the second part of this thesis in a formalisation using a proof as-
sistant for the introduction of components in a modelling language and their links with
verification and validation activities. The aim is to study the preservation of properties by
the composition activities. The verification are generally expensive in terms of time and ef-
forts, making theme in a compositional way is very advantageous. Starting from the formal
framework for Model Driven Engineering COQ4MDE, we follow the same line of though
to formalize the composition operators and to study the conservation of properties by com-
position. We are interested in typing and conformity of models in relation with metamodels
and we verify that the defined operators allow to preserve these properties. We focus on the
study of elementary operators that we use to specify hight level operators. The precondi-
tions for the operators represent the non-compositional verification activities that should be
performed in addition to verification of components to ensure the desired postcondition of
the operator. We conclude by studying algebraic formalisation using concepts from category
theory.
Key words: formalisation, Verification and Validation, ontology, Model Driven
Engineering, composition, proof assistant
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Introduction générale
LA construction de systèmes qui respectent les standards de certification (e.g. DO-178[RTC12a] en aéronautique) et de qualification (e.g. DO-330 [RTC12b] en aéronautique)
est une exigence essentielle dans le domaine des systèmes critiques. Cette exigence se
concrétise actuellement à travers le développement dirigé par les modèles (MDD (Model
Driven Development), MDE ( Model Driven Engineering), MDA (Model Driven Architec-
ture)) et la mise en œuvre de technologies de Validation et Vérification (V&V) tout au long
du développement. Les méthodes formelles jouent un rôle important dans ce cadre. De plus,
la réutilisation des éléments qui composent le système et des outils de développement est
une exigence de plus en plus forte. L’objectif de cette thèse est d’étudier les perspectives en
terme de composants pré-qualifiés et pré-certifiés pour le développement de systèmes cri-
tiques. La notion de qualification concerne les outils exploités pour développer des systèmes
critiques lorsque l’on souhaite s’appuyer sur la qualité des outils pour réduire les activités
de V&V effectuées sur le système. La notion de certification est liée au système lui même.
Les activités de validation et vérification y jouent un rôle fondamental.
Nous proposons dans cette thèse deux visions pour cette problématique. La première est
une description syntaxique implicite macroscopique basée sur une ontologie de domaine
pour les technologies de modélisation, validation et vérification. L’objectif est de faciliter la
réutilisation d’outils qualifiés pour construire des chaînes de développement de systèmes
critiques. La seconde est une description sémantique explicite microscopique basée sur une
formalisation des mécanismes de composition dans les langages de modélisation et des
activités de vérification compositionnelle. Cette formalisation est effectuée et validée avec
l’assistant de preuve COQ.
Ce travail a été initié dans le cadre du projet CESAR1 (Cost-Efficient methods and pro-
cesses for SAfety Relevant embedded systems) qui regroupe des partenaires de plusieurs
domaines critiques (l’aéronautique, l’automatisation industrielle, l’automobile, le ferroviaire
et le spatial) qui ont comme exigence commune le développement de systèmes embarqués
sûrs et fiables. Pour ce type de système, les activités de validation et vérification sont pri-
mordiales car toute erreur peut causer des catastrophes humaines, économiques et environ-
nementales. Deux approches jouent actuellement un rôle fondamental pour assurer cette
correction. D’une part, la construction de modèles des différents aspects du système tout
au long de son développement permet de formaliser les documents de spécification et de




tation du système soit disponible. D’autre part, l’utilisation de méthodes formelles pour
la spécification et la vérification permet de mesurer la qualité des activités de vérification
et d’augmenter l’assurance obtenue habituellement par tests et relecture. L’approche ma-
croscopique améliore la compréhension de ce domaine et la formalisation microscopique
contribue à la construction de systèmes corrects par assemblage de composants corrects.
Cette thèse s’est déroulée au sein de l’équipe ACADIE2 et profite de l’expérience de ses
membres dans le domaine de la Validation et Vérification (V&V) des logiciels critiques ainsi
que de leur expertise dans le domaine des méthodes formelles et de l’Ingénierie Dirigée par
les Modèles (IDM).
Dans notre démarche macroscopique, nous construisons une ontologie de domaine pour
la V&V. La construction d’ontologies n’est plus seulement une question philosophique ou
linguistique. Elles permettent de classer les informations et de rendre les connaissances
plus faciles à assimiler, diffuser et partager. L’ontologie telle qu’elle est utilisée dans l’in-
formatique moderne et d’autres domaines est une approche pour l’organisation formelle
des informations. Une ontologie de domaine contribue largement à réduire ou éliminer les
confusions terminologiques ou conceptuelles entre les membres d’une communauté d’uti-
lisateurs qui peuvent partager des documents et des informations de différents types. Les
fondements d’une proposition d’ontologie de domaine pour la Modélisation, la Validation
et la Vérification de systèmes logiciels (VVO) sont présentés dans cette thèse.
Dans notre démarche microscopique, nous proposons une formalisation de l’introduc-
tion de composants dans un langage de modélisation et du lien avec la vérification com-
positionnelle. Cette formalisation, réalisée avec l’assistant de preuve COQ, s’appuie sur les
concepts de l’Ingénierie Dirigée par les Modèles. L’IDM s’est donnée comme objectif la maî-
trise de la complexité croissante de la construction de systèmes logiciels. Le principe est
d’utiliser les modèles ou les composants comme les pierres de base. Le développement
orienté composant est une idée très ancienne, qui était présente depuis les premiers tra-
vaux sur la programmation structurelle et modulaire [Mci68] mais sa formalisation et la
vérification de la composition est encore un sujet de recherche en constante évolution. Nous
définissons des opérateurs élémentaires de composition pour lesquels nous vérifions des
propriétés de conformité en relation avec le métamétamodèle EMOF (Essential Meta-Object
Facility). Les propriétés vérifiées s’appliquent à tous les composants qui peuvent se décrire
dans des DSMLs (Domain-Specific Modeling Languages) conformes à EMOF. Ceci rend les
opérateurs vérifiés génériques. Ces opérateurs sont par la suite utilisés pour implémenter
des opérateurs de plus haut niveau vérifiés par composition.
Résumé des contributions
Cette thèse traite de la problématique de l’assemblage de composants pré-validés, pré-
vérifiés, pré-certifiés et pré-qualifiés. Nous pouvons résumer les contributions apportées
en quelques points :




nous a permis de construire une ontologie de domaine pour la V&V qui permet d’assis-
ter les utilisateurs dans la conception d’une chaîne d’outils qualifiée pour le dévelop-
pement de systèmes critiques.
3 Une formalisation sémantique concrète dans un assistant de preuve de l’ajout de la
notion de composants dans un langage de modélisation sous la forme d’opérateurs
élémentaires génériques d’assemblage.
3 La vérification de la préservation des propriétés d’intérêt par les opérateurs d’assem-
blage en introduisant les préconditions minimales nécessaires pour obtenir la composi-
tionalité.
3 L’utilisation des opérateurs élémentaires vérifiés pour implémenter des opérateurs de
plus haut niveau.
Visite guidée
Cette thèse est organisée principalement en deux parties. La première partie concerne les
points clés pour le développement de l’ontologie de domaine pour la V&V (VVO) tandis que
la deuxième partie concerne la formalisation d’opérateurs d’assemblage vérifiés en assistant
de preuves. Étant donné les différences d’échelle entre les approches macroscopique et mi-
croscopique suivies dans cette thèse, il n’était pas judicieux de réaliser un état de l’art unique
comme cela est effectué habituellement. Nous avons donc réparti celui-ci dans les différents
chapitres (sections 1.5, 2.4 et 4.4). Ceci permet également une lecture autonome des diffé-
rentes parties. Nous résumons ci-dessous le contenu des différents chapitres présentés au
long du manuscrit.
Introduction générale : ce chapitre présente une introduction aux différentes probléma-
tiques abordées dans le cadre de cette thèse.
Chapitre 1 : il décrit les fondements de la VVO. Les concepts de V&V et d’ontologie sont
présentés en premier lieu. Par la suite, les points clés de la conceptualisation générale de
cette ontologie ainsi que son implémentation sont expliqués. Une étude de cas pour l’ex-
ploitation de la VVO et des travaux connexes sont exposés. Le chapitre se termine par des
conclusions et des perspectives pour l’enrichissement et l’utilisation de la VVO.
Chapitre 2 : celui-ci introduit les concepts nécessaires à la compréhension de la formali-
sation sémantique. Il commence par l’introduction des concepts de l’IDM en définissant les
notions de modèle, métamodèle et métamétamodèle ainsi que leurs relations. Dans une se-
conde section le chapitre aborde le monde de l’assistant de preuve COQ en introduisant ses
concepts à l’aide d’une première preuve.
Chapitre 3 : il présente en premier lieu un atelier formel basé sur les concepts de l’IDM et
l’assistant de preuve COQ appelé Coq4MDE. Par la suite, cet atelier est enrichi par des opé-
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rateurs élémentaires de composition et des propriétés sur ces opérateurs. Enfin, ce chapitre
présente les théorèmes exprimant la préservation des propriétés ainsi que les liens vers leurs
preuves de correction en COQ.
Chapitre 4 : celui-ci introduit l’opérateur de fusion de paquetages (Package Merge). Le
chapitre commence par une présentation de la sémantique du Package Merge à l’aide
d’exemples. Par la suite, cet opérateur est exprimé comme une composition des opérateurs
élémentaires présentés dans le chapitre 3. Enfin des travaux connexes pour la formalisation
de la fusion de paquetages et une conclusion sont présentés.
Chapitre 5 : il décrit une formalisation d’une composition de modèles selon la méthode
ISC (Invasive Software Composition). Dans une première section la méthode ISC est intro-
duite et une formalisation des opérateurs s’inspirant de son style est présentée. Par la suite,
un exemple détaillé est expliqué. Enfin, les propriétés de correction sont vérifiées.
Chapitre 6 : ce chapitre décrit nos expériences préliminaires pour définir une catégorie de
modèles et les opérateurs algébriques associés. Ce cadre doit permettre de formaliser nos
opérateurs déjà définis avec ces nouveaux opérateurs algébriques.
Conclusion générale et perspectives : ce chapitre présente une conclusion générale sous
forme de bilan des travaux présentés et des perspectives.
Une bibliographie : elle présente les différentes ressources bibliographiques référencées
dans le manuscrit.
Annexe A : elle présente une extension de la bibliothèque Uniset de la librairie COQ avec
des opérateurs et des propriétés utilisés dans nos développements.
Annexe B : elle décrit les définitions permettant d’itérer et calculer les cardinaux pour la
structure des modèles.
Annexe C : elle développe une preuve en utilisant le format mathématique habituel pour
la préservation de la propriété instanceO f pour l’opérateur de substitution réalisée en COQ.
Annexe D : elle présente une formalisation de l’opérateur Package Merge en se basant
sur un opérateur Union décrit au niveau métamodèle.
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CE chapitre présente les éléments clés de la VVO (Verification and Validation Ontology)[KP12] [KP10a] ; il décrit la conceptualisation (structure) générale de cette ontologie et
justifie les principaux choix de modélisation. La VVO formalise une partie des connaissances
sur le domaine de la modélisation et les techniques de V&V correspondantes en décrivant
les concepts qui existent dans ce domaine d’intérêt et les relations entre ces concepts.
Le but initial de la VVO est de partager et rendre réutilisables les connaissances du do-
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maine de la modélisation de systèmes et les techniques de V&V associées et par la suite
d’utiliser celle-ci comme un moyen pour choisir et appliquer d’une manière automatique la
technique de V&V la plus adaptée dans le but de simplifier le développement de systèmes
critiques sûrs.
La VVO propose une classification des différents formalismes de modélisation et des
méthodes de V&V. Dans la VVO, un système est représenté selon plusieurs vues qui sont
conformes à certains langages de modélisation. L’ontologie VVO définit les méthodes de
V&V qui peuvent être appliquées sur un système dont le comportement est défini en uti-
lisant un langage de modélisation. Les exigences associées aux systèmes exprimées sous la
forme de propriétés peuvent être vérifiées avec des techniques de V&V. La VVO décrit ainsi
les relations sémantiques entre les outils de V&V, les formalismes et les vues.
La VVO est une base de connaissance obtenue en alimentant des classes de l’ontologie
avec les informations et les relations appropriées.
La classification et la population initiale de l’ontologie VVO sont principalement basées
sur l’état de l’art des projets CESAR1 et Ptolemy2. La VVO peut être utilisée comme un lan-
gage de communication, comme une fondation pour d’autres ontologies et plus tard pour
constituer une plateforme globale pour un ensemble de techniques de V&V. Cette base de
connaissance sera exploitée pour guider le choix de l’outil de V&V en relation avec le forma-
lisme utilisé pour modéliser le système et les exigences en terme de propriétés du système.
La version actuelle de la VVO considère trois domaines : les vues, les formalismes et
les techniques de V&V. Les principales contributions de cette version sont : 1) la classifica-
tion des formalismes de description de systèmes, 2) la classification des méthodes de V&V,
3) la définition des relations entre les techniques de V&V, les langages de description de
comportement et les langages de description de propriétés.
La version actuelle de la VVO est une première étape qui présente une conceptualisation
générale du domaine. Elle peut être largement améliorée au niveau du contenu et enrichie
avec d’autres outils et méthodes du domaine de la V&V. Elle ne présente qu’une interpréta-
tion particulière du domaine qui devra être élargie pour améliorer la rigueur et la précision
de la représentation.
La VVO est publiquement disponible sur http://www.irit.fr/~Mounira.
Kezadri/Ontologies/VVO.owl pour être validée, étendue et réutilisée par la commu-
nauté.
Ce chapitre est organisé comme suit : le concept de V&V est présenté dans une première
section. La deuxième section définit le concept d’ontologie et d’ontologie de domaine ainsi
que son utilisation pour la spécification formelle. L’implémentation détaillée est présentée
dans une troisième section qui donne en premier lieu la méthodologie de construction, puis
le choix du langage et de l’outil et détaille enfin les principes de conception et la structure
générale de l’ontologie avec la description des trois sous-ontologies et de leurs composantes
(concepts et relations). La quatrième section donne un cas d’utilisation de la VVO. La cin-




1.1. V&V : Validation et Vérication
ontologies. Le chapitre se termine par des conclusions résumant des perspectives sur cette
première approche.
1.1 V&V : Validation et Vérication
La Vérification et la Validation (V&V) sont les activités dans le processus de développement
assurant que le système satisfait ses exigences (qu’il se comporte correctement par rapport
aux attentes des utilisateurs et à sa spécification). La vérification concerne l’implémenta-
tion du système et sa spécification explicite tandis que la validation relie un système et les
contraintes implicites de l’utilisateur final. La vérification est souvent qualifiée de « bien
faire les choses » (do the thing right) et la validation de « faire les bonnes choses » (do the
right thing). Si les contraintes sont spécifiées, le système est vérifié par rapport à cette spéci-
fication et la spécification est validée par rapport aux besoins des utilisateurs finaux.
Étant donné le grand nombre de méthodes et outils de V&V, une description formelle du
domaine de V&V est indispensable pour faciliter le choix de la technologie la plus adaptée
lorsque un développeur a besoin de vérifier et/ou valider des parties du système qu’il est
en train de construire.
1.2 Ontologie
Une ontologie est une spécification formelle explicite d’une conceptualisation partagée
[G+93]. L’ontologie doit être formelle dans le sens où elle doit être exploitable par une ma-
chine. Elle est explicite car les types de ses concepts et contraintes doivent être explicitement
définis. Elle est partagée dans le sens où ses données ne sont pas réservées à une personne
particulière mais acceptées par un groupe. C’est une conceptualisation dans le sens où elle
est un modèle abstrait d’éléments ou phénomènes qui existent dans le monde réel et elle
identifie les concepts pertinents de cet élément/phénomène.
Les ontologies permettent de :
3 partager une compréhension commune de la structure de l’information.
3 permettre la réutilisation des connaissances du domaine afin de standardiser ces disci-
plines pour permettre l’interopérabilité.
3 formuler explicitement les hypothèses du domaine permettant de rendre plus facile le
changement, la compréhension et la mise à jour de ce modèle de connaissance.
3 ne plus avoir besoin de construire des connaissances à partir de zéro mais en s’appuyant
sur les connaissances déjà construites.
Une ontologie constitue une terminologie commune de concepts et relations entre
concepts. Le vocabulaire peut être conçu comme une structure de graphe composée de
termes (qui forment les nœuds du graphe correspondant) liés à l’aide d’arcs nommés re-
lations. La VVO est constituée de plusieurs sous-ontologies, ces dernières sont organisées
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à l’aide de différents types de relations. Les relations à l’intérieur des sous-ontologies sont
en général des relations de type is_a (sorte de). D’autres relations sont définies et seront
présentées par la suite. Elles sont utilisées dans les sous-ontologies et entre les différentes
sous-ontologies .
La construction d’une nouvelle ontologie peut s’appuyer sur d’autres ontologies pré-
existantes. Elle permet dans ce cas d’avoir une interopérabilité sémantique plus forte. Les
entreprises et les individus doivent converger vers une ontologie standard pour leur do-
maine et développer des liens entre leur ontologie et les autres ontologies.
Nous nous sommes intéressée dans ce travail à une ontologie de domaine pour la V&V.
Une ontologie de domaine signifie une ontologie qui est restreinte à un domaine d’intérêt
particulier. Elle définit les termes de base et les relations entre les termes du domaine, ainsi
que les règles pour combiner les termes et les relations permettant de définir des extensions
du vocabulaire.
1.2.1 Concepts
Les concepts constituent les éléments de base de la terminologie commune d’un domaine
particulier. Ils représentent les classes d’un monde réel ou abstrait possédant une spécificité
commune ou partagée. Le terme classe est utilisé pour référencer ce qui est général, il peut
être appelé également type ou genre ou aussi catégorie. Les classes dans la VVO sont en
premier lieu les termes les plus généraux intervenant dans le domaine par exemple de la
V&V.
Les membres d’une classe sont appelés instances du concept correspondant à la classe.
Formellement, les concepts sont interprétés comme des ensembles sémantiques d’éléments.
Un concept peut être un sous-concept de plusieurs (éventuellement aucun) super-concepts
directs tel que spécifié avec la relation is_a. Formellement, ceci déclare une relation entre les
instances du concept et ses super-concepts : chaque instance des sous-concepts est considé-
rée aussi comme une instance du super-concept. Par conséquent, les sous-concepts précisent
en quelque sorte leurs super-concepts en ajoutant un sens spécifique à ces derniers ce qui
permet de distinguer les instances des sous-concepts des instances des super-concepts.
Dans la VVO chaque concept peut avoir un nombre fini de sous-concepts qui sont à leur
tour des super-concepts d’un certain nombre de concepts. être un sous-concept d’un autre
concept en particulier signifie que le concept hérite du type et des éléments définis dans ce
super-concept et des contraintes correspondantes. Des exemples de hiérarchie de quelques
concepts de la VVO sont donnés par la suite.
1.2.2 Instances
Un concept représente un ensemble d’objets d’un monde réel ou abstrait caractérisé par une
propriété spécifique partagée. Les objets eux-mêmes sont appelés instances ou individus.
La description des instances d’un concept suit un schéma commun qui est la signa-




Figure 1.1 — La classe SymbolicSimulation et sa relation avec la classe Simulation dans le
fichier OWL
[FH04] (un outil développé dans le cadre du projet DAEDALUS4) est une instance de
WCETAnalysis (outils d’analyse du pire cas d’exécution).
1.2.3 Relations
Les relations sont utilisées pour modéliser les dépendances entre plusieurs concepts et/ou
les relations entre les instances de ces concepts. La cardinalité de la relation n’est pas limitée.
Les dépendances entre les classes et entre les instances correspondantes ont fait l’objet
de nombreux travaux sur les logiques de description [CDGL+05] [BHS05] [H+02].
Dans le cadre de la VVO, nous nous concentrons sur des relations assez génériques. Ces
relations sont définies par la suite.
En général, plusieurs types de relations peuvent être distingués :
Des relations entre deux classes Comme la relation subClassO f entre la classe
Simulation [KL00] et la classe SymbolicSimulation [RG05] illustrée sur la figure 1.1
comme exprimée dans le fichier VVO.owl .
Des relations entre une classe et une instance Par exemple, la relation de typage
(instance_of) entre l’instance CBMC [RG05] et la classe ModelChecking [BK+08].
Ceci est présenté avec l’interface graphique de l’outil Protégé5 comme illustré sur la
figure 1.2.
Des relations entre deux instances sont possibles dans une ontologie mais ce type de
relations n’est pas utilisé dans la VVO et est remplacée par des relations entre les classes de
plus bas niveau et les instances . Par exemple, la relation verifies entre ModelChecking
et Automata signifie aussi qu’il y a une relation verifies entre CBMC et Automata comme
il existe une relation instanceOf entre ModelChecking et CBMC.
4http://www.absint.com/projects.htm
5http://protege.stanford.edu/
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Figure 1.2 — La relation entre la classe CBMC et ModelChecking présentée dans protégé
1.3 L’implémentation de la VVO
Dans cette section, nous commençons par présenter la méthodologie de construction de
l’ontologie, puis les choix du langage et de l’outil pour son développement et enfin son
architecture générale et ses trois sous-ontologies avec leurs principaux concepts et relations.
Cette ontologie n’est bien sûr pas complète. Ce n’était pas l’objectif de ces travaux. Mais
elle constitue une base solide pour contacter les différentes communautés et construire une
ontologie coopérative.
1.3.1 La méthodologie de construction
Un modèle d’un monde réel complexe comme la V&V peut être explicitement représenté
avec des objets existants dans le domaine et des relations entre ces objets.
Comme dans la majorité des domaines, le choix de ces éléments est une tâche complexe.
Comme montré dans [FDH11], une construction rigoureuse d’une ontologie nécessite l’uti-
lisation de méthodologies et plates-formes de développement.
Plusieurs méthodes de modélisation d’ontologies sont proposées dans la littérature
[GPFLC91] [FL99] [JBCV98] [BCC06] ainsi que des efforts pour les unifier [Usc96].
Une méthodologie décrit principalement les lignes directrices pour la spécification, la
conceptualisation, la formalisation et la mise en œuvre de l’ontologie.
La phase de spécification définit les objectifs et les rôles de l’ontologie, ainsi que les per-
sonnes qui peuvent l’utiliser. Pendant la phase de conceptualisation d’une ontologie, une
représentation générale du domaine est construite à partir de la connaissance du domaine
et enrichi par la suite à partir de différentes sources de littérature (différents ouvrages et dif-
férentes ressources sur internet) comme l’état de l’art des projets CESAR6 IEEE 1471 [Hil00].
Dans sa représentation simple, une ontologie conceptuelle est un graphe dont les som-
mets sont les objets, les concepts et les entités du domaine. Les arcs sont des lignes d’inter-
connexion entre les sommets représentants les relations entre les composantes du domaine.
Dans notre cas, le schéma de la Figure 1.4 est la représentation de l’architecture générale
de la VVO comme un graphe conceptuel. Nous avons exploité les principes de conceptions
suivants pour construire cette représentation.
6https://cesarproject.eu/ et Ptolemy7 et le standard
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Figure 1.3 — Un réseau terminologique partiel associé au terme bruit
1.3.1.1 Les principes de conception
Contrairement aux terminologies simples qui se concentrent exclusivement sur les aspects
syntaxiques (un réseau terminologique est un ensemble de termes candidats reliés entre
eux par des relations lexicales [BAG03]), une relation lexicale est une relation entre termes
(hyponymie, hyperonymie, holonymie, méronymie, synonymie, antonymie, causalité, etc.)
[Cru86]. Les ontologies peuvent en outre fournir des définitions formelles qui sont mani-
pulables par une machine et permettent ainsi à d’autres applications d’utiliser leurs signifi-
cations réelles. Un exemple d’une terminologie simple tirée de [DS+08] est présenté sur la
figure 1.3.
De nombreuses solutions sont en général possibles lors de la conception d’une ontologie.
Pour guider et évaluer celle-ci, des critères objectifs basés sur l’objectif de l’ontologie sont
nécessaires. La VVO est basée sur les principes de conception suivants (inspirés largement
de WSMO [RKL+05] et de [G+95]) :
Clarté Les termes de l’ontologie doivent être suffisamment clairs pour exprimer le sens.
Même si les concepts sont forcément définis initialement dans un contexte spécifique comme
le domaine de V&V, cette définition doit être aussi indépendante du contexte que possible.
Notre expérience dans la construction d’ontologies nous a permis de constater qu’il y a
confusion entre les concepts. Nous avons noté que les difficultés proviennent du fait que,
même si nous avons partagé une compréhension générale pour les constructions choisies, il
y avait de nombreuses différences subtiles dans nos conceptualisations individuelles qui
constituaient un obstacle à la compréhension mutuelle. En outre, nous avons découvert
que certains termes ont plusieurs significations, toutes également valides, mais que nous
n’avions pas suffisamment différenciées, ce qui conduit à une confusion. Ces confusions
sont résolues à travers l’introduction des définitions semi-formelles comme des commen-
taires dans l’ontologie. Donc, toutes les définitions présentées dans la VVO sont dans la
mesure du possible complètes et documentées à l’aide de commentaires en langage naturel.
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Cohérence L’ontologie doit assurer que les conclusions sont compatibles avec les défini-
tions et les assertions (axiomes) définies. La description formelle du langage OWL 2 permet
d’assurer la cohérence. Elle permet aussi de raisonner sur les concepts, le principe est d’étu-
dier les assertions proposées et d’en déduire de nouvelles propriétés à l’aide d’un raisonneur
ou moteur d’inférence comme Pellet8 [SPG+07] et Racer9 [HM01]. La cohérence doit éga-
lement s’appliquer à des concepts qui sont définis d’une façon informelle, tels que ceux dé-
crits dans la documentation en langage naturel et les exemples. Si un axiome (hypothèse sur
le contexte) est incohérent (contradictoire) avec un exemple ou une définition, l’ontologie
est incohérente. Toutes les définitions des concepts et des relations entre concepts dans la
VVO sont définies d’une manière cohérente. Dans le cadre de la VVO, nous avons utilisé
les deux moteurs d’inférences FacT++10 [Tsa] et HermiT11 [SMH08] qui implémentent des
algorithmes permettant de vérifier la cohérence d’une ontologie, identifient les contraintes
sur les relations entre les classes et permettent ainsi de structurer les ontologies.
Extensibilité Une ontologie doit être conçue pour anticiper les usages du vocabulaire com-
mun. Elle doit offrir un fondement conceptuel pour un ensemble de tâches prévues et la
représentation doit être conçue de telle sorte que l’on puisse l’étendre et la spécialiser. Les
concepts clés de la VVO peuvent être étendus comme expliqué par la suite pour enrichir
la VVO et pour construire d’autres ontologies. Plusieurs outils peuvent gérer l’importation
d’ontologies comme l’outil Protégé que nous avons utilisé. Une fois l’ontologie importée,
elle peut être modifiée ou étendue avec d’autres concepts, relations et individus.
Biais de codage minimal La conceptualisation doit spécifier les connaissances sans dé-
pendre d’un niveau particulier de codage symbolique (un langage d’implémentation parti-
culier). Un biais de codage peut apparaître quand les choix de la représentation sont faits
purement pour des convenances de notation ou d’implémentation. La VVO est écrite d’une
manière générique dans le langage formel OWL 2, ce qui permet d’utiliser et partager les
concepts de cette ontologie par des applications utilisant des langages différents.
Engagements ontologiques minimaux Une ontologie doit exiger un engagement minimal
suffisant pour permettre de partager les connaissances du domaine mais ne doit pas conte-
nir des éléments supplémentaires. La VVO fait le minimum possible d’hypothèses sur le
monde de la V&V, permettant de spécialiser et d’instancier l’ontologie si nécessaire. L’en-
gagement ontologique est basé sur la pertinence de l’utilisation du vocabulaire, il peut être
minimisé en spécifiant la théorie minimale qui permet de supporter le monde modélisé en
définissant seulement les termes qui sont essentiels pour la communication des informations
pertinentes dans cette théorie.
Respect des normes du web La VVO utilise le concept d’URI (Universal Resource Identi-
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essentiel. La VVO adopte le concept d’espace de nom pour annoter l’espace des informa-
tions, supporte XML et les autres recommandations du W3C comme la décentralisation
des ressources. Par exemple l’URI du concept Formalism de la VVO est http://www.
irit.fr/~Mounira.Kezadri/ontologies/VVO.owl#Formalism et l’URI du forma-
lisme AutomataBased est http://www.irit.fr/~Mounira.Kezadri/Ontologies/
VVO.owl#AutomataBased.
La description versus l’implémentation La VVO fait la distinction entre les descriptions
des éléments (les méthodes) et des technologies exécutables (les outils). Ceci nécessite un
cadre de la description basé sur les formalismes appropriés et les outils existants et émer-
gents qui sont décrits comme des individus. La VVO vise à fournir un modèle de description
ontologique approprié pour le domaine et d’être compatible avec les techniques existantes
et émergentes.
Pendant la phase de mise en œuvre de l’ontologie, celle-ci est formellement représentée
à l’aide d’un des langages du Web sémantique en exploitant une des plates-formes d’édition
d’ontologies.
1.3.1.2 Le choix du langage
Lorsqu’elles sont utilisées sur le Web, les ontologies précisent des conditions standards et
des définitions lisibles par la machine.
L’architecture du Web sémantique est une architecture fonctionnelle évolutive. Berners
Lee a défini trois niveaux distincts qui introduisent progressivement des primitives expres-
sives : la couche métadonnées, la couche schéma et la couche logique.
RDF12 (Resource Description Framework) et le schéma RDF13 sont des langages géné-
raux pour la représentation des métadonnées sur le Web et sont positionnés sur la couche
de métadonnées et la couche schéma. Le langage d’ontologie pour le web (OWL (Web On-
tology Language) [MVH+04]) (positionné sur la couche logique) est un langage de balisage
sémantique conçu pour être utilisé par des applications qui ont besoin de traiter le contenu
de l’information au lieu de présenter simplement les informations à l’être humain. OWL
facilite plus d’intelligibilité du contenu Web que celui assuré par XML, RDF et RDFS en
fournissant un vocabulaire supplémentaire avec une sémantique formelle [DGD06].
OWL est développé par le W3C14 (Web Ontology Working Group) et publié en 2004.
C’est un langage qui implémente des mécanismes pour l’égalité des individus, des classes,
et des propriétés. Deux classes peuvent être déclarées comme équivalentes à travers
equivalentClass, deux classes équivalentes ont les mêmes instances. Deux propriétés
peuvent être déclarées équivalentes en utilisant equivalentProperty. L’égalité peut être
utilisée pour définir des relations synonymes. Deux individus peuvent être déclarés comme
représentant la même chose avec la relation sameAs. Des restrictions sur les propriétés
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exploitées.
La spécification OWL peut être considérée comme un modèle (la notion de modèle sera
présentée dans la section 2.1) du langage de modélisation OWL, il est donc un métamodèle
(la notion de métamodèle sera présentée dans la section 2.1).
Afin de permettre la vérification syntaxique automatique de la validité d’ontologie, ce
métamodèle linguistique de OWL doit être spécifié en utilisant un langage de métamodéli-
sation. C’est le rôle du langage RDF Schéma qui est une partie de la spécification officielle
de OWL. Ce schéma peut être considéré comme un métamodèle linguistique du langage
OWL. Pour importer des ontologies OWL à la MDA (Model Driven Architecture), un méta-
modèle linguistique de OWL a besoin d’être représenté par un langage MDA. C’est le but
de l’initiative ODM [OMG09], à savoir, utiliser MOF pour développer un méta-modèle pour
des ontologies.
Nous avons choisi le langage OWL 2 (une extension du OWL) qui est mature, standar-
disé, pour lequel existent des outils pour la conception et l’entretien et qui est suffisamment
expressif pour ce domaine. Le langage OWL 2 est un langage d’ontologies pour le web sé-
mantique avec une sémantique bien définie, il est une recommandation du W3C [MPSP+09]
depuis 2009.
1.3.1.3 Le choix de l’outil
Protégé15 [HKR+04] (version 4.1 Alpha) a été choisi parmi les outils existants de déve-
loppement d’ontologies exploitant OWL. Il s’agit d’une plate-forme open-source, mature,
évolutive et extensible qui est largement utilisée dans le monde. Protégé fournit une inter-
face graphique interactive pour la conception, l’affichage et la manipulation d’ontologies.
Sa structure interne représente les éléments de l’ontologie : les classes, les propriétés, les
contraintes et les instances. Protégé peut être utilisé pour définir des ontologies en OWL 2
et dans différents autres formats comme RDF16.
1.3.2 La structure générale de la VVO
La première phase de la définition de la VVO est l’énumération des termes et relations
importantes dans le domaine de la V&V. La Figure 1.4 montre la structure globale de
l’ontologie, elle représente les éléments de base et les relations entre eux.
Nous avons choisi de mettre en valeur les concepts fondamentaux suivants :
Formalism, System, Properties, V&V, SystemAbstraction, View et ViewPoint. La
plupart figurent dans le standard IEEE 1471 [Hil00] (System,View et ViewPoint) ou font
partie de l’objectif de cette ontologie ( V&V, Model, Formalism, SystemAbstraction
et Requirement). Les relations principales spécifiques pour le domaine qui sont utilisées
pour lier ces concepts sont : describes, verifies, concerns, checks, specifies,
refines, abstracts et conformsTo.

























Figure 1.4 — L’architecture globale du VVO
tions. Chaque abstraction est exprimée à l’aide d’un langage de modélisation (Formalism)
en conformité avec une certaine vue (View). Nous pouvons associer des propriétés aux sys-
tèmes ou aux abstractions de systèmes. L’abstraction est une technique qui permet de ré-
duire la complexité d’un système en conservant une partie de son comportement, de sorte
que le système simplifié soit plus accessible à des outils d’analyse et reste suffisant pour ex-
primer certaines propriétés de sûreté [Tiw08]. Un système avec ou sans propriétés associées
peut être vérifié en utilisant une des techniques de V&V.
Dans les sous-sections qui suivent, nous présentons la définition et la hiérarchie des
concepts de base de cette ontologie de domaine. La VVO est constituée principalement de
trois sous-ontologies : une ontologie pour les vues, une ontologie pour les formalismes, et
une ontologie pour les techniques de V&V.
1.3.3 Une ontologie pour les formalismes de description
Le but de cette sous-ontologie est d’introduire quelques concepts centraux de la méthodo-
logie pour la modélisation, elle est considérée comme la base pour structurer les moyens de
modélisation dédiés. Les principaux concepts liés à cette sous-ontologie sont :
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Figure 1.5 — Une partie du premier niveau de la hiérarchie des formalismes
Le concept Formalism Un formalisme est un support de modélisation qui permet la des-
cription de la structure et/ou la dynamique d’un système. La structure décrit les relations
statiques entre les entités du système. La dynamique décrit le comportement des entités du
système et son évolution temporelle. Ces deux points de vue d’un même système ont donné
naissance à une multitude d’outils. L’ontologie des formalismes collecte un grand nombre
de formalismes largement utilisés pour la modélisation du comportement des systèmes.
Comme le nombre de formalismes est très grand, une classification de ces formalismes est
proposée. Une petite partie de cette classification est présentée dans la Figure 1.5.
Nous présentons sur la Figure 1.6 une partie de la hiérarchie du formalisme Automata.
Automata [HMU79] est une sous-classe du formalisme state based, il y a parmi
ses concepts : hybrid automata [ACHH93], Büchi automata [B6¨0], hierarchical
automata [MLS97], finite automata [Law05], Muller automata [Per04], cellular
automata [CFG10], timed automata [BY03] et stochastic automata [DK05].
Chaque type de formalisme possède ses propres caractéristiques et peut avoir sa propre
hiérarchie. Des combinaisons entre les classes sont aussi possibles, par exemple, la classe
AutomataBased appartient en même temps à la hiérarchie de la classe Automata (qui fait
partie de la hiérarchie de StateBased) et la hiérarchie de TimeBased.
à chaque classe, nous associons des annotations qui sont la définition du concept et son
origine. Le concept FiniteAutomata par exemple est défini dans la VVO comme illustré
sur la figure 1.7.
Le concept FormalismElement Ce concept est défini pour regrouper les différents élé-
ments pouvant intervenir dans la définition de formalismes. Une partie de la hiérarchie du
concept FormalismComponent est montrée pour l’illustration sur la figure 1.8. Sa hiérar-
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Figure 1.6 — Une partie de la hiérarchie du formalisme Automata
Figure 1.7 — La définition du concept FiniteAutomata
chie est accessible avec l’ontologie, sa représentation peut être largement améliorée en terme
de population et de relations entre concepts.
La relation describes Elle a comme relation inverse isDecribedBy. C’est une
propriété primitive entre la classe Formalism et les deux classes System et
Figure 1.8 — Une partie de la hiérarchie du FormalismElement
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SystemAbstraction pour spécifier le fait qu’un formalisme est utilisé pour décrire un
système ou une abstraction de système. Cette relation peut être spécifiée par des sous-
relations qui peuvent porter sur les instances de chacune des deux classes.
La relation concerns C’est une relation entre les instances des classes
FormalismComponent et Formalism. Elle est utilisée pour décrire le fait qu’un élément
est utilisé dans un formalisme particulier. Elle a comme relation inverse isConcernedBy.
Un exemple est la relation entre le formalisme Automata et les composants de formalismes
State et Transition.
1.3.4 Une ontologie pour les vues
Les vues sont des représentations de l’architecture globale qui sont significatives pour un
ou plusieurs intervenants dans le système. Le développement de systèmes complexes exige
la prise en compte de plusieurs vues [RW11].
La difficulté est de combiner, relier et gérer les abstractions du système en relation avec
les vues.
Le but de cette sous-ontologie est de décrire le domaine des vues. Ses concepts sont
principalement dérivés du standard IEEE 1471 [Hil00] et concernent les vues de description
d’architecture.
Le concept System Un système est un assemblage de composants organisés pour accom-
plir une ou un ensemble de fonctions spécifiques. Barros définit dans [Bar97] un système
comme un modèle abstrait qui décrit comment les entités se comportent dans le temps. Il
décrit les sorties selon les entrées et les informations sur l’état du système. Un système peut
être décrit selon plusieurs vues exprimées dans plusieurs formalismes de description (la
relation describes dans la Figure 1.4). Enfin, le système est vérifié en utilisant certaines
techniques de V&V (la relation verifies dans la Figure 1.4).
Le concept SystemAbstraction Les systèmes actuels sont généralement très complexes
et plusieurs abstractions sont souvent nécessaires pour gérer leur description. Une abstrac-
tion est utilisée dans la description d’une certaine vue et conforme à un certain formalisme,
elle peut être caractérisée par des propriétés qui doivent être vérifiées à l’aide de certaines
techniques de V&V.
Le concept ViewPoint Il s’agit d’une spécification des conventions utilisées pour la
construction et l’exploitation des vues (Views). C’est aussi un pattern à partir duquel des
vues individuelles peuvent être développées. Il peut être vu comme une abstraction obte-
nue en sélectionnant un ensemble de constructions et des règles dans le but de se concentrer
sur des préoccupations particulières au sein d’un système.
La Figure 1.9 montre une partie de la classification des ViewPoints dans la VVO, les
définitions des ViewPoints présentées sont tirés de [RW11]. Cette classification est non ex-
haustive et peut être liée avec des éléments de la hiérarchie des vues.
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Figure 1.9 — Une partie de la hiérarchie des points de vue
Figure 1.10 — La définition du concept concurrency
La définition des points de vue actuelle est préliminaire et doit être précisée et détaillée.
La définition du concept de Concurrency est présentée dans la figure 1.10 ainsi que sa
source de définition dans la VVO.
Le concept View Il s’agit d’une représentation d’un système complet selon un
ViewPoint. Selon le standard, une vue doit être conforme à exactement un seul
ViewPoint et doit être conforme à la spécification du point de vue correspondant. Ceci
est représenté par la relation conformsTo dans la figure 1.4. Par conséquent, les éléments
de la hiérarchie des points de vues doivent être liés à des éléments de la hiérarchie des vues.
La relation conformsTo C’est une relation entre les concepts View et ViewPoint et aussi
entre chacun des concepts SystemAbstraction, Requirement et Model et le concept
Formalism. Elle est utilisée pour définir le fait qu’une vue est conforme à un certain point
de vue et qu’une abstraction d’un système est conforme à une certaine vue. Des sous-
relations entre les instances des trois concepts peuvent être définies.
1.3.5 Une ontologie pour les techniques de V&V
La correction d’un système vis-à-vis du comportement désiré est vérifiée avec une certaine
méthode de V&V, qui détermine si le modèle considéré du système satisfait une formule
décrivant ce comportement appelée Property. La plus grande partie de ce travail est la
classification des techniques de V&V.
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Figure 1.11 — Une partie de la hiérarchie des techniques de V&V
Le concept V&V Une grande variété de stratégies et techniques de V&V sont disponibles.
Une technique de V&V peut être appliquée sur une ou plusieurs abstractions d’un système
selon le formalisme utilisé pour la description du système et la propriété qui doit être véri-
fiée.
Par technique de vérification, nous entendons une technique permettant de déterminer
si un système satisfait certaines exigences explicites (spécification de systèmes) et donc que
le système est conforme à sa spécification. Par technique de validation, nous entendons une
technique qui permet d’assurer que le modèle est correct par rapport aux besoins implicites
de l’utilisateur futur du système et donc que le système est conforme aux besoins de l’uti-
lisateur (c’est exactement ce que voulait exprimer l’utilisateur). L’objectif est d’augmenter
la confiance que nous avons sur le système développé. Cela peut être fait avec différentes
approches.
La figure 1.11 montre une petite partie de la hiérarchie proposée dans la VVO pour
les techniques de V&V. Cette hiérarchie est organisée sur plusieurs niveaux. Le concept
Analysis par exemple possède 60 sous-catégories.
Les techniques de V&V illustrées sur la Figure 1.11 sont utilisées pour la V&V maté-
rielle et logicielle. Baier, C. et al. dans [BK+08] montrent que le PeerReview et Testing
sont les techniques de vérification logicielle les plus utilisées en pratique. Le PeerReview
est de préférence effectué par une équipe d’ingénieurs qui n’étaient pas impliqués dans
le développement du logiciel. Selon cette technique, le code source n’est pas exécuté mais
examiné statiquement. Les études montrent que cette technique est efficace et permet de dé-
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Figure 1.12 — La définition du PeerReview
Figure 1.13 — La définition du Testing
tecter entre 31% et 93% des défauts. PeerReview est définie dans [GRL07] et dans la VVO
comme illustré sur la figure 1.12.
Le test logiciel constitue aussi une partie significative de n’importe quel projet. Entre
30% et 50% du coût du projet lui est consacré [BK+08]. Contrairement au PeerReview qui
permet d’analyser le code sans l’exécuter, le test est une technique dynamique qui exécute
le code.
Le test permet pour le code compilé d’une partie du logiciel avec des paramètres appe-
lées jeux de tests de déterminer la correction de l’ensemble de chemins d’exécution traversés.
En se basant sur l’observation durant l’exécution, les résultats du logiciel sont comparées
aux résultats attendus selon la spécification
L’avantage principal du test est qu’il peut être appliqué à tous les types de logiciels ou
de systèmes (des applications, des compilateurs ou des systèmes d’exploitation).
Éviter les erreurs dans la conception matériel est vital. Le matériel a généralement un
coût de fabrication important ; corriger les défauts puis transmettre une mise à jour aux uti-
lisateurs est difficile au contraire des erreurs logiciels. Corriger les erreurs matérielles après
la livraison nécessite souvent la refabrication et le redistribution, ce qui a des conséquences
économiques énormes. Par exemple le remplacement du processeur Pentium II a coûté à
Intel environ 475 millions $. Des études ont montré que plus de 50% de tous les ASICs
(Application-Specific Integrated Circuits) ne fonctionnent pas correctement après le design
initial et la fabrication. Ce n’est pas étonnant que les constructeurs invertissent beaucoup de
leur temps pour assurer que leur design est correct. La conception dans un matériel typique
prend environ 27% du temps total ; le reste du temps est consacré à la détection des erreurs.
L’émulation (Figure 1.14), la simulation et l’analyse structurelle sont les techniques ma-
joritairement utilisées dans la vérification matérielle. L’analyse englobe aussi plusieurs tech-
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Figure 1.14 — La définition de Emulation
Figure 1.15 — La définition de Simulation
niques spécifiques comme la synthèse, l’analyse temporelle et le test d’équivalence. L’ému-
lation est un type de test ; dans cette technique un système matériel reconfigurable est pa-
ramétré pour se comporter comme le circuit considéré. Comme le test logiciel, l’émulation
exploite un ensemble de stimuli du circuit et compare les sorties générées avec celle prévues
dans la spécification. Pour tester intégralement le circuit, toutes les combinaisons d’entrés
possibles dans chaque système doivent être examinées. Ceci n’est pas pratique et le nombre
de tests doit être réduit d’une manière significative, ce qui peut mener à des erreurs non
découvertes.
Avec la simulation (Figure 1.15), un modèle est décrit typiquement avec un langage de
description de matériel comme Verilog [TM02] ou VHDL [Ash08] qui sont standardisés par
l’IEEE ; en se basant sur des stimuli, les chemins d’exécution sont examinés en utilisant le
simulateur. Les stimuli peuvent être données par un utilisateur ou automatiquement par un
générateur. Une non-correspondance entre la sortie des simulateurs et la sortie décrite dans
la spécification détermine la présence des erreurs [BK+08].
Le concept Requirement La correction d’un système par rapport à un comportement
spécifique est contrôlée en vérifiant que le modèle satisfait une formule décrivant le com-
portement désiré appelé Property. Pour décrire une propriété, nous pouvons utiliser plu-
sieurs langages de description de propriétés (PDL). A titre d’exemple, la figure 1.16 présente
une partie de la hiérarchie des logiques temporelles [Pri03] que nous utilisons dans le cas
d’étude dans la Section 1.4.
Nous pouvons distinguer plusieurs logiques temporelles, la logique temporelle linéaire
(LTL) [Pnu77], "Computational Tree Logic" (CTL) [EH86] [CE08] et "State Event-LTL" (SE-
LTL) [CCO+04] sont des sous-classes de la logique temporelle présentée sur la Figure 1.16.
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Figure 1.16 — la hiérarchie de TemporalLogic
Une formule SE-LTL peut être associée à un certain modèle décrit dans le formalisme ré-
seaux de Petri (la hiérarchie des réseaux de Petri est illustrée sur la Figure 1.17). Ce type de
propriétés associé aux réseaux de Petri peut être vérifié en utilisant la technique du model
checking. Le model checking [BK+08] est une technique initiée dans deux travaux indépen-
dants dans les années quatre-vingt, celui de Clarke et Emerson [EC80] (qui ont inventé eux
mêmes le terme model checking) et celui de Queille et Sifakis [QS82].
La relation verifies C’est une relation qui peut être utilisée entre les instances de
V&V (les méthodes et outils de Vérification et Validation) et les instances de chacun des
concepts Property, System et SystemAbstraction. Elle a comme relation inverse
isVerifiedBy.
La relation specifies C’est une relation entre le concept Property et le concept
System. Elle est utilisée pour décrire le fait qu’une propriété est utilisée pour spécifier des
contraintes sur un système particulier. Elle a comme relation inverse isSpecifiedBy.
1.4 étude de cas
Nous présentons l’exemple de la vérification de réseaux de Petri, aussi appelés automates
état/transition. Les réseaux de Petri qui font partie des formalismes classés dans la VVO,
sont composés de plusieurs sous-classes, une partie de la hiérarchie des réseaux de Petri est
présentée sur la figure 1.17.
Les éléments que nous souhaitons réutiliser ici sont les outils de V&V. Ce sont les com-
posants d’une chaîne de développement.
Nous instancions les sous-concepts du concept V&V de l’ontologie avec des outils de
V&V, comme l’outil TINA17 [BRV04] utilisé dans cette étude de cas.
Protégé OWL offre la possibilité d’interrogation d’ontologies à travers l’onglet
DL_Query18. La syntaxe de requêtes d’interrogation est inuencée par la syntaxe abstraite
de OWL et celle de la logique de description. Cette syntaxe utilise le symbole de la quantifi-
cation universelle et existentielle. Cette syntaxe est beaucoup moins verbeuse et plus facile
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Figure 1.17 — la hiérarchie des PetriNets
Figure 1.18 — Un exemple de requête
Grâce à DL_Query, faire des requêtes sur la VVO est rendu simple. Par exemple, si nous
voulons vérifier une formule SE-LTL (State/Event LTL) sur un système décrit à l’aide d’un
réseau de Petri temporisé, la requête et son résultat sont présentés sur la figure 1.18.
La requête exige que la technique de V&V supporte le formalisme réseaux de Petri et
les formules SE-LTL et qu’une propriété sur le formalisme réseaux de Petri peut être définie
dans la logique SE-LTL comme présenté sur la figure 1.18. Le résultat est l’outil TINA-Selt,
spécialisé dans la vérification des formules SE-LTL sur des systèmes spécifiés sous la forme
de réseaux de Petri.
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1.5 D’autres travaux sur les ontologies
Beaucoup d’efforts visent à la construction d’ontologies universelles (comme cyc19) dans le
but de permettre aux communautés de converger à travers les ontologies mais les concepts
liés à la V&V sont peu développés.
Un certain nombre d’ontologies de domaine sont disponibles sur internet couvrant plu-
sieurs domaines comme la médecine (Ménélas [Zwe94]), le e-gouvernement et les systèmes
juridiques [VBC98], le biomédical [BB05], la gestion de l’information économique et finan-
cière [CFL+04], et les virus biologiques (BVCO). Le projet SWEET20 (Semantic Web for Earth
and Environmental Terminology) fournit un cadre sémantique commun pour un ensemble
d’initiatives de représentation des sciences de la terre. Les ontologies permettent de décrire
la structure sémantique de ces domaines.
À notre connaissance, il n’existe pas d’ontologie pour le domaine de la V&V, mais une
ontologie du test logiciel a été proposé dans [HZG03]. Nous avons inclus ses termes en
relation avec le concept Test des techniques de V&V dans la VVO.
Une autre ontologie en relation avec le domaine de V&V est l’ontologie VV&A (Verifi-
cation, Validation, and Accreditation) [Bla08] qui, contrairement à nos travaux, se focalise
principalement sur la gestion de la documentation liée à la vérification, la validation et l’ac-
créditation. Le but de cette ontologie est de faciliter la recherche des informations au sein des
documents de VV&A. Ceci est effectué en précisant le contenu et la structure des documents
standardisés de VV&A. Cette ontologie est développée également à l’aide de l’outil Protégé
et le langage OWL. Par contre, les classes ne semblent pas être peuplées avec des instances
actuellement. Nous nous focalisons principalement sur les méthodes et outils de modélisa-
tion et vérification. Il serait pertinent de combiner les deux approches pour positionner les
résultats de vérification issu des outils dans les documents décrits par la VV&A.
L’ontologie la plus proche de la VVO est une ontologie pour les cours de MMISS (Mul-
tiMedia Instruction in Safe Systems) qui sont approuvés par IFIP WG1.3 (Foundations of
System Specification) comme une bibliothèque pour les méthodes formelles.
Le but du projet MMISS21 était de mettre en œuvre un système multi-media adaptatif
sur internet pour l’éducation pour le domaine des méthodes formelles. Il s’agit de dévelop-
per un système pour les cours sur le domaine de la sûreté logicielle. Le système constitue un
atelier formel pour l’intégration des matériaux de cours et les lier en suivant une structure
sémantique. La structure sémantique est particulièrement importante pour la compréhen-
sion du domaine des méthodes formelles, pour exprimer les différences et les similarités
entre les techniques formelles et savoir quelle technique est adéquate pour une application
particulière.
Pour la correspondance de concepts entre la VVO et l’ontologie de Wirsing, les concepts
Formalism, Verification et Analysis Techniques de l’ontologie de Wirsing sont
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Figure 1.19 — Les concepts de base pour l’ontologie des méthodes formelles
L’ontologie de Wirsing [BW03] s’appuie sur plusieurs approches pour la classification et
la définition des thèmes reliés aux méthodes formelles, comme le schéma de classification
ACM [CCS98], le schéma des méthodes et techniques formelles de Clarke et Wing [CW96]
et l’atelier de Steffen [SMB97] pour les outils des méthodes formelles.
L’ontologie est décrite en utilisant le langage UML. Pour la description, les diagrammes
de classes et d’instances sont utilisés. Par exemple, les thèmes de l’informatique sont des
instances du domaine.
La notion la plus générale pour la description d’un thème de recherche ou d’enseigne-
ment est la notion Domain. La classe Engineering Method est une spécialisation de la
classe Domain.
Une Engineering Method est établie dans le contexte de Domain (aucun, un ou
plusieurs), elle a des outils qui peuvent supporter la Method et des Process pour l’ap-
plication de l’Engineering Method. La classe Formal Method est une spécialisation
de Engineering Method avec la caractéristique particulière que chaque instance de
Formal Method est basée sur un Formalism. Les Formal Methods sont classifiées
comme Specification, Verification et Analysis Techniques. Un Formalism a
un ou plusieurs Languages et une Theory est constituée de définitions et de théorèmes.
Une initiative de Renault pour une ontologie de système et sécurité a été proposé dans
[CTG+11] dans le but d’assurer la cohérence du processus de conception tout en respectant
la norme ISO 26262. Pour cette dernière ontologie, la prise en compte des exigences de la
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norme ISO 26262 concernant l’utilisation des méthodes formelles comme des techniques de
vérification est présentée comme une perspective.
Dans le cadre du projet RECOMP22, la société Validas a élaboré en se basant sur les exi-
gences de l’ISO-26262 [ISO12] pour le développement des applications critiques pour l’au-
tomobile, un modèle pour la qualification et la classification d’outils qui sont utilisés dans
le processus de développement. Le travail considère cette problématique pour les plugins
Eclipse. En prenant en compte les standards (ISO, EN, DO, IEC), le but final est de produire
un kit pour la qualification des outils Eclipse par rapport aux standards ISO-26262 et DO-
330 [RTC12b]. Le travail est intéressant pour enrichir les concepts Exigence et View de
notre VVO.
Dans notre contexte, le DO-330 est le standard le plus pertinent. Il fait parti de la famille
de standards de sûreté pour les logiciels embarqués en aéronautique DO-178 [RTC12a]. DO-
330 concerne la qualification des outils utilisés pour le développement du logiciel soumis
au DO-178. Il définit les règles de développement pour ces outils. Il s’agit d’une réécrire du
DO-178 spécialisée pour les outils. Il a été conçu pour être applicable à tous les domaines
exploitant du logiciel critique et a été accepté plus ou moins formellement par ces autres do-
maines. Il définit les niveaux de qualification pour les outils TQL (Tool Qualification Level,
de 1 à 5) en fonction de leur rôle dans le développement des systèmes logiciels critiques se-
lon le niveau de criticité du système considéré DAL (Design Assurance Level, de A à E). En
fonction du niveau souhaité pour l’outil, le DO-330 définit des exigences à satisfaire dans
son développement. L’intégration de ces informations dans la VVO ne pose aucun soucis
majeur. Plusieurs approches plus ou moins détaillées peuvent être suivies. Soit nous ajou-
tons uniquement un attribut TQL avec la bonne relation d’ordre sur les valeurs (un outil de
niveau n couvre les exigences de tous les niveaux supérieurs) et l’utilisateur fait des requêtes
avec des valeurs de TQL. Soit nous ajoutons également un attribut DAL avec la bonne re-
lation d’ordre sur les valeurs (un logiciel développé au niveau n couvre les exigences de
tous les niveaux supérieurs) ainsi que la logique reliant les DAL et les TQL, et l’utilisateur
fait des requêtes avec des valeurs de DAL ou de TQL. Et enfin, nous pouvons introduire
toutes les exigences prescrites par le DO-330, et la logique qui permet de déduire la TQL ob-
tenue. La VVO permet alors en fonction des informations sur le développement d’un outil
d’en déduire automatiquement son TQL. Les deux premières approches s’intègrent dans la
VVO sans difficulté. La dernière approche est beaucoup plus intéressante en terme de mo-
délisation. Mais, d’une part, elle a déjà été abordée par la société Validas et d’autre part, les
standards ne sont que des prescriptions qui sont ensuite interprétées par les utilisateurs et
les autorités de certification en fonction de chaque produit certifié. Il aurait donc été néces-
saire de faire participer à ces activités ces deux catégories d’utilisateurs ce qui n’a pas été
possible car la DO-330 n’a été standardisée qu’en 2012. Nous avons donc choisi de ne pas
pousser plus en avant ces travaux.
22http://www.recomp-project.eu/
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1.6 Conclusion et perspectives
Ce chapitre avait pour but de proposer une conceptualisation générale de l’ontologie de
V&V. La VVO contient les fondations pour les formalismes et les techniques de V&V, elle
est utilisée actuellement dans un but de partage de connaissances. Sa structure générale ainsi
que des éléments de sa population sont présentés avec plus ou moins de détails. L’ontologie
complète est librement accessible. La version actuelle de la VVO contient : 259 classes, 14
relations hors héritage entre classes et 19 individus à titre d’exemples.
Cette ontologie peut être développée dans plusieurs directions. Dans le futur proche,
la hiérarchie du concept System doit être développée avec plusieurs types de systèmes
comme les systèmes temps-réel et les systèmes concurrents, en plus des liens avec les forma-
lismes (les relations comme : un système peut être décrit dans le formalisme Pi-Calculus
et un système temps réel peut être décrit avec le formalisme Timed Automata). Les opé-
rations acceptées pour chaque type de système doivent être décrites. Par exemple, le forma-
lisme Automata peut supporter la composition hiérarchique et parallèle des états. Enfin,
nous pouvons développer les aspects liés à la qualification en relation avec les travaux réa-
lisés par la société Validas.
Pour la validation de l’ontologie, nous pouvons noter qu’il n’y a pas qu’une seule onto-
logie correcte pour un domaine particulier. Comme la conception d’ontologies est un pro-
cessus créatif ouvert, des ontologies spécifiées par différentes personnes pour un même
domaine peuvent être différentes. La validation sémantique d’une ontologie de domaine
nécessite la relecture par des experts de domaine ou l’utilisation d’un système expert pour
générer le rapport de validation sémantique [Héo10].
La VVO résultante doit donc être validée en la reliant avec d’autres outils de V&V exis-
tants et en l’expérimentant avec d’autres systèmes. Le travail planifié est important et dé-
passe le cadre d’une thèse car il requiert la coopération de l’ensemble de la communauté
pour enrichir à la fois les concepts et leurs instances et surtout valider la proposition initiale
effectuée dans cette thèse. Une approche possible est d’établir des contacts avec les associa-
tions SIF23, EAPLS24, IEEE25, ACM26 ou les groupes de recherche tel le GDR GPL27 pour
constituer un groupe de travail dans ce but.
Un point important est que nous ne parlons que de validation de cette ontologie, c’est-
à-dire de confrontations avec les connaissances d’autres intervenants du domaine. En ef-
fet, nous avons travaillé de manière usuelle dans le monde de l’ontologie, c’est-à-dire que
nous avons formalisé un ensemble de connaissances dont la sémantique est l’ensemble des
connaissances qui peuvent en être dérivées. Il s’agit d’une sémantique implicite liée au vo-
cabulaire utilisé pour nommer les classes, les attributs, les relations et qui comporte de nom-
breuses informations sous la forme de texte en langage naturel. Pour compléter ces activi-
tés de validation par relecture, il serait utile de faire des activités de vérification formelle.
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connaissances. Il est possible de faire des tests que l’ontologie permet, ou pas, de déduire
certaines connaissances particulières. Il est également possible de vérifier la consistance de
l’ontologie, c’est-à-dire qu’elle ne permet de déduire deux informations incohérentes. Dans
l’hypothèse du monde ouvert, il n’est pas possible de vérifier la complétude de l’ontologie
c’est-à-dire que tous les outils et les informations associées de présents. Dans tous les cas,
il n’est pas possible de vérifier qu’une connaissance exprimée est correcte car l’ontologie
ne contient pas une sémantique explicite qui permettrait, par exemple, de vérifier la correc-
tion des relations entre les classes. Dans la seconde partie de cette thèse, nous allons nous
focaliser sur la vérification en nous appuyant sur une définition explicite des activités de
vérification. L’objectif consiste à formaliser l’introduction de composants dans un langage
de modélisation comportant des activités de vérification et à étudier la compositionnalité
de ces activités. Dans ce but, nous ne nous appuierons plus sur OWL comme moyen de
formalisation mais sur un plongement de l’IDM (Ingénierie Dirigée par les Modèles) dans
l’assistant de preuve COQ.
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CE chapitre présente les concepts fondamentaux essentiels à la compréhension du restedu manuscrit ainsi que quelques travaux connexes à la formalisation de l’IDM. La
première section présente certains concepts de l’IDM et la deuxième section introduit l’uti-
lisation de l’assistant à la preuve COQ pour la spécification et la vérification formelle. La




2.1 Une introduction à l’Ingénierie Dirigée par les Modèles
La modélisation est une activité importante dans plusieurs domaines scientifiques, elle per-
met de représenter un phénomène en reproduisant son fonctionnement pour pouvoir ana-
lyser et prédire son comportement. Parmi les exemples les plus connus, le modèle de Bohr
[Boh13] en physique qui vise à comprendre la constitution des atomes, le modèle molécu-
laire en double hélice de Watson [WC53] pour la structure de l’ADN en biologie et le modèle
de M. Minsky [MH88] pour le domaine des sciences cognitives et l’intelligence artificielle qui
présente une modélisation de l’esprit comme une architecture d’agents élémentaires hiérar-
chisés.
L’Ingénierie Dirigée par les Modèles (IDM) est une initiative de la communauté du gé-
nie logiciel développée pour instaurer les règles de la modélisation dans ce domaine. Cette
initiative suggère que l’on devrait d’abord développer un modèle du système à l’étude, qui
est ensuite transformé en une implémentation réelle (c’est-à-dire une entité logicielle exécu-
table) [GDD09].
L’IDM a évolué en tant que changement du paradigme de la technologie orientée objet
dans laquelle le principe est que tout est objet. Le paradigme de l’ingénierie des modèles est
basé sur le principe que tout est un modèle [Béz05]. La technologie à base d’objet repose sur
les notions de classe et d’objet, et les principales relations sont l’instanciation (un objet est
une instance d’une classe) et l’héritage (une classe hérite d’une autre classe) comme illustré




Figure 2.1 — Les notions de base de la technologie objet
L’IDM manipule les modèles composés d’éléments et de liens entre ces éléments, mais
aussi les relations entre le modèle du système à l’étude, le métamodèle et les transformations
de modèles. D’une façon similaire aux technologies objets, l’IDM peut être caractérisée par
deux relations principales, à savoir, la représentation (un modèle représente un élément du
monde réel, ou du monde virtuel du logiciel) et la conformité (un modèle est conforme à un
métamodèle) comme illustré sur la figure 2.2.
Metamodel Model System
con f ormsTo representedBy
Figure 2.2 — Les notions de base de l’IDM
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2.1.1 Modèles
Les modèles jouent un rôle majeur dans l’IDM. La définition la plus générale dit qu’un
modèle est une représentation simplifiée de la réalité [Sel03]. En fait, on peut dire qu’un
modèle est un ensemble d’éléments formels (bien définis) qui décrivent quelque chose. Il
est développé dans un but précis et qui peut être analysé à l’aide de diverses méthodes
[MCF03]. Un modèle dans l’ingénierie doit satisfaire quelques caractéristiques [Sel03] :
3 Abstraction : Un modèle est toujours une simplification du système qu’il représente.
3 La compréhensibilité : Il ne suffit pas de donner l’abstraction, il faut aussi présenter
tout ce qui concerne le modèle et permet de le comprendre (par exemple, en utilisant
une notation).
3 Correction et précision Un modèle doit fournir une représentation fidèle du système
modélisé et un niveau de détail adéquat pour l’exploitation souhaitée.
3 Prédictibilité : Nous devrions être en mesure d’utiliser un modèle pour prédire cor-
rectement les propriétés intéressantes mais non triviales du système modélisé, que ce
soit par l’expérimentation (comme par la simulation (exécution)) ou à travers un certain
type d’analyses formelles.
3 Peu coûteux : Un modèle doit être nettement moins cher à construire et à analyser que
le système modélisé.
Les modèles respectent des contraintes décrites par un métamodèle. Nous présentons dans
ce qui suit la notion du métamodèle.
2.1.2 Les métamodèles
Les métamodèles sont les éléments de structuration de modèles. Ils permettent de définir
de façon précise les différents formalismes qui permettent d’élaborer des modèles. C’est par
leur intermédiaire que la pérennité des modèles est assurée. Conscient de la difficulté in-
hérente à la définition de formalismes de modélisation, l’OMG a en premier lieu défini le
standard MOF (Meta Object Facility), qui apporte le support de définition des formalismes
de modélisation sous la forme de métamodèles [BS11] qu’il a par la suite enrichi avec le
standard OCL [OMG12] qui permet d’exprimer des contraintes sur les modèles comme des
prédicats logiques. Un métamodèle définit la structure, les entités ainsi que les propriétés de
leurs relations et de leurs règles de cohérence que doit avoir tout modèle conforme à ce méta-
modèle. Autrement dit, tout modèle doit respecter la structure définie par son métamodèle.
Par exemple, le métamodèle UML1 [PMV03] spécifie que les modèles UML peuvent conte-
nir des paquetages, les paquetages des classes, les classes des attributs et des opérations, etc
[BS11].
Un métamodèle respecte des contraintes décrites dans un métamétamodèle.
1http://www.uml.org/
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2.1.3 Le métamétamodèle exploité
Notons que la relation qui existe entre le standard MOF et les métamodèles est exactement
la même que celle qui existe entre un métamodèle et ses modèles instances. MOF définit la
structure que doit avoir tout métamodèle, il est naturel de vouloir représenter un métamo-
dèle sous forme de diagramme de classes. Son diagramme de classes est appelé aussi bien
métamétamodèle que modèle MOF [BS11].
2.1.4 L’architecture à quatre niveaux
À partir de ces définitions, nous pouvons représenter l’architecture à quatre niveaux MDA
(Model Driven Architecture) proposée par le standard OMG. La figure 2.3 illustre cette ar-
chitecture. Elle comporte : le niveau M0 contenant les entités à modéliser, ici les applications
informatiques, le niveau M1 contenant les différents modèles de l’application informatique,
le niveau M2 contenant les différents métamodèles qui ont été utilisés, et le niveau M3 conte-
nant le métamétamodèle qui a permis de définir uniformément les métamodèles [BS11].









Figure 2.3 — L’architecture à quatre niveaux du MDA
jacente doit être précise et facile à comprendre. Par conséquent, des définitions précises des
modèles sont nécessaires et doivent être faites dans un cadre théorique cohérent. Cela im-
plique un développement de la théorie de l’IDM qui doit être suffisamment complète pour
répondre à tous les phénomènes liés aux langages et métamodèles utilisés dans l’IDM (par
exemple, OWL2, XML3 et UML4).
2.2 Les approches de composition dans l’IDM
Les modèles sont des abstractions des différentes facettes d’un système qui doivent être





2.3. Une introduction à l'assistant à la preuve COQ
[KLM+97]. Des outils et des approches sont proposés pour automatiser la composition. Ce
problème concerne plusieurs domaines de modélisation et fait intervenir plusieurs tech-
niques. Plusieurs méthodes de composition sont collectées dans [Jea08]. La majorité de ces
méthodes sont intéressantes pour l’implémentation de l’opérateur de fusion en utilisant
des correspondances entre les modèles comme Rational Software Architect5 [Let05], le mo-
dèle de données de Bernstein et al. [BHP00], Atlas Model Weaver 6 [DDFV09], Epsilon7
[KRPP10], Theme/UML8 [Cla02] et EMF Facet9 [MD10].
Nous sommes intéressée à un ensemble d’opérateurs élémentaires qui peuvent servir
pour l’implémentation des opérateurs de haut niveau comme le Package Merge d’UML
(chapitre 4) et le style de composition ISC (chapitre 5).
2.3 Une introduction à l’assistant à la preuve COQ
La preuve assistée par ordinateur de théorèmes est devenue très importante dans l’informa-
tique théorique moderne. Plusieurs assistants à la preuve sont populaires et des problèmes
de taille réaliste peuvent être traités que ce soit des outils informatiques (comme le compila-
teur Compcert10) ou mathématique (comme le théorème des 4 couleurs [Gon] et le théorème
de Feit et Thompson [GAA+13]).
Les avantages des preuves assistées par ordinateurs sont bien connues11. Une preuve
mathématique sur papier malgré tous les efforts de relecture peut contenir des erreurs. Cela
provient du fait que qu’il n’est pas raisonnable de mettre tous les détails dans une preuve
papier car ce niveau de dépliage rend la preuve trop longue et son écriture très peu lisible.
C’est dans les parties implicites d’une preuve que des erreurs peuvent apparaître.
Une preuve faite avec un assistant à la preuve est une preuve formelle vérifiée. Le prin-
cipe est de réduire la preuve en étapes élémentaires qu’un ordinateur peut vérifier et qui ne
nécessitent pas l’intervention de l’intuition humaine. Les règles que l’assistant à la preuve
peut appliquer reposent sur un noyau d’une très petite taille. Ceci donne certainement une
preuve plus longue mais qui possède la garantie d’absence d’erreurs. En plus, ce noyau
est utilisé pour prouver l’assistant à la preuve lui-même. Bien sûr la démarche d’utilisation
d’assistant à la preuve contribue à la certification de la preuve mais ne résout pas la problé-
matique de trouver la preuve.
COQ fait partie des assistants de preuves les plus utilisés. Il est similaire à HOL12 [GM93],
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tifs. Ces systèmes ont un point commun qui est le fait que les fonctions sont des programmes
qui peuvent être calculés et non pas seulement des relations comme en mathématiques. À la
différence de HOL, COQ est basé sur la théorie des types intuitionniste. La logique intuition-
niste est une logique constructive, elle a été introduite par Luitzen Egbertus Jan Brouwer
en 1907. Le point de vue intuitionniste s’oppose au logicisme de la logique classique de
Bertrand Russel, Georg Canter et au formalisme de David Hilbert. Ce point de vue mathé-
matique rejette deux concepts qui sont : le tiers-exclu et l’existentiel non constructif. Cette
logique remplace le "il existe tel objet" par "nous pouvons construire tel objet". Du point de
vue intuitionniste, une formule logique ou mathématique est valide si et seulement si une
preuve de celle-ci existe [VD86].
COQ est basé sur la théorie des types [ML75] et le calcul des constructions inductives
[CH+86]. Une caractéristique intéressante des systèmes de preuves basés sur la théorie des
types comme COQ est qu’ils contiennent un langage de programmation purement fonc-
tionnel avec une notion de type qui est suffisamment riche pour exprimer des propriétés
sur les programmes sous forme de spécifications formelles. Une deuxième caractéristique
est le traitement similaire des types de donnés et des propositions logiques (suivant l’iso-
morphisme de Curry-Howard qui permet de relier les formules aux types et les preuves
aux termes). Donner une preuve d’un théorème est la construction d’un terme dont le type
correspond à ce théorème. Le système COQ fournit un ensemble de tactiques pour aider
l’utilisateur à construire la preuve d’une manière interactive (partiellement automatisée).
La preuve correspond à un terme du CIC (Calculus of Inductive Constructions). La correc-
tion de cette preuve correspond au fait que le terme est bien typé. Le noyau de vérification
interne de COQ est relativement simple car il ne s’agit « que » d’un mécanisme de typage
pour un système de type très expressif.
COQ est complètement écrit en Objective Caml, le système complet comporte de l’ordre
de 120 000 lignes de code et environ 500 fichiers. Le site officiel de COQ16 contient les distri-
butions officielles, le manuel de référence et les librairies et les contributions des utilisateurs.
Le langage et l’environnement sont enrichis en permanence : extraction de programmes
[Let08], coercions [Saï97], modules [Chr03], types co-inductifs [GC05], langage de tactiques
[Del00], etc.
Si le but de cette section est une initiation rapide à COQ, nous recommandons d’expé-
rimenter directement avec les exemples en utilisant l’interface graphique CoqIde17 [Tea12]
ou proof-general18 [Asp00] dans emacs19 [Sta81]. Il est aussi possible d’utiliser la com-
mande coqtop qui permet de lancer l’interprète COQ dans un environnement textuel ou
compiler le fichier COQ avec la commande coqc mais il est plus agréable de voir l’avance-
ment des preuves sur une interface graphique. Les deux environnements graphiques pro-
posent des fonctionnalités similaires à travers une fenêtre principale qui contient les com-
mandes COQ exécutées d’une manière séquentielle. Lorsque le mode preuve est lancé, une
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Dans ce qui suit, nous présentons d’une manière concise le langage GALLINA qui
est le langage de spécification de COQ et à l’aide d’exemple le langage de commandes
Vernaculaire. Cette présentation permet de comprendre les éléments présentés dans
le manuscrit et de se pencher rapidement sur le développement20 fait en COQ. Nous
conseillons de consulter pour plus d’information à titre non exclusif l’introduction à
COQ sur le site officiel 21, ce document sur la vérification logicielle [PM12] et aussi le Co-
q’Art [BC11].
2.3.1 Les termes de base
Le langage utilisé dans COQ est une extension du λ-calcul simplement typé, les construc-
tions de base de cette famille de langages sont : la variable, l’abstraction et l’application.
Dans ce langage les types sont aussi des termes qui sont eux-mêmes typés, leurs types sont
appelés Sortes. COQ fait la distinction entre deux catégories de types : le type Prop pour
les propositions (formules logiques) et le type Set pour les types de données. Ces deux
types sont aussi typés et leurs type commun est nommé Type.
Le tableau 2.1 présente un résumé de la syntaxe de COQ pour les propositions logiques
et les quantificateurs. La première ligne du tableau présente la notation mathématique et la
deuxième présente son écriture en COQ. En COQ, la èche→ représente l’implication.
⊥ > t = u t 6= u ¬p p ∧ q p→ q p↔ q ∀x, p ∃x, p
False True t = u t <> u ˜p p /\ q p -> q p <-> q forall x, p exists x, p
Tableau 2.1 — La syntaxe de COQ pour les propositions et les quantificateurs
Nous allons décrire les aspects du langage à l’aide des exemples simples utilisés dans
notre code. Nous distinguons dans ce qui suit de deux couleurs différentes deux types de
listings. Le premier représente la fenêtre des définitions et des commandes COQ (en bleu/-
gris) et la deuxième correspond à la fenêtre des résultats (contexte et buts restant à prouver
en rose).
2.3.2 Les dénitions
Une définition inductive est spécifiée en donnant le nom et le type de la famille des données
définies et les noms et les types de ses constructeurs. La forme générale d’une définition
inductive est la suivante :
Inductive ident binder1 ...binderk : sort : =
ident1 : type1
| . . .
| identn : typen
Le nom ident est le nom du type défini inductivement et sort est son univers de défi-
nition. Les noms ident1, ..., identn sont les noms des constructeurs et type1, .., typen sont
20http://www.irit.fr/~Mounira.Kezadri/FormalAssembly.html
21http://coq.inria.fr/a-short-introduction-to-coq
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leurs types respectifs. La définition inductive doit être bien formée pour ne pas introduire
d’inconsistances et ceci par la définition d’un ensemble de restrictions syntaxiques 22. Dans
le cas d’une définition bien formée, les constantes ident1, ..., identn sont ajoutées à l’envi-
ronnement avec leurs types respectifs. Selon l’univers de types, COQ produit le schéma d’in-
duction pour ident. Ces règles sont nommées : identind, identrec et identrect. Si les paramètres
binder1 ...binderk (optionnels) sont présents, le type est dit type inductif paramétrique (des
types polymorphes comme les types de données algébriques dans ML ou Haskell). Dans le
cas d’un type paramétrique, les conclusions de chaque constructeur termi invoquent le
type inductif avec les mêmes valeurs de paramètres que sa spécification.
On peut présenter la définition d’un type inductif à l’aide d’un système d’inférence et
c’est ce qui sera fait dans la section 3.2.3.
Le type uniset que nous utilisons dans le chapitre 3 pour la représentation des en-
sembles et par la suite dans la représentation des graphes est défini dans la bibliothèque
Uniset23 comme un type inductif paramétrique à l’aide du constructeur Charac. Ce
constructeur a comme paramètre une fonction associant à chaque élément de type A un
booléen qui permet de savoir si l’élément existe ou pas dans l’ensemble.
Inductive u n i s e t (A : Set ) : Set : =
Charac : (A → bool ) → u n i s e t A
Dans ce cas, le type uniset et le constructeur Charac sont ajoutés à l’environnement ainsi
que les trois règles uniset_rect, uniset_ind et uniset_rec.
u n i s e t i s defined
u n i s e t _ r e c t i s defined
unise t_ ind i s defined
u n i s e t _ r e c i s defined
Un objet dans l’environnement COQ a un nom et un type. La commande Check prend en
paramètre un terme et permet de tester son bon typage et d’afficher son type. Nous invo-
quons Check pour afficher la définition du uniset_ind.
Check unise t_ ind .
Le principe d’induction pour uniset (uniset_ind) est le suivant :
unise t_ ind
: f o r a l l (A : Set ) ( P : u n i s e t A → Prop ) ,
( f o r a l l b : A → bool , P ( Uniset . Charac b ) ) −>
f o r a l l u : u n i s e t A, P u
D’un point de vue mathématique ceci assure que les objets satisfaisants le prédicat uniset
sont exactement les objets satisfaisants un des constructeurs (dans notre cas le prédicat
Charac). Par exemple l’ensemble singleton 0 peut être représenté comme suit24 :
Definition s i n g l e t o n 0 : u n i s e t nat : = Charac ( fun i => beq_nat i 0 ) .




24beq_nat est défini dans la bibliothèse EqNat de COQ
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Le type bool est exprimé dans la bibliothèque COQ comme un type inductif simple avec
deux constructeurs true et false comme suit :
Inductive bool : Set : = t rue : bool | f a l s e : bool
Nous expliquons dans ce qui suit l’implémentation et la preuve d’une propriété de la fonc-
tion d’intersection des unisets (complètement accessibles dans l’annexe A). Un élément
appartient à l’intersection de deux ensembles s’il appartient aux deux ensembles. Ceci est
exprimé en COQ comme illustré sur le listing suivant à l’aide de la fonction inter définie en
utilisant le mot clé Definition. La fonction andb est définie en COQ comme l’opérateur
de conjonction des booléens25.
Variable typ : Set .
Definition i n t e r ( s s ’ : u n i s e t typ ) : =
Charac ( fun v => andb ( charac s v ) ( charac s ’ v ) ) .
La fonction charac qui décide si un élément a appartient à une fonction caractéristique s
utilise pour sa définition la fonction définie par le constructeur de s. Elle est définie ainsi :
Definition charac : = fun (A : Set ) ( s : u n i s e t A) ( a : A) => l e t ( f ) : = s in f a .
Un autre aspect pour la simplification et l’amélioration de la lisibilité des termes et des théo-
rèmes dans le code est obtenu à travers l’utilisation des notations. Une notation est une
abréviation permettant d’exprimer un terme ou une expression. Ceci modifie la façon dont
COQ analyse et affiche les termes. Nous pouvons utiliser par exemple le symbole ∩ pour
remplacer la fonction d’intersection :
Notation " a ∩ b " : = ( @inter a b ) ( at l e v e l 99) .
L’utilisation de plusieurs notations symboliques peut causer des ambiguïtés. Pour éviter ce
problème COQ utilise des niveaux de priorité de 0 à 100 (et aussi un niveau supplémentaire
200) en plus des règles d’associativité. Nous avons choisi le niveau 99 dans l’exemple pour
l’intersection.
2.3.3 Les théorèmes et les preuves
Pour déclarer une proposition comme étant vraie, nous devons produire une preuve. Une
preuve se fait par l’application d’un ensemble de tactiques. Une tactique appliquée à un
certain but le transforme en un ensemble de sous-buts tel que la preuve de ces sous-buts
suffit pour prouver le but.
Un théorème intéressant et simple à démontrer est inter_intro qui indique que si un
élément appartient à un ensemble s et à un ensemble s′, alors ce même élément appartient
à l’intersection des deux ensembles. Pour exprimer ce théorème, nous avons besoin d’une
définition pour la fonction d’appartenance à un ensemble. La fonction In est définie dans
COQ comme suit :
Definition In ( s : u n i s e t ) ( a :A) : Prop : = charac s a = t rue .
25http://coq.inria.fr/V8.4/stdlib/Coq.Init.Datatypes.html#andb
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Nous déclarons une notation pour la fonction In avec le symbole ∈ :
Notation " x ∈ vs " : = ( In vs x ) ( at l e v e l 100) .
Ceci est décrit à l’aide du théorème inter_intro. La preuve est la séquence de tactiques
décrites entre Proof et Qed (nous pouvons remplacer Qed par Defined, la différence est
que dans le cas de Defined, la définition de la fonction peut être explicitée et utilisée avec
les tactiques de conversion).
Lemma i n t e r _ i n t r o :
f o r a l l v ( s s ’ : u n i s e t typ ) , v ∈ s −> v ∈ s ’ −> v ∈ ( s ∩ s ’ ) .
Proof .
i n t r o s v s s ’ Hs Hs ’ .
unfold i n t e r .
unfold In in * ; simpl in * .
rewri te Hs ; rewri te Hs ’ ; simpl in * .
r e f l e x i v i t y .
Qed .
Le théorème en notation règle d’inférence est le suivant :
(v ∈ s) (v ∈ s′)
(v ∈ (s ∩ s′)) inter_intro
Nous essayons dans ce qui suit de détailler cette preuve pour donner une idée de la dé-
marche de preuve en utilisant COQ. Nous commençons par la définition du théorème, dans
notre cas nous utilisons le mot clé Lemma, nous pouvons utiliser d’une manière similaire les
mots clé Theorem, Fact ou Remark.
Lemma i n t e r _ i n t r o :
f o r a l l v ( s s ’ : u n i s e t typ ) , ( v ∈ s ) −> ( v ∈ s ’ ) −> ( v ∈ ( s ∩ s ’ ) ) .
Une fois cette dernière définition évaluée, le mode preuve est automatiquement déclenché.
La commande Proof (éventuelle et introduite dans un but de faciliter la lecture des scripts
de preuves) annonce le début du mode preuve. Le nombre de sous-buts restant à prouver,
le contexte (les hypothèses) ainsi que les sous-buts à prouver sont affichés. Les hypothèses
sont nommées et représentées sur la partie supérieure séparée par une ligne de double traits
du sous-but courant. Ici typ et eq_dec sont les hypothèses définies dans la même section.
1 subgoal
typ : Set
eq_dec : dec idable typ
============================
f o r a l l ( v : typ ) ( s s ’ : u n i s e t typ ) , ( v ∈ s ) → ( v ∈ s ’ ) → ( v ∈ s ∩ s ’ )
Des nouvelles commandes sont disponibles dans ce mode, comme par exemple les tactiques
qui sont des combinaisons de preuves primitives. Une tactique agit sur le contexte et le
sous-but courant pour essayer de le résoudre. La tactique intro correspond à la règle de
l’introduction du f orall et de l’implication. La tactique peut prendre en paramètre un nom
qui sera associé à la nouvelle hypothèse. Nous utilisons une version spéciale de cette tac-
tique appelée intros qui prend en paramètres plusieurs noms d’hypothèses à introduire,
elle est équivalente à plusieurs applications de la tactique intro. Dans le cas d’absence
de paramètres intros introduit toutes les hypothèses possibles avec des noms choisis par
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un algorithme de nommage interne au système jusqu’à obtention d’un sous-but atomique
(échec de la tactique intro).
i n t r o s v s s ’ Hs Hs ’ .
La tactique intros appliquée au sous-but précédent remonte v, s et s′ et les deux hypo-
thèses Hs et Hs′ et permet de transformer le sous-but ainsi :
1 subgoal
typ : Set
eq_dec : dec idable typ
v : typ
s : u n i s e t typ
s ’ : u n i s e t typ
Hs : v ∈ s
Hs ’ : v ∈ s ’
============================
v ∈ s ∩ s ’
Nous avons besoin à ce niveau de déplier les définitions de l’inclusion et l’intersection. Nous
commençons à titre d’exemple par la fonction d’intersection. Nous appliquons la tactique
unfold qui permet de déplier la définition de son paramètre qui doit être une constante
transparente. Une constante est transparente si nous avons accès à son type et son algo-
rithme de calcul (tous les détails sont importants), dans ce cas, elle est complètement définie
avec Definition ou sa preuve est terminée par Defined. La tactique unfold permet de
remplacer chaque occurrence de son paramètre dans le but par sa forme normale.
unfold i n t e r .




eq_dec : dec idable typ
v : typ
s : u n i s e t typ
s ’ : u n i s e t typ
Hs : v ∈ s
Hs ’ : v ∈ s ’
============================
v ∈ Charac ( fun v0 : typ => charac s v0 && charac s ’ v0 )
La syntaxe du langage de commandes de COQ permet la composition de tactiques. Par
exemple, si tac1 et tac2 sont deux tactiques, la séquence tac1 ; tac2 applique la tactique tac1 au
but courant et tac2 à chacun de ses sous-buts. Il est possible aussi d’enchainer plusieurs tac-
tiques en suivant le même principe. Ici nous invoquons encore une fois la tactique unfold
pour déplier la définition de ∈, par la suite la tactique simpl est invoquée pour effectuer
des simplifications sur toutes les hypothèses et les sous-buts résultants.
unfold In in * ; simpl in * .
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Le contexte et le sous-but courant sont transformés ainsi :
1 subgoal
typ : Set
eq_dec : dec idable typ
v : typ
s : u n i s e t typ
s ’ : u n i s e t typ
Hs : charac s v = t rue
Hs ’ : charac s ’ v = t rue
============================
charac s v && charac s ’ v = t rue
Nous utilisons la tactique rewrite pour replacer charac s v et charac s' v par leur
correspondant dans les hypothèses Hs et Hs'.
rewri te Hs ; rewri te Hs ’ .




eq_dec : dec idable typ
v : typ
CharacS : typ → bool
CharacS ’ : typ → bool
Hs : CharacS v = t rue
Hs ’ : CharacS ’ v = t rue
============================
t rue && t rue = t rue
La tactique reflexivity essaye d’appliquer la règle de réexivité sur le sous-but courant.
r e f l e x i v i t y .
Cette dernière tactique permet de réussir la preuve et l’espéré Proof completed est affi-
ché.
Proof completed .
Cette preuve n’est pas optimisée, par exemple l’utilisation de la tactique intuition permet
de conclure la preuve juste après le dépliage des fonctions ∪ et ∈.
Les définitions COQ peuvent être enregistrées dans des fichiers avec l’extension .v, ces
fichiers peuvent être compilés avec la commande coqc et par la suite importés pour pouvoir
utiliser les définitions qu’ils contiennent par la commande Require Import (aussi utilisée
pour importer les bibliothèques standards de COQ). Nous pouvons aussi extraire du code
fonctionnel vérifié dans le langage ML [MTHM97], Haskell26 ou Lisp [McC60].
2.3.4 Développement réalisé en COQ
La taille de nos développement en COQ présentés dans cette thèse dépasse les 15000 lignes
de code. D’après notre expérience d’utilisation de cet assistant à la preuve sans connaissance
26http://www.haskell.org/haskellwiki/Haskell
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profonde de ses mécanismes internes, nous pouvons aborder quelques points dans ce qui
suit :
3 Les axiomes de COQ : Il y a plusieurs axiomes non constructifs typiques utilisés dans
COQ indépendamment du CIC et qui sont ajoutés à la librairie standard de COQ sans
inconvénients. Ces axiomes font partie de la librairie Logic. Ces axiomes ont été utilisés
généralement dans nos preuves de propriétés, sous une forme qui n’a pas d’impact sur
la construction des fonctions dans notre développements. Les plus utilisés sont :
– Excluded-middle : ∀A : Prop, A ∨ ¬A
– Proof-irrelevance : ∀A : Prop, ∀p1 p2 : A, p1 = p2
– Extensionality of functions : ∀ f g : A→ B, (∀x, f (x) = g(x))→ f = g
3 Comparaison des types : Concernant la comparaison des types, COQ ne réussit pas
à déduire l’égalité entre types dans tous les cas. La solution est de forcer l’affichage
complet de types (Set Printing All) et par la suite d’aider COQ par des conversions
explicites de type à l’aide de la tactique un f old pour introduire la définition des types.
3 La modularité de la spécication : Notre code COQ utilise des modules pour définir
les types qui représentent les nœuds et les relations des modèles. Ces modules sont
paramétrés par les types des nœuds et des relations et définissent plusieurs opérations
génériques sur ces types. Les modèles sont définis génériquement comme des types
dépendant de leurs ensembles de nœuds et arcs, donc nous pouvons décrire différents
types de modèles.
3 Dénition des tactiques : Nous avons utilisé dans notre développement un aspect im-
portant de l’assistant à la preuve COQ qui est la possibilité de définir des schémas de
preuves (nous abordons ce point dans la section 5.3.1.1).
2.3.5 Types dépendants
Nos développements COQ s’appuient largement sur l’utilisation de types dépendants dont
les détails ne sont pas visibles dans le manuscrit. Un type dépendant contient des propriétés
dans sa définition. Voici un exemple simple du type dépendant ilist (liste indexée par sa
longueur) tiré de [Chl11].
S e c t i o n i l i s t .
Variable A : Set .
Inductive i l i s t : nat → Set : =
| Nil : i l i s t O
| Cons : ∀ n , A → i l i s t n → i l i s t ( S n ) .
Le type ilist comporte lui même l’information sur le nombre d’éléments de la liste. L’argu-
ment nat de ilist montre la longueur de la liste. Les constructeurs montrent qu’une liste Nil
a comme longueur 0 et qu’une liste Cons a comme longueur le successeur de la longueur de
sa queue.
Nous nous basons sur COQ4MDE [TCCG07] pour les travaux que nous présentons dans
les chapitres suivants pour la vérification de composition de modèles. COQ4MDE est un
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« framework » de l’IDM qui s’appuie sur l’assistant à la preuve COQ. Nous présentons dans
la section suivante d’autres travaux de formalisation des concepts de l’IDM.
2.4 La formalisation de l’ingénierie dirigée par les modèles
L’ingénierie dirigée par les modèles a été l’objet de nombreux travaux et de plusieurs tenta-
tives de formalisation.
2.4.1 Spécication algébrique
Nous faisons le point dans ce qui suit sur deux travaux s’appuyant sur le système algé-
brique Maude27 [CDE+02]. Le premier est MoMENT (MOdel manageMENT) [BM10] qui
est un atelier pour la gestion de modèles basé sur des expériences sur les transformations
formelles de modèles et la migration de données. Il fournit un ensemble d’opérateurs gé-
nériques pour la manipulation de modèles. MoMENT utilise le langage Maude28 [CDE+02]
comme un formalisme algébrique. Dans cet atelier, les modèles sont représentés comme des
spécifications algébriques et les opérateurs sont définis indépendamment du métamodèle.
Pour être utilisé, un opérateur doit être spécifié dans un module appelé signature qui dé-
crit les contraintes du métamodèle. L’approche est implémentée dans un outil29 qui permet
aussi la transformation automatique à partir des métamodèles EMF.
Le second est un travail de Vallecillo et al. [RRRDV07] qui ont réalisé un codage différent
des notions de métamodèle et modèle ainsi que des transformations de modèles comme un
plug-in Eclipse [TV10] en utilisant le système Maude.
Dans les deux travaux cités, la modélisation est superficielle (shallow embedding),
[BGG+92] c’est-à-dire qu’elle est reliée à la structure proposée dans Maude et utilise di-
rectement les éléments similaires, les objets par exemple, pour modéliser les éléments de
modèles. Les transformations de modèles sont implémentées en utilisant le mécanisme de
réécriture des objets proposés par Maude.
2.4.2 Théorie des types
Poernomo dans [Poe06] a proposé un codage des métamodèles en utilisant la théorie des
types dans le but de permettre le développement correct par construction de transforma-
tions de modèles. Son codage repose sur l’utilisation d’enregistrements éventuellement ré-
cursifs. Celui-ci est présenté de manière plus détaillée dans [Poe08] et illustré en avec des
métamodèles simples sans cycle. Ces travaux ont ensuite été implantés par Terrel en utilisant
l’assistant à la preuve COQ [PT10]. La structure récursive des enregistrements doit alors être
représentée par des types inductifs et co-inductifs. Les exemples considérés dans ces travaux
restent relativement simple et ne se heurtent pas aux contraintes structurelles de garde im-
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inductives (voir [PM11]). Fernández et Terrell dans [FT13] reprennent les travaux précédents
en ajoutant la spécification de transformations de modèles composées hiérarchiquement et
les preuves de ces transformations à partir de l’assemblage des constituants. Les auteurs
n’indiquent pas explicitement comment coder des graphes ce qui est nécessaire en IDM pour
représenter les métamodèles. Il s’agit dans leurs travaux de reprendre le codage précédent
sans indication particulière concernant les contraintes de garde. Calegari et al dans [CLST11]
ont également proposé un codage en COQ pour modéliser des transformations ATL mais
dans ce travail ils ne peuvent pas représenter n’importe quel métamodèle à cause des liens
cycliques, ils sont obligés de couper les cycles. Une structure générale de modèles en graphes
peut être implémentée en utilisant des types co-inductifs. Mais, comme montré dans [PM11]
par Picard et Matthes, le codage est complexe car COQ impose des contraintes structurelles
de garde pour la combinaison des types inductifs et co-inductifs qui interdisent le codage
naturel proposé par Poernomo et al dans [Poe06, PT10]. M. Giorgino et al. dans [GSMP11]
utilisent l’arbre couvrant associé au graphe combiné avec des liens supplémentaires pour
surmonter cette contrainte en utilisant l’assistant à la preuve ISABELLE30 [NPW02]. Cela
permet de développer une transformation de modèles en s’appuyant sur des preuves in-
ductives adaptées aux liens de partage, puis extraire les implémentations. Ces plongements
sont tous superficiels : ils s’appuient sur une structure de données similaire sophistiquée
pour représenter les éléments du modèle et méta-modèles.
Une autre formalisation en COQ des concepts de l’IDM par Franck Barbier et al est acces-
sible31 [BCCLG13], cette représentation s’attache à la preuve des propriétés présentées dans
[Küh06] (sur les relations d’instantion et sur des transformations de modèles). Cette der-
nière formalisation diffère de la notre par sa représentation détaillée des différentes compo-
santes des modèles et métamodèles en se basant sur les concepts du MOF. La formalisation
COQ4MDE a l’avantage d’être plus générique et minimale par l’usage des modules pour la
représentation de ces concepts et son support de tous types de propriétés par la description
de la conformité par un prédicat dans le métamodèle.
Le système HOL/OCL32 [BW06] est un environnement de développement interactif pour
UML et OCL développé dans ISABELLE/HOL. L’atelier peut être utilisé pour prouver par
exemple les invariants de classes.
Notre travail est un plongement profond (deep embedding), chaque concept dans les
modèles ou les métamodèles est codé en utilisant des constructions élémentaires au lieu de
s’appuyer sur des éléments similaires dans COQ. La contribution de cette thèse n’est pas de
mettre en œuvre des transformations de modèles en utilisant des outils vérifiant la correc-
tion par construction, mais de donner une sémantique dénotationnelle pour modéliser les
concepts de l’Ingénierie Dirigée par les Modèles pour fournir une meilleure compréhension
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2.4.3 Rafnement et théorie des ensembles
UML2Alloy33 [Ana12] a comme but de formaliser UML à l’aide du langage Alloy34 [Jac12].
Le langage Alloy a été aussi utilisé dans [ZD06] pour élaborer une formalisation de ces
concepts dans le but de raisonner sur l’opérateur de fusion, mais l’analyseur comme il est
expliqué dans la section 4.4 a des limites lorsqu’il s’agit d’un grand nombre d’instances du
modèle.
UML-B35 [SB06] est un atelier qui vise à combiner les atouts du langage UML et ceux du
langage B. En effet UML offre une représentation graphique pratique mais ne dispose pas
d’une expressivité sémantique précise formelle et le langage B36 [ALN+91] qui offre la pré-
cision, l’animation et la vérification rigoureuse de modèles mais a une notation relativement
difficile à visualiser et à communiquer. Selon [OJ04], cette approche présente l’inconvénient
de fournir une spécification UML difficile à lire pour les non connaisseurs du langage B à
cause des stéréotypes B utilisés pour spécialiser le sens des entités UML et l’interprétation
des dépendances entre les paquetages. Elle pose alors le problème de la sémantique objet de
ces stéréotypes.
Les deux ateliers (UML-B et HOL/OCL) permettent de raisonner sur des modèles UML
avec une sémantique formelle. L’objectif de nos travaux, en plus de raisonner sur la vérifica-
tion de modèles, est de spécifier des opérateurs de composition et de vérifier leur correction
par rapport à certaines propriétés. Il est possible de coupler notre atelier avec HOL/OCL en
définissant une sémantique commune : HOL/OCL permet alors de raisonner sur des inva-
riants de modèle, nos travaux sur la composition de modèles. Il serait également possible de
respécifier COQ4MDE dans ISABELLE/HOL ou B par exemple, le codage que nous avons
choisi ne dépend pas des spécificités de COQ.
2.5 Conclusion
Nous avons introduit dans ce chapitre des concepts de l’Ingénierie Dirigée par les Modèles
et des concepts liés à l’utilisation de l’assistant à la preuve COQ. Nous avons fait brièvement
le point sur des travaux de formalisation de l’IDM et quelques approches de composition.
Nous introduisons dans le chapitre suivant un cadre formel d’IDM en COQ, ce « frame-
work » combine les atouts de l’IDM et la sûreté des méthodes formelles. Nous avons choisi
l’assistant à la preuve COQ car nous partions de travaux pré-existants en COQ pour ce « fra-
mework ». Nous aurions pu utiliser ISABELLE, PVS37 [ORS92] ou Focalize38 [HPWD09].
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L’Ingénierie Dirigée par les Modèles (IDM) joue un rôle très important dans le développe-
51
Opérateurs élémentaires et vérication de propriétés
ment des systèmes critiques car elle permet la validation et la vérification de modèles
du système dès les premières étapes de développement. Pour assurer la correction de ces
mécanismes de V&V, il est nécessaire de spécifier formellement les notions de l’IDM et les
mécanismes de V&V. Dans ce but, un cadre formel a été proposé dans [TCCG07]. L’approche
consiste à séparer le niveau des données du niveau des types en définissant des structures
différentes pour caractériser les deux natures de modèle. Un modèle (Model) correspond
au niveau des données et une famille de modèles (MetaModel) correspond au niveau des
types et au langage de modélisation à partir duquel nous pouvons créer une famille de mo-
dèles (Figure 3.1). La famille des modèles définit aussi bien la structure que la sémantique
du modèle qu’elle permet de décrire. Un modèle est défini comme un multigraphe dont les
nœuds représentent les objets du modèle et les arcs représentent les liens entre ces objets. Les
attributs d’un objet sont également représentés comme des nœuds du type de l’attribut lié
à l’objet par un lien du nom de l’attribut. Un multigraphe est un graphe qui permet d’avoir
plusieurs arcs entre deux nœuds. Une famille de modèles est également définie comme un
multigraphe dont les nœuds représentent les classes et les arcs représentent les références.
Elle est complétée par des propriétés sémantiques comme les multiplicités. La conformité
est définie comme la vérification, étant donné un modèle M et une famille de modèles MM,
que le modèle M respecte les contraintes contenues dans MM.
Le but de ce « framework » appelé COQ4MDE est de fournir un cadre bien fondé ma-
thématiquement pour l’étude, la vérification et la validation des technologies de l’IDM. Le
choix d’une logique constructive et de la théorie des types comme langage de spécifica-
tion formelle permet d’extraire des prototypes et des outils de spécification exécutables qui
peuvent être utilisés pour valider la spécification elle-même par rapport aux implémenta-
tions existantes des outils de l’IDM (par exemple : le projet Eclipse Modeling Framework1).
Nous reprenons pour notre formalisation les notions de Model, MetaModel ainsi que la
relation de conformité entre un modèle et un métamodèle. Une première étude sur la for-
malisation des modèles par rapport à leurs différentes fonctions dans un environnement
global comme l’IDM était proposée dans [JB06], les problèmes de cette formalisation sont
discutés dans [TCCG07].




Figure 3.1 — Les définitions de Model et MetaModel par un diagramme de classe
Remarque 3.1. Dans ce manuscrit, nous avons choisi d'exprimer nos dénitions, théorèmes et
preuves en notation mathématique (usuelle) plus accessible que le langage GALLINA de COQ. Les
dénitions en GALLINA sont accessibles sur internet en version hypertexte générée par Coqdoc
à l'adresse : http://www.irit.fr/~Mounira.Kezadri/FormalAssembly.html. Les
dénitions COQ correspondantes sont parfois plus complexes d'une part car la logique constructive




Nous commençons par définir plus précisément les notions générales du « framework »
coq4MDE, les notions de MetaModel et Model correspondent aux notions de Formalism
et Model de la VVO, nous décrivons ces notions explicitement avec plus de détails dans la
section 3.1. Nous décrivons par la suite quelques détails de l’implémentation dans 3.2. Nous
présentons dans 3.3 l’extension du « framework » par des opérateurs de composition élé-
mentaires. La formalisation et les vérifications des propriétés EMOF sont présentées dans
la section 3.4. Des travaux sur la vérification compositionnelle sont présentés dans la sec-
tion 3.5. La dernière section 3.6 présente les conclusions et les perspectives.
3.1 Coq4MDE
Dans le « framework » COQ4MDE, le concept de MetaModel n’est pas une spécialisation
de Model. Ils sont formellement définis de la manière suivante. Considérons deux en-
sembles : Classes, respectivement References, représente l’ensemble de toutes les éti-
quettes (noms/identificateurs) de classes, respectivement toutes les étiquettes (noms/iden-
tificateurs) des références possibles. Nous considérons aussi les instances de telles classes,
l’ensemble Objects des étiquettes d’objets. L’ensemble des références contient une éti-
quette d’une relation spécifique inh utilisée pour spécifier la relation d’héritage.
Remarque 3.2. Dans ce qui suit, on ne parle pas d'étiquettes mais de classes, références et objets.
Dénition 1 (Model). Soit C ⊆ Classes un ensemble de classes.
Soit R ⊆ {〈c1, r, c2〉 | c1, c2 ∈ C , r ∈References} un ensemble de références entre les classes.
Un modèle sur C etR, écrit 〈MV, ME〉 ∈ Model(C ,R) est un multigraphe déni sur un ensemble
ni MV de nœuds d'objets typés et un ensemble ME d'arcs de références tel que :
MV ⊆ {〈o, c〉 | o ∈ Objects, c ∈ C }
ME ⊆
{
〈〈o1, c1〉, r, 〈o2, c2〉〉 〈o1, c1〉, 〈o2, c2〉 ∈ MV, 〈c1, r, c2〉 ∈ R
}
Notons que, dans le cas d’héritage, le même objet peut être utilisé plusieurs fois dans
le même graphe de modèle, associé à différentes classes pour construire des nœuds dif-
férents. La réutilisation des objets est liée au polymorphisme d’héritage qui est un aspect
important dans la majorité des langages à objets. L’héritage est représenté avec une relation
spéciale notée inh (usuellement définie dans les langages de métamodélisation tel que MOF
[OMG11a]).
Remarque 3.3. inh ne doit pas être utilisée dans les modèles et métamodèles comme une référence
classique et ne permet pas par hypothèse les cycles.
Exemple 3.1. La gure 3.2 montre un exemple de modèle dans la notation « diagramme
à objets ». Cet exemple illustre qu'un même objet peut avoir plusieurs types. Nous appe-
lons ces objets des duplicatas. Dans l'exemple, les ensembles de nœuds et d'arcs pour le
modèle peuvent être dénis pour C = {Person, Employee, Job, Departement} et R =
{(Employee, inh, Person), (Employee, worksAs, Job), (Employee, worksAt, Departement)}
comme suit :
MV = {〈Mounira, Person〉, 〈Mounira, Employee〉, 〈Researcher, Job〉, 〈IRIT, Departement〉}
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ME = {(〈Mounira, Employee〉, inh, 〈Mounira, Person〉),
(〈Mounira, Employee〉, worksAs, 〈Researcher, Job〉),
(〈Mounira, Employee〉, worksAt, 〈IRIT, Departement〉)}
worksAt
worksAsinh
Mounira : Employee IRIT : Departement
Researcher : JobMounira : Person
Figure 3.2 — Un exemple de modèle en notation diagramme d’objets
Le prédicat suivant exprime qu’un objet o de type c1 a un duplicata de type c2, avec c2
sous-type de c1.
hasSub(o ∈ Objects, c1, c2 ∈ Classes, 〈MV, ME〉) ,
c1 = c2 ∨ ∃c3 ∈ Classes, 〈〈o, c2〉, inh, 〈o, c3〉〉 ∈ ME
∧ hasSub(o, c1, c3, 〈MV, ME〉)
La notion d’héritage standard est exprimée à l’aide du prédicat standardInheritance.
Le premier prédicat exprime que la relation d’héritage se transmet à travers les objets du-
plicatas. Le deuxième exprime que chaque ensemble d’objets dupliqués a un objet d’origine
associé à la classe qui a permis de le créer. Les autres classes sont les ancêtres de la classe de
création jusqu’aux racines du graphe.
standardInheritance(〈MV, ME〉) ,
∀〈〈o, c1〉, inh, 〈o, c2〉〉 ∈ ME
∧∀〈o, c1〉, 〈o, c2〉 ∈ MV, ∃c ∈ Classes,
hasSub(o, c, c1, 〈MV, ME〉)
∧ hasSub(o, c, c2, 〈MV, ME〉)
Enfin, le prédicat subClass2 exprime que c2 est une sous-classe directe de c1.
subClass(c1, c2 ∈ Classes, 〈MV, ME〉) ,
∀o ∈ Objects, 〈o, c2〉 ∈ MV ⇒ 〈〈o, c2〉, inh, 〈o, c1〉〉 ∈ ME
Les classes abstraites sont spécifiées dans le métamodèle en utilisant le prédicat
isAbstract. Les classes abstraites ne peuvent pas être instanciées, elles servent comme
patrons pour construire des classes concrètes qui sont généralement plus spécialisées et qui
peuvent être utilisées pour construire des instances. Les classes abstraites sont utilisées pour
la représentation des concepts abstraits partagés entre plusieurs classes filles. Donc, généra-
lement dans un graphe d’héritage, les feuilles sont concrètes et les racines sont abstraites.
isAsbstract(c1 ∈ Classes, 〈MV, ME〉) ,
∀o ∈ Objects, 〈o, c1〉 ∈ MV ⇒ ∃c2 ∈ Classes, 〈〈o, c2〉, inh, 〈o, c1〉〉 ∈ ME
2〈o, c1〉 ∈ MV est assuré par 〈〈o, c2〉, inh, 〈o, c1〉〉 ∈ ME car il s’agit d’une structure de graphe.
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Dénition 2 (MetaModel). Un métamodèle est un multigraphe représentant les classes et les réfé-
rences ainsi que les relations sémantiques qui doivent être satisfaites entre les instances de classes et de
références. Il est représenté comme une paire composée d'un multigraphe (MMV, MME) construit
sur un ensemble ni de nœuds MMV correspondant à des classes, un ensemble ni d'arcs MME
étiquetés par des références et d'un prédicat sur les modèles représentant les propriétés sémantiques.
Un métamodèle est une paire 〈(MMV, MME), con f ormsTo〉 ∈ MetaModel tel que :
MMV ⊆ Classes
MME ⊆ {〈c1, r, c2〉 | c1, c2 ∈ MMV, r ∈ References}
con f ormsTo : Model(MMV, MME)→ Bool
Étant donné un modèle M et un métamodèle MM, nous pouvons vérifier la conformité
de M par rapport à MM. Le prédicat con f ormsTo défini dans MM permet d’atteindre ce but.
Il définit l’ensemble des modèles conformes par rapport au métamodèle.
Dénition 3 (Conformance). La conformité vérie sur le modèle M que :
1. chaque objet o dans M est l'instance d'une classe C dans MM.
2. pour chaque relation entre deux objets, il existe dans MM, une relation entre deux classes typant
les deux éléments. Dans ce qui suit ces liens sont dits instances des références entre les classes
dans MM.
3. enn, chaque propriété sémantique dénie dans MM est satisfaite sur M. Les multiplicités dé-
nies sur les références entre les concepts sont un exemple de propriété sémantique considérée.
Une multiplicité peut être dénie comme suit :
multplicity(c1 ∈ MMV, r1 ∈ MME, 〈MV, ME〉) = |{m2 ∈ MV | 〈〈o, c1〉, r1, m2〉 ∈ ME}|
Cette notion de conformité est illustrée sur la figure 3.1 par une relation de dépendance
entre un M et un MM qui lui est conforme. Les propriétés sémantiques associées au méta-
modèle sont implémentées dans le prédicat con f ormsTo.
Une version simplifiée du prédicat con f ormsTo (cf. Section 5.3) est notée instanceO f .
Cette version prend en compte les deux propriétés 1 et 2. La vérification de la propriété
instanceO f sera prouvée compositionnelle en relation avec les opérateurs de base de com-
position définis par la suite dans ce chapitre. La vérification de con f ormsTo impose des
contraintes sémantiques sur les opérations d’assemblage pour que la vérification soit com-
positionnelle. Ces contraintes prendront la forme de préconditions sur les paramètres des
opérations de composition. La postcondition sera alors la propriété attendue en terme de
vérification compositionnelle.
3.2 Formalisation de la structure du modèle
Nous présentons dans cette section l’approche que nous adoptons pour la formalisation de
la structure des modèles.
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3.2.1 La structure des modèles
Nous pouvons différencier plusieurs approches pour la formalisation de la structure des
modèles (présentés principalement comme des multigraphes). Nous adoptons une version
proche de l’approche dite classique. Cette approche consiste à représenter le multigraphe
comme un ensemble de nœuds et d’arcs. Notre représentation comporte des propriétés as-
surant la bonne formation du multigraphe. Elle est construite à l’aide d’un type inductif avec
trois constructeurs permettant ainsi d’avoir une structure pour les modèles. C’est l’approche
qui était choisie pour COQ4MDE initialement et que nous n’avons pas remise en cause dans
ce travail, mais, dans ce qui suit, nous présentons ses avantages et ses inconvénients. Parmi
les avantages de cette représentation :
3 Premièrement, elle s’appuie sur les ensembles ce qui rend la représentation assez simple
et naturelle.
3 Ensuite, elle permet toutes les opérations qui ont été utiles sur les modèles dont le par-
cours des éléments (nœuds et arcs) du multigraphe en utilisant des itérateurs.
3 Aussi, elle contient des informations sur la construction du multigraphe, donc elle per-
met la construction d’un ordre et de chemins de parcours.
3 Et enfin, elle peut être adaptée à de nombreuses autres techniques formelles qui offrent
une modélisation des ensembles.
Ce que nous pouvons citer comme inconvénients est que l’approche choisie n’est pas la
plus efficace pour la construction d’ordre de parcours pour le multigraphe et ne permet
pas la construction de graphes infinis. Ces deux dernières propriétés ne sont pas les plus
importantes dans le contexte de manipulation de modèles.
3 Premièrement, concernant le parcours du multigraphe, nous disposons d’opérateurs
de parcours qui en s’appuyant sur la structure de multigraphe permettent d’appliquer
génériquement une fonction ou de tester une condition particulière, une partie de ces
opérateurs sont présentés dans l’annexe B. Les approches basées sur la représentation
comme des arbres sont plus adaptées au parcours de graphes et permettent plus de
facilité pour la navigation (garder les traces des nœuds visités plus facilement). Dans
la représentation en arbre, on pourrait avoir un arbre pour les relations d’héritage qui
permettrait d’obtenir facilement (formellement et algorithmiquement) toutes les sous-
classes d’une classe ou de déplacer une classe pour en hériter d’une autre. Les autres
relations seraient alors ajoutées dans cet arbre (des relations de composition) ou repré-
sentées par d’autres structures de données comme des listes de relations d’association,
cette structure est inductive et bien typée mais elle est plus complexe et l’ordre induit
ne peut pas vraiment se justifier dans un contexte de modèles.
3 Deuxièmement, concernant la non finitude, c’est une propriété qui n’est pas nécessaire
dans notre contexte car nous considérons et manipulons des modèles qui sont toujours
finis. Des expérimentations pour la définition et la manipulation de modèles infinis
étaient proposés dans [CTB12] par la définition d’un opérateur coiterate pour l’itération
sur des modèles infinis.
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La structure du modèle telle que nous la présentons est implémentée sur trois niveaux
hiérarchiques : le niveau des ensembles de nœuds et de liens, le niveau du graphe et enfin
le niveau du modèle.
Pour chaque niveau, des propriétés spécifiques doivent être vérifiées et font intervenir
des preuves pour des théorèmes partiellement présentés dans ce qui suit et dont les preuves
sont accessibles avec le code COQ sur la page web http://www.irit.fr/~Mounira.
Kezadri/FormalAssembly.html.
3.2.2 La structure des ensembles
Un ensemble fini est une structure qui permet de stocker certains éléments, sans aucun
ordre, et sans valeurs répétées. Les ensembles des sommets et des arêtes dans notre cas et,
plus généralement, souvent dans la théorie des types, ils sont représentés par leurs fonctions
caractéristiques (aussi appelées fonctions indicatrices) qui contrairement aux listes assurent
par définition que chaque élément est unique. Le concept de fonction caractéristique (no-
tée χA(x)) est implémenté dans la librairie Uniset3 dans le standard de COQ comme suit :




true si x ∈ A
f alse si x /∈ A
Remarque 3.4. Les ensembles des nœuds et des liens sont structurés dans deux modules E et V
respectivement (la structure du module est implémentée en COQ depuis sa version 7.4 [Chr03]).
Ces modules génériques englobent les opérateurs et les propriétés spéciques pour chaque ensemble
inuençant par la suite la structure du graphe et celle du modèle. Nous présentons ici seulement les
opérations et preuves de propriétés que nous utilisons par la suite.
Nous avons enrichi le module Uniset de la bibliothèque standard avec de nouveaux
opérateurs ensemblistes et lemmes présentés dans l’annexe A. Ceux-ci sont utilisés pour
implémenter les opérations sur les ensembles de nœuds et d’arcs. L’opération add d’ajout
d’un élément dans un ensemble est la suivante :
χadd v A(x) =
{
true si x = v
χA(x) sinon
La fonction add concerne d’une manière similaire l’ensemble de nœuds et celui de liens. Le
lemme 1 est très utile pour nos preuves, il montre qu’ajouter un élément v à un ensemble s
d’éléments d’un certain type construit un ensemble qui contient cet élément.
Lemme 1. (addInO) ∀ s v, v ∈ (add s v).
Le type d’élément peut être Classes, References ou n’importe quel autre type. Le
lemme 2 montre que pour deux éléments v et v′, si un ensemble s contient v, alors l’ensemble
construit en ajoutant v′ à s contient aussi v.
3http://coq.inria.fr/stdlib/Coq.Sets.Uniset.html
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Lemme 2. (addInS) ∀ s v v′, v ∈ s→ v ∈ (add s v′)
Le lemme 3 montre que pour deux éléments v et v′ et un ensemble s. Si v appartient à
l’ensemble construit en ajoutant v′ à s, alors soit v appartient à s ou il est égal à l’élément
ajouté v′.
Lemme 3. (addElim) ∀ s v v′, v ∈ (add s v′)→ v ∈ s ∨ v = v′
Le lemme 4 montre que le résultat de l’ajout d’un élément v déjà existant dans un en-
semble s produit le même ensemble. La preuve de ce lemme utilise le principe de l’exten-
sionnalité fonctionnelle4.
Lemme 4. (addCancel) ∀ s v, v ∈ s→ (add s v) = s
3.2.3 La structure des graphes
Un graphe est défini en COQ comme un type inductif dépendant avec trois constructeurs :
Nil5, AddV et AddA.
graph(EmptySet, EmptySet) Nil
graph(vs, es) ∧ (v /∈ vs)
(graph((add v vs), es))) AddV
graph(vs, es) ∧ (v1 ∈ vs) ∧ (v2 ∈ vs) ∧ ((v1, e, v2) /∈ es)
(graph(vs, (add (v1, e, v2) es)))
AddA
Le type inductif graph dépend des deux ensembles de nœuds et d’arcs. Les nœuds et les
arcs sont définis génériquement en utilisant des modules COQ [Chr03] qui peuvent être
paramétrés avec différents types.
Le lemme 5 montre qu’ajouter un nœud v à un graphe g produit aussi un graphe. La
preuve peut se faire en distinguant les cas d’inclusion de v dans l’ensemble vs et par la suite
en utilisant le lemme 4 dans le premier cas et le second cas est trivial.
Lemme 5. (graphAddV) ∀ vs es v (g : graph(vs, es)), graph(add vs v, es).
Le lemme 6 montre qu’ajouter un arc (v1, a, v2) à un graphe g produit aussi un graphe.
La preuve est faite d’une manière similaire que celle du théorème précédent.
Lemme 6. (graphAddV) ∀ vs es v1 v2 a (g : graph(vs, es)), graph(vs, add es (v1, a, v2)).
Remarque 3.5. Les lemmes 5 et 6 correspondent aux dénitions par la preuves des fonctions de
construction des graphes correspondants.
Nous définissons dans ce qui suit des propriétés utiles sur les graphes qui seront exploi-
tées dans nos preuves.
4http://coq.inria.fr/stdlib/Coq.Logic.FunctionalExtensionality.html
5EmptySet dans la définition représente l’ensemble vide.
58 Mounira Kezadri
3.3. Formalisation de la composition de modèles
3.2.3.1 Des arcs corrects
La propriété de correction des arcs est décrite à l’aide du lemme 7. Tous les arcs du graphe
doivent être corrects. Un arc appartenant à l’ensemble des arcs est dit correct si ses deux
extrémités appartiennent aussi à l’ensemble des nœuds. La preuve est faite par induction
sur la structure du graphe.
Lemme 7. (correctEdges) ∀ vs es (g : graph(vs, es)) v1 v2 a,
(v1, a, v2) ∈ es→ (v1 ∈ vs) ∧ (v2 ∈ vs)
3.2.3.2 Égalité des graphes
Un graphe dans Coq4mde est défini comme un type dépendant. L’égalité entre graphes
notée Eqgraph est aussi définie comme une égalité dépendant6 des ensembles de nœuds et
d’arcs. L’égalité telle qu’elle est définie assure les propriétés de réexivité, symétrie et tran-
sitivité exprimées successivement dans les trois lemmes 8, 9 et 10.
Lemme 8. (eqGraphRe) ∀ VE (g : graph VE), Eqgraph g g.
Lemme 9. (eqGraphSym) ∀ VE VE′ (g : graph VE) (g′ : graph VE′),
Eqgraph g g′ → Eqgraph g′ g.
Lemme 10. (eqGraphTrans) ∀ VE VE′ VE′′ (g : graph VE) (g′ : graph VE′)
(g′′ : graph VE′′), Eqgraph g g′ ∧ Eqgraph g′ g′′ → Eqgraph g′ g′′
Le lemme 11 indique que l’ajout du même nœud v à deux graphes égaux g et g′ produit
deux graphes qui sont aussi égaux.
Lemme 11. (eqGraphAddV) ∀ VE VE′ (g : graph VE) (g′ : graph VE′) v,
Eqgraph g g′ → Eqgraph (graphAddV g v) (graphAddV g′ v).
Le lemme 12 montre que si les deux graphes g et g′ sont égaux, alors le graphe construit
en ajoutant un arc a au graphe g est égal au graphe construit en ajoutant a au graphe g′.
Lemme 12. (eqGraphAddA) ∀ VE VE′ (g : graph VE) (g′ : graph VE′) a, Eqgraph g g′
→ Eqgraph (graphAddA g a) (graphAddA g′ a).
3.3 Formalisation de la composition de modèles
Chronologiquement , nous avons d’abord proposé dans [KCP+11] une extension du « fra-
mework » Coq4MDE pour offrir le style de composition ISC. Ces travaux comportaient une
formalisation des opérateurs de base ISC ainsi que la vérification de la préservation du bon
typage et des propriétés sémantiques du métamodèle par ceux-ci. A l’issu de ces travaux,
pour factoriser les définitions et preuves réalisées, nous avons défini des opérateurs élé-
mentaires (primitifs) de composition ont été définis. Nous présenterons ceux-ci dans la sec-
tion suivante. Ces opérateurs sont suffisants pour l’implémentation des opérateurs ISC que
6http://coq.inria.fr/stdlib/Coq.Logic.Eqdep.html
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nous présentons dans le chapitre 5 ainsi que d’autres opérateurs de composition classiques
comme le Package Merge d’UML et EMOF que nous présenterons dans le chapitre 4.
Les opérateurs élémentaires doivent être décrits sur les trois niveaux hiérarchiques des
modèles (le niveau ensemble, le niveau graphe et le niveau modèle). L’algèbre des ensembles
considère de nombreux opérateurs primitifs. Nous sommes intéressés par deux opérateurs
élémentaires qui ont été suffisants selon nos expériences pour implémenter la plupart des
opérateurs de composition de modèles.
3.3.1 L’opérateur élémentaire d’Union
Nous utilisons l’union ensembliste définie dans le module Uniset de la bibliothèque stan-
dard que nous notons ∪. L’union est implémentée en utilisant les booléens tel que, x est un
membre de l’ensemble A1 ∪ A2 si la valeur de χA1(x) ∨ χA2(x) est true, x n’appartient pas à
l’union dans le cas contraire.
χA1∪A2(x) = χA1(x) ∨ χA2(x)
L’union de deux graphes est aussi un graphe, l’ensemble des nœuds est l’union des deux
ensembles de nœuds et l’ensemble des arcs est l’union des deux ensembles d’arcs des deux
graphes. Le lemme 13 définit la propriété que les deux ensembles forment bien un graphe.
La preuve est faite par induction sur la structure du graphe7.
Lemme 13. (graphUnion) ∀ vs1 es1 vs2 es2 (g1 : graph(vs1, es1)) (g2 : graph(vs2, es2)),
graph((Union vs1 vs2), (Union es1 es2))
Remarque 3.6. Le lemme 13 correspond à la dénition par la preuve du
graph((Union vs1 vs2), (Union es1 es2)) que nous notons sous la forme graphunion g1 g2.
Remarque 3.7. L'union de deux modèles 〈vs1, es1〉 et 〈vs2, es2〉 est l'union de leurs deux ensembles
de nœuds et d'arcs en plus de la preuve du lemme 13. L'union de ces deux modèles peut être notée :
〈vs1 ∪ vs2, es1 ∪ es2〉 ou (Union〈vs1, es1〉〈vs2, es2〉).
Exemple 3.2. Nous illustrons la dénition de l'opérateur union sur l'exemple des deux modèles M1
présenté sur la gure 3.3 et M2 présenté sur la gure 3.4.
providesRS-232 : Port DB25 : Interface
Figure 3.3 — Le modèle M1
providesRS-232 : Port DB9 : Interface
Figure 3.4 — Le modèle M2
Le modèle M1 indique que le Port RS-232 a comme interface DB25 et le modèle M2 indique
que le Port RS-232 a comme interface DB9. Le résultat de l'application de l'union est le modèle
présenté sur la gure 3.5.
7http://www.irit.fr/~Mounira.Kezadri/FormalMDE/Graph.html#elements
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Figure 3.5 — L’union des deux modèles M1 et M2
Propriétés de l’union de graphes La propriété de congruence de l’égalité pour l’union de
graphes est expliquée dans le lemme 14. La preuve est faite par application des règles de
l’égalité dépendante.




















Eqgraph g1 g′1 → Eqgraph g2 g′2 → Eqgraph (graphunion g1 g2) (graphunion g′1 g′2).
Le résultat de l’union d’un graphe avec un graphe vide est le même graphe.
Lemme 15. (elementsNil) ∀ vs2 es2 (g2 : graph(vs2, es2)), Eqgraph (graphunion nil g2) g2.
Le lemme 16 montre qu’ajouter un nœud au résultat de l’union de deux graphes pro-
duit un graphe égal à l’union du résultat de l’ajout d’un nœud au premier graphe avec le
deuxième graphe.
Lemme 16. (elementsAddV) ∀ vs1 es1 (g1 : graph(vs1, es1)) v vs2 es2 (g2 : graph(vs2, es2)),
Eqgraph (graphunion (graphAddV v g1) g2) (graphAddV v (graphunion g1 g2)).
Le lemme 17 montre qu’ajouter un arc (v1, a, v2) au résultat de l’union de deux graphes
produit un graphe égal à l’union du résultat de l’ajout de l’arc (v1, a, v2) au premier graphe
avec le deuxième graphe.
Lemme 17. (elementsAddA) ∀ vs1 es1 (g1 : graph(vs1, es1)) v1 v2 a
vs2 es2 (g2 : graph(vs2, es2)),
Eqgraph (graphunion (addA (v1, a, v2) g1) g2) (addA (v1, a, v2) (graphunion g1 g2)).
3.3.2 L’opérateur élémentaire de Substitution
Les modèles sont des graphes dont les éléments sont des objets typés. Par exemple (o, c)
est un élément de modèle dont le type est c et le nom est o. L’opérateur de substitution a
comme but de remplacer le nom d’un élément de modèle par un autre nom. Cette opération
comme l’union doit être décrite sur les trois niveaux hiérarchiques. Substituer un élément de
modèle dont le nom est src par un élément de modèle dont le nom est dst dans l’ensemble de
nœuds et d’arcs est implémenté en utilisant un opérateur map générique construit à partir
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de trois opérations : mapv , mapa et mape qui s’appliquent respectivement sur les éléments
du modèle, les références et les arcs ainsi qu’une fonction image qui permet de construire
l’image du graphe.
Remarque 3.8. Dans les fonctions qui suivent l'objet src, l'objet dst et le graphe g sont des para-
mètres implicites.
Dans l’opérateur Substitution, la fonction mapv est utilisée pour remplacer src par dst
dans l’ensemble des nœuds. Elle est définie comme suit :
mapv (o, c) =
{
(dst, c) si o = src
(o, c) sinon
La fonction mapa définit l’image des références par l’opérateur de substitution, elle est dé-
finie pour l’opérateur Substitution comme une fonction identité, sa présence vient du fait
que l’implémentation s’appuie sur une fonction map plus générique qui peut permettre de
remplacer également les références. Un arc est défini avec ses deux extrémités (les éléments
de modèle) et sa référence. Par exemple, (v1, a, v2) est l’arc entre v1 et v2 dont la référence
est a. La fonction mape remplace les noms des éléments de modèle dans les arcs tel que :
mape (v1, a, v2) = (mapv v1, mapa a, mapv v2)
Nous supposons que mapv et mapa sont injectives, nous pouvons donc prouver que mape
l’est aussi en utilisant le lemme 18 mapeinj.
Lemme 18. (mapeinj) ∀ e1 e2, mape e = mape e′ → e = e′
L’image du graphe est obtenue à partir des images des ensembles de nœuds et d’arcs.
Pour un graphe g avec vs l’ensemble des nœuds et es l’ensemble d’arcs, l’image des nœuds
par la fonction de Substitution est : (V.image mapv (vs, es) g) et l’image des arcs par la
fonction de Substitution est : (E.image mapv mapa g).
Remarque 3.9. Les notations V.image et E.image viennent du fait que ces deux fonctions sont
codées séparément dans le module V pour les nœuds et le module E pour les arcs.
Représenter les ensembles comme des fonctions caractéristiques est efficace pour décider
si un élément appartient ou pas à un ensemble. Mais, ce codage est moins adapté pour
itérer les éléments de l’ensemble ce qui est nécessaire par exemple pour définir V.image qui
applique mapv sur tous les éléments de l’ensemble des nœuds.
Une fonction f old (présentée dans l’annexe B) pour itérer sur les graphes est utilisée
pour l’implémentation de V.image et E.image (la fonction qui applique mape sur tous les
éléments de l’ensemble des arcs). La fonction f old applique mapv ou mape sur chaque nœud
ou arc du graphe et l’ensemble des images de nœuds et l’ensemble des images d’arcs. Enfin,
l’image du graphe est constituée des images des deux ensembles. La définition de la fonc-
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Lemme 19. (graphSubstitution) ∀ vs es (g : graph(vs, es)),
graph (V.image mapv g) (E.image mapv mapa g)
Le modèle qui résulte de la substitution d’un nom d’élément de modèle x1 par un autre
nom x2 dans les ensembles des nœuds et d’arcs associés à l’image du graphe par substitution
(Lemme 19) forme le modèle substitué. Le modèle résultat de la substitution peut être noté :
〈SubstV x1 x2 vs, SubstE x1 x2 es〉.
Exemple 3.3. Le résultat de (Substitution DB25 DC37 M1) du modèle présenté sur la gure 3.3
est illustré sur la gure 3.6 :
providesRS-232 : Port DC37 : Interface
Figure 3.6 — Le modèle résultat de la substitution
Propriétés de l’image du graphe par substitution Le lemme 20 montre que le résultat de
la substitution d’un nom de nœud par un autre dans un graphe (g) après l’ajout d’un nœud
(v) est équivalent à l’ajout du nœud (mapv v) au résultat de la substitution du graphe initial
(graphSubstitution (vs, es) g).
Lemme 20. (elementsAddV) ∀ vs es (g : graph(vs, es)) v,
Eqgraph (graphSubstitution ((add vs v), es) (graphAddV v g))
(graphAddV (mapv v) (graphSubstitution (vs, es) g)).
Le lemme 21 montre que la substitution dans un graphe (g) résultant de l’ajout d’un
arc (src, a, dst) est équivalente à l’ajout de l’arc ((mapv src), (mapa a), (mapv dst)) résultant
de l’application des fonctions mapv et mapa au résultat de la substitution du graphe initial
(graphSubstitution (vs, es) g).
Lemme 21. (elementsAddE) ∀ vs es src dst a (g : graph(vs, es)),
Eqgraph (graphSubstitution (vs, (add es (src, a, dst))) (graphAddA (vs, es) src dst a g))
(graphAddA (mapv src) (mapv dst) (mapa a) (graphSubstitution (vs, es) g)).
3.4 Formalisation et vérication de propriétés
Les opérateurs Substitution et Union sont définis pour préserver les propriétés de bon
typage. Les deux opérateurs comme tous les concepts, théorèmes et preuves présentés sont
codés dans l’assistant de preuve COQ et sont complètement accessibles sur une page web
spécifique9. Le but de cette formalisation est de vérifier quelques propriétés sur le modèle
composite et de fournir les bases pour la spécification et la preuve de correction des tech-
niques de vérification compositionelles. La première propriété considérée est le bon typage
d’un modèle par rapport à un métamodèle (instanceOf).
9http://www.irit.fr/~Mounira.Kezadri/FormalAssembly.html
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3.4.1 InstanceOf
Cette propriété est liée à la relation de conformité définie dans 3.1. Elle vérifie pour un mo-
dèle M et un métamodèle MM que chaque objet de M est une instance d’une classe dans MM et
chaque lien de M est une instance d’une relation dans MM. Pour prouver que cette vérification
est compositionelle, nous avons besoin de prouver que la composition de deux modèles ins-
tances d’un même métamodèle est aussi instance du même métamodèle. Nous définissons
le premier critère de correction d’une fonction de composition. Ce critère est défini comme
un prédicat d’ordre supérieur qui vérifie le bon typage pour une certaine fonction. La fonc-
tion instanceOf est utilisée pour ce but, elle vérifie que tous les objets et liens d’un modèle
sont des instances de classes et références d’un métamodèle.
InstanceO f (〈〈MV, ME〉, 〈〈MMV, MME, con f ormsTo〉〉〉) ,
∀ 〈o, c〉 ∈ MV, c ∈ MMV
∧ ∀ 〈〈o, c〉, r, 〈o′, c′〉〉 ∈ ME, 〈c, r, c′〉 ∈ MME
Ce prédicat est ensuite utilisé pour vérifier le bon typage pour le résultat de l’opérateur
Substitution en s’inspirant du style de preuves présenté dans [KP10b] pour la vérification de
transformations de modèles. La propriété du bon typage pour la substitution est exprimée
à l’aide du théorème 1.
Théorème 1. (ValidSubstitution) ∀ M ∈ Model, MM ∈ MetaModel,
InstanceO f (M, MM)→ InstanceO f ((Substitution o1 o2 M), MM)
Nous utilisons aussi ce prédicat pour vérifier que sur deux composants instances de MM,
le composant résultant de l’application de l’opérateur Union est aussi instance de MM.
Théorème 2. (ValidUnion) ∀ M1 M2 ∈ Model, MM ∈ MetaModel,
InstanceO f (M1, MM) ∧ InstanceO f (M2, MM)→ InstanceO f ((Union M1 M2), MM)
3.4.2 Conformité dans le standard MOF
Nous avons abordé le métamétamodèle EMOF dans le chapitre 2. à partir de sa version 1.2
standardisée en 2006, un noyau du EMOF appelé EMOF est extrait à partir de la version
complète de EMOF (CMOF). Selon la spécification, EMOF contient un ensemble minimal
d’éléments nécessaires pour modéliser les systèmes à base d’objet. La figure 3.7 montre
les concepts de base dans EMOF spécifiés comme un diagramme de classe UML. Le mé-
tamodèle spécifie un ensemble de Types qui sont soit des Datatypes ou des Classes.
Le concept principal dans EMOF est Class pour définir les métaclasses. Chaque méta-
classe représente un concept ou une construction dans le langage de modélisation. Les
métaclasses peuvent hériter des caractéristiques à travers le concept de sous-classe. L’hé-
ritage est exprimé à l’aide de la référence superClass. Une classe peut être abstraite
(isAbstract). Les classes ont un nombre arbitraire d’attributs (ownedAttributes), ca-
ractérisés par une propriété lower et upper définies par MultiplicityElement. Dans
EMOF, une caractéristique est définie comme Property. Une Property peut avoir une
Property opposite. Pour vérifier que les opérateurs élémentaires de composition pré-
servent la conformité par rapport aux propriétés sémantiques du métamétamodèle (autre
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Property
lower: Natural⊤ = 1 
upper : Natural⊤ = 1
isOrdered : Boolean = false 
isComposite: Boolean = false
default: String = ""
Class














Figure 3.7 — Les concepts de base de EMOF
que le bon typage), nous avons élaboré une manière élégante pour prendre en compte les
contraintes sémantiques du métamétamodèle EMOF. Cette approche nous évite d’essayer
d’extraire les propriétés à partir du métamodèle initial ce qui est complexe car con f ormsTo
est définie d’une manière générique pour supporter tout type de propriétés sur le méta-
modèle. La solution est de vérifier que chaque propriété élémentaire vérifiée sur le modèle
initial est aussi vérifiée sur le modèle résultat de l’application d’un opérateur élémentaire
de composition. Donc, si les modèles initiaux sont conformes à un métamodèle, le mo-
dèle résultant est conforme au même métamodèle comme illustré sur la figure 3.8. Les pro-
priétés sémantiques élémentaires considérées pour EMOF sont : l’héritage (subClass), les
classes abstraites (isAbstract), les multiplicités (lower, upper), les références opposites
(isOpposite) et les références composites (areComposite).
Dans ce qui suit, nous allons présenter pour chaque propriété sémantique élémen-
taire : sa formalisation, le lemme qui prouve sa préservation par les opérateurs élémentaires
Substitution et Union de base et les liens vers les preuves complètes en COQ. Nous
indiquerons pour chaque propriété les préconditions supplémentaires nécessaires sur les
opérateurs de composition pour obtenir une vérification compositionnelle.
3.4.3 subClass
La formalisation de la propriété subClass est présentée dans la section 3.1. Le théorème 3
montre10 que l’héritage est préservé par l’opérateur Substitution de base. Ainsi, pour
toutes classes c1, c2 et pour tous objets o1, o2, si c1 est une subClass de c2 dans un modèle M,
alors c1 est aussi une subClass de c2 dans le modèle (Substitution o1 o2 M).
Théorème 3. (SubstSubClassPreserved)
∀ M ∈ Model, c1 c2 ∈ Classes, o1 o2 ∈ Objects,
subClass c1 c2 M→ subClass c1 c2 (Substitution o1 o2 M)
Le théorème 4 montre11 que la propriété subClass est préservée par l’opérateur Union
10http://www.irit.fr/~Mounira.Kezadri/FormalMDE/Subst_Verif.html#SubstSCP
11http://www.irit.fr/~Mounira.Kezadri/FormalMDE/Union_Verif.html#SCUP
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con f ormsTocon f ormsTo
a1 : A1
a2 : A2








Figure 3.8 — La vérification du con f ormsTo
de base. Ainsi, pour toutes classes c1 c2 typant les éléments du modèle, si c1 est une subClass
de c2 dans chacun des deux modèles M1 et M2, alors c1 est aussi une subClass de c2 dans le
modèle résultat de l’opération (Union M1 M2)
Théorème 4. (subClassUnionPreserved)
∀ M1 M2 ∈ Model, c1 c2 ∈ Classes,
subClass c1 c2 M1 ∧ subClass c1 c2 M2 → subClass c1 c2 (Union M1 M2).
Il n’y a donc aucune précondition supplémentaire sur les opérateurs de composition
pour que la vérification de la relation subClass soit compositionnelle.
3.4.4 isAbstract
La propriété isAbstract est également formalisée dans la section 3.1. La préservation
de cette propriété par l’opérateur Substitution de base est prouvée en utilisant le théo-
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rème 5. Ce théorème montre12 que toutes les classes abstraites dans un modèle sont aussi
abstraites dans le modèle après substitution.
Théorème 5. (SubstIsAbstractPreserved)
∀ M ∈ Model, c ∈ Classes, o1 o2 ∈ Objects,
isAbstract c M→ isAbstract c (Substitution o1 o2 M)
Le théorème 6 montre13 que la propriété isAbstract est préservée par l’opérateur
Union. Le théorème vérifie que chaque classe abstraite dans les deux modèles est aussi
abstraite dans le modèle résultat de l’union de ces deux modèles.
Théorème 6. (isAbstractUnionPreserved)
∀ M1 M2 ∈ Model, c ∈ Classes,
isAbstract c M1 ∧ isAbstract c M2 → isAbstract c (Union M1 M2).
Il n’y a donc aucune précondition supplémentaire sur les opérateurs de composition
pour que la vérification de la relation isAbstract soit compositionnelle.
3.4.5 lower & upper
Pour un attribut ou une référence, le nombre minimum et maximum d’instances du concept
cible peut être défini en utilisant les attributs lower et upper. Cette paire est usuellement
appelée multiplicité. Un intervalle non borné pour upper est modélisé à l’aide de la valeur
>. Pour cela le type Natural> =N∪ {>} où ∀e ∈N, e < >.
lower(c1 ∈ MMV, r1 ∈ MME, n ∈ Natural>, 〈MV, ME〉) ,
∀ o ∈ Objects, 〈o, c1〉 ∈ MV⇒ |{m2 ∈ MV | 〈〈o, c1〉, r1, m2〉 ∈ ME}| ≥ n
Une formalisation analogue est définie pour la propriété upper en remplaçant ≥ par ≤.
Le théorème SubstLowerPreserved montre14 que la propriété lower est préservée
par l’opérateur de Substitution. Cette propriété impose que la substitution soit injec-
tive et préserve la distinction entre les éléments dans le modèle résultant. Ceci est assuré
si l’élément de modèle o2 n’appartient pas au modèle substitué, dans ce cas, l’opérateur
Substitution n’ajoute pas un élément qui est déjà dans le modèle. Donc, les bornes
lower sont préservées.
Théorème 7. (SubstLowerPreserved)
∀ 〈MV, ME〉 ∈ Model, c ∈ Classes, r ∈ Re f erences,
n ∈ Natural>, o1 o2 ∈ Objects, c1 c2 ∈ Classes,
c1 = c2 ∧ ((o2, c) /∈ MV) ∧ Injectif Substitution
∧ (lower c r n 〈MV, ME〉)→ (lower c r n (Substitution (o1, c1) (o2, c2) 〈MV, ME〉)).
Remarque 3.10. La propriété Injectif Substitution est dénie dans le code COQ comme suit :
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La préservation de la propriété lower pour l’opérateur Union est vérifiée15 à l’aide du
théorème 8. Le théorème vérifie que la borne minimale n pour une relation r avec comme
source une classe c qui est vérifiée dans les deux modèles est aussi vérifiée dans le modèle
obtenu par union des deux modèles.
Théorème 8. (lowerUnionPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, r ∈ References, n ∈ Natural,
MM ∈ MetaModel, (lowerCond c r n 〈MV1, ME1〉 〈MV2, ME2〉)
∧ (lower c r n 〈MV1, ME1〉) ∧ (lower c r n 〈MV2, ME2〉)
→ (lower c r n (Union 〈MV1, ME1〉 〈MV2, ME2〉 MM)).
La preuve nécessite une hypothèse particulière sur les paramètres de l’opérateur de com-
position : le cardinal n doit être supérieur ou égal au cardinal dans le modèle obtenu par
intersection des deux modèles. La condition est exprimée comme suit :
lowerCond(c, r, n, 〈MV1, ME1〉 〈MV2, ME2〉) ,
n ≥ |{o2 ∈ (MV1 ∩ MV2) | 〈〈o, c〉, r, o2〉 ∈ (ME1 ∩ ME2)}|
La préservation de la propriété upper par l’opérateur Substitution est décrite16 en
utilisant le théorème 9 qui est similaire au théorème 7 sur la propriété lower. Le modèle ne
doit pas contenir un élément dont le nom est o2.
Théorème 9. (SubstUpperPreserved)
∀ 〈MV, ME〉 ∈ Model, c ∈ Classes, r ∈ Re f erences,
n ∈ Natural>, o1 o2 ∈ Objects, c1 c2 ∈ Classes,
c1 = c2 ∧ ((o2, c) /∈ MV) ∧ Injectif Substitution
∧ (upper c r n 〈MV, ME〉)→ (upper c r n(Substitution (o1, c1) (o2, c2) 〈MV, ME〉)).
Le théorème 10 vérifie17 que la propriété upper est préservée par l’opérateur Union.
Théorème 10. (upperUnionPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, r ∈ References, n ∈ Natural,
MM ∈ MetaModel, (upperCond c r n 〈MV1, ME1〉 〈MV2, ME2〉)
∧(upper c r n 〈MV1, ME1〉) ∧ (upper c r n 〈MV2, ME2〉)
→ (upper c r n (Union 〈MV1, ME1〉 〈MV2, ME2〉)).
L’hypothèse assurant la vérification est que le cardinal n associé à la relation r avec
comme cible la classe c doit être supérieur à la somme de ses cardinaux dans les deux mo-
dèles réduite de son cardinal dans l’intersection des deux modèles. Donc, le cardinal n doit
satisfaire la condition upperCond :
upperCond(c, r, n, 〈MV1, ME1〉 〈MV2, ME2〉) ,
n > |{o2 ∈ MV1 | 〈〈o, c〉, r, o2〉 ∈ ME1}|+ |{o2 ∈ MV2 | 〈〈o, c〉, r, o2〉 ∈ ME2}|





3.4. Formalisation et vérication de propriétés
Pour illustrer la signification et l’utilité des conditions pour les multiplicités nous pré-




Figure 3.9 — Un extrait du métamodèle des ports
Exemple 3.4. La multiplicité 1 pour la relation provides pour la classe Port signie que dans
un modèle conforme à ce métamodèle, un Port particulier peut avoir exactement une interface. Les
deux modèles M1 (sur la gure 3.3) et M2 (sur la gure 3.4) sont conformes à ce dernier métamodèle.
Par contre, le résultat de l'application d'une union simple est le modèle présenté sur la gure 3.5, le
résultat est non conforme au même métamodèle.
Ce problème est contourné grâce aux préconditions supplémentaires exprimées sur les opéra-
teurs de composition et dans ce cas l'hypothèse upperCond. Vérions la condition de la multiplicité
upper par rapport au Port RS-232 en relation avec la propriété provides et les objets de type
interface (égal à 1 à partir du métamodèle 3.9). Le cardinal de cette relation dans le modèle M1 est 1,
le cardinal de la relation dans le modèle M2 est 1 et sa multiplicité dans le modèle construit à partir
de l'intersection de ces deux modèles est 0. Nous remarquons que la condition upperCond n'est pas
satisfaite et l'union de ces deux modèles n'est pas un modèle conforme au métamodèle de base.
Il est donc nécessaire d’introduire des préconditions supplémentaires sur les opérateurs
pour que la vérification des propriétés lower et upper soit compositionnelle.
3.4.6 isOpposite
Une référence peut être associée à une référence opposite. Ceci implique que, dans les mo-
dèles instances du métamodèle qui défini la référence, pour chaque lien de ce type entre
deux objets instances de cette référence, un lien doit exister dans la direction inverse entre
ces deux mêmes objets.
isOpposite(r1, r2 ∈ MME, 〈MV, ME〉) ,
∀ m1, m2 ∈ MV, 〈m1, r1, m2〉 ∈ ME⇔ 〈m2, r2, m1〉 ∈ ME
Le théorème 11 montre18 que toutes les références opposites dans un modèle restent oppo-
sites dans le modèle après substitution. Donc, la propriété isOpposite est préservée.
Théorème 11. (SubstIsOppositePreserved)
∀ M ∈ Model, r1 r2 ∈ Re f erences, o1 o2 ∈ Objects,
(isOpposite r1 r2 M)→ (isOpposite r1 r2 (Substitution o1 o2 M)).
18http://www.irit.fr/~Mounira.Kezadri/FormalMDE/Subst_Verif.html#SubstIOP
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La préservation de la propriété isOpposite est décrite à l’aide du théorème 12. Le théo-
rème montre19 que toutes les relations qui satisfont cette propriété dans les deux modèles
satisfont aussi la propriété dans l’union de modèles.
Théorème 12. (isOppositeUnionPreserved) ∀ M1 M2 ∈ Model, r1 r2 ∈ References,
(isOpposite r1 r2 M1) ∧ (isOpposite r1 r2 M2)→ (isOpposite r1 r2 (Union M1 M2))).
Il n’est donc pas nécessaire d’ajouter des préconditions supplémentaires sur les opéra-
teurs de composition pour que la vérification de la relation isOpposite soit composition-
nelle.
3.4.7 areComposite
Une référence peut être composite. Une instance d’un concept ne peut être cible au plus
que d’une instance d’une référence composite. La formalisation de cette propriété néces-
site de considérer l’ensemble R des références composites qui est donné par le prédicat
areComposite pour les objets instances d’une classe c1.
areComposite(c1 ∈ MMV, R ⊆ MME, 〈MV, ME〉) ,
∀ o ∈ Objects, |{m1 ∈ MV | 〈m1, r, 〈o, c1〉〉 ∈ ME, r ∈ R}| ≤ 1
Le théorème 13 montre20 que toutes les références composites dans un modèle sont aussi
composites dans ce modèle après substitution. Ce théorème suppose que la substitution est
injective et exige que le modèle substitué ne contienne pas un élément dont le nom est o2.
Théorème 13. (SubstAreCompositeSubsPreserved)
∀ 〈MV, ME〉 ∈ Model, c ∈ Classes, R ⊂ Re f erences, r ∈ R, o1 o2 ∈ Objects, c1 c2 ∈ Classes,
c1 = c2 ∧ ((o2, c) /∈ MV) ∧ (Injectif Substitution)
∧ (areComposite c r 〈MV, ME〉)
→ (areComposite c r (Substitution (o1, c1) (o2, c2) 〈MV, ME〉))
Le théorème 14 prouve21 que la propriété areComposite est préservée par l’opérateur
Union. Une condition similaire à upperCond 3.4.5 en remplaçant n par la valeur 1 est né-
cessaire pour vérifier cette propriété.
areCompositeCond(c, r, 〈MV1, ME1〉 〈MV2, ME2〉) ,
1 > |{o2 ∈ MV1 | 〈〈o, c〉, r, o2〉 ∈ ME1}|+ |{o2 ∈ MV2 | 〈〈o, c〉, r, o2〉 ∈ ME2}|
−|{o2 ∈ (MV1 ∩ MV2) | 〈〈o, c〉, r, o2〉 ∈ (ME1 ∩ ME2)}|
La condition signifie que pour une instance d’une référence composite, le concept cible ap-
partient à une seule instance du concept source qui doit être la même dans les deux modèles.
Théorème 14. (areCompositeUnionPreserved)
∀ M1 M2 ∈ Model, c ∈ Classes, r ⊂ References,
(areCompositeCond c r n 〈MV1, ME1〉 〈MV2, ME2〉)
∧(areComposite c r M1) ∧ (areComposite c r M2)





3.5. La vérication compositionnelle
Il est donc nécessaire d’ajouter des préconditions supplémentaires sur les opérateurs de
compositions pour que la vérification de la relation areComposite soit compositionnelle.
Nous avons explicité notre démarche pour la vérification compositionnelle de propriétés
de modèles. Nous discutons brièvement dans la section suivante de la vérification composi-
tionnelle et quelques travaux autour de cette problématique.
3.5 La vérication compositionnelle
Pour développer des systèmes critiques sûrs, des méthodes sont nécessaires qui permettent
non seulement la réutilisation des composants mais aussi de leurs propriétés pour assu-
rer les propriétés globales du système à partir des propriétés de ses composants. Nguyen a
proposé dans [BBNS10] une approche de vérification compositionnelle pour les propriétés
des systèmes décrits dans le langage BIP (Behavior - Interaction - Priority) [BBS06]. Une
autre approche assurant la vérification de systèmes par composition de composants déjà
vérifiés a été proposée dans [XB03]. Cette approche réduit la complexité de la vérification
des systèmes basés sur des composants en utilisant leur structure compositionnelle. Dans
cette approche, les propriétés temporelles des composants logiciels sont spécifiées, vérifiées
et englobées avec le composant. La sélection d’un composant pour la réutilisation considère
aussi ses propriétés temporelles. Le projet Ptolemy22 [LJ99] propose une théorie composi-
tionnelle pour les systèmes concurrents, temps-réel et embarqués. Il utilise des modèles de
calcul bien définis et un atelier mathématique unifié pour relier plusieurs modèles de calcul
en exploitant une sémantique dénotationnelle vers le Tagged Signal Model [LSV96].
Tous les ateliers cités sont spécifiques à des modèles particuliers. Dans notre travail, nous
avons adopté une méthode de composition générique basée sur des opérateurs élémentaires
qui préservent les propriétés du métamodèle. Pour chaque forme de vérification, nous défi-
nissons pour chaque opérateur de composition les préconditions nécessaires pour prouver
ensuite que la vérification est compositionnelle.
Liu et al dans [LYX09] modélisent les patrons de conception comme une liste de propo-
sitions, au lieu d’une conjonction de propositions. La composition est alors décrite comme
la concaténation des listes. Le problème de la vérification de la correction de la composition
peut être résolu en vérifiant certaines propriétés sur ces listes. à partir de ce principe, les
théorèmes sont formalisés et prouvés en COQ. La propriété vérifiée est que aucun compo-
sant ne peut perdre une propriété après la composition et aucune nouvelle propriété n’est
introduite après composition.
Notre approche est plus large, elle permet d’étudier toute forme de propriété que nous
pouvons exprimer comme un prédicat sur un modèle. Elle permet ainsi la vérification de
la propriété de conformité pour des opérateurs de composition appliqués d’une manière
similaire à des modèles et des métamodèles comme des modèles conformes à EMOF.
22http://ptolemy.eecs.berkeley.edu/
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3.6 Conclusion
En partant du « framework » COQ4MDE, nous avons défini des opérateurs élémentaires
de composition pour lesquels nous avons réussi à prouver la préservation du bon typage et
des propriétés sémantiques en relation avec le métamétamodèle EMOF en ajoutant certaines
préconditions supplémentaires pour les opérateurs de composition dans le cas de la vérifica-
tion des relations lower, upper et areComposite. L’utilisation des propriétés en relation
avec le métamétamodèle EMOF permet d’exploiter les éléments de vérification pour chaque
langage qui peut se décrire comme un modèle conforme à un métamodèle. Les opérateurs
sont aussi spécifiés d’une manière indépendante du métamodèle. Tous les théorèmes et les
notions utilisés pour les définir sont complètement codés dans l’assistant de preuve COQ.
Les opérateurs vérifiés peuvent être utilisés pour formaliser des opérateurs de plus haut
niveau qui doivent aussi préserver les propriétés déjà prouvées.
Cette notion de vérification pour les opérateurs peut être définie d’une manière abstraite
paramétrée par des pré/postconditions sur les modèles, ceci permet de formaliser les activi-
tés de vérification complètement compositionnelle et celles qui nécessitent des vérifications
supplémentaires. Pour vérifier une propriété Φ sur un modèle, la postcondition de l’opé-
ration de composition doit être Φ, les préconditions supplémentaires minimales sont Φ sur
chaque composant renforcée éventuellement par une précondition supplémentaire ψ définie
sur tous les composants paramètres de l’opérateur. Le tableau 3.1 résume les pré et postcon-
ditions pour chaque opérateur étudié dans ce chapitre. Dans le tableau 3.1 : M = 〈MV, ME〉 et
Mi = 〈MVi, MEi〉.
Nous allons dans les chapitres suivants étudier des opérateurs plus abstraits que nous
décrirons à partir des opérateurs élémentaires pour ré-utiliser les preuves réalisées. Dans
une première étape, nous traitons de l’opérateur de fusion de paquetage (Package Merge)
défini par l’OMG pour UML et EMOF.
La version COQ4MDE dont on n’est partie avant de commencer cette thèse comporte
environ 1107 lignes de code la version actuelle comporte environ 15000 avec 300 Lemmes et
théorèmes et 210 définitions.
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Mr=Substitution ((o1, c1), (o2, c2), M) Mr=Union (M1, M2)
instanceO f ψ(M)=True ψ(Mi∈{1,2})=True
Φ(Mr) = instanceO f (M, MM) Φ(Mr) = instanceO f (Mr, MM)
subClass ψ(M)=True ψ(Mi∈{1,2})=True
Φ(Mr) = subClass c1 c2 M Φ(Mr) = subClass c1 c2 Mr
isAbstract ψ(M)=True ψ(Mi∈{1,2})=True
Φ(Mr) = isAbstract(c, M) Φ(Mr) = isAbstract(c, Mr)
lower ψ(M) = (c1 = c2) ∧ ((o2, c) /∈ MV) ψ(M)=n ≥
∧Injectif Substitition |{o2 ∈ (MV1 ∩ MV2)
| 〈〈o, c〉, r, o2〉 ∈ (ME1 ∩ ME2)}|
Φ(Mr) = lower(c, r, n, Mr) Φ(Mr) = lower(c, r, n, Mr)
upper ψ(M) = (c1 = c2) ∧ ((o2, c) /∈ MV) ψ(M)=n >
∧Injectif Substitition |{o2 ∈ MV1 | 〈〈o, c〉, r, o2〉 ∈ ME1}|
+|{o2 ∈ MV2 | 〈〈o, c〉, r, o2〉 ∈ ME2}|
−|{o2 ∈ (MV1 ∩ MV2) |
〈〈o, c〉, r, o2〉 ∈ (ME1 ∩ ME2)}|
Φ(Mr) = upper(c, r, n, Mr) Φ(Mr) = upper(c, r, n, Mr))
isOpposite ψ(M)=True ψ(Mi∈{1,2})=True
Φ(Mr) = isOpposite(r1, r2, Mr) Φ(Mr) = isOpposite(r1, r2, Mr)
areComposite ψ(M) = (c1 = c2) ∧ ((o2, c) /∈ MV) ψ(M) = 1 >
∧Injectif Substitition |{o2 ∈ MV1 | 〈〈o, c〉, r, o2〉 ∈ ME1}|
+|{o2 ∈ MV2 | 〈〈o, c〉, r, o2〉 ∈ ME2}|
−|{o2 ∈ (MV1 ∩ MV2) |
〈〈o, c〉, r, o2〉 ∈ (ME1 ∩ ME2)}|
Φ(Mr) = areComposite(c, r, Mr) Φ(Mr) = areComposite(c, r, Mr)
Tableau 3.1 — pré et postconditions pour les opérateurs Union et Substitution
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LE but de ce chapitre est de présenter un exemple d’utilisation des opérateurs étudiésdans le chapitre 3 (Union et Substitution) pour la formalisation d’un opérateur de
plus haut niveau : la fusion des paquetages d’UML et MOF (Package Merge).
Remarque 4.1. Dans ce chapitre, on représente les métamodèles comme des modèles conformes à
EMOF.
4.1 La sémantique du Package Merge
Un paquetage peut être défini comme un groupement d’éléments et une manière de struc-
turer les diagrammes. Package Merge est une relation dirigée entre deux paquetages. Elle
indique que les contenus des deux paquetages doivent être composés par fusion des élé-
ments de même nom. Elle peut être vue comme une opération qui prend le contenu de deux
paquetages et produit un nouveau paquetage qui fusionne le contenu des paquetages in-
tervenants [OMG11b]. C’est une opération très similaire à la généralisation dans le sens ou
l’élément de base ajoute d’une manière conceptuelle les caractéristiques du paquetage cible
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à ses caractéristiques ce qui donne lieu à un paquetage résultat qui combine les caractéris-
tiques des deux paquetages [OMG07].
La procédure merge est simple : tous les éléments (par exemple : les classes, les associa-
tions et les opérations) dans le modèle cible qui n’ont pas un correspondant avec le même
nom dans le modèle source sont simplement copiés dans le paquetage source. Si deux élé-
ments ont le même nom, ils sont agrégés pour construire un seul élément et leurs caractéris-
tiques sont combinées récursivement [Zit06]. Le mécanisme (merge) doit être utilisé lorsque
les éléments définis dans plusieurs paquetages ont le même nom et sont censés représenter
le même concept. Ceci est souvent utilisé pour donner plusieurs définitions d’un même
concept pour différents objectifs à partir d’une même définition de base. Cela permet d’ex-
primer des vues/points de vue par exemple. Un concept de base est étendu par incrément,
chaque incrément défini dans un paquetage est ensuite fusionné séparément. En sélection-
nant quels incréments fusionner, il est possible d’obtenir une définition paramétrée d’un
concept particulier dans un but spécifique. Package Merge est particulièrement utile dans
le domaine de la méta-modélisation. Par exemple, il est largement utilisé pour la définition
du métamodèle d’UML et spécialement pour la définition des niveaux de conformité.
La terminologie utilisée est basée sur une vue conceptuelle du Package Merge présen-
tée par le diagramme de la figure 4.1 tirée de la spécification UML [OMG11b].
merged package receiving package
resulting package
Package Merge becomes
Figure 4.1 — Une vue conceptuelle de la sémantique du Package Merge
Une application du Package Merge sur deux paquetages implique un ensemble de
transformations qui décrivent comment le contenu du paquetage merged doit être fusionné
avec le paquetage receiving pour produire le paquetage resulting. Dans le cas où cer-
tains éléments dans les deux paquetages représentent une même entité, leurs contenus sont
fusionnés d’une manière conceptuelle dans une seule entité résultante en relation avec les
règles formelles précisées par la suite [OMG11b].
Pour comprendre les règles de construction du Package Merge, il est nécessaire de
faire clairement la distinction entre les trois entités distinctes présentées dans l’ordre sur
la figure 4.1 (les paquetages merged, receiving et resulting). Nous appuyant sur un
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exemple d’une fusion simple sans conit.
Le paquetage merged est le premier intervenant dans l’opération de fusion, c’est le pa-
quetage qui doit être fusionné dans le paquetage receiving. Considérons le modèle sur la








Figure 4.2 — Le paquetage merged
Le paquetage receiving est le deuxième intervenant dans la fusion, qui est conceptuel-
lement le paquetage qui va contenir le résultat de la fusion. Supposons que le modèle sur la








Figure 4.3 — Le paquetage receiving
Le paquetage resulting est le paquetage qui contient conceptuellement le résultat de
la fusion. Le paquetage receiving est exactement le même que le paquetage receiving,
mais ce terme particulier est utilisé pour se référer au paquetage et son contenu après l’ap-
plication de la fusion. Le paquetage resulting à partir de la fusion des deux modèles













Figure 4.4 — Le paquetage resulting
La sémantique du Package Merge est définie à l’aide d’un ensemble de contraintes et
de transformations. Les contraintes spécifient les pré-conditions pour une fusion valide. Les
transformations spécifient les conséquences de sa sémantique (c-à-d. les post-conditions). Si
une des contraintes est violée, le Package Merge est mal formé et le modèle resulting
est invalide. Les différents metatypes (types EMOF) ont différentes sémantiques, mais le prin-
cipe général est toujours le même : l’élément resulting doit être substituable avec cha-
cun des éléments fusionnés. Cela signifie par exemple que les multiplicités d’un élément
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dans le modèle receiving ne doivent pas être réduites dans le résultat de la fusion. Une
des conséquences principales est que les éléments dans le paquetage resulting sont des
extensions compatibles (ne changent pas les propriétés sémantiques) des éléments corres-
pondants dans les deux paquetages. Cette propriété est intéressante dans la définition des
niveaux de conformité pour que chaque niveau soit compatible avec le niveau précédent.
Dans la spécification, les transformations sont explicitement définies pour des metatypes
généraux qui sont récurrents dans les langages de métamodélisation (Packages, Classes,
Associations, Properties, etc). Les sémantiques de la fusion pour d’autres metatypes
(comme state machines et interactions) sont complexes et spécifiques à leurs domaines. Les
éléments de tous les autres metatypes sont transformés selon une règle générale : ils sont
simplement copiés profondément (avec leurs contenus) dans le paquetage resulting.
Zito dans [Zit06] distingue trois groupes de règles : filtrage (match), contraintes et trans-
formations. Nous expliquons dans les sections suivantes comment nous pouvons implé-
menter ces règles à l’aide des opérateurs élémentaires. La démarche peut être généralisée
par la considération de prédicats matches plus génériques.
4.1.1 Les règles de ltrage
Celles-ci définissent l’égalité entre éléments des paquetages merged et receiving ; si deux
éléments sont en correspondance, ils sont considérés comme étant le même élément, et sont
combinés pour former un seul élément dans le paquetage resulting : par exemple la classe
Job dans le paquetage BasicEmployee sur la figure 4.7 correspond à la classe Job dans le
paquetage EmployeeLocation sur la figure 4.8, ces deux classes sont combinées récursi-
vement pour produire la classe Job dans le modèle résultat. Les éléments dans le paquetage
merged qui n’ont pas de correspondants dans le paquetage receiving sont simplement
copiés.
Les modèles sont décrits dans COQ4MDE comme des structures plates où les éléments
du modèle sont des objets typés du même niveau (classes, attributs de classes, etc). Ce pre-
mier type de filtrage est assuré par l’opérateur Union de modèles décrit dans le chapitre
3. Ceci permet d’avoir dans son modèle résultat une seule copie avec le contenu des deux
modèles (attributs, opérations, etc) pour tout élément existant dans les deux modèles. Le
résultat de l’Union contient aussi tous les éléments existants uniquement dans un des deux
modèles.
4.1.2 Les contraintes
Celles-ci définissent les pré-conditions de la fusion ; si une paire de paquetages
(receiving/merged) viole une des contraintes, la fusion est dite invalide. En général, la
fusion est invalide seulement si les éléments correspondants dans les modèles receiving
et merged sont fondamentalement incompatibles. Le fait que les attributs ont des types
complètement différents peut montrer que même s’ils avaient le même nom, ils ne repré-
sentent pas le même concept. Nous avons choisi de résoudre ce conit en renommant les
attributs en utilisant l’opérateur de substitution où un élément peut être remplacé par un
autre s’ils sont du même type.
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4.1. La sémantique du Package Merge
Nous présentons dans ce chapitre un exemple de déroulement étape par étape du
Package Merge. Dans le cas d’une exécution automatique, des vérifications complémen-
taires sont nécessaires. Celles-ci imposent par exemple que d’autres aspects des deux mo-
dèles soient identiques notamment les attributs areComposite doivent être les mêmes.
4.1.3 Les transformations
Celles-ci définissent les post-conditions de la fusion ; elles décrivent comment résoudre
n’importe quel conit quand les deux éléments correspondants sont récursivement fusion-
nés (par exemple : si deux classes ont des attributs différents, ou deux attributs correspon-
dants ont des multiplicités différentes).
Dans certains cas de conits (par exemple, le cas où deux classes correspondantes ont des
attributs différents), le conit est résolu en combinant les caractéristiques des éléments des
modèles merged et receiving ceci est fait automatiquement à l’aide de l’opérateur Union.
Pour les autres conits (par exemple, deux attributs correspondants ont des multiplicités
différentes), les conits sont résolus en combinant les valeurs d’une certaine manière en
utilisant l’opérateur Substitution. Il n’y a pas de règle générique pour la résolution d’un
conit. Chaque règle de transformation dépend de la sémantique de la propriété.
Pour deux métamodèles conformes à EMOF, des conits peuvent être rencontrés au mo-
ment de la fusion. Nous montrons des exemples de conits et comment les contraintes de
l’opérateur Union assurent que la fusion est valide. Une partie du métamétamodèle EMOF

















Figure 4.5 — Une partie du métamétamodèle EMOF (notation COQ4MDE)
Les trois métamodèles merged, receiving et resulting présentés sur les fi-
gure 4.3, 4.2 et 4.4 sont conformes au métamétamodèle EMOF dans le sens ou ils satisfont
toutes les contraintes de ce dernier. Un premier exemple de conit est la fusion des deux
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modèles présentés sur la figure 4.6. La propriété upper (le cardinal maximal) de l’attribut
isAbstract est égal à 1 comme montré sur la partie du métamétamodèle EMOF sur la figure
4.5. En relation avec les contraintes de l’opérateur Union présentées dans 3.3.1, la valeur 1
correspond à n et doit être supérieure à la somme des cardinaux de l’attribut isAbstract
dans les deux modèles fusionnés réduite de son cardinal dans l’intersection des deux mo-
dèles. Dans cet exemple le cardinal de l’attribut IsAbstract pour la classe c dans Mmerged
est égal à 1, le cardinal de l’attribut IsAbstract dans la classe c dans Mreceiving est aussi
égal à 1. Le cardinal dans l’intersection des deux modèles est 0. La somme des deux cardi-
naux est égal à 2 qui est strictement supérieur à 1. Les préconditions de l’opérateur Union
ne sont pas satisfaites et la fusion dans ce cas est invalide (le paquetage généré n’est pas une
instance du métamodèle EMOF). Les deux modèles merged et receiving présentés sur la
figure 4.6 sont conformes au métamétamodèle EMOF mais leurs Union n’est pas conforme à
ce dernier.
Une implémentation d’un opérateur Union au niveau métamodèle est proposée et une
sémantique formelle du Package Merge est exprimée à ce niveau. Une preuve d’équiva-
lence sémantique est fournie1 dans le cas de l’absence de conits entre les deux métamo-
dèles. La spécification et un exemple sont accessibles dans l’annexe D.









True : isAbstract False : isAbstract
c : Class
becomes
Figure 4.6 — Un exemple d’une composition non valide
1http://www.irit.fr/~Mounira.Kezadri/FormalMDE/PackageMerge.html
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4.2. Un exemple pour la résolution de conits
La résolution de ce type de conits est possible. La règle pour résoudre un conit sur
l’attribut isAbstract d’une classe est :
isAbstractResulting = isAbstractMerged ∧ isAbstractReceiving
La liste de toutes les transformations est accessible sur la page 166 de la spécifica-
tion [OMG11b].
Le résultat de la fusion des deux modèles merged et receiving dans la figure 4.6 est
le modèle receiving selon la spécification. Dans ce qui suit, nous présentons un exemple
de l’utilisation des opérateurs élémentaires pour implémenter l’opérateur Package Merge
avec gestion de conits.
4.2 Un exemple pour la résolution de conits
On présente un exemple inspiré de [Zit06]. Le paquetage source (dans ce cas le paque-
tage BasicEmployee montré sur la figure 4.7) est le paquetage receiving. Le paquetage
EmployeeLocation montré sur la figure 4.8 est le paquetage merged ; c’est le paquetage


















Figure 4.8 — Le métamodèle EmployeeLocation
La figure 4.9 montre la représentation Coq4MDE pour le paquetage BasicEmployee.
Nous utilisons ici une notation indicée pour les attributs qui permet d’exprimer la dépen-
dance entre les classes et les attributs et contourne le fait que nous ne présentons pas direc-
tement des classes attribuées dans Coq4MDE.
La figure 4.10 montre la représentation Coq4MDE pour le paquetage
EmployeeLocation. Nous pouvons noter deux conits entre les modèles merged et
receiving. Le premier conit concerne les attributs upper de worksAs (la borne maximale
est égale à 2 dans le modèle BasicEmployee 4.9 et elle est égale à 3 dans le modèle
EmployeeLocation 4.10). Le deuxième concerne la classe Employee et les attributs
isAbstract dans les deux modèles (égal à True dans le modèle BasicEmployee 4.9 et égal à
False dans le modèle EmployeeLocation 4.10). La règle pour résoudre le conit à propos
de l’attribut upper est :
upperResulting = max(upperMerged, upperReceiving)
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Figure 4.10 — Le paquetage EmployeeLocation dans la notation Coq4MDE
La première étape est la résolution de tous les conits. Pour ceci, l’opérateur de substitu-
tion est appliqué deux fois. La première remplace (2 : upperworksAs) par (3 : upperworksAs)
dans le modèle merged. La seconde remplace (True : isAbstractEmployee) par (False :
isAbstractEmployee). Le résultat de la substitution est montré sur la figure 4.11.
Une fois les conits résolus, l’étape finale est l’Union des modèles merged et
receiving obtenus (les contraintes de l’opérateur Union sont satisfaites dans ce cas). Le
résultat de l’union est présenté sur la figure 4.12. La syntaxe concrète correspondante au
modèle résultat présenté sur la figure 4.12 est exactement la fusion des modèles merged et
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worksAt : Property Building : Class
Figure 4.12 — Le paquetage résultant de l’union dans la notation Coq4MDE
receiving présentés sur la figure 4.13. Dans l’exemple précédent le Package Merge est
exprimé en utilisant les opérateurs d’assemblage de base Union et Substitution. Définir
le Package Merge de cette façon assure que le modèle résultat est bien typé par rapport
aux paquetages merged et receiving et aussi qu’il satisfait les propriétés sémantiques du
métamétamodèle.
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Figure 4.13 — Le métamodèle résultat
4.3 Améliorations
Dans l’exemple, nous manipulons une syntaxe concrète qui permet d’avoir des attributs spé-
cifiques aux classes (le nom de la classe d’ou provient l’attribut est un suffixe dans le nom
de l’attribut). Si nous imaginons utiliser des attributs non paramétrés, un problème se pro-
duit quand nous utilisons la Substitution pour la résolution des conits (par exemple si
deux objets ont une même valeur pour l’attribut lower, vouloir remplacer cette valeur pour
un objet va la remplacer obligatoirement pour les autres classes). En vue d’une formalisa-
tion complète une autre définition de l’opérateur Substitution est nécessaire (une ver-
sion qui permet de remplacer seulement l’attribut concerné). La version de Substitution
imaginée au lieu de remplacer un attribut par un autre, supprime le lien avec le premier
(l’objet dans lequel nous voulons substituer l’attribut), ajoute le nouveau nœud s’il n’existe
pas déjà et ajoute le lien avec le nouveau nœud. Nous pouvons soit montrer que cette ver-
sion est équivalente à la première et donc a forcément les mêmes propriétés, soit re-vérifier
les propriétés pour la nouvelle version. Un autre point important à traiter est l’ajout d’une
sémantique permettant la comparaison des cardinaux qui sont pour le moment des noms
d’éléments de modèles.
Notre but ici est de montrer par l’exemple en manipulant les métamodèles comme des
modèles conformes à EMOF que nos opérateurs sont capables d’implémenter un opérateur
tel que le Package Merge. Dans l’annexe D, nous présentons une implémentation du
Package Merge à l’aide d’un opérateur union exprimé directement sur des métamodèles
dans le cas d’absence de conits. L’implémentation complète avec gestion de conits et la
preuve de l’équivalence avec la sémantique du Package Merge sont en cours et restent
une perspective pour ce travail.
4.4 Travaux connexes de formalisation pour Package Merge
Zito dans [Zit06] présente une implémentation du Package Merge dans le langage de mo-
délisation Alloy2 [Jac12] et utilise l’analyseur Alloy pour effectuer des vérifications auto-




sur ses modèles. L’analyseur Alloy peut effectuer deux types d’analyse qui sont : la vé-
rification de la conformité des instances par rapport au métamodèle et la vérification des
assertions. Une assertion est une propriété sur le modèle qui est évaluée à vrai ou faux.
Quand l’analyseur vérifie une propriété, soit il trouve que la propriété est satisfaite, soit il
retourne un contre-exemple qui montre que l’assertion est fausse. L’analyseur vérifie l’as-
sertion en énumérant d’une manière exhaustive toutes les instances possibles du modèle et
en s’arrêtant quand un contre exemple est trouvé. Si l’ensemble des instances possibles est
très grand (ou infini), l’analyse devient incomplète et ne permet donc pas de prouver la cor-
rection. Ce problème est résolu en demandant à l’utilisateur de préciser un intervalle pour
l’analyse. Alloy a une performance faible quand nous analysons des modèles avec beau-
coup de signatures, 20 signatures ou plus, l’analyse est limitée à un intervalle entre 5 et 10.
Le métamodèle UML contient plus de 30 métaclasses (chacune est modélisée avec une signa-
ture). Les auteurs appliquent plusieurs stratégies pour réduire la taille du modèle Alloy :
réduire la profondeur de l’héritage, fusionner les classes similaires, ne pas modéliser les
classes qui ne comportent pas d’information et ne changent pas en appliquant la fusion (e.g.
PackageImport, PackageMerge, ElementImport, Comment et Constraint), fusionner l’héri-
tage multiple, éliminer la récursion et enfin ne pas modéliser les attributs et les associations
dérivées.
L’intérêt de faire un développement prouvé en utilisant l’assistant de preuve COQ est de
spécifier les propriétés d’une manière générique et de les vérifier pour toutes les instances
a priori et d’avoir un opérateur correct par construction. Une des propriétés que nous pou-
vons vérifier est le fait qu’une instance est valide par rapport à un modèle particulier. Les
assertions peuvent être aussi exprimées et vérifiées.
4.5 Conclusion
Le Package Merge est décrit d’une manière semi-formelle dans la spécification UML. C’est
un opérateur très important dans le monde de la métamodélisation pour la construction de
métamodèles à partir de métamodèles existants. Il est donc nécessaire qu’il soit complète-
ment formalisé.
Nous avons montré que l’opérateur Union est équivalent au Package Merge dans le
cas d’absence de conits entre les métamodèles. L’opérateur Union préserve les proprié-
tés par rapport au métamétamodèle EMOF comme prouvé dans le chapitre 3. Nous avons
proposé par la suite une façon pour résoudre les conits qui peuvent exister entre deux mé-
tamodèles en utilisant l’opérateur Substitution ce qui permet par la suite d’appliquer
l’Union sur des modèles sans conits. La formalisation complète de cette deuxième version
en COQ reste une perspective mais les blocs de base pour sa réalisation sont disponibles.
L’implémentation complète nécessite beaucoup de travail mais peut se faire d’une ma-
nière naturelle en suivant les étapes suivantes :
3 écrire toutes les règles de résolution de conit.
3 ajouter une sémantique qui permet la comparaison des cardinaux (si un objet est un
nombre qui représente un cardinal).
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3 ajouter une sémantique booléenne pour les objets ayant une propriété booléenne (par
exemple : isAbstract et isOpposite).
3 écrire une procédure de détection de conits.
3 résoudre les conits en utilisant l’opérateur substitution en appliquant les règles
définies de résolution de conits identifiées de la spécification du Package
Merge [OMG11b]. Par contre, pour cette spécification, différentes règles peuvent être
utilisées pour résoudre les conits en cas de variation sémantique. Zito dans [Zit06]
relève quelques inconsistances : par exemple, la règle générale lorsque l’élément dans
le modèle merged n’a pas de correspondant dans le le modèle receiving est de le
directement copier dans le modèle resulting, le problème se pose quand l’élément
est une structure qui contient des multiplicités, la copie peut causer des problèmes et la
règle pour la gestion des multiplicités peut être aussi appliquée.
3 appliquer l’union sur les modèles obtenus.
Le Package Merge est un opérateur spécifique à un langage de modélisation parti-
culier. Pour valider notre proposition, nous avons choisi de l’appliquer à une technologie
d’introduction de composants dans n’importe quel langage de modélisation défini à partir
d’un métamodèle : l’Invasive Software Composition (ISC).
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5 Formalisation d’unecomposition de modèles (ISC)
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L’utilisation des composants permet de favoriser la réutilisation dans le développementdes systèmes, d’améliorer la productivité et de réduire les coûts en particulier pour les
systèmes critiques qui demandent de nombreuses activités de V&V. Un langage de modé-
lisation dédié (DSML) n’intègre pas forcément des composants, soit car ce n’était pas une
exigence initiale de la définition du langage soit pour éviter une définition trop complexe.
La composition logicielle peut être faite sur plusieurs niveaux (de la fusion des modèles à
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la composition du code) et de plusieurs manières. Selon le modèle du composant, le méca-
nisme et le langage de la composition, plusieurs types de systèmes composés peuvent être
générés. Nous nous intéressons dans ce chapitre à la méthode générique Invasive Software
Composition (ISC) qui permet à la fois d’enrichir un métamodèle pour permettre la défi-
nition de composants de modèles avec leurs interfaces, d’opération d’extraction de compo-
sants depuis un modèle enrichi et enfin d’opérations d’assemblage des composants ainsi
obtenus.
5.1 ISC et la formalisation de ses opérateurs
La méthode de composition ISC (Invasive Software Composition) a été proposée par Aß-
man [Aßm03] dans le but d’ajouter une structure de composant générique à n’importe quel
DSML. Cette approche est à l’origine de l’outil REUSEWARE1 disponible sous Eclipse. Celui-
ci permet d’adapter et d’étendre un langage existant en ajoutant une interface de composi-
tion sous forme de points de variation (hooks). Cette extension applique une transformation
au niveau du métamodèle basée sur la spécification des ports de composition dans le lan-
gage. Les points de variation sont les éléments du modèle dont la valeur peut changer et
qui permettent de construire des composants. L’avantage principal de la méthode ISC est sa
généricité : elle peut être appliquée à n’importe quel langage défini par un métamodèle. La
méthode conjecture dans sa version originale que, si les deux modèles sont disjoints, le résul-
tat de la composition des fragments (modèles avec une interface de composition) conformes
à un certain métamodèle est aussi conforme au même métamodèle. Elle permet dans la ver-
sion REUSEWARE développée en parallèle avec nos travaux de vérifier la compatibilité des
modèles à travers une notion de compatibilité de points de variation et de référence mais
celle-ci ne comporte ni une formalisation ni des preuves de propriétés comme nous les pré-
sentons. Cette conformité est une des propriétés définies et vérifiées en exploitant le cadre
formel d’IDM présenté dans le chapitre précédent. Nos travaux ont donc permis de prouver
la conjecture proposée par Aßman.
Cette approche a été introduite pour la première fois dans [Aßm03]. Son intérêt a été
illustré sur une variété de problèmes de composition [Hen09]. ISC était initialement une des
techniques qui permet la composition d’artefacts logiciels en se basant sur la grammaire
de la syntaxe concrète du DSML. Les composants logiciels sont souvent exprimés à l’aide
de langages formels, la composition de phrases de ces langages en se basant sur la gram-
maire semble naturelle. La méthode propose une technique de composition basée sur la
réécriture du code source. Les composants dans un système ISC sont des fragments de code
source qui peuvent contenir des points de variation. Les points de variation sont les places
dans lesquelles d’autres fragments peuvent être insérés durant la composition. Les points
de variations ISC sont typés en se basant sur la grammaire du langage utilisé pour écrire les
fragments. Récemment, ces travaux ont été étendus pour gérer les langages définis par des
métamodèles [Joh11]. Un métamodèle est essentiellement un graphe typé qui décrit la struc-
ture d’un langage. Un exemple est le métamodèle UML 2, un diagramme de classe UML est
un exemple d’une expression dans le langage UML 2. Reuseware peut maintenant être ins-
1http://www.reuseware.org
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tancié à des langages de modélisation arbitraires et utilisé en combinaison avec une variété
d’outils dans la démarche MDSD (Model Driven Software Development), quand la généra-
tion du langage par métamodélisation est une partie du processus de développement.
Deux types de nœuds doivent être considérés durant la composition : les points de varia-
tion hooks et les points de référence prototypes. Les points de référence sont des nœuds
racines de fragments de modèle et les points de variation sont les nœuds qui peuvent être
remplacés durant la composition par des points de référence.
Dans REUSEWARE, les points de variation et de référence sont groupés sous forme de
ports qui représentent des interfaces de composition. Concrètement, les compositions sont
définies par des programmes de composition et les ports sont liés à travers des liens de
composition. Les ports peuvent être connectés seulement si les points de variation et de
référence contenus dans les ports correspondent (ceci est vrai quand il y a un nombre suffi-
sant de points de référence pour remplacer les points de variation et quand leurs types sont
conformes). Dans le cadre de ce travail, nous intéressons aux connexions élémentaires entre
les points de variation et de référence.
5.1.1 L’extension du métamodèle
Une interface pour un composant se compose de points de connexion qui révèlent com-
ment le composant peut être interconnecté avec son contexte de réutilisation, les éléments
qui sont communiqués en provenance et à destination de l’environnement, et les relations
avec le monde extérieur qui doivent être établies. Nous devons être en mesure d’étendre
tout métamodèle pour supporter la définition d’une interface de composition. Cette exten-
sion ajoute la définition de l’interface d’un fragment constituée d’un ensemble de points
de variation et de référence associés à des éléments du modèle. On note MMExt le métamo-
dèle étendu d’un certain métamodèle MM. On note ROV la classe abstraite représentant des
points de variation appelés Hooks et des points de référence appelés Prototypes (qui sont
des sous-classes de ROV).
Dans MMExt, chaque nœud dans le graphe représentant MM peut être référencé par un
point d’interface. Pour cette raison, une classe abstraite nommé AbstractClasses est ajou-
tée comme super-classe pour toutes les classes de MM. Cette classe est liée par la référence
bind avec ROV. Les trois classes ROV, Hook et Prototype sont aussi automatiquement impor-
tées dans le métamodèle avec les relations d’héritage appropriées entre elles. L’extension
du métamodèle présentée dans [Joh11] est définie dans le troisième niveau de modélisa-
tion. L’extension définie ici utilise seulement le deuxième niveau de modélisation (le niveau
métamodèle) qui est suffisant pour nos besoins.
Dénition 4. Soit MM = 〈〈MMV, MME〉, con f ormsTo〉 un métamodèle.
Soit ROV, Hook, Prototype, AbstractClasses ∈ Classes, bind ∈ Re f erences.
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MMExt est déni comme 〈〈MMVExt, MMEExt〉, con f ormsToExt〉 tel que :
MMVExt = MMV∪ {ROV, Hook, Prototype, AbstractClasses}
MMEExt = MME∪ {〈ROV, bind, AbstractClasses〉} ∪ {∀ c ∈ MMV, 〈c, inh, AbstractClasses〉}





∧ ∀ c ∈ MMV, subClass(c, AbstractClasses)
La figure 5.1 montre un exemple d’extension du métamodèle MM. La définition de
Figure 5.1 — L’extension du métamodèle
MMExt2 ajoute une relation d’héritage entre chaque classe dans le métamodèle et la classe
AbstractClasses3. Cela repose sur le parcours de tous les éléments du métamodèle. Une
fonction f old 4 définie au niveau métamodèle est utilisée pour ajouter une relation d’héri-
tage entre toutes les classes du métamodèle et la classe AbstractClasses.
5.1.2 L’extraction et l’élimination de l’interface
Le but de la fonction FragmentExtraction est de construire un fragment à partir d’un
modèle en définissant son interface de composition. Cette fonction prend comme para-
mètre : un modèle, l’objet référencé dans ce modèle et le type du point dans l’interface
associé à cet objet. FragmentExtraction : Model × Objects × Classes → Model est défi-
2http://www.irit.fr/~Mounira.Kezadri/FormalMDE/MM_Extension.html#MMExt
3Notée sur la figure 5.1 comme AbsC
4http://www.irit.fr/~Mounira.Kezadri/FormalMDE/MM_Extension.html#foldClass
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nie comme :
FragmentExtraction(〈MV, ME〉, o, HP) = 〈MVExt, MEExt〉
tel que HP ∈ {Hook, Prototype} et ∃c ∈ Classes, 〈o, c〉 ∈ MV
tel que :
MVExt = MV∪ {〈h, HP〉, 〈h, ROV〉, 〈o, AbstractClasses〉}
MEExt = ME∪ {〈〈o, c〉, inh, 〈o, AbstractClasses〉〉,
〈〈h, ROV〉, bind, 〈o, AbstractClasses〉〉,
〈〈h, HP〉, inh, 〈h, ROV〉〉}
Une autre version de FragmentExtraction peut être implémentée en spécifiant un ensemble
de tuples (o, HP) pour ajouter plusieurs points simultanément.
ElimInterface élimine l’interface du fragment (tous les points de variation et de ré-
férence), c’est la fonction inverse de FragmentExtraction dans le cas où l’interface du
fragment est constituée d’un seul point. Celle-ci est implémenté dans [Joh11] en utilisant
l’opérateur remove qui est automatiquement appliqué après la composition pour rendre le
modèle manipulable par des outils où les points de variation ne sont pas définis.
ElimInter f ace : Model → Model, tel que :
ElimInter f ace 〈MVExt, MEExt〉 = 〈MV, ME〉
tel que :
MV = {〈o, c〉 ∈ MVExt|c /∈ {Hook, Prototype, ROV, AbstractClasses}}
ME = {〈〈o, c〉, r, 〈o′, c′〉〉 ∈ MEExt|c, c′ /∈ {Hook, Prototype, ROV, AbstractClasses}}
La figure 5.2 montre l’exemple de l’extraction de l’interface du modèle M en spécifiant l’élé-
ment b de type B comme un hook et l’opération inverse qui consiste à supprimer cette inter-
face. Pour l’implémentation de ElimInter f ace, une fonction qui construit le graphe d’inter-






















Figure 5.2 — L’extraction et l’élimination de l’interface de composition
section est utilisée. Le principe est d’éliminer les éléments par l’intersection avec un graphe
contenant tous les éléments possibles sauf : Hook, Prototype, ROV et AbstractClasses et
leurs liens avec les éléments de modèle dans le graphe initial. Le résultat est le graphe sans
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interface 5.
COQ4MDE peut supporter la définition de composants avec interfaces de composition
dans n’importe quel DSML. La section suivante décrit la formalisation des opérateurs de
composition de base de ISC dans COQ4MDE. Ces opérateurs sont des variantes de l’Union
et la Substitution définis dans le chapitre 3.
5.1.3 L’assemblage de composants
Cette section présente l’implémentation des opérateurs de base de ISC (bind et extend) défi-
nis dans [Aßm03] [Joh11]. La différence entre ces deux opérateurs est que le bind appliqué
au point de variation remplace le point de variation (c-à-d., il supprime le point de varia-
tion de son fragment) alors que le extend appliqué sur un point de variation ne modifie pas
le point de variation lui même mais l’utilise comme une position pour l’extension (c-à-d.,
l’élément référencé par un hook reste dans son fragment).
5.1.3.1 L’opérateur bind
L’opérateur bind remplace un objet b référencé par un point de variation du premier modèle
par un objet b′ référencé par un point de référence dans le deuxième modèle. Le modèle
composé est obtenu en substituant b par b′ dans les deux ensembles de nœuds et d’arcs 6.
bind : Model × Model × (Objects × Classes)
× (Objects × Classes)→ Model est défini comme suit :
bind(〈MV1, ME1〉, 〈MV2, ME2〉, 〈b, B〉, 〈b′, B′〉) = 〈MV3, ME3〉
tel que 〈b, B〉 ∈ MV1 et 〈b′, B′〉 ∈ MV2, nous avons :
∃ h, p ∈ Objects, 〈〈h, Hook〉, inh, 〈h, ROV〉〉 ∈ ME1
∧〈〈h, ROV〉, bind, 〈b, AbstractClasses〉〉 ∈ ME1
∧〈〈b, B〉, inh, 〈b, AbstractClasses〉〉 ∈ ME1
∧〈〈p, Prototype〉, inh, 〈p, ROV〉〉 ∈ ME2
∧〈〈p, ROV〉, bind, 〈b′, AbstractClasses〉〉 ∈ ME2
∧〈〈b′, B′〉, inh, 〈b′, AbstractClasses〉〉 ∈ ME2
et f inalement :
MV3 = substV(〈b, B〉, 〈b′, B′〉, MV1)
ME3 = substE(〈b, B〉, 〈b′, B′〉, ME1)
tel que substV(〈b, B〉, 〈b′, B′〉, MV) (resp. substE(〈b, B〉, 〈b′, B′〉, ME)) est la fonction qui rem-
place 〈b, B〉 par 〈b′, B′〉 dans chaque élément de MV (resp. relation de ME). L’implémentation
est basée sur la fonction de Substitution présentée dans le chapitre 3 tel que l’objet sub-
stitué correspond au point de variation du premier modèle et l’objet substituant correspond
au point de référence du deuxième modèle. Cette fonction peut être étendue en une fonction
récursive qui admet une liste de correspondance de points (Variation/Référence) et permet
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init : Transition
Initial : Transition close : Transition
Opened : Transition
Closed : State



























Figure 5.3 — L’opérateur bind
5.1.3.2 L’opérateur extend
Cet opérateur permet d’étendre un modèle 〈MV1, ME1〉 tel que le point d’extension est un
objet b référencé comme un point de variation dans le modèle par un modèle 〈MV2, ME2〉
contenant un objet b′ référencé comme un point de référence. La figure 5.4 présente
un exemple d’application de l’opérateur extend. Cette fonction est paramétrée par un
métamodèle pour assurer le typage et un nom pour le lien ajouté entre b et b′. Le modèle
composé est un multi-graphe construit à partir de l’union de tous les objets de 〈MV1, ME1〉 et
〈MV2, ME2〉, tous les liens des deux modèles en plus d’un lien entre les deux objets b et b′ 7.
extend : Model × Model × (Objects × Classes) × (Objects × Classes)
× MetaModel × Re f erences→ Model est défini comme suit :
7http://www.irit.fr/~Mounira.Kezadri/FormalMDE/Extend_Verif.html#compExt
Assistance à la validation et vérication de systèmes critiques 93
Formalisation d'une composition de modèles (ISC)





b: B b: B'
Hook Prototype
Figure 5.4 — L’opérateur extend
extend(〈MV1, ME1〉, 〈MV2, ME2〉, 〈b, B〉, 〈b′, B′〉,
(〈MMV, MME〉, con f ormsTo), LinkName) = 〈MV3, ME3〉
tel que ∃ 〈b, B〉 ∈ MV1 et 〈b′, B′〉 ∈ MV2, nous avons :
extensible(〈MV1, ME1〉, 〈MV2, ME2〉, 〈b, B〉, 〈b′, B′〉,
(〈MMV, MME〉, con f ormsTo), LinkName) tel que :
MV3 = MV1 ∪ MV2
ME3 = ME1 ∪ ME2 ∪ {〈〈b, B〉, LinkName, 〈b′, B′〉〉}
Cette fonction peut être simplement défini à l’aide de l’Union de modèles comme :
Union (Union 〈MV1, ME1〉 〈MV2, ME2〉) (〈{〈b, B〉, 〈b′, B′〉}, {〈b, B〉, LinkName, 〈b′, B′〉〉}〉).
Le prédicat extensible vérifie qu’un modèle 〈MV1, ME1〉 dont l’interface est 〈b, B〉 par rapport
à un certain métamodèle peut être étendu par un autre modèle 〈MV2, ME2〉 dont l’interface
est 〈b′, B′〉.
extensible(〈MV1, ME1〉, 〈MV2, ME2〉, 〈b, B〉, 〈b′, B′〉,
(〈MMV, MME〉, con f ormsTo), LinkName) ,
isExtendedH(〈MV1, ME1〉, 〈b, B〉)
∧isExtendedP(〈MV2, ME2〉), 〈b′, B′〉)
∧(B, LinkName, B′) ∈ MME
Le prédicat isExtendedH vérifie que 〈b, B〉 est un point de variation dans 〈MV1, ME1〉.
isExtendedH〈MV1, ME1〉〈b, B〉 ,
∃h ∈ Objects, 〈〈h, Hook〉, inh, 〈h, ROV〉〉 ∈ ME1
∧〈〈h, ROV〉, bind, 〈b, AbstractClasses〉〉 ∈ ME1
∧〈〈b, B〉, inh, 〈b, AbstractClasses〉〉 ∈ ME1
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Le prédicat isExtendedP vérifie que 〈b, B〉 est un point de référence dans le modèle 〈MV2, ME2〉.
isExtendedP〈MV2, ME2〉〈b, B〉 ,
∃p, 〈〈p, Prototype〉, inh, 〈p, ROV〉〉 ∈ ME2
∧〈〈p, ROV〉, bind, 〈b, AbstractClasses〉〉 ∈ ME2
∧〈〈b, B〉, inh, 〈b, AbstractClasses〉〉 ∈ ME2
Ici nous avons présenté un seul type de correspondance entre points de variation et
de référence (hook/prototype), la méthode décrite dans [Joh11] considère aussi un autre
type de correspondance (slot/anchor). Ce deuxième type de correspondance nécessite
des conditions supplémentaires pour considérer la propriété de composition d’un arc et le
traiter d’une manière particulière s’il est un arc de composition. La différence telle qu’elle est
expliquée dans [Joh11] est que contrairement au hook et prototype, le point de variation
slot et le point de référence anchor gardent leur contenu en cas de composition, ce qui
peut s’implémenter aussi comme une variante de l’opérateur Union. Le premier type traité
de correspondance suffit pour spécifier des compositions complexe comme celle présentée
dans l’exemple de la section suivante.
5.2 Un exemple détaillé
Nous décrivons dans cette section l’utilisation des opérateurs ISC pour élaborer une compo-
sition de deux modèles. M1 est une machine à état qui modélise une porte avec une serrure.
La porte permet les opérations : open, close, pass, lock et unlock. Nous voulons ajou-
ter la possibilité de fermer la porte avec simple ou double tour, ces deux états sont décrits














Figure 5.5 — Les modèles M1 et M2
La première étape est la définition de l’interface de chaque modèle. Ceci est fait avec
la fonction FragmentExtraction appliquée au modèle M1 définit Locked comme un point de
variation et appliquée au modèle M2, elle définit Simple lock comme un point de référence
comme décrit sur la figure 5.6.
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, Simple lock, prototype)
prototype
hook
Figure 5.6 — Les points de variation et de référence pour les modèles M1 et M2
L’application de la fonction bind sur les deux fragments comme il est montré sur la fi-
gure 5.6 suivie de l’élimination de l’interface produit le modèle Mbind montré sur la figure 5.7.










, Locked, Simple lock))
Figure 5.7 — Le modèle après l’application de la fonction bind
Enfin, Simple lock est défini dans Mbind comme un point de référence et Double lock est






















, Double lock, hook)
prototype
hook
Figure 5.8 — L’extraction des fragments
L’application de la fonction extend sur les deux modèles présentés sur la figure 5.8 après
l’élimination de l’interface génère le modèle présenté sur la figure 5.9. Le modèle est la ma-
chine à états pour une porte avec une option simple ou double lock.
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Figure 5.9 — Le modèle après l’exécution des fonction extend et ElimInter f ace
La contribution originale de cette partie n’est pas la définition des opérateurs de com-
position qui est inspirée de ISC mais leur implémentation en utilisant l’assistant de preuve
COQ, leur intégration dans l’atelier COQ4MDE et la preuve que les propriétés liées à la
conformité sont compositionnelles sous certaines hypothèses/préconditions pour ces opé-
rateurs.
5.3 La vérication des propriétés
Nous utilisons le prédicat ValidCompositionFunction pour vérifier le typage pour l’opéra-
teur de composition bind présenté dans la section 5.1.3. Ceci correspond au théorème 15 8.
Théorème 15. (ValidBind)
∀ MM ∈ MetaModel, ValidCompositionFunction(MM, bind).
Le prédicat ValidCompositionFunction est défini comme suit :
ValidCompositionFunction(MM ∈ MetaModel, f ) ,
∀ M1 M2 ∈ Model,
InstanceO f (M1, MM) ∧ InstanceO f (M2, MM)
→ InstanceO f (( f M1 M2), MM)
La preuve COQ pour ce théorème utilise des lemmes intermédiaires qui prouvent la
préservation du typage par les opérations élémentaires utilisées dans la composition. Parmi
ces lemmes, conformsAddO assure que le résultat de l’ajout d’un objet instance d’une classe
dans le métamodèle à un composant instance de ce métamodèle est un composant instance
du même métamodèle.
Lemme 22. (conformsAddO)
∀ 〈MV, ME〉 ∈ Model, 〈(MMV, MME), con f ormsTo〉 ∈ MetaModel, o ∈ Objects, c ∈ Classes,
InstanceO f (〈MV, ME〉, 〈(MMV, MME), con f ormsTo〉) ∧ c ∈ MMV
→ InstanceO f (〈MV∪ {〈o, c〉}, ME〉, 〈(MMV, MME), con f ormsTo〉).
8http://www.irit.fr/~Mounira.Kezadri/FormalMDE/Bind2M_Verif.html#ValidBind
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Une autre preuve COQ a été faite pour démontrer la préservation du typage par l’opé-
rateur de composition extend présenté dans la section 5.1.3. Ceci est codé dans le théo-
rème ValidExtend 9.
Théorème 16. (ValidExtend)
∀ MM ∈ MetaModel, ValidCompositionFunction(MM, extend)
Enfin, à partir du cadre formel COQ4MDE et de la méthode de composition ISC, nous
avons défini un atelier pour la composition de modèles. Les définitions de modèle et méta-
modèle ont été étendues pour permettre la définition de l’interface de composition de mo-
dèles. Le fragment construit est un modèle conforme au métamodèle étendu. Les opérateurs
élémentaires de composition sont formalisés comme tous les éléments présentés dans ce cha-
pitre en utilisant l’assistant de preuve COQ. La formalisation en COQ assure la terminaison10
des opérateurs de composition, élabore une propriété de vérification compositionnelle qui
permet d’exprimer et de vérifier les propriétés présentées dans le chapitre 3.
Dans ce qui suit, nous présentons pour chaque propriété élémentaire, le théorème qui
prouve la préservation de la propriété pour l’opérateur bind défini dans la section 5.1.3.1 et
le lien avec la preuve complète en COQ.
5.3.1 L’opérateur bind
Les vérifications de la préservation des propriétés sémantiques sont faites en premier lieu
pour la fonction de substitution dans 3. L’opérateur élémentaire bind substitue un élément
de modèle à un autre, les deux éléments du modèle doivent être du même type.
On montre dans ce qui suit que les propriétés : subClass, isAbstract, lower &
upper, isOpposite et areComposite sont préservées par cet opérateur. Les preuves de
ces propriétés nécessitent des conditions similaires de ceux présentées pour la fonction de
substitution dans le chapitre 3.
subClass Le théorème 17 (BindSubClassPreserved) montre11 que la propriété
subClass est préservée par l’opérateur élémentaire bind. Donc, pour toutes classes c1 c2
et pour tous éléments de modèle o1 o2, si c1 est une subClass de c2 dans les deux modèles
M1 et M2, alors c1 est aussi une subClass de c2 dans le modèle résultat du (bind o1 o2 M1 M2).
Théorème 17. (BindSubClassPreserved)
∀ M1 M2 ∈ Model, c1 c2 ∈ Classes, o1 o2 ∈ Objects,
(subClass c1 c2 M1) ∧ (subClass c1 c2 M2)→ subClass c1 c2 (bind o1 o2 M1 M2)
Il n’y a donc aucune précondition sur les paramètres de l’opérateurs de composition
bind pour que la vérification de la relation subClass soit compositionnelle.
9http://www.irit.fr/~Mounira.Kezadri/FormalMDE/Extend_Verif.html#ValidExt
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isAbstract La préservation de cette propriété par l’opérateur bind est prouvée12 en uti-
lisant le théorème 18 (BindIsAbstractPreserved). Ce théorème montre que toutes les
classes abstraites dans deux modèles M1 et M2 sont aussi abstraites dans le modèle résultant
de l’application du bind sur ces deux modèles.
Théorème 18. (BindIsAbstractPreserved)
∀M1 M2 ∈ Model, c ∈ Classes, o1 o2 ∈ Objects,
(isAbstract c M1) ∧ (isAbstract c M2)→ isAbstract c (bind o1 o2 M1 M2)
Il n’y a donc aucune précondition sur les paramètres de l’opérateur de composition bind
pour que la vérification de la relation isAbstract soit compositionnelle.
lower & upper Le théorème 19 (BindLowerPreserved) montre13 que la propriété
lower est préservée par l’opérateur bind. La vérification exige que la substitution soit in-
jective et préserve la différence entre les éléments dans le modèle résultant. Ceci est assuré
si l’élément du modèle o2 n’est pas dans le premier modèle, ce qui garantit que l’opéra-
teur bind n’ajoute pas un élément qui existe déjà dans le modèle. Enfin, la préservation de
propriété lower est prouvée.
Théorème 19. (BindLowerPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, r ∈ References,
n ∈ Natural>, (o1, c1) (o2, c2) ∈ Objects,
c1 = c2 ∧ (@(o, c) ∈ MV1 ∧ o = o2) ∧ Injectif bind
∧ (lower c r n 〈MV1, ME1〉) ∧ (lower c r n 〈MV2, ME2〉)
→ (lower c r n (bind (o1, c1) (o2, c2) 〈MV1, ME1〉 〈MV2, ME2〉)).
La préservation de la propriété upper est décrite14 par le théorème
BindUpperPreserved qui est similaire au théorème précédent pour la propriété
lower. La condition est que le modèle ne doit pas contenir un élément dont le nom est o2.
Nous constatons qu’il est nécessaire d’introduire des hypothèses sur les éléments des
modèles pour assurer que la composition préserve les propriétés. Il s’agit donc de précondi-
tions sur les opérateurs de composition pour assurer la préservation des propriétés séman-
tiques.
isOpposite Le théorème 20 (BindIsOppositePreserved) montre15 que chaque paire
de références opposites dans les deux modèles M1 et M2 restent aussi opposites en appliquant
le bind sur les deux modèles. Enfin, la propriété isOpposite est préservée.
Théorème 20. (BindIsOppositePreserved)
∀ M1 M2 ∈ Model, r1 r2 ∈ References, o1 o2 ∈ Objects,
(isOpposite r1 r2 M1) ∧ (isOpposite r1 r2 M2)
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Il n’y a donc aucune précondition sur les paramètres de l’opérateur de composition bind
pour que la vérification de la relation isOpposite soit compositionnelle.
areComposite Le théorème 21 (BindAreCompositeSubsPreserved) montre16 que
l’ensemble de références composites dans deux modèles M1 et M2 sont aussi composites dans
le modèle résultat de l’application de l’opérateur bind sur les deux modèles. Ce théorème
suppose aussi que la substitution est injective et exige que le modèle substitué ne contienne
pas un élément dont le nom est o2.
Théorème 21. (BindAreCompositeSubsPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes,
R ⊂ References, o1o2 ∈ Objects, c2 c2 ∈ Classes, c1 = c2
∧(@(o, c) ∈ MV∧ o = o2) ∧ Injectif bind
∧ (areComposite c R 〈MV1, ME1〉) ∧ (areComposite c R 〈MV2, ME2〉)
→ (areComposite c R (bind (o1, c1) (o2, c2) 〈MV1, ME1〉 〈MV2, ME2〉))
Les preuves pour cette version de l’opérateur bind (deux modèles) utilisent les théo-
rèmes de vérification pour l’opérateur élémentaire de Substitution, en plus d’un schéma
standard pour trouver le modèle cible et les conditions d’application. Le langage de tac-
tiques pour le système COQ [Del00] est utilisé pour définir des tactiques qui améliorent
considérablement les preuves. Nous donnons ici une introduction rapide du langage de tac-
tique de COQ.
5.3.1.1 Une vue sur le langage de tactiques
Dans un assistant de preuve, nous pouvons différencier généralement deux types de lan-
gages utilisés : le langage de preuve (permettant à l’utilisateur d’écrire les spécifications des
propriétés et des preuves de propriétés) et le langage des tactiques (permettant à l’utilisa-
teur d’écrire ses propres schémas de preuves qui seront ensuite utilisés pour construire les
preuves). COQ permet de structurer une preuve comme une pile de buts, le traitement d’un
but dépile celui-ci et empile les sous-buts résultant de son traitement comme expliqué dans
le chapitre 2.
Un langage de tactiques permet d’améliorer l’automatisation des preuves en fournis-
sant les outils permettant d’écrire des tactiques de preuves d’une très grande expressivité.
Il s’agit donc en général d’un méta langage car il permet la manipulation du générateur de
preuve lui même et pas directement des preuves.
Actuellement, la définition17 de la syntaxe du langage des tactiques COQ (Ltac) est ac-
cessible dans le manuel de référence de COQ [Tea12]. Nous utilisons le langage Ltac pour la
définition de tactiques spécifiques à notre contexte. Ltac contient des tacticals (permet-
tant de combiner des tactiques) et d’autres structures permettant de faire du filtrage sur les
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tac1 ; tac2 Applique tac1 au but puis tac2 à tous les sous-buts
tac ; [tac1 | ... | taci | ... | tacn] Applique tac au but puis taci au ime sous-but
tac1 Orelse tac2 Applique tac1 au but ou tac2 si tac1 échoue
Do n tac Applique tac n fois au but et aux sous buts engendrés
Repeat tac Applique tac jusqu’à ce qu’il échoue au but et aux sous
buts engendrés
Try tac Applique tac et n’échoue pas si l’application au but échoue
First [tac1 | ... | taci | ... | tacn] Applique la première taci qui n’échoue pas au but
Solve [tac1 | ... | taci | ... | tacn] Applique la première taci qui résout le but
Idtac Laisse le but inchangé
Fail échoue toujours
Tableau 5.1 — Les tacticals de COQ
Le langage produit des expressions qui sont des tactiques, ces expressions doivent être
évaluées dans un environnement qui est un but. Nous présentons un exemple d’une pre-
mière tactique utilisée pour démontrer toutes les propriétés pour l’opérateur bind (appliqué
sur deux modèles), cette tactique est basée sur les tacticals présentées dans la table 5.1.
La tactique 5.1, après l’introduction de la définition de la fonction Bind2M, essaie de distin-
guer les cas où le point de variation/point de référence est dans le premier ou le deuxième
modèle et aussi considère le cas où les deux objets sont du même type puis tente de répé-
ter l’application des théorèmes SubstIOP, SubstSCP, SubstIAP, SubstIOP, SubstLP et
SubstUP jusqu’à résolution du but.
L t a c Bind2MPreserve :=
r e p e a t
( i n t r o s ; unfold Bind2M
; case HookInM ; case HookInM
; case PrototypeInM ; case PrototypeInM ; t r i v i a l
; d o 2 ( case beqClass ; t r i v i a l ;
t r y r e p e a t ( apply SubstACP || apply SubstIOP
|| apply SubstSCP || apply SubstIAP
|| apply SubstIOP || apply SubstLP
|| apply SubstUP )
; auto ) ) .
Tactique 5.1 — La tactique Bind2MPreserve
Une autre tactique est définie pour prouver les mêmes théorèmes pour une version de l’opé-
rateur bind appliquée sur une liste de points de variation et de référence. Cette tactique
utilise en plus des tacticals une opération de filtrage du but dont la syntaxe est présentée
en 5.10 en s’inspirant du manuel de référence [Tea12].
m a t c h goal w i t h
| hyp1,1 , . . . , hyp1,m1 |−cpattern1=> expr1
| hyp2,1 , . . . , hyp2,m2 |−cpattern2=> expr2
. . .
| hypn,1 , . . . , hypn,mn |−cpatternn=> exprn
|_ => exprn+1
e n d
Figure 5.10 — Une partie de la syntaxe du langage Ltac
Assistance à la validation et vérication de systèmes critiques 101
Formalisation d'une composition de modèles (ISC)
Pour la sémantique de l’opération de filtrage, si chacune des hypothèses hyp1,i avec
i = 1, ..., m1 correspond à une hypothèse dans le but et si cpattern1 correspond à la conclu-
sion du but, alors expr1 est évaluée en v1 en substituant les hypothèses réelles aux hypo-
thèses hyp1,1, ..., hyp1,m1. Si v1 est une tactique, alors elle est appliquée au but. Si cette appli-
cation échoue, alors une autre combinaison d’hypothèses est testée avec le même contexte de
preuve. S’il n’y a pas d’autres combinaisons d’hypothèses alors le filtre du contexte suivant
est testé et ainsi de suite. Si tous les filtres du contexte échouent, alors exprn+1 est évaluée et
appliquée.
L t a c Bind2MSHPreserve :=
r e p e a t
( unfold Bind2MSH ; i n t r o l
; induct ion l ; t r i v i a l
; m a t c h goal w i t h
| a : _ , l : _ , IHl : _ |− _ => i n t r o s
; apply IHl ; t r i v i a l
; t r y ( apply Bind2MACP || apply Bind2MSCP
|| apply Bind2MIAP || apply Bind2MIOP
|| apply Bind2MLP || apply Bind2MUP)
; assumption
e n d ) .
Tactique 5.2 — La tactique Bind2MSHPreserve
La tactique Bind2MSHPreserve 5.2 est utilisée pour prouver automatiquement une
partie des preuves présentée dans la section suivante pour l’opérateur bind avec une liste
de points de variation. Elle introduit la définition de la version de l’opérateur bind avec
une liste de points de variation et fait par la suite une preuve par induction sur la structure
de la liste. Elle recherche dans les hypothèses, une hypothèse IHl telle que, en l’appliquant
sur le but, la preuve de celui-ci se fait d’une manière triviale ou en répétant l’application des
théorèmes Bind2MACP, Bind2MSCP, Bind2MIAP, Bind2MIOP, Bind2MLP et Bind2MUP
qui sont déjà prouvés en utilisant la tactique précédente.
Les structures de contrôle dans Ltac permettent une programmation rigoureuse des algo-
rithmes de preuve. Le langage permet également d’écrire des fonctions dont la terminaison
n’est pas assurée car il ne s’agit pas d’un terme du λ calcul typé interne à COQ mais une
fonction qui doit générer un tel terme. Sa non terminaison ne pose donc aucun problème
théorique. Nous l’utilisons dans notre contexte pour simplifier des preuves auparavant réa-
lisées manuellement, ce qui nous permet de contourner ce dernier problème.
5.3.2 L’opérateur bind de deux modèles avec plusieurs points de variation
Cette version est une généralisation de la version précédente de l’opérateur bind. Elle est
caractérisée par une liste de points de variation et de référence.
Bind2MSH : Model × Model × list (Objects × Classes) est défini comme suit :
Bind2MSH M1 M2 l = ∀(o, o′) ∈ l, bind M1 M2 o o′ l
Les preuves des propriétés nécessitent les hypothèses suivantes : la compatibilité de type
entre les deux éléments de modèles pour chaque paire d’éléments de modèles dans la liste,
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l’injectivité de la substitution et une condition supplémentaire : le même Prototype n’est
pas donné plus d’une fois pour assurer la préservation des multiplicités. Les mêmes hy-
pothèses/préconditions sont nécessaires pour prouver la vérification compositionnelle des
différentes propriétés considérées.
La préservation du typage par l’opérateur de composition bind de deux modèles avec
plusieurs points de variation est démontrée à l’aide du théorème 22 (ValidBindSH).
Théorème 22. (ValidBindSH)
∀ M1 M2 ∈ Model, l ∈ list (Objects ∗ Classes), MM ∈ MetaModel,
InstanceO f (M1, MM) ∧ InstanceO f (M2, MM)
→ InstanceO f ((Bind2MSH M1 M2 l), MM).
subClass Le théorème 23 (Bind2MSHSubClassPreserved) montre18 que la propriété
subClass est préservée par l’opérateur Bind2MSH. Donc, pour toutes classes c1 c2 et pour
toute liste l de correspondance entre points (variation/référence), si c1 est une subClass de c2
dans les deux modèles M1 et M2, alors c1 est aussi une subClass de c2 dans (Bind2MSH M1 M2 l).
Théorème 23. (Bind2MSHSubClassPreserved)
∀ M1 M2 ∈ Model, l ∈ list (Objects ∗ Classes), c1 c2 ∈ Classes,
subClass c1 c2 M1 ∧ subClass c1 c2 M2 → subClass c1 c2 (Bind2MSH M1 M2 l).
isAbstract La préservation de cette propriété par l’opérateur Bind2MSH est prouvée en
utilisant le théorème 24 (BindIsAbstractPreserved).
Théorème 24. (Bind2MSHIsAbstractPreserved)
∀ M1 M2 ∈ Model, l ∈ list (Objects ∗ Classes), c ∈ Classes,
isAbstract c M1 ∧ isAbstract c M2 → isAbstract c (Bind2MSH M1 M2 l).
Ce théorème montre19 que toutes les classes abstraites dans deux modèles M1 et M2 sont
aussi abstraites dans le modèle résultant de l’application du Bind2MSH sur ces deux mo-
dèles avec une liste l de correspondance entre points de variation et de référence.
lower & upper Le théorème Bind2MSHLowerPreserved montre20 que la propriété
lower est préservée par l’opérateur Bind2MSH. La vérification exige que la substitution soit
injective et préserve la différence entre les éléments dans le modèle résultant. Les trois hy-
pothèses nécessaires sont : la compatibilité de type entre les deux éléments de modèle pour
chaque paire d’éléments de modèles dans la liste, l’injectivité de la substitution (utilisée
dans la définition de la fonction bind) et une condition supplémentaire : le même Prototype
n’est pas donné plus d’une fois dans la liste de correspondance. Notons qu’il s’agit donc
de nouveau de préconditions sur l’opérateur de composition nécessaires pour prouver la
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Théorème 25. (Bind2MSHLowerPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, l ∈ list (Objects ∗ Classes),
r ∈ References, n ∈ Natural,
∀((o1, c1), (o2, c2)) ∈ l, c1 = c2 ∧ (@(o, c) ∈ (MV1 ∪ MV2) ∧ o = o2) ∧ Injectif Subst
∧∀(obj1, obj2) ∈ l, (@(o, o′) ∈ (l − (obj1, obj2)) ∧ o′ = obj2)
∧(lower c r n 〈MV1, ME1〉) ∧ (lower c r n 〈MV2, ME2〉)
→ (lower c r n (Bind2MSH 〈MV1, ME1〉 〈MV2, ME2〉 l)).
La préservation de la propriété upper est décrite21 en utilisant le théorème 26
(Bind2MSHUpperPreserved) qui est similaire au théorème précédent pour la propriété
lower. Les trois hypothèses nécessaires sont : la compatibilité de type pour chaque paire
d’éléments de modèles dans la liste et l’injectivité de la substitution.
Théorème 26. (Bind2MSHUpperPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, l, r ∈ References, n ∈ Natural,
∀((o1, c1), (o2, c2)) ∈ l, c1 = c2 ∧ (@(o, c) ∈ (MV1 ∪ MV2) ∧ o = o2) ∧ Injectif Subst
∧∀(obj1, obj2) ∈ l, (@(o, o′) ∈ (l − (obj1, obj2)) ∧ o′ = obj2)
∧(upper c r n 〈MV1, ME1〉) ∧ (upper c r n 〈MV2, ME2〉)
→ (upper c r n(Bind2MSH 〈MV1, ME1〉 〈MV2, ME2〉 l)).
isOpposite Le théorème Bind2MSHIsOppositePreserved 27 montre22 que chaque
paire de références opposites dans les deux modèles M1 et M2 sont aussi opposites en ap-
pliquant le Bind2MSH sur les deux modèles avec une liste de points de correspondance l.
Enfin, la propriété isOpposite est préservée.
Théorème 27. (Bind2MSHIsOppositePreserved)
∀ M1 M2 ∈ Model, l, r1 r2 ∈ References,
(isOpposite r1 r2 M1) ∧ (isOpposite r1 r2 M2)
→ (isOpposite r1 r2 (Bind2MSH M1 M2 l)).
areComposite Le théorème 28 (Bind2MAreCompositePreserved) montre23 qu’un en-
semble de références qui sont composites dans les deux modèles M1 et M2 sont aussi compo-
sites dans le modèle résultat de l’application du Bind2MSH sur les deux modèles avec une
liste l de correspondance. Les trois hypothèses nécessaires sont : la compatibilité de type
pour chaque paire d’éléments dans la liste, l’injectivité de la substitution et une condition
supplémentaire : le même Prototype n’est pas donné plus d’une fois.
Théorème 28. (Bind2MAreCompositePreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, l, c ∈ Classes, R ⊂ References,
c1 = c2 ∧ (@(o, c) ∈ (MV1 ∪ MV2) ∧ o = o2) ∧ Injectif Subst
∧∀(obj1, obj2) ∈ l, (@(o, o′) ∈ (l − (obj1, obj2)) ∧ o′ = obj2)
∧(areComposite c R 〈MV1, ME1〉) ∧ (areComposite c R 〈MV2, ME2〉)
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5.3.3 L’opérateur extend
Deux variantes de l’opérateur extend sont implémentées et vérifiées séparément. La pre-
mière version (compositionExtend) suppose en plus de la définition de l’opérateur
extend présentée dans 5.1.3.2 que les deux modèles sont disjoints (ne contiennent pas un
même élément) pour définir le prédicat extensibleC.
extensibleC(〈MV1, ME1〉, 〈MV2, ME2〉, 〈b, B〉, 〈b′, B′〉,
(〈MMV, MME〉, con f ormsTo), LinkName) ,
isExtendedH(〈MV1, ME1〉, 〈b, B〉)
∧isExtendedP(〈MV2, ME2〉), 〈b′, B′〉)
∧(B, LinkName, B′) ∈ MME
∧∀v ∈ MV1, v /∈ MV2
La seconde version (compositionExtendC) ne fait pas de suppositions sur l’intersec-
tion de modèles et correspond exactement à l’opérateur extend. Dans cette dernière ver-
sion, les modèles peuvent contenir des parties communes car ils peuvent résulter de l’ex-
traction de composants à partir d’un même modèle.
5.3.3.1 L’opérateur extend basé sur l’union disjointe
Nous noterons que cet opérateur n’impose aucune précondition sur ses paramètres pour
assurer que la vérification de ses propriétés est compositionnelle.
La préservation du typage par l’opérateur de composition extend de deux modèles
avec plusieurs points de variations est prouvée à l’aide du théorème Validextend 24.
Théorème 29. (Validextend)
∀ M1 M2 ∈ Model, o1 o2 ∈ (Objects ∗ Classes), Label ∈ References, MM ∈ MetaModel,
(C : (extensibleC M1 M2 o1 o2 Label MM)),
InstanceO f (M1, MM) ∧ InstanceO f (M2, MM)
→ InstanceO f ((compositionExtend M1 M2 o1 o2 Label MM C), MM).
Le théorème 29 annonce que si les deux modèles en association avec les objets liés et l’éti-
quette pour le lien ajouté ainsi que le métamodèle choisi satisfont la précondition de l’opé-
ration CompositionExtend (le prédicat extensibleC), alors le typage est préservé dans le
résultat de l’application de l’opérateur CompositionExtend sur ces éléments. Autrement
dit, si les deux modèles sont instances du même métamodèle alors le résultat est aussi ins-
tance du même métamodèle.
subClass Le théorème subClassExtendPreserved montre que la propriété subClass
est préservée par l’opérateur compositionExtend.
Théorème 30. (subClassExtendPreserved)
24http://www.irit.fr/~Mounira.Kezadri/FormalMDE/Extend_Verif.html#Validextend
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∀ M1 M2 ∈ Model, c1 c2 ∈ Classes, o1 o2 ∈ (Objects ∗ Classes), MM ∈ MetaModel, Label,
(C : (extensibleC M1 M2 o1 o2 Label MM)),
subClass c1 c2 M1 ∧ subClass c1 c2 M2
→ subClass c1 c2 (compositionExtend M1 M2 o1 o2 Label MM C).
Le théorème 30 annonce25 que pour toutes classes c1 c2 si c1 est une subClass de c2
dans les deux modèles M1 et M2, alors c1 est aussi une subClass de c2 dans le modèle résultat
de l’application de l’opérateur compositionExtend.
isAbstract La préservation de cette propriété par l’opérateur compositionExtend est
prouvée26 en utilisant le théorème 31. Ce théorème montre que toutes les classes abstraites
dans deux modèles M1 et M2 sont aussi abstraites dans le modèle résultant de l’application
du compositionExtend sur ces deux modèles.
Théorème 31. (isAbstractExtendPreserved)
∀ M1 M2 ∈ Model, c ∈ Classes, o1 o2 ∈ (Objects ∗ Classes), MM ∈ MetaModel, Label,
(C : (extensibleC M1 M2 o1 o2 Label MM)),
isAbstract c M1 ∧ isAbstract c M2
→ isAbstract c (compositionExtend M1 M2 o1 o2 Label MM C).
lower & upper Le théorème 32 montre27 que la propriété lower est préservée par l’opé-
rateur compositionExtend.
Théorème 32. (lowerExtendPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, r ∈ References,
n ∈ Natural, o1 o2 ∈ (Objects ∗ Classes), MM ∈ MetaModel, Label,
(C : (extensibleC M1 M2 o1 o2 Label MM)),
r 6= Label∧ (lower c r n 〈MV1, ME1〉) ∧ (lower c r n 〈MV2, ME2〉)
→ (lower c r n(compositionExtend M1 M2 o1 o2 Label MM C)).
La préservation de la propriété upper est décrite28 en utilisant le théorème 33 qui est
similaire au théorème précédent pour la propriété lower.
Théorème 33. (upperExtendPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, r ∈ References,
n ∈ Natural, o1 o2 ∈ (Objects ∗ Classes), MM ∈ MetaModel, Label,
(C : (extensibleC M1 M2 o1 o2 Label MM)),
r 6= Label∧ (upper c r n 〈MV1, ME1〉) ∧ (upper c r n 〈MV2, ME2〉)
→ (upper c r n(compositionExtend 〈MV1, ME1〉 〈MV2, ME2〉 o1 o2 Label MM C)).
isOpposite Le théorème 34 montre que pour chaque paire de références oppo-
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compositionExtend sur les deux modèles. Enfin, la propriété isOpposite est préser-
vée29.
Théorème 34. (isOppositeExtendPreserved)
∀ M1 M2 ∈ Model, r1 r2 ∈ References, o1 o2 ∈ (Objects ∗ Classes),
(r1 6= Label) ∧ (r2 6= Label)
(C : (extensibleC M1 M2 o1 o2 Label MM)),
∧ (isOpposite r1 r2 M1) ∧ (isOpposite r1 r2 M2)
→ (compositionExtend M1 M2 o1 o2 Label MM C)).
areComposite Le théorème 35 montre30 qu’un ensemble de références qui sont composites
dans les deux modèles M1 et M2 sont aussi composites dans le modèle résultat de l’application
de l’opérateur compositionExtend sur les deux modèles.
Théorème 35. (areCompositeExtendPreserved)
∀ M1 M2 ∈ Model, c ∈ Classes, R ⊂ References, o1 o2 ∈ (Objects ∗ Classes),
(C : (extensibleC M1 M2 o1 o2 Label MM)),
Label /∈ R ∧ (areComposite c R M1) ∧ (areComposite c r M2)
→ (areComposite c R (compositionExtend M1 M2 o1 o2 Label MM C)).
5.3.3.2 L’opérateur extend basé sur l’union classique
Nous noterons que les mêmes contraintes présentées dans 3.4 pour l’opérateur Union sont
exigées.
La préservation du typage par l’opérateur de composition compositionExtendC est
démontrée à l’aide du théorème 36.
Théorème 36. (ValidExtendC)
∀ M1 M2 ∈ Model, o1 o2 ∈ (Objects ∗ Classes), Label ∈ References, MM ∈ MetaModel,
(C : (Extensible M1 M2 o1 o2 Label MM)),
InstanceO f (M1, MM) ∧ InstanceO f (M2, MM)
→ InstanceO f ((compositionExtendC M1 M2 o1 o2 Label MM C), MM).
subClass Le théorème 37 montre31 que la propriété subClass est préservée par l’opéra-
teur compositionExtendC. Donc, pour toutes classes c1 et c2, si c1 est une subClass de c2
dans les deux modèles M1 et M2, alors c1 est aussi une subClass de c2 dans le modèle résultant
de l’application de l’opérateur compositionExtend sur les deux modèles.
Théorème 37. (subClassExtendCPreserved)
∀ M1 M2 ∈ Model, c1 c2 ∈ Classes, o1 o2 ∈ (Objects ∗ Classes), MM ∈ MetaModel, Label,
(C : (Extensible M1 M2 o1 o2 Label MM)),
subClass c1 c2 M1 ∧ subClass c1 c2 M2
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Il n’y a donc aucune précondition sur cet opérateur de composition pour que la vérifica-
tion de la relation subClass soit compositionnelle.
isAbstract La préservation de cette propriété par l’opérateur compositionExtendC est
prouvée en utilisant le théorème 38. Ce théorème montre32 que toutes les classes abstraites
dans deux modèles M1 et M2 sont aussi abstraites dans le modèle résultant de l’application de
compositionExtendC sur ces deux modèles.
Théorème 38. (isAbstractExtendCPreserved)
∀ M1 M2 ∈ Model, c ∈ Classes, o1 o2 ∈ (Objects ∗ Classes), MM ∈ MetaModel, Label,
(C : (Extensible M1 M2 o1 o2 Label MM)),
isAbstract c M1 ∧ isAbstract c M2
→ isAbstract c (compositionExtendC M1 M2 o1 o2 Label MM C).
Il n’y a donc aucune précondition sur cet opérateur de composition pour que la vérifica-
tion de la relation isAbstract soit compositionnelle.
lower & upper Le théorème 39 montre33 que la propriété lower est préservée par l’opéra-
teur compositionExtendC. Des hypothèses sont nécessaires contrairement à l’opérateur
précédent car l’opérateur peut s’appliquer à deux modèles ayant des éléments communs et
le résultat peut être un modèle non conforme au métamodèle.
Théorème 39. (lowerExtendCPreserved)
∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, r ∈ References,
n ∈ Natural, o1 o2 ∈ (Objects ∗ Classes), MM ∈ MetaModel, Label,
(C : (Extensible M1 M2 o1 o2 Label MM)),
(∀(o, c1) ∈ (MV1 ∪ MV2), r 6= Label∧ (lowerCond c r n 〈MV1, ME1〉 〈MV2, ME2〉)
∧(lower c r n 〈MV1, ME1〉) ∧ (lower c r n 〈MV2, ME2〉)
→ (lower c r n (compositionExtendC M1 M2 o1 o2 Label MM C)).
La preuve nécessite une hypothèse particulière qui est que le cardinal n doit être supé-
rieur ou égal au cardinal dans l’intersection des deux modèles. La condition est exprimée
pour les deux modèle 〈MV1, ME1〉 〈MV2, ME2〉 comme suit :
lowerCond(c ∈ Classes, r ∈ Re f erences, n ∈ Natural>) ,
n ≥ |{o2 ∈ (MV1 ∩ MV2) | 〈〈o, c〉, r, o2〉 ∈ (ME1 ∩ ME2)}|
La préservation de la propriété upper est décrite34 en utilisant le théorème 40 qui est simi-
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∀ 〈MV1, ME1〉 〈MV2, ME2〉 ∈ Model, c ∈ Classes, r ∈ References,
n ∈ Natural, o1 (o2 ∈ (Objects ∗ Classes), MM ∈ MetaModel, Label,
(∀(o, c1) ∈ (MV1 ∪ MV2),
c = c1 → (upperCond c r n 〈MV1, ME1〉 〈MV2, ME2〉)
∧(upper c r n 〈MV1, ME1〉) ∧ (upper c r n 〈MV2, ME2〉)
→ (upper c r n (compositionExtendC 〈MV1, ME1〉 〈MV2, ME2〉 o1 o2 Label MM)).
L’hypothèse assurant la préservation des propriétés sémantiques est que le cardinal n
associé à la relation r en relation avec la classe c doit être strictement supérieur à la somme
de ses cardinaux dans les deux modèles moins son cardinal dans le modèle d’intersec-
tion. Donc, le cardinal n doit satisfaire la condition upperCond pour les deux modèles
〈MV1, ME1〉 〈MV2, ME2〉 :
upperCond(c ∈ Classes, r ∈ Re f erences, n ∈ Natural>) ,
n > |{o2 ∈ MV1 | 〈〈o, c〉, r, o2〉 ∈ ME1}|+ |{o2 ∈ MV2 | 〈〈o, c〉, r, o2〉 ∈ ME2}|
−|{o2 ∈ (MV1 ∩ MV2) | 〈〈o, c〉, r, o2〉 ∈ (ME1 ∩ ME2)}|
Cette précondition pour la composition est naturelle pour préserver le cardinal de la re-
lation. Il est donc nécessaire d’introduire des préconditions sur cet opérateur pour que la
vérification des propriétés lower et upper soit compositionnelle.
isOpposite Le théorème 41 montre que chaque paire de références opposites dans les deux
modèles M1 et M2 restent aussi opposites en appliquant la fonction compositionExtendC
sur les deux modèles. Enfin, la propriété isOpposite est préservée35.
Théorème 41. (isOppositeExtendCPreserved)
∀ M1 M2 ∈ Model, r1 r2 ∈ References, o1 o2 ∈ (Objects ∗ Classes),
(C : (extensibleC M1 M2 o1 o2 Label MM)),
(r1 6= Label) ∧ (r2 6= Label)
∧ (isOpposite r1 r2 M1) ∧ (isOpposite r1 r2 M2)
→ (isOpposite r1 r2 (compositionExtendC M1 M2 o1 o2 Label MM C)).
Il n’est donc pas nécessaire d’ajouter des préconditions sur cet opérateur de composition
pour que la vérification de la relation isOpposite soit compositionnelle.
areComposite Le théorème 42 montre36 qu’un ensemble de références qui sont composites
dans deux modèles M1 et M2 sont aussi composites dans le modèle résultat de l’application
de compositionExtendC sur les deux modèles.
Théorème 42. (areCompositeExtendCPreserved)
Theorem areCompositeExtendCPreserved :
∀ M1 M2 ∈ Model, c ∈ Classes, R ⊂ References, o1 (o2(Objects ∗ Classes),
(C : (extensibleC M1 M2 o1 o2 Label MM)),
Label /∈ R ∧ areCompositeCond((o1, c1) (o2, c2), R)
∧ (areComposite c R M1) ∧ (areComposite c R M2)
→ (areComposite c R (compositionExtendC M1 M2 o1 o2 Label MM C)).
35http ://www.irit.fr/ Mounira.Kezadri/FormalMDE/ExtendCU.html#IOEP
36http ://www.irit.fr/ Mounira.Kezadri/FormalMDE/ExtendCU.html#ACEP
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La condition AreCompositeCond pour les deux modèles 〈MV1, ME1〉 〈MV2, ME2〉 :
areCompositeCond((o1, c1) (o2, c2) ∈ (Objects ∗ Classes), R ∈ Re f erences) ,
|{M2 ∈ MV1 | 〈〈o, c1〉, R, M2〉 ∈ ME1}|+ |{M2 ∈ MV2 | 〈〈o, c1〉, R, M2〉 ∈ ME2}| < 1
Il est donc nécessaire d’ajouter des préconditions sur cet opérateur de composition pour que
la vérification de la relation areComposite soit compositionnelle.
5.3.4 L’extraction de l’interface des fragments
Les propriétés définies précédemment sont aussi préservées en appliquant l’extraction de
l’interface des fragments. Nous annonçons les théorèmes correspondants dans ce qui suit
et les preuves pour les théorèmes des 6 propriétés sont accessibles sur la page web Formal
Assembly37. Nous noterons qu’aucune précondition supplémentaire n’est nécessaire pour
assurer que la vérification est compositionnelle pour les 6 propriétés suivantes.
subClass Le théorème 43 montre38 que la propriété subClass est préservée par l’opéra-
teur fragmentExtractionP. Donc, pour toutes classes c1, c2 et pour toute liste l de cor-
respondance de points (variation/référence), si c1 est une subClass de c2 dans un modèle M,
alors c1 est aussi une subClass de c2 dans ( f ragmentExtractionP M o).
Théorème 43. (ExtractPresSub)
∀ M ∈ Model, c1 c2 ∈ Classes, o ∈ Objects,
c1 /∈ {Hook, Prototype, AbsAllClasses, ROV}
∧(NotExtendedVPM M o) ∧ (NotExtendedEPM M o)
∧ subClass c1 c2 M→ subClass c1 c2 ( f ragmentExtractionP M o).
NotExtendedVPM M o et NotExtendedEPM M o vérifient que l’objet o n’est pas déjà déclaré
comme point de variation dans l’ensemble des nœuds et d’arcs du modèle M.
isAbstract La préservation de cette propriété par l’opérateur fragmentExtractionP
est prouvée39 en utilisant le théorème 44. Ce théorème montre que toutes les classes abs-
traites dans un modèle M sont aussi abstraites dans le modèle résultant de l’application du
fragmentExtractionP sur ce modèle.
Théorème 44. (ExtractPresIsAbstract)
∀M ∈ Model, c ∈ Classes, o ∈ Objects,
c1 /∈ {Hook, Prototype, AbsAllClasses, ROV}
∧ (NotExtendedVPM M o) ∧ (NotExtendedEPM M o)





5.3. La vérication des propriétés
lower & upper Le théorème 45 montre40 que la propriété lower est préservée par l’opé-
rateur fragmentExtractionP.
Théorème 45. (lowerExtPreserved)
∀ 〈MV, ME〉 ∈ Model, c ∈ Classes, r ∈ References, n ∈ Natural, o ∈ Objects,
c /∈ {Hook, Prototype, AbsAllClasses, ROV} ∧ r /∈ {bind, inh}
∧ (NotExtendedVPM M o) ∧ (NotExtendedEPM M o)
∧ (lower c r n 〈MV, ME〉)→ (lower c r n( f ragmentExtractionP M o)).
La préservation de la propriété upper est décrite41 en utilisant le théorème 46 qui est
similaire au théorème précédent pour la propriété lower.
Théorème 46. (upperExtPreserved)
∀ 〈MV, ME〉 ∈ Model, c ∈ Classes, r ∈ References, n ∈ Natural, o ∈ Objects,
c /∈ {Hook, Prototype, AbsAllClasses, ROV} ∧ r /∈ {bind, inh}
∧ (NotExtendedVPM M o) ∧ (NotExtendedEPM M o)
∧ (upper c r n 〈MV, ME〉)→ (upper c r n( f ragmentExtractionP M o)).
isOpposite Le théorème 47 montre42 que chaque paire de références opposites
dans les deux modèles M1 et M2 restent aussi opposites en appliquant la fonction
fragmentExtractionP sur ce modèle. Enfin, la propriété isOpposite est préservée.
Théorème 47. (isOppositePreserved)
∀ M ∈ Model, r1 r2 ∈ References, o ∈ Objects,
∧ (NotExtendedVPM M o) ∧ (NotExtendedEPM M o) ∧ r1, r2 /∈ {Mbind, Minh}
∧ (isOpposite r1 r2 M)→ (isOpposite r1 r2( f ragmentExtractionP M o)).
areComposite Le théorème areCompositeExtPreserved montre43 que les références
composites dans un modèle modèle M restent composites dans le modèle résultat de l’appli-
cation du fragmentExtractionP sur ce modèle.
Théorème 48. (areCompositeExtPreserved)
∀ M ∈ Model, c ∈ Classes, r ⊂ References, o ∈ Objects,
∧ (NotExtendedVPM M o) ∧ (NotExtendedEPM M o)
c /∈ {Hook, Prototype, AbsAllClasses, ROV} ∧ (inh, bind /∈ r)
∧ (areComposite c r M)→ (areComposite c r ( f ragmentExtractionP M o)).
Dans la première version de ISC [Aßm03], la notion de conformité ou la consistance est
restreinte à la propriété instanceO f définie dans 3. Un opérateur de composition est sûr s’il
permet de préserver la consistance (Theorème 5.1 de [Aßm03]). Un opérateur d’extension est
sûr s’il permet juste d’ajouter des fragments qui sont indépendant du modèles (Théorème






Assistance à la validation et vérication de systèmes critiques 111
Formalisation d'une composition de modèles (ISC)
Dans la dernière version de ISC [Joh11] implémentée dans l’atelier REUSEWARE comme
plugin Eclipse et développée en parallèle avec nos travaux, la notion du bon typage est vé-
rifiée pour les métamodèles par rapport à EMOF. REUSEWARE manipule des métamodèles
avec une syntaxe concrète et dont la syntaxe abstraite est EMOF. Cette version peut vérifier
que le modèle résultat est toujours conforme à EMOF. Elle introduit le concept de compatibi-
lité entre les points de variation (compatibilité des types), cette version d’ISC ne vérifie que
les contraintes de typage et ne considère donc pas les propriétés sémantiques.
Notre démarche est originale par rapport aux travaux d’Aßman, nous fournissons a
priori les préconditions qui assurent que le résultat de l’application d’un opérateur est valide
(typage et contraintes sémantiques). Nous n’avons pas besoin de vérifier pour chaque appli-
cation que le résultat est valide mais nous connaissons les préconditions qu’il faut respecter
et si nos conditions sont satisfaites, nous pouvons assurer que le résultat de la composition
est consistant.
5.4 Conclusion
à partir du cadre formel des concepts de l’IDM COQ4MDE, nous avons abordé le problème
de la composition. En s’inspirant de la méthode générique de composition ISC et de l’atelier
de composition REUSEWARE, nous avons d’abord proposé une extension des métamodèles
permettant d’exprimer des modèles avec des interfaces de composition, nous avons défini
par la suite des opérateurs pour l’extraction et la composition de fragments de modèles ex-
traits. Ceci a donné lieu à une formalisation des opérateurs élémentaires permettant l’extrac-
tion et la composition de modèles. Toutes ces notions ont été implémentées dans l’assistant
de preuve COQ suivant la même ligne directrice des travaux précédents. Nous avons com-
mencé nos travaux avec cette formalisation des opérateurs de la méthode ISC et les preuves
de préservation de leurs propriétés, nous avons défini par la suite dans le chapitre 3 des
opérateurs élémentaires dont nous avons montrer l’utilisation pour définir les opérateurs
d’ISC dans ce chapitre et le Package Merge dans le chapitre 4.
Cette intégration permet d’extraire des fonctions exécutables correctes par construction
pour les différentes opérations relatives à la composition de modèles. La terminaison des
opérations d’extraction et de composition est assurée par la définition en COQ. Les proprié-
tés de typage ainsi qu’un ensemble de propriétés relatives au métamétamodèle EMOF sont
prouvées préservées par les opérateurs de composition en introduisant pour certaines pro-
priétés des préconditions sur les paramètres des opérateurs de composition. L’application
n’est pas limitée à un langage spécifique mais peut s’étendre à tous les modèles et langages
de modélisation définis par des métamodèles exprimés en MOF.
L’ensemble des opérateurs élémentaires de la méthode ISC formalisés dans ce chapitre
sont : bind et extend. Deux autres opérateurs sont présentés comme élémentaires dans
[Aßm03] (rename et copy). L’opérateur rename peut renommer un point de variation, dans
notre cas il peut être implémenté à l’aide de l’opérateur substitution appliqué sur un mo-
dèle contenant une interface de composition. L’opérateur copy permet de copier un clone
avec un autre nom et peut être implémenté à l’aide de l’opérateur union. Ces deux opéra-




à partir des opérateurs élémentaires de la méthode ISC (bind et extend) définis dans ce
chapitre, des opérateurs complexes ont été construits. Les opérateurs composés permettent
de faire des transformations plus complexes comme par exemple lier plusieurs points de
variation en même temps par l’opérateur bind avec plusieurs points de variation.
Dans la méthode ISC [Aßm03] définie sur des fragments de code Java, l’opérateur d’ex-
tension garantit par définition qu’il ne va pas modifier le code du fragment, mais il peut
changer sa sémantique. La sémantique est préservée si le code ajouté au point de variation
est indépendant du code du fragment (Théorème 5.2 dans [Aßm03]). Nous avons prouvé
que la sémantique est préservée dans le cas où les modèles sont disjoints mais nous avons
prolongé ces travaux en proposant les préconditions les plus faibles possibles qui préservent
la sémantique dans le cas non disjoint en passant par la preuve formelle de tous les théo-
rèmes dans l’assistant de preuve COQ.
Cette proposition est une étape nécessaire dans la formalisation des techniques de com-
position. La prochaine étape de notre travail est de formaliser la notion de vérification
du modèle en s’appuyant sur plusieurs cas d’utilisation, dans une première étape, des
contraintes statiques telles que les contraintes OCL et par la suite des propriétés plus dyna-
miques telles que l’absence d’inter-blocage proposé dans le cadre de l’atelier BIP. Le résultat
attendu de notre travail est de définir un cadre pour déterminer les préconditions mini-
males nécessaires pour les opérateurs de composition pour assurer que la vérification d’une
propriété est compositionnelle en s’appuyant sur la construction de la preuve qu’elle l’est
effectivement, c’est-à-dire que les préconditions permettent d’assurer comme postcondition
la satisfaction de la propriété souhaitée.
Le codage des modèles exploité par COQ4MDE nous a permis de mener à bout nos expé-
riences. Les preuves réalisées sont toutefois assez lourdes sans être complexes. L’état de l’art
de l’exploitation des formalismes catégoriques en informatique a montré que ceux-ci per-
mettent généralement de simplifier les preuves en réutilisant les propriétés des opérateurs
catégoriques. Nous nous sommes donc intéressés à un autre codage des modèles issu de la
théorie des catégories, la cadre catégorique offre une description mathématique élégante et
intègre naturellement des opérateurs riches.
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LEs travaux réalisés dans les chapitres précédents reposent sur des preuves complexessans être mathématiquement difficiles. Ceci est lié à la représentation des modèles
comme des types dépendants dont chaque manipulation impose la preuve de la construc-
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tion d’un type modèle. Le raisonnement sur ces types est assez délicat notamment concer-
nant l’égalité. D’autres approches ont été envisagées pour représenter les modèles comme
[PM11] et [GSMP11] mais elles n’éliminent pas complètement ces difficultés et en intro-
duisent d’autres. Un autre aspect est que le cadre défini n’intègre pas naturellement des
opérateurs riches (nous devons définir et formaliser tout nos opérateurs avec la possibilité
de construction d’opérateurs de haut niveau à partir d’opérateurs formalisés). Nous avons
donc envisagé d’expérimenter l’utilisation d’un cadre fondé sur la théorie des catégories
[HS73] [Pie91] [Gol06] avec sa gamme d’opérateurs algébriques.
Ce chapitre décrit les résultats préliminaires à l’implémentation d’une catégorie de mo-
dèles et l’étude de l’interprétation des opérateurs algébriques classiques dans notre contexte.
Ce cadre catégorique permet d’améliorer l’expression et la compréhension des opérateurs
élémentaires, d’avoir un cadre commun permettant d’exprimer et de formaliser des opéra-
teurs plus riches d’une manière plus naturelle.
6.1 Une catégorie pour les modèles
Nous présentons une définition générique de la notion de catégorie empruntée à Awo-
dey [Awo10].
Dénition 5. Une catégorie est composée des éléments suivants :
3 Des objets : A, B, C, ...
3 Des èches : f , g, h, ...
3 Chaque èche f a deux composantes nommées successivement le domaine et le codomaine
de f : dom( f ) et codom( f ).
Nous écrivons : f : A → B pour indiquer que A = dom( f ) et B = codom( f ). Ceci est
représenté graphiquement par :
A B
f
3 Étant donnés deux èches : f : A→ B et g : B→ C, avec codom( f ) = dom(g), il existe une




3 Pour chaque objet A, il existe une èche identité : 1A : A→ A.
Ces données doivent satisfaire les règles :
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– L'associativité à gauche et à droite de la composition :
Pour tous morphismes (èches) f : A→ B, g : B→ C, h : C → D, on a : h ◦ (g ◦ f ) =
(h ◦ g) ◦ f .




h ◦ (g ◦ f ) = (h ◦ g) ◦ f
– La composition avec des morphismes identité :
Pour chaque f : A→ B : f ◦ 1A = f = 1B ◦ f .
Toute structure qui satisfait ces conditions est une catégorie.
Dénition 6. Un foncteur F : C → D entre une catégorie C et une catégorie D est une fonction des
objets de C vers les objets de D et des èches de C vers les èches de D tel que :
3 F( f : A→ B) = F( f ) : F(A)→ F(B)
3 F(g ◦ f ) = F(g) ◦ F( f )
3 F(1A) = 1F(A)
Remarque 6.1. Les diagrammes sont utilisés pour montrer que la composition des morphismes com-
mute. Par exemple le schéma ci-dessous commute si pour tous les morphismes f et g, il existe un





Une catégorie offre de nombreuses constructions qui sont des instances spécifiques de
notions plus génériques qui sont les limites et les colimites de diagrammes (produit/co-
produit, égalisateur/coégalisateur, pullback/pushout) et des théorèmes associés qui sont
exploitables dans toutes les catégories. Le bon choix des objets et des èches permet ensuite
de réutiliser ces constructions et propriétés.
La définition d’une catégorie de modèles requiert la définition des objets, des èches et
la preuve des propriétés associées. Selon nos réexions, deux choix sont possibles que nous
détaillons dans ce qui suit avec pour chaque solution ses avantages et ses inconvénients.
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Remarque 6.2. Les modèles sont dénis comme des multigraphes, donc, nous parlons d'un modèle
ou d'un graphe pour faire référence au graphe qui représente ce même modèle.
6.1.1 Une première approche intuitive
Pour un graphe donné, nous pouvons considérer les nœuds comme les objets de la catégo-
rie et les arcs comme les morphismes associés. La manipulation du graphe est plus simple
car elle évite dans un premier temps les complications liées à l’utilisation des types dépen-
dants. Mais cette solution impose l’ajout de morphismes supplémentaires pour obtenir une
catégorie. En effet, un graphe quelconque ne constitue pas une catégorie car deux propriétés
ne sont satisfaites : l’identité pour chaque nœud et la composition entre morphismes. Une
solution possible consiste à construire la fermeture transitive réexive des morphismes et
calculer la plus petite catégorie à partir du graphe.
Voici un exemple d’application de cette démarche pour construire une catégorie pour le
modèle présenté dans 4.13. La catégorie correspondante peut être construite comme suit :
1. représenter Employee, Building, Job et name comme des objets ;
2. considérer worksIn, worksAs et ownedAttribute comme étant des morphismes ;
3. ajouter les èches d’identité pour chaque objet (en rouge ci-dessous) ;
4. pour chaque paire de èches composables, ajouter une èche pour la fonction construite











Les liens de composition et d’identité selon cette proposition ne sont pas des liens fictifs
mais sont considérés comme des requêtes sur la structure du graphe qui indiquent pour un
nœud donné, l’ensemble des nœuds accessibles transitivement et réexivement. Un autre
inconvénient pour cette solution est qu’il est difficile de garder les propriétés du modèle
complet comme les objets manipulés sont les nœuds, notamment cette structure ne comporte
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pas en elle-même les propriétés de correction d’un modèle par exemple le fait qu’un lien ne
doit exister que si ses objets source et cible sont dans le modèle. Nous présentons alors une
deuxième approche en s’appuyant sur des constructions catégoriques.
6.1.2 Une seconde approche
Il s’agit de considérer les modèles comme les objets de la catégorie et les morphismes
de modèles comme les èches. La notion de morphisme est très générale, dans notre
contexte nous considérons des applications entre les modèles. C’est l’approche adoptée
dans [LCR+97] [EHK+96] [PP93]. Cette solution présente également des avantages et des
inconvénients. Parmi ses avantages, nous pouvons utiliser la structure de modèle définie
dans COQ4MDE et les opérateurs définis au niveau modèle (les caractéristiques séman-
tiques du modèle sont conservées par la structure). Par contre, comme les objets sont des
modèles, l’utilisation des types dépendant n’est pas évitée. Concernant la représentation
des structures algébriques en Coq, plusieurs solutions existent comme : les enregistrement
(Record) [GGMR09] et les classes typées (Class) [SO08]. Nous avons choisi de définir la ca-
tégorie de modèles en se basant sur une formalisation de la métathéorie des catégories en
COQ1. Cette formalisation utilise le type Class et elle est utilisée pour la définition d’un
foncteur (Définition 6.1) pour une transformation décrite dans [Meg12].
Les objets de la catégorie : Dans cette version, les objets de la catégorie sont des paires
constituées de l’ensemble des nœuds et des liens tels que cette paire constitue un graphe.
L’objet graphe est défini comme tvses = (vs, es) tel que vs est l’ensemble des nœuds et es
celui des liens. Pour chaque lien e ∈ es, e = ((e1, e2), a) est tel que e1 ∈ vs et e2 ∈ vs. Les
objets sont définis comme suit :
Definition OModele : = { t v s e s : ( u n i s e t GE. Vertex * u n i s e t GE. edge ) |
f o r a l l ( e : GE. edge ) ,
l e t ( vs , es ) : = t v s e s in
l e t ( edg , a ) : = e in l e t ( e1 , e2 ) : = edg in
In es e
−> In vs e1
/\ In vs e2}%type .
Les homomorphismes de la catégorie : Un morphisme de modèle est défini par un triplet
de fonctions mapve = (mapv, mape, mapa) avec une contrainte qui permet de vérifier que
l’application des fonctions mapv, mape et mapa préserve la structure du modèle. C’est une
fonction totale d’un graphe simple vers un autre graphe simple définie comme suit :
Definition MorModele :
OModele −> OModele −> Type : =
fun g g ’ => {map : ( ( ( GE. Vertex ) −> (GE. Vertex ) ) * ( (GE. edge ) −> (GE. edge ) ) * ( (GE. Arc ) −>
(GE. Arc ) ) ) |
f o r a l l ( e : GE. edge ) ,
l e t ( mapve , mapa) : = map in l e t (mapv , mape) : = mapve in
l e t ( edg , a ) : = e in l e t ( e1 , e2 ) : = edg in
match g , g ’ with
e x i s t ( vs , es ) graph , e x i s t ( vs ’ , es ’ ) graph ’ =>
1http://www.cs.berkeley.edu/~megacz/coq-categories/
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Figure 6.1 — Deux modèles A et B et un morphisme f entre les deux
In es e −>
( f s t ( f s t (mape e ) ) = mapv e1 )
/\ ( snd ( f s t (mape e ) ) = mapv e2 )
/\ In es ’ (mape e )
end } .
Exemple 6.1. Voici un exemple de deux objets A et B de la catégorie des modèles : Un mor-
phisme mapve possible entre les deux objets A et B peut être déni avec le triplet de fonctions
(mapv, mape, mapa) suivantes :
f =

mapv = {o1 → o3, o2 → o4}
mape = {((o1, o2), r1)→ ((o3, o4), r1)}
mapa = {r1 → r1}
Un autre morphisme possible est :
f =

mapv = {o1 → o3, o2 → o5}
mape = {((o1, o2), r1)→ ((o3, o5), r2)}
mapa = {r1 → r2}
Le premier morphisme satisfait bien la dénition de MorModele car : pour l'arc ((o1, o2), r1) du
modèle A, mape((o1, o2), r1) = ((mapv o1, mapv o2), mapa r1) et mape((o1, o2), r1) appartient
aux arcs de B. Le deuxième morphisme satisfait aussi la dénition de MorModele.
Remarque 6.3. Plusieurs homomorphismes de graphes peuvent être dénis, notamment toutes les
fonctions de type (OModele→ OModele→ Type) peuvent être considérées. Parmi les propriétés des
homomorphismes :
3 l'homomorphisme préserve la structure car les nœuds sont liés aux nœuds et les arcs sont liés
aux arcs.
3 l'homomorphisme n'est pas forcément injectif car les nœuds destinations peuvent être associés à
plusieurs nœuds sources.
3 l'homomorphisme n'est pas forcément surjectif car les nœuds destinations peuvent n'être asso-
ciés à aucun nœud source comme présenté dans les deux exemples précédents.
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Le morphisme identité : MorId est le morphisme qui pour chaque nœud associe le même
nœud, pour chaque arc associe le même arc et pour chaque étiquette d’arc associe la même
étiquette. Il est typé en COQ comme suit :
Definition MorId : f o r a l l g : OModele , MorModele g g .
Il est défini à l’aide du triplet de fonctions ((( f un x => x), ( f un x => x), ( f un x => x)))
avec la preuve que ces fonctions constitue un morphisme de g vers g.
La composition des morphismes : MorComp est la fonction de composition des mor-
phismes. Elle est définie en combinant l’application des deux fonctions. Soit homg =
(mapg, condh) : g → g′ un morphisme qui vérifie qu’un modèle g′ est le résultat de l’ap-
plication de la fonction mapve sur le modèle g, soit homg′ = (mapg′, condh′) : g′ → g′′ alors
la fonction map dans le morphisme composition est un triplet constitué de la composition
des trois composantes respectives des deux fonctions. Elle est typée en COQ comme suit :
Definition MorComp:
f o r a l l ( g : OModele ) g ’ g ’ ’ ,
( MorModele g g ’ ) −> ( MorModele g ’ g ’ ’ ) −> ( MorModele g g ’ ’ ) .
Soit : mapg= (mapv, mape, mapa) et mapg’= (mapv’, mape’, mapa’), alors la définition de
la composition utilise le triplet de fonctions : (( f un x => mapv′ (mapv x)), ( f un x =>
mape′ (mape x)), ( f un x => mapa′ (mapa x))) en association avec la preuve de la condition
sur le modèle composite.
L’équivalence des morphismes : MorEqv défini l’équivalence de morphisme comme suit :
deux morphismes hom et hom′ sont dits équivalents si leur résultat pour chaque nœud x
sont les mêmes.
Definition MorEqv g g ’ (hom: MorModele g g ’ ) (hom ’ : MorModele g g ’ ) : =
f o r a l l x , ( f s t ( f s t ( p r o j 1 _ s i g hom) ) ) x = ( f s t ( f s t ( p r o j 1 _ s i g hom’ ) ) ) x .
La catégorie des modèles : La catégorie des modèles définie avec ces notions d’objets
(OModele), morphisme (MorModele), morphisme identité (MorId), composition de mor-
phismes (MorComp) et équivalence de morphismes (MorEqv) comme une instance du type
classe défini dans 2 est la suivante :
Instance ModeleCat (Ob : = OModele ) :
Category (Ob) ( ( MorModele ) ) : =
{
id : = MorId
; comp : = fun a b c => MorComp a b c
; eqv : = fun a b H H’ => MorEqv a b H H’
} .
Nous avons choisi d’utiliser une bibliothèque COQ qui définit la notion de catégorie. Elle
permet de considérer des morphismes qui respectent eux même la structure de catégorie et
donc demande de prouver des propriétés supplémentaires :
2http://www.cs.berkeley.edu/~megacz/coq-categories/
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1. L’équivalence de morphismes (eqv_equivalence) est une relation d’équivalence (ré-
exive, symétrique et transitive). Elle est définie comme suit :
Lemma eqv_equivalence : f o r a l l a b , R e l a t i o n C l a s s e s . Equivalence ( MorEqv a b ) .
2. La composition de morphismes (MorComp) respecte la propriété le f t_identity (la com-
position avec le morphisme identité à gauche) :
Lemma l e f t _ i d e n t i t y : f o r a l l a b ( f : MorModele a b ) ,
MorEqv a b (MorComp a a b ( MorId a ) f ) f .
3. La composition de morphismes (MorComp) respecte la propriété right_identity (la com-
position avec le morphisme identité à droite) :
Lemma r i g h t _ i d e n t i t y : f o r a l l a b ( f : MorModele a b ) ,
MorEqv a b (MorComp a b b f ( MorId b ) ) f .
4. La composition de morphismes (MorComp) est une relation associative :
Lemma a s s o c i a t i v i t y : f o r a l l a b ( f : MorModele a b ) c ( g : MorModele b c )
d ( h : MorModele c d ) ,
MorEqv a d (MorComp a c d (MorComp a b c f g ) h )
(MorComp a b d f (MorComp b c d g h ) ) .
Nous avons choisi pour l’implémentation de la catégorie de modèles cette deuxième
approche qui considère les modèles comme les objets. Nous proposons dans ce qui suit la
signification de quelques opérateurs algébriques pour cette catégorie.
Selon le principe de dualité, chaque définition concernant une catégorie peut être trans-
formée en sa définition duale en remplaçant les mots domaine par codomaine et toutes les
compositions de type f ◦ g par g ◦ f . Si une proposition est vraie dans une catégorie, alors
la proposition duale est vraie dans la catégorie duale. Ce principe de dualité permet de
construire la preuve du théorème dual à chaque fois qu’un théorème est prouvé. Ce prin-
cipe permet donc de réduire de moitié les preuves à faire.
Le principe de dualité permet à la théorie des catégories de construire les objets initiaux
et terminaux, les produits, les coproduits, les égalisateurs, les coégalisateurs, les pullbacks et
les pushouts qui sont des exemples de constructions universelles et co-universelles que nous
présentons brièvement dans ce qui suit ainsi que leurs applications dans notre contexte.
6.2 Proposition d’interprétation des opérateurs algébriques
Nous étudions dans cette section la sémantique des opérateurs catégoriques dans la catégo-
rie de modèles. Le but est de définir les briques de base pour l’exploitation de ces notions
dans cette catégorie particulière. Nous nous intéressons dans ce cadre à l’extraction à partir
d’une catégorie définie à l’aide d’objets de type modèle et d’un morphisme entre ces objets
des opérateurs catégoriques que nous pourrons appliquer et leurs significations.
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6.2. Proposition d'interprétation des opérateurs algébriques
La catégorie duale :
Dénition 7. La catégorie duale pour une catégorie C est notée Cop. Les objets de la catégorie duale
sont les mêmes que les objets de C ; les èches sont les èches opposées des èches dans C.
La catégorie duale pour la catégorie de modèles est une catégorie dont les objets sont
du type OModele et dont le morphisme est le morphisme opposé à MorModele (obtenu en
inversant ses deux paramètres). Les èches de composition et d’identité sont donc définies
d’une façon triviale.
Les objets initiaux et terminaux :
Dénition 8. Un objet 0 est appelé un objet initial pour une catégorie si pour chaque objet A, il
existe exactement une èche de 0 vers A. D'une façon duale, un objet 1 est appelé objet nal ou
terminal si pour chaque objet A il y a exactement une èche de A vers 1.
Remarque 6.4. Les objets initiaux et terminal d'une catégorie peuvent ne pas exister.
Concernant la catégorie des modèles (de manière semblable à celle des ensembles), l’ob-
jet initial est le modèle vide car pour tout modèle, il existe une fonction qui permet de le
construire à partir d’un modèle vide. L’objet final peut être n’importe quel modèle A conte-
nant un seul élément avec un lien réexif, car il existe un morphisme de n’importe quel
modèle B vers ce modèle, ce dernier morphisme permet de lier tous les nœuds de A au
nœud unique dans B ainsi que tous les liens de A à l’arc unique de B.
Remarque 6.5. Les opérateurs tel qu'ils sont présentés concernent les objets dans la catégorie de
modèles. Ces opérateurs peuvent concerner la catégorie elle même.
Produit :
Dénition 9. Un produit de deux objets A et B est un objet A× B en association avec deux projec-
tions pi1 : A× B→ A et pi2 : A× B→ B, tel que pour chaque objet C et paires de èches f : C → A
et g : C → B, il existe un morphisme unique 〈 f , g〉 : C → A × B tel que : pi1 ◦ 〈 f , g〉 = f et
pi2 ◦ 〈 f , g〉 = g.
Dans la catégorie des ensembles, le produit de deux objets est leur produit cartésien. Le
produit dans la catégorie de modèles est le produit catégorique des deux graphes représen-
tant les deux modèles. Le produit catégorique peut être obtenue comme suit :
3 L’ensemble des nœuds est le produit cartésien des ensembles de nœuds de A et B.
3 Un arc r, r′ existe entre (o1, o2) et (o′1, o′2) s’il existe un lien r entre o1 et o2 dans A et un
lien r′ entre o′1 et o
′
2 dans B.
Exemple 6.2. Nous présentons sur la gure 6.2 l'exemple du produit des deux objets A et B.
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A × B
o2, o4
















Figure 6.2 — Le produit des deux modèles A et B
Remarque 6.6. pi1 et pi2 sont les fonctions de projection pour les objets A et B. Par exemple pi1 est
déni ainsi pour tout objet (o1, o2), arc (((o1, o2), (o3, o4)), (r1, r2)) et étiquette d'arc (r1, r2) dans
le modèle comme suit :
pi1 =

mapv(o1, o2) = o1
mape(((o1, o2), (o3, o4)), (r1, r2)) = ((o1, o3), r1)
mapa(r1, r2) = r1
Remarque 6.7. Pour l'instant, le produit ne semble pas avoir une utilité et une interprétation usuelle
dans le contexte de modèles.
Coproduit :
Dénition 10. Un coproduit de deux objets A et B est un objet A + B en association avec deux
projections ι1 et ι2 tel que pour tout objet C avec f : A → C et g : B → C, il existe un morphisme
unique 〈 f , g〉 : A + B→ C.
Pour la catégorie de modèles, le coproduit utilise aussi le concept de l’union disjointe qui
ressemble à l’union classique sauf que si les deux modèles ont des éléments en commun, ces
éléments sont présentés deux fois dans le résultat.






















Figure 6.3 — Le coproduit des deux modèles A et B
Remarque 6.8. ι1 et ι2 sont dénies comme les fonctions d'appartenance de A et B à A + B.
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Remarque 6.9. Cette construction dénit une version spéciale de la fusion de modèles. En relation
avec les propriétés EMOF, le coproduit de modèles est un opérateur qui conserve la propriété du bon
typage des deux modèles de base, les classes abstraites et l'héritage mais peut ne pas préserver les
multiplicités.
Égalisateur :
Dénition 11. Dans une catégorie C, étant donné deux èches parallèles f et g : A → B, un
égalisateur de f et g est composé de E un objet et e un morphisme tel que e : E → A, avec :
f ◦ e = g ◦ e. Étant donné z : Z → A avec f ◦ z = g ◦ z, il existe alors un u : Z → E unique tel
que : e ◦ u = z.
Pour les ensembles, étant donné deux fonctions f , g : A ⇒ B, soit E le sous-ensemble
de A où les deux morphismes coïncident : {x ∈ A | f (x) = g(x)}. La fonction d’inclusion
e : E→ A, qui relie chaque élément x ∈ X au même élément x considéré comme un élément
de A, est un égalisateur de f et g.
Pour la catégorie de modèles, si f et g sont des morphismes de modèles, alors leur éga-
lisateur est un morphisme e : E → A donné au niveau des nœuds comme l’ensemble E de
nœuds égaux par les fonctions f et g et au niveau des arcs par : E(x, y)⇔ A(e(x), e(y)). Au-
trement dit, si x et y appartiennent à E et s’il existe un arc entre eux dans A alors l’arc appar-
tient aussi à E. Simplement dit, ceci construit le sous-modèle de A où ∀x ∈ A, f (x) = g(x)
avec les liens associés à ses éléments.




mapv = {o1 → o3, o2 → o4}
mape = {((o1, o2), r1)→ ((o3, o4), r1)}
mapa = {r1 → r1}
g =

mapv′ = {o1 → o3, o2 → o5}
mape′ = {((o1, o2), r1)→ ((o3, o5), r2)}
















Figure 6.4 — Un exemple d’égalisateur
Coégalisateur :
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Dénition 12. Pour deux èches parallèles f , g : A⇒ B dans une catégorie C, un coégalisateur est
composé de Q un objet et q : B → Q un morphisme, avec la propriété q ◦ f = q ◦ g. Tel que, étant
donné Z et z : B→ Z, si z ◦ f = z ◦ g, alors il existe un u : Q→ Z unique tel que : u ◦ q = z.
Un coégalisateur est une généralisation d’un quotient en utilisant une relation d’équiva-
lence. Pour la catégorie des ensembles pour une paire de fonctions parallèles f , g : A ⇒ B,
l’égalisateur peut être construit en calculant le quotient de B par la relation d’équivalence
générée par l’équation f (x) = g(x) pour tout x ∈ A.
Concernant la catégorie de modèles, pour une relation d’équivalence map entre x ∈ A
et y ∈ B (les éléments équivalents à x par map, aussi appelé classe d’équivalence de x), tel
que le coégalisateur est le quotient de B par cette relation d’équivalence. Le résultat est un
modèle ou les éléments équivalents sont regroupés dans un seul élément.
Exemple 6.5. Voici un exemple de deux modèles A et B avec les mêmes morphismes f et g présentés



















Figure 6.5 — Un exemple de coégalisateur
Un opérateur très intéressant dans le contexte des modèles est le Package Merge pré-
senté dans le chapitre 4. Cet opérateur peut être implémenté comme une combinaison de
l’union disjointe et du quotient [RB88] et donc peut être défini en utilisant le coproduit en
combinaison avec le coégalisateur [Mar11]. Supposons que nous ayons deux modèles A et
B et une fonction map (qui relie les parties égales des deux modèles), la fusion des deux
modèles peut être obtenue comme suit :
1. un coproduit est calculé pour les deux modèles A et B.
2. la fonction map est utilisée pour calculer les classes d’équivalence.
3. Le quotient du modèle B par rapport aux classes d’équivalences est exactement la fusion
des deux modèles.
Une autre variante peut être imaginée ou les classes d’équivalence sont définies d’une
manière syntaxique (la relation d’équivalence est une égalité syntaxique) ceci permet de
synthétiser les classes d’équivalence entre les nœuds, les arcs et les étiquettes pour l’étape 2,
les étapes 1 et 3 restent les mêmes.
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Nous pouvons aussi récupérer dans ce cadre catégorique l’opérateur substitution en uti-
lisant la notion de foncteur (Définition 6.1). Dans ce cas, la substitution est utilisée pour
construire le foncteur de la catégorie des graphes à la catégorie des graphes substitués.
6.3 Conclusion
Nous avons présenté deux alternatives classiques pour la description d’une catégorie de
modèles ainsi que les détails d’implémentation de la solution choisie. Nous avons par la
suite décrit nos réexions pour compléter cette catégorie avec les notions habituelles dans
les cadres catégoriques.
Ces opérateurs algébriques peuvent ne pas préserver le type de propriétés que nous
avons vérifié dans le chapitre 3 pour des opérateurs élémentaires. À ce niveau, nous avons
mené des réexions informelles sur les propriétés préservées, les preuves en COQ ouvriront
les portes pour des travaux futurs. Premièrement, l’opérateur produit génère un modèle
qui est fondamentalement et structurellement différent des deux modèles de base (ce qui
introduit un changement des nœuds et des arcs), donc aucune des propriétés ne peut être
préservée. Pour le coproduit et le coégalisateur, le bon typage, l’héritage, les classes abs-
traites sont préservées par contre les cardinaux peuvent ne pas être préservés (le premier
peut poser une non conformité par rapport à la borne maximale et le deuxième par rap-
port à la borne minimale). Pour le coégalisateur, le modèle résultat peut préserver toutes
le propriétés. Enfin, la combinaison d’un coproduit avec un coégalisateur préserve toutes
les propriétés. Cette combinaison peut être considérée comme une manière de restaurer la
préservation des propriétés une fois elles ont été altérées par une application d’un opérateur
coproduit. Une autre piste donc à étudier est l’utilisation du coégalisateur pour la restaura-
tion de la consistance dans le cadre de transformations bidirectionnelles.
Nous avons indiqué dans ce chapitre comment la théorie des catégories peut être utile
dans notre contexte de modèles. Selon l’état de l’art en modélisation par la théorie des ca-
tégories, l’implémentation concrète de ces constructions universelles et couniverselles pour
ce contexte particulier devrait être très avantageuse non seulement pour l’implémentation
des opérateurs sur les modèles d’une manière élégante comme l’utilisation de la combinai-
son du coégalisateur et le coproduit pour l’implémentation du Package Merge mais aussi
pour des preuves plus simples pour des propriétés complexes.




CE chapitre présente le bilan des travaux réalisés dans cette thèse et quelques perspec-tives. L’objectif initial était l’étude de la réutilisation dans un contexte de certification
et qualification. Ce sujet est très vaste et nous nous sommes focalisée sur deux aspects : la
réutilisation d’outils de vérification et la formalisation de la composition dans un langage
de modélisation supportant des activités de vérification. Nous avons exploité les deux para-
digmes de modélisation majoritairement utilisés qui sont au centre de l’ingénierie logicielle
et des problèmatiques de réutilisation : l’Ingénierie Dirigée par les Modèles (IDM – UML,
EMOF, OO) et le Web sémantique (RDF, OWL, ontologies). Le Web sémantique offre une
plus grande expressivité et est censé être plus accessible aux les profanes. Dans ce cadre, les
ontologies permettent de modéliser collaborativement un monde ouvert en perpétuelle évo-
lution et de raisonner sur les modèles produits. Les modèles correspondent généralement
à des spécifications d’un existant validées par des êtres humains sans sémantique explicite
qui permettrait de les vérifier en les confrontant à d’autres modèles. Les outils disponibles
sont souvent des prototypes académiques. L’IDM est plus mature, dispose d’un plus grand
nombre d’outils et est mieux maîtrisée par le monde industriel. Elle est plutôt exploitée
par une communauté d’utilisateurs plus restreinte. Il est généralement possible d’associer
une sémantique explicite aux modèles ce qui permet d’exploiter des techniques de vérifi-
cation formelles qui s’appuient sur la sémantique des langages de modélisation. Ces deux
approches ont été appliquées indépendamment dans les deux parties de cette thèse.
6.4 Bilan des travaux présentés
Cette thèse est présentée essentiellement en deux parties. La première partie concerne la
construction d’une ontologie du domaine de la V&V que nous appelons formalisation syn-
taxique. La seconde partie présente une formalisation de la construction et de la vérifica-
tion d’un assemblage de composants pré-vérifiés en s’appuyant sur une formalisation des
concepts de l’IDM et que nous appelons formalisation sémantique. Dans cette dernière partie,
les composants que nous considérons sont des morceaux de modèles conformes au même
métamodèle et la vérification sémantique considérée est la conformité.
6.4.1 La formalisation syntaxique
Nous avons principalement décrit dans cette partie l’ontologie de domaine de V&V. La
VVO est une ontologie qui contient une conceptualisation générale du domaine avec une
population riche de méthodes et d’outils liés. Cette ontologie est utilisée initialement comme
nous l’avons montré dans l’étude de cas comme une base de connaissances pour répondre à
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des requêtes. Elle est librement accessible pour être étendue et validée par la communauté.
6.4.2 La formalisation sémantique
Nous avons présenté une formalisation avec l’assistant à la preuve COQ de quelques opéra-
teurs élémentaires d’assemblage de composants. Ces opérateurs sont exprimés dans le cadre
d’IDM formelle COQ4MDE. Nous avons prouvé la préservation des propriétés en relation
avec le métamétamodèle EMOF ainsi que la propriété du bon typage pour ces opérateurs
élémentaires. La propriété de la terminaison des opérateurs est toujours assurée dans un dé-
veloppement en COQ. Les formalisations des opérateurs de plus haut niveau peuvent être
obtenues en combinant celles des opérateurs élémentaires. Le processus de formalisation de
l’opérateur Package Merge de EMOF est aussi expliqué à base d’opérateurs élémentaires.
D’autres opérateurs de composition de la méthode ISC sont aussi formalisés et les preuves
de propriétés sont aussi présentées.
Nous avons présenté nos travaux préliminaires pour une catégorie de modèles et nos
réexions sur la signification des opérateurs catégoriques. Le cadre algébrique catégorique
permet d’exprimer des opérateurs très riches d’une manière assez intuitive. L’implémen-
tation concrète de ces opérateurs en COQ et les propriétés que nous pouvons vérifier et
conserver par application des opérateurs algébriques restent des perspectives.
6.5 Perspectives
Nous présentons dans ce qui suit quelques pistes pour des travaux futurs. Premièrement,
l’ontologie VVO est conçue actuellement dans un but de partage de connaissances, elle peut
avoir beaucoup d’autres utilisations, nous présentons dans un premier point des exemples
d’utilisation (points 6.5.1 et 6.5.2). Deuxièmement, la formalisation sémantique proposée en
COQ offre un cadre pour manipuler des modèles et spécifier des techniques de vérification.
Cela permet ensuite de prouver la correction de modèles et d’étudier la conservation de
propriétés lors de l’assemblage de composants. Ce cadre peut être étendu pour supporter
d’autres opérateurs et vérifier d’autres propriétés (point 6.5.3). Il peut aussi être utilisé pour
décrire et vérifier des opérateurs sur des ontologies (point 6.5.4).
6.5.1 Compatibilité de composants à base d’ontologies
Suivant le principe du SOA (Service-oriented architectures) [Erl08] pour l’interopérabilité
des services web et ce qui se fait dans le domaine du SWS (Semantic Web Service) [KT06]
pour l’élaboration d’applications à base d’ontologies, l’ontologie peut être utilisée pour au-
tomatiser la composition par la définition des connexions sémantiques entre les composants
en exprimant d’une manière explicite les composants compatibles. Nous pouvons soit ex-
primer la compatibilité comme une intention et dans ce cas spécifier les composants qui




6.5.2 Compatibilité comportementale lors de l’assemblage
Les vérifications en COQ assurent l’égalité de types (contrainte explicite dans la fonction de
substitution), remplacer un type par un autre qui soit compatible nécessite une manière d’ex-
primer une hiérarchie pour les types et une notion de compatibilité plus exible. Le type ex-
prime la contrainte minimale pour autoriser la composition en préservant le typage, l’ajout
de préconditions sur le même paramètre permet de rendre compositionnelles d’autres pro-
priétés. Pour l’instant, l’équivalence est déclarée explicitement sans s’appuyer sur le contenu
structurel et comportemental des types. Plusieurs aspects doivent être étudiés dans ce but.
D’une part, les langages de métamodélisation dans l’IDM se focalisent sur les aspects struc-
turels du langage. La sémantique n’apparaît qu’à travers le choix des noms des métaclasses
et des relations. La sémantique statique peut être exprimée avec des formules de la logique
du premier ordre FOL (First Order Logic) manipulant des instances des métaclasses et des
relations (OCL est utilisé par l’OMG pour exprimer ces contraintes pour EMOF). Les pro-
priétés considérées dans cette thèse en terme de vérification compositionnelle sont de cette
nature (structurelle). Pour traiter des propriétés comportementales, comme les travaux réa-
lisés autour du langage BIP [BBS06] en terme de vérification compositionnelle de l’absence
d’interblocage, il est nécessaire de pouvoir donner une sémantique comportementale pour
les langages spécifiés par un métamodèle. Plusieurs travaux proposent d’introduire un méta
langage d’actions pour exprimer cette sémantique à travers des méthodes associées aux mé-
taclasses comme Kermeta [MFJ05] et XCore3. Cette forme opérationnelle permet d’exprimer
des contraintes sous une forme axiomatique à base de pré/post conditions sur les méthodes
et d’invariants sur les métaclasses. Elle n’est pas forcément très adaptée à la définition de
propriétés sur le comportement du langage qui exigent de raisonner sur l’évolution de l’état
du système de façon semblable à une sémantique de trace. Des travaux sont en cours au
sein du projet ANR GEMOC4 pour offrir les extensions adéquates au niveau des langages
de métamétamodélisation en s’appuyant sur une combinaison de l’approche opérationnelle
pour les détails internes de manipulations des métaclasses en exploitant Kermeta et sur
une sémantique de traces en s’appuyant sur CCSL [And09]. Les résultats de cette thèse et
les travaux de formalisation en COQ du langage Fiacre par Garnacho et al. [GBF13] à base
de Timed Transition System de Henziger [HMP92] pourront servir de base à la formali-
sation sémantique de ces extensions de langages de métamétamodélisation. L’objectif de
GEMOC est de construire un atelier de spécification de langages permettant de donner dif-
férentes sémantiques plus ou moins détaillées selon les activités de V&V considérées et les
phases du cycle de vie dans lesquelles les modèles sont réalisés. D’autre part, il faut aussi
considérer d’autres formes de propriétés que nous souhaitons préserver par composition,
ou vérifier de manière compositionnelle. Autrement dit, nous pouvons considérer d’autres
notions de conformité pour lesquelles nous étudierons la compositionalité. Dans le cadre
de ce manuscrit, nous avons d’abord considéré le typage, que nous avons ensuite enrichi
avec d’autres contraintes comme la multiplicité. Il serait pertinent d’étudier les relations sé-
mantiques entre les différentes formes de conformité pour en déduire la préservation de la
compositionalité à partir de la relation entre les conformités. Nous montrons la préservation
pour la conformité au sens EMOF qui sur-contraint le typage. Autrement dit, le respect de la
3http://wiki.eclipse.org/Xcore
4http://gemoc.org/
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conformité au sens EMOF, assure le typage. Nous pouvons donc en déduire la préservation
du typage sans refaire les preuves.
6.5.3 Modélisation d’autres opérateurs
Nous pouvons formaliser d’autres opérateurs de composition élémentaires ou de plus haut
niveau pour lesquels nous pouvons suivre la même démarche de vérification. Les opéra-
teurs élémentaires déjà formalisés offre un cadre riche pour implémenter une grande famille
d’opérateurs d’assemblage de haut niveau. Dans ce travail, nous avons exprimé d’autres
opérateurs qui nous ont servi pour nos vérifications d’opérateurs élémentaires comme l’opé-
rateur d’intersection de modèles utilisé pour la vérification de l’opérateur Union. L’opéra-
teur intersection peut être utilisé pour formaliser d’autres opérateurs sur les modèles comme
EMFDi f f , l’opérateur Slicing et l’opérateur Pruning sur les métamodèles dont le but est de
construire des vues spécifiques des métamodèles. Ces opérateurs manipulent la structure du
modèle. La programmation par aspect en programmation orientée objet et les technologies
monadiques en programmation fonctionnelle permettent d’assembler des comportements.
Une perspective à long terme pour la poursuite de ces travaux consiste à formaliser ce type
d’opérateurs de composition comportementale. Ces travaux seront partiellement abordés
dans le cadre du projet GeMoc cité précédemment.
Nous pouvons étudier la correction des opérateurs composites d’une manière générique
comme illustré sur la figure 6.6. Pour exprimer le fait que si une propriété particulière (par
exemple con f ormsTo) est préservée par l’application d’un opérateur de composition f1 et
par l’application d’un opérateur de composition f2, alors cette propriété est préservée par
l’application de l’opérateur ( f1|| f2).
MM
f1 M1 M2 M1 M2 f2 M1 M2( f1 || f2) M1 M2
conformsTo
Figure 6.6 — La vérification du conformsTo pour la composition de fonctions
Une autre approche est de spécifier les conditions sur les opérateurs d’une manière gé-
nérique pour qu’ils préservent par définition une certaine propriété. Par exemple n’importe
quel opérateur qui ne modifie pas le type des éléments de modèles préserve par définition
la propriété instanceO f .
6.5.4 Opérateurs sur les ontologies
Une ontologie peut être vue elle même comme un modèle conforme à un métamodèle. Nous
pouvons appliquer tous les opérateurs d’assemblage déjà étudiés dans cette thèse sur des
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modèles ontologiques, ceci dans un but de formaliser l’assemblage certifié pour les onto-
logies. L’exemple le plus simple d’application est la fusion formelle d’ontologies. En effet,
une ontologie comporte des formules de logique du premier ordre exprimées avec OWL.
De nombreuses ontologies sont très volumineuses et composées de sous-ontologies faible-
ment liées qui forment naturellement des composants c’est-à-dire des parties pouvant être
assemblées. Leur vérification est souvent très coûteuse et bénéficierait d’un traitement com-
positionnel. Les expériences conduites dans cette thèse concernent des propriétés locales.
Les préconditions restent donc relativement simples pour les opérateurs de composition. Il
est nécessaire de poursuivre les travaux en considérant des propriétés plus globales pour
mesurer la complexité des préconditions nécessaires pour réaliser la vérification composi-
tionnelle. Ces travaux seraient proches de la prise en compte d’OCL évoquées dans la section
précédente.






A Une extension pour labibliothèque Uniset de COQ
Cette annexe présente des propriétés supplémentaires prouvées sur la structure Uniset (une
représentation des ensembles à l’aide de fonctions caractéristiques) de la bibliothèque stan-
dard de COQ que nous exploitons dans les autres preuves.
A.1 L’union
Ces propriétés concernent l’union telle qu’elle est définie dans la bibliothèque Uniset1 et
utilisée dans le chapitre 3.
Le lemme unionAddLe f tSym montre que l’ajout d’un élément à l’union de deux en-
sembles est égal à l’union du résultat de l’ajout de l’élément au premier ensemble avec le
deuxième ensemble. Le théorème unionAddRightSym est similaire en commutant les deux
côtés de l’égalité.
Lemme 23. (unionAddLeftSym) ∀ s s′ v, add(union s s′) v = union(add s v) s′.
Lemme 24. (UnionIntroLeft) ∀ v s s′, v ∈ s→ v ∈ (union s s′).
Lemme 25. (UnionIntroRight) ∀ v s s′, v ∈ s′ → v ∈ (union s s′).
Lemme 26. (UnionElim) ∀ v s s′, v ∈ (union s s′)→ v ∈ s ∨ v ∈ s′.
A.2 Les ensembles disjoints
Deux ensembles sont dits disjoints s’il n’existe pas d’éléments appartenant en même temps
aux deux ensembles. Voici un ensemble de théorèmes concernant les ensembles disjoints :
Lemme 27. (DisjointSym) ∀ s s′, Disjoint s s′ → Disjoint s′ s.
Lemme 28. (DisjointAddLeftIntro) ∀ v s s′, v /∈ s′ → Disjoint s s′ → Disjoint (add s v) s′.
Lemme 29. (DisjointAddRightIntro) ∀ v s s′, v /∈ s→ Disjoint s s′ → Disjoint s (add s′ v).
1http://coq.inria.fr/stdlib/Coq.Sets.Uniset.html
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Lemme 30. (DisjointAddLeftElim1) ∀ v s s′, Disjoint (add s v) s′ → v /∈ s′.
Lemme 31. (DisjointAddRightElim1) ∀ v s s′, Disjoint s (add s v)→ v /∈ s.
Lemme 32. (DisjointAddLeftElim2) ∀ v s s′, Disjoint (add s v) s′ → Disjoint s s′.
Lemme 33. (DisjointAddRightElim2) ∀ v s s′, Disjoint s (add s′ v)→ Disjoint s s′.
A.3 L’intersection
L’intersection (inter) est implémentée en utilisant les booléens tel que, x est un membre
de l’ensemble A1 ∩ A2 si la valeur de χA1(x) ∧ χA2(x) est satisfaite, x n’appartient pas à
l’intersection dans le cas contraire.
χA1∩A2(x) = χA1(x) ∧ χA2(x)
Lemme 34. (interEmptyLeft) ∀ s, inter Emptyset s = Emptyset.
Lemme 35. (interEmptyRight) ∀ s, inter s Emptyset = Emptyset.
Lemme 36. (interAddLeft1) ∀ v s s′, v ∈ s′ → inter (add s v) s′ = add (inter s s′) v.
Lemme 37. (interAddLeft2) ∀ v s s′, v /∈ s′ → inter (add s v) s′ = inter s s′.
Lemme 38. (interAddRight1) ∀ v s s′, v ∈ s→ inter s (add s′ v) = add (inter s s′) v.
Lemme 39. (interAddRight2) ∀ v s s′, v /∈ s→ inter s (add s′ v) = inter s s′.
Lemme 40. (interIntro) ∀ v s s′, v ∈ s→ v ∈ s′ → v ∈ (inter s s′).
Lemme 41. (interElimLeft) ∀ v s s′, v ∈ (inter s s′)→ v ∈ s.
Lemme 42. (interElimRight) ∀ v s s′, v ∈ (inter s s′)→ v ∈ s′.
Lemme 43. (DisjointInter) ∀ s s′, Disjoint s s′ → inter s s′ = Emptyset.
Lemme 44. (interDisjoint) ∀ s s′, inter s s′ = Emptyset→ Disjoint s s′.
A.4 La différence
La différence (di f f ) entre deux ensembles est implémentée comme suit : x est un membre
de l’ensemble A1 − A2 si la valeur de χA1(x) ∧ ¬χA2(x) est satisfaite, x n’appartient pas à
l’union dans le cas contraire.
χA1−A2(x) = χA1(x) ∧ ¬χA2(x)
Lemme 45. (diffIntro) ∀ v s s′, v ∈ s→ v /∈ s′ → v ∈ (di f f s s′).
Lemme 46. (diffElimLeft) ∀ v s s′, v ∈ (di f f s s′)→ v ∈ s.




Cette section présente des théorèmes concernant l’opération map sur les ensembles qui est
une version générique de la substitution. Elle permet d’appliquer une certaine fonction f
sur tous les éléments d’un ensemble. L’application de la fonction f sur l’ensemble défini par
χA est définie pour chaque élément x comme suit :
mapu f χA(x) = f (χA(x))
Lemme 48. (mapuElim) ∀ f s v, v ∈ (mapu f s)→ ( f v) ∈ s.
Lemme 49. (mapuIntro) ∀ f s w v, ( f v) ∈ s→ f = f w→ w ∈ (mapu f s).
Lemme 50. (mapuEmpty) ∀ f , mapu f Emptyset = Emptyset.
Lemme 51. (mapuAddSym) ∀ f v′ s, mapu f (add s ( f v)) = (equiv f v) ∪ (mapu f s).
Les définitions et lemmes présentés dans ce chapitre sont utilisés pour l’implémentation
des opérateurs et les preuves correspondants au niveau des graphes et des modèles.
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La formalisation des propriétés sémantiques tel que lower dans la section 3.4.5 de-
mande le calcul d’un cardinal sur la structure du modèle. Ceci fait intervenir des itérateurs
sur les composantes du modèle. Les ensembles des nœuds et des liens sont représentés
comme des fonctions caractéristiques qui sont utilisées pour former les graphes en deuxième
niveau qui constituent les modèles d’ou la difficulté d’itérer sur les modèles.
D’une façon générale, un objet composé tel qu’un ensemble, doit fournir une manière de
parcourir et d’accéder à ses éléments d’une façon séquentielle. Un itérateur doit connaître
l’élément courant et les éléments qui sont déjà parcourus. Un itérateur peut être vu comme
un type abstrait qui a deux opérations élémentaires : référencer un élément particulier dans
l’ensemble et modifier son état pour désigner l’élément suivant sans jamais désigner deux
fois le même élément. Le but d’un itérateur est de permettre de traiter chaque élément de
l’ensemble indépendamment de la structure interne de l’ensemble.
Remarque B.1. Toutes les fonctions utilisées pour exprimer les propriétés sont écrites dans une
syntaxe COQ qui permet de générer du code calculable et non pas juste des propositions.
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B.1 Les itérateurs de graphes
Nous présentons des itérateurs avec des définitions génériques qui permettent de parcou-
rir les graphes en appliquant une certaine fonction ou en vérifiant une certaine condition
sur chaque élément dans les ensembles des nœuds et des graphes. Ces itérateurs utilisent
la structure du graphe pour parcourir d’une façon séquentielle les éléments des deux en-
sembles.
B.1.1 Les itérateurs des nœuds et des liens
La fonction iter dans le module V définit un type pour les itérateurs sur les nœuds d’un
graphe g. R est le type de retour de la fonction appliquée aux nœuds du graphe. tvses est
la paire des ensembles des nœuds et des arcs utilisés pour construire le graphe g.
Definition i t e r R ( g : graph t v s e s ) : = In g → R .
In caractérise tous les nœuds qui satisfont la condition d’appartenir à l’ensemble des nœuds
du graphe g, elle est utilisée dans la définition de iter pour choisir un élément de l’en-
semble des nœuds de g. In est définie dans le module V comme suit :
Definition In ( g : graph t v s e s ) : = { v : typ | Uniset . In ( f s t t v s e s ) v } .
Exemple B.1. (M.V.iter bool g) est le type des fonctions d'itération qui pour les nœuds du graphe
g retournent un booléen.
Remarque B.2. Les dénitions du module des nœuds (V) sont préxées par M.V et celles du module
des liens (E) par M.E.
Le lemme Add_iter montre que pour un graphe g et un nœud v, si nous avons un
itérateur de nœuds pour le graphe (AddV v g) alors nous pouvons déduire un itérateur de
nœuds pour le graphe g. Une définition similaire adaptée pour l’itérateur des liens notée
M.E.Add_iter est définie dans le module E.
Lemma Add_iter :
f o r a l l (R : Set ) tvses ’ v ( n : ~ Uniset . In ( f s t tvses ’ ) v ) ( g ’ : graph tvses ’ ) ,
( i t e r R (AddV tvses ’ v n g ’ ) ) −> ( i t e r R g ’ ) .
Ceci est prouvé grâce au lemme Add_in_S. Un autre lemme dans le module E est défini
en remplaçant AddV par AddA.
Lemma Add_in_S :
f o r a l l tvses ’ v ( n : ~ Uniset . In ( f s t tvses ’ ) v ) ( g ’ : graph tvses ’ ) ,
In g ’ −> In (AddV tvses ’ v n g ’ ) .
Nous présentons dans ce qui suit 3 modules de COQ4MDE [TCCG07] qui définissent
des itérateurs sur les graphes ainsi que leurs propriétés. Ces itérateurs sont utilisés par la
suite pour définir des itérateurs plus spécifiques pour les modèles.
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B.1.2 Le module Forall
Le module Forall définit un opérateur qui permet de vérifier des conditions sur tous les
nœuds et/ou tous les arcs d’un graphe.
La fonction elements définie dans le module Forall permet d’appliquer en même
temps sur un graphe un itérateur sur les nœuds et un itérateur sur les arcs. L’itérateur sur les
nœuds permet d’accéder à tous les nœuds de l’ensemble pour vérifier une certaine condition
sur chaque nœud et retourner une valeur booléenne. D’une manière similaire, l’itérateur sur
les arcs permet d’accéder à tous les arcs de l’ensemble pour vérifier une certaine condition
sur chaque arc et retourner ainsi une valeur booléenne. La fonction retourne la valeur fausse
si un des itérateurs trouve un nœud/arc qui ne satisfait pas sa condition.
Fixpoint elements t v s e s ( g : graph t v s e s ) { s t r u c t g } : (V. i t e r bool g ) −> ( E . i t e r bool g )
−> bool : =
match g in pgraph t v s e s return (V. i t e r bool g ) −> ( E . i t e r bool g ) −> bool with
| Nil => fun _ _ => t rue
| AddA tvses ’ s d a Hd Hs Ha g ’ => fun fv f e => l e t fe ’ : = E . Add_iter s d a Hd Hs Ha g ’ f e
in i f f e ( E . Add_in_O s d a Hd Hs Ha g ’ )
then elements tvses ’ g ’ fv fe ’
e lse f a l s e
| AddV tvses ’ v n g ’ => fun fv f e => l e t fv ’ : = V. Add_iter v n g ’ fv
in i f fv (V. Add_in_O v n g ’ )
then elements tvses ’ g ’ fv ’ f e
e lse f a l s e
end .
Cette définition permet d’utiliser la structure du graphe pour itérer les ensembles des
nœuds et des arcs de ce graphe en vérifiant les conditions définies par les itérateurs. Dans le
cas d’un graphe vide le résultat de la vérification est toujours vraie. Pour les constructeurs
AddV et AddA (les constructeurs pour l’ajout d’un nœud v ou un arc e à un graphe g),
les itérateurs sont synthétisés pour le graphe g à l’aide de V.Add_iter (Lemma B.1.1) et
E.Add_iter. Après vérification des conditions définies par les itérateurs sur v ou e, si
les conditions sont satisfaites la fonction est appelée récursivement, sinon le résultat de la
vérification est faux.
La propriété Add_in_O utilisée dans la définition de elements permet de choisir l’élé-
ment à itérer (nœud/arc) en donnant la preuve qu’il appartient à l’ensemble des nœud-
s/arcs. Pour sa définition dans le module E présentée dans le Lemme suivant, nous choi-
sissons l’arc (src, a, dst) en prouvant qu’il satisfait la condition d’appartenance à l’ensemble
des arcs.
Lemma Add_in_O : f o r a l l tvses ’ s r c dst a (Hd : Uniset . In ( f s t tvses ’ ) dst ) (Hs : Uniset . In
( f s t tvses ’ ) s r c ) (Ha :~ Uniset . In ( snd tvses ’ ) ( src , dst , a ) ) ( g ’ : graph tvses ’ ) ,
In (AddA tvses ’ s r c dst a Hd Hs Ha g ’ ) .
Les propriétés elements_correct et elements_complete permettent de passer de
la définition de la fonction elements (l’itérateur Forall des nœuds/arcs/nœuds et arcs) à
une quantification universelle classique sur ces derniers et d’une quantification universelle
sur les nœuds et les arcs à la définition de elements. Nous définissons ainsi une équiva-
lence entre ces deux représentations.
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Lemma e le ments_ corre c t :
f o r a l l t v s e s ( g : graph t v s e s ) ( pv : V. i t e r bool g ) ( pe : E . i t e r bool g ) ,
elements g pv pe = t rue −> ( f o r a l l v , pv v = t rue ) /\ ( f o r a l l e , pe e = t rue ) .
Lemma elements_complete :
f o r a l l t v s e s ( g : graph t v s e s ) ( pv : V. i t e r bool g ) ( pe : E . i t e r bool g ) ,
( f o r a l l v , pv v = t rue ) −> ( f o r a l l e , pe e = t rue ) −> elements g pv pe = t rue .
B.1.3 Le module Fold
Ce module permet de définir des fonctions qui peuvent itérer les nœuds et les arcs des
graphes en générant certains résultats à l’aide de la fonction fold. Cette fonction est pa-
ramétrée par son type de retour R, deux itérateurs et une valeur initiale qui est également
de type R. Elle parcourt le graphe en utilisant ses itérateurs (pour les nœuds et pour les
arcs). L’itérateur sur les nœuds est du type (V.iter (R → R)) (c’est n’importe quelle fonc-
tion qui permet pour un nœud du graphe et pour une valeur initiale de type R de retour-
ner une certaine valeur de type R). La fonction qui permet d’itérer les arcs est typée par
(E.iter (R → R)). La fonction fold applique récursivement les deux fonctions d’itérations
et se termine en exploitant la structure du graphe.
Fixpoint fo ld (R : Set ) t v s e s ( g : graph t v s e s ) { s t r u c t g } :
(V. i t e r (R −> R) g ) −> ( E . i t e r (R −> R) g ) −> R −> R : =
match g in pgraph t v s e s return (V. i t e r (R −> R) g ) −> ( E . i t e r (R −> R) g ) −> R −> R with
| Nil => fun _ _ t => t
| AddA tvses ’ s d a Hd Hs Ha g ’ => fun fv f e t => l e t fe ’ : = E . Add_iter s d a Hd Hs Ha g ’
f e
in f e ( E . Add_in_O s d a Hd Hs Ha g ’ ) ( fo ld R tvses ’ g ’ fv fe ’ t )
| AddV tvses ’ v n g ’ => fun fv f e t => l e t fv ’ : = V. Add_iter v n g ’ fv
in fv (V. Add_in_O v n g ’ ) ( fo ld R tvses ’ g ’ fv ’ f e t )
end .
B.1.4 Le module Exists
Nous nous intéressons maintenant à un opérateur qui itère tous les éléments du graphe
en cherchant des nœuds/arcs qui satisfont les conditions spécifiées par les itérateurs. Ce
type d’opérateur est défini dans le module Exists à l’aide de la fonctions elements. La
définition de cette fonction ressemble à celle de elements dans le module Forall mais
avec un traitement particulier qui permet de retourner la valeur true dès qu’un nœud ou
un arc qui satisfait la condition de l’opérateur trouvé.
Fixpoint elements t v s e s ( g : graph t v s e s ) { s t r u c t g } : (V. i t e r bool g ) −> ( E . i t e r bool g )
−> bool : =
match g in pgraph t v s e s return (V. i t e r bool g ) −> ( E . i t e r bool g ) −> bool with
| Nil => fun _ _ => f a l s e
| AddA tvses ’ s d a Hd Hs Ha g ’ => fun fv f e => l e t fe ’ : = E . Add_iter s d a Hd Hs Ha g ’ f e
in i f f e ( E . Add_in_O s d a Hd Hs Ha g ’ )
then t rue
e lse elements tvses ’ g ’ fv fe ’
| AddV tvses ’ v n g ’ => fun fv f e => l e t fv ’ : = V. Add_iter v n g ’ fv
in i f fv (V. Add_in_O v n g ’ )
then t rue
e lse elements tvses ’ g ’ fv ’ f e
end .
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Propriétés sur l’itérateur Exists
Les théorèmes elements_correct et elements_complete permettent de passer de la
fonction elements définie dans le module Exists à la quantification existentielle classique
en COQ.
Lemma e le ments_ corre c t :
f o r a l l t v s e s ( g : graph t v s e s ) ( pv : V. i t e r bool g ) ( pe : E . i t e r bool g ) ,
elements g pv pe = t rue −> { v | pv v = t rue } + { e | pe e = t rue } .
Lemma elements_complete :
f o r a l l t v s e s ( g : graph t v s e s ) ( pv : V. i t e r bool g ) ( pe : E . i t e r bool g ) ,
( e x i s t s v , pv v = t rue ) \/ ( e x i s t s e , pe e = t rue ) −> elements g pv pe = t rue .
B.2 Les itérateurs sur les modèles
Dans le cadre de nos définitions de propriétés sur les modèles, nous devons itérer les objets
et les liens dans les modèles pour vérifier certaines propriétés ou calculer certaines fonctions.
Les modules définis pour les itérateurs sur les graphes sont utilisés pour la définition
des itérateurs permettant d’exprimer les propriétés sur les modèles.
La fonction forallObject permet d’itérer les objets d’un modèle pour vérifier une
certaine condition, elle est définie en utilisant la fonction elements du module Forall. La
fonction d’itération des nœuds est un paramètre de la fonction forallObject alors que
l’itérateur des arcs est défini comme une fonction dont la valeur booléenne de retour est
toujours vraie.
Definition f o r a l l O b j e c t (m : Model ) : ( f o r a l l v , VertexIn m v −> bool ) −> bool : =
match m return ( f o r a l l v , VertexIn m v −> bool ) −> bool with
| model t v s e s g => fun i t => l e t i t ’ : = fun v_in_g : M.V. In g => match v_in_g with
| e x i s t v in_g => i t v in_g
end
in
M. F o r a l l . elements g i t ’ ( fun _ => t rue )
end .
La fonction forallLink permet d’itérer tous les objets d’un modèle pour vérifier une
certaine condition précisée dans son itérateur de liens. Elle est définie aussi en utilisant la
fonction elements du module Forall tel que son paramètre est l’itérateur des liens, l’ité-
rateur des nœuds est défini comme une fonction dont la valeur booléenne de retour est
toujours vraie.
Definition f o r a l l L i n k (m : Model ) : ( f o r a l l e , EdgeIn m e −> bool ) −> bool : =
match m return ( f o r a l l e , EdgeIn m e −> bool ) −> bool with
| model t v s e s g => fun i t => l e t i t ’ : = fun e_in_g : M. E . In g => match e_in_g with
| e x i s t e in_g => i t e in_g
end
in
M. F o r a l l . elements g ( fun _ => t rue ) i t ’
end .
La fonction existsObject permet d’itérer l’ensemble des objets de modèle pour véri-
fier l’existence d’un objet qui satisfait une condition spécifiée dans son paramètre. Elle est
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définie en utilisant la fonction elements du module Exists, elle prend comme paramètre
un itérateur sur les objets du modèle qui vérifie qu’il existe bien un objet satisfaisant sa
condition, l’itérateur des liens est défini comme une fonction dont la valeur booléenne de
retour est toujours fausse.
Definition e x i s t s O b j e c t (m : Model ) : ( f o r a l l v , VertexIn m v −> bool ) −> bool : =
match m return ( f o r a l l v , VertexIn m v −> bool ) −> bool with
| model t v s e s g => fun i t => l e t i t ’ : = fun v_in_g : M.V. In g => match v_in_g with
| e x i s t v in_g => i t v in_g
end
in
M. E x i s t s . elements g i t ’ ( fun _ => f a l s e )
end .
La fonction existsLink est définie en utilisant la fonction elements du module Exists,
elle prend comme paramètre un itérateur sur les liens du modèle qui vérifie qu’il existe bien
un lien dans le modèle vérifiant sa condition, l’itérateur des objets est défini comme une
fonction dont la valeur booléenne de retour est toujours fausse.
Definition e x i s t s L i n k (m : Model ) : ( f o r a l l e , EdgeIn m e −> bool ) −> bool : =
match m return ( f o r a l l e , EdgeIn m e −> bool ) −> bool with
| model t v s e s g => fun i t => l e t i t ’ : = fun e_in_g : M. E . In g => match e_in_g with
| e x i s t e in_g => i t e in_g
end
in
M. E x i s t s . elements g ( fun _ => f a l s e ) i t ’
end .
La fonction foldObject est définie en utilisant la fonction elements du module Fold, elle
prend comme paramètre un itérateur sur les objets du modèle et calcule le résultat obtenu
par l’application de la fonction d’itération. La fonction d’itération des objets est n’importe
quelle fonction qui pour un objet dans le modèle et une valeur initial du type R retourne une
valeur de type R. L’itérateur des liens du modèle est défini comme une fonction identité.
Definition f o l d O b j e c t (R : Set ) (m : Model ) : ( f o r a l l v , VertexIn m v −> R −> R) −> R −> R
: =
match m return ( f o r a l l v , VertexIn m v −> R −> R) −> R −> R with
| model t v s e s g => fun i t => l e t i t ’ : = fun v_in_g : M.V. In g => match v_in_g with
| e x i s t v in_g => i t v in_g
end
in
M. fo ld g i t ’ ( fun _ => fun x => x )
end .
La fonction foldLink est définie en utilisant la fonction elements du module Fold, elle
prend comme paramètre un itérateur sur les liens du modèle et calcule le résultat obtenu
par l’application de la fonction d’itération avec sa valeur initiale. L’itérateur des objets du
modèle est défini comme une fonction identité.
Definition foldLink (R : Set ) (m : Model ) : ( f o r a l l v , EdgeIn m v −> R −> R) −> R −> R : =
match m return ( f o r a l l e , EdgeIn m e −> R −> R) −> R −> R with
| model t v s e s g => fun i t => l e t i t ’ : = fun e_in_g : M. E . In g =>
match e_in_g with | e x i s t e in_g => i t e in_g end
in M. fo ld g ( fun _ => fun x => x ) i t ’
end .
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B.3 Exemples de descriptions de propriétés
Pour exprimer des propriétés comme subClass, isAbstract, lower, upper,
isOpposite et areComposite présentées dans le chapitre 3, nous sommes amenée à itérer
les objets et les liens des modèles pour vérifier l’existence de certains liens et parfois calculer
leurs cardinaux. Nous présentons deux exemples de propriétés qui utilisent les itérateurs de
modèles déjà définis.
B.3.1 La dénition de la propriété lower
La propriété lower définie dans la section 3.4.5 a comme paramètre une classe c, une réfé-
rence r et un entier n. Elle permet pour tout modèle 〈MV, ME〉 de vérifier que :
∀ o ∈ Objects, 〈o, c〉 ∈ MV⇒ |{m2 ∈ MV | 〈〈o, c〉, r, m2〉 ∈ ME}| ≥ n
.
Definition lower ( c : Abstrac t . Vertex ) ( r : Reference ) ( n : nat ) : PropertyS : =
fun m =>
f o r a l l O b j e c t m
( fun o => fun o_in_m : VertexIn m o =>
i f ( beqClass ( c lassOf o ) c ) then
( l e_gt_dec_bool n ( foldLink nat m
( fun l => fun l_in_m : EdgeIn m l => fun card =>
i f ( ( andb ( andb ( ( beqClass ( c lassOf ( f s t ( f s t l ) ) ) c ) )
( beqObject ( ob jec tOf ( f s t ( f s t l ) ) ) ( ob jec tOf o ) ) )
( beqReference ( refOf ( snd l ) ) r ) ) ) then S card
e lse card ) 0 ) )
e lse t rue ) .
Cette définition utilise forallobject pour itérer tout les objets du modèle. Pour tout objet
o vérifiant la condition d’avoir comme type c, elle permet de vérifier la contrainte lower en
calculant le nombre de liens de la forme recherchée à l’aide de la fonction foldLink avec
comme valeur initiale 0.
B.3.2 La dénition de la propriété subClass
La propriété subClass définie dans la section 3.1 exprime que c′ est une sous-classe directe
de c et donc tous les objets instances de c et c′ doivent être liés par un lien d’héritage. Cette
propriété est exprimée à l’aide de forallObject et existsLink comme suit :
Definition subClass c c ’ : PropertyS : =
fun m =>
f o r a l l O b j e c t m
( fun o => fun o_in_m : VertexIn m o => i f ( beqClass ( c lassOf o ) c ) then
( e x i s t s L i n k m ( fun l => fun l_in_m : EdgeIn m l =>
( andb ( beqObject ( ob jec tOf ( f s t ( f s t l ) ) ) ( ob jec tOf o ) )
( andb ( beqObject ( ob jec tOf ( snd ( f s t l ) ) ) ( ob jec tOf o ) )
( andb ( beqClass ( c lassOf ( f s t ( f s t l ) ) ) c ’ )
( andb ( beqClass ( c lassOf ( snd ( f s t l ) ) ) c )
( ( beqReference ( refOf ( snd l ) ) inh ) ) ) ) ) ) ) )
e lse t rue ) .
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C La preuve InstanceOf del’opérateur Substitution
Cette annexe présente une preuve mathématique pour le premier théorème présenté dans le
chapitre 3. Le théorème ValidSubstitution prouve la préservation de la propriété instanceO f
par l’opérateur Substitution. La méthode de Lamport [Lam95] est utilisée pour rédiger
la preuve. Nous avons choisi de ne pas présenter le reste des preuves dans le même format
mais de référencer pour chaque théorème le lien vers le code de la preuve dans le format de
l’assistant de preuve COQ.
Théorème 49. (ValidSubstitution)
∀ M ∈ Model, MM ∈ MetaModel
InstanceO f (M, MM)→ InstanceO f ((Substitution o1 o2 M), MM)
SUPPOSONS: M le Model〈MV, ME〉
MM le MetaModel〈MMV, MME, con f ormsTo〉
H : InstanceO f (〈MV, ME〉, 〈MMV, MME, con f ormsTo〉).
PROUVONS: InstanceO f ((〈SubstV o1 o2 MV, SubstE o1 o2 ME〉, 〈MMV, MME, con f ormsTo〉).
ESQUISSE DE LA PREUVE: Nous supposons que le modèle M est une instance du métamo-
dèle MM et nous voulons vérifier que le modèle après la substitution d’un objet o1 par un
objet o2 est aussi une instance de MM. Nous vérifions que la fonction de Substitution ne
change pas les types des nœuds et des liens et de ce fait nous pouvons conclure que tous les
nœuds et les liens restent conformes aux mêmes nœuds et liens dans le métamodèle initial.
PREUVE:
〈1〉1. Après l’introduction de la définition du instanceO f de la section 3.4.1, de SubstV et
SubstE, l’hypothèse H est transformé ainsi :
H : (∀〈o, c〉, 〈o, c〉 ∈ MV→ c ∈ MMV)
∧ (∀〈〈o, c〉, r, 〈o′, c′〉〉, 〈〈o, c〉, r, 〈o′, c′〉〉 ∈ ME→ 〈c, r, c′〉 ∈ MME).
Le but courant est transformé ainsi :
(∀〈o, c〉, 〈o, c〉 ∈ (V.image mapv (〈MV, ME〉) g)→ c ∈ MMV)
∧ (∀〈〈o, c〉, r, 〈o′, c′〉〉, 〈〈o, c〉, r, 〈o′, c′〉〉 ∈ (E.image mapv mapa (〈MV, ME〉) g)
→ 〈c, r, c′〉 ∈ MME).
〈1〉2. L’hypothèse H est découpée en deux hypothèses :
H0 : ∀〈o, c〉, 〈o, c〉 ∈ MV→ c ∈ MMV .
H1 : ∀〈〈o, c〉, r, 〈o′, c′〉〉, 〈〈o, c〉, r, 〈o′, c′〉〉 ∈ ME→ 〈c, r, c′〉 ∈ MME .
Le but courant est découpé en deux sous-buts :
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1. 〈o, c〉 ∈ (V.image mapv (〈MV, ME〉) g)→ c ∈ MMV
2. ∀〈〈o, c〉, r, 〈o′, c′〉〉, 〈〈o, c〉, r, 〈o′, c′〉〉 ∈ (E.image mapv mapa (〈MV, ME〉) g)
→ 〈c, r, c′〉 ∈ MME
〈2〉1. Nous commençons par prouver le premier sous-but qui correspond à la partie
gauche de la conjonction :
SUPPOSONS: H2 : 〈o, c〉 ∈ (V.image mapv (〈MV, ME〉) g) .
PROUVONS: (c ∈ MMV)
PREUVE:
〈3〉1. En généralisant le lemme 52 en utilisant H2, nous obtenons une nouvelle
hypothèse : H4 : ∃(o′, c′) ∈ MV | mapv (o′, c′) = (o, c).
〈3〉2. Nous introduisons la définition de mapv, nous pouvons conclure que c′ = c
alors nous aurons comme hypothèse : H5 : (o′, c) ∈ MV.
〈3〉3. En appliquant H0 avec comme paramètre (o′, c) et H5.
〈3〉4. Q.E.D.
〈2〉2. Nous prouvons maintenant la deuxième partie du but :
∀〈〈o, c〉, r, 〈o′, c′〉〉, 〈〈o, c〉, r, 〈o′, c′〉〉 ∈ (E.image mapv mapa (〈MV, ME〉) g)
→ 〈c, r, c′〉 ∈ MME
SUPPOSONS: En ayant comme hypothèse supplémentaire à H0 et H1, l’hypothèse
H2 : ∀〈〈o, c〉, r, 〈o′, c′〉〉,
〈〈o, c〉, r, 〈o′, c′〉〉 ∈ (E.image mapv mapa (〈MV, ME〉) g)
PROUVONS: Ce sous but revient à prouver : 〈c, r, c′〉 ∈ MME
PREUVE:
〈3〉1. Ici, nous généralisons le lemme 53 en utilisant l’hypothèse H2, nous
obtenons une nouvelle hypothèse : H4 : ∃〈〈o1, c1〉, r1, 〈o′1, c′1〉〉,
〈〈o1, c1〉, r1, 〈o′1, c′1〉〉 ∈ ME | mape 〈〈o1, c1〉, r1, 〈o′1, c′1〉〉 =
〈〈o, c〉, r, 〈o′, c′〉〉.
〈3〉2. Nous introduisant la définition de mape, nous pouvons conclure que :
c1 = c, c′1 = c
′ et r1 = r,
alors nous aurons comme hypothèse : H5 : 〈〈o1, c〉, r, 〈o′1, c′〉〉 ∈ ME.
〈3〉3. En appliquant H0 avec comme paramètre 〈〈o1, c〉, r, 〈o′1, c′〉〉 et H5.
〈3〉4. Q.E.D.
Les lemmes utilisés dans cette preuve sont :
Lemme 52. (V.imageElim)
∀ mapv, mapa, 〈MV, ME〉 ∈ Model, v ∈ (image 〈MV, ME〉)→ ∃w ∈ MV ∧mapv w = v.
Lemme 53. (E.imageElim)
∀ mapv, mapa, 〈MV, ME〉 ∈ Model, e ∈ (image 〈MV, ME〉)→ ∃w ∈ ME∧mape w = e.
Les preuves de ces deux lemmes sont faites par induction sur la structure du graphe et
font intervenir d’autres théorèmes que nous ne présentons pas ici mais qui sont accessibles
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D.1 Préliminaires
Package Merge est l’opérateur défini dans le chapitre 4. Nous nous intéressons dans cette
annexe à sa sémantique que nous décrivons en utilisant le prédicat mergePackage. Ce
prédicat assure que le paquetage Mresult est le résultat de la fusion des deux paquetages
Mreceiving et Mmerged.
Soit Mresult ∈ MetaModel, le résultat de la fusion de deux métamodèles : Mmerged et
Mreceiving.
3 Mresult est le métamodèle 〈〈MVresult, MEresult〉, con f ormsToresult〉
3 Mmerged est le métamodèle 〈MVmerged, MEmerged〉, con f ormsTomerged〉
3 Mreceiving est le métamodèle 〈MVreceiving, MEreceiving, con f ormsToreceiving〉
En se basant sur [Zit06], nous écrivons la sémantique du Package Merge sous forme de
règles. Premièrement, nous définissons plusieurs constructions :
3 ownedMembers〈MV, ME〉 , MV ∪ME
3 ownedAssociations〈MV, ME〉 , ME
3 ownedClasses〈MV, ME〉 , MV
3 ownedRe f erences〈MV, ME〉 , {r | ∃ 〈o, r, o′〉 ∈ ME}
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Les conditions sont détaillées ici :
1. Pour chaque élément du modèle Mmerged, s’il n’y a pas un élément correspondant1 dans
Mreceiving, cet élément doit appartenir au modèle Mresult.
ownedMembersmerged ,
∀ e1 e2, e1 ∈ (ownedMembers Mmerged)
∧(e2 /∈ (ownedMembers Mreceiving) ∧ matches(e1, e2))
→ e1 ∈ (ownedMembers Mresult)
2. Pour chaque élément du modèle Mreceiving, s’il n’y a pas un élément correspondant dans
Mmerged, cet élément doit appartenir au modèle Mresult.
ownedMembersreceiving ,
∀ e1 e2, e1 ∈ (ownedMembers Mreceiving)
∧(e2 /∈ (ownedMembers Mmerged) ∧ matches(e1, e2))
→ e1 ∈ (ownedMembers Mresult)
3. Si un élément du modèle Mmerged est égal à un élément de modèle Mreceiving, alors cet
élément doit appartenir au modèle Mresult.
ownedMembersreceivingANDmerged ,
∀ e1 e2, e1 ∈ (ownedMembers Mmerged)
∧(e2 ∈ (ownedMembers Mreceiving) ∧ matches(e1, e2))
→ e1 ∈ (ownedMembers Mresult)
4. Pour toutes les associations (respectivement les classes), contenues dans Mmerged, et les
associations (respectivement classes) contenues dans Mreceiving, il existe une association,
respectivement classe dans Mresult qui est le résultat de la fonction merge des deux
éléments de modèle.
ownedClassesreceivingANDmerged ,
∀ c1 c2, c1 ∈ (ownedClasses Mmerged)
∧(c2 ∈ (ownedClasses Mreceiving) ∧ matches(c1, c2))
→ ∃ c3 ∈ (ownedClasses Mresult) ∧ mergeClasse(c1, c2, c3)
ownedAssociationsreceivingANDmerged ,
∀ a1a2, a1 ∈ (ownedAssociations Mmerged)
∧(a2 ∈ (ownedAssociations Mreceiving) ∧ matches(a1, a2))
→ ∃ a3 ∈ (ownedAssociations Mresult) ∧ mergeAssociation(a1, a2, a3)
Les opérations mergeAssociation et mergeClass sont définies comme étant l’éga-
lité de leurs trois paramètres.
5. Mresult doit contenir uniquement les classes et les associations qui sont le résultat de
la fusion de Mmerged et Mreceiving. Sans cette condition, rien ne peut empêcher Mresult
d’avoir des éléments additionnels provenant d’autres paquetages.




∀ e1, e1 ∈ (ownedMembers Mresult)
→ ∃ e2, (e2 ∈ (ownedMembers Mreceiving)
∨e2 ∈ (ownedMembers Mmerged)) ∧ matches(e1, e2)
6. Les deux métamodèles doivent contenir les mêmes contraintes sur les classes et les
associations.
mergeIsValid(Mmerged, Mreceiving) ,
∀ e1 e2, e1 ∈ (ownedClasses Mmerged)→ e2 ∈ (ownedClasses Mreceiving)
→ matches(e1, e2)→ (classConstraints(e1, e2))
∧ ∀ e1 e2, e1 ∈ (ownedProperties Mmerged), e2 ∈ (ownedProperties Mreceiving)
→ matches(e1, e2)→ (PropertyConstraints(e1, e2))
Le prédicat classConstraints vérifie que la première classe a la même contrainte
areComposite que la seconde (si elle existe).
classConstraints(c1, c2) ,
∀ x1 x2,
(((c1, Class), ownedAttribute, (r, Property)) ∈ MEreceiving
∧((r, Property), ownedAttribute, (areComposite, Property)) ∈ MEreceiving
∧((areComposite, Property), type, (x1, Boolean)) ∈ MEreceiving)
∧(((c2, Class), ownedAttribute, (r, Property)) ∈ MEreceiving
∧((r, Property), ownedAttribute, (areComposite, Property)) ∈ MEreceiving
∧((areComposite, Property), type, (x2, Boolean)) ∈ MEreceiving)
→ x1 = x2
Pour chaque référence, le prédicat propertyConstraint doit être satisfait.
PropertyConstraints(r1, r2) ,
f orall M, (con f ormsTOmerged → (isOpposite r1 r1′ M)
→ (con f ormsTOreceived → (isOpposite r2 r2′ M))
Alors, le prédicat mergePackage vérifie qu’un modèle Mresult est le résultat du merge de
deux modèles Mreceiving et Mmerged. Le prédicat est décrit comme suit :
mergePackage(Mreceiving, Mmerged, Mresult) ,
mergeIsValid(Mreceiving, Mmerged) ∧ ownedMembersreceiving
∧ ownedMembersmerged ∧ ownedMembersreceivingANDmerged
∧ ownedClassesreceivingANDmerged ∧ ownedAssociationsreceivingANDmerged
ownedMembersreceivingORmerged
Les règles de correspondance basées sur l’égalité des noms : Si les noms de deux élé-
ments dans les modèles merged et receiving correspondent, ils sont considérés comme le
même élément s’ils sont du même type, ils sont alors fusionnés pour former un élément dans
le paquetage résultat. La représentation des modèles dans COQ4MDE comme des graphes
aplatis en utilisant les ensembles représentés comme des fonctions caractéristiques permet
de faire ceci en utilisant l’opérateur Union.
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D.2 L’Union
La version de l’Union présentée dans le chapitre 3 est décrite sur des modèles qui peuvent
être des métamodèles éxprimés comme des modèles conformes à MOF. Cette version de
l’Union est décrite directement sur la structure de métamodèle.
metaUnion 〈MV1, ME1〉, con f ormsTo1〉 〈MV2, ME2, con f ormsTo2〉 ,
UnionIsValid 〈MV1, ME1〉, con f ormsTo1〉 〈MV2, ME2, con f ormsTo2〉
→ 〈〈MV1 ∪MV2, ME1 ∪ME2〉, con f ormsTo1 and con f ormsTo2〉
Le prédicat UnionIsValid vérifie que les classes et les références contenues dans les deux
métamodèles ont les mêmes contraintes.
D.3 Les preuves d’équivalence sémantique
Le but est de prouver que l’union est sémantiquement équivalente à l’opérateur du fu-
sion. Ceci peut être fait en prouvant le théorème SemanticsEqMergeUnion2. Le théorème
montre que le résultat de l’application de l’opérateur metaUnion est aussi le résultat du
merge des deux modèles : Mmerged et Mreceiving. La preuve nécessite la validation de chaque
règle présentée dans 4.1.
Theorem SemanticsEqMergeUnion : ∀ Mmerged, Mreceiving ∈ MetaModel,
mergePackage Mmerged Mreceiving (metaUnion Mmerged Mreceiving)
D.4 Exemple
Cet exemple est inspiré de [ZD06]. La figure D.1 est le modèle du paquetage
BasicEmployee dont le contenu doit être étendu avec l’opération de fusion, on l’ap-
pelle le paquetage receiving. La figure D.2 est le modèle receiving dans la notation
COQ4MDE.




Plus formellement, le métamodèle Mreceiving est décrit dans COQ4MDE avec ses trois
composantes : MVreceiving, MEreceiving et con f ormsToreceiving comme suit :
MVreceiving = {Person, Employee, Job, EString, EInt}
MEreceiving = {(Person, inh, Employee), (Person, name, EString),
((Employee, worksAs, Job), (Job, title, EString), (Employee, id, EInt), (Job, worksAs, Employee)}
con f ormsToreceiving = InstanceO f Mreceiving ∧ subClass Person Employee
∧ lower Employee worksAs 1∧ upper Employee worksAs 1∧ lower Job worksAs 1
La figure D.3 représente le paquetage EmployeeLocation, il contient les éléments qui
doivent être intégrés dans le paquetage receiving, on l’appelle le paquetage merged. La
figure D.4 est le modèle merged dans la notation COQ4MDE.
Figure D.3 — Le métamodèle merged Figure D.4 — Le métamodèle merged (notation COQ4MDE)
Plus formellement, le métamodèle Mmerged est décrit dans COQ4MDE avec ses trois com-
posantes : MVmerged, MEmerged et con f ormsTomerged comme suit.
MVmerged = {Building, Employee, EString, EInt}
MEmerged = {(Building, address, EString), ((Employee, worksAt, Building),
(Building, worksAt, Employee), (Employee, o f f iceNum, EInt)}
con f ormsTomerged = InstanceO f Mmerged ∧ lower Employee worksAt 1
∧ lower Building worksAt 1∧ upper Employee worksAt 1
La figure D.5 est le résultat attendu de la fusion des deux paquetages. L’opérateur
metaUnion permet d’obtenir la fusion des deux métamodèles. Cet opérateur vérifie le
prédicat unionIsValid avant l’application de l’opérateur. L’application de l’opérateur
metaUnion sur les métamodèles Mreceiving et Mmerged génère le métamodèle Mresult décrit
avec MVresult, MEresult et con f ormsToresult et qui correspond exactement au résultat attendu
de la fusion des deux métamodèles.
MVresult = {Building, Employee, EString, EInt, Person, Job}
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Figure D.5 — Le metamodèle resulting
MEresult = {(Building, address, EString), (Employee, worksAt, Building),
(Employee, o f f iceNum, EInt), (Person, inh, Employee),
(Person, name, EString), (Employee, worksAs, Job), (Job, title, EString),
(Employee, id, EInt), (Building, worksAt, Employee), (Job, worksAs, Employee)}
con f ormsToresult =
InstanceO f Mmerged ∧ lower Employee worksAt 1∧ lower Building worksAt 1
∧ upper Employee worksAt 1∧ InstanceO f Mreceiving ∧ subClass Person Employee
∧ lower Employee worksAs 1∧ upper Employee worksAs 1∧ lower Job worksAs 1
La figure D.6 est le métamodèle resulting décrit avec la notation COQ4MDE.
Figure D.6 — Le métamodèle resulting dans la notation COQ4MDE
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Nos développements COQ sont accessibles sur la page web1 générée automatiquement
avec Coqdoc ou sur la page web FormalAssembly 2 avec une interface plus conviviale. Voici
la liste des fichiers COQ :
E.1 Les dénitions et les propriétés
3 Util.v (615 lignes de code) : Des propriétés pour les fonctions caractéristiques et diverses
propriétés.
3 Graph.v (2047 lignes de code) : La définition de la structure du graphe et ses propriétés.
3 meta.v (329 lignes de code) : La définition des modèles et leurs opérateurs.
3 Def.v (164 lignes de code) : Des définitions pour la manipulation de modèles.
3 Properties.v (1482 lignes de code) : La définition des propriétés EMOF.
3 MM_Conforms.v (175 lignes de code) : La définition de la notion instanceO f .
3 Frag_Interface_Extraction.v (373 lignes de code) : La définition de l’extraction de l’in-
terface de fragments.






3 Frag_Ext_Verif.v (716 lignes de code) : La vérification des propriétés pour l’extraction
de l’interface des fragments.
3 Interface_Elim.v (274 lignes de code) : La vérification des propriétés pour l’élimination
de l’interface des fragments.
3 Subst_Verif.v (2656 lignes de code) : La vérification des propriétés de l’opérateurs
Substitution.
3 Bind2M_Verif.v (787 lignes de code) : La vérification des propriétés pour l’opérateur
bind de deux modèles.
3 Union_Verif.v (733 lignes de code) : La vérification de propriétés pour l’opérateur
Union.
3 Extend_Verif.v (746 lignes de code) : La vérification des propriétés pour l’opérateur
extend basé sur l’union disjointe.
3 ExtendCU_Verif.v (2425 lignes de code) : La vérification des propriétés de l’opérateur
extend basé sur l’Union classique.
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TITRE : ASSISTANCE À LA VALIDATION ET VÉRIFICATION DE SYSTÈMES CRITIQUES :
ONTOLOGIES ET INTÉGRATION DE COMPOSANTS.
Encadrants : Marc Pantel & Xavier Thirioux
Résumé
Les activités de validation et vérification de modèles sont devenues essentielles dans le dé-
veloppement de systèmes complexes. Les efforts de formalisation de ces activités se sont
multipliés récemment étant donné leur importance pour les systèmes embarqués critiques.
Notre travail s’inscrit principalement dans cette voie. Nous abordons deux visions com-
plémentaires pour traiter cette problématique. La première est une description syntaxique
implicite macroscopique basée sur une ontologie pour aider les concepteurs dans le choix
des outils selon leurs exigences. La seconde est une description sémantique explicite micro-
scopique pour faciliter la construction de techniques de vérification compositionnelles.
Mots clés : formalisation, Vérification et Validation, ontologie, Ingénierie Dirigée par les
Modèles, assemblage, assistant à la preuve
TITLE : SUPPORT FOR THE VALIDATION AND VERIFICATION OF CRITICAL SYSTEMS: ON-
TOLOGIES AND INTEGRATION OF COMPONENTS.
Supervisors : Marc Pantel & Xavier Thirioux
Abstract
The validation and verification of models have become essential in the development of com-
plex systems. The efforts for the formalization of these activities have increased recently
being given their importance for critical embedded systems. Our work lies mainly in this
direction. We discuss two complementary visions for addressing this issue. The first is a syn-
tactic implicit macroscopic description based on an ontology to help designers in the choice
of tools depending on their requirements. The second is a microscopic explicit semantic
description aiming to facilitate the construction of compositional verification techniques.
Keywords : formalisation, Verification and Validation, ontology, Model Driven
Engineering, composition, proof assistant
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