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REPRESENTATION OF INFINITELY
DIFFERENTIABLE FUNCTIONS BY
DIRICHLET SERIES
I.Kh. MUSIN
The problem of representation of elements of weighted space of
infinitely differentiable functions on real line by exponential series is
considered.
1. Introduction. Let α > 1 and ψ : R → [0,∞) be a convex function
satisfying the conditions:
1. ∃Aψ > 0 ∀x1, x2 ∈ R
|ψ(x1)− ψ(x2)| ≤ Aψ(1 + |x1|+ |x2|)
α−1|x1 − x2|;
2. lim
x→∞
ψ(x)
|x|
= +∞.
Let M be a set of increasing sequences of numbers L = (Ln)
∞
n=0 with
L0 = 1 satisfying the following conditions:
i1). L
2
n ≤ Ln−1Ln+1 ∀n ∈ N;
i2). ∃ H1 = H1(L) > 0, H2 = H2(L) > 0 : ∀ n ∈ Z+ Ln ≥ H1Hn2 n!;
i3). ∀ s > 1 lim n→+∞
(
L[sn]
Lsn
) 1
n
> 1;
i4). ∀ δ > 0 ∃ pδ = pδ(L) > 0 ∃ tδ = tδ(L) > 1 : ∀ n ∈ Z+
sup
m∈N
Lm+n
Lm(1 + δ)m
≤ pδt
n
δLn.
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It follows from i4) that for any sequence (Ln)
∞
n=0 from M
lim
n→∞
(
Ln+1
Ln
) 1
n
= 1. (1)
We fix an arbitrary sequence M = (Mk)
∞
k=0 ∈ M.
Let w(r) = sup
k∈Z+
ln
rk
Mk
, r > 0, w(0) = 0. It is easy to see that w is
continuous for r ≥ 0. Also w(r) = 0 for r ∈ [0,M1]. From this and i2) it
follows that there exists Aw > 0 such that w(r) ≤ Awr , r ≥ 0. Clearly,
w(|z|) is a subharmonic function in the complex plane.
Fix σ > 0. Let {εm}∞m=1 be an arbitrary decreasing to zero sequence of
positive numbers. Let ϕ(x) = sup
y∈R
(xy −ψ(y)), θm(x) = exp(ϕ(x)−m ln(1 +
|x|)), x ∈ R, m ∈ N. Let
Gm = {f ∈ E(R) : pm(f) = sup
x∈R,k∈Z+
|f (k)(x)|
(σ + εm)kMkθm(x)
<∞}, m ∈ N.
We let G =
∞⋂
m=1
Gm and endow this vector space with its natural projective
limit topology.
Let wm(|z|) = w((σ + εm)
−1|z|), z ∈ C, m ∈ N. Let
Pm =
{
f ∈ H(C) : ‖f‖m = sup
z∈C
|f(z)|
exp(ψ(Im z) + wm(|z|))
<∞
}
, m ∈ N.
Let P be the union of these normed spaces. The vector space P endowed
with a topology τ of inductive limit of the spaces Pm is denoted by Pτ .
For T ∈ G∗ we define the Fourier-Laplace transform Tˆ of T by Tˆ (z) =
T (e−ixz), z ∈ C.
Since the sequenceM satisfies conditions i1), i2) and (1) then the following
theorem holds.
Theorem A. The Fourier-Laplace transform establishes topological isomor-
phism of the spaces G∗ and Pτ .
In case
∞∑
k=0
Mk
Mk+1
<∞ theorem A is proved in [2]. In general case theorem
A is obtained in [3].
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In this paper we announce our result on representation of functions from
G by exponential series. We pay special attention to examples and properties
of the sequences satisfying conditions i1)− i4) and to properties of functions
connected with these sequences.
For weighted spaces of infinitely differentiable functions on real line sim-
ilar to G the problem was not considered earlier.
2. Examples of sequences belonging to class M.
First introduce the class V of nonnegative convex increasing functions v
defined on [0,∞) with v(0) = 0 and such that:
V1. ∃ Av ∈ R ∃ Bv ∈ R : ∀x ≥ 1 v(x) ≥ x ln x+ Avx+Bv;
V2. ∀ s > 1 ∃ ηs = ηs(v) > 0 ∃ ms = ms(v) ∈ R : ∀ x ≥ 0 v(sx) ≥
sv(x) + ηsx+ms;
V3. ∀ ε > 0 ∃ aε = aε(v) > 0 ∃ bε = bε(v) ∈ R : ∀ y ≥ 1
sup
x≥1
(v(x+ y)− v(x)− εx) ≤ v(y) + aεy + bε.
Clearly, for any increasing function v on [0,∞] satisfying condition V3 we
have
lim
x→+∞
v(x+ 1)− v(x)
x
= 0. (2)
Proposition 1. Let u : [0,∞) → [0,∞) be a convex increasing twice con-
tinuosly differentiable function such that:
1. lim
x→+∞
u(x+ 1)− u(x)
x
= 0;
2. there exists a constant C > 0 such that u′′(x) ≤ Cx−1 for x ≥ 1.
Then for any ε ∈ (0, C) exists a constant Qε such that for all y ≥ 1
sup
x≥1
(u(x+ y)− u(x)− εx) < u(y) +
(
C ln
2C
ε
+
5C
4
)
y +Qε.
Proof. Let y ≥ 1. Then y ∈ [N,N + 1) for some N ∈ N. Let ε ∈ (0, C).
We shall find the upper estimate of sup
x≥1
(u(x+ y)− u(x)− εx− u(y)).
¿From the first condition on u one can find a constant qε > 0 such that
u(x+ 1) < u(x) +
εx
2
+ qε, x ≥ 0. Further, we have
sup
x≥1
(u(x+ y)− u(x)− εx− u(y)) ≤ sup
x≥1
(u(x+N +1)− u(x)− εx− u(N)) ≤
3
sup
x≥1
(u(x+N)− u(x)−
εx
2
− u(N + 1)) + εN + 2qε.
Note that u(x+N)− u(x) =
N∑
k=1
(u(x+ k)− u(x+ k − 1)) ≤
N∑
k=1
u′(x+ k);
u(N + 1) =
N∑
k=1
(u(k + 1)− u(k)) + u(1) >
N∑
k=1
u′(k). Consequently,
u(x+N)− u(x)− u(N + 1) <
N∑
k=1
(u′(x+ k)− u′(k)) =
=
N∑
k=1
x+k∫
k
u′′(t) dt ≤ C
N∑
k=1
x+k∫
k
dt
t
= C
N∑
k=1
ln
(
1 +
x
k
)
.
Thus,
sup
x≥1
(
u(x+N)− u(x)− u(N + 1)−
εx
2
)
≤ sup
x≥1
(
C
N∑
k=1
ln
(
1 +
x
k
)
−
εx
2
)
≤
N∑
k=1
sup
x≥1
(
C ln
(
1 +
x
k
)
−
εx
2N
)
= NC ln
2C
eε
+CN lnN−C
N∑
k=1
ln k+
ε(N + 1)
4
.
Since
N∑
k=1
ln k ≥
N∫
1
lnx dx = N lnN −N + 1 then
sup
x≥1
(
u(x+N)− u(x)− u(N + 1)−
εx
2
)
≤ NC ln
2C
ε
− C +
ε(N + 1)
4
.
Hence, for y ≥ 1
sup
x≥1
(u(x+ y)− u(x)− εx− u(y)) <
(
C ln
2C
ε
+
5C
4
)
y − C +
ε
4
+ 2qε.
This proves the lemma.
It is easy to see that for arbitrary sequence (Lk)
∞
k=0 ∈ M an increasing
function v on [0,∞] such that v(k) = lnLk, k ∈ Z+, satisfies conditions
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V1−V3. Thus, for arbitrary sequence L = (Lk)
∞
k=0 ∈M an increasing convex
function v on [0,∞] such that v(k) = lnLk, k ∈ Z+, is in V. In particular,
function vL such that vL(tk+(1− t)(k+1)) = t lnLk+(1− t) lnLk+1, where
k ∈ Z+, t ∈ [0, 1], is in V.
Obviously, if increasing function v on [0,∞] satisfies the condition V3
then the sequence (exp(v(k)))∞k=0 satisfies the condition i4). Also it is clear
that if increasing function v on [0,∞] satisfies the conditions V2 and (2)
then the sequence (exp(v(k)))∞k=0 satisfies the condition i3). Thus, for each
function v ∈ V we have (exp(v(k)))∞k=0 ∈M.
Proposition 2. Let v satisfies conditions V1,V2 and conditions of Proposi-
tion 1. Then the sequence (exp(v(k)))∞k=0 ∈M.
Now we give some examples of sequences belonging to M.
1. Consider the function v1(x) = ρx ln(x + 1), ρ ≥ 1, x ≥ 0. v1 is
increasing and nonnegative on [0,∞), v1(0) = 0. It is easy to verify that v1
satisfies to conditions V1,V2 and to the first condition of Proposition 1. Since
v′′1(x) =
ρ
x+ 1
+
ρ
(x+ 1)2
> 0 for x ≥ 0 then v1 is a convex function on [0,∞).
Obviously the second condition of Proposition 1 holds. By Proposition 2 the
sequence M∗ = ((n+ 1)ρn)∞n=0 is in M.
Note that for the function w∗(r) accosiated with the sequence M∗
ρe−1r
1
ρ − 2 ln r ≤ w∗(r) ≤ ρe−1r
1
ρ for r > eρ
2. Let v2(x) = ρ ln Γ(x+ 2), ρ ≥ 1, x ≥ 0, where Γ(x) is Euler’s Gamma
Function. ¿From the definition and properties of Gamma Function [5], [6,
pp. 755, 763] it follows that v2(0) = 0 and v2 is increasing and convex on
[0,∞) . Using the Stirling’s formula it is easy to verify that the conditions
V1,V2 are fulfilled. The first condition of Proposition 1 is fulfilled obviously.
Since (ln Γ(x+ 2))′′ =
∞∑
k=2
1
(x+ k)2
(see, for example, [5], [6, p. 774, formula
(28)]) then v′′2(x) < ρ
∞∫
1
dt
(x+ t)2
=
ρ
x+ 1
. Hence, the second condition of
Proposition 1 is fulfilled too. By Proposition 1 the sequence (Γρ(n + 2))∞n=0
belongs to M.
3. For function v3(x) = (x + 1) ln(x + 1) arctg(x + 1) considered on
[0,∞) we have v3(0) = 0 and v′3(x) = (ln(x + 1) + 1) arctg(x + 1) +
5
(x+ 1) ln(x+ 1)
1 + (x+ 1)2
> 0 for x ≥ 0. Hence, v3 is a nonnegative increasing
function on [0,∞). Obviously, condition V1 for v3 holds. Since v′′3(x) =
arctg(x+ 1)
x+ 1
+
2 ln(x+ 1)
(1 + (x+ 1)2)2
+
2
1 + (x+ 1)2
> 0 for x ≥ 0 then v3 is convex
on [0,∞). Conditions of Proposition 1 are fulfilled since lim
x→+∞
v′(x)
x
= 0 and
v′′3(x) <
6
x
for x ≥ 1. Next, for all s, x > 1
v3(sx)− sv3(x) = sx ln(sx+ 1)arctg(sx+ 1)− sx ln(x+ 1)arctg(x+ 1)+
ln(sx+ 1)arctg(sx+ 1)− s ln(x+ 1)arctg(x+ 1) ≥
pisx
4
ln
s+ 1
2
+
pi
4
ln(sx+ 1)−
pis
2
ln(x+ 1).
So condition V2 for v3 is fulfilled. By Proposition 2 the sequence ((n +
1)(n+1)arctg(n+1))∞n=0 belongs to M.
3. Auxiliary results. In this section v is an arbitrary function in V such
that Mk = exp(v(k)), k ∈ Z+. As we know v satisfies conditions V1 − V3.
Note that conditions V2, V3 impose some conditions on growth of v. For
example, from V2 it follows that for some a > 0, b, c ∈ R depending on v we
have v(x) > ax ln x+ bx+ c, x ≥ 1. V3 implies that for any ε > 0, x, y ≥ 1
v(x+ y) ≤ v(x) + εx+ v(y) + aεy + bε, (3)
where the numbers aε > 0, bε depend on v and ε. In particular, for any
x ≥ 1, ε > 0 v(2x) ≤ 2v(x) + (aε + ε)x + bε. From this inequality it easily
follows that
v(x) ≤ (2v(1) + aε + 2bε + ε)x+
(aε + ε)x lnx
ln 2
− bε. (4)
Set
hv(s) = lim x→+∞
(
v(x)
x
−
v(sx)
sx
)
, s > 0.
Lemma 1. Function hv has the following properties:
1. for all s ∈ (0,+∞) −∞ < hv(s) < +∞;
2. hv(s) > 0 for s ∈ (0, 1) and hv(s) < 0 for s > 1;
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3. hv is nonincreasing in (0,∞);
4. lim
s→0,s>0
hv(s) = +∞;
5. hv is continuous at the point s = 1;
6. for any s > 0 hv(s) + hv(s
−1) ≤ 0.
Proof. First note that since v is convex and v(0) = 0 then the function
v(x)
x
is nondecreasing on (0,∞). So hv(s) ≤ 0 for s > 1 and hv(s) ≥ 0 for
s < 1.
Let s > 1. Then s ∈ (N,N + 1] for some N ∈ N . ¿From (3) we have for
all x ≥ (s−N)−1, ε > 0
v(sx) ≤ Nv(x) + εNx+
aεNx(2s−N − 1)
2
+Nbε + v((s−N)x).
¿From this taking into account that v(tx) ≤ tv(x) for all t ∈ [0, 1], x ≥ 0, we
get
v(sx) ≤ sv(x) +
(
ε+
aε(2s−N − 1)
2
)
sx+ bεs, (5)
for all N ∈ N, s ∈ (N,N + 1], x ≥ (s − N)−1, ε > 0 . In particular, one can
find a constant c˜s > 0 such that for all x ≥ 0
v(sx) ≤ sv(x) +
(
ε+
aεs
2
)
sx+ bεs+ c˜s. (6)
Using the inequality (6) we obtain hv(s) ≥ −ε− 0, 5aεs for all s > 1, ε > 0.
¿From the representation
hv(s) = lim x→+∞
(
v(s−1x)
s−1x
−
v(x)
x
)
, s > 0, (7)
and the inequality (6) we have hv(s) ≤ ε+ 0, 5aεs
−1 for all s ∈ (0, 1), ε > 0.
Since by the definition hv(1) = 0 then the first property is completely
proved.
¿From the condition V2 it follows that hv(s) < 0 for s > 1. Using the
representation (7) and the condition V2 we get hv(s) > 0 for s ∈ (0, 1).
The third property of hv follows from nonincreasing of
v(x)
x
on (0,∞).
7
Since v satisfies the condition V2 then one can find numbers ηs(v) >
0, ms(v) such that ∀ x ≥ 0, s > 1 v(sx) ≥ sv(x) + ηs(v)x +ms(v). ¿From
this we have for all s > 1, x ≥ 0, n ∈ N v(snx) ≥ snv(x) + ηs(v)nsn−1x +
ms(v)(s
n− 1)(s− 1)−1. Consequently, hv(s−n) ≥ s−1ηsn for all s > 1, n ∈ N.
¿From this and nonincreasing of function hv we obtain the fourth property
of hv.
We shall prove that function hv(s) is continuous at s = 1. Let ε > 0 be
arbitrary. Using (5) we have hv(s) ≥ −ε − aε(s − 1) for s ∈ (1, 2). Thus,
if 0 < s − 1 < min(1, εa−1ε ) then −2ε < hv(s) − hv(1) ≤ 0. Therefore,
lim
s→1,s>1
hv(s) = hv(1). For 0, 5 < s < 1 according to (5) v(s
−1x) ≤ s−1v(x) +
(ε+ aε(s
−1 − 1)) s−1x + bεs−1 , so hv(s) ≤ ε + aε(s−1 − 1). Therefore, if
0 < 1 − s < min(2−1, ε(2aε)−1) then 0 ≤ hv(s) − hv(1) < 2ε. Therefore,
lim
s→1,s<1
hv(s) = hv(1). Thus, function hv is continuous at point s = 1 .
Next, we have
hv(s
−1) = lim x→+∞
(
v(sx)
sx
−
v(x)
x
)
= −limx→+∞
(
v(x)
x
−
v(sx)
sx
)
≤
− lim x→+∞
(
v(x)
x
−
v(sx)
sx
)
= −hv(s) , s > 0.
¿From this we obtain the sixth property of function hv.
Lemma 1 is proved.
Lemma 2. The following equality holds
hv(s) = lim k→+∞
(
v(k)
k
−
v([sk] + 1)
sk
)
, s > 0.
Proof. Let s > 0. For x ∈ [k, k + 1), where k ∈ N , we have
v(x)
x
−
v(sx)
sx
≥
v(k)
k
−
v(sk + s)
sk
=
v(k)
k
−
v([sk] + 1)
sk
+
v([sk] + 1)− v(sk + s)
sk
;
v(x)
x
−
v(sx)
sx
≤
v(k + 1)
k + 1
−
v(sk)
sk
≤
v(k)
k
−
v([sk] + 1)
sk
+
v(sk + 1)− v(sk)
sk
+
+
v(k + 1)− v(k)
k + 1
−
v(k)
k(k + 1)
.
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Since v satisfies the condition of the form (2) and the inequality (4) then
from the last estimates the assertion of lemma follows.
Thus, according to lemma 2 for any v ∈ V such that exp(v(k)) =Mk, k ∈
Z+, the function hv(s) coincides with
h(s) = lim k→+∞(sk)
−1 ln
Msk
M[sk]+1
, s > 0.
We set l(s) = exp(h(s)), s > 0. From the properties of function h it
follows that function l has the following properties:
1. for all s ∈ (0,+∞) 0 < l(s) < +∞;
2. l(s) is continuous at the point s = 1;
3. l(s) > 1 for s ∈ (0, 1), 0 < l(s) < 1 for s > 1;
4. lim
s→0,s>0
l(s) = +∞;
5. l(s)l(s−1) ≤ 1.
6. l is a nonincreasing function on (0,∞).
Lemma 3. For each m ∈ N and A > 0 there exists a positive constant Q
such that
wm(|z|) + A ln(1 + |z|) ≤ wm+1(|z|) +Q, z ∈ C.
The proof of this lemma is given in [2], [3].
4. Weakly sufficient sets for P . Let K denote a set of all positive
continuous functions k on the complex plane such that for each m ∈ N
sup
z∈C
exp(ψ(Im z) + wm(|z|))
k(z)
<∞.
For each closed subset S of C that is an uniqueness set for P we define
topologies τS and µS in P in the following manner. The topology τS is an
inductive limit topology of the normed spaces
PS,m =
{
f ∈ P : ‖f‖S,m = sup
z∈S
|f(z)|
exp(ψ(Im z) + wm(|z|))
<∞
}
, m ∈ N.
The topology µS is defined in P with the help of the norms
‖f‖S,k = sup
z∈S
|f(z)|
k(z)
<∞, k ∈ K.
9
Call the subset S sufficient (weakly sufficient) for P if µC = µS(τC = τS).
The general arguments [1, chapter 1] show that if S is a sufficient set for
P and τ = µC then every function f ∈ G can be represented as an absolutely
convergent integral
f(x) =
∫
S
e−izx
dλ(z)
k(z)
, x ∈ R,
where the complex measure λ on C is supported by the set S and satisfies
the condition
∫
C
|dλ(z)| = Cλ < ∞, k is some function from K. If the
sufficient set S is a set of points νj ∈ C, j = 1, 2, . . . , then from the integral
representation we get the representaion of f in the form of the series
f(x) =
∞∑
j=1
cje
−iνjx
moreover, from the estimates (see [2], [3]): |cj| ≤
Cλ
k(νj)
for each j ∈ N,
pm(exp(−izx)) ≤ Km exp(ψ(Im z) + wm+1(|z|)) for each m ∈ N, z ∈ C,
where Km > 0 is some constant independent of z, and lemma 3 it follows
that this series absolutely converges in the space G.
By the main result of [7] and lemma 3 we have τ = µC.
According to [8], [9] there exists an entire function N (z) such that:
1). all the zeros {λj}
∞
j=1 of N (z) are simple and the discs Dj = {z ∈ C :
|z − λj | < d} are disjoint for some d > 0 ;
2). outside the set
∞⋃
j=1
Dj
|HD(z) + w(σ
−1|z|)− ln |N (z)|| ≤ A ln(1 + |z|) + C0, (8)
where A,C0 are some positive numbers.
Theorem 1. The set S˜ = {λj}∞j=1 of zeros of N is a weakly sufficient set
for Pτ .
Theorem 2. Every function f ∈ G can be represented in the form of a series
f(x) =
∞∑
j=1
cje
−iλjx,
absolutely convergent in G.
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The proof of Theorem 1 is based on the representation of entire functions
in the space P by Lagrange series, on the key
Lemma 4. For all s > 0, δ ∈ (0, 1) there exists a constant Q(s, δ) ≥ 0 such
that sw(r) ≤ w
(
r
l(s)(1− δ)
)
+Q(s, δ) for all r ≥ 0
and will be given in [4].
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