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Nilai tukar (kurs) merupakan nilai mata uang suatu negara yang dinyatakan ke 
dalam bentuk mata uang negara lain. Nilai tukar berperan penting dalam 
perdagangan internasional. Untuk menjaga kestabilan nilai tukar rupiah, maka 
pemerintah perlu memberlakukan kebijakan yang tepat. Oleh karena itu 
diperlukan sebuah algoritme prediksi yang mampu mengenali pola dari 
perubahan nilai tukar rupiah.  Metode Backpropagation merupakan salah satu 
metode yang mampu mengenali pola pada data time series, sedangkan 
Algoritme Genetika merupakan metode yang mampu melakukan eksplorasi 
solusi yang lebih luas bagi Backpropagation. Pada Algoritme Genetika, bobot 
Backpropagation direpresentasikan dalam bentuk real-code. Implementasi 
Algoritme Genetika – Backpropagation memiliki tahapan inisialisasi populasi, 
crossover, mutasi, pelatihan setiap individu menggunakan Backpropagation, 
evaluasi, dan seleksi. Dari pengujian yang telah dilakukan didapatkan parameter 
yang paling optimum bagi Algoritme Genetika – Backpropagation jumlah 
generasi 90, ukuran populasi sebesar 20, crossover rate 0,1, mutation rate 0,9, 
jumlah neuron pada lapisan tersembunyi 13, learning rate 1 dan jumlah iterasi 
pelatihan Backpropagation sebesar 500. Hasil pengujian yang telah dilakukan 
didapatkan nilai MAPE terbaik sebesar 1,575318 dan rata-rata MAPE sebesar 
1,741747. Algoritme juga mampu melakukan validasi dengan MAPE terbaik 
sebesar 1.0004917 dan rata-rata MAPE sebesar 1,077603. Algoritme Genetika 
mampu meningkatkan akurasi  Backpropagation hingga 5,947759%. 
 
Kata kunci: Nilai Tukar, Kurs, Algoritme Genetika, Jaringan Syaraf Tiruan, 





















The exchange rate is the value of the currency of a country which is expressed in 
the form of currency of another country. Exchange rate has an important role in 
international trade. To maintain the stability of the rupiah exchange rate, the 
government needs to enact the right policy. Therefore, a prediction algorithm 
that is able to recognize the pattern of exchange rate changes is needed. 
Backpropagation is one of method that is able to recognize patterns in time series 
data, while Genetic Algorithm is one of the capable method to exploring wider 
solutions for Backpropagation. In the Genetic Algorithm, the weight of 
Backpropagation is represented in real-code. Implementation of Genetic 
Algorithm - Backpropagation has initialization phase of population, crossover, 
mutation, individual training using Backpropagation, evaluation, and selection. 
The most optimum parameters for Genetic Algorithm - Backpropagation are in 90 
generation, 20 population size, 0.1 crossover rate, 0.9 mutation rate, number of 
neurons in hidden layer 13, learning rate 1 and number of iteration of 
Backpropagation training were 500. The results of the tests that have been done 
got the best MAPE value of 1.575318 and the average MAPE of 1.741747. The 
algorithm is also capable of performing validation with the best MAPE of 
1.0004917 and the average MAPE of 1.077603. Genetic Algorithm can increase 
the accuracy of Backpropagation up to 5.947759%. 
 
Keyword: Exchange Rate, Genetic Algorithm, Artificial Neural Network, 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Uang dapat didefinisikan sebagai sesuatu yang secara umum dapat diterima 
sebagai alat pembayaran yang sah. Pada dasarnya uang merupakan alat yang 
mampu digunakan sebagai alat pembayaran barang, jasa, ataupun kekayaan 
berharga dan juga sebagai alat pembayaran hutang. Umumnya setiap negara 
memiliki mata uang yang berbeda-beda, mata uang yang digunakan di suatu 
negara akan berbeda dengan mata uang di negara lainnya. Mata uang ini 
memiliki fungsi sebagai alat pembayaran yang sah dalam melakukan aktivitas 
ekonomi di negara tersebut. Sedangkan untuk melakukan aktivitas ekonomi pada 
negara lain perlu melakukan pertukaran mata uang kedalam bentuk mata uang 
negara tersebut, hal inilah yang disebut pasar valuta asing. Nilai mata uang suatu 
negara terhadap negara lain dalam pasar valuta asing selalu berubah-ubah dan 
tidak tetap. Hal ini menyebabkan perubahan dalam pasar valuta terlihat seakan 
terjadi secara acak (Shioda, Deng & Sakurai, 2011). Termasuk di dalamnya mata 
uang yang nilai tukarnya tidak menentu dalam pasar valuta asing. 
Nilai tukar rupiah terhadap dolar Amerika menjadi perhatian tersendiri, 
dimana nilai tukar rupiah akan mempengaruhi harga barang pokok yang diimpor  
maupun nilai jual barang yang diekspor ke Amerika yang ahirnya akan 
mempengaruhi kesejahteraan masyarakat. Data dari Bank Indonesia 
menunjukkan terjadinya fluktuasi nilai tukar rupiah terhadap dolar Amerika yang 
begitu beragam namun cenderung menurun di setiap harinya (Subiantara, 2015). 
Bahkan anjloknya nilai tukar rupiah terhadap dolar Amerika sempat terjadi di 
bulan September tahun 2015 yang menembus angka Rp 14.470 dan tercatat 
sebagai yang terburuk sejak tahun 1988. Anjloknya nilai tukar rupiah berimbas 
pada kebutuhan pokok masyarakat. Muchlas (2015) dalam penelitiannya 
menyebutkan bahwa ekspor dalam negeri dipengaruhi oleh inflasi yang terjadi, 
jika inflasi meningkat maka dapat menyebabkan menurunnya kemampuan 
ekspor yang berakibat pada penurunan supply valuta asing di dalam negeri. 
Penurunan Jumlah Uang yang Beredar juga akan mempengaruhi nilai valuta asing 
yang semakin menurun. Selain itu tingkat suku bunga yang tinggi mampu 
menarik investor asing untuk melakukan investasi di dalam negeri. Dengan 
melihat keadaan tersebut, penelitian terhadap prediksi nilai tukar rupiah dirasa 
perlu dilakukan. 
Terdapat banyak faktor yang mempengaruhi terjadinya perubahan nilai tukar 
rupiah terhadap dolar Amerika. Muchlas (2015) pada penelitiannya 
membuktikan bahwa inflasi, Jumlah Uang Beredar dan suku bunga memiliki 
hubungan dengan nilai tukar rupiah terhadap dolar Amerika. Selain penelitian 
tersebut, Wibowo & Amir (2006) juga telah membuktikan bahwa terdapat 
pengaruh antara nilai tukar rupiah terhadap dolar Amerika, tingkat suku bunga, 
dan jumlah uang yang beredar pada bulan sebelumnya akan mempengaruhi  nilai 





















Menurut Suhendra dan Wardoyo (2015) Jaringan Syaraf Tiruan mampu 
menyelesaikan masalah klasifikasi dengan skala masalah yang cukup luas namun 
terkendala dengan kemungkinan terjadinya konvegensi yang buruk dan tidak 
stabil karena terjebak dalam lokal optimum. Algoritma Genetika merupakan 
salah satu metode yang dapat digunakan untuk menyelesaikan masalah pada 
Jaringan Syaraf Tiruan (Khan, 2008). 
Penelitian berkaitan dengan prediksi nilai tukar rupiah terhadap dolar 
Amerika pernah dilakukan sebelumnya oleh Gernowo dan Ernitawati (2013). 
Penelitian yang dilakukan dengan menggunakan data dari Bank Indonesia selama 
10 tahun terakhir yaitu dari tahun 2002 hingga 2013. Data yang digunakan 
merupakan data rata-rata setiap bulannya. Penelitian ini mengimplementasikan 
metode ANFIS yang merupakan salah satu metode dalam Jaringan Syaraf Tiruan 
yang dikembangkan menggunakan Fuzzy Sugeno. Metode ini mampu 
memberikan kebenaran hingga mencapai 89,51%. Dari penelitian ini dapat 
disimpulkan bahwa perdiksi nilai tukar rupiah terhadap dolar Amerika dapat 
dilakukan dengan menggunakan data dan metode yang tepat (Gernowo & 
Ernitawati, 2013). Sumarto (2016) juga melakukan penelitian yang sama 
terhadap nilai tukar rupiah dan dolar Amerika dengan menggunkan metode 
Support Vector Regression yang dioptimasi menggunakan Simulated Annealing-
Genetic Algoritm. Penelitian ini melakukan prediksi nilai tukar harian dan 
menghasilkan nilai MAPE yang cukup baik yaitu 1,115397 meskipun tanpa 
menggunakan fitur berupa data inflasi, dan jumlah uang beredar. Penelitian 
lainnya dilakukan oleh Pramesti (2016) yang menggunakan metode Fuzzy 
Mamdani dan dioptimasi menggunakan Algoritme Genetika. Penelitian ini 
memanfaatkan Algoritme Genetika untuk mencari batas himpunan keanggotaan 
yang paling mendekati optimal. Dengan menggunakan fitur inflasi, jumlah uang 
berer, dan selisih kurs selama 4 bulan terakhir penelitian ini mampu 
menghasilkan nilai MAPE sebesar 1,20164. 
Fais (2013) melakukan prediksi Backpropagation dengan menggunakan 
Algoritme Genetika  pada Backpropagation Neural Network  pada peramalan 
saham dengan tingkat akurasi rata-rata hingga 87%. Sehingga dapat disimpulkan 
optimasi Backpropagation dengan menggunakan Algoritme Genetika dirasa 
mampu memberikan hasil yang lebih baik pada hasil Backpropagation. Dengan 
pertimbangan seperti yang telah dipaparkan diatas, penelitian berkaitan dengan 
prediksi nilai tukar rupiah terhadap dolar Amerika dengan menggunakan metode 
Backpropagation yang pencarian bobotnya akan dioptimasi menggunakan 
























1.2 Rumusan Masalah 
Berdasarkan latar belakang di atas, masalah dalam penelitian ini dapat 
dirumuskan menjadi beberapa poin seperti berikut: 
1. Bagaimana menerapkan metode Algoritme Genetika untuk melakukan 
optimasi pada metode Backpropagation pada kasus peramalan nilai tukar 
Rupiah terhadap dolar Amerika? 
2. Bagaimana tingkat error yang didapatkan dalam peramalan nilai tukar Rupiah 
terhadap dolar Amerika dengan metode Backpropagation yang dioptimasi 
dengan menggunakan Algoritme Genetika? 
1.3 Tujuan 
Tujuan dalam penelitian ini dapat diuraikan seperti berikut: 
1. Menerapkan metode Backpropagation dengan Algoritme Genetika pada 
masalah peramalan nilai tukar Rupiah Indonesia terhadap dolar Amerika. 
2. Mengetahui tingkat error yang dihasilkan dari sistem prediksi nilai tukar 
Rupiah Indonesia terhadap dolar Amerika. 
1.4 Manfaat 
Penelitian ini diharapkan mampu memberikan manfaat bagaimana agar 
mendapatkan sebuah algoritme prediksi dengan kinerja yang optimal dari segi 
akurasi dengan menggunakan metode optimasi Algoritme Genetika pada metode 
Backpropagation pada nilai tukar Rupiah terhadap dolar Amerika. Diharapkan 
hasil dari penelitian ini bisa menjadi bahan pertimbangan dalam menentukan 
algoritme yang terbaik yang dapat diimplementasikan dalam melakukan prediksi 
nilai tukar mata uang.  
1.5 Batasan Masalah 
Agar permasalahan dalam penelitian yang telah dirumuskan dapat terfokus, 
maka penelitian ini dibatasi dalam beberapa hal: 
1. Melakukan prediksi pada nilai tukar Rupiah terhadap dolar Amerika. 
2. Data yang digunakan merupakan data inflasi, BI rate dan nilai tukar Rupiah 
terhadap dolar Amerika setiap bulannya mulai dari Januari 2006 hingga Juli 
2016 yang terdapat di halaman resmi Bank Indonesia.  
1.6 Sistematika Pembahasan 
BAB I : Pendahuluan  
Menjelaskan latar belakang penelitian, rumusan masalah di 





















masalah dan sistematika penulisan yang digunakan di dalam 
penelitian. 
BAB II : Landasan Kepustakaan 
Menjelaskan dasar teori dan kajian pustaka yang mendasari 
penelitian prediksi nilai tuker rupiah terhadap dolar Amerika 
dengan menggunakan metode Algoritme Genetika – 
Backpropagation 
BAB III : Metodologi 
Bab ini akan menjelaskan mengenai metode dan tahapan yang 
digunakan dalam menyelesaikan permasalahan dalam penelitian. 
BAB IV : Algoritme dan Perancangan 
Bab ini menjelaskan arsitketur pada Backpropagation, 
perancangan algoritma, penghitungan manual Algoritme 
Genetika – Backpropagation, perancangan antarmuka, dan 
perancangan pengujian. 
BAB V : Pembahasan 
Bab ini menjelaskan lingkungan implementasi yang meliputi 
lingkungan perangkat keras dan lingkungan perangkat lunak, 
kode program, implementasi Algoritme Genetika – 
Backpropagation, dan implementasi antarmuka. 
BAB VI : Pengujian dan Analisis 
Bab ini menjelaskan pelatihan Algoritme Genetika – 
Backpropagation, pegujian parameter Backpropagation, 
pengujian parameter Algoritme Genetika, dan perbandingan 
pengujian hasil pelatihan Backpropagation dengan Algoritme 
Genetika – Backpropagation. 
BAB VII : Penutup 
Bab ini menjelaskan kesimpulan dari hasil penelitian yang telah 






















BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Kajian Pustaka 
Pada bab 2 dijelasakan penelitain-penelitian terdahulu yang sebelumnya 
mengangkat masalah prediksi nilai tukar rupiah terhadap dolar Amerika maupun 
penggunaan Backpropagation yang dioptimasi dengan menggunakan Algoritme 
Genetika. Penelitian yang dijadikan kajian pustaka antara lain “Peramalan Nilai 
Tukar Rupiah (IDR) Terhadap dolar Amerika (USD) Menggunakan Metode 
Support Vector Regression (SVR) Dengan Simulated Annealing – Genetic 
Algorithm (SA-GA)” (Sumarto 2016), “Optimasi Fuzzy Inference System Mamdani 
Untuk Prediksi Nilai Tukar Rupiah Terhadap dolar Amerika Menggunakan 
Algoritme Genetika” (Pramesti, 2016), “Peramalan Time Series Saham 
Menggunakan Backpropagation Neural Network Berbasis Algoritma Genetika” 
(Huda, 2013). 
 Pada penelitian Sumarto (2016) telah dijelaskan bahwa nilai tukar rupiah 
merupakan masalah regresi yang nilainya selalu berubah-ubah dan tidak tetap.  
penulis melakukan penelitian berupa sistem peramalan nilai tukar rupiah (IDR) 
terhadap dolar Amerika yang menggunakan metode Support Vector Regression 
(SVR)  dengan Simulated Annealing – Genetic Algorithm (SA-GA ) dimana hasil 
yang diberikan terbilang cukup baik, yaitu dengan nilai MAPE 1,115397 dengan 
melakukan penelitian terhadap data dari halaman International Monetary Fund 
dari tahun 2013 hingga 2015 dengan menggunakan menggunakan nilai tukar 
rupiah 3 hari sebelumnya sebagai fitur masukan dan prediksi nilai tukar rupiah 
hari ini sebagai keluaran. Penelitian tersebut menggunakan Support Vector 
Regression sebagai metode yang mampu menyelesaikan masalah regresi pada 
prediksi nilai tukar mata uang tersebut. Selain itu penelitian yang sama juga 
dilakukan oleh Pramesti, (2016) dengan melakukan prediksi nilai tukar rupiah 
terhadap dolar Amerika dengan menggunakan metode Fuzzy Inference Mamdani 
yang dioptimasi dengan Algoritme Genetika. Penelitian tersebut memanfaatkan 
Algoritme Genetika untuk menentukan batas pada himpunan keanggotaan Fuzzy 
Inference Mamdani yang akan digunakan untuk melakukan prediksi nilai tukar 
rupiah terhadap dolar Amerika. Dengan menggunakan data dari Bank Indonesia, 
penelitian ini mampu memberikan hasil MAPE sebesar 1.20164. 
Penelitian Al Huda (2013) menunjukkan bahwa Algoritme Genetika dan 
Backpropagation merupakan kombinasi metode yang cukup baik digunakan 
dalam melakukan peramalan data time series berupa saham. Pada penelitian ini 
Input yang digunakan berupa open, high, low, dan close data data time series 
dilatih menggunakan Algoritme Genetika yang kemudian hasil bobot awal terbaik 
akan latih akan dilatih lagi menggunakan Backpropagation untuk memastikan 
mendapatkan calon solusi terbaik yang diharapkan mampu memberikan hasil 























Objek Metode Keluaran 
Masukkan 
Parameter 
Proses Hasil Penelitian 
Peramalan Nilai 








Annealing – Genetic 
Algorithm (SA-GA) 
Data tukar rupiah 
terhadap dolar 
Amerika pada 
tanggal 1 Januari 
2013 hingga 31 










- Nilai tukar rupiah 
yang diramalkan 
Nilai MAPE 
- Jumlah generasi 
- Ukuran populasi 
- Tingkat crossover 
- Tingkat mutasi 
- Temperatur awal 
- Temperatur akhir 
- Cooling factor 
- Jumlah iterasi 
SVR 
- Data latih 




- Cek temperatur 
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GA 
- Evaluasi fitness 
- Kurangi 
temperature 
- Ulangi hingga 
temperature 





- Ambil populasi 
dari SA 
- Lakukan operasi 
reproduksi , 
crossover, mutasi 
- Lakukan seleksi 
Kembalikan 




terhadap SVR dapat 
mmenghasilkan 
nilai error yang kecil 
dalam peramalan 
nilai tukar rupiah 
(IDR) terhadap 
dolar Amerika 
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Data tukar rupiah 
terhadap dolar 
Amerika pada bulan 
Januari 2009 
sampai Desember 






- Individu hasil 
optimasi 
- Data akutual, 
data prediksi 
dan error dari 





- Total fitness 
dari individu 
terbaik. 
- Nilai fitness dan 
kromosom 
individu terbaik 
pada  setiap 
generasinya . 
- Jumlah generasi 
- Ukuran populasi 
- Tingkat crossover 
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Objek Metode Keluaran 
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 Open, high, low, 
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- Inisialisasi bobot 
awal 
- Pelatihan dengan 
Backpropagation 















































Objek Metode Keluaran 
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Data nilai tukar 
rupiah terhadap 
dolar Amerika dari 
data set Bank 
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- Nilai bobot 
optimum 
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hasil prediksi 
- Nilai MAPE 
- Jumlah generasi 
pada Algoritme 
Genetika 
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pada Algoritme 
Genetika 
- Tingkat crossover 
pada Algortime 
Genetika 
- Tingkat mutasi 
pada Algoritme 
Genetika 




- Tingkat pelatihan 
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Backpropagation 
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2.2 Dasar Teori 
Teori dasar mengenai objek yang diteliti dan metode yang digunakan akan 
djelaskan secara singkat pada sub bab 2.2. Objek dan metode yang menjadi 
bahan penelitian antara lain: Nilai Tukar, Jaringan Syaraf Tiruan, 
Backpropagation, dan Algoritme Genetika. 
2.3 Nilai Tukar (Kurs) 
Nilai tukar (kurs) menurut Kamus Besar Bahasa Indonesia (KBBI) merupakan 
nilai mata uang suatu negara yang dinyatakan ke dalam bentuk mata uang 
negara lain. Nilai tukar berperan penting dalam perdagangan antar negara. 
Fluktuasi nilai tukar dapat membahayakan operasi bisnis internasional (Bahramy 
& Crone, 2013). Menurut Adiningsih (dalam Mansur, 2009), penurunan kurs 





















kondisi ekonomi Indonesia termasuk pasar modal. Peningkatan tingkat suku 
bunga akan mempengaruhi minat pemodal untuk melakukan investasi.  
2.3.1 Faktor-Faktor yang Mempengaruhi Nilai Tukar 
Dampak yang ditimbulkan oleh nilai tukar terhadap tingkat perekonomian 
suatu negara sangat besar. Peningkatan dan penurunan ekspor dan impor suatu 
negara juga dipengaruhi oleh nilai tukar, dimana semakin rendah nilai tukar mata 
uang maka menyebabkan semakin meningkatnya impor dan menurunnya 
ekspor, dan begitu pula sebaliknya. Terdapat beberapa faktor yang 
mempengaruhi perubahan pada nilai tukar mata uang menurut (Bergen, 2010), 
yaitu: 
1. Perbedaan tingkat inflasi dua negara 
2. Perbedaan tingkat suku bunga antara dua negara 
3. Neraca perdagangan 
4. Hutang publik 
5. Rasio harga ekspor dan impor 
6. Kestabilan politik dan ekonomi 
2.4 Inflasi 
Inflasi adalah suatu kondisi dimana harga barang akan terus mengalami 
kenaikan. Berbeda dengan inflasi, deflasi merupakan kenaikan nilai uang secara 
terbuka yang diakibatkan oleh jumlah barang yang beredar terlampau banyak 
sehingga harga dari barang-barang tersebut menurun. Inflasi dapat dipengaruhi 
dari dalam maupun luar negeri. Contoh inflasi yang terjadi di dalam negeri 
adalah defisit anggaran belanja dimana uang terus dicetak namun kegagalan 
pasar yang mengakibatkan naiknya harga bahan makanan. Sementara itu, 
menigkatnya harga barang impor akan menyebabkan terjadinya inflasi dari luar 
negeri. Hal ini dapat dipengaruhi oleh tarif impor barang yang meningkat, 
ataupun memang terjadi kenaikan pada harga barang impor. Inflasi yang 
berakibat pada beberapa barang yang memiliki keterkaitan dapat disebut 
sebagai inflasi tertutup, sedangkan inflasi yang mampu mempengaruhi harga 
barang secara luas maka hal ini disebut sebagai inflasi terbuka (Fitriah & Abadi, 
2011). 
Kestabilan inflasi memiliki peran penting dalam pertumbuhan ekonomi yang 
berkesinambungan yang akhirnya akan memberikan peningkatan kesejahteraan 
masyarakat (Pramesti, 2016). Inflasi yang tinggi akan menyebabkan pendapatan 
yang menurun, standar hidup yang juga ikut menurun, dan akhirnya semua 






















2.5 Tingkat Suku Bunga 
Tingkat suku bunga merupakan persentase dari harga yang harus dibayarkan 
dari penggunaan uang pada jangka waktu tertentu. Tingkat suku bunga juga 
dapat diartikan sebagai harga yang harus dibayarkan atas pertukaran mata uang 
nantinya (Boediono. 1998). 
 BI rate merupakan suku bunga kebijakan yang menggambarkan kebijakan 
moneter yang ditetapkan oleh Bank Indonesia yang kemudian diumumkan ke 
masyarakat luas. BI rate merupakan hasil dari rapat Dewan Gubernur bulanan 
yang diumumkan oleh Dewan Gubernur Bank Indonesia melalui pengelolaan 
likuiditas di pasar uang agar sasaran operasional kebijakan moneter dapat 
tercapai. Dengan mempertimbangkan faktor-faktor dalam perekonomian, Bank 
Indonesia akan menaikan BI rate apabila inflasi yang terjadi diperkirakan 
melebihi perkiraan, sebaliknya Bank Indonesia akan menurunkan BI rate bila 
dirasa inflasi ke depan kurang dari sasaran yang telah ditetapkan. 
2.6 Normalisasi 
Normalisasi merupakan salah satu proses transformasi data pada 
preprocessing dalam Data Mining. Normalisasi dilakukan dengan mengubah data 
yang kompleks ke dalam bentuk yang lebih sederhana namun tidak 
menghilangkan ataupun merubah isi dari data tersebut. Terdapat beberapa 
macam normalisasi data yang dapat dilakukan, diantaranya adalah normalisasi 
min max 
2.6.1 Nomalisasi Min-Max 
Normalisasi ini dilakukan dengan mencari nilai minimum dan maksimum yang 
terdapat pada data, dan merubah data kedalam skala baru dengan minimum dan 
maksimum baru yang telah ditentukan. Normalisasi min-max dilakukan sesuai 
dengan Persamaan  
           
(        ) (                )
(       )
           (2.1)  
Data baru = data yang telah dinormalisasi 
Min  = nilai minimum dari seluruh data 
Max  = nilai maksimum dari seluruh data 
Min baru = nilai minimum baru yang telah ditentukan 
Max baru = nilai maksimum baru yang telah ditentukan 
2.7 Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan merupakan cabang dari Kecerdasan Buatan dengan 
metode atau algoritme yang bertujuan untuk mencerdaskan sistem dengan 
mampu melakukan pembelajaran terhadap suatu masalah. Jaringan Syaraf 





















sebuah fungsi matematis sehingga mampu beradaptasi dalam menyelesaikan 
masalah. 
2.7.1 Arsitektur Jaringan Syaraf Tiruan 
Terdapat beberapa arsitektur di dalam jaringan Syaraf Tiruan, diantaranya 
adalah sebagai berikut: 
1. Jaringan dengan lapisan tunggal (single layer net) 
Jaringan dengan lapisan tunggal hanya memiliki satu lapisan pada 
arsitekturnya dengan bobot yang langsung dihubungkan dengan masukan 
yang kemudian diolah menjadi keluaran. 
2. Jaringan dengan banyak lapisan (multilayer net) 
Jaringan dengan banyak lapisan memiliki lapisan diantara masukan dan 
keluaran, dengan bobot yang berbeda sesuai dengan jumlah lapisan 
tersembunyi dari lapisan tersebut. 
2.7.2 Fungsi  Aktivasi 
Fungsi aktivasi merupakan bentuk dari operasi matematika yang diberikan 
pada sinyal output pada jaringan syaraf tiruan. Fungsi aktivasi memeliki fungsi 
untuk membangkitkan nilai hasil dari sebuah neuron pada jaringan syaraf tiruan.  
2.7.2.1 Fungsi Aktivasi Sigmoid Biner 
Fungsi aktivasi sigmoid biner merupakan fungsi aktivasi yang paling umum 
digunakan pada jaringan syaraf tiruan dengan metode Backpropagation. Jaringan 
syaraf tiruan yang memiliki interval output antara 0 hingga 1 sering 
menggunakan fungsi aktivasi ini karena fungsi aktivasi sigmoid biner memberikan 
hasil antara 0 hingga 1. Secara matematis, fungsi aktivasi sigmoid biner dituliskan 
seperti Persamaan 2.2. 
   ( )  
 
       
     (2.2)  
2.8 Jaringan Syaraf Tiruan Backpropagation 
Backpropagation merupakan salah satu metode dalam Jaringan Syaraf Tiruan 
yang cukup akurat dalam melakukan peramalan terhadap data time series. 
Metode Backpropagation merupakan metode dalam Jaringan Syaraf Tiruan yang 
terdiri dari multi lapisan dan menggunakan propagasi mundur sebagai alur 
pembelajaran. Menurut Pratama, (1999) Backpropagation merupakan algoritme 
yang menggunakan pendekatan steepest descent. Backpropagation memiliki 
perbedaan mendasar dengan Jaringan Syaraf Tiruan yang lain, yaitu pada proses 
pembelajarannya. Pada Backpropagation pembelajaran dilakukan dengan 
melihat nilai error pada sistem yang kemudian menjadi variabel yang digunakan 
sebagai penyesuai bobot yang digunakan. Metode ini banyak digunakan sebagai 
metode peramalan, prediksi dan pengenalan dengan akurasi yang cukup baik 





















Backpropagation memiliki perbedaan mendasar dengan Jaringan Syaraf 
Tiruan yang lain, yaitu pada proses pembelajarannya. Pada Backpropagation 
pembelajaran dilakukan dengan melihat nilai error pada sistem yang kemudian 
menjadi variabel yang digunakan sebagai penyesuai bobot yang digunakan. 
2.8.1 Pelatihan Backpropagation 
Pelatihan Backpropagation menurut Siang, J. J. (2005) terdiri dari tiga fase, 
yaitu: 
1. Fase I: Feedforward 
Merupakan fase dimana data masukan dilakukan proses matematika di 
setiap lapisan  sehingga menghasilkan keluaran. Keluaran akan menjadi 
acuan dalam penentuan perbaikan yang dilakukan pada langkah selanjutnya. 
2. Fase II: Backpropagation 
Menghitung nilai sensitifitas pada setiap lapisan. Dimana sensitifitas setiap 
lapisan m dihitung dari sensitifitas pada lapisan m+1, sehingga perhitungan 
sensitifitas berjalan mundur. 
3. Fase III: Weight Update 
Perbaikan terhadap nilai bobot (w) dan (v) dengan menggunakan pendekatan 
steepest descent. 
 Berikut langkah-langkah yang dilakukan dalam proses pembelajaran 
Backpropagation. 
Langkah 1 
Inisialisasi bobot dengan menggunakan bilangan acak 
Langkah 2 
Ulangi langkah pelatihan hingga kondisi iterasi terpenuhi 
Langkah 3 
Untuk setiap pasang data latih, lakukan langkah 4 hingga langkah 9 
2.8.1.2 Fase I: Feedforward 
Langkah 4 
Setiap node masukan (           ) menerima sinyal masukan dan 






















Hitung semua keluaran pada node lapisan tersembunyi     (       ) 
             ∑   
 
             (2.3) 
    (     )   
 
      (      )
     (2.4) 
Langkah 6 
Hitung semua keluaran pada node    (       ) 
            ∑       
 
        (2.5)  
    (     )  
 
           
     (2.6)  
2.8.1.3 Fase II: Backpropagation 
Langkah 7 
Hitung faktor   pada node keluaran berdasarkan kesalahan hasil pada setiap 
node keluaran    dimana         
   (     ) 
 (     )  (     )   (    )   (2.7) 
   merupakan nilai kesalahan yang digunakan dalam perubahan bobot 
Hitung perubahan bobot    dengan tingkat pembelajaran   
                 (2.8) 
Dimana         dan         
Langkah 8 
Hitung faktor   lapisan tersembunyi berdasarkan kesalahan pada setiap 
lapisan tersembunyi     dimana         
       ∑        
 
         (2.9) 
Faktor   lapisan tersembunyi: 
           
 (     )           (    )    (2.10) 
Hitung perubahan bobot     
                   (2.11) 
Dimana         dan         
2.8.1.4 Fase III: Weight Update 
Langkah 9 
Lakukan penghitungan pada perubahan untuk bobot pada node keluaran 





















Dimana         dan         
Hitung perubahan bobot garis yang menuju lapisan tersembunyi 
   (    )     (    )           (2.13) 
Dimana         dan         
2.9 Algoritme Genetika 
Algoritme Genetika merupakan metode dalam Algoritme Evolusi. Dari 
beberapa teknik optimasi dalam algoritme evolusi, Algoritme Genetika 
merupakan teknik optimasi yang paling populer dan terbukti mampu 
memecahkan permasalahan-permasalahan yang kompleks seperti yang 
diterapkan pada TSP dengan Time Windows (Suprayogi & Mahmudy, 2015), 
sistem rekomendasi wisata kuliner (Widodo & Mahmudy, 2010), penjadwalan 
ujian (Mawaddah & Mahmudy, 2006), dan antar jemput laundry (Suprayogi & 
Mahmudy, 2015). Algoritme ini memanfaatkan teknik pencarian acak auto-
adaptif dan membentuk individu baru dengan melakukan crossover, mutasi, dan 
seleksi. Algortime Genetika mampu menyelesaikan masalah rumit yang sulit 
untuk diselesaikan degan menggunakan algoritme tradisional. Dengan 
memanfaatkan pencarian acak, Algoritme Genetika mampu menjangkau wilayah 
solusi yang sulit dijangkau oleh algoritme lain, sehingga algoritme ini dirasa 
cukup baik untuk mengoptimasi algoritme lain untuk memperluas wilayah solusi. 
Algoritme Genetika merupakan algoritme yang digunakan dalam melakukan 
pencarian dengan menggunakan mekanisme genetika dan seleksi alam. 
Algoritme Genetika lebih mampu menyelesaikan masalah yang kompleks jika 
dibandingkan dengan metode konvensional (Dasiani dan Arhami, 2006) 
Berikut merupakan istilah yang digunakan dalam Algoritme Genetika (Sutojo, 
M dan Suhartono, 2011): 
1. Gen (genotype) merupakan variabel yang membentuk sebuah kromosom 
dengan nilai berupa integer, biner, float, maupun karakter. 
2. Kromosom merupakan kumpulan dari gen dengan arti atau fungsi yang sama. 
3. Individu merupakan kumpulan kromosom yang memiliki identitas yang sama. 
4. Populasi merupakan kelompok individu yang akan melalui proses pada siklus 
evolusi. 
5. Generasi merupakan satuan siklus dalam proses evolusi. 
6. Nilai fitness merupakan parameter yang menggambarkan tingkat kecocokan 
hasil dari suatu individu setelah melalui proses evolusi, atau dapat dikatakan 
sebagai tingkat kecocokan solusi terhadap masalah yang ada. 
Algoritme Genetika mampu menyelesaikan masalah dengan sejumlah 
tahapan sebelum akhirnya mendapatkan solusi yang paling optimum. Calon 





















kromosom. Setelah melalui beberapa proses yang terdapat di dalam Algoritme 
Genetika, calon solusi optimum dinilai seberapa baik solusi yang diberikan 
dengan melakukan fungsi fitness. Serangkaian proses Algoritme Genetika yang 
terus dilakukan dari generasi ke generasi akan menghasilkan kromosom terbaik 
sebagai sebuah solusi yang diharapkan mendekati optimum dari masalah yang 
dihadapi (Mahmudy, 2013). 
2.9.1 Penentuan Parameter 
Parameter kontrol pada Algoritme Genetika merupakan parameter yang 
harus ditentukan secara tepat agar Algoritme Genetika mampu memberikan nilai 
yang optimum. Parameter kontrol pada Algoritme Genetika anatara lain ukuran 
populasi, crossover rate, dan mutation rate. Penentuan parameter kontrol pada 
Algoritme Genetika akan mempengaruhi kemampuan Algoritme Genetika dalam 
melakukan eksplorasi pada calon solusi optimum. Semakin besar nilai pada 
parameter kontrol yang digunakan, semakin luas area solusi yang mampu dicapai 
namun disisi lain akan membebani waktu komputasi yang bahkan Algoritme 
Genetika dapat mengeksplorasi area yang tidak mampu memberikan solusi yang 
optimum (W. F. Mahmudy, Marian, and Luong 2014). 
Kombinasi nilai pada parameter kontrol yang akan digunakan dalam 
Algoritme Genetika bergantung pada masalah yang akan diselesaikan. Metode 
untuk menentukan parameter kontrol pada Algoritme Genetika masih belum 
ditemukan, namum menurut Mahmudy, Marian, dan Luong (2014) untuk 
mendapatkan parameter kontrol yang paling sesuai perlu dilakukan serangkaian 
pengujian terhadap parameter kontrol yang akan digunakan agar mendapatkan 
kombinasi nilai parameter yang paling sesuai. Kusumadewi (2003) dalam 
bukunya merekomendasikan beberapa kombinasi parameter kontrol yang dapat 
digunakan sesuai dengan masalah yang ingin diselesaikan, antara lain: 
a. Untuk masalah dengan area solusi yang cukup besar, De Jong 
merekomendasikan nilai parameter kontrol: 
(popSize; cr; mr) = (50; 0,6; 0,001) 
b. Jika indikator yang digunakan adalah rata-rata fitness pada setiap generasi, 
maka Grefensette merekomendasikan parameter kontrol: 
(popSize; cr; mr) = (30; 0,95; 0,01) 
c. Jika indikator yang digunakan adalah nilai fitness dari individu terbaik pada 
setiap generasi, maka parameter kontrol yang diusulkan adalah: 
(popSize; cr; mr) = (80; 0,45; 0,01) 
2.9.2 Representasi Kromosom 
Kromosom merupakan sebuah himpunan yang akan merepresentasikan 
solusi bagi masalah yang akan diselesaikan. Represesntasi kromosom yang tepat 
sangat mempengaruhi dalam keberhasilan pencarian solusi yang optimal. Setiap 





















terdiri atas susunan biner (0/1), floating point, bilangan integer, maupun simbol-
simbol, matriks, dan lain-lain  (Houck  dalam Mahmudy, 2013). 
2.9.3 Inisialisasi Populasi 
Proses insisialisasi populasi pada Algoritme Genetika dilakukan dengan 
melakukan pembangkitan bilangan acak sesuai dengan representasi kromosom 
yang telah ditentukan sebelumnya. Ukuran populasi pada Algoritme Genetika 
akan menentukan jumlah populasi yang dibentuk melalui proses inisialiasi 
populasi serta populasi yang akan lolos proses seleksi nantinya. 
2.9.4 Reproduksi 
Reproduksi adalah proses untuk membentuk individu baru dari individu yang 
terdapat dalam populasi yang telah dibentuk sebelumnya. Proses reproduksi 
dapat  dilakukan dengan proses persilangan (crossover) dan atau mutasi. 
Keturunan yang didapatkan dari hasil reproduksi disebut sebagi offspring. 
2.9.4.1 Persilangan (Crossover) 
Pada crossover, jumlah offspring yang terbentuk bergantung pada nilai 
crossover rate yang telah ditentukan sebelumnya, yang ditunjukkan pada 
Persamaan 2.14. Pemilihan induk pada crossover dilakukan secara acak 
(Mahmudy, 2013). Pada representasi real-code, offspring yang akan terbentuk 
merupakan hasil penghitungan matematis terhadap 2 induk yang telah terpilih 
seperti pada Persamaan 2.15 dan 2.16. 
                              (2.14) 
        (     )      (2.15) 
        (     )      (2.16) 
Keterangan: 
P1 = Parent ke-1 
P2 = Pareng ke-2 
C1 = Child ke-1 
C2 = Child ke-2 
α = variabel acak 
2.9.4.2 Mutasi 
Jumlah offspring yang terbentuk pada mutasi bergantung pada nilai mutation 
rate yang telah ditentukan sebelumnya, sesuai Persamaan 2.17. Pada 
representasi real-code, offspring yang terbentuk merupakan hasil penghitungan 
matematis terhadap induk yang telah terpilih seperti pada Persamaan 2.18 . 
                             (2.17) 
  






















xi’ = nilai gen terpilih baru 
r = nilai acak antara -0.1 hingga 0.1 
maxi = nilai maximum dari domain gen xi 
mini = nilai minimum dari domain gen xi 
2.9.5 Evaluasi 
Evaluasi merupakan proses penghitungan nilai fitness yang akan 
merepresentasikan kecocokan solusi pada individu terhadap masalah yang 
dihadapi. Penentuan nilai fitness dapat dilakukan dengan melihat nilai f(x), dalam 
tahap ini fitness=f(x).  
         
 
    
      (2.19) 
2.9.6 Seleksi 
Proses seleksi dilakukan untuk menentukan individu yang lolos pada setiap 
generasi sehingga dapat menjadi induk bagi individu baru selanjutnya. Pada 
beberapa metode seleksi semakin besar nilai fitness pada suatu individu akan 
membuat individu tersebut memiliki peluang lebih besar untuk lolos pada 
generasi selanjutnya. 
2.9.7 Kriteria Penghentian 
Pada Algoritme Genetika terdapat kemungkinan dimana proses pencarian 
solusi terbaik akan berjalan terus, maka dari itu diperlukan kriteria penghentian 
dalam proses Algoritme Genetika. Kriteria penghentian yang dapat diterapkan 
dalam Algoritme Genetika antara lain: 
1. Jumlah maksimum generasi tercapai. Jumlah maksimum generasi yang 
digunakan sebagai kriteria penghenti ditentukan sebelum proses Algoritme 
Genetika dimulai. Jumlah maksimum generasi yang digunakan ditentukan 
berdasarkan kompleksitas masalah, umumnya semakin kompleks masalah 
yang dihadapi semakin besar jumlah generasi yang dibutuhkan. Jumlah 
maksimum generasi ditentukan sedemikian rupa sehingga tidak ditemukan 
lagi solusi yang lebih baik jika generasi melebihi jumlah maksimum generasi 
yang telah ditentukan (Yogeswaran, Ponnambalam & Tiwari dalam 
Mahmudy 2013).  
2. Penghentian iterasi dilakukan jika secara beturut-turut solusi yang 
didapatkan tidak lebih baik jika dibandingkan solusi sebelumnya (Mahmudy, 
Marian & Luong 2012).  
3. Iterasi dapat dihentikan apabila waktu komputasi telah mencapai waktu 
maksimum yang telah ditentukan. Kondisi ini dapat diterapkan apabila ingin 
mengukur performa (W. F. Mahmudy 2013). 
Dalam implementasi praktis, dianjurkan untuk menggunakan kombinasi (1) 





















2.10 Algoritme Genetika – Backpropagation 
Backpropagation merupakan metode dalam jaringan syaraf tiruan yang 
mampu melakukan klasifikasi yang baik terhadap masalah dengan cakupan yang 
cukup luas, namun hal ini terkendala dengan kemungkinan terjadinya 
konvergensi yang buruk dan tidak tetap. Penerapan Backpropagation akan tetap 
melakukan pelatihan Backpropagation untuk mendapatkan bobot yang terbaik 
pada local optimum (Asriningtyas, Dachlan, dan Yudaningtyas, 2015). Langkah-
langkah yang dilakukan untuk mendapatkan bobot yang optimum bagi 
Backpropagation diantaranya adalah: 
1. Melakukan inisialisasi populasi untuk mendapatkan individu-individu yang 
merepresentasikan bobot-bobot calon solusi optimum bagi Backpropagation. 
2. Melakukan crossover dan mutasi untuk mendapatkan offspring yang akan 
memberikan keturunan yang lebih baik daripada induknya 
3. Melakukan pelatihan dengan menggunakan Backpropagation. 
4. Menghitung nilai fitness dari masing-masing individu. 
5. Melakukan seleksi untuk menentukan individu-individu yang layak untuk 
lolos ke generasi selanjutnya. 
2.11 Pengukuran Performa 
Pengukuran performa dilakukan untuk mengukur seberapa baik suatu 
algoritme atau sistem yang telah dibuat berjalan. Dalam berbagai penelitian 
terdapat beberapa fungsi yang digunakan untuk mengukur kinerja suatu sistem, 
beberapa diantaranta adalah MAPE, MSD (Mean Squered Deviation), MAD 
(Mean Absolute Deviation) dan sebagainya. Pada penelitian ini alat yang 
digunakan untuk mengukur kinerja sistem adalah fungsi MAPE (Mean Absolute 
Precentage Error). 
2.11.1 MAPE 
MAPE adalah fungsi yang dapat mengukur rata-rata error yang terjadi dalam 
suatu fungsi fitness. Total error dapat dilihat dari perbedaan antara hasil optimasi 


















      (2.20) 
Dimana Pi merupakan nilai hasil  prediksi dengan menggunakan Algorimte 
Genetika – Backpropagation, Tj merupakan target atau nilai sebenarnya dan n 
merupakan jumlah data latih yang digunakan dalam penelitian ini. Apabila nilai 
Pi=Tj maka Ei=0, kondisi ini akan membuat nilai MAPE bergerak dari  0 sampai 
tak terhingga karena tidak terdapat selisih antar hasil ramalan dan nilai 






















BAB 3 METODOLOGI 
Pada bab 3 akan dijelaskan tahapan-tahapan dalam pelaksanaan penelitian, 
sehingga tujuan dari penelitian dapat tercapai. Tahapan dapat diilustrasikan 
seperti pada Gambar 3.1. 
 
Gambar 3.1 Diagram alur metedologi penelitian 
3.1 Studi Literatur 
 Studi literatur adalah tahapan dalam mempelajari penelitian lebih dalam 
dengan mencari referensi teori yang memiliki kesamaan dan keterkaitan dalam 
permasalahan yang diteliti. Studi literatur yang dilakukan pada penelitian ini 
berisi tentang valuta asing, Algoritme Genetika, Jaringan Syaraf Tiruan, 
Backpropagation dan optimasi dengan Algoritme Genetika terhadap 
Backpropagation. 
Referensi dalam melakukan pembelajaran didapatkan dari berbagai sumber. 





















berbagai sumber lainnya. Tujuan dilakukannya studi literatur adalah sebagai 
dasar teori dan bagi penulis dalam melakukan penelitian. 
3.2 Pengumpulan Data 
Pada tahapan ini data mulai dikumpulkan yang nantinya dibutuhkan dalam 
menyelesaikan permasalahan penelitian. Data yang digunakan dalam penelitian 
merupakan jenis data sekunder. Data sekunder adalah jenis data yang didapat 
dari web resmi Bank Indonesia dengan situs yang dapat diakses di www.bi.go.id.  
Data yang telah didapatkan, kemudian diolah dan digunakan sebagai 
parameter input pada proses optimasi menggunakan Algoritme Genetika. Pada 
penelitian Pramesti, R. A. (2013), Data yang digunakan sebagai parameter input 
dalam penelitian ini ada 3, yaitu data bulanan dari inflasi, BI rate, dan kurs beli 
bulanan rupiah terhadap dolar Amerika. Semua data tersebut diambil dalam 
kurun waktu 9 tahun, yaitu dari Januari 2006 hingga Juli 2016 dengan total data 
124 data bulanan. 
Table 3.1: Analisa kebutuhan dan penelitian. 
No. Kebutuhan Data Sumber Data Metode 
Kegunaan 
Data 










latih dan data 
uji 
2 Tingkat suku bunga 










latih dan data 
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latih dan data 
uji 
 
3.3 Analisis Kebutuhan 
Analisa kebutuhan dilakukan dengan menganalisis dan mengumpulkan 
informasi mengenai semua kebutuhan yang diperlukan dalam penelitian. 
Tahapan ini dilakukan agar sistem dapat dibuat dengan benar dan sesuai 
kebutuhan sehingga dapat menyelesaikan permasalahan dari penelitian. Analisa 






















Perancangan aplikasi dibangun dengan berdasarkan hasil pengumpulan data 
dan analisa kebutuhan yang telah dilakukan. Tahapan ini dilakukan untuk 
mempermudah pada tahap implementasi dan pengujian. 
3.4.1 Deskripsi Sistem 
Sistem yang akan dibuat merupakan sistem prediksi nilai tukar rupiah 
terhadap dolar Amerika dengan menggunakan metode Backpropagation yang 
nilai bobotnya telah melalui tahap optimasi dengan menggunakan Algoritme 
Genetika. Pada sistem prediksi di tahap pelatihan diperlukan data masukkan 
berupa learning rate, jumlah iterasi, dan jumlah lapisan tersembunyi pada 
arsitektur yang akan digunakan pada Backpropagation, serta jumlah generasi, 
ukuran populasi, crossover rate, dan mutation rate pada Algoritme Genetika. 
Sedangkan pada tahap uji diperlukan data masukkan berupa nilai inflasi, nilai BI 
rate, nilai kurs 3 bulan terakhir, nilai kurs 2 bulan terakhir, dan nilai kurs 1 bulan 
terakhir Implementasi. 
Implementasi aplikasi prediksi nilai tukar valuta asing dengan menggunakan 
java, database mysql dan perangakat lunak pendukung lainnya. Adapun 
implementasi sistem adalah sebagai berikut: 
- Pembuatan antarmuka yang akan dibuat dengan menggunakan bahasa 
pemrograman Java. 
- Menerapkan metode Algoritme Genetika dalam proses pelatihan 
Backpropagation untuk mendapatkan bobot terbaik. 
- Setelah  mendapatkan bobot terbaik, bobot akan dilatih menggunakan 
algoritme Backpropagation. 
- Bobot terbaik hasil pelatihan digunakan untuk melakukan prediksi dengan 
menggunakan algoritme feedforward pada algoritme Backpropagation. 
- Kemudian akan didapatan hasil prediksi nilai tukar valuta asing pada bulan 
selanjutnya dan dihitung besar nilai kesalahannya. 
3.4.2 Arsitketur Backpropagation  
Pada penelitian ini arsitektur yang akan digunakan merupakan 
Backpropagation dengan 5 masukan dan 1 bias pada lapisan masukan dan 1 bias 
pada lapisan tersembunyi serta 1 keluaran, sedangkan jumlah neuron pada 
lapisan tersembunyi akan diujikan. Gambar 3.2 menunjukkan arsitektur 




























Gambar 3.2 Arsitektur Backpropagation 
Masukan yang digunakan pada arsitektur Backpropagation pada penelitian 
adalah sebanyak 5 dengan masing-masing masukan mewakili nilai inflasi 
bulanan, tingat suku bunga bulanan (BI rate), kurs pada 3 bulan sebelumnya, 2 
bulan sebelumnya dan sebulan sebelumnya serta bias pada lapisan masukan dan 
lapisan tersembunyi yang akan selalu bernilai 1. 
3.5 Pengujian Algoritme 
Tahapan pengujian bertujuan untuk melakukan pengujian terhadap algoritme 
yang telah dibuat. Sehingga dari hasil pengujian akan diketahui apakah algoritme 
yang telah dibuat sesuai dengan yang diharapkan atau tidak. Pengujian dilakukan 
dengan memasukkan nilai parameter Backpropagation dan Algoritme Genetika 
yang berbeda terhadap data latih. Tujuannya yaitu untuk mengetahui pengaruh 
parameter yang digunakan pada proses pelatihan. Setelah didapatkan parameter 
yang memberi bobot terbaik kemudian dilakukan proses prediksi. Dan setelah 
peramalan selesai dilakukan, maka bobot tebaik yang dihasilkan akan dievaluasi 
menggunakan sejumlah data uji, kemudian akan dihitung tingkat kesalahan 
peramalan. 
3.6 Pengambilan Kesimpulan dan Saran 
Pengambilan kesimpulan dilakukan setelah semua proses mulai dari studi 
literatur hingga pengujian telah selesai dilakukan. Tahapan pengambilan 
kesimpulan dilakukan untuk mengetahui efektifitas kinerja dari algoritme yang 
telah digunakan. Setelah itu tahapan akhir yang dilakukan adalan penulisan saran 





















BAB 4 ALGORITME DAN PERANCANGAN 
Perancangan sebelum mengimpelementasikan atau membuat suatu sistem 
diperlukan agar seluruh kebutuhan sistem telah terpenuhi. Selain itu 
perancangan dapat membantu sistem dalam menghemat waktu pengerjaan 
karena segala kebutuhan sistem tersedia. Pada bab ini dijelaskan tentang 
penyelesaian masalah dengan tahapan yang telah ditentukan serta rancangan 
atarmuka sistem yang akan dibangun. 
4.1 Formulasi Permasalahan 
Prediksi nilai tukar rupiah terhadap dolar Amerika menggunakan data-data 
historis dari faktor-faktor yang mempengaruhi perubahan pada nilai. Faktor-
faktor yang mempengaruhi nilai tukar rupiah antara lain adalah inflasi, BI rate 
dan data nilai tukar rupiah terhadap dolar Amerika 3 bulan terakhir. Faktor-
faktor tersebut akan dijadikan input pada Backpropagation yang kemudian dicari 
bobot optimumnya menggunakan Algoritme Genetika. Algoritme Genetika akan 
mencari bobot yang optimum bagi Backpropagation untuk mampu membentuk 
sebuah hubungan yang matematis dari setiap input yang digambarkan kedalam 
arsitektur dengan 3 lapisan. 
 






















Dalam melakukan proses prediksi nilai tukar rupiah terhadap dolar Amerika 
menggunakan Backpropagation dengan melakukan pembobotan pada Algoritme 
Genetika akan dijelaskan pada Gambar 4.1. Pada diagram alur pada Gambar 4.1 
proses diawali dengan memberikan masukan berupa data yang akan digunkan 
sebagai data latih (Data), jumlah generasi yang harus dicapai Algorimte Genetika 
untuk berhenti (jGenerasi), ukuran populasi pada Algoritme Genetka (popSize), 
nilai probabilitas crossover (cRate), niai probabilitas mutasi (mRate), jumlah 
neuron pada lapisan tersembunyi (jNeuron), nilai learning rate(lRate) untuk 
mengatur laju pembelajaran pada proses pelatihan Backpropagation di dalam 
Algoritme Genetika, serta jumlah iterasi (jIterasi) yang dilakukan pada pelatihan 
Backpropagation di dalam Algoritme Genetika. Setelah semua parameter 
terpenuhi lakukan proses normalisasi pada data latih dan data uji, lakukan proses 
pelatihan dengan Algoritme Genetika – Backpropagation. Setelah mendapatkan 
bobot terbaik dari pelatihan, lakukan pengujian terhadap data uji dan diikuti 
dengan penghitungan tingkat kesalahan. Lebih rinci alur sistem dijelaksan dalam 
bentuk contoh kasus berikut.  
Bank Indonesia ingin melakukan perdiksi terhadap nilai tukar rupiah terhadap 
dolar Amerika dengan menggunakan metode Bacpropagation yang melakukan 
pembobotan dengan Algoritme Genetika. Langkah-langkah dalam melakukan 
prediksi antara lain: 
1. Tahap pertama adalah mengumpulkan data inflasi, BI rate, dan perubahan 
nilai tukar rupiah terhadap dolar Amerika pada 3 bulan sebelumnya. Data 
terdiri atas 99 data latih dan 2 data uji. Data latih merupakan data yang akan 
digunakan dalam pelatihan Algoritme Genetika untuk mendapatkan bobot 
yang paling optimum. Sedangkan data latih merupakan data yang digunakan 
dalam pengujian untuk mendapatkan besar error yang dihasilkan dari bobot 
yang telah didapat. 
2. Data yang telah didapat kemudian dilakukan normalisasi. Normalisasi yang 
digunakan merupakan normalisasi min max. Normalisasi perlu dilakukan 
untuk mendapatkan nilai yang sesuai dengan domain fungsi aktivasi sigmoid 
yaitu pada range 0 hingga 1. Namun karena pada fungsi aktivasi sigmoid 
tidak pernah tercapai maka pada normalisasi ini digunakan nilai minimum 
0.1 dan nilai maksimum 0.9.  
3. Masuk pada proses Algoritme Genetika, yaitu penentuan individu awal 
secara acak sejumlah populasi yang telah ditentukan dengan representasi 
kromosom sesuai dengan Gambar 4.3. 
4. Individu yang telah terbentuk dilakukan reproduksi berupa crossover antara 
dua induk dan juga mutasi. 
5. Hitung nilai fitness setiap individu beserta offspring yang telah didapatkan 
dari hasil reproduksi dengan melakukan pelatihan melalui proses 
Backpropagation. Nilai fitness didapat dari nilai error individu yang telah 





















pelatihan setelah pelatihan melebihi jumlah iterasi atau jika selama lima 
iterasi berturut-turut nilai fitness semakin memburuk. 
6. Setiap individu kemudian akan diseleksi. Proses seleksi yang digunakan 
dalam masalah ini adalah Roulette Wheel dimana setiap individu akan dicari 
nilai probabilitas kumulatifnya berdasarkan nilai fitnessnya.  
7. Proses Algoritme Genetika akan terus dilakukan hingga generasi yang telah 
ditentukan. 
8. Bobot terbaik hasil pelatihan menggunakan Algoritme Genetika akan 
digunakan sebagai bobot pada proses pengujian dengan feedforward. 
9. Hasil pengujian dan nilai error dapat dilihat sebagai tolak ukur keakuratan 
prediksi nilai tukar Rupiah terhadap dolar Amerika. 
Tahap-tahap tersebut secara lebih ringkas dijelaskan melalui diagram alur 
sistem sesuai pada Gambar 4.2.  
4.2 Normalisasi Min Max 
Data inflasi, BI rate, dan perubahan nilai tukar rupiah terhadap dolar Amerika 
pada 3 bulan sebelumnya yang telah dikumpulkan sebelumnya kemudian perlu 
dilakukan Normalisasi. Data yang didapatkan terdiri atas data latih yang 
contohnya terdapat pada Tabel 4.1 dan data uji yang contohnya terdapat pada 
Tabel 4.2. Contoh data latih yang digunakan untuk mendapatkan bobot optimal 
pada Backpropagation akan ditunjukan pada Tabel 4.1. 
Tabel 4.1 Contoh data latih permasalahan 
Inflasi BI rate Kurs 3 Bulan 
Sebelumnya 
Kurs 2 Bulan 
Sebelumnya 
Kurs 1 Bulan 
Sebelumnya 
Perubahan 
Kurs Bulan ini 
0.1574 0.1275 9540.4 9299.35 9217.476 8981.667 
0.0241 0.0575 12009.1 12112.03 11708.83 9117.849 
0.0489 0.075 14468 13864.76 13740.95 13923.75 
0.0442 0.07 13923.75 13958.35 13583.2 13259.14 
0.0683 0.075 13441.79 13850.7 14468 13864.76 
0.0335 0.075 13864.76 13740.95 13923.75 13958.35 
0.0257 0.065 10027.5 9950.389 9530 9517.2 
0.0547 0.0575 9758.105 9772.955 9809.909 9931 
0.0461 0.0675 8576.19 8574.789 8809.45 8939.667 
0.0461 0.0675 8598.8 8607 8576.19 8574.789 
Contoh data uji untuk bulan yang akan diprediksi oleh Bank Indonesia 
























Tabel 4.2 Contoh data uji permasalahan 
Inflasi BI rate Kurs 3 Bulan 
Sebelumnya 
Kurs 2 Bulan 
Sebelumnya 




0.156 0.125 9217.476 8981.667 9029.857 9409.636 
0.154 0.1275 9299.35 9217.476 8981.667 9029.857 
0.0445 0.0675 13958.35 13583.2 13259.14 13245.81 
0.0625 0.075 13850.7 14468 13864.76 13740.95 
0.0414 0.0725 13740.95 13923.75 13958.35 13583.2 
0.0718 0.075 13379.95 13441.79 13850.7 14468 
0.0241 0.065 9950.389 9530 9517.2 9504.85 
0.0557 0.0575 9735.05 9758.105 9772.955 9809.909 
0.0442 0.065 8574.789 8809.45 8939.667 9060.227 
0.0479 0.0675 8607 8576.19 8574.789 8809.45 
 
Data pada Tabel 4.1 dan Tabel 4.2 kemudian dilakukan normalisasi sehingga 
menghasilkan data pada Tabel 4.3 dan Tabel 4.4. Normalisasi yang digunakan 
merupakan normalisasi min max. Normalisasi perlu dilakukan untuk 
mendapatkan nilai yang sesuai dengan domain fungsi aktivasi sigmoid yaitu pada 
range 0 hingga 1. Namun karena pada fungsi aktivasi sigmoid tidak pernah 
tercapai maka pada normalisasi ini digunakan nilai minimum 0.1 dan nilai 
maksimum 0.9. Proses normalisasi ditunjukan sesuai dengan diagram alur pada 
Gambar 4.2. 
Pada Gambar 4.2 dijelaskan alur normaliasasi yang diawali dengan 
melakukan inisialisasi array dataNorm yang akan menyimpan data hasil 
normaliasai. Kemudian melakukan pengulangan sebanyak jumlah data dan 
sebanyak parameter masukan untuk mendapatkan nilai maksimum dan 
minimum dari setiap parameter masukan dari semua data. Kemudian lakukan 
pengulangan lagi pada setiap data pada setiap parameter dan lakukan 












































Tabel 4.3 Hasil normalisasi contoh data latih 
Inflasi BI rate Perubahan 
Kurs 3 Bulan 
Sebelumnya 
Perubahan 
Kurs 2 Bulan 
Sebelumnya 
Perubahan 





0.9 0.9 0.231081 0.198359 0.187244 0.155233 
0.887397 0.871429 0.155233 0.161775 0.21333 0.180935 
0.248837 0.3 0.9 0.818111 0.801304 0.826118 
0.22063 0.242857 0.826118 0.830815 0.779889 0.735898 
0.365266 0.3 0.760693 0.816202 0.9 0.818111 
0.156414 0.3 0.818111 0.801304 0.826118 0.830815 
0.109602 0.185714 0.297205 0.286737 0.229669 0.227932 
0.283646 0.1 0.260634 0.26265 0.267667 0.284105 
0.232033 0.214286 0.10019 0.1 0.131855 0.149532 
0.232033 0.214286 0.103259 0.104373 0.10019 0.1 
 
Tabel 4.4 Hasil normaliasai contoh data uji 














0,891598 0,871429 0,187244 0,155233 0,161775 0,21333 
0,879595 0,9 0,198359 0,187244 0,155233 0,161775 
0,222431 0,214286 0,830815 0,779889 0,735898 0,734088 
0,330458 0,3 0,816202 0,9 0,818111 0,801304 
0,203826 0,271429 0,801304 0,826118 0,830815 0,779889 
0,386272 0,3 0,752298 0,760693 0,816202 0,9 
0,1 0,185714 0,286737 0,229669 0,227932 0,226255 
0,289647 0,1 0,257505 0,260634 0,26265 0,267667 
0,22063 0,185714 0,1 0,131855 0,149532 0,165898 
































Gambar 4.3 Diagram alur Algoritme Genetika dan Backpropagation 
Tahapan yang dilakukan dalam melakukan prediksi dengan menggunakan 
Algoritme Genetika secara anatra lain: 
1. Inisialisasi populasi awal 
2. Reproduksi 
3. Latih setiap individu dengan Backpropagation 






















Langkah-langkah dalam pelatihan menggunakan Algotime Gentika untuk 
mendapatkan bobot Backpropagation terbaik untuk melakukan prediksi nilai 
tukar rupiah terhadap dolar Amerika dengan lebih jelas akan digambarkan dalam 
bentuk diagram alur seperti Gambar 4.3. 
Pada Gambar 4.3 menunjukkan alur proses yang dilakukan untuk 
mendapatkan bobot yang paling optimal untuk Backpropagation dengan 
menggunakan Algoritme Genetika. Pada proses ini perlu dilakukan inisialisasi 
populasi, inisialisasi individu dilakukan sebanyak jumlah populasi yang telah 
ditentukan. Pada setiap individu representasi kromosom disesuaikan dengan 
arsitektur jumlah neuron pada lapisan tersembunyi Backpropagation. Setelah 
semua individu terbentuk selanjutnya melakukan proses crossover dan mutasi. 
Metod crossover yang digunakan merupakan extended intermediate crossover, 
dimana offspring yang dihasilkan merupakan hasil kombinasi dari kedua induk. 
Mutasi dilakukan dengan menggunakan metode random mutation, metode ini 
dilakukan pada satu induk terpilih dengan menambahkan atau mengurangkan 
satu gen terpilih dengan nilai yang relatif kecil. Setelah melakukan proses 
reporoduksi, kemudian semua individu dan offspring dilatih menggunakan 
Backpropagation. Pelatihan dilakukan pada setiap individu dan offspring hanya 
hingga individu dan offspring mencapai local optimum, yaitu titik dimana saat 
individu dan offspring sudah memberikan nilai error terkecil yang bila dilanjutkan 
akan menyebabkan nilai error membesar. Individu dan offspring yang telah 
dilatih kemudian dihitung nilai fitnessnya dengan rumus seperti pada Persamaan 
2.19. Kemudian setiap individu dan offspring diseleksi untuk lanjut sebagai 
individu baru pada generasi selanjutnya. Pada kasus ini seleksi yang digunakan 
merupakan Roulette Wheel. Proses ini dilakukan hingga mencapai jumlah 
generasi (jGenerasi) yang telah ditentukan. 
4.3.1 Representasi Kromosom 
Pada tahap representasi kromosom pada permasalah prediksi nilai tukar 
rupiah terhadap dolar Amerika kromosom akan merepresentasikan bobot-bobot 
dari Backpropagation dimana bobot tersebut berupa bilangan real sehingga 
dalam representasi kromosomnya menggunakan pengkodean real (real-code). 
Pada Gambar 4.2 menunjukkan represesntasi kromosom dengan pengkodean 
real pada Backpropagation yang memiliki 2 neuron pada layer tersembunyi. 
 
V01 V11 V21 V31 V41 V51 V02 V12 V22 
V32 V42 V52 W01 W11 W21 Fitness 


























1. V01, V11, V21, V31, V41, dan V51 merupakan segmen yang 
merepresentasikan bobot dari lapisan masukan ke lapisan tersembunyi. 
Sedangkan W01, W11, dan W21 merupakan segmen yang 
merepresentasikan bobot dari lapisan tersembunyi ke lapisan keluaran. 
2. V11 dan V12 merupakan segmen yang merepresentasikan bobot dari 
masukan inflasi ke lapisan tersembunyi. 
3. V21 dan V22 merupakan segmen yang merepresentasikan bobot dari 
masukan Tingkat Suku Bunga (BI rate) ke lapisan tersembunyi. 
4. V31 dan V33 merupakan segmen yang merepresentasikan bobot dari 
masukan selisih kurs 3 bulan sebelumnya ke lapisan tersembunyi. 
5. V41 dan V44 merupakan segmen yang merepresentasikan bobot dari 
masukan selisih kurs 2 bulan sebelumnya ke lapisan tersembunyi. 
6. V51 dan V52 merupakan segmen yang merepresentasikan bobot dari 
masukan selisih kurs 1 bulan sebelumnya ke lapisan tersembunyi. 
7. V01 merupakan segmen yang merepresentasikan bobot dari masukan bias 
ke lapisan tersembunyi. 
4.3.2 Inisialisasi Populasi Awal 
Langkah-langkah untuk menentukan populasi awal pada Algoritme Genetika 
adalah sebagi berikut: 
1. Menentukan jumlah populasi dan nilai yang dibangkitkan secara random 
untuk representasi kromosom pada populasi awal. 
2. Proses pembentukan kromosom akan dilakukan dengan angka random yang 
telah didapatkan. 
3. Apabila jumlah populasi awal yang telah ditentukan tepenuhi maka akan 
terbentuk populasi awal, jika belum terpenuhi maka pembentukan 
kromosom akan dilanjutkan. 
Hasil pembangkitan secara acak akan dijelaskan pada Tabel 4.5. 
Pembangkitan nilai acak pada populasi awal dilakukan dengan batas-batas 





















Tabel 4.5 Individu awal 
Individu v01 v11 v21 v31 v41 v51 v02 v12 v22 v32 v42 v52 w01 w11 w21 
Parent 1 0,7 0,2 0,5 0,7 0,1 0,83 0,87 0,36 0,84 0,36 0,37 0,38 0,57 0,91 0,94 
Parent 2 0,64 0,69 0,81 0,12 0,46 0,63 0,31 0,63 0,71 0,19 0,29 0,64 0,88 0,91 0,67 
Parent 3 0,54 0,13 0,64 0,41 0,71 0,64 0,65 0,46 0,19 0,76 0,18 0,82 0,84 0,65 0,64 
Parent 4 0,64 0,17 0,92 0,74 0,77 0,53 0,74 0,71 0,91 0,16 0,28 0,4 0,47 0,74 0,73 
Parent 5 0,75 0,38 0,48 0,29 0,59 0,933 0,83 0,65 0,64 0,36 0,59 0,65 0,55 0,91 0,95 
Parent 6 0,85 0,15 0,7 0,16 0,57 0,4 0,45 0,75 0,19 0,58 0,94 0,49 0,02 0,36 0,12 
Parent 7 0,74 0,94 0,99 0,65 0,46 0,75 0,19 0,14 0,75 0,74 0,56 0,18 0,85 0,95 0,46 
Parent 8 0,65 0,15 0,31 0,47 0,31 0,86 0,97 0,88 0,56 0,47 0,49 0,85 0,43 0,95 0,73 
Parent 9 0,75 0,45 0,65 0,75 0,65 0,89 0,97 0,75 0,47 0,32 0,75 0,31 0,19 0,75 0,67 























Reproduksi merupakan proses pembentukan individu baru dengan 
memanfaatkan individu yang ada sebagai induk. Pada proses reproduksi terdapat 
2 proses lain didalamnya, yaitu crossover dan mutasi. 
4.3.3.1 Crossover 
 
Gambar 4.5 Diagram alur crossover 
 
Crossover merupakan proses persilangan antara dua induk terpilih. Secara 
singkat tahapan crossover dijelaskan pada Gambar 4.5. Pada Gambar 4.5 proses 
diawali dengan melakukan inisialisasi array parent yang nantinya berisikan induk 
terpilih, inisialisasi array C yang akan berisi offspring-offspring yang akan 





















Crossover akan menghasilkan jumlah offspring sesuai dengan nilai dari hasil kali 
jumlah populasi (popSize) dengan peluang crossover (cRate) seperti pada 
Persamaan 2.14. Dengan perhitungan seperti berikut. 
          
 
 
                           
                   
            
Pemilihan induk pada proses crossover dilakukan secara acak. Crossover 
dilakukan dengan menambahkan atau mengurangkan nilai gen induk terhadap 
selisih gen kedua induk yang dikali dengan nilai alpha. Jika jumlah offspring yang 
dihasilkan kurang dari proses crossover belum memenuhi jumlah offspring maka 
proses akan dilakukan lagi, namun jika sudah proses dihentikan. Proses 
pembentukan offspring dilakukan sesuai dengan Persamaan 2.15 dan Persamaan 
2.16. Berikut merupakan penghitungan dalam melakukan crossover. 
Misalkan induk yang didapat dari hasil random merupakan Parent 4 dan 
Parent 9. Crossover akan menghasilkan 2 offspring, yaitu Child 1 dan Child 2.  
P4 
Individu V10 V11 V12 V13 V14 V15 V20 V21 V22 
Parent 4 0,64 0,17 0,92 0,74 0,77 0,53 0,74 0,71 0,91 
V23 V24 V25 W10 W11 W12 
0,16 0,28 0,4 0,47 0,74 0,73 
Gambar 4.6 Kromosom dari Parent 4 
 
P9 
Individu V10 V11 V12 V13 V14 V15 V20 V21 V22 
Parent 9 0,75 0,45 0,65 0,75 0,65 0,89 0,97 0,75 0,47 
V23 V24 V25 W10 W11 W12 
0,32 0,75 0,31 0,19 0,75 0,67 
Gambar 4.7 Kromosom dari Parent 9 
 
Misalkan angka random untuk α yang terbentuk seperti pada Gambar 4.8. 
alpha 
V10 V11 V12 V13 V14 V15 V20 V21 V22 
-0,4 0,21 0,43 -0,18 -0,14 0,74 0,25 -0,77 0,56 
V23 V24 V25 W10 W11 W12 
0,32 0,28 0,91 -0,32 -0,56 0,43 
Gambar 4.8 Alpha untuk crossover antara Parent 4 dan Parent 9 
Maka penghitungan sesuai dengan Persamaan 2.15 dan Persamaan 2.16 
adalah 
Child 1 = 0,64 – 0,4 (0,75 – 0,64) 
  = 0,64 – 0,044 






















Child 2 = 0,65 – 0,56 (0,77 – 0,65) 
  = 0,65 – 0,0672 
 = 0,5328 
Contoh penghitungan diatas dilakukan pada gen pertama, penghitungan 
tersebut terus dilanjutkan hingga gen terakhir dengan nilai alpha menyesuaikan 
dengan urutan gen yang dihitung sehingga akhirnya menghasilkan Child 1 dan 
Child 2 seperti pada Gambar 4.9  dan Gambar 4.10. 
Child 1 
Individu V10 V11 V12 V13 V14 V15 V20 V21 V22 
Child 1 0,596 0,2288 0,8039 0,7382 0,7868 0,7964 0,7975 0,6792 0,6636 
V23 V24 V25 W10 W11 W12 
0,2112 0,4116 0,3181 0,5596 0,7344 0,7042 
Gambar 4.9 Kromosom dari Child 1 hasil crossover 
Child 2 
Individu V10 V11 V12 V13 V14 V15 V20 V21 V22 
Child 2 0,794 0,3912 0,7661 0,7518 0,6332 0,6236 0,9125 0,7808 0,7164 
V23 V24 V25 W10 W11 W12 
0,2688 0,6184 0,3919 0,1004 0,7556 0,6958 
Gambar 4.10 Kromosom dari Child 2 hasil crossover 
4.3.3.2 Mutasi 
Mutasi dilakukan dengan memilih 1 induk secara acak dari populasi yang ada. 
Mutasi menggunakan metode dimana nilai gen awal ditambahkan atau 
dikurangkan dengan hasil perkalian gen dengan nilai random. Secara singkat 
tahapan dalam mutasi dijelaskan pada Gambar 4.11. Mutasi dimulai dengan 
melakukan inisialisasi variable parent untuk menampung calon induk terpilih, 
inisialisasi alphaC sebagai nilai acak  pada proses pembentukan offspring, 
inisialisasi array C yang akan mampung calon offspring terbentuk. Proses mutasi 
dilakukan hingga jumlah tertentu. Offspring yang terbentuk dalam proses mutasi 
akan bergantung pada ukuran populasi dan nilai mutation rate seusai dengan 
persamaan 2.17 dengan penghitungan seperti berikut. 
          
 
 
                          
                   






















Gambar 4.11 Diagram alur mutasi 
 
Misalkan mutasi dilakukan pada Parent 8 dengan gen yang terpilih adalah 
gen ke-8. Mutasi akan menghasilkan 1 offspring, yaitu Child 3. 
Parent 8 
Parent V10 V11 V12 V13 V14 V15 V20 V21 V22 
Parent 8 0,65 0,15 0,31 0,47 0,31 0,86 0,97 0,88 0,56 
V23 V24 V25 W10 W11 W12 
0,47 0,49 0,85 0,43 0,95 0,73 
Gambar 4.12 Kromosom dari Parent 8 
Misalkan angka random untuk α yang terpilih adalah 0,31 maka 
penghitungan sesuai dengan Persamaan 2.18 adalah 
Child 3  = 0,88 + 0,31 (1-0) 

























Parent V10 V11 V12 V13 V14 V15 V20 V21 V22 
Child 3 0,65 0,15 0,31 0,47 0,31 0,86 0,97 1,19 0,56 
V23 V24 V25 W10 W11 W12 
0,47 0,49 0,85 0,43 0,95 0,73 
Gambar 4.13 Kromosom dari Child 3 hasil mutasi 
Dari kedua proses tersebut didapatkan 3 offspring yaitu Child 1, Child 2, dan 
Child 3 yang kemudian akan dilakukan proses pelatihan terhadap setiap individu 
dan offspring. 
4.3.4 Pelatihan Individu dengan Backpropagation. 
Pada tahap ini semua individu akan dilatih menggunakan Backpropagation 
dengan langkah-langkah seperti pada Gambar 4.15. Proses pelatihan diawali 
dengan melakukan inisialisasi array v yang akan menampung nilai bobot dari 
lapisan masukan terhadap lapisan tersembunyi, inisialisasi array w yang akan 
menampung nilai bobot dari lapisan tersembunyi terhadap lapisan keluaran. 
Inisialisasi array z dan zNet yang meruapakan variable penampung nilai 
kompulatif dari perkalian nilai masukan dan bobot dari lapisan masukan ke 
lapisan tersembunyi, inisialisasi yNet dan y sebagai variable yang akan 
menampung hasil jumlah dari perkalian antara hasil pada lapisan tersembunyi 
kea rah lapisan keluaran. δy merupakan variable yang akan menampung nilai 
error pada lapisan tersembunyi sedangkan δ dan δNet merupakan variable yang 
akan menampung nilai error pada lapisan tersembunyi. Δw dan Δv merupakan 
variable yang akan menyimpan besar perubahan pada bobot w dan v. Proses 
pelatihan pada Backpropagation dilakukan secara mundur, dimulai dari mencari 
error pada lapisan keluaran yang diikuti dengan penentuan perubahan besar 
bobot pada lapisan tersembunyi terhadap lapisan keluaran. Setelah itu mencari 
besar error pada lapisan tersembunyi dan kemudian mencari besar perubahan 












































Bobot pada individu terpilih akan digunakan pada arsitektur 
Backpropagation, lalu dilakukan proses feedforward. Pada proses ini akan 
didapat nilai hasil prediksi berdasarkan bobot yang telah dimiliki oleh individu 
tersebut. Hasil ini kemudian yang akan dievaluasi yang mempengaruhi arah 
pembelajaran dari Backpropagation terhadap bobot individu terpilih tersebut.  
Secara lebih singkat, proses dalam feedforward dapat dilihat pada Gambar 4.15. 
 
 
Gambar 4.15 Diagram alur Feedforward 
Pada Gambar 4.15 dijelaskan alur proses feedforward yang awalnya setiap 
bobot dari masukan (v) ke lapisan tersembunyi dikalikan terhadap nilai masukan 
kemudian setiap hasil kali dijumlahkan yang memberikan hasil berupa zNet 
seperti pada Persamaan 2.3. Hasil yang telah dijumlahkan kemudian 
dibangkitkan dengan fungsi aktivasi sigmoid. Contoh perhitungannya dilakukan 























Parent V10 V11 V12 V13 V14 V15 V20 V21 V22 
Parent 1 0,7 0,2 0,5 0,7 0,1 0,83 0,87 0,36 0,84 
V23 V24 V25 W10 W11 W12 
0,36 0,37 0,38 0,57 0,91 0,94 
















0,1 0,1 0,566206 0,580178 0,525444 0,17372 
Gambar 4.17 Contoh data yang dihitung 
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Znet yang sudah dihitung kemudian dibangkitkan dengan menggunakan 
fungsi aktivasi sigmoid untuk mendapatkan nilai Z1 dan Z2. 
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   0,873894 
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(     (            ))
 
    0,85564957 
Setelah mendapatkan nilai Z1 dan Z2 kemudian mencari nilai Y yang 
merupakan keluaran dari Backpropagation. Nilai Y didapatkan sesuai dengan 
Persamaan 2.5 dan Persamaan 2.6. 
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      1,815686 
  
 




(     (         ))
 
   0,720095 
Setelah mendapatkan nilai keluaran dari metode feedforward pada 
Backpropagation, kemudian melakukan evaluasi dengan menghitung nilai error 
dari keluaran terhadap nilai target dan menghitung nilai error dari lapisan 
tersembunyi terhadap hasil keluaran. Nilai error yang telah didapat kemudian 
menjadi acuan terhadap besar perubahan yang perlu dilakukan terhadap bobot. 
Nilai δ didapatkan sesuai dengan Persamaan 2.7 dengan contoh penghitungan 
sebagai berikut. 
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Setelah mendapatkan error dari keluaran terhadap nilai target, kemudian 
menghitung besar perubahan bobot dari lapisan tersembunyi ke lapisan keluaran 
sesuai dengan Persamaan 2.8 dengan nilai alpha 0.1 maka contoh penghitungan 
dapat dituliskan sebagai berikut. 
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Kemudian mencari nilai error dari lapisan masukan terhadap lapisan 
tersembunyi dengan melihat perubahan bobot dari lapisan tersembunyi ke 
lapisan keluaran sesuai dengan Persamaan 2.9 dan Persamaan 2.10. 
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 (     )           (    )  
            (    )  
                 0,873894 
*(  0,873894) 
     0,00227 
            (    ) 
     0,05147  0,85564957 
*(  0,85564957) 
     0,00636 
 
Setelah mendapatkan nilai error pada lapisan tersembunyi kemudian 
menghitung besar perubahan nilai bobot dari lapisan masukan terhadap lapisan 
tersembunyi dengan alpha 0.1 dan rumus sesuai dengan Persamaan 2.11. 
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Besar perubahan terus dihitung sebanyak jumlah bobot dari lapisan masukan 
ke lapisan tersembunyi. Besar perubahan yang telah didapat kemudian 
dijumlahkan dengan bobot sebelumnya sehingga mendapatkan bobot baru 
sesuai dengan Persamaan 2.12 dan Persamaan 2.13. 
   (    )     (    )        
   (    )     (    )        
   (    )      (            )  
   (    )            
   (    )     (    )        
   (    )     (    )       
   (    )       (         ) 
   (    )   0,699773 
Perubahan bobot baru terus dilakukan hingga semua bobot selesai 
dijumlahkan dengan besar perubahan bobot yang telah didapatkan sebelumnya. 
4.3.5 Evaluasi 
Evaluasi merupakan proses untuk mendapatkan nilai fitness dari masing-
masing individu. Proses evaluasi dilakukan dengan menghitung nilai MAPE dari 
hasil Feedforward pada metode Backpropagation dengan menggunakan bobot 
setiap individu. Bobot dari individu terpilih akan diujikan pada arsitektur 
Backpropagation dengan menggunakan data latih. Hasil prediksi dari setiap data 
latih tersebut kemudian dihitung nilai error untuk mendapatkan MAPE seperti 






















Gambar 4.18 Diagram alur evaluasi 
Misalkan Parent 1 akan dilakukan penghitungan nilai fitness-nya 
penghitungan akan dilakukan pada setiap data dalam data latih sesuai Tabel 4.1 
dengan bobot Parent 1 sesuai Tabel 4.3. Sesuai dengan Persamaan 2.3 hingga 
Persamaan 2.6 yang merupakan fase feedforward pada Backpropagation maka 






















Gambar 4.19 Diagram alur denormalisasi 
Misalkan hasil prediksi yang dilakukan pada proses feedforward yang telah 
dilakukan dengan menggunakan Parent 1 menghasilkan data seperti pada Tabel 
4.1, maka selanjutnya adalah melakukan denormalisasi pada hasil prediksi yang 
telah dilakukan pada proses feedforward yang secara ringkas dijelaskan pada 
Gambar 4.20. 
Tabel 4.6 Hasil prediksi Parent 1 
Inflasi BI rate Perubahan 
Kurs 3 Bulan 
Sebelumnya 
Perubahan 
Kurs 2 Bulan 
Sebelumnya 
Perubahan 





0,0321 0,065 -13,2857 239,7929 -64,6045 0,294806 -236,222 
0,0333 0,0675 -373,35 -322,557 -13,2857 0,287959 239,7929 
0,0445 0,0675 182,0286 34,45 -373,35 0,298375 -322,557 
0,0414 0,0725 -600,238 -123,286 182,0286 0,303395 34,45 
0,0489 0,075 406,9605 614,3452 -600,238 0,317593 -123,286 
0,0683 0,075 172,7118 61,55138 406,9605 0,330446 614,3452 
0,0726 0,075 -119,056 192,7644 172,7118 0,324758 61,55138 
0,0715 0,075 170,7469 316,9761 -119,056 0,324706 192,7644 
0,0638 0,075 279,9857 140,8095 170,7469 0,328215 316,9761 





















Hasil prediksi pada Tabel 4.6 kemudian dilakukan denormalisasi dengan nilai 
maksimum baru akan sama dengan nilai terbesar pada nilai target dan nilai 
minimum baru akan sama dengan nilai terkecil pada nilai target sehingga akan 
menghasilkan nilai seperti pada Tabel 4.7. 
Tabel 4.7 Hasil denormalisasi prediksi Parent 1  
Inflasi BI rate Perubahan 
Kurs 3 Bulan 
Sebelumnya 
Perubahan 
Kurs 2 Bulan 
Sebelumnya 
Perubahan 
Kurs 1 Bulan 
Sebelumnya 
Prediksi (y) Perubahan 
Kurs Bulan 
ini (T) 
0,0321 0,065 -13,2857 239,7929 -64,6045 -94,4147 -236,222 
0,0333 0,0675 -373,35 -322,557 -13,2857 -102,433 239,7929 
0,0445 0,0675 182,0286 34,45 -373,35 -90,2348 -322,557 
0,0414 0,0725 -600,238 -123,286 182,0286 -84,3558 34,45 
0,0489 0,075 406,9605 614,3452 -600,238 -67,7273 -123,286 
0,0683 0,075 172,7118 61,55138 406,9605 -52,6751 614,3452 
0,0726 0,075 -119,056 192,7644 172,7118 -59,3367 61,55138 
0,0715 0,075 170,7469 316,9761 -119,056 -59,3976 192,7644 
0,0638 0,075 279,9857 140,8095 170,7469 -55,288 316,9761 
0,0696 0,0775 254,0968 13,43043 279,9857 -50,2138 140,8095 
Setelah dilakukan denormalisasi terhadap nilai prediksi, kemudian 
menghitung nilai MAPE sesuai dengan Persamaan 2.20. Dengan mencari total 
dari nilai selisih antara nilai prediksi dan target yang dibagi dengan nilai target, 
maka didapatkan hasil seperti pada Tabel 4.8. 
Tabel 4.8 Hasil penghitungan MAPE dari Parent 1 
Perubahan Kurs Bulan ini (T) Prediksi (y) Selisih (y - T) |     |
 
 
-236,222 -94,4147 141,8073 0,600314 
239,7929 -102,433 342,2259 1,427174 
-322,557 -90,2348 232,3222 0,720252 
34,45 -84,3558 118,8058 3,448644 
-123,286 -67,7273 55,5587 0,450649 
614,3452 -52,6751 667,0203 1,085742 
61,55138 -59,3367 120,8881 1,964019 
192,7644 -59,3976 252,162 1,308136 
316,9761 -55,288 372,2641 1,174423 

























Pada Tabel 4.8 menunjukkan hasil penghitungan nilai MAPE dari Parent 1. 
MAPE tersebut kemudian digunakan untuk mendapatkan nilai fitness dari Parent 
1 sesuai dengan Persamaan 2.19. 
         
 
    
    
         
 
        
  
                  
 Penghitungan nilai fitness dilakukan terhadap seluruh individu dan offspring 
sehingga menghasilkan nilai seperti pada Tabel 4.9. 
Tabel 4.9 Fitness semua individu 
Individu MAPE Fitness 
Parent 1 1,353596 0,738772853 
Parent 2 1,734639 0,576488967 
Parent 3 1,551431 0,644566152 
Parent 4 1,147116 0,871751298 
Parent 5 1,273456 0,785264806 
Parent 6 1,071789 0,933019084 
Parent 7 1,643085 0,608611296 
Parent 8 1,125537 0,888464681 
Parent 9 0,790308 1,265330145 
Parent 10 0,771963 1,295399087 
Child 1 1,145593 0,872910078 
Child 2 0,788118 1,268844935 
Child 3 1,117998 0,894456011 
 
4.3.6 Seleksi 
Seleksi akan dilakukan terhadap semua individu berdasarkan nilai fitnessnya. 
Metode seleksi yang digunakan pada kasus ini adalah stochastic sampling with 
replacement  atau yang lebih dikenal dengan Roulette Wheel. Roulette Wheel  
merupakan metode seleksi dengan menggunakan probabilitas kumulatif dari 
setiap individu dan offspring. Metode ini menggunakan nilai random untuk 
memilih individu atau offspring yang akan dipilih sebagai calon induk selanjutnya 
dengan melihat nilai probabilitas kumulatif tiap individu dan offspring. Berikut 












































Nilai fitness setiap individu dan  offspring yang telah didapatkan pada proses 
Evalusasi kemudian dihitung nilai totalnya dan setiap individu dan offspring 
dihitung probabilitasnya kemudian didapatkan nilai probabilitas kumulatifnya 
Misalkan telah didapat nilai fitness kumulatif seperti pada Tabel 4.10. 
Tabel 4.10 Nilai fitness kumulatif 
Individu Fitness Probabilitas Probabilitas Komulatif 
Parent 1 0,738772853 0,063447 0,063447 
Parent 2 0,576488967 0,04951 0,112957 
Parent 3 0,644566152 0,055357 0,168314 
Parent 4 0,871751298 0,074868 0,243182 
Parent 5 0,785264806 0,06744 0,310622 
Parent 6 0,933019084 0,08013 0,390751 
Parent 7 0,608611296 0,052269 0,44302 
Parent 8 0,888464681 0,076303 0,519323 
Parent 9 1,265330145 0,108669 0,627993 
Parent 10 1,295399087 0,111252 0,739244 
Child 1 0,872910078 0,074967 0,814211 
Child 2 1,268844935 0,108971 0,923182 
Child 3 0,894456011 0,076818 1 
Total Fitness 11,64387939 
 
Setelah mendapatkan nilai fitness kumulatif dari setiap individu, sekarang 
dapatkan nilai r yang merupakan nilai random antara 0 hingga 1 sejumlah 
popSize yaitu seperti pada Tabel 4.11. Dengan hasil seleksi seperti pada Tabel 12. 

































Tabel 4.12 Individu baru hasil seleksi 
Induvidu Individu 
asal 
v01 v11 v21 v31 v41 v51 v02 v12 v22 v32 v42 v52 w01 w11 w21 fitness 
Parent 1 Child 1 0,56 0,51 0,75 0,86 0,78 0,51 0,85 0,89 0,89 0,17 0,14 0,75 0,15 0,87 0,94 0,982364 
Parent 2 Parent 9 0,74 0,94 0,99 0,65 0,46 0,75 0,19 0,14 0,75 0,74 0,56 0,18 0,85 0,95 0,46 0,633679 
Parent 3 Parent 3 0,64 0,69 0,81 0,12 0,46 0,63 0,31 0,63 0,71 0,19 0,29 0,64 0,88 0,91 0,67 0,581763 
Parent 4 Parent 10 0,65 0,15 0,31 0,47 0,31 0,86 0,97 0,88 0,56 0,47 0,49 0,85 0,43 0,95 0,73 0,836826 
Parent 5 Parent 5 0,75 0,45 0,65 0,75 0,65 0,89 0,97 0,75 0,47 0,32 0,75 0,31 0,19 0,75 0,67 0,986847 
Parent 6 Child 3 0,65 0,15 0,31 0,47 0,31 0,86 0,97 1,19 0,56 0,47 0,49 0,85 0,43 0,95 0,73 0,837101 
Parent 7 Parent 4 0,54 0,13 0,64 0,41 0,71 0,64 0,65 0,46 0,19 0,76 18 0,82 0,84 0,65 0,64 0,663686 
Parent 8 Parent 8 0,85 0,15 0,7 0,16 0,57 0,4 0,45 0,75 0,19 0,58 0,94 0,49 0,02 0,36 0,12 1,097784 
Parent 9 Parent 6 0,75 0,38 0,48 0,29 0,59 0,933 0,83 0,65 0,64 0,36 0,59 0,65 0,55 0,91 0,95 0,773449 





























4.4 Perancangan Antarmuka 
Perancangan antarmuka akan menggambarkan antarmuka yang nantinya 
akan dirancang agar mudah digunakan dan dapat memenuhi kebutuhan sistem. 
Pada penelitian ini akan dibuat 3 antarmuka untuk mendukung jalannya sistem, 
yang meliputi proses optimasi pembelajaran sistem yang menggunakan 
Backpropagation dan Algoritme Genetika, antarmuka untuk menampilkan data 
yang akan digunakan untuk pembelajaran dan pengujian, serta antarmuka yang 
akan menampilkan hasil dari prediksi nilai tukar Rupiah terhadap dolar Amerika 
dengan menggunakan Backpropagation dan Algoritma Genetika. 
4.4.1 Antarmuka Proses Optimasi Algoritme Genetika – Backpropagation 
Antarmuka ini akan digunakan untuk menampilkan individu dari proses 
Algoritme Genetika dari setiap generasinya dengan menunjukkan setiap gen 
yang merupakan bobot bagi Backpropagation beserta nilai fitness-nya.  
 
Gambar 4.21 Antar Proses Optimasi Backpropagation-Algoritma Genetika 
Keterangan dari antarmuka pada gambar 4.12 adalah sebagai berikut: 
a. Merupakan bagian untuk memenuhi kebutuhan sistem yang perlu diisi oleh 
user untuk mengisi parameter Backpropagation dan Algoritme Genetika. 
Parameter-parameter tersebut antara lain jumlah generasi, ukuran populasi, 
probabilitas crossover, probabilitas mutasi, dan jumlah neuron yang 
digunakan pada arsitektur Backpropagation. 
b. Combo box untuk menentukan perbandingan jumlah data yang akan 



























c. Tombol untuk melakukan proses optimasi Backpropagation dan Algoritme 
Genetika. 
d. Tabel yang akan menampilkan setiap individu dari setiap generasi beserta 
nilai fitness-nya. 
4.4.2 Antarmuka Menampilkan Data 
Antarmuka ini akan menampilkan data yang akan digunakan pada proses 
pelatihan dan pengujian. Antarmuka menampilkan data dapat dilihat pada 
gambar 4.12 
 
Gambar 4.22 Antarmuka Menampilkan Data 
Keterangan dari antarmuka pada gambar 4.13 adalah sebagai berikut: 
a. Merupakan tombol untuk menampilkan isi data pada data latih dan data uji 
sesuai dengan perbandingan jumlah data yang telah dipilih pada combo box 
seperti pada kotak b pada gambar 4.12. 
b. Merupakan tabel yang akan menampilkan data latih. 
c. Merupakan tabel yang akan menampilkan data uji. 
4.4.3 Antarmuka Menampilkan Hasil Pengujian 
Antarmuka ini akan menampilkan hasil dari pengujian terhadap data uji 
dengan menggunakan individu terbaik hasil pelatihan yang telah dioptimasi 
dengan Algoritme Genetika. Pada antarmuka ini terdapat tabel yang akan 
menampilkan setiap data uji beserta hasil prediksi dan nilai sebenarnya. Untuk 

























Gambar 4.23 Antarmuka Hasil Pengujian 
Keterangan dari antarmuka pada gambar 4.14 adalah sebagai berikut: 
a. Merupakan tabel yang berisikan gen-gen dari individu terbaik hasil pelatihan 
Backpropagation yang telah dioptimasi dengan Algoritme Genetika 
b. Merupakan tabel yang akan menampilkan data uji beserta dengan nilai 
prediksi dan nilai sebenarnya 
c. Akan menampilkan hasil MAPE dari pengujian tersebut. 
4.5 Perancangan Pengujian 
Pengujian terhadap penerapan Backpropagation - Algoritme Genetika pada 
peramalan nilai tukar rupiah terhadap dolar Amerika merupakan tahapan untuk 
menemukan parameter terbaik untuk mendapatkan hasil prediksi dengan nilai 
error seminimal mungkin. Selain itu pengujian juga dimaksudkan untuk 
mengetahui besar pengaruh parameter yang diujikan terhadap hasil. Proses 
pengujian akan dilakukan dengan melakukan pelatihan bobot Backpropagation 
terlebih dahulu menggunakan Algoritme Genetika terhadap data latih dengan 
input parameter tertentu. Setelah pelatihan selesai dilakukan, bobot terbaik hasil 
Algoritme Genetika akan dievaluasi dengan menggunakan data uji, yang 
kemudian dihitung tingkat kesalahan pada peramalan. 
Pengujian akan dilakukan dengan menggunakan sejumlah data latih nilai 
tukar rupiah terhadap dolar Amerika dengan melakukan perubahan pada 
beberapa parameter yaitu jumlah generasi, ukuran populasi, nilai crossover rate 

























4.5.1 Pengujian Jumlah Generasi 
Pengujian jumlah generasi berujuan untuk mendapatkan jumlah generasi 
yang dapat menghasilkan solusi paling optimal pada prediksi nilai tukar rupiah 
terhadap dolar Amerika. Pengujian akan dilakukan sebanyak 10 kali pada setiap 
percobaan. Jumlah generasi akan diujikan pada 10 generasi hingga 100 generasi. 
Pengujian jumlah generasi dijelaskan pada Tabel 4.9. 
Tabel 4.13 Pengujian jumlah generasi 
Jumlah 
Generasi 
Percobaan ke- Rataan 
fitness 
1 2 3 4 5 6 7 8 9 10 
10            
20            
30            
40            
50            
60            
70            
80            
90            
100            
4.5.2 Pengujian Ukuran Populasi 
Pengujian ukuran populasi berujuan untuk mendapatkan ukuran populasi 
yang dapat menghasilkan solusi paling optimal pada prediksi nilai tukar rupiah 
terhadap dolar Amerika. Pengujian akan dilakukan sebanyak 10 kali pada setiap 
percobaan. Ukuran populasi akan diujikan pada ukuran populasi 10 hingga 




























Tabel 4.14 Pengujian ukuran populasi 
Ukuran 
Populasi 
Percobaan ke- Rataan 
fitness 
1 2 3 4 5 6 7 8 9 10 
10            
20            
30            
40            
50            
60            
70            
80            
90            
100            
 
4.5.3 Pengujian Nilai Crossover Rate dan Mutation Rate 
Pengujian crossover rate dan mutation rate berujuan untuk mendapatkan 
nilai crossover rate dan mutation rate yang dapat menghasilkan solusi paling 
optimal pada prediksi nilai tukar rupiah terhadap dolar Amerika. Pengujian akan 
dilakukan sebnayak 10 kali pada setiap percobaan. Nilai yang akan diujikan akan 
ditunjukan oleh Tabel 4.11.  
Tabel 4.15 Pengujian nilai crossover rate dan mutation rate 






1 2 3 4 5 6 7 8 9 10 
0,1 0,9            
0,2 0,8            
0,3 0,7            
0,4 0,6            
0,5 0,5            
0,6 0,4            
0,7 0,3            
0,8 0,2            





















4.5.4 Pengujian Jumlah Neuron pada Lapisan Tersembunyi 
Backpropagation 
Pengujian jumlah lapisan tersembunyi pada Backpropagation berujuan untuk 
mendapatkan jumlah lapisan yang dapat menghasilkan solusi paling optimal 
pada prediksi nilai tukar rupiah terhadap dolar Amerika. Pengujian akan 
dilakukan sebnayak 10 kali pada setiap percobaan. Jumlah lapisan tersembunyi 
yang akan diujikan akan ditunjukan oleh Tabel 4.12.  




Percobaan ke- Rataan 
fitness 1 2 3 4 5 6 7 8 9 10 
1            
2            
3            
4            
5            
6            
7            
8            
9            
10            
11            
12            
13            
14            























BAB 5 PEMBAHASAN 
Pada bab ini akan membahas tentang metode Backpropagation dan 
Algoritme Genetika yang telah diimplementasikan dengan menggunakan bahasa 
Java sesuai dengan perancangan yang telah dibuat sebelumnya. Pembahasan 
dalam bab ini memuat  pembahasan mengenai lingkungan implementasi, 
deskripsi data, source code implementasi Backpropagation-Algoritme Genetika, 
serta implementasi antarmuka. 
5.1 Lingkungan Implementasi 
Lingkungan implementasi pada penelitian ini terbagi atas lingkungan 
perankat lunak, dan lingkungan perangkat keras. 
5.1.1 Lingkungan Perangkat Keras 
Untuk implementasi metode Backpropagation dan Genetic Algorithm 
digunakan perangkat keras dengan spesifikasi yang digunakan sebagai berikut: 
Processor AMD Quad-Core Processor A8-4500M up to 2.8 GHz 
Memory 4GB DDR3 Memory 
Harddisk 500 GB HDD 
Monitor 14 inch 
5.1.2 Lingkungan Perangkat Lunak 
Untuk implementasi metode Backpropagation dan Geneic Algorithm 
digunakan perangkat lunak dengan spesifikasi yang digunakan sebagai berikut: 
Sistem Operasi Windows 10 
Code Editor Netbeans 8.2 
IDE Netbeans 8.2 
5.2 Deskripsi Data 
Data yang digunakan merupakan data Inflasi, BI rate dan nilai kurs bulanan 
dari halaman resmi Bank Indonesia yang terdiri dari 124 data dengan data latih 
sebanyak 99 data dan data latih sebanyak 25 data. 
5.3 Kode Program Implementasi Algoritme Genetika – 
Backpropagation  
Pada sub bab ini akan membahas implementasi dari metode Algoritme 
Genetika – Backpropagation yang terdiri dari inisialisasi populasi, reproduksi 
crossover, dan reproduksi mutasi, pelatihan setiap individu dengan 






















5.3.1 Fungsi Inisialiasasi Populasi 
Pada fungsi inisialisasi populasi setiap gen pada setiap individu yang 
terbentuk akan diberikan bobot acak. Bobot yang terbentuk bergantung pada 
jumlah neuron pada lapisan tersembunyi yang ditentukan. Pemberian nilai bobot 
pada setiap gen dilakukan dengan memberikan nilai acak antara -0.1 hingga 0.1. 











public void inisialisasi() { 
for (int i = 0; i < popSize; i++) { 
    for (int j = 0; j < jGen - 1; j++) { 
          individu[i][j] = Math.random() * 2 - 1; 
    } 
    namaIndividu[i][0] = "P" + (i + 1); 
    namaIndividu[i][1] = "Individu" + (countIndividu++); 
    countIndividu1++; 
} 
} 
Kode Program 5.1 Fungsi Inisialisasi Populasi 
5.3.2 Fungsi Reproduksi Crossover 
Pada fungsi reproduksi crossover akan ditentukan dua individu yang dipilih 
secara acak untuk diproses sebagai induk sehingga nantinya akan menghasilkan 
offspring. Setiap proses akan menghasilkan dua offspring. Proses pemilihan 
individu sebagai induk dan pembentukan offspring baru akan terus dilakukan 
hingga jumlah yang telah ditentukan yang bergantung pada nilai popSize dan 
CRate. Kode Program 5.2 merupakan implementasi fungsi reproduksi crossover 
untuk menentukan individu yang akan dipilih sebagai induk, dan Kode Program 
5.3 merupakan implementasi fungsi reproduksi crossover untuk mendapatkan 





















public void prosesCrossover(int iterasi) { 
int parent1 = 0; 
int parent2 = 0; 
double[] a = new double[jGen]; 
for (int i = 0; i < iterasi; i++) { 
     namaIndividu[i + popSize][0] = "C" + (i + 1); 
     if (i % 2 == 0) { 
         parent1 = nilaiRandom(0, popSize); 
         parent2 = nilaiRandom(0, popSize); 
         for (int j = 0; j < jGen; j++) { 
              a[j] = Math.random(); 
         } 
         prosesHitungCrossover(individu[parent1], 
individu[parent2], a); 
    } else { 
         prosesHitungCrossover(individu[parent2], 
individu[parent1], a); 
    } 
   } 
} 
































public void prosesHitungCrossover(double[] parent1, double[] 
parent2, double[] a) { 
 for (int j = 0; j < jGen - 1; j++) { 
      namaIndividu[countIndividu1][0] = "Cc" + 
(countIndividu1 - popSize); 
      individu[countIndividu1][j] = (parent1[j] + (a[j] * 
(parent2[j] - parent1[j]))); 
 } 
} 
Kode Program 5.3 Fungsi Reproduksi Crossover Penghitungan Bobot Offspring 
5.3.3 Fungsi Reproduksi Mutasi 
Pada fungsi reproduksi mutasi akan ditentukan satu individu yang dipilih 
secara acak yang akan digunakan sebagai induk bagi offspring baru yang akan 
terbentuk. Setiap proses akan menghasilkan satu offspring  dari satu induk. 
Proses pemilihan individu sebagai induk dan pembentukan offspring akan terus 
dilakukan hingga jumlah yang telah ditentukan yang bergantung pada nilai 
popSize dan MRate. Kode Program 5.4 merupakan implementasi fungsi 
reproduksi mutasi untuk menentukan individu yang akan dipilih sebagai induk, 
dan Kode Program 5.5 merupakan implementasi fungsi reproduksi mutasi untuk 











public void prosesMutasi(int iterasi) { 
 int parent, cm; 
 int index = 0; 
 for (int i = 0; i < iterasi; i++) { 
     parent = nilaiRandom(0, popSize); 
     cm = nilaiRandom(0, 20); 




















public void prosesHitungMutasi(double[] parent, int cm) { 
 double r = Math.random(); 
 for (int i = 0; i < jGen - 1; i++) { 
     if (i == cm) { 
         individu[countIndividu1][i] = parent[i] + r; 
     } else { 
         individu[countIndividu1][i] = parent[i]; 
     } 
     namaIndividu[countIndividu1][0] = "Cm" + 
(countIndividu1 + popSize + Math.ceil(popSize * cRate)); 
 } 


























5.3.4 Fungsi Pelatihan Individu dengan Backpropagation 
Fungsi pelatihan individu dengan Backpropagation dilakukan untuk 
mendapatkan nilai fitness yang optimum. Setiap individu akan dilatih dengan 
menerapkan alur maju (feedforward)  dan alur mundur (Backpropagation) pada 
algoritma Backpropagation. Kode Program 5.6 merupakan implementasi fungsi 



















































public double[] latih(double[] individu) { 
 double alpha = this.alpha; 
 int iterasi = this.jIterasi; 
 int hitung = 0; 
 double fitness = 0; 
 double error; 
 double terbaik = hitungFitnessLatih(individu); 
 double sebelum = hitungFitnessLatih(individu); 
 double[] z = new double[jNeuron]; 
 double y; 
 double[] deltaW = new double[jNeuron + 2]; 
 double[] deltaV = new double[((jInput + 1) * jNeuron) + 
(jNeuron)]; 
 double[] temp = new double[individu.length]; 
 int l = 0; 
 for (int i = 0; i < individu.length; i++) { 
     temp[i] = individu[i]; 
 } 
 for (l = 0; l < iterasi; l++) { 
     error = 0; 
 for (int i = 0; i < dataLatih.length; i++) { 
     y = 0; 
     for (int j = 0; j < jNeuron; j++) { 
         z[j] = 0; 
         for (int k = 0; k <= jInput; k++) { 
             if (k == 0) { 
                z[j] = z[j] + (temp[(jInput + 1) * j + k] 
* 1); 
             } else { 
                z[j] = z[j] + (temp[(jInput + 1) * j + k] 
* dataLatih[i][k - 1]); 
             } 
         } 
      } 
      y = y + temp[(jInput + 1) * jNeuron]; 
      for (int j = 0; j < jNeuron; j++) { 
          z[j] = 1 / (1 + Math.exp(-1 * z[j])); 
          y = y + (z[j] * temp[(jInput + 1) * jNeuron + 
(j + 1)]); 
       } 
       y = 1 / (1 + (Math.exp(-1 * y))); 
       error = error + Math.pow((dataLatih[i][jInput] - 
y), 2); 
       deltaW[deltaW.length - 1] = (dataLatih[i][jInput] 
- y) * y * (1 - y); 
       deltaW[0] = alpha * deltaW[deltaW.length - 1] * 1; 
       for (int j = 0; j < deltaW.length - 2; j++) { 
           deltaW[j + 1] = alpha * deltaW[deltaW.length - 
1] * z[j]; 




























































deltaW[deltaW.length - 1] * temp[(jInput + 1) * jNeuron + (j 
+ 1)]; 
           deltaV[deltaV.length - jNeuron + j] = 
deltaV[deltaV.length - jNeuron + j] * z[j] * (1 - z[j]); 
           } 
           for (int j = 0; j < jNeuron; j++) { 
               for (int k = 0; k < (jInput + 1); k++) { 
                    if (k == 0) { 
                        deltaV[j * (jInput + 1)] = alpha 
* deltaV[deltaV.length - jNeuron + j] * 1; 
                    } else { 
                        deltaV[(j * (jInput + 1)) + k] = 
alpha * deltaV[deltaV.length - jNeuron + j] * dataLatih[i][k 
- 1]; 
                    } 
                } 
            } 
            int count = 0; 
            for (int j = 0; j < deltaV.length - jNeuron; 
j++) { 
                count++; 
                temp[j] = temp[j] + deltaV[j]; 
            } 
            for (int j = 0; j < deltaW.length - 1; j++) { 
                temp[count + j] = temp[count + j] + 
deltaW[j]; 
            } 
      } 
      fitness = hitungFitnessLatih(temp); 
      error = 0.5 * error; 
      if (error < 0.1 || Math.abs(sebelum - fitness) < 
0.00001) { 
          individu = temp; 
          break; 
      } 
      sebelum = fitness; 
 } 
 return individu; 
} 
Kode Program 5.6 Implementasi Fungsi Pelatihan Individu Dengan 
Backpropagation 
5.3.5 Fungsi Evaluasi 
Pada fungsi evaluasi akan dihitung nilai fitness dari setiap individu. Nilai 
fitness didapat dari hasil MAPE pada feedforward pada metode Backpropagation 











public double hitungFitnessLatih(double[] individu) { 
  double fitness, mape, mse; 
  fitness = 0; 
  mape = 0; 
  double[] z = new double[jNeuron]; 
  double hasil = 0; 
  double error = 0; 
  double error1 = 0; 



























































  double[] y = new double[dataLatih.length]; 
  double jumlahTarget = 0; 
  for (int i = 0; i < dataLatih.length; i++) { 
      y[i] = 0; 
      for (int j = 0; j < jNeuron; j++) { 
          z[j] = 0; 
          for (int k = 0; k <= jInput; k++) { 
              if (k == 0) { 
                  z[j] = z[j] + (individu[((jInput + 1) * 
j) + k] * 1); 
              } else { 
                  z[j] = z[j] + (individu[((jInput + 1) * 
j) + k] * dataLatih[i][k - 1]); 
              } 
          } 
      } 
      y[i] = y[i] + individu[(jInput + 1) * jNeuron]; 
      for (int j = 0; j < jNeuron; j++) { 
          z[j] = 1 / (1 + Math.exp(-1 * z[j])); 
          y[i] = y[i] + (z[j] * individu[(jInput + 1) * 
jNeuron + (j + 1)]); 
      } 
      hasil = 1 / (1 + Math.exp(-1 * y[i])); 
      error = error + 
((Math.abs((denormalisasi(rawDataLatih, hasil, jInput) + 
rawDataLatih[i][jInput + 1]) - (rawDataLatih[i][jInput] + 
rawDataLatih[i][jInput + 1])) / (denormalisasi(rawDataLatih, 
hasil, jInput) + rawDataLatih[i][jInput + 1]))); 
        count++; 
  } 
  mape = error * 100 / count; 
  fitness = 1 / mape; 
  if (fitness > terbaik[jGen - 1]) { 
        terbaik = individu; 
  } 
  return fitness; 
} 
Kode Program 5.7 Implementasi Fungsi Evaluasi 
5.3.6 Fungsi Seleksi 
Pada fungsi seleksi seluruh individu yang terbentuk akan diseleksi 
sedemikian rupa sehingga diharapkan individu terbaiklah atau individu yang 
mampu memberikan offspring lebih baiklah yang akan terpilih untuk diproses 
pada generasi selanjutnya. Fungsi seleksi yang digunakan merupakan fungsi 
seleksi Roulette Wheel dimana setiap individu akan dicari nilai probabilitasnya 
terhadap seluruh individu, dan memilih individu yang akan lolos ke generasi 
selanjutnya dengan memilih probabilitas kumulatifnya. Kode Program 5.8 






public void seleksi() { 
   double[][] temp = new double[individu.length][jGen]; 




































































   for (int i = 0; i < temp.length; i++) { 
       for (int j = 0; j < temp[i].length; j++) { 
            temp[i][j] = 0; 
       } 
       namaTemp[i][0] = "individu"; 
       namaTemp[i][1] = "individu"; 
   } 
   boolean sama = true; 
   double jumlah = 0; 
   double random; 
   for (int i = 0; i < popSize; i++) { 
       double[] probKomulatif = new 
double[individu.length]; 
       for (int j = 0; j < individu.length; j++) { 
           jumlah = jumlah + individu[j][jGen - 1]; 
       } 
       probKomulatif[0] = (individu[0][jGen - 1] / 
jumlah); 
 
       for (int j = 1; j < probKomulatif.length; j++) { 
           probKomulatif[j] = probKomulatif[j - 1] + 
(individu[j][jGen - 1] / jumlah); 
       } 
       sama = true; 
       while (sama) { 
             random = Math.random(); 
             int index = 0; 
             for (int j = 0; j < individu.length; j++) { 
                 if (random <= probKomulatif[j]) { 
                      index = j; 
                      j = 999999999; 
                 } 
             } 
             if(!cek(namaTemp, namaIndividu[index][1])) { 
                 temp[i] = individu[index]; 
                 namaTemp[i][0] = "P " + (i + 1); 
                 namaTemp[i][1] = namaIndividu[index][1]; 
                 individu[index][jGen - 1] = 0; 
                 sama = false; 
             } 
        } 
   } 
   countIndividu1 = popSize; 
   individu = temp; 
   namaIndividu = namaTemp; 
} 
























5.4 Implementasi Antarmuka 
5.4.1 Tab Data 
Tab data berisikan dua tabel yang menampilkan data latih dan data uji. Lebih 
jelas dapat dilihat pada Gambar 5.1 
 
Gambar 5.1 Tab Data 
5.4.2 Tab Pelatihan Backpropagation 
 
Gambar 5.2 Tab Pelatihan Backpropagation 
Pada tab pelatihan Backpropagation akan ditampilkan kolom untuk mengisi 
parameter yang diperlukan untuk melakukan pelatihan menggunakan 
Backpropagation yang diantaranya adalah “Jumlah Neuron Pada Lapisan 
Tersembunyi”, “Alpha Rate”, dan “Jumlah Iterasi”. Terdapat tombol proses untuk 





















telah dimasukan, selain itu juga terdapat tabel di sisi kanan yang akan 
menunjukkan hasil dari setiap pelatihan terhadap setiap data di setiap iterasi. 
Gambar 5.2 menunjukkan tab pelatihan Backpropagation dengan lebih detail. 
5.4.3 Tab Pelatihan Algoritme Genetika – Backpropagation 
Pada tab pelatihan Algoritme Genetika – Backpropagation ditampilkan 
beberapa kolom masukan yang nantinya akan digunakan sebagai nilai parameter 
pada pelatihan menggunakan metode Algoritme Genetika – Backpropagation 
diantaranya adalah “Jumlah Generasi”, “Ukuran Populasi”, “Crossover Rate”, 
“Mutation Rate”, “Jumlah Neuron Pada Lapisan Tersembunyi”, “Alpha Rate”, dan 
“Jumlah Iterasi”. Lebih jelas dapat dilihat pada Gambar 5.3. 
 
Gambar 5.3 Tab Pelatihan Algoritme Genetika - Backpropagation 
5.4.4 Tab Pengujian dan Hasil 
Pada tab pengujian dan hasil akan ditampilkan individu terbaik dari hasil 
pelatihan mengunkan Backpropagation  dan individu terbaik dari hasil pelatihan 
menggunakan Algoritme Genetika – Backpropagation. Terdapat tombol lakukan 
pengujian pada kedua individu terpilih yang akan melakukan proses melakukan 
pengujian dengan menggunakan data uji yang nantinya akan menampilkan tabel 
hasil pengujian dan nilai MAPE dari kedua individu terpilih. Lebih lengkap dapat 











































BAB 6 PENGUJIAN DAN ANALISIS 
Bab 6 membahas pengujian pada setiap parameter pada metode 
Backpropagation dan metode Algoritme Genetika – Backpropagation. Hasil 
terbaik dari setiap parameter akan digunakan dalam validasi hasil dengan data 
latih dan pengujian hasil dengan data uji pada Backpropagation yang 
menggunakan inisialisasi bobot awal dengan nguyen-widrow dan Algoritme 
Genetika- Backpropagation.  
6.1.1 Pengujian Maksimum Iterasi 
Pada pengujian ini akan dilakukan pelatihan Backpropagation pada 
maksimum iterasi 1.000 hingga 10.000 iterasi agar mendapatkan nilai maksimum 
iterasi yang paling optimal pada pelatihan Backpropagation. Nilai learning rate 
yang akan digunakan pada setiap pelatihan adalah 0.1 dan jumlah neuron yang 
digunakan adalah 5. Tabel 6.1 yang akan menampilkan hasil pengujian 
maksimum iterasi pada pelatihan Backpropagation.  
Tabel 6.1 Hasil pengujian maksimum iterasi pada pelatihan Backpropagation 
Jumlah 
Iterasi 
Percobaan ke- Rataan 




































































































































































































































































Percobaan ke- Rataan 





























Agar memudahkan dalam membaca hasil pengujian nilai maksimum iterasi  
pada pelatihan Backpropagation, Gambar 6.1 menjelaskan nilai MAPE dari setiap 
nilai maksimum iterasi yang diujikan dalam bentuk grafik. 
 
Gambar 6.1 Grafik hasil pengujian maksimum iterasi pada pelatihan 
Backpropagation 
Dari hasil yang telah didapat pada Tabel 6.1 dan Gambar 6.1 dapat dilihat 
bahwa masksimum iterasi yang diginakan pada pelatihan Backpropagation 
mempengaruhi nilai error yang dihasilkan. Untuk nilai MAPE terbaik didapatkan 
dari pelatihan pada maksimum iterasi. Jumlah iterasi yang dilakukan pada 
Backpropagation menunjukkan waktu yang diperlukan Backpropagation untuk 
mencapai konvergen. Terlihat grafik cenderung membaik, yang memperlihatkan 
pada iterasi 1.000 dan 2.000 jumlah iterasi masih belum cukup untuk mencapai 
konvergen atau dapat dikatakan algoritme masih underfitting dalam mengenali 
pola dari data. Begitupun pada iterasi 6.000 hingga 10.000 yang mengalami 
perubahan tidak menentu walaupun kecil, hal ini dipengaruhi oleh konvergensi 
yang overfitting pada algoritme yang dilatih. Dari hasil pengujian tersebut iterasi 
dengan nilai MAPE terkecil adalah pada iterasi 5.000 yaitu 1,646737, maka 
maksimum iterasi yang sebaiknya digunakan dalam pelatihan Backpropagation 












1000 2000 3000 4000 5000 6000 7000 8000 9000 10000






















6.1.2 Pengujian Nilai Learning Rate (Alpha) 
Kemudian melakukan pengujian untuk mendapatkan nilai learning rate  yang 
paling optimal yang akan diujikan pada pelatihan Backpropagation dengan 
menggunakan 5 neuron pada lapisan tersembunyi dan jumlah iterasi sebanyak 
5000 iterasi. Nilai learning rate yang akan diujikan adalah 0,1 hingga 1. Pada 
Tabel 6.2 dijelaskan hasil dari pengujian nilai learning rate pada rentang 0,1 
hingga 1. 
 















































































































































































































































































Agar memudahkan dalam membaca hasil pengujian learning rate  pada 
pelatihan Backpropagation, Gambar 6.2 menjelaskan nilai MAPE dari setiap 






















Gambar 6.2 Grafik hasil pengujian learning rate pada pelatihan 
Backpropagation 
Dari hasil yang telah didapat pada Tabel 6.2 dan Gambar 6.2 dapat dilihat 
bahwa nilai learning rate yang diginakan pada pelatihan Backpropagation 
mempengaruhi nilai MAPE yang dihasilkan dimana hasil semakin membaik pada 
setiap kenaikan nilai learning rate yang diujikan. Untuk nilai MAPE terbaik 
didapatkan dari pelatihan dengan menggunakan learning rate 1 yaitu dengan 
nilai MAPE rata-rata sebesar 1,506932. Hal ini terjadi karna pelatihan yang 
sebenarnya masih dapat membaik pada iterasi 5.000 hanya saja dengan learning 
rate yang terlalu kecil menyebabkan perbaikan error pada pelatihan terlalu kecil 
sehingga pencapaian konvergensi yang lebih baik memerlukan iterasi yang lebih 
banyak meskipun pada pengujian jumlah iterasi hasil yang diberikan hingga 
iterasi 10.000 tidak menunjukkan perubahan yang signifikan bahkan cenderung 
memburuk. Dari hasil pengujian ini maka nilai learning rate yang sebaiknya 
digunakan dalam pengujian selanjutnya adalah 1.  
6.1.3 Pengujian Jumlah Neuron pada Lapisan Tersembunyi 
Pada tahap ini dilakukan pengujian terhadap jumlah neuron pada lapisan 
tersembunyi untuk mendapatkan arsitektur Backpropagation yang paling 
optimal untuk melakukan prediksi. Jumlah neuron yang diujikan antara lain dari 1 
hingga 15 jumlah neuron pada lapisan tersembunyi. Sedangkan jumlah iterasi 
yang digunakan adalah sebanyak 5.000 iterasi dan niai learning rate (alpha) yang 
digunakan adalah 1. Jumlah iterasi dan learning rate yang digunakan sama pada 
semua pengujian jumlah neuron pada lapisan tersembunyi. Pada Tabel 6.3 
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Tabel 6.3 Hasil pengujian jumlah neuron pada pelatihan Backpropagation 
Jumlah 
Neuron 
Percobaan ke- Rataan 





































































































































































































































































































































































































































Agar memudahkan dalam membaca hasil pelatihan, Gambar 6.3 
menjelaskan nilai MAPE dari setiap jumlah neuron pada lapisan tersembunyi 
dalam bentuk grafik. 
 
Gambar 6.3 Grafik hasil pengujian jumlah neuron pada pelatihan 
Backpropagation 
Dari hasil yang telah didapat pada Tabel 6.3 dan Gambar 6.3 dapat dilihat 
bahwa jumlah neuron yang digunakan pada arsitektur Backpropagation 
mempengaruhi nilai MAPE yang dihasilkan. Pada arsitektur dengan jumlah 
neuron yang terlalu sedikit membuat hasil kurang optimum, hal ini disebabkan  
jumlah neuron yang terlalu sedikit pada lapisan tersembunyi kurang mampu 
memberikan fungsi matematis yang sesuai untuk mengenali pola pada data jika 
data terlalu kompleks sehingga error yang dihasilkan masih terlalu besar atau 
dapat disimpulkan bahwa pada neuron yang terlalu sedikit terjadi underfitting 
dimana algoritme masih terlalu samar dalam mengenali pola pada data. Untuk 
nilai MAPE terkecil didapatkan dari pelatihan dengan menggunakan 5 neuron 
pada lapisan tersembunyi dengan rata-rata MAPE sebesar 1,452973. Sedangkan 
pada jumlah neuron yang lebih tinggi MAPE yang dihasilkan mengalami kenaikan, 
hal ini terjadi karna pada jumlah neuron yang semakin banyak fungsi matematis 
yang terbentukpun semakin kompleks sehingga algoritme semakin sulit 
konvergen pada solusi yang optimum. Dari hasil pengujian tersebut maka jumlah 
neuron yang sebaiknya digunakan dalam pengujian selanjutnya adalah 
Backpropagation dengan 5 neuron pada lapisan tersembunyi. 
6.2 Validasi dan Pengujian Backpropagation 
Validasi dan Pengujian pada metode Backpropagation bertujuan untuk 
mendapatkan nilai akurasi pelatihan Backpropagation terhadap data latih dan 










1 2 3 4 5 6 7 8 9 10 11 12 13 14 15






















optimum pada pengujian parameter sebelumnya. Validasi dilalukan dengan 
menggunakan hasil bobot terbaik hasil pelatihan sebagai bobot untuk 
memprediksi data latih. Sedangkan pengujian dilakukan dengan menggunakan 
hasil bobot terbaik dari pelatihan menggunakan Backpropagation terhadap data 
uji. Validasi dan Pengujian dilakukan dengan menggunakan 5 neuron pada 
lapisan tersembunyi, 1 pada learning rate dan 5.000 iterasi. Tabel menunjukkan 
hasil pengujian akurasi pada pelatihan Backpropagation. 






1 1,434163 1,869233 
2 1,413194 1,854375 
3 1,44981 1,911378 
4 1,454306 1,89774 
5 1,421356 1,891141 
6 1,428243 1,895443 
7 1,481931 1,673873 
8 1,516604 1,742582 
9 1,471335 1,908318 
10 1,419833 1,874848 
Rata-Rata 1,449077 1,851893 
Tabel 6.4 menunjukkan hasil yang baik pada validasi dan pengujian, 
meskipun pada pengujian tidak memberikan hasil sebaik validasi namun nilai 
MAPE ini masih cukup kecil. Dengan rata-rata MAPE pada validasi sebesar 
1.449077 dan rata-rata MAPE pada pengujian sebesar 1,851893. 
6.3 Pelatihan Algoritme Genetika – Backpropagation 
6.3.1 Pengujian Jumlah Generasi 
Pengujian jumlah Generasi bertujuan untuk mendapatkan jumlah generasi 
yang memeberikan hasil paling optimal dalam melakukan pelatihan Algoritme 
Genetika – Backpropagation. Pengujian akan dilakukan sebanyak 10 kali dengan 
jumlah generasi mulai 10 generasi hingga 100 generasi. Pengujian akan dilakukan 
dengan ukuran populasi sebesar 50, crossover rate 0,6, mutation rate 0,001, 
jumlah neuron 5, learning rate 1, dan 100 jumlah iterasi pada pelatihan 
Backpropagation. Setiap pengujian dilakukan sebanyak 10 kali dan kemudian 


























Percobaan ke- Rataan 






































































































































































































































Hasil pengujian yang telah dijabarkan dalam Tabel 6.5 digambarkan dalam 
bentuk grafik pada Gambar 6.4 
Pada Gambar 6.4 menunjukkan bahwa jumlah populasi akan 
memperngaruhi hasil yang diberikan dari proses pelatihan. Hasil pada proses 
pelatihan relative membaik pada setiap peningkatan jumlah generasi. Hasil yang 
semakin membaik menunjukan bahwa eksplorasi yang dilakukan Algoritme 
Genetika berhasil memberikan solusi yang lebih optimum bagi Backpropagation 
dengan terpilihnya individu yang lebih baik dari setiap proses seleksi pada setiap 
generasi. Generasi terbaik berada pada 90 generasi dengan nilai rataan fitness 
mencapai 0,732022. Sedangkan pada generasi 100 terjadi penurunan nilai fitness 
yang menunjukkan Algoritme Genetika sudah mencapai titik konvergen pada 
generasi sebelumnya. Dari hasil tersebut maka banyak generasi yang akan 






















Gambar 6.4 Grafik Hasil pengujian jumlah Generasi pada pelatihan Algorime 
Genetika – Backpropagation 
6.3.2 Pengujian Ukuran Populasi 
Pengujian ukuran populasi dilakukan dengan tujuan agar mendapatkan 
ukuran populasi yang mampu memberikan hasil paling maksimal pada pelatigan 
Algoritme Genetika – Backpropagation. Pada pengujian ukuran populasi akan 
dilakukan percobaan sebanyak sepuluh kali pada setiap ukuran populasi. Ukuran 
populasi yang diujikan adalah 10 hingga 100. Pengujian akan dilakukan dengan 
menggunakan generasi sebesar 90 generasi, 0,6 crossover rate, 0,001 mutation 
rate, 5 neuron pada lapisan tersembunyi, 1 learning rate, dan 100  iterasi pada 
pelatihan Backpropagation di dalam Algoritme Genetika. Hasil pengujian 
ditampilkan dalam Tabel 6.6. 
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Percobaan ke- Rataan 



















































































































Agar memudahkan dalam membaca hasil pengujian jumlah generasi, hasil 
juga ditampilkan dalam bentuk grafik pada Gambar 6.5 
 
Gambar 6.5 Grafik Hasil pengujian ukuran populasi pada pelatihan Algorime 
Genetika – Backpropagation 
Gambar 6.5 menunjukkan hasil yang relative sama dengan fitness yang 
cendrung berada di sekitar 0,72 hingga 0,73. Hasil cenderung memburuk pada 
setiap kenaikan nilai ukuruan populasi, hal ini dapat terjadi karena semakin besar 
ukuran populasi yang digunakan semakin sulit individu terbaik untuk dapat terus 
lolos pada setiap generasinya jika mengingat jenis seleksi yang digunakan adalah 
Roulette Wheel yang masih didasari oleh probabilitas pemilihan meskipun nilai 
probabiliitas didapatkan berdasarkan nilai fitness-nya. Hasil terbaik berada pada 
ukuran populasi 20 dengan fitness mencapai 0,732491. Dengan begitu ukuran 
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6.3.3 Pengujian Crossover Rate dan Mutation Rate 
Pengujian crossover rate(cr) dan mutation rate(mr) dilakukan dengan 
kombinasi cr dan mr 0,1-0,9, 0,2-0,8, 0,3-0,7, 0,4-0,6, 0,5-0,5, 0,6-0,4, 0,7-0,3, 
0,8-0,2, 0,9-0,1 Pengujian dilakukan dalam sepuluh kali percobaan. Pengujian 
akan dilakukan dengan menggunakan generasi sebesar 90 generasi, 20 ukuran 
populasi, 5 neuron pada lapisan tersembunyi, 1 learning rate, dan 100  iterasi 
pada pelatihan Backpropagation di dalam Algoritme GenetikaHasil pengujian 
ditunjukan pada Tabel 6.7. 
Tabel 6.7 Hasil pengujian crossover rate dan mutation rate pada pelatihan 
Algoritme Genetika - Backpropagation 
rate Percobaan ke- Rataan 



































































































































































































































Agar memudahkan dalam membaca hasil pengujian, maka ditampilkan pula 
hasil dalam bentuk grafik seperti pada Gambar 6.6 
 
Gambar 6.6 Grafik hasil pengujian crossover rate dan mutation rate pada 
pelatihan Algoritme Genetika – Backpropagation 
Hasil dari Gambar 6.6 menunjukan hasil yang beragam, dapat dilihat nilai 
berada pada kisaran 0,72 hingga 0,74. Hasil terbaik berada pada crossover rate 
0,1  dan mutation rate 0,9 dan semakin memburuk pada crossover rate  0,3 dan 
mutation rate 0,7 hingga akhirnya membaik lagi. Nilai crossover rate yang 
relative kecil dan mutation rate yang besar menunjukan Algoritma Genetika 
berperan sangat baik sebagai algoritme yang melakukan eksplorasi calon hasil 
optimum bagi Backpropagation tanpa harus banyak melakukan eksploitasi yang 
mendalam. Pada crossover rate yang relative tinggi dan mutation rate yang 
relative rendah nilai fitness yang didapatkan juga relative baik namun jika 
dibandingkan dengan penggunaan crossover rate yang relative kecil dan 
mutation rate yang relative besar nilai fitness yang diberikan masih kalah baik. 
6.3.4 Pengujian Maksimum Iterasi 
Pada pengujian maksimum iterasi  dilakukan dengan melakukan pelatihan 
sebanyak sepuluh kali untuk setiap maksimum iterasi yang berbeda. Maksimum 
iterasi yang diujikan adalah 100 hingga 500 maksimum iterasi, dengan kenaikan 
setiap perubahan nilai parameter sebesar 100. Pengujian maksimum iterasi 
dilakukan dengan tujuan mendapatkan nilai parameter maksimum iterasi yang 
mampu memberikan hasil yang paling optimal. Pengujian akan dilakukan dengan 
90 kali generasi, 20 ukuran populasi, 0,1 nilai crossover rate, 0,9 nilai mutation 
rate, 5 neuron pada lapisan tersembunyi, dan 0,1 nilai learning rate. Hasil 
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Percobaan ke- Rataan 



















































































































Untuk memudahkan dalam membaca hasil pengujian maksimum iterasi pada 
Tabel 6.9 hasil ditampilkan dalam bentuk grafik pada Gambar 6.7. 
 
Gambar 6.7 Pengujian maksimum iterasi pada pelatihan Algoritme Genetika - 
Backpropagation 
Hasil yang telah didapat pada pengujian maksimum iterasi pada pelatihan 
Algoritme Genetika – Backpropagation terus membaik pada setiap kenaikan 
jumlah iterasi, namum pengujian dihentikan pada 500 iterasi karena jika lebih 
dari itu waktu komputasi yang dilakukan untuk proses pelatihan terlampau lama 
dan semakin kecilnya perubahan pada nilai fitness yang diberikan. Gambar 6.7 
menunjukkan hasil yang terus membaik karena semakin banyak iterasi yang 
dilakukan pada Backpropagation semakin dalam pembelajaran terhadap data 
yang dapat dilakukan jika mengingat perbaikan error yang dilakukan pada 












100 200 300 400 500






















ditunjukkan pengujian dengan menggunakan 500 maksimum iterasi dengan 
MAPE sebesar 0,84289. 
6.3.5 Pengujian Learning Rate (Alpha) 
Pada pengujian learning rate dilakukan untuk mendapatkan nilai learning 
rate yang mampu memberikan hasil paling optimal. Pengujian akan dilakukan 
pada learning rate 0.1 hingga 1. Setiap learning rate diuji sebanyak sepuluh kali. 
Pengujian dilakukan dengan 90 kali generasi, 20 ukuran populasi, 0,1 crossover 
rate, 0,9 mutation rate, dan 5 neuron pada lapisan tersembunyi serta 500 iterasi. 
Hasil pengujian learning rate ditampilkan dalam Tabel 6.9. 
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Pada pengujian yang telah dilakukan dengan hasil seperti pada Tabel 6.9 
agar memudahkan dalam membaca hasil pengujian, hasil pengujian ditampilkan 






















Gambar 6.8 Pengujian learning rate pada pelatihan Algoritme Genetika - 
Backpropagation 
Pada Gambar 6.8 menunjukkan hasil yang relative semakin baik dengan 
puncaknya pada learning rate 1.  Hal ini terjadi karena pelatihan yang 
sebenarnya masih dapat membaik dengan parameter pelatihan yang ada namun 
pada learning rate 0,1 perubahan yang diberikan terlalu kecil sehingga 
membutuhkan iterasi pada pelatihan Backpropagation dan generasi pada 
Algoritme Genetika yang semakin besar namun jika begitu akan memerlukan 
waktu komputasi yang lebih lama. Dari hasil pengujian learning rate maka 
pengujian selanjutnya akan menggunakan learning rate 1. 
6.3.6 Pengujian Jumlah Neuron pada Lapisan Tersembunyi 
Pada pengujian jumlah neuron pada lapisan tersembunyi dilakukan untuk 
mendapatkan jumlah neuron yang mampu memberikan hasil paling optimal. 
Jumlah neuron yang akan diujikan adalah  1 hingga 15 neuron pada lapisan 
tersembunyi. Setiap jumlah neuron akan diujikan sebanyak sepuluh kali. Pada 
pengujian ini akan digunakan 90 kali generasi, 20 ukuran populasi, 0,1 crossover 
rate, 0,9 mutation rate. Tabel 6.10 menunjukkan hasil pengujian terhadap jumlah 
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Tabel 6.10 Pengujian jumlah neuron pada lapisan tersembunyi pada pelatihan 
Algoritme Genetika - Backpropagation 
Jumlah 
Neuron 
Percobaan ke- Rataan 


























































































































































































































































































































































Dari hasil pada Tabel 6.10 akan ditampilkan hasil pengujian dalam bentuk 






















Gambar 6.9 Grafik pengujian jumlah neuron pada lapisan tersembunyi pada 
pelatihan Algoritme Genetika - Backpropagation 
Hasil dalam grafik pada Gambar 6.9 menunjukkan fitness yang cenderung 
membaik pada setiap kenaikan jumlah neuron pada lapisan tersembunyi dengan 
fitness terbaik didapat pada jumlah neuron 13. Hasil tersebut menunjukkan 
semakin banyak jumlah neuron pada lapisan tersembunyi semakin baik hasil yang 
diberikan. Hal ini berbeda dengan hasil yang ditunjukkan pada saat pengujian 
jumlah neuron pada pelatihan Backpropagation saja, dimana pada jumlah neuron 
yang besar memberikan hasil yang kurang baik, hal ini sangat mungkin terjadi 
mengingat semakin banyak jumlah neuron yang digunakan maka semakin 
kompleks fungsi matematis yang dibentuk. Keterbatasan Backpropagation dalam 
melakukan ekplorasi calon hasil terbaik membuat Backpropagation kesulitan 
mendapatkan hasil optimum pada jumlah neuron yang terbilang tinggi. Dengan 
hasil ini pengujian pada tahap berikutnya akan menggunkan jumlah neuron 13 
pada lapisan tersembunyi pada pelatihan Algoritme Genetika – Backpropagation. 
6.4 Validasi dan Pengujian Algoritme Genetika – Backpropagation 
 Validasi dan pengujian ini dilakukan untuk mendapatkan nilai akurasi pada 
pelatihan Algoritme Genetika – Backpropagation. Pada validasi hasil terbaik dari 
pelatihan diujikan kedalam data latih, sedangkan pada pengujian diujikan 
kedalam data uji. Pengujian akan dilakukan sebanyak sepuluh kali dengan 
parameter yang sama pada setiap pengujian. Parameter yang digunakan pada 
pengujian adalah parameter terbaik hasil pengujian sebelumnya yaitu, jumlah 
generasi 90, ukuran populasi 20, crossover rate 0,1, mutation rate 0,9, jumlah 
neuron pada lapisan tersembunyi sebanyak 13, nilai learning rate 1, dan jumlah 
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Tabel 6.11 Hasil validasi dan pengujian akurasi pada pelatihan Algoritme 






1 1,0552395 1,753515 
2 1,0511154 1,68927 
3 1,158695 1,715814 
4 1,107816 1,763197 
5 1,0004917 1,780312 
6 1,0902536 1,717151 
7 1,096619 1,924085 
8 1,0527724 1,75873 
9 1,0631276 1,740078 
10 1,0998978 1,575318 
Rata-Rata 1,077603 1,741747 
Tabel 6.11 menunjukkan hasil yang sangat baik dari validasi pada pelatihan 
Algoritme Genetika – Backpropagation dengan rata-rata MAPE sebesar 1,077603 
sedangkan pada pengujian menggunakan data uji hasil yang diberikan tidak 
berbeda jauh dengan nilai MAPE yang dihasilkan dari pelatihan Backpropagation 
yaitu dengan rata-rata MAPE sebesar 1,741747. 
6.5 Perbandingan Hasil Pengujian 
Pada kedua metode yaitu Backpropagation maupaun Algoritma Genetika – 
Backpropagation telah dilakukan validasi dan pengujian dengan menggunakan 
data yang sama, yaitu 99 data latih dan 25 data uji. 
Pada Backpropagation validasi dan pengujian dilakukan dengan 
menggunakan parameter optimal yang telah diujikan sebelumnya, yaitu 
Backpropagation dengan jumlah neuron pada lapisan tersembunyi 5, besar 
learning rate 1 dan jumlah iterasi sebesar 5.000 iterasi. Sedangkan pada 
Algoritme Genetika – Backpropagation parameter yang digunakan adalah 90 
jumlah generasi, 20 ukuran populasi, 0,1 probabilitas crossover, 0,9 probablitias 
mutasi, 13 neuron pada lapisan tersembunyi, 1 nilai learning rate, dan 500 iterasi 
pelatihan Backpropagation dalam Algoritme Genetika. Tabel menjelaskan hasil 

































Backpropagation 1,449077 1,851893 
Algoritme Genetika - 
Backpropagation 1,077603 1,741747 
Dari hasil validasi di atas metode Algoritme Genetika – Backpropagation 
terbukti lebih baik dengan rata-rata MAPE hingga 1,077603 jika dibandingkan 
dengan validasi dari metode Backpropagation yaitu sebesar 1,449077. Begitu 
pula pada pengujian Algoritme Genetika – Backpropagation mampu memberikan 
hasil yang lebih baik yaitu 1,741747 sedangkan metode Backpropagation hanya 





















BAB 7 PENUTUP 
7.1 Kesimpulan  
Dari hasil telah didapatkan pada penelitian prediksi nilai tukar rupiah 
terhadap dolar Amerika dengan menggunakan metode Algoritma Genetika – 
Backpropagation dapat ditarik kesimpulan: 
1. Implementasi Algoritme Genetika – Backpropagation berhasil dilakukan 
dengan jumlah data latih sebanyak 99 dan data uji sebanyak 25, dengan 
tahapan inisialisasi populasi, crossover, mutasi, pelatihan setiap individu 
menggunakan Backpropagation, evaluasi, dan seleksi. Hasil pengujian 
yang telah dilakukan didapatkan nilai MAPE terbaik sebesar 1,575318 
dan rata-rata MAPE sebesar 1,741747. Algoritme juga mampu 
melakukan validasi dengan MAPE terbaik sebesar 1,0004917 dan rata-
rata MAPE sebesar 1,077603. 
2. Implementasi Algoritme Genetika – Backpropagation mampu 
memberikan hasil pengujian dengan nilai MAPE terbaik sebesar 
1,575318 dan rata-rata MAPE sebesar 1,741747. Algoritme juga mampu 
melakukan validasi dengan MAPE terbaik sebesar 1,0004917 dan rata-
rata MAPE sebesar 1,077603. Masing-masing pengujian dilakukan 10 
kali percobaan yang dilakukan pada 99 data latih dan 25 data uji. 
Parameter terbaik dalam melakukan pelatihan dengan menggunakan 
Algoritme Genetika – Backpropagation adalah: 
a. Jumlah generasi = 90 
b. Ukuran populasi = 0,1 
c. Crossover rate = 0,1 
d. Mutation rate = 0,9 
e. Jumlah neuron pada lapisan tersembunyi = 13 
f. Learning rate = 1 
g. Jumlah Iterasi = 500 
7.2 Saran 
Pada penelitian ini penulis merasa banyak kekurangan. Maka dari itu untuk 
pertimbangan penelitian selanjutnya penulis memberikan saran sebagai berikut: 
1. Penelitian selanjutnya dapat melakukan pengujian terhadap pemilihan 
parameter masukan yang digunakan salah satunya dengan menggunakan 
fungsi autokorelasi (autocorrelation fuction).  
2. Penelitian pada implementasi Algoritme Genetika – Backpropagation 
kedepannya dapat menggunakan metode seleksi lain seperti binary 
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