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АНСАМБЛЬ НЕЙРОМЕРЕЖ GRNN НА ПІДСТАВІ ЗМІЩЕНИХ ПОВЕРХОНЬ ВІДГУКУ  
ДЛЯ ЗАДАЧ ЕЛЕКТРОННОЇ КОМЕРЦІЇ 
Розв'язок задач електронної комерції, які здебільшого характеризуються нелінійними поверхнями відгуку, є важливим 
завданням. Застосування сучасних засобів обчислювального інтелекту не завжди є доречним зважаючи на складність реалі-
зації процедур навчання і налагодження. Неітеративні засоби та нейронні мережі без навчання також не забезпечують задо-
вільної точності результату. З огляду на це у роботі описано новий ансамбль на підставі нейронних мереж узагальненої рег-
ресії. Основна ідея розробленого ансамблю полягає в лінеаризації поверхні відгуку, що задається даними наявної вибірки. 
Для цього отримана за допомогою мережі GRNN поверхня подається на вхід лінійної нейроподібної структури. Така комбі-
нація забезпечує підвищення точності роботи ансамблю під час розв'язання поставленої задачі. Описаний ансамбль застосо-
вано для розв'язання задачі прогнозування ціни на вживані автомобілі. Експериментальним способом підібрано оптимальні 
параметри його роботи. Шляхом порівняння із відомими методами встановлено найвищу точність його роботи. Результати 
експериментальних досліджень порівняно з теоретичними оцінками на підставі висновків теореми Кондорсе про журі при-
сяжних. Розроблений ансамбль нейронних мереж узагальненої регресії на підставі зміщення поверхонь відгуку та з додатко-
вим використанням нейроподібних структур Моделі послідовних геометричних перетворень варто застосовувати під час 
розв'язання різноманітних задач електронної комерції підвищеної точності. 
Ключові слова: ансамбль; алгоритми без навчання; зміщення поверхонь відгуку; нейронна мережа узагальненої регресії; 
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Вступ. Ринок електронної комерції вражає своїми 
обсягами і темпами зростання. На відміну від тради-
ційної торгівлі, для електронної комерції характерним є 
високий рівень інновацій та технологій. Дедалі частіше 
для розв'язку бізнес-задач застосовують методи машин-
ного навчання (Vitynskyi, Tkachenko & Havrysh, 2019). 
До таких задач можна віднести оптимізацію та прогно-
зування вартості товару. Застосування інтелектуальних 
стратегій ціноутворення дає змогу значно підвищити 
рентабельність підприємства. 
З підвищенням попиту на власний засіб пересуван-
ня, актуальною стала задача прогнозування вартості ав-
томобіля, особливо коли йдеться про вживаний автомо-
біль. Найчастіше потреба прогнозування вартості авто-
мобіля виникає у великих компаній, які спеціалізують-
ся на продажі вживаних автомобілях, та лізингових 
компаній. На підставі даних з пропозицій продажу 
можна побудувати різні моделі прогнозування вартості, 
де на вартість впливає безліч незалежних факторів 
(Kanwal & Sadaqat, 2017). Часто такі дані характеризу-
ються багатьма вхідними ознаками, такими як: рік ви-
пуску, тип палива, об'єм двигуна, пробіг, колір тощо та 
великими вибірками даних, внаслідок чого поставлені 
жорсткіші вимоги до методів машинного навчання, во-
ни повинні забезпечувати достатню швидкодію та висо-
ку точність (Kozich, Bondarenko & Bazhenov, 2015). 
Мета дослідження – розроблення, застосування і 
оцінювання результатів функціонування ансамблю 
нейронних мереж узагальненої регресії на підставі змі-
щення поверхонь відгуку та з додатковим використан-
ням нейроподібних структур моделі послідовних ге-
ометричних перетворень. 
Постановка завдання дослідження. Для досягнен-
ня встановленої мети потрібно розробити топологію ан-
самблю штучних нейронних мереж, застосувати роз-
роблений ансамбль для розв'язання задачі регресії, а та-
кож порівняти результати експериментальних дослі-
джень з теоретичними оцінками на підставі висновків 
теореми Кондорсе про журі присяжних. 
Аналіз попередніх досліджень. Для прогнозування 
вартості товару в багатьох працях застосовують засоби 
машинного навчання, зокрема штучні нейронні мережі 
(ШНМ) (Kryvinska & Gregus, 2014; Molnár et al., 2018). 
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Штучні нейронні мережі успішно зарекомендували 
себе у розв'язанні цієї задачі. Вони автоматично буду-
ють високоточні моделі, які можуть аналізувати великі 
та складноструктуровані дані, але незважаючи на вели-
ку кількість успішних застосувань, ці методи мають 
низку недоліків (Bodyanskiy, Tyshchenko & Kopaliani, 
2018; Zhernova et al., 2018). 
Навчання ШНМ зводиться до вирішення багатокри-
теріальної і багатопараметричної задачі мінімізації по-
хибок функціонування. Розроблені алгоритми навчан-
ня, що базуються на методі зворотного поширення по-
хибки, є достатньо повільними, а їх прискорені варіан-
ти втрачають у точності навчання. Додатково до тради-
ційних алгоритмів застосовують методи оптимізації на 
підставі генетичних алгоритмів, або алгоритмів імітації 
відпалу металу (Doroshenko, 2018). Враховуючи специ-
фіку задач великих даних, застосування для них штуч-
них нейронних мереж неефективне в сенсі надто вели-
кої складності навчання і налагодження. 
Лінійні ШНМ типу одношарових перцептронів і 
нейроподібних структур на підставі Моделі послідов-
них геометричних перетворень (МПГП) (Tkachenko et 
al., 2018) достатньо привабливі для використання в за-
дачах великих даних, оскільки для них взагалі не вико-
ристовується складна і тривала процедура налаштуван-
ня параметрів, а навчання є швидким і ефективним. От-
же, для класу лінійних задач саме ці типи нейромереж, 
в умовах застосування сучасних комп'ютерних засобів, 
можна рекомендувати для застосування. Щодо задач, 
які представлені нелінійними поверхнями відгуку, точ-
ність їх розв'язку подібними засобами здебільшого ви-
являється незадовільно. 
Нейромережі радіальних базових функцій (РБФ). На 
відміну від БШП, які здійснюють апроксимацію повер-
хні відгуку за допомогою комбінації сигмоїдних повер-
хонь, ці ШНМ здійснюють наближення комбінацією гі-
персфер. Мережі РБФ володіють очевидними перевага-
ми перед БШП, зокрема, істотно простішим налаго-
дженням структури, швидшим і ефективнішим навчан-
ням. До загальновідомих недоліків ШНМ РБФ відно-
сять відсутність можливості здійснювати екстраполя-
цію, великі об'єми мереж, що спричинені потребою ви-
користання значного числа центрів радіальних функцій 
у задачах великих даних (Tkachenko et al., 2018). 
Імовірнісні нейромережі (PNN) та нейромережі уза-
гальненої регресії (GRNN). Істотною перевагою подіб-
них ШНМ є відсутність процедур налагодження і нав-
чання. Однак точність подібних нейромереж є досить 
низькою, тому їх рекомендують застосовувати лише 
для попереднього аналізу результатів розв'язку задач. 
Як і ШНМ РБФ, ці нейромережі не володіють здатніс-
тю до екстраполяції (Tkachenko, Tkachenko & Izonin, 
2017). 
Одним з найбільш перспективних та сучасних мето-
дів покращення точності прогнозування є побудова ан-
самблів моделей. Тема ансамблевих методів добре вив-
чена в машинному навчанні. У ролі математичного 
обґрунтування ідеї ансамблів можна розглянути теоре-
му Кондорсе про журі присяжних, яка надає імовірніс-
ну оцінку правильної класифікації відповідно до ймо-
вірностей правильних відповідей членів журі: 





C p pµ −
=
= −∑ , (1) 
де: N – кількість членів журі; p – ймовірність правиль-
ної відповіді одного члена журі; µ – ймовірність пра-
вильної відповіді журі. 
Згідно з теоремою Кондорсе, однією з ключових пе-
редумов отримання хороших результатів ансамблю є 
застосування у ролі членів ансамблю методів, ймовір-
ності похибки яких не перевищує 0,5 і є некорельовани-
ми між собою. Якщо кожен з членів ансамблю здатен 
спрогнозувати результат з ймовірністю похибки мен-
шим ніж 0,5 і кореляція між результатами прогнозуван-
ня членів ансамблю – відсутня, то шляхом голосуван-
ня/зваження кінцевий результат буде кращим за резуль-
тати окремих членів ансамблю (Barmak et al., 2018). 
Ансамбль нейромереж GRNN на підставі зміще-
них поверхонь відгуку. Основна ідея розробленого ан-
самблю полягає в лінеаризації поверхні відгуку, що за-
дається даними наявної тренувальної вибірки. Для 
цього отримана за допомогою мережі GRNN (з дос-
татньо помітними похибками) поверхня подається на 
вхід лінійної мережі (рис. 1). Ще вищий рівень лінеари-
зації, а отже – більша точність моделювання, дося-
гається при подачі на входи лінійної нейромережі вихо-
дів декількох мереж GRNN, для яких вектори вхідних 
сигналів випадково зміщені відносно рухомої точки. 
 
Рис. 1. Структурна схема ансамблю 
Алгоритмічна реалізація ансамблю. Нехай задано 
вибірку для підготовки ансамблю (перша вибірка) з N 
векторів і вибірку для застосування ансамблю (друга 
вибірка) з N1 векторів. Зазначимо, що для другої вибір-
ки невідоме значення вихідної компоненти. 
Алгоритмічна реалізація запропонованого ансамблю 
передбачає виконання таких кроків: 
1. Виконуємо нормування компонентів векторів, внаслі-
док чого отримуємо вектори для першої вибірки виду 
,... ...i j ix y⇒ , де 1,i N= ; 1,j n=  і use ,... ...u jx , де 11,u N= ; 
1,j n= . 
2. За результатами обчислення відгуків для всіх точок 
першої вибірки підбираємо оптимальне значення ко-
ефіцієнта розмаху гаусівської функції GRNNσ , викорис-
товуючи обраний критерій відхилень. На відміну від 
базового методу GRNN, у цьому випадку вводиться 
етап навчання, що виконується так: 
2.1. Формуємо (випадково) набір відхилень, які будуть 
однотипними для кожного і-го вектора першої вибірки 
і u-го другої вибірки – ,... ...k j∆ , де max1,k k= ; 1,j n= ; 
для кожної пари ,k j  величина ,k j∆  є випадковим чис-
лом у заданому діапазоні ±∆  однакова для першої та 
другої вибірок; необхідна умова 1∆ < ; величина maxk  
обирається і задає кількість входів розширення ШНМ. 
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2.2. На базі кожного і-го вектора першої вибірки фор-
муємо (kmax+1) додаткових вхідних векторів , ,... ...i k jx , 
де , , , ,i k j i j k jx x= + ∆ для 1,i N= ; max1,k k= ; 1,j n= , а та-
кож , 1, ,i k j i jx x+ = . 
2.3. Для кожного додаткового вектора отримуємо перед-
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; ,k iE  – евклідова віддаль між векторами 
,... ...i jx  та , ,... ....i k jx ; де max1,k k= ; беручи до уваги, що у фор-
мулі для розрахунків ,
G
i ky  з першої вибірки вилучається i-й 
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2.4. Формуємо розширений і-й вектор першої вибірки – 
, ,1 ,2 ,... ... , ,..., ,...
G G G
i j ii i i kx y y y y⇒ , де 1,i N= ; max1,k k= ; 1,j n= . 
3. Режим застосування ансамблю мереж. Виконується піс-
ля навчання лінійної ШНМ на векторах першої вибір-
ки. 
3.1. На базі рухомого вектора з другої вибірки формуємо 
kmax додаткових вхідних векторів з використанням на-
борів відхилень, введених для першої вибірки , ,... ...u k jx , 
де , , , ,u k j u j k jx x= + ∆  при 1, 1u N=  ; 1, maxk k= ; 1,j n= . 
3.2. Для кожного додаткового вектора другої вибірки зна-



































де ,u iE  – евклідова віддаль між векторами ,... ...u jx  та 
, ,... ....u k jx . 
Моделювання. Розроблений ансамбль застосову-
вався до розв'язання задачі прогнозування цін на вжи-
вані автомобілі з використанням реальної вибірки да-
них (Corolla, 2019). Прогнозування ціни відбувалося на 
підставі дев'яти незалежних ознак, які подано у табл. 1. 




1 Вік, років 
2 Пробіг автомобіля, км 
3 Тип палива 
4 Потужність двигуна 
5 Колір 
6 Наявність автоматичної коробки передач 
7 Об'єм циліндра, см3 
8 Кількість дверей 
9 Вага автомобіля, кг 
Оскільки ряд змінних були категоріальними, для 
їхнього представлення було використане унітарне коду-
вання (one-hot encoding). Отже, кількість незалежних 
ознак, на підставі яких визначалася ціна вживаного ав-
томобіля, становила 11. Вибірка даних містила 
1436 векторів, з яких у режимі підготовки ансамблю ви-
користано 1077 векторів, а у режимі застосування – від-
повідно 359 векторів. 
У роботі проведено ряд експериментів щодо підбору 
оптимальних параметрів роботи ансамблю. Перший з 
них передбачає пошук такої кількості членів ансамблю, 
який забезпечував би оптимальний результат. Експери-
мент проводився при зміні кількості членів ансамблю з 
5 до 35 при випадкових (σ=0,1; δ=0,25). Оцінювання 
відбувалося із використанням середньоквадратичної 
похибки (RMSE). Результати експерименту у вигляді 
значень RMSE як для режиму підготовки (червоні стов-
пці гістограми), так і застосування (жовті стовпці гіс-
тограми) ансамблю візуалізовано на рис. 2. 
 
Рис. 2. Зміна похибок RMSE (для режимів підготовки та засто-
сування ансамблю) при зміні кількості членів ансамблю за ін-
ших рівних умов (σ = 0,1; δ = 0,25)  
Як видно з цього рисунку, найменшу похибку з ре-
жимі застосування розробленого ансамблю отримано 
для випадку, коли кількість членів ансамблю дорівнює 
15. Окрім цього, в цьому випадку отримано найменше 
відхилення між значеннями похибок в обох режимах 
ансамблю. Це свідчить про досягнення запропонованою 
моделлю певної оптимальної складності. У разі подаль-
шого збільшення кількості членів ансамблю спостері-
гається істотне підвищення похибки режиму застосу-
вання. Окрім цього, як видно з рис. 2, у цьому випадку 
спостерігається істотна різниця між RMSE режимів під-
готовки та застосування ансамблю. При цьому похибка 
в режимі застосування істотно більша. Це може свідчи-
ти про перенавчання запропонованого ансамблю при 
виборі великої кількості його членів. 
Наступний експеримент передбачав пошук найкра-
щих параметрів роботи ансамблю: 
● σ – величини розмаху гаусівської функції методу GRNN; 
● δ – величини відхилень, на підставі яких формуються члени 
ансамблю. 
Для цього застосовано оптимізацію методом перебо-
ру для ансамблю з 15 членів при σ(σ∈[0,1; 0,5], ∆σ=0,1) 
та δ(δ∈[0,1; 0,95], ∆δ=0,05). Результати цього експери-
менту відображено на рис. 3. Зазначимо, що на 
рис. 3,а наведено значення величини похибки RMSE 
отриманою для режиму підготовки ансамблю, а на 
рис. 3,б – відповідно для режиму застосування розроб-
леного ансамблю. 
Як видно з обох рисунків, найменше значення по-
хибки (темно-синій колір поверхонь) отримано для 
найменшого значення відхилень, з яких формуються 
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члени ансамблю. Це випадок, коли величина відхилень 
значень розмаху гаусівської функції методу GRNN до-
рівнює 0,25. Отож, у табл. 2 зведено оптимальні значен-
ня параметрів роботи розробленого ансамблю, що за-
безпечують найкращі значення похибок. 
 
Рис. 3. Візуалізація величини похибки RMSE в режимі підго-
товки (а) та застосування (б) ансамблю з 15 членів з викорис-
танням оптимізації методом перебору при σ(σ∈[0,1; 0,5], 
∆σ=0,1) та δ(δ∈[0,1; 0,95], ∆δ=0,05) 
Табл. 2. Результати роботи розробленого ансамблю при 
















15 0,1 0,25 1187,38 1174,07 
Порівняння отриманих результатів відбувалося із 
результатами за відомими методами, які описано у ро-
боті (Corolla, 2019). Також у цій роботі наведено основ-
ні параметри відомих методів. У табл. 3 зведено значен-
ня похибок режиму застосування усіх методів, що вико-
ристовувалися для розв'язання цієї задачі. 
Табл. 3. Результати порівняння розробленого методу 




1 Розроблений ансамбль 1174,077 
2 НС МПГП 1398,459 
 3 Нейромережа RBF 1320,376 
4 Нейромережа узагальненої регресії 1416,262 
5 Лассо-регресія* 1177,509 
6 Гребенева регресія*  1359,385 
7 Лінійна регресія*  1398,459 
8 Регресор на підставі Дерев Рішень*  1485,501 
9 
Регресор на підставі Машини Опорних 
Векторів*  1525,525 
10 Поліноміальна регресія (2-го степеня)*  1837,846 
Примітка: * – (Molnár, Molnár, Kryvinska & Greguš, 2018) 
Як видно з табл. 3, найменшу похибку отримано у 
випадку застосування розробленого ансамблю. Це свід-
чить про можливість його використання до інших задач 
регресії, що виникають у різних прикладних областях 
(Babichev et al., 2018; Kryvinska, 2012; Gregus & 
Kryvinska, 2012; Kaczor & Kryvinska, 2013). 
Порівняємо результати експериментальних дослі-
джень з оцінкою теореми Кондорсе про журі присяж-
них. Для експерименту використаємо ансамбль з трьох 
членів. 
Табл. 4. Результати прогнозування ансамблю  
і його окремих членів 
№ члена ан-
самблю 





Підставимо значення MAPE окремих членів ансам-
блю замість ймовірностей у формулу (1): 
0,13538 0,14333 0,86707+0,13538 0,85667 0,13293+












Як показали експерименти, точність розробленого 
ансамблю помітно вища, ніж його окремих членів. Пев-
ні відхилення експериментальних результатів від теоре-
тичних пояснюють наявністю незначної корельованості 
між параметрами членів ансамблю. 
Висновки. У роботі описано розроблений авторами 
ансамбль нейронних мереж. За основу побудови ансам-
блю обрано нейронні мережі узагальненої регресії у 
зв'язку із найкращими властивостями генералізації 
цього типу нейронних мереж серед наявних. Побудова 
ансамблю відбувається на підставі зміщень поверхні 
відгуку. Додатково, в алгоритмічну реалізацію ансам-
блю введено нейроподібні структури Моделі послідов-
них геометричних перетворень, що забезпечують висо-
кошвидкісне навчання та підвищення точності роботи 
усього ансамблю. Наведено структурну схему роботи 
розробленого ансамблю, подано його алгоритмічну ре-
алізацію. 
Моделювання роботи ансамблю здійснено шляхом 
розв'язання задачі прогнозування вартості вживаних ав-
томобілів. За основу обрано реальні дані. У роботі про-
ведено ряд експериментів щодо підбору оптимальним 
параметрів роботи запропонованого ансамблю. Вста-
новлено оптимальну кількість членів ансамблю з огля-
ду на обчислювальні витрати його роботи та точність 
прогнозу. Оптимізацією методом перебору встановлено 
найкращі значення двох параметрів ансамблю: величи-
на зміщень та величина розмаху гаусівської функції. 
Подано графічні результати виконання зазначених ви-
ще процедур. Здійснено порівняння з наявними метода-
ми регресії. Встановлено найвищу точність роботи на 
підставі середньоквадратичного відхилення запропоно-
ваного ансамблю порівняно з усіма розглянутими мето-
дами. Розроблений ансамбль нейронних мереж узагаль-
неної регресії на підставі зміщення поверхонь відгуку із 
застосуванням нейроподібних структур Моделі послі-
довних геометричних перетворень варто застосовувати 
під час розв'язання різноманітних задач електронної ко-
мерції підвищеної точності. 
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GRNN ENSEMBLE BASED ON DISPLACEMENT OF THE SURFACES  
OF THE RESPONSE FOR E-COMMERCE TASKS 
Solving e-commerce problems being represented in most cases by non-linear response surfaces is an important task. The use of 
existing computing intelligence methods is not always ppropriate due to the significant complexity of training and debugging 
procedures. Non-iterative tools and neural networks without training also do not provide satisfactory accuracy of the result. The 
accuracy can be improved using different ensembling techniques. Therefore, the paper describes a new esemble method based on 
generalized regression neural networks. The basic idea of the developed ensemble is to linearize the response surface given by the 
data of the available sample. Therefore, the surface obtained by means of the general regression neural network is given to the input 
of a linear neural structure. This combination helps improve the accuracy of solving the task by the ensemble. The described 
ensemble is used to solve the problem of predicting the price of used cars. Application of the ensembl developed enables predicting 
the price of the used cars based on the most suitable independent attributes. In common practice solving this task requires expert 
knowledge. The urgency of solving this problem is substantiated. The dataset contains vehicle characteristics and sale prices of 
1436 used cars. The main attributes of the considered dataset are provided. The optimal parameters were experimentally selected. 
Performances of different existing methods were compered. The methods were evaluated by the root mean square error using a test 
data sample. By comparison with known methods such as General Regression Neural Network, Radial Basis Function Neural 
Network, Linear Regression, Lasso Regression, and Support Vector Machines Regressor, the highest accury of its work is 
established. The results are compared with Condorcet's jury theorem estimations. The implementation of the proposed method was 
done on Python programming language. Thus, we can summarize that the developed general regression neural network ensemble 
based on offsets of response surfaces and with additional use of the linear-type Neural-like Structure of a Successive Geometric 
Transformations Model can be used to solve various high-precision e-commerce tasks. 
Keywords: ensemble; algorithms without training; displacement surfaces of the response; generalized regression neural networks 
ensemble; forecasting; e-commerce. 
