In 2005 there were numerous "competitive events" in the area of automated reasoning (in the broad sense): The Tenth CASC competition [23] , the First Satisfiability Modulo Theory Competition[3], the First CSP competition, the Fourth SAT competition, the Third QBF evaluation and the First Pseudo Boolean evaluation, etc. Starting such an event is suitable for promoting a common input format and to build a repository of benchmarks in that format: this was the motivation behind the SMT and CSP competitions and the PB evaluation. The First QBF evaluation was also organized two years ago in that spirit and the renewal since then allowed to impose the QDimacs input format and to increase both the number of solvers and benchmarks available each year.
From a single event to a special volume: History of the SAT competitions
In 2005 there were numerous "competitive events" in the area of automated reasoning (in the broad sense): The Tenth CASC competition [23] , the First Satisfiability Modulo Theory Competition [3] , the First CSP competition, the Fourth SAT competition, the Third QBF evaluation and the First Pseudo Boolean evaluation, etc.
Starting such an event is suitable for promoting a common input format and to build a repository of benchmarks in that format: this was the motivation behind the SMT and CSP competitions and the PB evaluation. The First QBF evaluation was also organized two years ago in that spirit and the renewal since then allowed to impose the QDimacs input format and to increase both the number of solvers and benchmarks available each year.
More mature events, such as the CASC competitions, are a bit different: both the pool of benchmarks (TPTP) and the pool of solvers are quite stable and the competitions allow to track the progress of new versions of those solvers on a well studied set of benchmarks.
The SAT competitions are again different: the first SAT competition is older than CASC (1992, [6] ), a common input format exists since the Second Dimacs challenge (13 years ago [12] ), many SAT benchmarks are available (from a repository such as SATLIB [11] or from academic or private companies web sites) in that format. Because recent SAT benchmarks are really huge (several hundreds of MB each) and others cannot be freely distributed, it is difficult to think about a common repository similar to the TPTP where all the SAT benchmarks could be available. Furthermore, the number of available SAT solvers is growing each year and makes it difficult to maintain up-to-date initiatives such as SATEX [22] . As a consequence, the SAT competition should be seen as a yearly snapshot of a subset of current SAT solvers on a subset of the available SAT benchmarks.
The four consecutive SAT contests have brought the community a large amount of new solvers and benchmarks, and a place where both solver designers and users can meet. The main difference between the initial SAT 2002 competition and the current SAT 2005 Judges -competition is that SAT solvers are currently being used in various areas, in academia or in the industry, because they can handle some benchmarks with millions of variables and clauses. In the SAT 2005 competition, this is reflected by the variety of benchmarks in the industrial category, and the participation of companies such as IBM and Intel.
What's new in the SAT 2005 competition
Over the years, new rules were introduced in order to ensure that the community may benefit from the event. We mainly focused on the "anti-black-box" rule in the 2004 contest, but we relaxed a bit that rule this year. It was decided to mimic CASC and to have two divisions in the SAT 2005 competition: the competition division and the demonstration division. The competition division is the place where solvers, available in source for the research community, can compete and from which winners are selected. The demonstration division is the place where solvers available in binary form, or other solvers whose presence could benefit the research community, are allowed. There was no winner in that second category. At most 3 variants of the same solver (same submitter) were allowed in the competition division. Additional submitted solvers were moved to the demonstration division (the submitters chose which solver ran in which division). This year the three judges were Armin Biere, Allen van Gelder and Oliver Kullmann.
For the first time, we had less solvers submissions than the previous year. We had 43 solvers (see table 1 for details over the years), and we selected 1657 benchmarks over the three categories, 390 random, 675 crafted and 592 industrial (296 original + 296 shuffled). The total amount of CPU time was 1230 CPU-Days on two different clusters of 18 computers each, 680 days of CPU-time for the first stage and 550 days of CPU-time for the second one.
Practically speaking, the hardware was composed of 16 Athlon 1800+ with 1GB RAM, provided by the LRI, Université de Paris-Sud, and with 8 Athlon 1800+ with 2 GB RAM, provided by the LINC Lab, Department of ECECS, University of Cincinnati. Computers were running GNU Linux (RH flavor); Solvers were compiled with GCC 3.3.5.; and the Java solver was launched on Sun Java 1.5.0 02 JVM. 
The new scoring scheme
The importance of the international SAT competition has grown to being an awaited event in the community. The major impact of being ranked among the best solvers is beneficial both for academic and industrial competitors. As it was stated in our previous reports, our ranking was until now based on a series-basis. One main problem of our scoring scheme (see previous competition report for details [21, 4, 5] ) was that all solvers in the second stage were awarded the same score (they solved the same number of series). The final ranking of the second stage was often based on the simple number of solved benchmarks, and the scores were very tight (on some categories, the winner solved only one additional benchmarks than the second one). As an additional argument, because solvers may be used with very large CPU-timeout, it is now important to consider the CPU-time of solvers. A fast solver must be preferred to another one if they both solve the same amount of benchmarks, because the faster one may be efficiently embedded in a real-world application where it will have to scale-up well.
Design Objectives
One key idea behind the SAT competition is to award a solver that is good on a wide range of SAT instances. In the previous year of the competition, this was implemented using a scoring scheme that ranked the solvers with a tiered system: First, the solvers were ranked by being able to solve some instance in a highest number of different series. Ties were then broken using the total number of benchmarks solved. Unfortunately, in this system there is no difference between solving a benchmark solved by all solvers or one solved by only a few solvers. The same applies to series too.
Another key idea of the competition was to focus on solvers that are the only ones to solve some benchmarks: in the SAT and CASC competitions, those solvers are called stateof-the-art contributors (abbreviated SOTAC). In the previous scoring scheme, the solvers did not benefit directly for being SOTAC in their category, even though SOTAC solvers were usually among the top ranked solvers.
Third, the time needed to solve a given benchmark also needs to be considered. While the CPU time was indirectly used for scoring the solvers in the previous years of the SAT competitions, by using a fixed timeout per benchmark, there was no way to discriminate among the solvers able to solve a given benchmark within that timeout.
Furthermore, the second stage ranking was based only on the number of benchmarks solved during the second stage, among those benchmarks that had not been solved by any solver during the first stage. This criterion is based on very strong assumptions:
• The remaining benchmarks are representative of the initial set of benchmarks.
• The solvers will behave in the second stage in a way similar to the first stage.
However, these assumptions did not necessarily hold. Although it is likely that the winners of the previous competitions could have been declared winners using various scoring schemes, nevertheless, the rankings of the remaining top solvers could have changed a lot.
The scoring scheme used for the SAT 2005 competition is designed to address these issues. It incorporates these features:
iii • It gives more credit for solving hard benchmarks than solving easy ones.
• It gives more credit for solving a benchmark fast.
• It gives extra credit for each series solved.
• It stabilizes the rankings of the solvers at the end of the competition.
While the scoring scheme was designed on a purely theoretical basis, the results of the SAT 2005 Competition indicate that the new scoring scheme meets its expectations in practice.
The Purse-Based Scoring System
The implemented scoring plan works as follows. A run is defined to be the execution of one solver on one benchmark instance, or problem. Each run is allocated a certain amount of CPU time. If the solver succeeds, timeUsed records the time.
For SAT 2005, there are three categories of benchmark, INDUSTRIAL, CRAFTED, and RANDOM. Within each category, there are several specialties, such as SAT, SAT+UNSAT, UNSAT, and CERTIFIED-UNSAT. The scoring system is applied separately within each combination of category and specialty.
Each problem has a solution purse, which is divided equally among all competition solvers that solve the problem. For SAT 2005, all problems have the standard solution purse (stdP ).
Each problem has a speed purse, which is divided unequally among all competition solvers that solve the problem. The speed purse is a fixed multiple (spdM ) of the solution purse for all problems in the entire competition; it gives a weighting between solving and speed.
The formula to divide the speed purse of a problem is the following, where p is problem-id and s and i are solver-ids, times are in seconds, and 10,000 is an arbitrary scale factor.
(1)
Thus, the speedAward is pro rata by speedFactor. The series purses reward breadth of application. Each series (within specialty within category) has a series purse, which is divided equally among all competition solvers that solve at least one problem in the series. If no solver solves any problem in a certain series, its series purse is not distributed.
For SAT 2005, all series containing 5 or more benchmark instances have the same series purse, which is a fixed multiple (serM ) of the standard solution purse. (Recall that scoring is separately applied within each combination of category and specialty, e.g., SAT within RANDOM, or SAT+UNSAT within CRAFTED.) All series containing 4 or fewer benchmarks have the same series purse, which is a fixed multiple (serM / 3) of the standard solution purse. No portfolios (such as satzilla in the previous contest) were submitted this year and kncfs-2004 (same binary as last year winner) was resubmitted by its authors (Gilles Dequen, Olivier Dubois).
Benchmarks
The random category only contains pure, uniform, non-biased random k-SAT instances, not forced to be SAT or UNSAT. Oliver Kullmann provides full details and analysis of this category pages 61-102.
Crafted benchmarks contained all benchmarks that were neither random nor industrial. Previous tricky benchmarks that were simple but known as needing an exponential number of resolutions (like Urquhart or XOR-chains problems) were mostly taken out last year by lsat and not submitted again this year. Benchmarks that looked like random (for instance forced SAT random benchmarks) were also pushed into this category. As a matter of fact, crafted benchmarks represented the largest set of benchmarks this year (675 benchmarks). We had benchmarks of very different kinds and we shuffled all of them for the contest. Armin Biere submitted LinvRinv benchmarks; Matti Järvisalo submitted benchmarks based on 3-Regular Graphs (see details pages 27-46); Ashish Sabharwal submitted counting, ordering and pebbling problems; Inês Lynce submitted social golfer problems [14] ; Volker Sorge submitted algebraic benchmarks problems [16] ; Klas Markström submitted a v family of Eulerian graphs (pages 221-228) and Oliver Roussel submitted PHNF encoding [20] of last year contest, medium hardness, benchmarks.
In the industrial category, new formal verification benchmarks from IBM were submitted by Emmanuel Zarpas. He discusses the choice of the benchs pages 229-236. Miroslav Velev submitted previously-known benchmarks (VLIW-SAT (2.0 and 4.0), VLIW-UNSAT 2.0 and Liveness UNSAT 2.0) [25] . Sanjai Narain submitted VPN models from Alloy [17] ; François Grieu submitted VPMC inversion problems and Fréderic Maris submitted Planning problems.
First stage results
The results of the first stage are detailed in Table 2 for the random category, Table 3 for the crafted category and Table 4 for the industrial category.
Second stage results: The winners
For the second stage, the judges were asked to select the Top-N solvers in each category (in each category, N may be different). We then used a significantly larger cpu-time (6,000 seconds for the RANDOM and CRAFTED categories; and 12,000 seconds for the INDUSTRIAL category) to relaunch the selected solvers on all the benchmarks on which they failed during the first stage. The 
Introducing this special volume
The special volume contains two types of contributions: articles and research notes. The articles are expected to reach a wider audience than research notes. All the contributions have been reviewed in the same way. Considering the specific topic of the special volume, the SAT competition and the Quantified Boolean Formulae (QBF) and Pseudo Boolean (PB) evaluations organized as satellite events of the SAT conference, the contributions are either reports of events (pages 61-164, 229), description of technologies behind solvers (pages 1, 47,1 65, 191-219), or analysis of new classes of benchmarks (pages 27, 221).
One of the big winner of the SAT 2005 competition and evaluations is certainly MiniSat. It is the second solver in numerous categories in the SAT competition, and the first when used with the SatELite preprocessor. In conjunction with a pseudo boolean preprocessor, it also shown a great potential in the first pseudo boolean evaluation. Niklas Eén and Niklas Sörensson are presenting in the first paper, Translating Pseudo-Boolean Constraints into SAT, pages 1-26, the original approach taken by MiniSat+: translating the pseudo boolean constraints into clauses, on which the powerful minisat SAT solver can be launched. Current SAT solvers are now able to handle larger and larger benchmarks, scaling up to millions of variables and clauses. In the second paper, Hard Satisfiable Clause Sets for Benchmarking Equivalence Reasoning Techniques, pages 27-46, Haari Haanpää et al. are interested in finding a model to generate small, hard, satisfiable benchmarks. They Branching Strategy, pages 47-59, the new version of march dl, one of the strong solvers of the SAT 2005 competition (3 silver and 2 bronze medals in the random and crafted categories).
One of the reasons of the success of the random k-SAT model in the SAT community is it's strong mathematical basis. Oliver Kullmann, one of the judges of the SAT 2005 competition, was in charge of the design of the random category. He reports in The SAT 2005 Solver Competition on Random instances, pages 61-102, the way he built the set of benchmarks to be used for the competition and analyzes the solvers performances on those benchmarks.
The most successful special track of the SAT competition was the Pseudo Boolean evaluation. Vasco Manquinho and Olivier Roussel report in details the event in The First Evaluation of Pseudo-Boolean Solvers (PB'05), pages 103-143. The report is especially interesting because many solvers were found incorrect during the evaluation for mainly two reasons: there was no common input format before the evaluation so I/O errors were frequent and the arithmetic on the coefficients needed special attention to avoid overflow. As a consequence, the organizers decided to rerun corrected version of those solvers after the SAT conference. The report is presenting results updated in September 2005.
For the third time, a QBF evaluation was organized. Massimo Narizzano et al. detail in The third QBF solvers comparative evaluation, pages 145-164, the way the set of benchmarks used was designed and classified. The behavior of the solvers on those benchmarks is then discussed. The evaluation once again emphasized the difficulty to check the correctness of a QBF solver: 5 solvers out of 13 answered incorrectly this year. Hossein Sheini and Karem Sakallah present their new pseudo boolean solver in Pueblo: A Hybrid Pseudo-Boolean SAT Solver, pages 165-189. The main feature of that extension of the MiniSat solver for pseudo boolean constraints is to use both clauses and pseudo boolean constraints during learning and backjumping. The details needed to implement a similar solver on top of Minisat are provided. Vasco Manquinho and João Marques-Silva describe in On Using Cutting Planes in Pseudo-Boolean Optimization, pages 209-219 the solver bsolo, a branch and bound PB solver in which cutting planes are used both for conflict analysis and to improve lower bounds.
Klas Markström proposes in Hard SAT-instances and locality, pages 221-227, a new class of problems based on Eulerian graphs whose instances are expected to be hard for resolution-based SAT solvers.
