An efficient algorithm for computing eigenvectors of a matrix of integers by exact computation is proposed. The components of calculated eigenvectors are expressed as polynomials in the eigenvalue to which the eigenvector is associated, as a variable. The algorithm, in principle, utilizes the minimal annihilating polynomials for eliminating redundant calculations. Furthermore, in the actual computation, the algorithm computes candidates of eigenvectors by utilizing pseudo annihilating polynomials and verifies their correctness. The experimental results show that our algorithms have better performance compared to conventional methods.
Introduction
Exact linear algebra plays important roles in many fields of mathematics and sciences. In recent years, this area has been extensively studied and new algorithms have been proposed for various types of computations, such as computing canonical forms of matrices ( [2] , [9] , [15] , [22] , [23] , [25] , [26] ), the characteristic or the minimal polynomial of a matrix ( [8] , [17] ), LU and other decompositions and/or solving a system of linear equations ( [3] , [10] , [11] , [14] , [24] ), and several software have been developed ( [1] , [4] , [5] , [6] , [7] ).
We have proposed, in the context of symbolic computation, a series of algorithms on eigenproblems including computation of (generalized) eigendecomposition and spectral decomposition ( [19] ). In this paper, we propose an effective method for computing eigenvectors of matrices of integers or rational numbers.
Let λ be an eigenvalue of a matrix. In a conventional method of computing eigenvectors, the eigenvector associated to λ is simply computed by solving a system of linear equations. However, the method has a drawback that, if λ is an algebraic number, it uses solving a system of linear equations with algebraic number arithmetic for computing the eigenvector, which is inefficient.
In the proposed method, the components of eigenvectors are expressed as polynomials in eigenvalues to which the eigenvector is associated, as a variable.
Furthermore, in the case that λ is an algebraic number and the geometric multiplicity of λ is equal to its algebraic multiplicity, it is sufficient to compute just the algebraic multiplicity of λ of eigenvectors for expressing all the eigenvectors associated to all the conjugates of λ. A method for computing eigenvectors in this form has been proposed by Takeshima and Yokoyama ([29] ) in the 1990s by using the Frobenius normal form of A, and it has been extended by Moritsugu and Kuriyama ( [16] ) for the case that the Frobenius normal form has multiple companion blocks and for computing generalized eigenvectors. In contrast, our approach is based on the concept of the minimal annihilating polynomials ( [28] ) and the Krylov vector spaces. We show that, with the use of minimal annihilating polynomials, eigenvectors are computed in an effective manner without solving a system of linear equations. Furthermore, the proposed method does not require computation of canonical form of matrices.
We propose algorithms for computing eigenvectors under the assumption that the geometric multiplicity of the eigenvalue is equal to its algebraic multiplicity. The resulting algorithms have following features. First, pseudo minimal annihilating polynomials are used for faster computation of eigenvectors. Second, computation of a candidate of eigenvector is completed almost simultaneously as verification of pseudo annihilating polynomial. Notably, the Horner's rule for matrices and vectors is used in an effective manner for fast evaluations. This paper is organized as follows. In Section 2, we recall the notion of minimal annihilating polynomial and other necessary concepts. In Section 3, we describe a main idea of an algorithm for computing eigenvectors just for the case that the algebraic multiplicity of the eigenvalue is equal to 1. In Section 4, we give, by using Krylov vector spaces, an algorithm for computing eigenvectors in the case that the algebraic multiplicity of the eigenvalue is greater than 1.
In Section 5, we introduce the concept of pseudo annihilating polynomial and present algorithms for computing eigenvectors using the pseudo annihilating polynomials. In Section 6, experimental results for the proposed algorithms are shown.
Preliminaries
Let A be a n × n matrix over rational numbers, χ A (λ) the characteristic polynomial of A, and E the identity matrix of dimension n. Assume that the irreducible factorization
of χ A (λ) is given, where f p (λ) ∈ Q[λ], p = 1, 2, . . . , q.
The minimal annihilating polynomial
Let v be a non-zero vector in Q n . The monic generator of an ideal Ann Q[λ] (A, v)
defined to be
is called the minimal annihilating polynomial of v with respect to A. For j ∈ J := {1, 2, . . . , n}, let e j = t (0, . . . , 0, 1, 0, . . . , 0) be the n dimensional standard unit vector and let π A,j (λ) denote the minimal annihilating polynomial of e j with respect to A.
be the irreducible factorization of π A,j (λ).
Horner's rule for matrix polynomials
Let f (λ) be a polynomial in Q[λ] of degree d:
Since, ψ f (x, y) is the quotient of f (x) on division by x − y, the coefficients
of ψ(x, y) with respect to y satisfy the following recursion relations:
Let v ∈ Q n . Then, the vector f (A)v and the coefficient vectors
. . , 0 are calculated by the Horner's rule with multiplication of v from the right as
respectively. Thus, total cost is bounded by O(n 2 ) and O(n
Notice that, f (A)v = Ac 0 +a 0 v holds. This relation will be used in Section 5. 
Proof. It follows immediately from (x
Therefore, (A − αE)ϕ(α) = 0 holds. Since f is the minimal annihilating polynomial and deg(ψ f (x, y)) < deg(f (λ)), we have ϕ(α) = 0. This completes the proof.
Since f is a factor of the characteristic polynomial χ A (λ), we call ϕ(λ), an eigenvector associated to the eigenfactor f , for simplicity.
Let us emphasize the fact that the eigenvector ϕ(λ) introduced above represents all the eigenvectors ϕ(α 1 ), ϕ(α 2 ), . . . , ϕ(α d ) associated to the eigenvalues
Main ideas
In this section, we show basic ideas of our approach for computing eigenvectors. For this aim, we consider the simplest case where algebraic multiplicity m p of an eigenfactor f p is equal to one. We present a prototype of our method for illustration.
Assume that m p = 1 and all the minimal annihilating polynomials
Then, for j ∈ J 1 , we have π A,j (λ) = f p (λ)g p,j (λ), where g p,j (λ) is the cofactor in π A,j of the eigenfactor f p (λ). Now consider the vector
for j ∈ J 1 . Then, since f p (λ) is the minimal annihilating polynomial of the non-zero vector v p,j , ϕ j (λ) defined to be
is an eigenvector associate with the eigenfactor f p (λ), where ψ p (x, y) = ψ fp (x, y).
The argument above leads a prototype for computing eigenvectors as follows.
{g p,j (λ) | j ∈ J 1 }: a set of cofactors, defined as in eq. (4);
Output: ϕ(λ): an eigenvector of A associated to the root of f p (λ) = 0;
2: v p,j ← g p,j (A)e j with the Horner's rule (eq. (9)); 
The characteristic polynomial χ A (λ) and the unit minimal annihilating polyno-
where
Let us compute the eigenvector ϕ(λ) associated to the eigenfactor f 2 (λ), by using ψ 2 (x, y) =
can be used. Here we take, for instance, two cases: 
2. Computing ϕ(λ) using v 2,1 : since g 2,1 (λ) = f 1 (λ),
The eigenvector ϕ(λ) is computed as we have
Therefore, the vector (16) constructed from the last basis vector
is also an eigenvector associated to the eigenfactor f 2 (λ).
Notice that ψ 2 (A, λE)e 3 , ψ 2 (A, λE)e 5 have simpler expression than ψ 2 (A, λE)v 2,1 .
Notice also that, in all cases, the leading coefficient vector in ϕ(λ) = ψ 2 (A, λE)u is equal to u itself. Note also that, if we consider
we also have
Let us turn back to the case m p = 1. Let
Then,
constructed from any non-zero vector u in V gives rise to an eigenvector associated to the eigenfactor f p (λ). In other words, every non-zero vector u ∈ V has the same amount of information on eigenspaces associated to the eigenfactor f p (λ). In fact, if we consider the Krylov vector space L A (u) defined to be
This observation above yields the following two different strategies for computing eigenvectors for the case m p = 1.
(a) The prototype method presented above requires O(n 2 deg(π A,j )) operations for computing ϕ(λ). This suggests that, if one wants to obtain the eigenvector as quickly as possible, one should select the unit minimal annihilating polynomial π A,j (λ) of 1) smaller degree, or 2) if there are several ones of the same degree, select one with coefficients of smaller magnitudes, to reduce the amount of computation.
(b) Recall the fact that the leading coefficient vector in ψ p (A, λE)u is equal to u itself. Therefore, if one wants to obtain the eigenvector which has a simple expression, it might be better to select a non-zero vector u from V . We arrive at the following strategy:
(ii) compute a basis B of the Krylov vector space L A (u) by column reductions;
(iii) select a basis vector u from B that has a simple form, or choose an appropriate one;
(iv) compute the eigenvector ϕ(λ) = ψ p (A, λE)u.
Krylov vector space
Let f p (λ) ∈ Q[λ] be an eigenfactor of A, which satisfies the condition max j∈J {l p,j } = 1. We give an algorithm for computing the eigenvectors for all the roots α 1 , α 2 , . . . , α d of f p (λ), where d = d p stands for the degree of f p .
For i = 1, . . . , d, let F p,αi be the eigenspace associated to the eigenvalue α i , and F p be the eigenspace associated to the roots of f p (λ) = 0. Since the
The purpose of this section is therefore to describe a method for computing dm p eigenvectors that constitute a basis of the eigenspace F p associated to the eigenfactor f p (λ). 
Proof. Since f p (λ) is the minimal annihilating polynomial of u ∈ V , u, Au,
which shows that (i) and (iii) are equivalent. Next, w, Aw, A 2 w, . . . ,
as in eq. (18) . Since ψ p (A, αE)u is equal to ψ p (A, αE)w up to a scalar, we see that (iii) and (iv) are equivalent, thus we also have (ii) is equivalent to the others, which completes the proof.
Since there exist m p vectors u 1 , u 2 , . . . , u mp ∈ V that satisfy
we have
thus ψ p (A, λ)u k (k = 1, . . . , m p ) are the desired eigenvectors.
Discussions above leads an algorithm for computing eigenvectors; see Algorithm 1. Choose u ∈ B satisfying u ∈ L which has the "simplest" form;
7:
Calculate K A (u) = {u, Au, . . . , A d−1 u};
8:
Calculate a basis of L A (u) from K A (u) by the column reduction;
10:
12: end for 13: Choose u ∈ B satisfying u ∈ L which has the "simplest" form; ⊲ Note that this step does not require computing L A (u), etc. Input:
: an eigenfactor of A with
Output: ϕ(λ) = ψ p (A, λE)u: an eigenvector of A associated to the root of f p (λ) = 0;
2:
end for 4:
5: end procedure Remark 2. In several lines in Algorithm 1, we take vectors of "the simplest form" from the certain set of vectors. "The simplest form" may be different according to different criteria, such as bit-length of the components, or the number of zero components in the calculated vectors.
Main results
Algorithm 1 uses the minimum annihilating polynomials effectively for computing eigenvectors. However, direct use of the minimum annihilating polynomials often leads to relatively high computational complexity.
In this section, the unit pseudo annihilating polynomials ( [28] ) are utilized for efficient computation of eigenvectors. Pseudo annihilating polynomials are suitable for computing eigenvectors in place of the minimal annihilating polynomials because they coincide with high possibility. In addition, computation of pseudo annihilating polynomials is more efficient than that of the minimal annihilating polynomials.
First, we recall the notion of unit pseudo annihilating polynomials from our previous paper ( [28] ). Let r be a non-zero row vector over Z whose components are randomly given. Let
where G p = g p,j (A) and F p = f p (A). Furthermore, for j = 1, . . . , n, define
Consider the polynomial π
We call π For j ∈ J, let
and
Next, we consider for j ∈ J ′ 1 , two vectors v ′ j and ϕ ′ (λ) defined to be
Therefore, π 
Now, recall a method for computing the minimal annihilating polynomials π A,j (λ), j ∈ J proposed in [28] . The method consists of mainly three steps:
Step 1. Compute unit pseudo annihilating polynomials π ′ A,j (λ) for j ∈ J.
Step 2. Compute π ′ A,j (λ)e j for j ∈ J by the Horner's rule.
Step 3. If π 
′ denotes a basis of the vector space V ′ . We present two different algorithms.
Algorithm 2 uses the set G ′ and Algorithm 3 uses the set B ′ . Algorithm 2 is designed to compute eigenvectors in an efficient manner. In contrast, Algorithm 3
is designed with an intention of obtaining simpler expression of eigenvectors. 
Choose u ′ ∈ G ′ satisfying u ′ ∈ L which has the "simplest" form;
Calculate a basis of L A (u ′ ) from K A (u ′ ) by the column reduction;
13:
else go to Line 7;
16:
end if 17: end for 18: Choose u ′ ∈ G ′ satisfying u ′ ∈ L which has the "simplest" form; ⊲ Note that this step does not require calculating L A (u ′ ), etc.
⊲ Calculated using the Horner's rule (eq. (9))
⊲ Calculated as in eq. (24) 22: else go to Line 18; c j ← (a random integer);
5: end for Choose u ′ ∈ B ′ satisfying u ′ ∈ L which has the "simplest" form;
12:
14:
if f p (A)u ′ = 0 then ⊲ Calculated as in eq. (24) 16:
17:
else exit with an error message: "One or more pseudo annihilating polynomial(s) are wrong"; 
⊲ Calculated as in eq. (24) 26: else exit with an error message: "One or more pseudo annihilating polynomial(s) are wrong"; Remark 5. In both algorithms, it is sufficient to verify f p (A)u
This reduces the cost of computation considerably.
Experiments
We have implemented Algorithms 2 and 3 on a computer algebra system Risa/Asir ( [18] ) and evaluated them. First, for the case of m p = 1, we have computed eigenvectors with changing dim(A) and deg(π The tests were carried out on the following environment: Intel Xeon E5-2690 at 2.90 GHz, RAM 128GB, Linux 2.6.32 (SMP).
Computing eigenvectors with
In this experiment, test matrices are given as follows. Let f 1 (x), . . . , f 8 (x) be monic and pairwise relatively prime polynomials of the same degree. ForĀ = diag(C(f 1 ), C(f 2 ), . . . , C(f 8 )), where C(f ) denotes the companion matrix of f , we have calculated dense test matrix A by applying similarity transformations. Tables 1 and 2 show the results with changing dimension of the matrix. In the amount of memory usage, "aeb" denotes a×10 b (bytes). In Table 1 , eigenvectors are computed with pseudo annihilating polynomials of degree deg(π A,j (λ)) = dim(A). On the other hand, in Table 2 , eigenvectors are computed with pseudo annihilating polynomials of degree deg(π A,j (λ)) = dim(A)/4. Tables 3 and 4 show the results using π A,j (λ) of different degrees for the same matrix.
From both experiments, we see that eigenvectors are computed more efficiently by using pseudo annihilating polynomials of smaller degrees. can be reduced by the use of parallel processing (e.g. [12] ) since all the vectors in G ′ can be calculated independently with the Horner's rule. Table 6 shows the results for Algorithm 3. "Time (B ′ )" denotes computing time of B ′ (line 9) from construction of G ′ .
In Table 7 , "max{ ϕ 2 (λ) 2 }" and "max{ ϕ 3 (λ) 2 }" denote the maximum values of the 2-norms of eigenvectors computed by Algorithms 2 and 3, respectively. Notice that, in Algorithm 3, the norm of computed eigenvectors has remarkably decreased.
Comparison of performance with Maple
In this experiment, Test matrices are given as A = (a ij ) with integers a ij satisfying |a ij | < 10 and dim(A) = 8s with s = 1, 2, . . . , 7. We have executed "LinearAlgebra:-Eigenvectors" function with "implicit=true" option for expressing eigenvalues as the characteristic polynomial. In each degree, we have measured computing time and memory usage for computing eigenvectors of the same matrix for 5 times and have taken the average. Table 8 shows the results with computing time in seconds and memory usage in bytes. Furthermore, since Maple calculates the characteristic polynomial of the matrix, we have measured computing time for calculating characteristic polynomial χ A (λ) of the given matrices independently, which is shown in the rightmost column in the table. We see that, in each dimension of A, computing time for the characteristic polynomial accounts only a small portion of computing time for eigenvectors. This result demonstrates efficiency of our method.
Concluding remarks
In this paper, we have proposed efficient algorithms for computing eigenvector of matrices of integers under the assumption that the geometric multiplicity of the eigenvalue is equal to the algebraic multiplicity. The resulting algorithms utilize pseudo unit annihilating polynomials, the Horner's rule for matrix polynomial with vectors and Krylov vector spaces in an efficient manner. 
