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Abstract
Thermally activated delayed fluorescence (TADF) has shown great potential as a mech-
anism for harvesting low-lying triplet excited states in organic molecules and is there-
fore of great interest in the context of organic electronics, especially organic light
emitting diodes (OLEDs). Herein we study the mechanism for triplet harvesting in
triquinolonobenzene (TQB), which instead of relying upon the well-established donor-
acceptor (D-A) scheme uses excited-state intramolecular proton transfer (ESIPT). We
demonstrate that upon photoexcitation into the lowest singlet excited state the proton
is transferred within 20 fs, suggesting it plays little role in triplet harvesting which
occurs on the nano- to micro-second timescale. However, TQB exhibits multiple low-
lying triplet states that are strongly coupled along this proton transfer coordinate. The
majority of these states favour the structure prior to proton transfer (TQB-TA) and
this means that the proton transfer dynamics (3TQB-TA→1TQB-TB) plays a crucial
role in triplet harvesting. This mechanism yields an energy gap in good agreement with
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that reported experimentally and is consistent with previous photophysical character-
isation. Finally, a discussion upon extending this understanding into a device context
is also presented.
1 Introduction
Thermally activated harvesting of low-lying non-emissive triplet excited states is an active
area of research with many potential applications across organic electronics, including light
emitting diodes,1,2 lasers3,4 and photovoltaics.5,6 This interest is driven by the fact that for
organic systems, the weak coupling between triplet and singlet states means that triplet
states can often act as low energy trapping sites, ultimately leading to unwanted processes
which are detrimental to device performance.
To date, the most successful design strategies for organic triplet harvesters have focused
upon intra-/intermolecular donor-acceptor (D-A) systems exhibiting charge-transfer (CT)
transitions.7 This minimises the exchange energy between singlet and triplet states of the
same character providing a small enough energy gap to permit thermal activation of harvest-
ing.8 In the context of organic light emitting diodes (OLEDs), while these D-A molecules
are able to achieve 100% internal quantum efficiency,9 the use of CT states means that
the radiative rate is usually low10 leading to long excited state lifetimes and consequently
instability and reduced device performance associated with excited state quenching mecha-
nisms.11 In addition, the electroluminescence (EL) from these molecules is inherently broad,
with a typical full-width at half-maximum (FWHM) ∼70-120 nm. This width reduces colour
purity, making them difficult to use in displays, which require a FWHM <30 nm.
To overcome this, Hatakeyama et al.12 have developed an approach that reduces the en-
ergy gap between the singlet and triplet states by exploiting the opposite resonance effect of
nitrogen and boron atoms in a para-substitution arrangement. This can separate the high-
est occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO)
without the need to introduce donor or acceptor groups, making it possible to design rigid
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molecules that exhibit a very narrow FWHM. However, the rigidity of the molecule restricts
the triplet harvesting13 limiting device performance, especially at normal brightness levels
where a large roll-off in the efficiency is observed.12 This is expected within the framework
of the spin-vibronic mechanism14 for efficient triplet harvesting, which shows that the small
mixing between singlet and triplet states due to spin-orbit coupling can be enhanced by the
coupling to multiple excited states driven by specific molecular vibrations.15–17 Importantly
in the case of rigid molecules these vibrations are obviously reduced, quenching the triplet
harvesting rate.
To diversify molecular design approaches for thermally activated delayed fluorescence
(TADF) materials which are required to overcome some of the aforementioned limitations,
Mamada et al.18 have investigated the possibility for triplet harvesting by excited state
intramolecular proton transfer (ESIPT). In this process, photoexcitation drives the transfer
of a hydrogen atom covalently bonded to one heteroatom to a second on the same molecule.
This causes a separation of the HOMO and LUMO reducing the energy gap between the
low lying excited states. The effect of ESIPT is well documented19 and solvatochromism,
indicative of a state of CT characteristics, in the emission of such materials has been widely
reported.20,21 Indeed, TADF from ESIPT materials in solution have previously been reported
by Park et al.22 This arises from a small energy gap of 0.06 eV between the singlet and triplet
state and leads to a rate of reverse intersystem crossing (krISC) of ∼107 s−1. However, in this
case the large amplitude structural rearrangements of the molecule were required to enable
ESIPT and therefore TADF. While this does not affect the solution phase measurements of
Park et al.,22 it represents a severe limitation for triplet harvesting in OLEDs, which exist
in the solid state23 and would therefore constrain the larger amplitude motions required.
Importantly, the molecule, triquinolonobenzene (TQB, Figure 1) developed by Mamada et
al.18 demonstrated ESIPT for a rigid structure, and was able to harvest a large contribution of
the triplets states, achieving up to ∼14% external quantum efficiency (EQE) when integrated
into an OLEDs.
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Figure 1: The structure of TQB-TA (a) and TQB-TB (b). The density differences (∆ρ =
ρS1 − ρS0) for the S1 state at the TQB-TA (c) and TQB-TB (d) geometries, the T1 state
at the TQB-TA (e) and TQB-TB (f) geometries and the T2 state at the TQB-TA (e) and
TQB-TB (f) geometries. Colour Code: Cyan= Carbon, Red=Oxygen, Blue= Nitrogen and
White=Hydrogen.
This high EQE is encouraging for a new emitter design, especially given the slow reverse
intersystem crossing rate (krISC) of ∼103 s−1. Consequently, a detailed understanding of the
triplet harvesting mechanism could provide the basis to significantly enhance the performance
of ESIPT TADF emitters. In this paper we combine quantum chemistry, molecular and
quantum dynamics to study the excited state processes and triplet harvesting mechanism in
TQB. We show that despite the proton transfer in the singlet excited state occurring on a
timescale much faster than intersystem crossing (ISC), it plays a crucial role in the triplet
harvesting. This arises due to multiple low-lying triplet states that are strongly coupled
along the proton transfer coordinate and tend to favour the structure without proton transfer
(TQB-TA). A model Hamiltonian is developed and used to simulate the absorption spectrum
and corresponding excited state dynamics. We find an intersystem crossing rate which is in
good agreement with that reported experimentally and shows a splitting of the wavepacket
in the triplet state between the TQB-TA and proton transferred TQB-TB forms. Finally, a
discussion upon the dynamics involved in electroluminescence important for a device is also
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presented.
2 Methods
2.1 Quantum Chemistry
The geometry of TQB in its ground and relevant excited states were calculated using density
functional theory (DFT) and linear response time-dependent density functional theory (LR-
TDDFT) within the Tamm-Dancoff approximation24 and the PBE0 exchange and correlation
functional25,26 as implemented within the Q-Chem quantum chemistry package.27 A Def2-
SVP28 basis set was used throughout and the solvent was described using conductor-like
polarisable continuum model29 with the dielectric constant of toluene. Emission energies,
calculated using the S1 optimised geometries included a state-specific polarisable continuum
model (SS-PCM).30 For the SS-PCM, the energy of both the S1 and ground state were
calculated within an S1 optimised solvation structure, yielding the vertical emission energy.
2.2 Ab initio Molecular Dynamics
Ab initio molecular dynamics (AIMD) of TQB in its electronic ground and excited singlet
(S1) state were performed using the Terachem package.
31,32 The potential energy and forces
was calculated using DFT(PBE0) and a 3-21G* basis set. The effect of the environment was
included using a conductor-like polarisable continuum model29 with the dielectric constant
of toluene. The MD was performed using a microcanonical (NVE) ensemble using initial
velocities sampled at random from a Boltzmann distribution of velocities at 300K. 20 con-
figurations selected at random from 10 ps of ground state MD were used as starting points
to compute the excited state dynamics in the S1 state. Each of these was run for 5 ps.
40 different configurations from the ground state MD were used to simulate the absorption
spectrum, while excited state geometries were used to simulate the emission spectrum. The
total absorption and emission spectra was generated by summing the contributions of each
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spectrum for which the oscillator strength had been broadened by a Gaussian function with
a 0.02 eV or 0.05 eV full width half maximum for the absorption and emission spectra,
respectively.
2.3 Quantum Dynamics
The nonadiabatic excited state quantum dynamics of TQB were investigated using a model
Hamiltonian operator based upon the Spin-Vibronic Coupling Hamiltonian14 (HSO−vib).
This Hamiltonian is the sum of a non-relativistic vibronic coupling Hamiltonian matrix
(Hvib), and spin-orbit, (HSO) Hamiltonian matrices:
HSO−vib = Hvib +HSO (1)
HSO is comprised of off-diagonal spin-orbit coupling terms, which can either beQ-dependent33
or independent.34 Where Q represents the dimensionless (mass-frequency scaled) normal
mode coordinates. In this present work, the spin-orbit coupling terms are Q-dependent
along the proton transfer mode as described in the supporting information.
The vibronic coupling Hamiltonian matrix is expressed:
Hvib = (TN + V0)1+W (2)
TN is the kinetic energy operator. In the absence of large-amplitude motions as in the case
here for a rigid molecule, a model potential in terms of a subset of the ground state normal
modes can be determined. In the present case, the normal modes are evaluated at the mid-
point of the proton transfer geometry. This choice of coordinates simplifies the construction
of the Hamiltonian as the kinetic energy operator has a simple separable form.35
V0 is the ground state potential and defined as a harmonic oscillator with vibrational
frequencies ωi corresponding to dimensionless normal coordinate Qi. W is the diabatic cou-
pling matrix which is expanded as a Taylor series up to 4th order in the present work.36,37
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This matrix contains both on and off-diagonal elements. The on-diagonal elements are
the forces acting within an electronic surface and are responsible for structural changes of
excited-state potentials compared to the ground state. The off-diagonal elements are the
nonadiabatic couplings responsible for transferring wavepacket population between different
excited states. The parameters for these matrices are obtained from a fit to quantum chem-
istry points calculated along and diagonally between the normal modes displacements. The
parameters obtained from this fit and a description of the model Hamiltonian can be found
in the supporting information. All dynamics were performed using the multi-configuration
time-dependent Hartree (MCTDH) method as implemented in the Quantics quantum dy-
namics package.38,39 The details of the calculation are given in Table S4. The calculations
are initiated in the S1 state by projecting the wavefunction, built using one-dimensional
harmonic oscillator functions with zero initial momentum, into the lowest energy geometry
of the S1 state, the TQB-TB form.
The absorption spectrum of TQB was simulated using the Fourier transform of the au-
tocorrelation function written:
I(ω) ∼
∫ ∞
−∞
C(t) exp−iωt dt, (3)
where C(t) is the autocorrelation function. Before the autocorrelation function is trans-
formed it is modified slightly. To reduce artefacts associated with the finite propagation
time (temporal truncation) which causes ringing artefacts in the spectrum, due to taking
the Fourier transform only over a finite time interval (Gibbs phenomenon), the autocorrela-
tion function is multiplied by cos2(npit/2T ), where n = 1, 2, . . . and T denotes the final time
plus one time step of the autocorrelation function. The autocorrelation function is calculated
as:
C(t) = 〈ψi(0)|ψf (t)〉, (4)
where ψi(0) is the initial wavefunction in the ground state and ψf (t) is the time-dependent
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wavefunction in the excited state. The total spectrum is a sum of spectra generated in
this way with weighting of exp(−t/τ), where τ is the damping function applied to the
autocorrelation function, in this case 20 fs.
3 Results
In the following sections we present a characterisation of the ground and excited state struc-
tures of TQB (Figure 1), followed by its excited state properties. Subsequently, using molec-
ular and quantum dynamics we study its photophysics. Finally, we present a perspective of
how the excited state behaviour alters in the case of electrical excitation compared to optical
excitation and propose how this influences the triplet harvesting properties in OLEDs.
3.1 Ground and Excited State Structures
TQB can exist in two major tautomers, TQB-TA (Figure 1a) and TQB-TB (Figure 1b).
Although Mamada et al.18 also reported structures involving multiple sequential proton
transfers, these are much higher in energy and are therefore considered unlikely. Table 2
shows the optimised structures of each form. As expected, the structure is planar in all
cases. In the electronic ground state (S0) the main structural parameters around the proton
transfer site are in good agreement with the X-ray diffraction reported in ref.18 The one
exception is the hydrogen bond parameters. However, the assignment of the position of this
proton is complicated by crystal disorder. The geometry of TQB in the present work is in
good agreement with calculations presented in ref.18
Upon excitation into the S1 state, a stable form of TQB-TA can be optimised and exhibits
similar properties to the ground state. However, the lowest energy geometry of the S1 state
is the TQB-TB tautomer, with the proton transferred from the nitrogen to the oxygen. This
structure indicates a compression of the O-H distance by 0.68 A˚, elongation of the C-O bond
and a slight change in the C-N-H and C-O-H bond angles involved in the proton transfer.
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The lowest triplet excited state (T1), like the singlet state, exhibits stable minima in the
TQB-TA and TQB-TB tautomers, but again the lowest energy conformer is TQB-TB. In
this case the change in energy is not so large owing to a change in character of this state
along the proton transfer coordinate, as discussed below.
Table 1: Main structural parameters of optimised geometries of stable TQB-TA and TQB-
TB tautomers in the ground (S0) and excited singlet (S1) and triplet (T1) states. The
molecular structure TQB-TB is not stable in the ground state and thus we could not find
the stationary point of its S0 form. The structure of TQB-TA from ref.
18 corresponds to the
one obtained using X-ray Diffraction of the crystal structure.
S0 T1 S1
TQB-TA18 TQB-TA TQB-TA TQB-TB TQB-TA TQB-TB
N-H (A˚) 0.88 1.04 1.04 1.66 1.04 1.66
O-H (A˚) 1.91 1.68 1.68 1.00 1.69 1.00
C-O (A˚) 1.25 1.24 1.25 1.33 1.25 1.33
C-C (A˚) 1.44 1.44 1.43 1.42 1.42 1.44
C-N-H (◦) 116.0 113.5 112.8 102.2 112.9 103.0
C-O-H (◦) 102.3 103.0 103.4 106.2 103.6 105.9
Table 2 demonstrates that despite the large Stokes shift in the emission,18 initiated by
the ESIPT process, the structural changes of the TQB in the excited state are small and
almost completely localised to the hydrogen bond lengths and angles. This is important in
the context of developing a reduced coordinated model Hamiltonian as shown below.
3.2 Excited State Properties
Table 3 shows the excited state energies of the important low lying states of TQB-TA and
TQB-TB at the ground (S0), excited singlet (S1) and triplet (T1) state geometries identified
in Table 2. At the TQB-TA ground state geometry, the lowest singlet states is at 3.57 eV,
and as shown in Figure 1b corresponds to an excitation that is delocalised over the whole
molecule. However, despite the apparent overlap between the HOMO and LUMO seen in
the density difference plot, the oscillator strength (fS1) for this transition is zero.
The zero oscillator strength of the S1 state at the Franck-Condon geometry means that
the lowest band in the absorption spectrum must gain intensity through vibronic mixing.
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Table 2: Calculated vertical excitation energies, oscillator strengths and energy gaps at the
stable TQB-TA and TQB-TB tautomers in the ground (S0) and excited singlet (S1) and
triplet (T1) states.
S0 T1 S1
TQB-TA TQB-TA TQB-TB TQB-TA TQB-TB
ET1 (eV) 3.03 2.93 2.14 2.94 2.25
ET2 (eV) 3.16 3.07 2.66 3.08 2.67
ET3 (eV) 3.16 3.07 2.77 3.09 2.81
ET4 (eV) 3.28 3.20 2.95 3.18 2.95
ES1 (eV) 3.57 3.48 2.57 3.47 2.59
ES2 (eV) 3.75 3.67 3.23 3.65 3.28
fS1 0.00 0.00 0.25 0.00 0.20
∆ES1−T1 0.54 0.55 0.43 0.53 0.34
∆ES1−T2 0.41 0.41 -0.08 0.39 -0.08
Figure 2 shows the absorption and emission spectra calculated from sampling ground and
excited state configurations using AIMD. The calculated absorption spectrum, shifted down
in energy by 0.1 eV, shows good agreement with the experimental spectrum. The vibronic
transitions observed are in agreement with the experimental spectrum. These are separated
by 0.14 eV, corresponding to a timescale of ∼ 30 fs and originate from the motion associated
with the proton transfer. Indeed, while the oscillator strength of the S1 state is zero at
the TQB-TA geometry, as shown in Table 2, proton transfer, forming TQB-TB significantly
increases this oscillator strength and therefore this motion is responsible for making this
transition allowed. It is interesting to note that this is unique amongst normal TADF
materials, as in many cases, the excited state motion making the S1 state more CT reduces
the energy gap between the singlet and triplet states and makes the radiative rate smaller.
The emission spectrum is also in very good agreement with the experimental spectrum
recorded in toluene.18 Despite the rigidity of the molecule, the emission spectrum is rather
broad with the calculated FWHM of 0.35 eV close to the experimentally observed value of
0.40 eV. This width derives from the large effect the motion of the proton has on modulating
the gap between the ground and excited states. This calculated emission spectrum includes a
SS-PCM model. Here, both the S1 and ground state were calculated within an S1 optimised
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Figure 2: The experimental absorption and emission spectra (dashed)18 compared to those
calculated (solid) by sampling configurations using molecular dynamics simulations as de-
scribed in the methods section. The absorption spectrum has been shifted down by 0.1 eV to
overlap the main absorption peaks and facilitate the comparison between the experimental
and calculated spectra.
solvation structure, yielding the vertical emission energy including the effect of slow solvation
dynamics adjusting to the new dipole (∼5 D) of the S1 state. When the dielectric constant
is changed to THF and DMF, a stabilisation of the S1 excited state by 0.06 and 0.12 eV,
respectively, is observed, matching that observed experimentally18 and reflecting that the
effect of polarity is weaker than for many TADF emitters due to the smaller excited state
dipole moment. Importantly, in the solid state, no shift in the emission is observed even
for high polar hosts such as DPEPO. This is consistent with the amorphous guest-host film
expected and the concepts of solid state solvation.40
Finally Table 3 shows the spin-orbit coupling matrix elements (SOCME) between the
lowest singlet and triplet states. This is crucial for the coupling between the singlet and
triplet manifolds and therefore triplet harvesting. At the TQB-TA structure, the SOCME
are all very small and can be considered negligible, with the exception of S1-T1 = 1.2 cm
−1.
However, upon proton transfer there is a notable increase for the coupling between all states
except S1-T1 which decreases to 0.2 cm
−1. This is because the S1 and T1 state at the TQB-TB
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Table 3: Calculated spin-orbit coupling matrix elements (SOCME) in cm−1 between the low-
est singlet and triplet states. These were calculated using TDDFT(PBE0) at the optimised
ground state geometry of TQB-TA and optimised S1 state geometry of TQB-TB.
T2 T3 T4 S1
TQB-TA(S0) T1 0.002 0.004 1.017 1.198
T2 - 1.021 0.005 0.003
T3 - - 0.004 0.006
T4 - - - 0.362
S1 - - - -
TQB-TB(S1) T1 0.884 0.907 0.385 0.231
T2 - 0.343 0.513 0.796
T3 - - 0.111 0.131
T4 - - - 0.023
S1 - - - -
geometry are very similar characters and therefore the change in spin cannot be compensated
by a change in orbital angular momentum, meaning SOCME is close to zero. Importantly,
these small couplings are the main source for the slow ISC rate and correspondingly slow
triplet harvesting.
3.3 Excited State Dynamics
In ESIPT, a hydrogen atom is covalently bonded to one heteroatom and hydrogen bonded
to a second in the same molecule. Photoexcitation drives the proton transfer so that the
hydrogen becomes bonded to the second heteroatom and hydrogen bonded to the first.
Figure 3 shows the average and standard deviation of the O-H bond distance obtained from
excited state MD in the S1 state performed using 20 different initial conditions.
This shows ultrafast proton transfer consistent with the relaxed excited state potential
surface calculated along the proton transfer coordinate and shown in Figure 4. The barrier
observed in the S1 state is ∼0.03 eV, comparable to thermal energy at 300 K. The proton
transfers within ∼ 20 fs (Figure 3), approximately one vibrational period of the proton
transfer. Small oscillations, with a similar period, corresponding to the vibronic fine structure
observed in the absorption spectrum, are subsequently observed. However, after the initial
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Figure 3: The average and standard deviation (error bars) of the O-H bond distance for the
transferred proton obtained from 100 fs of excited state molecular dynamics in the S1 state
for 20 different starting configurations. Insets show snapshots of the structure before and
after proton transfer.
20 fs, the hydrogen remains localised in the TQB-TB form.
It is important to notice that although the relaxed excited state potential surface for the
S1 state is almost barrier-less, a barrier of almost 0.2 eV is observed in the lowest triplet
state (Figure 4). This is confirmed using excited state MD in the T1 state, during which no
proton transfer is observed from the TQB-TA to TQB-TB form. This barrier is responsible
for trapping some triplet population in the TQB-TA form, which becomes very relevant in
the context of triplet harvesting discussed later.
The dynamics shown in Figure 3 only consider the singlet state and not the role of the
triplets. As shown in previous works15–17 multiple triplet states and the coupling between
them can be important for enhancing the singlet-triplet mixing and therefore in the context
of triplet harvesting. To understand the present system, we develop a model spin-vibronic
Hamiltonian to describe the dynamics in TQB. Figure 5 shows the 2 normal modes used
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Figure 4: Relaxed excited state potential pathway along the S1 (red) and T1 (black) states
calculated at TDDFT(PBE0) level of theory.
for the Hamiltonian. These were selected on the basis that they capture the geometric
changes in the excited state shown in Table 2. The first, ν1 corresponds to the motion of
the proton between the oxygen and nitrogen atoms. The second normal mode, ν124 shows
the angle change between the proton and the bonding atoms. Their respective ground and
excited state potential energy surfaces are shown in Figure 6. The points are the quantum
chemistry calculations and the lines are the fit of a 4th-order vibronic coupling Hamiltonian to
these points. It is from these fits that the parameters (shown in the supporting information)
for the Hamiltonian used in the quantum dynamics are obtained.
For the potential along ν1 (Figure 6) the S1 state (red) shows a smooth transition from the
TQB-TA to the TQB-TB conformer, as expected from the AIMD simulations. In contrast the
triplet states show a rather more complicated profile with multiple curve crossings between
the lowest four triplet states. Indeed, this clearly shows a crossing between the T1 and T2
states which is responsible for the barrier observed in Figure 4. Along ν124, the potentials are
much simpler, with the excited state potentials slightly shifted with respect to the ground
14
Figure 5: The 2 normal modes, ν1 (left) and ν124 (right) used for the model spin-vibronic
Hamiltonian. The arrow represents the atomic motion associated with the normal mode.
state. Consequently, upon excitation, this mode will drive a structural change leading to a
decrease in the C-N-H consistent with the structural parameters reported in Table 1. The
parallel nature of the potential energy curves along this mode indicates that there is little
or no non-adiabatic coupling. This mode can therefore be considered a tuning mode, in the
sense that it purely changes the energy gap between the ground and excited states. ν1 on
the other hand exhibits large coupling, and is responsible for the mixing between the low
lying triplet excited states.
To assess the validity of the model, in Figure 7 we simulate the absorption spectrum of
TQB using the model Hamiltonian developed. In this case, as shown inset and described in
the methods section, the spectrum is obtained by a Fourier transfer of the autocorrelation
function of the initial wavefunction in the ground state and the wavefunction at time, t
after vertical projection into the S1 state. The resulting spectrum compares very well with
the spectrum recorded experimentally with the vibronic transitions, associated with the
proton transfer (ν1) clearly visible. Interestingly the width of the experimental spectrum is
reproduced using a damping factor on the autocorrelation function of 20 fs. This is to say
that after 20 fs, the excited state wavefunction does not overlap spatially with the initial
ground state wavefunction. This is consistent with the proton transfer dynamics observed
15
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Figure 6: Cuts through the spin-free potential energy surfaces along (a) ν1 and (c) ν124.
Blue is the ground state, red is the singlet excited state and black are the triplet excited
states. The dots are derived from the TDDFT calculations. The lines correspond to their
fit from which the expansion coefficients of the diabatic vibronic coupling Hamiltonian are
determined. (b) and (d) show a zoom into the excited state surfaces.
in Figure 3 in which after the initial proton transfer the wavepacket in the S1 state becomes
localised in the S1 minimum.
Having established the accuracy of the model, Figure 8 shows the excited state dynamics
performed using this Hamiltonian. Figure 8a shows the population of the triplet states during
3.0 ps of excited state dynamics. These dynamics have been initiated from the minimum on
the S1 state, because initial relaxation of the TQB into the TQB-TB minimum on the S1
surface has been shown to occur on a timescale (<50 fs) much faster than the rate of ISC.
While the population of the triplets remains small within this timescale, a clear consistent
rise is observed and corresponds to a ISC rate of 3×107 s−1. This is in very good agreement
with the rate reported experimentally18 and consistent with the small SOCME calculated.
Figure 8b shows the fractional population of the triplet states during the same dynamics.
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Figure 7: Experimental (dashed)18 and theoretical (solid) absorption spectrum. The latter
has been calculated using the Fourier Transform of the autocorrelation function of the initial
wavefunction as described in the method section and illustrated inset.
This indicates that the diabatic T2 state is initially populated, this is consistent with the
observation that at the TQB-TB geometry this state has both the largest SOC to the S1
state and is close to degenerate. Subsequently, the strong coupling between the triplet states
means that within 500 fs an equilibrium is established and the excited state population is
distributed throughout all of the triplet states. This equilibrium will persist until vibrational
cooling at longer times. Importantly, because there is significant population in the higher
lying excited states, (T2, T3 and T4) all of which favour the TQB-TA form, a significant
portion of the excited triplet states will be trapped in the TQB-TA by the barrier along the
proton transfer.
In ref.,18 the authors demonstrated that rISC in DPEPO occurs with a quantum yield
of 10% and an activation energy of 0.20 eV. As shown in Table S5 this energy gap is much
smaller than the S1-T1 energy gap at the TQB-TB structure regardless of the method used.
Instead, as shown in Figure 6b, it is in good agreement with the energy gap between the
S1 state at the TQB-TB geometry and the T1 state at the TQB-TA geometry, of 0.18 eV.
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Figure 8: (a) The total fractional population of the triplet states during the first 3.0 ps after
initial excitation into the minimum on the S1 state (TQB-TB). (b) The fractional population
distribution amongst the triplet states from the dynamics in(a) illustrating that although
initially the T2 is populated, the wavefunction is distributed throughout all of the triplet
states within 500 fs.
Using our calculated kISC , ∆E=0.18 eV corresponding to the
3TQB-TA-1TQB-TB energy
gap and the following relationship:
krISC
kISC
=
1
3
exp(−∆E/kbT ) (5)
we find a predicted krISC=7×103 s−1, in agreement with Mamada et al. This is a slow triplet
harvesting rate. However fast rISC is not always required for efficient TADF. Indeed, pro-
vided nonradiative rates are sufficiently suppressed,41 rISC and TADF can still be efficient,
as recently demonstrated by Noda et al.42 However, high rates of rISC are preferable for
reducing effects such as triplet-triplet annihilation and triplet-polaron quenching. Crucially,
this mechanism would suggest that the T1 state at the TQB-TB geometry is not harvested
with TADF, as the energy gap is too large. It is stressed that while this calculated gap will
be somewhat functional dependent, Table S4 shows that regardless of the method used it is
typically found to be >0.35 eV, leading to krISC ∼8×100 s−1. Smaller value of ∼0.25 eV are
found with BLYP and PBE functionals, but these provide little agreement with the absolute
energies and should therefore be considered cautiously.
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3.4 Mechanism of Triplet Harvesting
The dynamics raises questions about mechanism for high device performance. Under elec-
trical excitation, Mamada et al.18 assumed that the triplet excitons would be most likely
to form by charge carrier recombination directly in the TQB-TA form. This would enable
triplet harvesting from the T1 in TQB-TA as described in the previous section and therefore
would be sufficient to describe the device performance. As shown Figure 9, the triplet energy
of TQB-TA remains sufficiently low compared to that of DPEPO to provide confinement,
although in this case the transport properties of DPEPO limits its device performance.18 For
CzSi and PPT, which exhibit the highest OLED EQE, the gap of ∼0.1 eV is smaller than
DPEPO and therefore while confinement can still be achieved, some exciton loss could be
expected. For the lowest device performances, mCBP and CBP cannot confine the TQB-TA
triplet excitons, but are sufficiently high to confine the TQB-TB triplet excitons.
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Figure 9: The T1 energies of the 5 host materials, PPT,
50 DPEPO,51 CzSi,52 mCBP,53
CBP53 with the T1 energy of TQB in the TQB-TA and TQB-TB forms.
A key difference in electroluminescence in contrast to photoluminescence is that the
excited state is formed by the sequential trapping of charge carriers (electrons and holes).
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Prior to formation of the exciton, the emitter will therefore exhibit an intermediate which
either cationic or anionic form, depending on which charge arrives first. Once the first
charge is trapped, structural changes can significantly affect the initial conditions of the
excited state generated. Figure 10 shows the potential energy surface along ν1 for the
neutral, cationic and anionic form of TQB. While the neutral form (blue) favours TQB-
TA, the lowest energy conformer for both charged forms is TQB-TB. However the relative
positions of these minima compared to the neutral form means that exciton generation can
be expect in both the TQB-TA and TQB-TB forms. This is consistent with previous work
which demonstrated that exciton generation through injection of electron and holes exhibits
the ability to form both species (enol and tautomer).44,45
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Figure 10: Ground state potential energy surface and corresponding fits along ν1 for the
neutral (blue), cationic (black) and anionic (red) states of TQB.
Finally, our present simulations suggest that TQB-TB is unfavourable due to the large
energy gap between the T1 and S1 states. However, the device performance reported in ref.
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requires a >0.85 quantum yield for triplet harvesting. The delayed fluorescence lifetime upon
photoexcitation, is reported to be ∼0.2 ms, much longer than those observed in efficient
TADF emitters with few microsecond timeframe46 and consistent with a calculated krISC
reported above. This would appear inconsistent with the large quantum yield for triplet
harvesting. However, Mordzinski et al.47 have previously reported that in ESIPT molecules
under high triplet-state concentrations the excited state decay is mainly governed by triplet-
triplet annihilation (TTA). Although Mamada et al.18 used laser power dependence to rule
out TTA, this was for photoexcited samples and therefore, due to the slow rate of ISC, the
concentration of triplet states is low. This is confirmed by the challenges associated with
obtaining the phosphorescence spectrum.46 TADF operating alongside TTA has previously
been observed9,54–56,59 and can provide an efficient route for higher efficiency OLED devices.
Our present work cannot prove the presence of TTA, instead, experiments on the excited state
dynamics under electroluminescence conditions are required. However, future theoretical
work should consider the details of the initial conditions of the excited state formed by
charge recombination in contrast to photoexcitation which are likely to have an important
role in describing the device performance.
4 Conclusions
Diversifying molecular architectures capable of achieving TADF is crucial, not only to obtain
high performance stable TADF emitters, but also for allowing a more detailed understanding
into the mechanism of TADF and the differences between photo and electrical excitation
important for analysis in a device context.60 In the present work we have used quantum
chemistry, molecular and quantum dynamics simulations to understand the excited state
dynamics for TQB which achieves triplet harvesting by excited state intramolecular proton
transfer.
Our simulations have shown that proton transfer (TQB-TA→TQB-TB) in the S1 is ultra-
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fast occurring along a barrierless excited singlet potential energy surface. This is consistent
with recent experiments46 which demonstrated that the TQB-TA could not be observed in
transient absorption measurements with a temporal resolution of 5 ps. Although clearly
time-resolved data with a higher time resolution is required to confirm the rate reported
here. However importantly, this is not the case for the lowest triplet state, due to cross-
ings between multiple lying excited triplet states leading to a barrier which can trap excited
state population in the TQB-TA form. In contrast to most TADF emitters based upon D-A
structures, the structural reorganisation in the excited state leads to an increase in the S1
radiative rate, despite the generation of a state exhibiting CT character. This is favourable
to efficient emission.
The energy gap between the singlet state of TQB-TB and the triplet of TQB-TA is
∼0.18 eV in agreement with the activation energy reported for TADF.18 However at the
TQB-TB geometry, a large singlet-triplet energy gap is observed, which will restrict triplet
harvesting at this geometry. It is possible that direct exciton generation occurs in the TQB-
TA form which would allow efficient triplet harvesting via the proposed 3TQB-TA→1TQB-
TB mechanism. Alternatively, due to the high triplet-state concentrations in the OLED, a
contribution from TTA47 arising from the lowest triplet in the TQB-TB form could occur.
Both the nature of exciton generation and the initial conditions of the excited states formed
and the potential for TTA requires detailed theoretical and experimental work, which will
be the focus of future work.
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