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Abstract
We use the Reversibility Error Method and the Fidelity to analyze the global effects of a small
perturbation in a non-integrable system. Both methods have already been proposed and used
in the literature but the aim of this paper is to compare them in a physically significant example
adding some considerations on the equivalence, observed in this case, between round-off and random
perturbations.
As a paradigmatic example we adopt the restricted planar circular three body problem. The
cumulative effect of random perturbations or round-off leads to a divergence of the perturbed
orbit from the reference one. Rather than computing the distance of the perturbed orbit from
the reference one, after a given number n of iterations, a procedure we name the Forward Error
Method (FEM), we measure the distance of the reversed orbit (n periods forward and backward)
from the initial point. This approach, that we name Reversibility Error Method (REM), does
not require the computation of the unperturbed map. The loss of memory of the perturbed map
is quantified by the Fidelity decay rate whose computation requires a statistical average over an
invariant region. Two distinct definitions of Fidelity are given. The asymptotic equivalence of
REM and FEM is analytically proved for linear symplectic maps with random perturbations. For
a given map, the REM plot provides a picture of the dynamic stability regions in the phase space,
very easy to obtain for any kind of perturbation and very simple to implement numerically. The
REM and FEM for linear symplectic maps are proved to be asymptotically equivalent. The global
error growth follows a power law in the regions of integrable (or quasi integrable) motion and an
exponential law in the regions of chaotic motion. We prove that the power law exponent is 3/2 for a
generic anisochronous system, but drops down to 1/2 if the system is isochronous. Correspondingly
the Fidelity F (t) exhibits an exponential decay and − lnF (t) grows just as the square of the FEM
or REM error. The Reversibility Error and Fidelity can be used for a quantitative analysis of
dynamical systems and are suited to investigate the transition regions from chaotic to regular
motion even for Hamiltonian systems with many degrees of freedom such as the N -body problem.
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1. Introduction
The dynamics of non-integrable Hamiltonian systems is qualitatively well understood when
it reduces to an area preserving map on the Poincare´ section. This is the case of the 3-
body problem. However the orbits, for generic initial conditions, can only be obtained
by numerical integration [1, 2]. The symplectic integration schemes preserve the Poincare´
invariants [3, 4] but are affected by local discretization errors and round-off ([5, 6] and
reference therein for a recent review on the topic). Therefore, it is important to be able
to estimate the divergence of the numerically integrated orbit with respect to the exact
one. With a sufficiently small integration step the local integration error can be lowered
down close to the round-off level. For a recent and comprehensive presentation of geometric
integration methods, their accuracy and stability see [7]. By slightly changing the initial
point in phase space we explore the sensitivity of the map to initial conditions. The Lyapunov
Error Method (LEM) is based on the distance of the reference orbit from another orbit with a
close initial condition. The definition is given at the beginning of Section 3. The asymptotic
analysis provides the Lyapunov spectrum. The rigorous analysis developed by [8, 9] has a
numerical counterpart [10], and several methods to explore the asymptotic behavior of LEM
have been proposed [11].
The dynamic stability of the map, namely its sensitivity to small random perturbations
or to round-off, is another relevant issue. The Forward Error Method (FEM) consists in
evaluating the divergence of the perturbed orbit from the reference orbit. We do not con-
sider deterministic perturbations since an extended literature exists at least when the map
is integrable or uniformly hyperbolic [12]. To analyze the round-off effects a convenient ap-
proach is based on the Reversibility Error Method (REM), which consists in computing the
divergence of the initial point from its image after n forward and n backward iterations of the
perturbed map, avoiding the exact computation of the map. This method is usually known
as Reversibility test [13] and it is routinely used to analyze the regularization method for
close encounters between two massive objects [14], or in the electromagnetic problems [15],
or to study the collisions in the few body gravitational problem [16]. It has also been used
to investigate the dynamic stability of the Hamiltonian model H = p2/2− 1/x+ x cos(ωt)
[17].
We might expect that, asymptotically, REM and FEM have a similar behavior. If the
error is random we rigorously prove the equivalence of REM and FEM asymptotic behavior
in the case of linear symplectic maps. To our knowledge this is a new result and can be
extended to the non linear case. The extension of the proof to non linear maps requires
more sophisticated mathematical tools such as in [8], and is not afforded here, even though
we carry out the basic preliminary steps. Our numerical simulations suggest that this equiv-
alence holds also for non linear maps. For chaotic orbits, which have a positive maximum
Lyapunov characteristic exponent λ > 0, the asymptotic divergence of REM, FEM and
LEM is governed by the same exponential law. For regular orbits, which have λ = 0, the
asymptotic divergence follows a power law, with exponent β. If the perturbation is random
the exponent for REM and FEM is β = 3/2 for a generic observable (for instance the sep-
aration) and for a generic anisochronous system. If the system is isochronous the exponent
2
reduces to β = 1/2. If the observable is a first integral the exponent is also β = 1/2. The
Lyapounov error growth follows a power law with exponent 1 for a generic observable and
for a generic anisochronous system. For and isochronous system or if the observable is a
first integral the exponent is β = 0. We provide a rigorous justification to the above state-
ments on the power law exponents for LEM, FEM and LEM and a numerical check for the
restricted planar circular 3-body problem. In the case of round-off the same power laws for
REM are observed, provided that the map, in the chosen coordinates system, is sufficiently
complex from the computational viewpoint.
As a counterpart of FEM we propose the Fidelity [18], which measures the correlation
between the unperturbed and perturbed orbits. The Fidelity decay law is related to the
asymptotic growth of the global error. A correspondence with REM is achieved by defining
the Fidelity as the correlation between an observable computed on the initial point and its
image after n forward and n backward iterations of the perturbed map. Rigorous results on
the Fidelity for prototype dynamical models with random perturbations are already known
[19]. The comparison of REM for round-off and noise was considered in [20] and extended
to the Fidelity in [21, 22].
In the present paper we show that for the planar circular three body problem REM,
FEM and Fidelity are suitable to investigate the effects of small random perturbations,
whereas REM and the corresponding Fidelity are suitable to explore the round-off effects.
The 3-body problem is the paradigm of systems in which both regular and chaotic orbits
coexist in a very narrow region of the phase space and can provide a significant insight
in astrophysical relevant problems (see reference [23], for a detailed discussion about the
3-body problem and its application in astrophysics). The results previously obtained on
prototype dynamical models are confirmed and extended. Even though in the neighborhood
of the equilibria or periodic points in the rotating system the Birkhoff normal forms can
be used to approximate the quasi-integrable dynamics with an integrable one (obtaining
Nekhoroshev stability estimates from bounds on the remainder), the numerical integration
procedure cannot be avoided to explore the whole phase space in the Poincare´ section.
The computation of REM on a grid of points in phase space for a fixed number n of
iterations and its visualization provides an easy insight on the dynamic stability of a map.
Its use may be convenient to explore the boundary between regions of regular and chaotic
motion. The Fidelity allows to quantify the perturbation size and to determine the memory
loss rate of the orbits in a given invariant domain. It provides information of statistical
nature but it is also computationally more demanding since a Monte-Carlo sampling of the
invariant domain is required. The REM and Fidelity are particularly suited to explore the
transition regions in complex dynamical systems with many degree of freedom.
The paper has 6 sections. Section 1: introduction. Section 2: the 3-body Hamiltonian in
the fixed frame, in the rotating frame and their symplectic integrators. Section 3: analytic
proof of the asymptotic equivalence of REM and FEM, for a linear symplectic map with a
stochastic perturbation. Section 4: numerical analysis of REM for round-off, of REM and
FEM for random perturbations and comparison with LEM. Section 5: definition of Fidelity
and numerical results. Section 6: conclusions.
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2. Three body Hamiltonian
The restricted planar circular three body problem (see for instance [24] for a detailed
description of this problem) consists in a primary central body of mass m1, a secondary body
of mass m2 ≤ m1 describing circular orbits around their center of mass, and a third body of
mass m3, so small that it does not perturb the motion of the first two bodies. We consider
two reference frames: the fixed inertial frame with the origin on the center of mass and the
rotating frame with the same origin and where the first two bodies are at rest. As customary
we scale the space coordinates with the distance r∗ between the massive bodies and the time
with 2pi/T∗ where T∗ is the period of the circular motion (see [25] for details). Denoting with
t the scaled time and xF , yF the scaled coordinates of the third body in the fixed frame, the
Hamiltonian in the extended phase space, where we introduce a new coordinate τ and its
conjugate momentum pτ , reads
HF = TF+VF , TF =
p2xF + p
2
y F
2
+pτ , VF = −1− µ
r1
− µ
r2
, µ =
m2
m1 +m2
(1)
The potential is a periodic function of τ with period 2pi and HF is a first integral of motion.
Notice that τ is an angle, its conjugate momentum pτ is an action and that t = τ . In the
rotating frame the first and second bodies are on the x axis with coordinates x1c = −µ and
x2c = 1 − µ and the distances r1, r2 of the third body from the first two in the fixed frame
are given by
r1 =
√
(xF + µ cos τ)2 + (yF + µ sin τ)2 r2 =
√
(xF − (1− µ) cos τ)2 + (yF − (1− µ) sin τ)2
(2)
assuming the rotation of the massive bodies with respect to the fixed frame is counter-
clockwise. The one period map is just the Poicare´ section τ = 0 mod 2pi in the fixed frame.
In the rotating frame the coordinates of the third body are x, y and the Hamiltonian is
given by
H = T + V T =
p2x + p
2
y
2
+ ypx − xpy V = −1− µ
r1
− µ
r2
(3)
where the distances are now expressed by
r1 =
√
(x+ µ)2 + y2, r2 =
√
(x− 1 + µ)2 + y2 (4)
The Hamiltonian is conserved H = −J/2 = E where E is the energy and J the Jacobi
integral. The first integral H can be written as the sum of the kinetic energy plus the
effective potential, sum of the gravitational and the centrifugal potentials
H =
x˙2 + y˙2
2
+ V eff (x, y) V eff = V − x
2 + y2
2
(5)
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The coordinates of the Lagrange equilibrium points L4 and L5 (critical points of V eff ) are
given by xc = 1/2−µ, yc = ±
√
3/2. The massive bodies and L4 or L5 are the vertices of an
equilateral triangle. We are interested in the evolution of the system in the rotating frame:
as a consequence may either integrate the equations of motion of the Hamiltonian 3. As an
alternative, we transform the initial conditions to the fixed frame, integrate the equations
of motion of the Hamiltonian 1, and transform back to the rotating frame whenever it is
needed. The last one is the procedure we adopt.
We choose µ = 0.000954 which corresponds approximately to the Jupiter-Sun masses and
fix the Jacobi constant J = 3.07 close to the value Jc = −2V eff (xc, yc) = 3−µ+µ2 assumed
at the equilibrium points L4, L5 [26]. Our numerical analysis is referred to a 3D manifold
MJ in the 4D phase space, specified by a given value of the Jacobi constant J . We consider
the 2D manifold MP = MJ ∩ L obtained by intersecting the Jacobi manifold with the
linear manifold L : {y = 0 and y˙ > 0}. The projection of MP into the (x, x˙) phase plane is
a domain defined by
x˙2 ≤ x2 + 2 1− µ|x+ µ| + 2
µ
|x− 1 + µ| − J (6)
The initial conditions are chosen inMP and we examine the intersections of the orbit with
MP . Their projections on the (x, x˙) or (x, px) phase planes are considered for visualization.
For each orbit the initial conditions are x(0) = x0, y(0) = 0 and x˙(0) = vx 0 chosen so that
the inequality 6 is satisfied. The remaining initial condition y˙(0) is then given by
y˙(0) =
√
x20 − vx 02 + 2
1− µ
|x0 + µ| + 2
µ
|x0 − 1 + µ| − J (7)
Symplectic integrator maps and errors
We consider the fourth order symplectic and symmetric integrator for the evolution, in the
fixed and rotating frame, generated by the Hamiltonians 1 and 3. The splitting of the
Hamiltonian into two integrable components allows to introduce a second order symplectic
and symmetric evolution operator. By three compositions of the second order operator, the
fourth order symplectic and symmetric operator is obtained [27]. The Lie derivative for the
time independent HamiltonianH is denoted byDH and the corresponding evolution operator
in a time interval t is the Lie series etDH . In the fixed frame we split the Hamiltonian HF
according to equation 1 and the evolution generated by TF and VF can be exactly computed.
The symmetric second order scheme is defined by
M
(2)
∆t ≡ e∆t/2 DVF e∆t DTF e∆t/2 DVF (8)
the operator M
(2)
∆t advances the phase space vector xF = (xF , yF , τ, pxF , pyF , pτ ) from time t
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to time t+ ∆t with an error of order (∆t)3. The fourth order scheme is defined by
M
(4)
∆t = M
(2)
α∆t M
(2)
β∆t M
(2)
α∆t, α =
1
2− 21/3 , β = 1− 2α < 0. (9)
The triple composition of the maps corresponding to the second order evolution generates
a symplectic map which advances xF from t to t+ ∆t with an error O(∆t)
5.
The procedure to obtain the symplectic integrators in the rotating frame is the same. With
the splitting of the Hamiltonian according to equation 3 the symmetric second order scheme
in this case is given by
M
(2)
∆t = e
∆t/2 DV e∆tDT e∆t/2 DV (10)
the new operator M
(2)
∆t advances the phase space vector x = (x, y, px, py) from time t to time
t+∆t with an error of order (∆t)3. The fourth order scheme is defined by 9 as in the previous
case. Higher order schemes are very easily obtained. For instance the sixth order scheme is
given by equation 9 where M (4) and M (2) are replaced by M6 and M4 with α = 1/(2−21/5).
The eight order scheme is given by equation 9 where M4 and M2 are replaced by M
(8) and
M(6) with α = 1/(2− 21/7).
The number of evaluations of M(2) for integrators of order 2m grows as 3m−1 (optimized
algorithms lower this number to 7 for m = 3 and to 15 for m = 4 see [27]). The local error of
order (∆t)2m+1 introduces fluctuations ∆H/H of order (∆t)2m along the orbit. Even though
high order integrators seem to be convenient, the appearance of numerical instabilities for
large m suggest the choice m = 2 as a reasonable compromise for our numerical exploration
of the effects of round-off and random perturbations.
To any evolution operator M corresponds a map M , to operators multiplication corresponds
the composition of maps. To M
(2)
∆t and its inverse M
(2)
∆t
−1
we associate the maps M
(2)
∆t and
M
(2)
∆t
−1
and we denote M
(2)
,∆t and M
(2)
,∆t
−1
the corresponding maps with a round-off or ran-
dom perturbation of amplitude . The perturbed inverse M
(2)
,∆t
−1
is not the inverse of the
perturbed map so that (
M
(2)
,∆t
−1 ◦M (2),∆t
)
(x) 6= x (11)
The fourth order perturbed map M
(4)
,∆t, obtained as the composition of three second order
perturbed maps, is also irreversible. The forward errorMn (x0)−Mn(x0) and the reversibility
error M−n ◦Mn (x0)−x0 can be analyzed for different choices of the symplectic map M . In
the scaled variables the period is T = 2pi and the time step we choose is ∆t = T/ns, where
ns is an integer.
In the next Section we choose M to be the one period map M =
(
M
(4)
∆t
)ns
obtained
from the Hamiltonian HF in the fixed frame. As a consequence the local error on the map
M is the global error of M
(4)
,∆t after ns iterations.
In Section 4 to compute the Fidelity we choose M to be the Poincare´ map in the rotating
frame, as before the map is computed using the symplectic integrator in the fixed frame.
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The intersection with the hyperplane y = 0 can be computed using linear interpolation
if the stochastic perturbation of the map is large with respect to the interpolation error
(∼ 10−10). An interpolation to machine accuracy is provided by the He´non method [28] but
its application is straightforward only if M
(4)
∆t is the symplectic integrator in the rotating
frame.
3. Asymptotics of Lyapunov, Forward and Reversibility Errors
In this section we analyze the asymptotic behavior of the forward and reversibility errors.
Even though we may expect that the behavior is the same a mathematical proof is necessary
to make this expectation a solid statement. Assuming the amplitude  of the local pertur-
bation is infinitesimal, the general expression for the global forward and reversibility errors
are obtained at first order in . Explicit asymptotic expressions are given for random per-
turbations in the case of linear maps. As a consequence the power law growth of the global
error for an integrable map and the exponential growth for an expanding (chaotic) map
are easily recovered. Extending the proof to non linear maps requires a more sophisticated
mathematical apparatus.
3.1. Lyapunov error
Let us consider a symplectic map M(x) and its orbit xn = M(xn−1) with initial point
x0. Consider a nearby point x0 +  e, as initial condition for another orbit, where e is a
vector of norm 1 and  is a small parameter. The Lyapunov error is defined as the distance
of these orbits after n iterations
d(L)n = ‖Mn(x0 +  e)−Mn(x0)‖. (12)
The asymptotic limit of this error, defined by
λ = lim
n→∞
lim
→0
ln
(
d
(L)
n

)
, (13)
gives, for almost all the directions e (namely for all the points on the unit sphere ‖e‖ = 1
except for a set of measure zero) the maximum Lyapunov exponent. If the system is ergodic,
or if we consider an ergodic component, the limit is the same for almost all initial conditions
x0. If we consider the parallelepiped (parallelotopes) Pk, whose sides are  ei for i = 1, 2, . . . , k
and k ranges from 2 up to the phase space dimension d, supposing ei are linearly independent
vectors, the asymptotic behavior of the volumes of Pk determines the Lyapunov spectrum,
see [8, 9].
3.2. Forward error
Rather than considering, for a given map, the error due to an initial displacement to
analyze the sensitivity to initial conditions, we may consider a small perturbation of the
7
map to explore the sensitivity to small changes of the laws of motion. We denote with
M(x) the perturbed map, where the perturbation is due to round-off or random errors. As
explained in the introduction we do not consider small deterministic perturbations due to
abundant literature on the subject. The orbit of the perturbed map is defined by
x, n = M(x, n−1) = M(x, n−1) + ξn, n ≥ 1, (14)
The initial point x, 0 = x0+ξ0 can be perturbed, but we shall assume it is not, choosing ξ0 =
0. With  we denote the perturbation amplitude. For a given round-off error of amplitude 
the exact map M can only be approximated by using a higher accuracy (where the round-off
error is typically 2). The round-off error is defined by ξn = M(x, n−1) −M(x, n−1). In
the case of a random perturbation we may evaluate M with the selected machine accuracy
provided that  is larger by some orders of magnitude with respect to the round-off. The ξn
are independent random vectors whose components have zero mean and unit variance. The
global error at step n is defined by
Ξn = x, n − xn = Mn (x0)−Mn(x0). (15)
and the forward error (FEM) is defined as the mean squares deviation namely
dn = 〈‖Mn (x0)−Mn(x0)‖2〉1/2 (16)
where 〈 〉 denotes the average over the stochastic process. If the round-off is considered,
then the forward error is defined just by the distance (no average). The global error due
to round-off is similar to the one due to a random perturbation, if the map has a sufficient
computational complexity. However we have access only to a single realization corresponding
to the hardware we use.
The global error is related to the local errors according to
Ξn =M(x,n−1)−M(x,n−1) + M(x,n−1)−M(xn−1)
=ξn + DM(xn−1)Ξn−1 +O(2) =
=ξn + DM(xn−1)ξn−1 + DM(xn−1)DM(xn−2)Ξn−2 +O(2)
(17)
at first order in , where DM is the tangent map, namely (DM)i,j = ∂Mi/∂xj. Recalling
that DM2(xn−2) = DM(xn−1)DM(xn−2) the final result reads
Ξn = 
n∑
k=1
DMn−k(xk)ξk +O(2) (18)
When the initial error is not zero an additional term Mn(x0+ξ0)−Mn(x0) must be included
and equation 18 still holds with the sum starting from k = 0.
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3.3. Reversibility error
The reversibility error is given by the distance of the initial point from the point ob-
tained iterating it n times forward and n times backward with the perturbed map. For the
unperturbed map this error vanishes since the map is reversible. We denote with M−1(x)
the inverse map and with M−1 (x) the perturbation of the inverse map. The local error at
iteration n is denoted by ξ−n and
x,−n = M−1 (x,−n+1) = M
−1(x,−n+1) + ξ−n n ≥ 1 (19)
Notice that the perturbed inverse map differs from the inverse of the perturbed map namely
M−1 ◦M(x0) 6= x0. Indeed we have
M−1 (M(x0)) = M
−1
 (x1 + ξ1) =
= M−1(M(x0) + ξ1) + ξ−1 = x0 + DM−1(x1) ξ1 + ξ−1 +O(2)
(20)
More generally we define the global reversibility error according to
Ξ(R)n = M
−n
 ◦Mn (x0)− x0 (21)
In order to evaluate the global error at the first order in  we start with a recurrence that
can be proven by induction. At the first step we have
M−1 M
n
 (x0) = M
−1(xn + Ξn) + ξ−1 = xn−1 + DM−1(xn)Ξn + ξ−1 +O(2) (22)
Then after m iteration of the perturbed inverse map we obtain
M−m ◦Mn (x0) = xn−m + DM−m(xn)Ξn + 
m∑
k=1
DM−(m−k)(xn−k)ξ−k +O(2), (23)
Setting m = n in the previous relation we obtain the expression of the reversibility error
Ξ(R)n = M
−n
 M
n
 (x0)− x0 =
= DM−n(xn) Ξn + 
n∑
k=1
DM−(n−k)(xn−k)ξ−k +O(2).
(24)
We compare the growth with n of the forward error dn = 〈‖Ξn‖2〉1/2 with the reversibility
error d
(R)
n = 〈‖Ξ(R)n ‖2〉1/2. The distance d(R)n vanishes for the unperturbed map. The pertur-
bation is a random vector ξ with independent components of unit variance 〈( ξk)j(ξk′)j′〉 =
δkk′δjj′ if kk
′ > 0. The average vanishes if kk′ < 0, since the perturbation of the map M
and the perturbation of its inverse are independent. Taking into account that 〈Aξ · Aξ〉 =
Tr (AAT ) for any matrix A the result for d2n is
d2n = 
2 〈‖Ξn‖2〉 = 2
n∑
k=1
Tr
[
DMn−k(xk)
(
DMn−k(xk)
)T]
+O(3) (25)
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where the suffix T denotes the matrix transpose. The result for
(
d
(R)
n
)2
is
(
d(R)n
)2
= 2
〈‖Ξ(R)n ‖2〉 =2 n∑
k=1
Tr
[
DM−n(xn)DMn−k(xk)
(
DM−n(xn)DMn−k(xk)
)T
+
+DM−(n−k)(xn−k)
(
DM−(n−k)(xn−k)
)T]
+O(3).
(26)
We now show that the growth of dn and d
(R)
n is comparable. This can be easily proved if
DM(x) = A is a constant symplectic matrix. In this case we have
d2n = 
2
n−1∑
k=0
Tr
[
Ak
(
Ak
)T]
+ O(3),
(
d(R)n
)2
= 2 2
n−1∑
k=0
Tr
[
A−k
(
A−k
)T ]
+ 2 Tr
[
A−n
(
A−n
)T − I] + O(3). (27)
We recall that if A is a real symplectic matrix its inverse A−1 has the same eigenvalues.
In addition when the multiplicity is higher than 1 the Jordan form must be considered.
Supposing that all the eigenvalues are simple and that eλ is the largest eigenvalue (or the
largest modulus in the complex case) where λ > 0, we have
lim
n→∞
lim
→0
1
n
ln
(
dn

)
= lim
n→∞
lim
→0
1
n
ln
(
d
(R)
n

)
= λ, (28)
If the eigenvalues of A have unit modulus then the above limit is zero. In this case the
asymptotic growth of dn and d
(R)
n follows a power law. More specifically if the eigenvalues of
A are real and eλ with λ > 0 is the largest one, the error growth is given by d
(R)
n ∼
√
2 dn ∼
c  eλn.
If all the eigenvalues are complex with unit modulus then d
(R)
n ∼
√
2 dn ∼ c  n1/2. If A is
reducible to a Jordan form whose blocks have the form A =
(
1 α
0 1
)
then d
(R)
n ∼
√
2 dn ∼
c  α n3/2. In general for an integrable system the error growth is given by
d(R)n ∼ c 
(
n+ α2
n3
3
)1/2
(29)
The system is isochronous when α = 0. The anisochronous character of a system in numerical
simulations emerges with the n3/2 asymptotic behavior only if α is above a threshold. A
least squares fit of the form cnγ provides a value for γ which smoothly varies between 1/2
and 3/2 with a transition occurring for α ∼ 1. See Appendix A for more details.
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4. Numerical analysis of global errors growth
Let M∆t be the symplectic integrator map for a time step ∆t = T/ns and M ,∆t be the
perturbed map. We consider the one period mapM = Mns∆t and its perturbationM = M
ns
,∆t.
The discretization error of the one period map can be estimated by the variation of the first
integral of motion (HF or H). For a fourth order integrator the discretization error scales
as n−4s and saturates when the machine accuracy is reached, as shown by figure 1 left. If we
Figure 1: Integration error and variation of H. Left: variation of the first integral H (in the rotating frame
Hamiltonian) |∆H/H| in one period T , as a function of the number of integration steps per period ns. Results
for different machine precision are compared: single (cyan), double (green), extended (blue) and quadruple
precision (red). The integrations are based on a fourth order symplectic scheme for the Hamiltonian HF ,
see equation 1, with time step ∆t = T/ns. The error saturates when the machine accuracy is reached. The
gray line is the linear ln-ln fit |∆H/H| = c n−γs where γ = −4 within the statistical errors. The initial
conditions are chosen for a regular orbit, with initial conditions x(0) = 0.55, y(0) = 0, x˙(0) = 0 and y˙(0)
defined by the value of the Jacobi constant set up equal to J = 3.07. Right: variation of |∆H| along the
orbit Mn(x0). Even though ∆H fluctuates, its average vanishes.
choose ns below this threshold then the value of the first integral along the orbit of the map
oscillates without growing. A power law fit to the growth of (∆H)n = |H (Mn(x0)−H(x0)) |
with the number of periods (∆H)n = C n
β gives β = 0 within the numerical uncertainties,
see figure 1 right. This is true as long as the error growth due to the round-off is negligible.
To evaluate the dynamic stability of the map we consider its perturbation M and look at
two different type of errors: the distance dn of the perturbed orbit from the reference one and
the variation (∆H)n of the first integral along the perturbed orbit. We compare this error
with the reversibility error d
(R)
n and (∆H)
(R)
n . In the case of round-off we have access only
to the reversibility error. In the case of random errors the numerical simulations support
the asymptotic equivalence of the forward and reversibility errors, which in the previous
section was proved to hold for linear symplectic maps. In addition the asymptotic behavior
of reversibility errors looks very similar for round-off and random perturbations, when a
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single realization is considered. In the case of random errors a smooth behavior is obtained
averaging over many realizations and a good agreement with the theoretical predictions
is obtained. For the round-off different hardwares give different results with variations
very similar to the ones obtained for different realizations of random perturbations. The
reversibility error for n = 1 (the application of the one period map and its inverse) due
to round-off is almost independent on the number ns of steps per period, in a wide range
10 ≤ ns ≤ 104, and it is close to the machine accuracy. This is due to the use of symmetric
and symplectic integrator.
The numerical analysis we present refers to the map which integrates the Hamiltonian
HF in the fixed frame, choosing the mass ratio µ = 0.000954 (close to the Jupiter-Sun case).
The initial conditions are chosen in the rotating frame for the same value of the Jacobi
constant J = 3.07 (on the Lagrange point L4 we have J = Jc ≡ 2.9990468). We choose
y(0) = x˙(0) = 0 and x(0) = 0.55, as initial conditions for a regular orbit and x(0) = 0.56
for a chaotic orbit. The value of y˙(0) > 0 is fixed by equation 7. In 6 we show the phase
portrait of these orbits and nearby ones on the Poincare´ manifold MP projected on the
(x, x˙) phase plane. In figure 2 we show, for the regular orbit, the plot of the REM errors
Figure 2: REM errors and power law fit for a regular orbit Left panel: evolution of the Reversibility Error
d
(R)
n (cyan) and (∆H)
(R)
n (green) due to the round-off computed for a regular orbit with initial condition
x(0) = 0.55 and y(0) = x˙(0) = 0 the value of y˙(0) > 0 is fixed by equation 7. The straight blue line is
the least squares fit to d
(R)
n = Cnβd . The dark-green line is the least squares fit to (∆H)
(R)
n = CnβH . The
exponents are βd = 1.50 ± 0.09, βH = 0.52 ± 0.1. Right panel: evolution of the reversibility error for a
stochastic perturbation of amplitude  = 10−13. The straight lines correspond to the least squares fit with
βd = 1.43± 0.09, βH = 0.5± 0.1. The interval where the fit is computed is 50 ≤ n ≤ 1000.
d
(R)
n and (∆H)
(R)
n for the round-off (left panel) and for a random perturbation (right panel).
The computations are in double precision so that the round-off error amplitude is  ∼ 10−16
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whereas the random perturbation amplitude is  = 10−13. In all the figures the time step is
fixed to ns = 1000. In figure 3, for the same orbit, we show the plot of forward global errors
FEM dn and (∆H)n for the same random perturbation, after averaging on 100 realizations
(left panel) and the Lyapunov global error LEM (right panel). The initial condition for LEM
is varied according to x(0) +  with  = 10−13. The error growth follows a power law
dn ∼  nβd (∆H)n ∼  nβH (30)
For an integrable map the theoretical prediction for REM and FEM errors due to a random
Figure 3: FEM and LEM errors and power law fit for a regular orbit. Left panel: evolution of the
Forward Error dn (cyan) and (∆H)n (green) due to a random perturbation of amplitude  = 10
−13 with 100
realizations of the noise for the regular orbit with initial condition x(0) = 0.55. The straight lines are the
least squares fit with β=1.51± 0.05 (blue) and βH = 0.48± 0.01 (dark-green). Right panel: evolution of the
Lyapunov Error dn and (∆H)n with a perturbation to the initial condition x(0) +  with  = 10
−13. The
straight lines correspond to the least squares fits with βd = 1.04 ± 0.07, βH = 0.03 ± 0.01. This low value
of βH , though not zero (three standard deviations are required to reach it), is explained as the round-off
effect which start to be appreciable precisely around n = 1000. The interval where the fit is computed is
50 ≤ n ≤ 1000. The round-off error rises as 10−15(nT )1/2 and for n = 1000 becomes appreciable.
perturbation is βd = 3/2 and βH = 1/2, whereas βd = 1 and βH = 0 for the Lyapunov
error. The straight lines in the figures are obtained by least squares fits. In the table 1 we
quote the corresponding values of the exponents βd and βH . For the round-off the value of
βd is compatible 3/2 and the value of βH is compatible with 1/2, which are theoretically
predicted for the random perturbations. The variations of the exponents with different
hardware implementations of the round-off are similar to the changes observed between
different realizations of random perturbations.
In figure 4 we show the plot of REM errors due to the round-off (left panel) and to a random
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Figure 4: REM errors and power law fit for a chaotic orbit. Left panel: evolution of the Reversibility
Error dn (cyan) and (∆H)n (green) due to round-off computed for a chaotic orbit with initial condition
x(0) = 0.56. The straight line corresponds the least squares fit with βd = 0.0067 ± 0.002. Right panel:
evolution of the reversibility error for a stochastic perturbation of amplitude  = 10−13. The straight line
corresponds to the least squares fit with βd = 0.071 ± 0.003. The fitting interval 1 ≤ n ≤ 200 for the left
panel, 1 ≤ n ≤ 150 for the right panel.
perturbation (right panel) for a chaotic orbit. In figure 5 the plot of the FEM error for a
random perturbation (left panel) and LEM error (right panel) is shown for the same chaotic
orbit. In this case the growth of the distance is exponential
dn ∼  10β n λ = β
T
ln 10 (31)
where λ is the maximum Lyapunov exponent. The orbits have been computed up to n = 300
periods. Notice that REM with round-off saturates at n ∼ 200 whereas REM and FEM
errors for stochastic perturbations and LEM saturate at n ∼ 150. This is easily explained if
we notice that in the first case  ∼ 10−16, whereas in the second case  ∼ 10−13. The least
squares fit gives βd = 0.07 which corresponds to λ ∼ 0.0256, in good agreement with the
value obtained for the maximum Lyapunov exponent λ computed with the renormalization
method, which avoids saturation.
Also in this case the REM error due to round-off and stochastic perturbations exhibit
the same behavior. The error on the first integral H remains constant for a while, then has
an exponential growth with about the same coefficient βH = 0.07 and saturates to a value
close to the variation ∆H of the first integral H along the unperturbed orbit due to the
truncation error.
In the table 1 we resume the values of the exponents obtained by fitting the global error
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Figure 5: FEM and LEM errors and power law fit for a chaotic orbit. Left panel: evolution of the
Forward Error dn (cyan) and (∆H)n (green) due to a random perturbation of amplitude  = 10
−13 with
100 realizations of the noise for the chaotic orbit x(0) = 0.56. The straight line is the least squares fit with
βd = 0.070±0.002. Right panel evolution of the Lyapunov Error with a perturbation to the initial condition
x(0) +  where  = 10−13 The straight lines corresponds to the least squares fit with βd = 0.071 ± 0.002.
The fitting interval is 1 ≤ n ≤ 150.
data for FEM, REM and LEM.
Regular orbit REM round-off REM stochastic FEM stochastic LEM
βd 1.50± 0.09 1.43± 0.09 1.51± 0.05 1.04± 0.07
βH 0.52± 0.1 0.5± 0.1 0.48± 0.01 0.03± 0.01
Chaotic orbit REM round-off REM stochastic FEM stochastic LEM
βd 0.067± 0.002 0.071± 0.003 0.070± 0.002 0.071± 0.002
Table 1: Table of exponents. The exponents of the power law for regular orbits and of the exponential law
for chaotic orbits obtained by fitting the simulation results for REM, FEM and LEM errors are presented.
Phase space REM plots
The geometry of orbits is usually inspected by considering the Poincare´ map MP on the 2D
manifold MP . The orbits are visualized by projecting them into the (x, x˙) phase plane. In
this case the machine accuracy is not required for the intersection and a linear interpolation
is adequate. The dynamic stability can be analyzed by considering the error on a set of
points of MP for a fixed value n of iterations of the Poincare´ map. If we consider the
reversibility error no intersection of the orbit with the manifold MP is required, since we
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Figure 6: Poincare´ map with a zoom. Left panel: projection on the phase plane (x, vx = x˙) of several
orbits of the Poincare´ map on MP . The time step is ∆t = T/ns with ns = 1000. The Sun, Jupiter and
the Lagrange point L4 are indicated by a yellow, brown and green square respectively. The blue horizontal
line is the x-axis and the vertical one is parallel to the y-axis and passing trough the L4 Lagrangian point.
The orbits are within a region, whose boundary is delimited by red lines defined according to equation 6 by
vx = ±
√
x2 + 2(1− µ)/|x+ µ|+ 2µ/|x− 1 + µ| − J . Right panel: magnification of the region delimited by
the purple box in the left panel.
start from an initial point inMP and come back to it up to an error due to the round-off or
random perturbation. Since for a chaotic orbit the error saturates to 1 after a few hundreds
iterations, the choice n = 100 is already adequate to distinguish regions of regular and
chaotic behavior, where the error is separated by many orders of magnitudes. The REM
error is computed in a grid of points selected in a rectangular domain of the (x, x˙) plane to
which corresponds a domain in MP having fixed the value J of the Jacobi invariant. This
method is fast and can be compared, in terms of speed, with the fast Lyapounov indicator
(FLI, [29]), but its remarkable propriety is that it can be used to estimate the global error
due to the round-off.
In figure 6 we present a portrait of the whole phase space, delimiting with red lines the
allowed region, defined by equation 6, and its magnification. In figure 7 we show the plot,
using a color scale, of the REM error for the round-off with n = 1000 iterations of the one
period map. The chosen phase space region is the same as in figure 6 right panel. A new
magnification is also shown on the right panel, corresponding to the white box on the left
panel.
The REM color plot allows a rapid and effective visualization of the dynamic stability
of the system with respect to random perturbations, and requires only few lines of code for
a given symplectic integrator. For the round-off or random perturbations the REM plot
requires a moderate CPU time even on a fine grid, since the number n of iterations is low.
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Figure 7: REM color map. Left panel: the Reversibility Error due to round-off for the one period map M .
The time step is ∆t = T/ns with ns = 1000. The number of periods for the computation of the REM is
n = 1000. A color scale is used for the points in a regular grid chosen in the same region of the (x, vx = x˙)
phase plane as in the right panel of figure 7. The presence of regions of regular and chaotic motion appears
neatly. On the region of regular motion the error is close to the round-off. On the region of chaotic orbits
the error is close to 1. Right panel: the magnification of a transition region corresponding to the white box
in the left panel.
5. Fidelity
The speed at which the dynamic evolution looses memory of the initial condition is measured
by the correlation decay rate. Given an orbit xn = M
n(x), where M is a symplectic map
and f(x) is an observable (dynamic variable), one defines the correlation according to
Cˆ(n) =< f(Mn)f > − < f >µ< f >
C(n) =< f(Mn)f > − < f(Mn) >< f >
(32)
Though these definitions are equivalent in the limit n → ∞, only the second one is
suitable for numerical computations. The averages are defined according to
< f >=
∫
E
f(x)dm(x) < f >µ=
∫
E
f(x)dµ(x) ≡ lim
n→∞
∫
E
f(Mn(x)) dm(x) (33)
where m(x) denotes the normalized Lebesgue measure. We denote by mL the Lebesgue
measure; for example µL(B) is the area of B if B ∈ R2 and the volume of B if B ∈ R4. If E
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is an invariant domain of phase for any B ⊂ E the measure m is defined by
m(B) = mL(B)
mL(E) (34)
The invariant measure has the following property
µ(M−1(B)) = µ(B). (35)
If the map is symplectic then its inverse is unique. In this case the invariance condition in
this case reads µ(M−1(B)) = µ(M(B)) = µ(B). For the one period map the phase space is
R4. If we consider an initial set A0 ⊂ R4 the invariant manifold E is the union of all the
forward images of A0. Remark that A0 can be reduced to a single point, in which case E
is just the orbit having this point as initial condition. The Lebesgue measure is just the
volume so that
E = ∪∞n=0Mn(A0) µ(B) =
Vol (B)
Vol (E) , B ⊂ E . (36)
We may compute the fidelity for the one period map, which is the Poicare´ map τ = 0 mod 2pi
for the Hamiltonian HF in the fixed frame. It is computationally more convenient to consider
the Poincare´ map y = 0, py > 0 for the Hamiltonian H in the rotating frame. This is a map
define on the 2D manifold MP and its projection on the (x, x˙) or (x, px) phase plane has
an invariant measure µ given by the normalized area with respect to an invariant domain E .
Typically, E is the closure of an orbit issued from a given point or the union of the images
of a given domain, which numerically is sampled with a finite set of points. If the points
of the orbit x0,x1, . . . ,xn were random independent variables, the correlation would vanish
for any n. For a deterministic Hamiltonian system the correlation does not decay or decays
as n−1 for regular orbits whereas it decays exponentially fast to zero for chaotic orbits. If
the system is perturbed deterministically, stochastically or by round-off the perturbed orbit
looses memory of the unperturbed one. The Fidelity is defined as the correlation between the
unperturbed orbit and the perturbed one after n iteration of the perturbed map according
to
Fˆ(n) =< f(M
n)f(Mn ) > − < f >µ< f >µ 
F(n) =< f(M
n)f(Mn ) > − < f(Mn ) >< f(Mn) >
(37)
where µ  is the invariant measure associated to the perturbed mapM , namely the stationary
measure in the case of random perturbations. For Hamiltonian systems the invariant and
the stationary measures are equal to the normalized Lebesgue measure µ = µ = m so
that there is a unique definition (also for the correlation) and the term to be subtracted in
equation 37 is 〈 f 〉2. Another definition of Fidelity (related to REM), for symplectic maps,
is the following
F (R) (n) =< f(M
−n
 ◦Mn ) f > − < f >2 (38)
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For regular maps such as translations on the torus Td the correlations and the Fidelity do
not decay. For anisochronous maps on the cylinder C = Td× I (where I is a pluri-interval in
Rd to which the actions belong) the correlations and the Fidelity decay as 1/n for observables
whose average on every torus is the same. This behavior is typical of integrable systems. For
random perturbations depending on ξ where ξ is a vector of independent random variables
with zero mean and unit variance, the Fidelity of M  with respect to M decays exponentially
if M is a regular map
F(n) ∼ e−d2n ∼ exp
(−c 2n2β) (39)
where the exponent β is 3/2 for a generic observable. For an isochronous system where the
angle is stochastically perturbed the exponent is β = 1/2. For chaotic maps the Fidelity
decays as
F(n) ∼ e−d2n ∼ exp
(−c 2102nβ) (40)
If M is the one period map we have β = λ T/ ln 10 where λ is the maximum Lyapunov
exponent. If we choose M equal to the one step map M∆t then β = λ∆t/ ln 10. If M is
the Poincare´ map the time between two intersections is comparable with T so that β ∼
λ T ln(10). The Fidelity exhibits a plateau extending from n = 0 to n = n∗ defined by
n∗ =
ln −1
β ln 10
(41)
followed by a super-exponential decay. These results where proved for linear maps on the
torus and the cylinder with additive noise M  = M + ξ [19]. Rigorous results in a more
general setting for deterministic perturbations were obtained for chaotic maps with expo-
nentially decaying correlations [18]. If the perturbation is due to the round-off then the
Fidelity does not decay for regular maps such as the translations on the torus Td. If the
perturbation is a frequency shift linearly depending on the action, the Fidelity decays as
1/n.
The Fidelity behavior when the perturbation is due to the round-off changes drastically for
an integrable system if action angle or Cartesian coordinates are used. In the first case the
forward and reversibility error do not grow and the Fidelity does not decay. In the second
case the error grows with a power law whose exponent is β = 1/2 if the map is isochronous,
β = 3/2 if it is anisochronous. Correspondingly the Fidelity has an exponential decrease
with the same exponent β. When Cartesian coordinates are used the map is computationally
complex enough that round-off and random perturbations produce the same effect. In action
angle variables the round-off is ineffective whereas the random perturbations cause a power
law growth of the global error and an exponential decay of Fidelity according to equations 39
and 40. We have checked numerically this behavior for harmonic and anharmonic oscillators.
Non-integrable Hamiltonians exhibit both regular and chaotic orbits. The Fidelity decay is
exponential an super-exponential respectively and the decay law is the same for the round-
off and random perturbations [21], [22] in agreement with the same exponential growth of
the global error described in the previous section.
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For the 3-body problem we have computed the Fidelity for the Poincare´ map in the rotating
system because it is 2D using stochastic perturbations of amplitude  > 10−6. In this case
linear interpolation can be used since the error it involves is at least 4 orders of magnitude
below the random error (the use of the He´non method is not straightforward since the
integration is carried out in the fixed reference frame).
Figure 8: Unperturbed and noisy orbits. Left panel: projection on the (x, vx = x˙) phase plane of a regular
orbit in the Poincare´ section (y = 0, y˙ = 0) with a stochastic perturbation of amplitude  = 10−3 (red dots).
The initial point is x(0) = 0.68 and x˙ = 0 in the Jacobi manifold J = 3.07. The unperturbed orbit is also
shown (blue dots). Right panel: chaotic orbit with initial points x(0) = 0.56 (blue dots). The orbit with a
stochastic perturbation of amplitude  = 10−4 is shown (red dots).
The Jacobi manifold is defined by J = 3.07 and the section half plane is y = 0, y˙ >
0. The symplectic perturbation in this case is introduced in the second order integrator
M
(2)
∆t = I + ∆tN by modifying it into M
(2)
,∆t = I + ∆tN(1 + 0ξ). By composing three
second order maps the fourth order symplectic map M
(4)
,∆t is obtained and the Poincare´ map
M is computed. If ∆t = T/ns then the number of iterations from two subsequent sections
is comparable with ns. We have chosen ns = 100. The random vector was changed only
after each section and kept constant until the next section; changing it at every time step
produced no significant difference.
We have analyzed the Fidelity for two distinct initial conditions on the Poincare´ section:
x(0) = 0.68 for a non resonant orbit diffeomorphic to a circle, and x(0) = 0.56 for chaotic
orbit. The initial point x(0) = 0.55 considered in the previous section belongs to a stable
resonant orbit formed by three islands. The orbits in the phase plane (x, x˙) with and without
the stochastic perturbation are shown in figure 8.
For the regular orbit we consider a sequence of values of the noise amplitude 0 = 2
1−m 10−3
for 0 ≤ m ≤ 4. The effective perturbation of the map is 0 ∆t = 0 2pi/ns. The Fidelity
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exhibits an exponential decay which can be fitted by
F(n) = F(0) exp(−C( )n3). (42)
In figure 9 left we show the Fidelity for the observable f(x) = x and the result of a least
Figure 9: Fidelity for a regular and chaotic orbit with noise. Left panel: plot of the Fidelity F (n) for the
observable f = x in the case of a regular orbit with initial point x(0) = 0.68 and x˙(0) = 0, stochastically
perturbed. The small squares are the results of simulations with different values of the stochastic pertur-
bation amplitude:  = 2 10−3 red squares,  = 10−3 green squares,  = 5 10−4 blue squares,  = 2.5 10−4
purple squares,  = 1.25 10−4 gray squares. The number of steps per period for the symplectic fourth order
integrator is ns = 100. The number of realizations of the stochastic perturbation is N = 100. The continu-
ous lines are the fits according to equation exp(−C( )n2β). The fitted coefficients C( ) exhibit a quadratic
dependence on  namely C( ) = c 2 in agreement with equation 39. Right panel: plot of the Fidelity
F (n) for a chaotic orbit with initial point x(0) = 0.56, x˙(0) = 0 stochastically perturbed. The perturbation
amplitude is:  = 10−4 purple squares,  = 10−6 green squares,  = 10−8 cyan squares,  = 10−10 blue
squares,  = 5 10−12 dark blue squares,  = 10−14 gray squares. The vertical lines correspond to the end of
the plateaus n∗(), which depend linearly on ln(1/).
squares fit according to equation 42. The coefficients C() obtained from the fit exhibit a
quadratic dependence on  according to C( ) = c 2 with c ' 30. In a previous paper [19],
the decay rate exp(− 2 n3) was proved to occur for a stochastically perturbed map of the
cylinder for an observable f(θ) where θ is the angle variable. In the 3-body problem the
unperturbed orbit is close to a circle and the radial diffusion of the perturbed orbit shows that
the perturbation affects also the action variable . As a consequence since x ' (2)1/2 cos θ
the observed decay law is compatible with the result proven for the stochastically perturbed
map of the cylinder. For the chaotic orbit we compute the Fidelity for the sequence of
values of the noise amplitude 0 = 10
−2m for 2 ≤ m ≤ 7 though only for m ≤ 4 the error in
the linear interpolation can be safely neglected. In figure 9 right we show the plots of the
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Fidelity F(n). For any value of  the Fidelity exhibits a plateau up to a value n∗( ). The
plateaus followed by a super-exponential decay are observed in other chaotic maps and the
result was rigorously proved for the Bernoulli maps [19], where n∗ was given by equation 41.
In the present case the growth of n∗ is linear with ln(1/ ) to a very good approximation.
6. Conclusions
In this paper we have applied the Reversibility Error Method (REM) and the Fidelity
analysis to investigate the dynamic stability of the restricted three body problem. The per-
turbation is due either to the round-off or to random errors. The combined use of REM and
Fidelity appears to be adequate to explore the dynamical features on a given invariant Jacobi
manifold. The reversibility error provides asymptotically the same information as the for-
ward error but does not require the exact computation of the unperturbed orbit. Therefore,
is well suited to inspect the effect of round-off. The loss of memory of the perturbed orbit
it is measured by the Fidelity decay whose computation requires a Monte-Carlo sampling
of the unperturbed orbits. The round-off appears to produce the same effects as random
perturbations, if a single realization is considered, provided that the map is sufficiently com-
plex from the computational viewpoint. In the case of random perturbations a smoother
asymptotic behavior of the error is achieved by averaging over several realizations. The
computation of the reversibility error for a fixed number of iterations on a grid of points on
a 2D manifold, combined with a color plot for visualization, is a straightforward procedure
which allows to explore the dynamic stability of the map, especially in the transition regions.
To distinguish regular from chaotic orbits very low value of n can be used (n < 100) just
as for the Fast Lyapounov Indicator (FLI). The maximum Lyapunov exponents and related
indicators require more elaborate algorithms and extrapolations to infinity. The remarkable
property of the REM method allow to quantify the global error due to the round-off.
The Fidelity is computationally expensive but provides statistical information. For regular
orbits with a random perturbation of amplitude  the REM and FEM global errors growth
follows a power law  nβ whereas the Fidelity exhibits an exponential decay e−c 
2 n2β . For
chaotic orbits with a random perturbation the REM and FEM global error growth is  10nβ,
whereas the Fidelity decay is exp(−c 2 102nβ).
For the symplectic map used to integrate the 3-body problem the asymptotic behavior of
REM and FEM global errors due to a random perturbation and the corresponding decay of
Fidelity are fully confirmed. We have observed that the REM global errors growth and the
Fidelity decay for the round-off are asymptotically the same as for random perturbation,
even though the uncertainty on the exponent β is larger. This result is expected if the map
is complex enough from the computational viewpoint. For an integrable system the result
is different when action angle variables are used, since the computational complexity is too
low. Indeed with round-off the REM error vanishes and the Fidelity does not decay, whereas
with a random perturbation the previous scaling laws are satisfied.
To summarize we claim that REM and Fidelity appear to be adequate to analyze the dy-
namic stability of non-integrable systems with a few degrees of freedom. Their use may be
recommended to explore the transition regions where regular and chaotic dynamics coexist
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and their relative weight affects the statistical properties, as observed and proved for simple
models, in the case of Poincare´ recurrences [30]. The results obtained for the 3-body problem
suggest the application of REM and Fidelity to the few body problem as the next natural
step. The few body problem is a key issue in the description of observed exo-planets ([31]).
Indeed the stability of planets in the habitable zone is a necessary, tough not sufficient,
condition for the existence of extraterrestrial life [32], [33]. The presence of MMRs can
stabilize or destabilize the orbit of a planet and the consequent evolution of the planetary
system (see for instance [34]). The recent progress in the field of planetary science, due
to the Kepler [35] and GAIA missions [36], give the opportunity to test a lot of planetary
systems including resonant or quasi-resonant exo-planets ( see [37] for a review of known
resonant or quasi resonant extra-solar systems). Other fields of astrophysics which might
benefit of the proposed approach are the characterization of regular and chaotic orbits in
elliptical galaxies [38], the motion of binary black holes at the centre of galaxies [39] and
generic Hamiltonian astrophysical systems (for example [40], [41] and reference therein).
One of the future and relevant application in astrophysics is the study of stochastic orbits
in axial-symmetric potentials built with the technique of holomorphic shift [42].
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Appendix A. Error analysis for 2D linear symplectic maps
We consider the case of a 2× 2 symplectic matrix A distinguishing three possible cases:
I) If |Tr (A)| > 2 the eigenvalues are real and A = UΛU−1 where Λ = diag (eλ, e−λ).
Choosing detU = 1 we introduce the positive matrix
V = UTU =
a b
b c
 a, c > 0 ac− b2 = 1 (A.1)
The traces of Ak (Ak)T and V Λk V −1Λk are equal and we obtain the asymptotic behavior of
dn according to
Tr (Ak (Ak)T ) = ac e 2kλ + ac e−2kλ − 2b2 −→ dn = C  enλ +O(n e−λn) (A.2)
where C = (ac)1/2 (1 − e−2λ)−1/2. This asymptotic approximation to dn is valid only for λ
sufficiently greater than zero. Taking the limit λ→ 0 in the exact expression for dn we have
dn =
√
2  n1/2.
II) If |Tr (A)| < 2 the eigenvalues are complex of unit modulus e±iω so that we can write
A = UR(ω)U−1 where R is the rotation matrix and U is a real matrix real. Still using the
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matrix V = UT U introduced above we evaluate the trace of Ak (Ak)T and the asymptotic
behavior of dn according to
Tr (Ak (Ak)T ) = 2 cos2(kω) + (a2 + c2 + 2b2) sin2(kω) −→ dn = a+ c√
2
 n1/2 +O(n−1/2)
(A.3)
III) If TrA = 2 then either A = I in which case dn = n
1/2 or A has the Jordan form
A = UΛU−1 where Λ =
(
1 α
0 1
)
. Using the matrix V defined as above the trace of Ak (Ak)T
and the asymptotic behavior of dn is given by
Tr (Ak (Ak)T ) = a2 α2 k2+2 −→ dn = 
[
a2 α2
6
(2n3 + 3n2 + n) + 2n
]1/2
=
a√
3
α  n3/2+O(n1/2)
(A.4)
The last two cases we have examined correspond to the behavior of an integrable map. In
particular the second case corresponds to an isochronous map in cartesian coordinates, the
third case to an anisochronous map in action angle coordinates (when α = 0 we recover
the isochronous case in action angle coordinates). As a consequence the distance grows as
n1/2 for an isochronous system and as n3/2 for an anisochronous system. The expression
of d
(R)
n define in equation 27 and using A.2, A.3 and A.4 is immediately obtained. The
sums in 27 entering the definitions of (d
(R)
n )2 and (dn)
2 give exactly the same results, since
A and A−1 have the same eigenvalues. The contribution of Tr [A−n
(
A−n
)T − I] does not
change the leading term in the asymptotic expressions. As a consequence d
(R)
n =
√
2 dn up
to the remainder terms both in the expanding and the integrable case. For the round-off
the distances dn and d
(R)
n exhibit large fluctuations as in the case of random errors when a
single realization is considered. The expressions for (d
(R)
n )2 and (dn)
2 given by equations 25
and 26 involve an average which reduced the fluctuations. If the map is computationally
sufficiently complex then the asymptotic behavior of dn and d
(R)
n for the round-off is the
same and agrees with the one observed and theoretically predictable for random errors.
To support the previous results on the 2D maps we propose a simple exercise for an integrable
Hamiltonian H = 2piH(p) in angle action coordinates (φ = 2pix, p), The scaled system with
coordinates (x, p) and HamiltonianH(p) is defined on the cylinder T×I where T is the interval
[0, 1] with identified endpoints and I = [0, a]. The stochastically perturbed Hamiltonian is
H = H(p) + 0pξx(t)− 0xξp(t) where ξx(t) and ξp(t) are independent white noises. Letting
Ω(p) = dH/dp the equations of motion and their solution, up to corrections of order 20, are
x˙ = Ω(p) + 0ξx(t) p˙ = 0ξp(t)
x = x0 + Ω(p0) t+ Ω
′(p0) 0w1 p(t) + 0wx(t) p = p0 + wp(t)
(A.5)
where w(t) =
∫ t
0
ξ(s) ds denotes the Wiener noise and w1(t) =
∫ t
0
w(s) ds. The result, based
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on the first order Taylor expansion of Ω(p), is valid as long as  |wp(t)|  p0 namely for
t1/2  p0. In this case the distance growth after averaging on the process is
d(t) =
[〈
(x− 〈x〉)2 + (p− 〈p〉)2
〉]1/2
= 0
[
(Ω′(p0))2
t3
3
+ 2t
]1/2
(A.6)
The map M which integrates the previous equation is
xn = xn−1 + Ω(pn)∆t+ 0
√
∆t ξx, n pn = pn−1 + 0
√
∆t ξp, n (A.7)
where ξx, n, ξp, n are independent random variables with zero mean and unit variance. Notice
that the amplitude of noise in the symplectic integrator is  = 0 (∆t)
1/2. The map is
non linear but DM = A is constant since pn = p0 on the unperturbed trajectory. As a
consequence DM = A has the Jordan form A =
(
1 α
0 1
)
with α = Ω′(p0)∆t. Letting
∆t→ 0 keeping t = n∆t finite the same result as A.6 is obtained.
The n3/2 growth of the forward error due to round-off has been observed for an integrable
system in the specific case of central motion with −1/r potential [7] and explained by
assuming that the round-off behaves as a random perturbation .
For a generic system there is a smooth transition from the n1/2 to the n3/2 growth law as
the anisochronicity increases continuously starting from zero. A power law approximation
dn = c  n
γ using the least squares fit to dn given by equation 29 (which reduces to equation
A.3 in the isochronous case and to A.4 in the anisochronous case) with t = n∆t, provides
an exponent γ(α) which smoothly varies between the asymptotic values 1/2 to 3/2 with
a transition at α ∼ 1. We have checked this numerically for the anharmonic oscillator
whose Hamiltonian in Cartesian coordinates is H = (p2 + x2)/2 + ηx4/4. Choosing M to be
the fourth order symplectic integrator map with a random perturbation we have computed
with a least squares fit the power law exponent β as a function of η for the same initial
condition (x0, p0). The dependence of β on the nonlinearity strength η obtained by fitting
the analytic expression dn given by equation 29 is quite similar. When the error is due to
the round-off β(η) has large fluctuations, just as for a single realization of random errors,
but the asymptotic limits and the transition region are the same.
Appendix B. Second order symplectic integrators
The coordinates and velocities transformation from the rotating to the fixed frame and
vice versa read
xF
yF
x˙F
y˙F
 =
 R(−t) 0
−R˙(−t) R(−t)


x
y
x˙
y˙


x
y
x˙
y˙
 =
R(t) 0
R˙(t) R(t)


xF
yF
x˙F
y˙F
 . (B.1)
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For brevity we denote the previous transformations as
x(t) = R(t)xF(t) xF (t) = R−1(t)x(t) (B.2)
The second order integrator of Hamilton’s equations in the fixed frame corresponding to
the operator e∆t/2DVF e∆tDTTF e∆t/2DVF explicitly read
xF, k+1 = xk +
[
pxF, k∆t+ fx(xF, k, yF, k, τk)
(∆t)2
2
]
yF, k+1 = yF, k + py k ∆t+ fy(xF, k, yF, k, τk)
(∆t)2
2
τk+1 = τk + ∆t
(B.3)
followed by
pxF k+1 = pxF, k +
[
fx(xF, k, yF, k, τk) + fx(xF, k+1, yF, k+1, τk+1)
]∆t
2
py F, k+1 = py F, k +
[
fy(xF, k, yF k, τk) + fy(xF, k+1, yF, k+1, τk+1)
]∆t
2
pτ k+1 = pτ k +
[
fτ (xF, k, yF k, τk) + fτ (xF, k+1, yF, k+1, τk+1)
]∆t
2
(B.4)
where fx, fy, fτ are the derivative of −VF (xF , yF , τ), defined in equation 1, with respect
to xF , yF , τ . The second order integrator of Hamilton’s equations in the rotating frame
corresponding to the operator e∆t/2DV e∆tDT e∆t/2DV explicitly readxk+1
yk+1
 = R(∆t)
xk + px k∆t+ fx(xk, yk)(∆t)2/2
yk + py k∆t+ fy(xk, yk)(∆t)
2/2

px k+1
py k+1
 = R(∆t)
px k + fx(xk, yk)∆t/2
py k + fy(xk, yk)∆t/2
+
fx(xk+1, yk+1)
fy(xk+1, yk+1)
 ∆t
2
(B.5)
where fx = −∂V/∂x, fy = −∂V/∂y.
Appendix C. maximum Lyapunov Characteristic Exponent: mLCE
We consider a symplectic map M and the nearby orbits with initial points x0 and x0+w0
where ‖w0‖ = 1. The evolution is given by xn = Mn(x0) and xn + wn = Mn(x0 + w0).
The Lyapunov exponent is defined by
λ = lim
n→∞
lim
→0
1
n
log dn
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where dn is the orbit divergence at step n
dn = ‖wn‖ = ‖DT n(x0)w0‖+O()
Given an invariant ergodic component of the constant energy manifold the sequence con-
vergences to the mLCE λ for all the initial directions w0 of the initial perturbation except
for a set of measure zero corresponding to the eigenvectors of the smallest Lyapunov expo-
nent. For chaotic orbits the growth of the distance is dn ∝ eλn and consequently it rapidly
reaches the diameter of the invariant sub-manifold. In order to avoid this a renormalization
procedure has to be used. The procedure is the following. Letting yn and (yn)R be the
nearby orbit and the re-normalized nearby we have starting from n = 1
x1 = M(x0)
y1 ≡ x1 + w1 = M(x0 + w0) =
= x1 + w1 +O()
w1 = DM(x0)w0,
(C.1)
and at this step
(y1)R = y1
(d1)R = d1
(C.2)
then at the second step
x2 = M(x1)
y2 ≡ x2 + w2 = M(x1 + w1) =
= x2 + DM(x1)w1 +O(
2)
(C.3)
and the renormalized vector (y2)R is defined by
(y2)R = M
(
x1 + 
w1
d1
)
= x2 + 
w2
d1
+O(2)
(d2)R =
1

‖ (y2)R − x2‖ = d2
d1
+O().
(C.4)
As a consequence d2 = (d2)R (d1)R. In general at step n we have
xn = M(xn−1)
yn ≡ xn + wn = M(xn−1 + wn−1) =
xn + DM(xn−1)wn−1 +O(2),
(C.5)
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and the renormalized vector (yn)R is defined by
(yn)R = M
(
xn−1 + 
(wn−1)R
(dn−1)R
)
=
= xn+ DM(xn−1)
wn−1
(dn−1)R
+O(2) =
= xn + (wn)R +O(
2).
(C.6)
It follows that
(wn)R = DM(xn−1)
wn−1
(dn−1)R
+O() =
=
DM(xn−1DM(xn−2) · · ·DM(x1)DM(x0)w0
(dn−1)R(dn−2)R · · · (d1)R +O() =
=
wn
(dn−1)R(dn−2)R · · · (d1)R +O().
(C.7)
The final result reads
dn = ‖wn‖ = (dn−1)R(dn−2)R · · · (d1)R +O(),
and the mLCE is expressed by
λ = lim
n→∞
lim
→0
1
n
n−1∑
j=1
log(dj)R.
The algorithm is extremely simple and is expressed by the recurrence
(wn−1)R = (yn−1)R − xn−1
(dn−1)R = ‖wn−1‖
(yn)R = M
(
xn−1 + 
(wn−1
(dn−1)R
) (C.8)
initialized by
(w1)R = w1 = M(x0 + w0)− x1
(y1)R = M(x0 + w0)
(d1)R = d1 = ‖w1‖.
(C.9)
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