Abstract. A single-image super-resolution (SR) method is proposed. The proposed method uses a generated dictionary from pairs of high resolution (HR) images and their corresponding low resolution (LR) representations. First, HR images and the corresponding LR ones are divided into patches of HR and LR, respectively, and then they are collected into separate dictionaries. Afterward, when performing SR, the distance between every patch of the input LR image and those of available LR patches in the LR dictionary is calculated. The minimum distance between the input LR patch and those in the LR dictionary is taken, and its counterpart from the HR dictionary is passed through an illumination enhancement process. By this technique, the noticeable change of illumination between neighbor patches in the super-resolved image is significantly reduced. The enhanced HR patch represents the HR patch of the super-resolved image. Finally, to remove the blocking effect caused by merging the patches, an average of the obtained HR image and the interpolated image obtained using bicubic interpolation is calculated. The quantitative and qualitative analyses show the superiority of the proposed technique over the conventional and state-of-art methods.
Introduction
The resolution of an image is one of its important properties. This is, however, limited to the capabilities of the image acquisition device, mainly the imaging sensor. 1 The size of this sensor defines the available spatial resolution of produced images. Thus, for increasing the spatial resolution of an image, one could increase the sensor density by reducing the spaces allocated to each pixel on the sensor or simply by increasing the size of the sensor. The latter solution is expensive and slows down the imaging process, while the former solution decreases the amount of light incident on each sensor, which in turn increases the shot noise. 1 Applying various signal processing techniques is the other approach for enhancing the resolution of an image. One of the famous techniques for this purpose is super resolution (SR). [2] [3] [4] [5] The basic idea behind SR methods is to recover/estimate one or more high resolution (HR) image(s) from one or more low resolution (LR) images. 6, 7 Huang and Tsai 8 as pioneers of SR proposed a method to improve the spatial resolution of satellite images of earth, where a large set of translated images of the same scene are available. They showed that SR, using multiple offset images of the same scene and a proper registration, can produce better HR images compared with spline interpolation. Since then, SR methods have become common practice for many applications in different fields, such as remote sensing, 9, 10 surveillance video, [11] [12] [13] [14] medical imaging such as ultrasound, magnetic resonance imaging, and computerized tomography scan, [15] [16] [17] [18] optical character recognition problems, and face recognition. [19] [20] [21] [22] [23] Different techniques have been developed for performing SR. 2, 24, 25 One such technique is based on sparse representation. In Ref. 26 , a downsample version of HR images is considered as LR images, whose patches were assumed to have a sparse representation with respect to an overcomplete dictionary of prototype signal-atoms where signals are described by sparse linear combinations of these atoms. They showed that the HR image can be correctly recovered from the downsampled signal using the compressed sensing principle. Their method illustrated the effectiveness of sparsity as a prerequisite for regularizing the otherwise ill-posed SR problem.
Yang et al. 27 presented an approach to SR, based on sparse signal representation. They showed that image patches can be represented as a sparse linear combination of elements from a properly chosen complete dictionary. They sought a sparse representation for each patch of the LR input image, and then used the coefficients of this representation to generate the HR output. Their proposed method enforced the similarity of sparse representations between the LR and HR image patch pairs with respect to their own dictionaries. The HR image patch was generated by applying the HR image patch dictionary and the sparse representation of an LR image patch. They used their algorithm for general image SR and the special case of face hallucination.
The sparse representation is used to generate a scaled-up image in Ref. 28 , proposed by Zeyde et al. They started their work using the concept of the method of Refs. 26 and 27 but simplified the overall process both in terms of the computational complexity and the algorithm architecture, using a different training approach for the dictionary-pair, and introduced the ability to operate without a training-set by bootstrapping the scale-up task from the given LR image.
Peleg and Elad 29 used a statistical prediction model based on sparse representations of LR and HR image patches to generate an HR image. Their proposed method allowed them to avoid any invariance assumption, which was a common practice in sparsity-based approaches treating this task. Minimum mean square error estimation is used to predict the HR patches, and the resulting scheme had the useful interpretation of a feedforward neural network. They also recommended data clustering and cascading several levels of the basic algorithm.
Zhu et al. 30 introduced an idea for quick single image SR, which was tailored to the specifications of sparse representation, developed on the basis of self-example learning. The desirable efficiency of the foregoing method arises from the replacement of the regular singular value decomposition (SVD) by the K-SVD, which was aimed at accelerating the computation upon utilizing more simplistic approximation, along with the orthogonal matching pursuit algorithm, being able to satisfy the conditions of the aforementioned approach more appropriately via entailing considerably fewer signals.
In this work, we contribute to the field of image SR by introducing the following new steps:
• Compared with the work in Ref. 27 , we do not employ a sparse representation but utilize separate dictionaries for LR and HR patches.
• The minimum distance between input LR patches and LR patches in the LR dictionary is used for choosing a corresponding HR patch in the HR dictionary.
• A mean shift method is used for illumination enhancement to avoid blocking effects in the superresolved image.
Furthermore, we show that the dictionaries used in the proposed system can be reduced in size quite a lot, without affecting the performance of the system. The quantitative and qualitative experimental results show the superiority of the proposed method over the state-of-the-art of Ref. 29 , which uses sparse representation, and the more recent technique of Ref. 31 , which uses deep learning techniques based on convolutional neural networks (CNN).
The rest of this paper is organized as follows. A detailed overview of the proposed method is presented in Sec. 2. Section 3 reports and discusses the results of the experiments carried out. Finally, Sec. 4 concludes the paper.
Proposed System
In this section, first we present some notation for our work. Then, the way we have built the LR and HR dictionaries is discussed. Then, we continue with the details of the proposed system.
The LR and HR images are represented as matrix
, and α > 1 is some integer scale-up factor. The blur operator is denoted by H∶R N h ×M h → R N h ×M h , and the decimation operator for a factor α in each axis is denoted by Q∶R N h ×M h → R N l ×M l , which discards rows and columns from the input image (nearest neighbor interpolation function is used as a decimation function in this work). Two acquisition models are commonly used in the literature 29 to describe how an LR image is generated from an HR image, and each of them has a different rationale. The first assumes that prior to decimation, a known low pass filter is applied on the image E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 6 8 6
where v is an additive noise in the acquisition process. The corresponding problem of reconstructing Ψ h from Ψ l is also referred to in the literature as zooming deblurring. 32 The second acquisition model 27, 29, 31 assumes that there is no blur prior to decimation, namely Ψ l ¼ QfΨ h g þ v, so image reconstruction is cast as a pure interpolation (zooming) problem. In other words, the problem is only filling out the missing pixels between the original pixels in the input LR image, which remain unaltered in the recovered HR image. In this work, the second model is considered, and the images are assumed to be noise free, i.e., v ¼ 0.
Let P k ¼ R k n Ψ be an image patch of size n × n centered at location k and extracted from the image Ψ by the linear operator R. Hence, the LR and HR patches are extracted as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 5 0 1
where α is the scale-up factor, h refers to HR, and l refers to LR. Extracted patches of HR images and their corresponding LR patches are saved in two dictionaries of HR patches D h and LR patches D l , respectively. Hence, every P k l ∈ D l has a correspondence in D h . Th mapping between these two pairs is expressed by f as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 4 0 3
The main motivation for the proposed model is the desire to predict a missing HR detail for each LR patch via a pair in the created D l and D h dictionaries. Following the block diagram of the proposed system, shown in Fig. 1 , we first find all the patches of the input LR image,Ψ l , using R q n centered at location q E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 3 0 5P
Then the minimum distance between each patch,P q l , and all patches in D l is calculated by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 2 5 0
where κ refers to the index of the patch in D l , which has the minimum distance from theP q l of the input LR image. Having found a patch in the LR dictionary with a minimum distance to P q l , its HR corresponding patch is found in D h and replaced in the HR image by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 1 2 8P
To avoid a sudden change of illumination, 33 a simple illumination enhancement (mean shift) is applied toP 
This process is repeated until the last patch of the input LR image. Finally, all founded HR patches are merged together according to their location to get the HR image, Ψ h . The generated image has some blocking effect, which is not desired. To remove this effect, the LR input image, Ψ l , is also interpolated using bicubic interpolation with the same scaling factor, using E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 3 0 6Ψ
where B is the bicubic interpolation operator with a scalingup factor of α. Finally, the HR image,Ψ h , is calculated by averaging the HR image obtained by merging patches,Ψ h , and the HR image obtained by bicubic interpolation,Ψ b h , as shown in E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ;
The general steps of the proposed single image SR method are summarized and shown in Algorithm 1 and are illustrated in Fig. 1 .
One of the main constraints in dictionary-based SR algorithms is the huge size of the dictionaries. There exist many patches within the dictionaries that are very similar to one another. As one of the contribution of this work, to reduce the number of patches in the dictionary, we tried to find the set of patches that spans the vector space, which includes all the patches as well as the structural similarity between patches. For the first approach, the selected patches are independent or almost independent from each other. To find the independent and almost independent patches, we used SVD. Then, the Euclidean distance between the vector of Algorithm 1 Single image SR schema.
Input: LR image and scale-up factor.
Output: HR image.
1 Image interpolation using bicubic interpolation with the scale-up factor to generate a scaled-up image fromΨ l .
2 Extract LR patches centered at locations q from the LR image.
for q do 4
Compute the minimum distance between the LR patch and the LR patches in D l .
5
Find the corresponding HR patch with the LR patches that has minimum distance.
6
Enhance the illumination of HR patch.
7
Replace the HR patch inΨ h .
end for
9 Find the average betweenΨ h andΨ b h .
10 Generate HR image. singular values of patches have been calculated. The patches who are discriminant enough from the other ones, i.e., the calculated cross distance is bigger than threshold value, τ, are kept in the dictionary. The threshold, τ, is selected based on the application. In this work, we reduced the size of dictionary by 30%, and the visual quality dropped only 0.07 dB (discussed more in the next section). Another approach of dictionary reduction proposed in this work is based on a structural similarity index (SSIM). To remove patches that are structurally similar to other patches, a similarity between all patches is calculated using SSIM; then, patches with a similarity index more than threshold τ are removed from the dictionaries. Similar to the previous approach, the threshold, τ, is selected based on the application. In this approach, we reduced the size of dictionary by 45%, and the visual quality dropped only 0.08 dB (discussed more in the next section).
Experimental Results
In this work, 581 HR images from different databases, namely, the LFW face database 34 and some standard test image databases, 35 are used to make the HR dictionary, D h , and its corresponding LR dictionary, D l . These images are selected from different categories, such as faces images, natural images, and texture images. Some of these images are shown in Fig. 2 .
For making the LR dictionary, the HR images are downsampled by factor of 2 and 4, i.e., in our experimental results, we conduct SR with scaling factors of α ¼ 2 and α ¼ 4. Then patch sizes of 8 × 8, 16 × 16 for making HR dictionaries and patch sizes of 4 × 4 are chosen for making the LR dictionary. All HR images used for this work are set on the size of 256 × 256. Also, the input LR test images of all SR techniques used for the experimental results were obtained by downsampling their HR original counterparts using nearest neighbor kernel. It should be mentioned that the test images are not used in constructing the dictionaries.
For testing, many well-known benchmark images (such as Butterfly, Comic, Flowers, Foreman, Girl, Lena, Man, Pepper, Starfish, and Zebra) were used.
The peak signal-to-noise ratio (PSNR) and SSIM are used to evaluate the imperceptibility characteristics quality measurement. Tables 1-4 show the PSNR values in dB and SSIM values for sparse coding based network (SCN), 36 the CNN based SR method of Ref. 31, Peleg and Elad's system of Ref. 29 , and the proposed SR system (with and without mean shift) for the aforementioned images, respectively. It can be seen from these tables that the proposed system, even without the mean shift step, outperforms the other methods, and, involving the mean shift, improves the results even further.
For the Lena image, the PSNR of the proposed method is 3.37, 3.50, and 3.01 dB higher than those of the SCN, 36 CNN-based technique of Ref. 31 , and SR method of Peleg and Elad's, 29 respectively. Table 1 shows that, for instance, for the pepper image, the PSNR of our proposed super-resolved image is about 4.4 and 4 dB higher than those of the SRCNN 31 and the Peleg and Elad's method in Ref. 29 , respectively. The average of the 
Observations on Dictionary Size
In the previous section, we have shown that the proposed SR algorithm outperforms state-of-the-art SR algorithms in terms of known measurements criteria of PSNR and SSIM. In this section, we show that the dictionaries that are used in the proposed system are reducible to a great degree, with a negligible reduction in the performance of the system. Tables 5 and 6 report performance reduction of the system in terms of PSNR, when dictionary size reduction is done using the SSIM technique mentioned in the previous section. The size of LR patches is 4 × 4 and 8 × 8, in Tables 5 and 6 , respectively. These tables as well as Fig. 4 show that average PSNR results of tested images do not drop significantly when ∼50% of dictionary size is reduced. 31 Peleg and Elad's method, 29 the proposed method without mean shift and the proposed method with mean shift, respectively. A similar observation is seen in Table 7 and Fig. 4 when dictionary reduction is based on the SVD approach. It shows that a significant drop in performance of the system happens only when ∼80% of the size of the dictionary is reduced. Figure 5 shows a visual comparison between using the original size of the dictionary and a reduced version of that using two approaches of SSIM-based dictionary size reduction and SVD-based dictionary size reduction.
Since the dictionary size is reduced by 73%, the speed of the system compared with the original size of dictionary is improved by 62.5%
Conclusion
In this work, a single-image SR method based on generating a dictionary from pairs of HR and their corresponding LR images was proposed. First, HR and LR pairs were divided into patches to make HR and LR dictionaries, respectively. The initial HR representation of an input LR image was calculated by merging the HR patches from the HR dictionary with those LR patches that have the closest distance to the patches of the input LR image. Each selected HR patch was processed further by passing through illumination enhancement processing to reduce the noticeable change of illumination between neighbor patches in the super-resolved image. To reduce the blocking effect, an average of the obtained SR image and the bicubic interpolated image was calculated. The quantitative and qualitative analyses of the experimental results showed the superiority of the proposed technique over conventional and state-of-the-art techniques. 
