Abstract. In this paper, claims by Lemmens and Seidel in 1973 about equiangular sets of lines with angle 1/5 are proved by carefully analyzing pillar decompositions, with the aid of the uniqueness of two-graphs on 276 vertices. The Neumann Theorem is generalized in the sense that if there are more than 2r − 2 equiangular lines in R r , then the angle is quite restricted. Together with techniques on finding saturated equiangular sets, we determine the maximum size of equiangular sets "exactly" in an r-dimensional Euclidean space for r = 8, 9, and 10.
Introduction
A set of lines in a Euclidean space is called equiangular if any pair of lines forms the same angle. For examples, the four diagonal lines of a cube are equiangular in R 3 with the angle arccos(1/3), and the six diagonal lines of an icosahedron form 6 equiangular lines with angle arccos(1/ √ 5). The structure of methan CH 4 also contains equiangular lines: carbon-hydrogen chemical bounds form the same angle (about 109.5 degrees). Equiangular lines in real and complex spaces are related to many beautiful mathematic topics and even quantum physics, such as SIC-POVM [RBKSC04, SG10, Sco06, Zau] . First, equiangular lines in real spaces are equivalent to the notion of two-graphs which caught much attention in algebra [GR13] . A classical way to construct equiangular lines comes from combinatorics designs. For instance, the 90 equiangular lines in R 20 and 72 equiangular lines in R 19 can be obtained from the Witt design. The details can be found in Taylor's thesis in 1971 [Tay71] . The spherical embedding of certain strongly regular graphs can also give arise to equiangular lines [Cam04] ; the maximum size of equiangular lines in R 23 is 276 which can be constructed from the strongly regular graphs with parameters (276, 135, 78, 54). Such configuration is the solution to the energy minimizing problems [SK97] , also known as the Thomson Problem. The Thomson problem is to determine the minimum electrostatic potential energy configuration of N electrons constrained to the surface of a unit sphere that repel each other with a force given by Coulomb's law. The physicist J. J. Thomson posed the problem in 1904 [Tho04] . The configuration of several maximum equiangular lines would give arise to the minimizers of a large class of energy minimizing problems called the universal optimal codes [CK07] . Furthermore, if we have r(r+1) 2 equiangular lines in R r (which is known as the Gerzon bounds [LS73] ), then they will offer the construction of tight spherical 5-designs [Del77] which are also universal optimal codes. So far, only when r = 2, 3, 7, and 23 can the Gerzon bounds be achieved. The special sets of equiangular lines, called equiangular tight frames (ETFs) refer to the optimal line packing problems [MS18] . ETFs achieve the classical Welch bounds [Wel74] which are the lower bounds for maximum absolute value of inner product values between distinct points on unit sphere, i.e. if we have M points {x i } M i=1 on the unit sphere in R r , then
.
The study of ETFs has numerous references [FJMP18, SH03, FMJ16, JMF14, BGOY15, Wal09, SH03] . From another point of view, a set of equiangular lines can be regarded as the collection of points on the unit sphere such that distinct points in the set have mutual inner products either α or −α for some α ∈ [0, 1). Below we formally state its definition. Definition 1.1. We say that a finite set of unit vector X = {x 1 , . . . , x s } in R r is an equiangular set if for some α ∈ [0, 1),
(1)
x i , x j ∈ {−α, α} whenever i = j.
By abuse of language, we will say that a set of vectors which satisfy the condition (1) are equiangular with angle α, although the actual angle of intersection is arccos α. A natural question in this context is: what is the maximum size of equiangular sets in R r ? We denote by M (r) for this quantity. The values of M (r) were extensively studied over the last 70 years. It is easy to see that M (2) = 3 and the maximum construction is realized by the three diagonal lines of a regular hexagon. In 1948, Haantjes [Haa48] showed that M (3) = M (4) = 6. In 1966, van Lint and Seidel [vLS66] showed that M (5) = 10, M (6) = 16, and M (7) ≥ 28. Currently, there are only 35 known values for M (r) and all of them have that r ≤ 43. To the best of our knowledge, the ranges of M (r) for 2 ≤ r ≤ 43 are listed in Table 1 (see [AM16, BY14, GKMS16 , Gre18, Gre18, Szö17, Yu15]). [BDKS18] , forbidden subgraphs for graphs of bounded spectral radius [JP17] , and algebraic graphs theory [GR13, Szö17] .
The motivation for the study of equiangular lines can also be various. For instance, Bannai, Okuda and Tagami [BOT15] considered the tight harmonic index 4-designs problems and proved that the existence of tight harmonic index 4-designs is equivalent to the existence of (r − 5)⌋ + r + 1 for r ≥ 185. Although the conjecture was prominent in the study of equiangular lines, no proof was found in the literature for the cases K = 3, 5. Following the discussion of pillar methods, we use techniques from linear algebra, linear programming, and the uniqueness of the two-graphs with 276 vertices to prove the K = 3, 5 cases, and offer a partial solution for K = 4. We also offer better upper bounds for the equiangular sets for some special setting on pillar conditions.
There is another interesting phenomenon that receives our attention. It is well known that M (8) = 28 (see Table 1 ), but those 28 lines always live in a 7-dimensional subspace of R 8 ([GY18] , Theorem 4). Glazyrin and Yu [GY18] asks the maximum size of equiangular sets of general ranks. The following theorem essentially states that the angle is restricted when the size of equiangular set is large enough. We first give a generalization of the Neumann theorem (see Theorem 5.3), then we employ the techniques about saturated equiangular sets in [LY18] to determine the maximum size of equiangular sets of ranks 8, 9, and 10.
The organization of the paper is as follows. In Section 2 we review the basic notations in the study of equiangular sets and recall the pillar decompositions introduced by Lemmens and Seidel [LS73] . In Section 3 we determine the maximum size of a pillar with orthogonal vectors only. In Section 4 we provide a proof for the Lemmen-Seidel conjecture when the base size K = 3 or 5, and also give a new upper bound for K = 4. In Section 5 we discuss the maximum size of equiangular sets of prescribed rank. We close this paper with some discussions and proposing two conjectures based on our computations.
Prerequisites
Throughout this paper,x denotes the unit vector in the same direction as a non-zero vector x in an Euclidean space. We start with some basic definitions for equiangular sets. Let X be an equiangular set with angle α in R r . There are a few mathematical objects that could be associated to X. Definition 2.1. Let X = {x 1 , . . . , x s } ∈ R r be a finite set of vectors. The Gram matrix of X, denoted by G(X) or G(x 1 , . . . , x s ), is the matrix of mutual inner products of x 1 , . . . , x s ; that is,
When X is equiangular with angle α, then its Gram matrix G(X) is symmetric and positive semidefinite, with entries 1 along its diagonal and ±α elsewhere. The rank of G(X) is the dimension of the span of vectors in X; X is linearly independent if and only if G(X) is of full rank (or equivalently, positive definite).
Definition 2.2. For an equiangular set X = {x 1 , . . . , x s } with angle α, the Seidel graph of X is a simple graph S(X) whose vertex set is X, and two vertices x i and x j of S(X) are adjacent if and only if x i , x j = −α.
Since we are interested in equiangular lines in R r , choices need to be made between two unit vectors that span the same line. However, the choices could affect the signs of their mutual inner products. If two sets of vectors represent the same set of lines, they are called in the same switching class. This terminology comes from the graph theory: if we switch a vertex v in a simple graph, the resulting graph is obtained by removing all edges that are incident to v but adding edges connecting v to all vertices that were not adjacent to v. We also have the freedom to relabel the vertices of the graph. All these actions lead to the following proposition about the switching equivalence for two Gram matrices. 
We would also say that G(X) is switching equivalent to G(Y ), and write G(X) ≃ G(Y ).
As usual, let I s (resp. J s ) denote the identity matrix (resp. all-one matrix) of size s × s; the subscript s will sometimes be dropped when the size is clear from the context. 
Under a suitable choice of signs, the vectors ±p 1 , . . . , ±p k from an equiangular set X will form a k-clique in its Seidel graph. Following [LS73] , we will define two important notions that are associated to an equiangular set X (Definitions 2.5 and 2.7).
Definition 2.5. Let X be an equiangular set in R r with angle α. The base size of X, denoted by K(X), is defined as
In other words, K(X) is the maximum of the clique numbers of Seidel graphs that are switching equivalent to that of X.
Note that the clique numbers of Seidel graphs in the switching class of X are not constant, therefore we need to take their maximum. Nevertheless K(X) is always bounded by 1 α + 1 by Proposition 2.4. Since we are interested in large equiangular sets, we will assume that 1 α is an odd integer, thanks to Theorem 1.3. The following proposition states that the only meaningful range of base size is 2, 3, . . . ,
Proof. If two vertices in the Seidel graph S(X) are independent, then we switch one of the them to form a 2-clique.
Definition 2.7. Let X be an equiangular set with angle α and base size K. A set of K vectors p 1 , . . . , p K is called a K-base of X if p 1 , . . . , p k belong to some set which is switching equivalent to X, and G(p 1 , . . . , p K ) = (1 + α)I − αJ.
Let K be the base size of an equiangular set X. We will fix a K-base P = {p 1 , . . . , p K } that forms a K-clique in the Seidel graph of X. Now we introduce the pillar decomposition of X with respect to P , following [LS73] . (More details can also be found in [KT16] .)
For each vector x ∈ X \ P , there is a
A vector x in X will be replaced by −x if ε(x) has more positive entries than ε(−x), or ε(x) has the same number of positive entries as ε(−x) and x, p K = α; otherwise the vector x stays put. Let Σ(ε(x)) denote the number of positive entries in ε(x). A pillar (with respect to a K-base P ) containing a vector x ∈ X \ P , denoted byx, is the subset of vectors
has the same number of positive entries as negative entries, thus only (K, K 2 ) pillars can exist. The collection of all (K, n) pillars in an equiangular set X will be denoted by X(K, n).
The following fact will be used in many occasions.
Proposition 2.8. Let X be an equiangular set with angle α and base size K, and P = {p 1 , . . . , p K } be a K-base. If two vectors x, y belong to the same (K, 1) pillar with respect to P , then x, y = α.
Proof. By definition of x and y being in the same (K, 1) pillar, there are K − 1 vectors in P to which both x and y are adjacent in the Seidel graph S(X) of X. If x and y are also adjacent to each other in S(X), x and y together with those K − 1 vectors that they are connected to form a (K + 1)-clique in S(X), which contradicts to the definition of the base size K = K(X). Hence there is no edge connecting x and y in S(X), which is equivalent of saying that x, y = α > 0.
Schur decomposition for symmetric positive semidefinite matrices
In checking a matrix being positive (semi-)definite, we use the Schur decomposition.
Theorem 3.1 (Schur decomposition [BV04]). Let M be a symmetric real matrix, given by blocks
Let X be an equiangular set with angle α = 1 (2n+1) and base size K = K(X) = 1+3α 2α = n + 2 in R r . The reason for this particular combination of α and K will be clear soon. Let P = {p 1 , . . . , p K } be a K-base of X, Γ be the subspace spanned by P , and Γ ⊥ be the orthogonal complement of Γ in R r . For the vectors x 1 , x 2 ∈ X \ P belonging to the same (K, 1) pillar, let x 1 = h + c 1 , x 2 = h + c 2 be their pillar decompositions, that is, h ∈ Γ, and c 1 , c 2 ∈ Γ ⊥ . As h is a linear combination of p 1 , . . . , p K , we can write h = K i=1 c i p i for some unknown coefficients c 1 , . . . , c K . Since x 1 belongs to a (K, 1) pillar, there is an index k 0 ∈ {1, . . . , K} such that
Rewriting (2) as a matrix equation, we see that
where G = G(P ) = (1 + α)I − αJ is the Gram matrix for P , and {e 1 , . . . , e K } is the standard orthonormal basis for R K . Since G is positive and invertible, we compute
Hence by (3) we obtain that
that is,
From this expression we conclude that h, h = α. Since x 1 , x 2 = α by Proposition 2.8, we conclude that ĉ 1 ,ĉ 2 = 0, that is, the c-vectors within a single (K, 1) pillar are orthogonal. (The orthogonality condition among the c-vectors does not hold for any other combinations of α and K.)
Theorem 3.2. Let n be a positive integer with n ≥ 2, and α = 1 (2n+1) . Let X be an equiangular set with angle α and base size K = n + 2 in R r , and we fix a base
If there is a (K, 1) pillar with at least two vectors, then for any other (K, 1) pillarx,
Proof. Let us look at the situation where two vectors come from different pillars. Suppose that x = h 1 + c 1 and u = h 2 + c 2 in X belong to distinct (K, 1) pillars. Because the Hamming distance of ε(x) and ε(u) is 2, we have
Now suppose that the pillarū contains two vectors u 1 , u 2 , andx contains N vectors x 1 , . . . , x N . Let x i = h 1 + c i and u i = h 2 + d i be their pillar decompositions. Then the Gram matrix of {ĉ 1 , . . . ,ĉ N ,d 1 ,d 2 } has the following form:
where v 1 and v 2 are vectors in R N with entries in { 1 n(n+1) , −1 n+1 }. Let us assume that inx, • there are ℓ 11 vectors x such that x, u 1 = α, x, u 2 = α;
• there are ℓ 12 vectors x such that x, u 1 = α, x, u 2 = −α;
• there are ℓ 21 vectors x such that x, u 1 = −α, x, u 2 = α; • there are ℓ 22 vectors x such that x, u 1 = −α, x, u 2 = −α. Certainly ℓ 11 + ℓ 12 + ℓ 21 + ℓ 22 = N . It follows that
Since the Gram matrix G is positive semidefiniteness, the following 2 × 2 matrix is also positive semidefiniteness by Theorem 3.1:
Figure 1. The feasible domain for the linear programming problem (7) Because M is symmetric, M is positive semidefinite if and only if tr M ≥ 0 and det M ≥ 0. We compute
Keep in mind that we want to maximize N = ℓ 11 + ℓ 12 + ℓ 21 + ℓ 22 subject to tr M ≥ 0, det M ≥ 0, and the variables ℓ ij are all non-negative integers. If we look closely to (4) and (5), the terms ℓ 11 + n 2 ℓ 22 always appear as a pair, and there is no other separate term for ℓ 11 and ℓ 22 ; as a result, the sum ℓ 11 + ℓ 22 is maximized when ℓ 22 = 0. Henceforth we let ℓ 22 = 0 and continue the computation from (5):
The expressions and (4) and (6) are symmetric with respect to ℓ 12 and ℓ 21 , and if the sum ℓ 12 + ℓ 21 is fixed, (6) is maximized when ℓ 12 = ℓ 21 by the A.M.-G.M. inequality. So we set s = ℓ 11 and t = ℓ 12 = ℓ 21 and continue the computation:
Therefore the problem becomes
to maximize N = s + 2t subject to
This is a standard problem in linear programming, whose feasible domain is shaded in Figure 1 . We solve the problem and write the maximum N 0 of N as
The proof is now completed.
Example
The Lemmens-Seidel conjecture
Throughout this section we assume that the common angle is α = 
This theorem corresponds to the case where the common angle α = 4.1. K = 3. Let X ⊂ R r be an equiangular set with angle 1 5 in R r , with the base size K = K(X) = 3. Let P = {p 1 , p 2 , p 3 } be a 3-base in X, and the rest of the vectors in X \ P are partitioned into three (3, 1) pillars. By symmetry, for a unit vector x ∈ X \ P that satisfies
we can decompose x into x = h + c, where h ∈ Γ and c ∈ Γ ⊥ . A little computation shows that Proof. Letx
be two nonempty (3, 1) pillars. Then the Gram matrix ofĉ i andd i has the following form:
The following setup is used to facilitate the computation. Consider the Seidel graph S ′ generated by the vectors inx∪ū. By Proposition 2.8, S
′ is a bipartite graph because every edge must connect a vertex inx to a vertex inū. Let us classify the vectors inx by how they are connected to the vectors u 1 , . . . , u 4 inū. Let Since 9 10 I n + 1 10 J n −1 = 10 9 I n − 1 9 + n J n ,
we use these informations to expand the left-hand side of (9) as (10) M = 9 10 I 4 + 1 10 J 4 − 10 9 Remind that we want to maximize the sum n = B∈B4 t B subject to the conditions t B ∈ Z, t B > 0 for all B ∈ B 4 , and M 0. Notice that when we set some of the variables t B to be zero, we are focusing on a particular subset of vectors in the pillarx. We argue that each of the variables t B has an upper bound as follows:
• Set t 0000 = n and t B = 0 for all B = 0000. Then M = 9 10 I 4 + 1 10 − 5n 8(9 + n) J 4 .
By considering its eigenvalues, we see that M is positive semidefinite if and only if 9 10 + 4 · 1 10 − 5n 8(9 + n) ≥ 0.
Solving this inequality for n, we get −9 ≤ n ≤ 39 4 . Since n only assumes a non-negative integral values, we see that 0 ≤ n ≤ 9; this is the range for t 0000 .
• Set t 1000 = n and t B = 0 for all B = 1000. Then By considering non-negative values for n only, our computation shows that M is positive semidefinite if and only if 0 ≤ n ≤ 7. By symmetry, we conclude that 0 ≤ t B ≤ 7 for each B ∈ B 4,1 .
• Set t 1100 = n and t B = 0 for all B = 1100. Then By considering non-negative values for n only, our computation shows that M is positive semidefinite if and only if 0 ≤ n ≤ 9. By symmetry, we conclude that 0 ≤ t B ≤ 9 for each B ∈ B 4,3 .
• Set t 1111 = n and t B = 0 for all B = 1111. Then M = 9 10 I 4 + 1 10 − 2n 5(9 + n) J 4 .
Hence M is positive semidefinite if and only if 0 ≤ n ≤ 39; this is the range for t 1111 . Up to this point, we find that there are only a finite number of combinations of 16-tuples (t B : B ∈ B 4 ) that will make the matrix M positive semidefinite; so far there are 10·8 (i) Let us consider the upper bounds on the number of vertices inx of each of the degrees in the Seidel graph S ′ (generated byx ∪ū), that is, upper bounds for B∈B4,i t B , i = 0, 1, 2, 3, 4. For example, when we only look for vertices of degree 1, we set t B = 0 whenever B ∈ B \ B 4,1 . Since 0 ≤ t B ≤ 7 for B ∈ B 4,1 , we only need to pick out those quadruples (t 0001 , t 0010 , t 0100 , t 1000 ) ∈ {0, 1, . . . , 7} 4 such that the resulting matrix M in (10) is positive semidefinite (there are only (7 + 1) 4 = 4096 cases to check). Among those quadruples which survive the test, the maximum for the sum B∈B4,1 t B is 16, which occurs at t B = 4 for each B ∈ B 4,1 .
The computations for other degrees are similar and we find that
t B ≤ 13, and
This is not good enough to beat the Lemmens-Seidel bound 2 , so we proceed further. (ii) We fix the value of the variable t 1111 in the range 0 ≤ t 1111 ≤ 39, and consider the maximum possible value for another variable t B for B ∈ B \ B 4,4 subject to that the matrix M in (10) is positive semidefinite. To do this, we set t B ′ = 0 whenever B ′ = 1111, B ′ = B. Table 2 lists the upper bounds for t B , B ∈ B 4,i , i = 0, 1, 2, 3, when the value of t 1111 is specified.
Denote the upper bound for t B for B ∈ B 4,i found in Table 2 by m i , i = 0, 1, 2, 3. Since |B 4,0 | = 1, |B 4,1 | = 4, |B 4,2 | = 6, and |B 4,3 | = 4, an upper bound for the size of the pillarx is given by Mx = m 0 + min{4m 1 , 16} + min{6m 2 , 13} + min{4m 3 , 16} + t 1111 .
The values for Mx are also listed in Table 2 . From here we conclude that the size of a (3, 1) pillar cannot exceed 54 when another (3, 1) pillar with 4 or more vectors is present.
Remark. We note here that when a (3, 1) pillarū has 3 vectors only, it is possible to have another (3, 1) pillarx with as many vectors as possible. This occurs when the inner product between any one vector inx and any one vector inū is − 
n , and G has the Schur decomposition:
which is always positive definite for any n ∈ N. Proof. The equiangular set X is decomposed as a disjoint union of P = {p 1 , p 2 , p 3 } and three (3, 1) pillars. If there are two (3, 1) pillars with four or more vectors, then by Lemma 4.2 we have
Otherwise there is only one big (3, 1) pillar and the other two pillars can have at most 3 vectors each. Since vectors in a single (3, 1) pillar is linearly independent of rank r − 3, we see that in this case |X| = |P | + |X(3, 1)| ≤ 3 + (r − 3) + 3 + 3 = r + 6.
These inequalities finish the proof of the theorem.
Note that max{165, r + 6} is certainly less than the bound max{276, r + 1 + ⌊ r−5 2 ⌋} given in the Lemmens-Seidel conjecture, hence we have finished the proof when the base size K(X) = 3.
K = 4. King and Tang ([KT16]
, Lemma 16) showed that |x| ≤ 36 for a (4, 1) pillarx if there is another nonempty (4, 1) pillarx. We get a better upper bound for |x| forx ∈ X(4, 1) if there is another nonempty (4, 1) pillarū with two or more vectors by applying Theorem 3.2. In the situation n = 2, so the maximum of |x| is 2n 2 (n + 1) = 24 if there is another (4, 1) pillar with two or more vectors. Hence we have the following result. Proof. If there are two (4, 1) pillars with two or more vectors, there are at most 24 × 4 = 96 vectors in those pillars. Otherwise, there can be one large pillarx together with three other pillars each of which contains at most one vector. In the case, since the vectors inx are linearly independent in the (r − 4)-dimensional subspace Γ ⊥ , the number of vectors in these (4, 1) pillars is at most (r − 4) + 3 = r − 1.
Remark. Under computations similar to Theorem 3.2, we find that if there are two nonempty (4, 1) pillars, then another (4, 1) pillar can hold at most 25 vectors. Hence in the case where there is only one large pillar of size r − 4 in Proposition 4.4, there can only be one other nonempty (4, 1) pillar consisting of one vector when r − 4 > 25, i.e., r ≥ 30.
For each of the three (4, 2) pillars, the best known bound of its cardinality is s(r − 4, Notice that the right-hand side of (11) will never beat the Lemmens-Seidel bound. Details will be elaborated in Section 6. 4.3. K = 5. Let X ⊂ R r be an equiangular set with angle 1 5 in R r , with the base size K = K(X) = 5. Let P = {p 1 , p 2 , p 3 , p 4 , p 5 } be a 5-base in X. With respect to P , X \ P can be partitioned into 5 possible (5, 1) pillars and 10 possible (5, 2) pillars. By carefully analyzing those pillars, we answer affirmatively to the Lemmens-Seidel conjecture for the case K = 5. If there are two or more nonempty (6, 3) pillars and |Y | > 258, then Y must be a subset of the equiangular set Z with 276 lines in R 23 with a 6-base P ∪ {p 6 } by Lemma 4.7. Goethals and Seidel [GS75] proved that the structure of these 276 equiangular lines is unique, i.e., there is only one such switching class. Here we need an explicit description of these lines. The following detailed information can be found in [Neu84] . Let W be the collection of 759 8-subsets of {1, 2, . . . , 24} that comes from the Steiner triple system S(5, 8, 24) (or the Witt design [Wit37] ), and W 1 be the subcollection of W consisting of those 253 8-subsets that contains 1 3 . For any σ ∈ W 1 , define w σ be the vector in R 24 :
For each k ∈ {2, 3, . . . , 24}, let v k := 4e 1 + 8e k − 24 j=1 e j (with e 1 , . . . , e 24 being the standard basis for R 24 ). Thus Z 0 := {w σ : σ ∈ W 1 } ∪ {v k : k = 2, 3, . . . , 24} gives rise to the 276 equiangular set with angle Figure 2 . The five types of connected graphs with maximum eigenvalue 2, which are also the Dynkin diagrams of affine reflection groups [Hum92] Then the unit vectors p 1 , . . . , p 6 have mutual inner products − 
where eachz i is a (6, 3) pillar consisting of 27 unit vectors, whose Seidel graph is a disjoint union of nine 3-cliques. So there are 90 3-cliques upstairs in the pillars. By uniqueness, we can assume that the set Y above is a subset of Z which contains the base set p 1 , . . . , p 6 . If |Y | > 258, then Y misses at most 17 vectors in the pillars upstairs, therefore Y must contain at least one of those 90 3-cliques. Such a 3-clique, together with the 3 vectors in the base p 1 , . . . , p 5 to which all vertices of this 3-clique connect, will form a 6-clique in X, that is, K(X) = 6, which contradicts to the definition K(X) = 5. Therefore if there are two nonempty (5, 2) pillars, then |X| = |Y |−1+|X(5, 1)| ≤ 258−1+15 = 272. This finishes the first part of the proof. Now let us assume that there is exactly one nonempty (5, 2) pillarx. We first make the following observation. Except for C 3 = K 3 , we check each case to ensure that |x| = rank(x):
• Type I, C n with n ≥ 4. This follows from the property of circulant matrices (for example, see [Mey00] ).
• Type II: Let G be the Gram matrix for a Type II graph of n vertices, and x = (x 1 , x 2 , . . . , x n ) be any vector in R n . Then
and the equality holds if and only if x = 0. Therefore G is positive definite and of full rank.
• Types III, IV, V: Direct checks. And the lemma is now proved. Back to the proof of the main theorem. Ifx is a (5, 2) pillar and |x| > rank(x), thenx must contain a 3-clique by Lemma 4.8. Together with P , X must contain a 6-clique in its switching class, which is a contradiction to the assumption that K(X) = 5. Therefore |x| = rank(x) = r − 5. Hence |X| = |P | + |X(5, 1)| + |X(5, 2)| ≤ 5 + 15 + (r − 5) = r + 15, and the proof is now completed.
Maximum equiangular sets of certain ranks
Besides the maximum cardinality of equiangular sets in R r , Glazyrin and Yu considered a similar question in [GY18] . Proof. We first construct 8 × 8 symmetric matrices whose diagonals are 1, and ± 1 3 elsewhere. By considering their switching classes, we may assume that the entries in the first column and the first rows are all 1 3 , except that the top-left corner being 1. Since these matrices are Gram matrices for some bases for R 8 , they are required to be positive definite. The associated graph of such a matrix is a disjoint union of a graph of 7 vertices and one isolated vertex. By checking all 1044 such graphs (see [FS09] , Example II.5), we find that there are only 3 graphs that satisfy all conditions listed above. For each of those 3 graphs, we collect all the unit vectors whose mutual inner products with each vector represented by the graph are ± The clique number of the new graph plus 8 will be the size of a saturated equiangular set, and we identify the maximum in these clique numbers. Saturated equiangular sets containing these three sets of 8 basis vectors consist of 8, 14, and 14 lines respectively, from which we conclude that M 1 3 (8) = 14.
Remark. Lemmens and Seidel showed that M 1 3 (r) = 2r − 2 for r ≥ 8 (cf. [LS73] , Theorem 4.5). The same technique as in the proof of Proposition 5.2 is applied to produce Table 3 .
We indicate that the technique in [LY18] is more powerful than semidefinite programming method in [BY14] . For instance, the semidefinite programming bound on equiangular sets with angle 1 5 in R 8 is 11.2 and the technique in [LY18] obtains the bound 10. Before we proceed further, we find the following generation of the Neumann theorem (Theorem 1.3) is necessary. • When r is odd, 1 α is either an odd integer, or √ 2r − 1.
• When r is even, 1 α is either an odd integer, √ 2r − 1, or √ 6r − 3 + 1 2 .
Hence we prove that M * (10) = 18.
Notice that Theorem 5.3 is universal for every dimension r. We may solve for more exact values of M * (r) if we spend more time on computer calculation. However the work will be repetitious so we stop here.
Closing remarks
We note that the results of Theorem 3.2 and Lemma 4.2 are not optimal in the sense that the upper bound on the cardinality of a pillar can be lowered if more vectors are presents in another pillar. For instance, with the angle 1 5 and base size 4, it should not be possible to have four (4, 1) pillars with 24 vectors each (this produces the number 96 in Proposition 4.4). Nevertheless our bounds are sufficient to beat Lemmens-Seidel's conjecture, so we did not pursue further. On the other hand, these bounds are valid regardless of the dimensions or ranks where the equiangular set lives.
Based on our experimentations, we believe that there can only be a large pillar; by this we form the following conjecture.
Conjecture 6.1. There is a constant C that depends on the angle α and the base size K, but not to the dimension or rank, of any equiangular set, such that there could not be two pillars of size at least C.
This conjecture is coherent to Sudakov's result that when the angle is fixed except for 1 3 , the upper bound for equiangular sets in R r is at most 1.92r asymptotically (see [BDKS18] ). Sudakov had a construction of equiangular sets with angle α = 1 2n+1 and rank r which concentrates in one pillar whose cardinality is asymptotic to (n+1)r n for every positive integer n (see [BDKS18] , Conjecture 6.1).
The only unsolved case towards the Lemmens-Seidel conjecture is the (4, 2) pillars. King and Tang [KT16] showed that the unit vectors within one (4, 2) pillar form a 2-distance set of angles This matrix has rank 2ℓ + 1 and positive semidefinite, so it is the Gram matrix of 3ℓ vectors of rank 2ℓ + 1. On the other hand, the base size of the equiangular set generated from this matrix is 6, for in such a pillar there are many independent 3-cliques, and two independent 3-cliques are switching equivalent to a 6-clique (by switching all three vertices in one of the 3-cliques). So we raise another conjecture which is related to Theorem 5.1 of [LS73] . 
