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x = abaababaabaababaababa . . .
Free groups

155
In this section, we fix our notation concerning free groups (see [18] for example).
156
We denote by A • the free group on the alphabet A. It is the set of all words on the alphabet A ∪ A −1 which are reduced, in the sense that they do word equivalent to w, we say that w reduces to u and we denote w ≡ u. We 165 also denote u = ρ(w). The product of two elements u, v ∈ A • is the reduced 166 word w equivalent to uv, namely ρ(uv). If w = a 1 · · · a n with a i ∈ A ∪ A −1 167 is a reduced word, its inverse is the reduced word denoted w 1 . It is easy to verify that indeed ww −1 ≡ w −1 w ≡ 1.
169
For a set X of reduced words, we denote X −1 = {x −1 | x ∈ X}. 
Bifix codes
properly contained in any prefix code Y ⊂ F .
185
A set X ⊂ F is right F -complete if any word of F is a prefix of a word in 186 X * .
187
For a factorial set F , a prefix code is F -maximal if and only if it is right 
189
Similarly a bifix code X ⊂ F is F -maximal if it is not properly contained in 
2).
192
For a uniformly recurrent set F , any finite bifix code X ⊂ F is contained in a 
194
A parse of a word w with respect to a bifix code X is a triple (v, x, u) such
195
that w = vxu where v has no suffix in X, u has no prefix in X and x ∈ X * .
Automata and groups
sectionAutomata
We denote A = (Q, i, T ) a deterministic automaton with a set Q of states, i ∈ Q
213
as initial state and T ⊂ Q as set of terminal states. For p ∈ Q and w ∈ A * , we 214 denote p · w = q if there is a path labeled w from p to the state q and p · w = ∅ 215 otherwise. The automaton is finite when Q is finite.
216
The set recognized by the automaton is the set of words w ∈ A * such that 217 i · w ∈ T .
218
All automata considered in this paper are deterministic and we simply call 219 them 'automata' to mean 'deterministic automata'.
220
The automaton A is trim if for any q ∈ Q, there is a path from i to q and a
221
path from q to some t ∈ T .
222
An automaton is called simple if it is trim and if it has a unique terminal 223 state which coincides with the initial state. The set recognized by a simple 224 automaton is a right unitary submonoid. Thus it is generated by a prefix code.
225
An automaton A = (Q, i, T ) is complete if for any state p ∈ Q and any letter 226 a ∈ A, one has p · a = ∅.
227
For a nonempty set L ⊂ A * , we denote by A(L) the minimal automaton of 
231
Let X be a prefix code and let P be the set of proper prefixes of X. The recognized by a reversible automaton is a submonoid generated by a bifix code.
247
A simple automaton A = (Q, 1, 1) is a group automaton if for any a ∈ A 248 the map ϕ A (a) : p → p · a is a permutation of Q. Thus in particular, a group 249 automaton is reversible. A finite reversible automaton which is complete is a 250 group automaton.
251
The following result is from [20] (see also 
256
(ii) the minimal automaton of X * is reversible.
257
The following example shows that for a bifix code X, the minimal automaton 258 of X * is not reversible in general.
259
Example 2.6 Let X = {aa, ab, ba, bbb}. Then X is a bifix code. The minimal is in X ∩ A * but not in X * .
263
Let A = (Q, i, T ) be a deterministic automaton. A generalized path is a 264 sequence (p 0 , a 1 , p 1 , a 2 , . . . , p n−1 , a n , p n ) with a i ∈ A ∪ A −1 and p i ∈ Q, such 265 that for 1 ≤ i ≤ n, one has p i−1 ·a i = p i if a i ∈ A and p i ·a
266
The label of the generalized path is the reduced word equivalent to a 1 a 2 · · · a n .
267
It is an element of the free group A • . The set described by the automaton is 268 the set of labels of generalized paths from i to a state in T . Since a path is a 269 particular case of a generalized path, the set recognized by an automaton A is 270 a subset of the set described by A.
271
The set described by a simple automaton is a subgroup of A • . It is called The submonoid recognized by A is {a, ba} * . Since {a, ba} is a basis of the free 275 group on A, the subgroup described by A is the free group on A.
276
The following result is Proposition 6. that H is generated by the set X = H ∩ A * . Consider a reduced word w ∈ H.
295
If w contains no occurrence of a letter in A −1 , then w is in X. Otherwise,
296
set w = ua −1 v for a ∈ A and u, v reduced words. Since ϕ is surjective, there 297 exist words r, s ∈ A * such that ϕ(r) = ψ(u) −1 and ϕ(s) = ψ(v) −1 . Arguing by 298 induction on the number of occurrences of letters in A −1 , we may assume that 299 ur, sv ∈ X . But sar = svw −1 ur and w = ur(sar) −1 sv. The first equality 300 shows that sar ∈ H and consequently sar ∈ X. The second one thus implies 301 w ∈ X .
302
The following result is contained in Proposition 6.1.4 and 6. which is a generalization of a result from [1] . letter b such that wb is left-special. Then awb ∈ F and E(w) = a × A ∪ A × b.
341
We say that a set F is strong (resp. weak, resp. neutral ) if it is factorial and 342 every word w ∈ F is strong or neutral (resp. weak or neutral, resp. neutral).
343
The sequence (p n ) n≥0 with p n = Card(F ∩A n ) is called the factor complexity
The factor complexity of a strong (resp. weak, resp. neutral)
346
set F is at least (resp. at most, resp. exactly) equal to kn + 1.
347
Given a factorial set F with complexity p n , we denote s n = p n+1 − p n the 348 first difference of the sequence p n and b n = s n+1 − s n its second difference. The 
giving the first formula. Next
giving the second formula. Lemma 3.4 If F is strong (resp. weak, resp. neutral), then s n ≥ k (resp.
358
s n ≤ k, resp. s n = k) for all n ≥ 0.
359
Proof. Assume that F is strong. Then m(w) ≥ 0 for all w ∈ F and thus, by for all n. The proof of the other cases is similar.
362
We now give an example of a set of complexity 2n + 1 on an alphabet with 363 three letters which is not neutral. 
Return words
373
Let F be a set of words. For w ∈ F , let
be respectively the set of right return words and of left return words to w. If F
375
is recurrent, the sets Γ F (w) and Γ ′ F (w) are nonempty. Let
be respectively the set of first right return words and the set of first left return 
383
The following result has been proved for neutral sets in [1] .
384
theoremCardReturn Theorem 3.6 Let F be a uniformly recurrent set containing the alphabet A. If
385
F is strong (resp. weak, resp. neutral), then for every w ∈ F , the set R F (w)
386
has at least (resp. at most, resp. exactly) Card(A) elements.
387
We will consider rooted trees with the usual notions of root, node, child and 388 parent. The following lemma is well-known as a lemma on trees relating the 389 number of its leaves to the sum of the degrees of its internal nodes. 
393
The following lemma is also well known.
394
lemmaCombinat Lemma 3.8 Let T be a finite tree with root r and a set P of leaves, let π be a 395 function assigning to each node an integer such that for each internal node n, 396 π(n) ≤ π(m) where the sum runs over the children of n. Then n∈P π(n) ≥ 397 π(r).
398
A symmetric statement holds if π is such that π(n) ≥ π(m) for each in-399 ternal node n with the conclusion that n∈P π(n) ≤ π(r).
401
Proof of Theorem theoremCardReturn 3.6. For a word x, we denote π(x) = r(x) − 1 and for a set X 402 of words, π(X) = x∈X π(x).
403
Assume first that F is strong. Let w ∈ F and let n = |w|. Set S = F ∩ A n .
404
By Lemmas 
405
For s ∈ S, let P s be the set of proper prefixes of wR F (w) ending with s.
406
For each s ∈ S, the set P s is a suffix code. Indeed, since a word of P s is a
407
proper prefix of wR F (w) of length at least equal to the length of w, the word w 408 occurs in a word of P s exactly once and as a prefix. Let p, q ∈ P s with p suffix 409 of q, we have q = tp. Then p = wv and thus q = twv. Since the only occurrence 410 of w in q is as a prefix, we have t = 1. Thus P s is a suffix code.
411
Since F is uniformly recurrent, the set P s is finite. We apply Lemma is strong or neutral, we have
Thus we have π(P s ) ≥ π(s) by Lemma lemmaCombinat 3.8.
416
Let P = ∪ s∈S P s . Since the sets P s are pairwise disjoint, we have π(P ) = 417 s∈S π(P s ). Thus π(P ) ≥ π(S).
418
Let Q be the set of proper prefixes of R F (w) and set
is recurrent, the set R F (w) is a G-maximal prefix code. Thus we may apply 420 Lemma lemmaArity 3.7 to the prefix-closed set G and the G-maximal prefix code R F (w).
421
Since for any letter a, xa ∈ G if and only if wxa ∈ F , we obtain Card(R F (w)) =
422
1 + π(wQ).
423
Next, P = wQ. Indeed, if q ∈ Q then wq ∈ P , hence wQ ⊂ P . Conversely,
424
each word in P has the form wq with q ∈ Q, so P ⊂ wQ.
425
We conclude that
If F is weak, then by Lemma
429
The following example shows that in a set of complexity kn + 1 the number 430 of first right return words need not be equal to k + 1.
431
Example 3.9 Let F be the Chacon set (see Example We introduce in this section the notion of extension graph of a word. We de-
435
fine acyclic (resp. connected, resp. tree) sets by the fact that all the extension 436 graphs of its elements are acyclic (resp. connected, resp. trees). We give ex- We say that F is an acyclic (resp. a connected, resp. a tree) set if it 449 is biessential and if for every word w ∈ F , the graph G(w) is acyclic (resp. 450 connected, resp. a tree). Obviously, a tree set is acyclic and connected.
451
Note that a biessential set F is acyclic (resp. connected) if and only if the 452 graph G(w) is acyclic (resp. connected) for every bispecial word w. Indeed, if Similarly, if G(w) is connected, then w is strong or neutral. Thus, if F is 459 an acyclic (resp. a connected, resp. a tree) set, then F is a weak (resp. strong,
460
resp. neutral) set.
461
Example 4.2 A Sturmian set F is a tree set. Indeed, any word w ∈ F is 462 ordinary (Example exSturmianIsOrdinary 3.1), which implies that G(w) is a tree.
Proposition 4.3
The factor complexity of a tree set is kn + 1.
One may wonder whether the notion of a tree set is of a topological or of 467 a measure-theoretic nature for the associated symbolic dynamical system. In We present two examples, due to Julien Cassaigne [12] . The first one is a 486 uniformly recurrent acyclic set which is not a tree set. We will show that for any nonempty word w ∈ F , the graph G(w) is a tree. This 493 will prove that F is acyclic. We will use some properties of the set X = σ(A).
494
Observe first that X is a suffix code. It has even the stronger property that 495 distinct words of X end with distinct letters. The set X is not a prefix code 496 but satisfies the following weaker property. If x, x ′ , y ∈ X and y ′ ∈ X * are such 497 that xy is a prefix of x ′ y ′ , then x = x ′ (the set X said to be weakly prefix ). Note that if (r, s) and (u, v) are synchronizing pairs, then qrstuvw ∈ X * 502 implies stu ∈ X * .
503
We first show the following properties. with abcda (resp. cdabc).
506
2. If a right-special word of length at least 5 ends with a (resp. c), it ends 507 with abcda (resp. cdabc).
508
Indeed, the left-special words of length at most 5 beginning with a are the 509 prefixes of abcda. This implies that any left-special word of length at least 5 510 beginning with a begins with abcda.
511
The three other assertions can be proved in an analogous way.
512
Let us now show that for any nonempty bispecial word w ∈ F the graph 513 G(w) is a tree. We use an induction on the length of the word to prove that 514 the graph of a nonempty bispecial word is, according to its first and last letter, The other cases are treated similarly.
534
We have thus shown that all extension graphs in F are acyclic and more the complexity p n of F is given by p 0 = 1 and p n = 2n + 2 for n ≥ 1.
538
The second example is a uniformly recurrent set which is neutral but is not 539 a tree set (it is actually not even acyclic). 
542
Thus G is also the set of factors of the infinite word τ (σ ω (a)).
543
The set Y = τ (A) is a prefix code. It is not a suffix code but it is weakly 544 suffix in the sense that if x, y, y ′ ∈ X and x ′ ∈ X * are such that xy is a suffix
546
Let g : {a, c}A * ∩ A * {a, c} → B * be the map defined by 
552
It is uniformly recurrent since F is uniformly recurrent and τ is a nontrivial 553 morphism. The set G is not a tree set since the graph G(ε) is neither acyclic 554 nor connected (see Figure   GepsilonJC 4.6). 
570
The proof uses the following lemma. the words in U, V that for any w ∈ F , the graph G U,V (w) is acyclic.
583
Let w ∈ F . We may assume that U = U (w) and V = V (w) and also that 584 U, V = ∅. If U, V ⊂ A, the property is true since F is acyclic.
585
Otherwise, assume for example that U contains words of length at least 2.
586
Let u ∈ U be of maximal length. Set u = aℓ with a ∈ A. Let T = {b ∈ A | bℓ ∈
587
U }. Then U ′ = (U \ T ℓ) ∪ ℓ is a suffix code and ℓw ∈ F since U = U (w).
588
By induction hypothesis, the graphs G U ′ ,V (w) and G T,V (ℓw) are acyclic. By 589 lemma lemmaTree 4.8, the graph G U,V (w) is acyclic.
590
We prove now a similar statement concerning tree sets. 
594
The proof uses the following lemma, analogous to Lemma Proof. Since F is left essential, there is a letter a such that aℓw ∈ F and thus 599 aℓ ∈ U (w). We proceed by steps.
600
Step 1. As a preliminary step, let us show that for each b ∈ A such that 601 bℓw ∈ F , and each v ∈ V (ℓw), there is a path from bℓ to v in G U,V (w). Indeed,
602
since the graph G A,V (ℓw) is connected there is a path from b to v in this graph.
603
Thus, since bℓ ∈ U (w), there is a path from bℓ to v in G U,V (w).
604
Step 2. As a second step, let us show that for any m ∈ U ′ (w) \ ℓ and 
608
Thus there is a path from m to v in G U,V (w).
609
Step 3. For each b ∈ A such that bℓ ∈ U (w), for each v ∈ V (w), there is 
620
We show by induction on the sum of the lengths of the words in U, V that 621 for any w ∈ F , the graph G U,V (w) is connected.
622
Assume first that U (w), V (w) ⊂ A. Since U is an F -maximal suffix code, we 623 have U (w) = L(w). Similarly, V (w) = R(w). Thus the property is true since F 624 is a tree set.
625
Otherwise, assume for example that U (w) contains words of length at least 626 2. Let u ∈ U (w) be of maximal length. Set u = aℓ with a ∈ A. Then 627 U ′ = (U \ Aℓ) ∪ ℓ is an F -maximal suffix code and ℓw ∈ F since aℓ ∈ U (w).
628
Moreover, we have Aℓ ∩ F ⊂ U since U is an F -maximal suffix code. Thus ℓ 629 satisfies the hypotheses of Lemma lemmaTreeBis 4.10.
630
By induction hypothesis, the graphs G U ′ ,V (w) and G A,V (ℓw) are connected.
631
By Lemma lemmaTreeBis 4.10, the graph G U,V (w) is connected.
632
Let F be a factorial set and let f be a coding morphism for a finite bifix 
643
The previous statement is not satisfactory because of the assumption that biextendable w ∈ f −1 (F ), the graph G(w) is acyclic.
One may verify that a sufficient condition for f −1 (F ) to be biessential is that
651
X is an F -maximal prefix code and an F -maximal suffix code.
652
The following result is a consequence of Proposition propStrongTreeConditionBis 4.9.
653
InverseImageTree Theorem 4.13 Any maximal bifix decoding of a recurrent tree set is a tree set.
654
Proof. Let f : B → X be a coding morphism for a finite F -maximal bifix 655 code X. Since F is recurrent, it is biessential. It implies that f −1 (F ) is also 656 biessential. Indeed, let u ∈ f −1 (F ) and let v = f (u). Let r, s be words of F 657 longer than all words of X such that rvs ∈ F . Let r ′ (resp. s ′ ) be the suffix 658 of r (resp. the prefix of s) which is in
659
This shows that f −1 (F ) is biessential.
660
Let u ∈ f −1 (F ) and let v = f (u). Since F is a tree set, it satisfies Propo-661 sition propStrongTreeConditionBis 4.9. Since F is recurrent and X is a finite F -maximal bifix code, X is 662 both an F -maximal suffix code and an F -maximal prefix code. Thus the graph 663 G X,X (v) is a tree. Since G(u) is isomorphic with G X,X (v), it is also a tree.
664
Thus f −1 (F ) is a tree set.
665
We have no example of a maximal bifix decoding of a recurrent tree set which 666 is not recurrent.
Example 4.14 Let F be the Fibonacci set and let X = A 2 ∩ F = {aa, ab, ba}.
668
Let B = {u, v, w} and let f be the coding morphism for X defined by f (u) = aa, We study sets of first return words in tree sets. We first show that if F is a 674 recurrent connected set, the group described by any Rauzy graph of F con- 
683
Its edges are the triples (x, a, y) for all x, y ∈ F ∩ A n and a ∈ A such that 684 xa ∈ F ∩ Ay.
685
propositionRauzy Proposition 5.1 Let u ∈ F ∩ A n . For any word w such that uw ∈ F , there is 686 a path labeled w in G n (F ) from u to the suffix of length n of uw.
687
Conversely, the label of any path of length at most n + 1 in G n (F ) is in F . Next, let w be the label of a path of length n + 1 from x to y in G n (F ). Set 694 w = ua with a ∈ A. Then we have a path from x to u labeled u and an edge 695 from u to y labeled a. Thus ua ∈ F by definition of G n (F ).
696
When F is recurrent, all Rauzy graph G n (F ) are strongly connected. Indeed,
Since F is recurrent, there is a v ∈ F such that uvw ∈ F .
698
Then there is a path in G n (F ) from u to w labeled vw by Proposition propositionRauzy 5.1.
699
The Rauzy graph G n (F ) of a recurrent set F with a distinguished vertex 
702
Let G be a labeled graph on a set Q of vertices. The group described by G 703 with respect to a vertex v is the subgroup described by the simple automaton
704
(Q, v, v). We will prove the following statement.
Theorem 5.2 Let F be a recurrent connected set containing the alphabet A.
706
The group described by a Rauzy graph of F with respect to any vertex is the free 707 group on A.
708
A morphism ϕ from a labeled graph G onto a labeled graph H is a map its equivalence class is a morphism from G onto G/θ.
717
We consider on a Rauzy graph G n (F ) the equivalence θ n formed by the pairs the equivalence θ n is isomorphic to G n−1 (F ).
724
Proof. The map ϕ : F ∩ A n → F ∩ A n−1 mapping a word of F of length n 725 to its suffix of length n − 1 is clearly a morphism from G n (F ) onto G n−1 (F ).
726
If u, v ∈ F ∩ A n are equivalent modulo θ n , then ϕ(u) = ϕ(v). Thus there 727 is a morphism ψ from G n (F )/θ n onto G n−1 (F ). It is defined for any word 728 u ∈ F ∩ A n by ψ(ū) = ϕ(u) whereū denotes the class of u modulo θ n . But since
729
F is connected, the class modulo θ n of a word ax of length n has ℓ(x) elements,
730
which is the same as the number of elements of ϕ −1 (x). This shows that ψ is a 731 surjective map from a finite set onto a set of the same cardinality and thus that 732 it is one-to-one. Thus ψ is an isomorphism.
733
Let G be a strongly connected labeled graph. Recall from Section does not modify the group described by the graph with respect to some vertex. 
765
The Rauzy graph G 1 (F ) corresponding to the Chacon set is represented in 
Return words and bases of free groups
769
We will prove the following result. 770 theoremJulien Theorem 5.6 Let F be a uniformly recurrent connected set containing the al-771 phabet A. For any w ∈ F , the set R F (w) generates the free group on A.
772
Proof. Since F is uniformly recurrent, the set R F (w) is finite. Let n be the is simple, by Proposition propGeneratedGroup 2.8, the set X generates the group described by A.
780
We show that X ⊂ R F (w) * . Indeed, let y ∈ X. Since y is the label of a 781 path starting at x and ending in x, the word xy ends with x and thus the word 
793
This shows that y ∈ R F (w) * .
794
Thus the group generated by R F (w) contains the group generated by X.
795
But, by Theorem proposition3 5.2, the group described by A is the free group on A. Thus 796 R F (w) generates the free group on A.
797
We illustrate the proof in the following example.
798
Example 5.7 Let F be the Fibonacci set. We have R F (aa) = {baa, babaa}.
799
The Rauzy graph G 7 (F ) is represented in Figure   figureRauzyGraphG_7 5.3. The set recognized by the A. Then for any w ∈ F , the set R F (w) is a basis of the free group on A.
808
We show an example of a neutral set which is not a tree set and for which This set has 3 elements, in agreement with Theorem theoremCardReturn 3.6 but it is not a basis of 812 the free group on {1, 2, 3} since it generates the same group as {2, 31}. as the Saturation Theorem). As a preliminary to the proof, we first define the 819 incidence graph of a finite bifix code (already used in [3]). We prove a result 820 concerning this graph, implying in particular that it is acyclic (Proposition newLemma633 6.6).
821
We then define the coset automaton whose states are connected components of 822 the incidence graph. We prove that this automaton is the Stallings automaton 
Freeness and Saturation Theorems
826
Let X be a subset of the free group. We say that X is free if it is a basis of the 827 subgroup X generated by X. This means that if x 1 , x 2 , . . . , x n ∈ X ∪ X −1 are 828 such that x 1 x 2 · · · x n is equivalent to 1, then x i x i+1 is equivalent to 1 for some 829 1 ≤ i < n.
830
We will prove the following result (Freeness Theorem). 
839
We will prove the following result (Saturation Theorem). 840 saturationTheorem Theorem 6.2 Let F be an acyclic set. The submonoid generated by a bifix code 841 included in F is saturated in F .
842
We note the following corollary, which shows that bifix codes in acyclic sets 843 satisfy a property which is stronger than being bifix (or more precisely that the 844 submonoid X * satisfies a property stronger than being right and left unitary).
845 corollaryChristophe Corollary 6.3 Let F be an acyclic set, let X ⊂ F be a bifix code and let
848
(ii) if v, uv ∈ H ∩ F , then u ∈ X * .
849
v ∈ H ∩ F implies v ∈ X * by Theorem saturationTheorem 6.2. This proves (i). The proof of (ii) is 851 symmetric.
852
We can express Corollary corollaryChristophe 6.3 in a different way. Let F be an acyclic set and let
853
X ⊂ F be a bifix code. Then no nonempty word of X can be a proper prefix
854
(or suffix) of a word of X. Indeed, assume that u ∈ X is a prefix of a word 855 of X. Then u is in X ∩ F and thus in X * since X * is saturated in F . This 856 implies u = 1 or u ∈ X.
857
We illustrate Theorem example.
873
Example 6.5 Let F be the Fibonacci set and let X ⊂ F be the prefix code 874 X = {aa, ab, b}. Then a = (ab)b −1 is in X and thus X generates the free group on A. Thus X is not a basis and X * ∩ F is strictly included in X ∩ F
876
(for example a / ∈ X * ).
877
Incidence graph
878
Let X be a set, let P be the set of its proper prefixes and S be the set of its 879
proper suffixes. Set P ′ = P \ {1} and S ′ = S \ {1}. Recall from [3] that the 880 incidence graph of X is the undirected graph G defined as follows. The set of 881 vertices is the disjoint union of P ′ and S ′ . The edges of G are the pairs (p, s) for 882 p ∈ P ′ and s ∈ S ′ such that ps ∈ X. As in any undirected graph, a connected 883 component of G is a maximal set of vertices connected by paths.
884
The following result is proved in [3] in the case of a Sturmian set (Lemma Proposition 6.6 Let F be an acyclic set, let X ⊂ F be a bifix code and let G 888 be the incidence graph of X. Then the following assertions hold.
889
(i) The graph G is acyclic.
890
(ii) The intersection of P ′ (resp. S ′ ) with each connected component of G is 891 a suffix (resp. prefix) code.
892
(iii) For every reduced path (v 1 , u 1 , . . . , u n , v n+1 ) in G with u 1 , . . . , u n ∈ P proved in an analogous way using assertion (iv).
905
We prove (iii) and (iv) by induction on n ≥ 1.
906
The assertions holds for n = 1. Indeed, if 
930
Let X be a bifix code and let P be the set of proper prefixes of X. Consider 931 the equivalence θ X on P which is the transitive closure of the relation formed 932 by the pairs p, q ∈ P such that ps, qs ∈ X for some s ∈ A + . Such a pair 933 corresponds, when p, q = 1, to a path p → s → q in the incidence graph of X.
934
Thus a class of θ X is either reduced to the empty word or it is the intersection 935 of P \ 1 with a connected component of the incidence graph of X.
936
The following property relates the equivalence θ X with the right cosets of 937 H = X . It is Proposition 6.3.5 in [3] .
938
propTheta Proposition 6.7 Let X be a bifix code, let P be the set of proper prefixes of 939 X and let H be the subgroup generated by X. For any p, q ∈ P , p ≡ q mod θ X
940
implies Hp = Hq.
941
Let A = (P, 1, 1) be the literal automaton of X * . We show that the equiva- Proposition 6.8 Let F be an acyclic set. Let X ⊂ F be a bifix code and let
947
P be the set of proper prefixes of X. Let p, q ∈ P and a ∈ A be such that 948 pa, qa ∈ P ∪ X. Then in the literal automaton of X * , one has p ≡ q mod θ X if 949 and only if p · a ≡ q · a mod θ X .
950
Proof.
951
Assume first that p ≡ q mod θ X . We may assume that p, q are nonempty.
952
Let (u 0 , v 1 , u 1 , . . . , v n , u n ) be a reduced path in the incidence graph G of X with
954
We may assume that the words u i are pairwise distinct, and that the v i are 955 pairwise distinct. Moreover, since pa, qa ∈ P ∪ X there exist words v, w such 956 that pav, qaw ∈ X. Set v 0 = av and v n+1 = aw.
957
By Proposition 
959
If pa, qa ∈ P , then (u 0 a, v
is a path from pa to qa in G.
960
This shows that pa ≡ qa mod θ X .
961
Next, suppose that pa ∈ X and thus that v 0 = a. By Proposition newLemma633 6.6, we 962 have w = ε since otherwise v 0 = a is a proper prefix of v n+1 . Thus qa ∈ X and 963 p · a = q · a.
964
Conversely, if p · a ≡ q · a mod θ X , assume first that pa, qa ∈ P . Then 965 pa ≡ qa mod θ X and thus there is a reduced path (u 0 , v 1 , . . . , v n , u n ) in G with 966 u 0 = pa and u n = qa. By Proposition newLemma633 6.6, a is a proper suffix of u 1 , . . . , u n . Set
Finally, if pa, qa ∈ X, then (p, a, q) is a path in G and thus p ≡ q mod θ X . r, s ∈ R and a ∈ A, one has r · a = s in the automaton B X if there exist p in 977 the class r and q in the class s such that p · a = q in the automaton A.
978
Observe first that the definition is consistent since, by Proposition Example 6.9 Let F be the Fibonacci set and let 985 X = {a, baab, babaabab, babaabaabab}.
The set X is an F -maximal bifix code of F -degree 3 (see [3] , Example 6.3.1).
986
The automaton B X has three states. It is a group automaton. State 2 is the class 
989
The following result shows that the coset automaton of X is the Stallings 990 automaton of the subgroup generated by X. 991 lemmaBidet Proposition 6.10 Let F be an acyclic set, and let X ⊂ F be a bifix code. The 992 coset automaton B X is reversible and describes the subgroup generated by X.
993
Moreover X ⊂ Z, where Z is the bifix code generating the submonoid recognized
We say that a sequence (u i , v i , w i ) 1≤i≤n of elements of the free group on A 1034 is admissible with respect to y 1 , . . . , y n if the following conditions are satisfied
1035
(see Figure   figurey_i 6.3).
1036
(i) y i = u i v i w i for 1 ≤ i ≤ n.
1037
(ii) u 1 = w n = 1 and v 1 , v n = 1.
1038
(iii) w i u i+1 ≡ 1 for 1 ≤ i ≤ n − 1. This shows that y 1 · · · y n ≡ 1 for any sequence y 1 , . . . , y n ∈ X ∪ X −1 such 1078 that y i y i+1 ≡ 1 for 1 ≤ i < n. Thus X is free.
1079
We now give a proof of Theorem Proof of Theorem saturationTheorem 6.2. Let F be an acyclic set and let X ⊂ F be a bifix code.
1082
We have to prove that X * ∩ F = X ∩ F . Since X * ∩ F ⊂ X ∩ F , we only 1083 need to prove the reverse inclusion.
free, but also that, in a sense made more precise below, the associated reductions 1101 are of low complexity.
1102
We first define the heigth of w on A ∪ A −1 equivalent to 1 as the least integer 
1117
(ii) v 1 · · · v n is reduced.
1118
Thus y has height at most 1.
1119
Example 6.12 Let X be as in Example reduces to bb, has height 1.
