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Introduction
Condensation of chromosomes during mitosis gives rise to microscopic structures that have been recognizable to biologists for centuries. Numerous studies have investigated the structural properties of mitotic chromosomes using imaging, biochemical and biophysical approaches (Vagnarelli, 2013) , but details of their internal organization remain largely mysterious. A recent study showed that long-range interphase chromatin interactions ranging from hundreds of kilobases to megabases are obscured during mitosis (Naumova et al., 2013) , but the influence of mitosis on chromatin structure at finer genomic resolutions remained unresolved.
At the level most directly relevant for gene regulation -individual genes and cis-regulatory modules (CRMs) -the structural configuration of the mitotic genome is of tremendous interest to the study of epigenetics. Mitosis, concomitant with altering chromosome structure, disassembles the metazoan nucleus (Güttinger et al., 2009) , silences transcription (Prescott and Bender, 1962) , and evicts many components of the general transcription machinery (Gottesfeld and Forbes, 1997; Prasanth et al., 2003; Akoulitchev and Reinberg, 1998) and sequence-specific transcription factors from chromatin (Martínez-Balbás et al., 1995; Hershkovitz and Riggs, 1995; Kadauke and Blobel, 2013) . How cells transmit gene regulatory signals through mitosis remains a major frontier in understanding cellular memory. Studies have proposed that the physical basis for mitotic memory includes molecular entities coupled to DNA, covalently or noncovalently, during mitosis, which may store gene regulatory information locally at individual loci to direct appropriate transcriptional control upon genome reactivation during G1 entry. Such proposed memory signatures, often referred to as mitotic "bookmarks," can include: 1) DNA methylation patterns, which are presumably unaltered through mitosis, 2) mitotically stable histone modifications and variants (Varier et al., 2010; Kelly et al., 2010; Wang and Higgins, 2012) , 3) a growing list of transcription regulators that are partially or fully retained on mitotic chromatin, usually at a minority of their interphase occupancy sites, including general factors (Dey et al., 2000; Christova and Oelgeschläger, 2001; Blobel et al., 2009; and sequence-specific transcription factors (Raff et al., 1994; Zaidi et al., 2003; Yang et al., 2008; Kadauke et al., 2012; Caravaca et al., 2013; Yang et al., 2013; Egli et al., 2008; Delcuve et al., 2008; Kadauke and Blobel, 2013) , and 4) structural properties of chromatin, such as nucleosome architecture and DNA topology (Kuo et al., 1982; Martínez-Balbás et al., 1995; Michelotti et al., 1997; Kadauke et al., 2012) , that are maintained in or unique to mitosis.
The influence of each of these proposed types of mitotic bookmarks on gene regulation remains largely unclear. Chromatin structure deserves special attention, as it remains unknown to what extent mitotic chromatin condensation sterically hinders macromolecular access during mitosis, and how that might contribute to mitotic eviction of factors and transcriptional silencing. A number of studies have used the DNase I sensitivity assay (Weintraub and Groudine, 1976; Wu et al., 1979a,b) to probe the accessibility of mitotic chromatin, and found that DNase sensitivity is maintained in bulk on metaphase spreads (Kerem et al., 1983; Gazit et al., 1982) , and at a few individual loci, such as at the Gapdh locus (Kuo et al., 1982) and Hsp70 promoter (Martínez-Balbás et al., 1995) by Southern blot detection. In the case of the Hsp70 promoter, DNase I sensitivity in the general region is preserved in mitosis despite loss of in vivo footprints of DNA-binding factors (Martínez-Balbás et al., 1995) . More recently, we found that a number of regulatory regions in the murine erythroid genome preserve most of their accessibility in mitosis by DNaseqPCR measurements (Kadauke et al., 2012) , and others have observed some level of mitotic DNase sensitivity at cohesin binding sites in mitosis (Yan et al., 2013) . Biophysical measurements of transcription factor mobility on mitotic chromatin (Chen, 2004; Caravaca et al., 2013) also support the permissiveness of mitotic chromatin to macromolecular access. Despite providing important insights, these previous studies were limited to examining subsets of genomic sites or behaviors of individual proteins. Thus, the field has lacked an unbiased genome-wide framework for understanding the influence of mitosis on chromatin accessibility.
In this study, we applied the DNase I sensitivity assay coupled to high-throughput sequencing (DNaseseq) to map mitotic chromatin accessibility genome-wide. We performed DNase-seq on cells in mitosis versus interphase using a rapidly dividing murine erythroblast cell line, G1E. G1E cells are null for the erythroid master regulator GATA1 and arrested in their maturation at the pro-erythroblast stage (Weiss et al., 1997) . Restoration of GATA1 activity via stable expression of a GATA1-estrogen receptor fusion protein (hereafter referred to as "G1E+GATA1") enables estradiol-inducible erythroid maturation (Weiss et al., 1997) . Using this system we studied the dynamics of chromatin accessibility of the interphase and mitotic genome across two erythroid maturation stages and dissected the potential interplay between chromatin accessibility and occupancy by GATA1, a transcription factor known to bind mitotic chromatin (Kadauke et al., 2012) .
We found that, despite dramatic alterations to chromosome morphology at the microscopic level, preservation of DNase sensitivity during mitosis is widespread, although diverse site-specific patterns exist. An overall mild reduction in accessibility during mitosis is concentrated among the crop of narrow, highly hypersensitive sites (DNase-sensitive "peaks"), which often coincide with transcription factor binding sites. This contrasts with broader regions of sensitivity (DNase-sensitive "hotspots") that are very stable through mitosis. Importantly, susceptibility to mitotic perturbation varies across classes of CRMs: distal CRMs are more prone to losing accessibility during mitosis than promoters. A subset of promoters that are accessible across many cell or tissue types maintain accessibility during mitosis, and are marked by large domains of low DNA methylation. GATA1 exerts effects on chromatin accessibility mostly in interphase, triggering site-specific alterations that are most pronounced at distal CRMs.
Our data provide the first detailed accessibility map of the mitotic genome, revealing transcriptional regulatory signatures that remain widely visible within mitotic chromatin structure. The observation that structural changes of chromatin during mitosis are distinct for promoter-proximal and distal gene regulatory elements indicates mitosis-specific regulation at the level of individual loci. These findings have broad implications for transcriptional memory in dividing cells.
Results

DNase-seq analysis of pure mitotic erythroid cells at distinct maturation stages
A number of recent studies have used DNase-seq to study asynchronous cells and tissues (Boyle et al., 2008a; Thurman et al., 2012; Neph et al., 2012; Degner et al., 2012; Wu et al., 2011) . Applying DNase-seq to study the mitotic genome of suspension cells requires isolating mitotic populations at high purity, as contaminating interphase cells could contribute to apparent DNase sensitivity signals that do not actually reflect the configuration of the mitotic genome. Similar to many other cell types, enrichment of mitotic G1E cells by nocodazole arrest alone typically yields a relatively low mitotic purity of about 55%.
We thus applied a previously established protocol to purify mitotic cells from the nocodazole-treated population by intracellular staining of cells mildly fixed with 0.1% formaldehyde using an antibody against the mitosis-specific histone 3 Ser10-phospho (H3Ser10Ph) epitope (Fig. 1) , followed by fluorescenceactivated cell sorting (FACS) of the H3Ser10Ph-positive cells to obtain a mitotic population at >98% purity (Kadauke et al., 2012; Campbell et al., 2014) . Chromatin was digested with DNase I, and the resulting fragments isolated, amplified and sequenced using methods based on Song and Crawford (2010) (Fig. 1) . Mild formaldehyde fixation of chromatin does not noticeably alter DNase sensitivity (Fig. S1 ). DNase-seq libraries were generated in biological triplicates for asynchronous (containing roughly 97% interphase cells, hereafter referred to as interphase) and purified mitotic cells from G1E and G1E+GATA1, yielding 219-266 million total mapped reads from the biological triplicates combined for each sample (Table 1) . The biological triplicates show strong pair-wise concordance (Pearson correlation coefficient of read densities ranging from 0.71-0.93, Fig. S2 ). Thus, in the main text and figures we present results from analyses performed on the reads pooled from biological triplicates, with the experimental variance obtained from library-size normalized read densities of individual biological replicates indicated where appropriate for quantitative comparisons. We discuss additional considerations for normalization and quantitative interpretation in further detail in the Supplemental Methods.
We note that applying DNase-seq to mitotic cells requires special consideration of potential global differences from interphase cells that are unrelated to chromatin configuration, such as the lack of nuclearcytoplasmic compartmentalization during mitosis, and might have unknown effects on DNase sensitivity. Such intrinsic differences, if they exist, are challenging to control for. Thus, DNase-seq read density reveals the DNase sensitivity of a given site relative to other regions in the same experimental condition. Any potential global scaling differences across cellular states would not be expected to produce differing behaviors between genomic elements, and thus we focus the majority of our analyses on these types of sitespecific changes. Importantly, our algorithm defined 4.4% of the mappable mouse genome as DNase-sensitive regions (DNase "hotspots," described in the next section and in Supplemental Methods). These regions overlap 66.5%-80.6% of previously identified binding sites of transcription factors GATA1 and TAL1 in the corresponding cell conditions. Moreover, these hotspots across all experimental conditions cover 94% of 286 experimentally validated erythroid CRMs manually curated from the literature (Table 1 ). Since DNase sensitivity is known to often coincide with transcription factor binding sites and CRMs, these results support the validity of our DNase-seq data sets.
Chromatin accessibility is widely preserved during mitosis, with diverse locally specified patterns DNase sensitivity profiles exhibit distinct spatial patterns ( Fig. 2A) . Often, promoters and known transcription factor binding sites coincide with narrow hypersensitive regions, such as at the Klf13, +5kb, and +42kb distal CRMs, and at the Gata2 promoter, -8kb, and +9kb distal CRMs (Fig. 2B) . In some cases, these hypersensitive sites are surrounded by relatively broad regions of moderately increased DNase cut density that mark domains of sensitivity in the range of kilo-bases, such as that coinciding with the entire gene body of Gata2 (Fig. 2B) and Myc (Fig. S3) . The sharp increases in DNase cut density likely reflect sites commonly referred to in the literature as "hypersensitive," and often co-localize quite precisely with the binding sites of transcription factors (as shown for the Klf13 locus in Fig. 2B ). To distinguish broad moderately sensitive domains from the narrow hypersensitive sites systematically, we defined them as "hotspots" and "peaks," respectively, modified from previously published definitions (Baek et al., 2011) . Hotspots are contiguous >250bp regions significantly enriched in DNase cut density relative to the 200kb surrounding background, as well as ranking among the top 100,000 most DNase-sensitive regions in the mappable genome (the fulfillment of these criteria is based on applying two independent algorithms for calling enrichments in DNase sensitivity, DNase2Hotspots and F-Seq; see Supplemental Methods for details). The median width of hotspots is roughly 650bp, but the largest extends to about 15kb. Within hotspots, 150bp regions that are further enriched in DNase cut density over the surrounding hotspot are defined as peaks, and a given hotspot may contain any number of peaks, or none. Our algorithm for hotspot and peak detection distinguishes the broad and narrow patterns, respectively, of DNase sensitivity that we aimed to capture ( Fig. 2 and Fig. S3 ).
Given the striking morphologic alterations of chromosomes associated with the known dissociation of many factors during mitosis, a widely held assumption is that mitosis limits macromolecular access to chromatin by increasing steric hindrance. On the contrary, we observed that at individual sites, DNase sensitivity can range from being virtually eliminated, to partially or fully preserved during mitosis. For example, the hotspot covering the Gata2 gene body (Fig. 2B) is relatively stable through mitosis, as is the peak at the promoter region; in contrast, levels of DNase sensitivity at the -8kb and +9kb distal CRMs are partially or completely diminished during mitosis. To illustrate the variety of interphase-to-mitosis dynamics possible with respect to hotspots and peaks, other types of patterns are shown for the Slc8b1 (near complete loss of mitotic accessibility at promoter) and Klf13 (mitotic accessibility well-preserved at promoter, but largely eliminated at distal sites) loci in Fig. 2B .
As illustrated by Fig. 2B , interphase-to-mitosis transitions in DNase sensitivity are mostly gradual, rather than binary. Hence, while categorizing DNase cut density as either DNase "sensitive" or "insensitive" facilitates systematic analysis of genomic regions, doing so requires setting thresholds that can distort interpretations at sites where the DNase cut density is close to the threshold. For example, some hotspots can have similar levels of DNase cut density in interphase and mitosis, but happen to pass the threshold for our algorithm in only the mitotic sample. This can lead to an over-estimate of "mitosis-only" hotspots ( Fig. S4 ), when in fact hotspots in this group mostly display similar levels of interphase and mitotic DNase sensitivity (Fig. S5 ). We mitigated these thresholding effects by analyzing regions defined by the union of all hotspots or peaks present in any one of the four samples (G1E interphase or mitosis, G1E+GATA1 interphase or mitosis). Hereafter, "hotspots" and "peaks" refer to regions defined by their respective unions across samples. Using these final sets of 123,674 hotspots and 27,978 peaks enabled us to interrogate quantitative changes in read densities within them across experimental conditions.
To examine the global effect of mitosis on the accessibility of the 4.4% of the mappable genome covered by hotspots, we calculated the fraction of total reads in the library mapped within all hotspots in interphase versus mitosis. By this measure, the aggregate accessibility of hotspots decreases from 11.3% in interphase to 8.3% in mitosis for G1E, and 14.0% in interphase to 12.3% in mitosis for G1E+GATA1 (Table 1 ). These results demonstrate that aggregate changes of accessible sites, relative to inaccessible background regions, are small during mitosis.
In the context of this mild change in aggregate accessibility among hotspots during mitosis, most individual hotspots and peaks show extensive preservation of accessibility during mitosis ( Fig. 3A for G1E+GATA1; Fig. S6 for G1E). This observation is consistent with absolute measurements of DNase sensitivity by qPCR at a number of individual sites performed in our previous study (Kadauke et al., 2012) , reproduced in Fig. S7 for comparison, indicating that sequencing did not introduce large global scaling differences between mitotic and interphase measurements. Notably, the reduction in accessibility during mitosis is more pronounced among peaks than hotspots -a difference that is visible across a wide range of interphase accessibility ( Fig. 3B for G1E+GATA1 ; Fig. S6 for G1E). Using the mitosis-to-interphase ratio of read densities as a metric, hotspots preserve a median of 69% (G1E) and 93.3% (G1E+GATA1) of their interphase accessibility during mitosis; in contrast, peaks retain only a median of 46.9% (G1E) and 52.4% (G1E+GATA1) of their interphase accessibility in mitosis (Fig. 3C) . Thus, the mechanisms that underlie the presence of hotspots and peaks are differentially susceptible to mitotic perturbation. This difference reveals that changes in mitotic chromatin accessibility preferentially occur in a spatially confined manner within DNase peaks. Such patterns are likely triggered by reduced affinity of trans-acting factors to specific sites that lead to local changes in nucleosome positioning, rather than by a large-scale increase in steric hindrance that would be expected to affect broad genomic regions relatively evenly.
Promoters preserve accessibility in mitosis more than distal CRMs
Cis-regulatory elements are important platforms upon which trans-acting factors assemble to regulate transcription, yet the degree to which these genomic elements remain accessible to transcription regulators during mitosis has remained largely unknown. Fig. 2B demonstrates that for a given locus, such as Gata2 or Klf13, the promoter region can fully retain accessibility during mitosis, but the nearby distal hotspots and peaks can lose mitotic accessibility. We tested whether there are systematic differences in mitotic preservation of accessibility between proximal and distal CRMs. To identify regulatory regions, we intersected our DNase sensitivity map with a nine-state chromatin annotation for G1E and G1E+GATA1 derived from ChromHMM (Ernst and Kellis, 2012) , a genome segmentation program based on a multivariate hidden Markov model learned jointly from H3K4me1, H3K4me3, H3K36me3, H3K9me3, and H3K27me3 ChIP-seq data sets (Ernst and Kellis, 2012; Wu et al., 2011) . Since the profiles of histone lysine methylation modifications are overall similar in G1E and G1E+GATA1 (Wu et al., 2011) , we defined promoter hotspots or peaks as those that either overlap an annotated transcriptional start site (TSS), and/or are covered predominantly by H3K4me3 (which also captures unannotated potential TSS's) in either G1E or G1E+GATA1 (Fig. S8) . We defined predicted distal CRMs hotspots or peaks as those that do not overlap an annotated TSS, and mostly marked with H3K4me1 in either G1E or G1E+GATA1 (Fig. S8) . Based on these criteria, out of the 123,674 hotspots across all four experimental conditions, 13% correspond to promoters, and 26.2% are predicted distal CRMs. Moreover, our distal CRM detection algorithm correctly identified all 191 of the erythroid distal CRMs that overlapped hotspots and have been experimentally confirmed in the literature (Wu et al., 2011) .
Strikingly, promoters as a group are the most accessible sites in the genome in both interphase and mitosis (Fig. 4A) , revealing that the hierarchy of accessibility between classes of CRMs is well-preserved in mitosis. Given that the degree of mitotic accessibility strongly correlates with interphase accessibility, we asked whether high mitotic accessibility of promoters is entirely explained by their high interphase accessibility, or if other unknown properties unique to promoters might also contribute to this pattern. Even when matched for interphase accessibility, the average mitotic accessibility of hotspots is still markedly higher at promoters than distal CRMs across nearly the full range of interphase accessibility (Fig. 4B ). These trends apply to both G1E and G1E+GATA1, and show similar results when the same analyses are performed on peaks ( Fig. 4C and Fig. S9 ). These results point to promoter-specific mechanisms that enable them to preserve overall a larger fraction of their interphase accessibility during mitosis.
Promoters that are accessible across many murine tissues are exceptionally accessible in mitosis and marked by large conserved domains of DNA hypomethylation While promoters overall preserve chromatin accessibility during mitosis quite well, a wide range of mitotic accessibility exists (Fig. 4B) . To explore potential predictors of promoter hotspots with exceptionally wellpreserved mitotic accessibility, we examined the tissue distribution of the accessibility of our erythroid hotspots by intersecting them with the available interphase DNase hypersensitive sites (DHS) from across 45 murine tissue or cell types from the Mouse ENCODE Consortium (J Vierstra, E Rynes, R Sandstrom, R Thurman, M Zhang, T Canfield, P Sabo, R Byron, R Hasen, A Johnson, et al., submitted) We found that preservation of accessibility across multiple cell or tissue types is strongly indicative of high mitosis-tointerphase accessibility ratio (Fig. 5A, top) . This correlation is mostly restricted to promoters, as distal CRMs show a much more tissue-specific distribution of accessibility (Fig. 5A, bottom) .
Gene ontology (GO) analysis showed that, compared to all promoter hotspots as background, the 5,059 promoter hotspots with >85% mitosis-to-interphase ratio are mildly enriched for a mix of molecular function categories consisting of cell surface proteins and transcription regulatory proteins (Fig. S10) . Fig . 5B quantifies these enrichments for two GO terms that encompass these two distinct functional gene categories ("sequence-specific DNA binding transcription factor activity" and "signaling receptor activity"). In contrast, the 1,698 promoter hotspots that are preserved in ≥ 10 cell or tissue types are enriched specifically for molecular functions involving transcriptional regulation by 2.2-fold over all promoter hotspots, without any enrichment for the surface receptor GO terms ( Fig. 5B and Fig. S10 ). Of note, 15.7% of the 945 promoter hotspots that meet the dual criteria of >85% mitosis-to-interphase ratio and preserved across ≥ 10 cell or tissue types belong to sequence-specific transcription factor genes, representing a 2.7-fold enrichment over all promoter hotspots that is higher than applying either criteria alone (Fig. 5B) .
The tissue-invariant patterns of accessibility and GO enrichment of this subset of promoters are reminiscent of the properties of another recently discovered chromatin feature. By examining genome-wide DNA methylation profiles encompassing a large range of cell types and species, several studies (Long et al., 2013; Xie et al., 2013; Jeong et al., 2014) described the existence of very large hypomethylation regions spanning multiple kilobases. These large domains of DNA hypomethylation -referred to as "broad non-methylated islands," (Long et al., 2013) DNA methylation "valleys," (Xie et al., 2013) or "canyons" (Jeong et al., 2014) -are distinct from smaller hypomethylated regions in that the large domains are maintained across many tissues (Xie et al., 2013; Jeong et al., 2014) and can be evolutionarily conserved at individual loci (Long et al., 2013) . These large hypomethylation domains tend to demarcate genes involved in transcriptional regulation (such as genes encoding members of the HOX, FOX, ZIC, GATA, KLF protein families) and developmental signaling pathways (Long et al., 2013; Xie et al., 2013; Jeong et al., 2014) . Many of these genes, especially the transcription regulator genes, are also the ones we found in our DNase analysis to be among those whose promoters are accessible across many tissues and in mitosis. Thus, large DNA hypomethylation domains and a subset of our promoter hotspots share characteristics -identified independently -of relatively ubiquitous tissue distribution and propensity to demarcate transcription regulator genes.
Given these shared characteristics, we examined the degree of genomic overlap between large DNA hypomethylation domains previously obtained from mouse hematopoietic stem cells (HSCs) (Jeong et al., 2014) and the DNase hotspots from this study. Of the 13,579 undermethylated regions (UMRs) ≥ 1kb detected in HSCs, 90.8% overlap with our DNase hotspots in G1E or G1E+GATA1. Among the UMRs, 1,104 were previously defined as methylation canyons based on a size threshold of ≥ 3.5kb; 97.6% of the canyons overlap a promoter hotspot in our DNase data sets. Given that approximately 70% to 90% of the HSC methylation canyons are shared by a large number of diverse cell types previously examined (Jeong et al., 2014) , the two chromatin features can be compared across different hematopoietic cell types. Where DNase hotspots and methylation canyons overlap, they very often approximate each other's borders, usually spanning the promoter proximal regions or an entire gene, such as at the Myc (Fig. 5C) , Foxa1, Uncx and Gata2 loci (Fig. S11) . Importantly, among the 189 promoter hotspots preserved across ≥ 15 cell or tissue types, 98.9% overlap the larger UMRs (≥1kb) and 50.8% overlap the largest UMRs (≥3.5kb, or canyons) (Fig. 5D) . Moreover, promoter hotspots demarcated by methylation canyons are overall significantly higher in mitotic accessibility than other promoter hotspots matched for their levels of interphase accessibility in both G1E+GATA1 (Fig. 5E ) and G1E (Fig. S12) .
Together, these findings implicate a role for large DNA hypomethylation domains in contributing to exceptional promoter accessibility in mitosis and across many tissues. Of note, genes overlapping DNase hotspots and DNA methylation canyons can exhibit any level of expression (Fig. S13) , including some that are silent in HSCs and G1E cell types, such as the hepatocyte transcription factor Foxa1 (Fig. S11) . These results indicate that maintenance of genes in hypomethylated and mitotically accessible chromatin can be uncoupled from active RNA synthesis, consistent with previous analyses of methylation canyons and gene expression in HSCs (Jeong et al., 2014) .
GATA1-driven erythroid maturation exerts site-specific alterations to interphase chromatin accessibility that are most pronounced at distal CRMs, but little effect on mitotic accessibility
Chromatin accessibility is closely related to trans-acting factor binding, but the exact nature of this relationship is often unknown for individual factors. Genetic complementation of GATA1 in the G1E cell differentiation model enabled us to test for direct effects of GATA1 occupancy on chromatin accessibility in interphase and mitosis, as well as indirect influences resulting from cell maturation. Recent mRNA measurements normalized to spike-in controls revealed that restoration of GATA1 function represses >5,000 genes and induces only about 200 genes (A Stonestrom, S Hsu, K Jahn, P Huang, S Kadauke, A Campbell, R Hardison, G Blobel, submitted). A previous study showed that even promoters of genes that alter expression drastically show minimal change in accessibility (Wu et al., 2011) . Fig. 6A illustrates several of such repressed (Kit, 33.5-fold repressed) and induced genes (Slc4a1, 849-fold induced), where the changes in promoter interphase DNase sensitivity are very mild between the presence and absence of GATA1, compared to the large differential expression in mRNA measured by RNA-seq (T Mishra, C Morrissey, C Keller, B Giardine, E Heuston, S Anderson, V Paralkar, M Pimkin, M Weiss, D Bodine, et al., submitted). At select distal CRMs, significant changes in interphase DNase sensitivity can be observed in the direction consistent with expression changes (such as Kit-114kb and to a lesser extent Slc4a1+9.9kb in Fig. 6A ).
We extended the results from Wu et al. (2011) on promoter interphase accessibility by examining promoters and distal CRMs in detail in the new data sets presented here. Consistent with Wu et al. (2011) , we found that overall the levels of interphase accessibility of promoter peaks exhibit little change between the G1E and G1E+GATA1 states; furthermore, this trend is largely unchanged regardless of whether the promoter coincides with one of GATA1's 10,460 binding sites (Fig. 6B, left two panels) , suggesting that GATA1 occupancy does not contribute significantly to variations in promoter accessibility. Of the top 100 most up-regulated and top 100 most down-regulated genes from G1E to G1E+GATA1, only some are associated with mild site-specific increases and decreases, respectively, in interphase promoter accessibility (Fig. S14) , including Kit and Slc4a1 (Fig. 6A and highlighted in Fig. 6B ). There is no correlation between preservation of promoter accessibility during mitosis and the extent of differential expression from G1E to G1E+GATA1 (Fig. S15 ).
In contrast, dynamics of distal CRMs interphase accessibility upon restoration of GATA1 function are more site-specific and pronounced. Individual distal CRMs can increase, decrease, or maintain the same DNase cut densities (Fig. 6B , right two panels; Slc4a1+9.9kb and Kit-144 from Fig. 6A are highlighted) . Importantly, at distal CRMs bound by GATA1, there is a general shift toward reduced interphase accessibility, compared to those not bound by GATA1 (Fig. 6B, right two panels) . This finding suggests that GATA1 and its cofactors function as repressors at the majority of distal CRMs, including the Kit114kb regulatory region as previously described (Jing et al., 2008) . However, site-specific behaviors likely depend on the activating or repressive cofactor complexes present at individual loci. The observation that GATA1-driven maturation reduces the interphase accessibility of most distal CRMs is consistent with the observation that genes repressed by GATA1 function vastly outnumber the activated genes (A Stonestrom, S Hsu, K Jahn, P Huang, S Kadauke, A Campbell, R Hardison, G Blobel, submitted). We assigned distal CRMs to their nearest genes and found that changes in the interphase accessibility of distal CRMs are not associated with alterations in expression of the nearest gene (Fig. S14) ; however, the true association of distal CRM accessibility with expression of the correct target genes is likely stronger, as this method of pairing distal CRMs with genes discounts the fact that many distal CRMs regulate genes far away.
In the context of mitotic chromatin, GATA1-induced erythroid maturation results in a slight global increase in accessibility at promoters, (Fig. 6C, left) , but not at distal CRMs (Fig. 6C, right) . We next examined whether mitotic GATA1 chromatin occupancy influences chromatin accessibility. GATA1 binding sites can be divided into 8,831 interphase-only (I-GATA1), 527 interphase-and-mitosis (IM-GATA1), and 1,102 mitosis-only (M-GATA1) occupancy sites (previously categorized based on the presence or absence of ChIP-seq peak calls (Kadauke et al., 2012) , which are generally accurate for GATA1's sharp, well-defined ChIP peaks). The majority of these subcategories of GATA1 binding sites overlap DNase hotspots (Fig. S16) . Examples of these patterns of GATA1 mitotic binding are shown in Fig. S3 . These subcategories of GATA1 binding sites showed no significant differences in their distributions of G1E and G1E+GATA1 mitotic chromatin accessibility patterns, suggesting that promoter mitotic accessibility differences between the two maturation states are not a direct result of differential GATA1 mitotic binding (Fig. 6C) . Moreover, in G1E+GATA1 cells, sites bound by GATA1 during mitosis show similar distributions of mitotic accessibility maintenance as sites bound by GATA1 only in interphase (Fig. S17) , suggesting that GATA1 binding does not contribute significantly to site-specific variations in mitotic chromatin accessibility.
Together, these results indicate that GATA1 clearly influences chromatin accessibility in interphase, especially at distal CRMs, likely in part via the action of cofactor complexes. In contrast, GATA1 mitotic occupancy does not contribute significantly to variations in preservation of accessibility in mitosis. These findings implicate yet unknown GATA1-independent mechanisms that regulate mitotic chromatin dynamics.
Discussion
This study provides a detailed DNase accessibility map of the mitotic genome, lending insights into structural principles and their relationship to gene regulation. Our finding that the genome retains significant DNase sensitivity during mitosis establishes a genome-wide framework for previous reports of DNase sensitivity during mitosis for select loci and mitotic occupancy of individual factors. These results are consistent with other studies using microscopic volume measurements of an artificial genomic array (Li et al., 1998) and whole chromosomes (Martin and Cardoso, 2010; Vagnarelli, 2012) , as well as FRETbased assays of histone-histone interactions (Llères et al., 2009) , that demonstrate only two to three-fold condensation of chromosomes during mitosis compared to interphase. Thus, we conclude that condensation of chromosomes during mitosis, relative to interphase, is not as extreme as commonly assumed, and is unlikely to be sufficient for displacing many chromatin regulators from mitotic chromatin.
We uncovered several novel trends that distinguish sites favoring open versus closed chromatin configurations in mitosis. First, reduction in accessibility during mitosis occurs preferentially among DNase peaks (Fig. 3A and 3B ). This observation narrows the likely mechanisms underlying mitotic changes in chromatin accessibility; specifically, large scale, indiscriminate steric occlusion is unlikely to produce such site-specific and spatially confined changes in accessibility. Rather, site specificity is more likely explained by the binding of sequence-specific transcription factors and their cofactors. We speculate that transcription factor binding could generate a narrow DNase peak by evicting the nucleosomes in the vicinity of the binding site, while also recruiting factors capable of spreading along and remodeling chromatin to generate the broader accessibility pattern of a DNase hotspot. Loss of trans-acting factor affinity for chromatin during mitosis, perhaps due to mitosis-specific phosphorylation (Rizkallah et al., 2011) , could explain the preferential loss of DNase sensitivity at peaks. In contrast, patterns of generalized accessibility across hotspots, such as at the Gata2 (Fig. 2B) and Myc (Fig. 5C ) loci, are likely attributable to mitotically stable chromatin features, with DNA methylation patterns being a potential candidate responsible at a subset of genes (Fig. S11 ).
While the model described above is likely generally applicable, our findings for GATA1 show that the influence of transcription factor binding on chromatin accessibility must be tested on a case-by-case basis, and can be related to whether the factor is involved in activation or repression of a given locus. Thus, while it may appear counterintuitive that GATA1 binding is associated with a pronounced decrease in interphase accessibility at most distal CRMs (Fig. 6B) , this observation is consistent with its predominantly repressive role on the majority of its target genes (A Stonestrom, S Hsu, K Jahn, P Huang, S Kadauke, A Campbell, R Hardison, G Blobel, submitted) . This result is also consistent with the ability of GATA1 to bind regions with relatively high nucleosome occupancy (Hu et al., 2011) . Despite GATA1's ability to bind mitotic chromatin at a subset of its interphase occupancy sites, GATA1 mitotic occupancy does not measurably alter mitotic chromatin accessibility (Fig. 6C) . This result might be accounted for by the lack of nucleosome remodeling activity intrinsic to GATA1 itself, and the absence of all tested GATA1 cofactors from GATA1 mitotic occupancy sites (Kadauke et al., 2012) . Thus, transcription factor occupancy is not necessarily positively correlated with interphase or mitotic DNase sensitivity, and the precise relationship between the two can be specific to the cofactor milieu.
Providing additional support for local modulation of mitotic chromatin accessibility, we found that promoters tend to preserve mitotic accessibility to a greater extent than distal CRMs, though a wide variation exists within each category (Fig. 4) . The mechanisms underlying these general patterns are unknown. It remains unclear how other chromatin features known to be associated with promoter regions in mitosis, including trans-acting factor binding (Kadauke and Blobel, 2013) , certain histone modifications (Wang and Higgins, 2012) , global shifts in the positioning of histone variants (Kelly et al., 2010) and increased single-strandedness of DNA (Michelotti et al., 1997) , could potentially contribute to general maintenance of promoter accessibility in mitosis. For the group of promoter hotspots that are accessible across many tissues, large domains of tissue-invariant DNA hypomethylation likely contribute to maintaining an open chromatin configuration at these sites during mitosis; however, definitive support for hypotheses regarding the causal role of a given mark will require experimental evidence beyond correlations. While we are not aware of studies directly examining DNA methylation patterns specifically in mitosis, given its well-established role in epigenetic memory on the time scales of organismal development (Bartolomei and Ferguson-Smith, 2011) , it is reasonable to assume that DNA methylation is unaltered during mitosis and thus might contribute to one aspect of mitotic memory. A conundrum from our analyses of the promoter DNase hotspots associated with large DNA hypomethylation domains is that some genes in these regions are silent. We speculate that maintenance of open chromatin configuration stably through cell divisions might ensure that even these silent genes, including those important for developmental regulation, are permissive to receiving regulatory signals for transcriptional activation or other chromatin transactions.
From the perspective of cell fate maintenance and reprogramming, perhaps the most intriguing finding is that mitosis preferentially disrupts the accessibility of most distal CRMs (Fig. 4) . Given that enhancers play important roles in driving tissue-specific gene expression, what is the consequence of preferential reduction in their mitotic accessibility? Presumably, this loss of accessibility could reflect dissociation of enhancer-binding proteins, and by extension, dissolution of long-range enhancer-gene interactions. Does the preferential loss of distal CRMs accessibility during mitosis lead to a transient absence of normal enhancer regulation immediately post-mitosis? If so, this might present a window of transient instability in tissue-specific gene regulation. We envision that the insights provided in this study will lead to testable hypotheses that address these and other fundamental questions about how gene expression contends with mitotic division.
Methods
DNase I digestion of asynchronous and purified mitotic cells
G1E and the G1E-ER4 sub-line were cultured as described in Weiss et al. (1997) . Experiments were performed in biological triplicates as follows. G1E-ER4 cells were treated with 100 nM estradiol for 22h prior to harvest (referred to as "G1E+GATA1"). Both G1E and G1E-ER4 cells were treated with nocodazole (200 ng/ml) for 7h prior to harvest. At harvest, nocodazole-treated and asynchronous cells were cross-linked with 0.1% formaldehyde at room temperature for 10 minutes, then quenched with 1 M glycine. Fixed cells were washed with PBS and resuspended in 1X Cell Lysis Buffer (60 mM KCl, 15 mM NaCl, 5 mM MgCl2, 10 mM Tris pH 7.4, 300 mM sucrose, 0.1 mM EGTA, 0.5 mM PMSF, 0.1% NP40, and 2 μ L/mL protease inhibitor cocktail (Sigma)). For mitotic samples, cells were then stained with antiH3S10Phos antibody (Millipore 04-817) and Dy488 F(ab')2 anti-rabbit IgG secondary antibody , and sorted by FACS for H3S10Phos-positive cells as shown in Fig. 1 . DNase I digestion was performed based on protocol from (Cockerill, 1999) , with details outlined as follows. 2-10 million asynchronous cells (in Cell Lysis Buffer) or 2 million mitotic cells (collected from the FACS machine in PBS) were resuspended in 50 μ L Nuclei Lysis Buffer (300 mM sodium acetate, 5mM EDTA pH 7.4, 0.5% SDS), added to 5 μ L of 100 mM CaCl2, equilibrated at room temperature for 10 minutes. A range of units of DNase I were added (see DNase-seq library preparation below for the range of units selected for sequencing) and the digestion reaction proceeded for 10 minutes at room temperature, then terminated by adding 350 μ L of 0.1 mg/mL proteinase K in Nuclei Lysis Buffer. Samples were gently mixed by inversion, then incubated at 55°C for 5 minutes, then overnight at 65°C for reversal of formaldehyde crosslinks. Additional proteinase K was added to a final concentration of 0.1 mg/mL and incubated at 55°C for 1h. DNA fragments were isolated by phenol-chloroform extraction and ethanol precipitation.
DNase-seq library generation
DNase-seq library construction was performed as described in (Song and Crawford, 2010) , with the following modifications. Standard 0.8% agarose gels were run for 2h at 80V with 5 μ L of each sample and stained with ethidium bromide to check extent of chromatin digestion. A range of 3 different DNase I concentrations were chosen for each condition that best matched digestion patterns between conditions. For mitotic samples, this was 2U, 4U, and 8U of DNase. For asynchronous samples, this was between 4U to 40U, adjusted proportionally to the number of cells in the sample. 70 (Song and Crawford, 2010) . The one modification from Song and Crawford (2010) is that we added a 5' phosphate to linker 1 to increase ligation efficiency. Replicate 1 was sequenced in one lane using IIlumina HiSeq 2000. Replicates 2 and 3 were sequenced using Illumina Genome Analyzer IIx.
Bioinformatic analysis
Reads from DNase-seq libraries were trimmed to the first 20bp that correspond to genomic DNA, and then mapped to mouse mm9 genome using Bowtie (Langmead et al., 2009) , allowing mapping to at most 4 locations, but reporting only the single best alignment. Mapped reads pooled from three biological replicates were used to call hotspots and peaks using DNase2Hotspots as described in Baek et al. (2011) . We additionally required that hotspots must also overlap the top 100,000 read-enriched regions called by FSeq (Boyle et al., 2008b) . A final set of hotspots and peaks were defined as the union across each experimental condition. From these hotspots and peaks, smoothed signals from F-Seq (proportional to library size-normalized read densities), were obtained for each of the biological replicates for quantitative comparisons. As described in the main text, hotspots and peaks were intersected with histone lysine methylation states obtained from segmenting the genome using ChromHMM (Ernst and Kellis, 2012) ; a master list of DHS's from 45 cell or tissue types from the Mouse ENCODE Consortium (J Vierstra, E Rynes, R Sandstrom, R Thurman, M Zhang, T Canfield, P Sabo, R Byron, R Hasen, A Johnson, et al., submitted); and previously identified GATA1 (Kadauke et al., 2012) and TAL1 (Wu et al., 2011) binding sites defined by MACS (Zhang et al., 2008) . GO analyses were performed using Gene Regions Enrichment of Annotations Tool (GREAT 2.0.2, McLean et al. (2010) ). Additional details and rationale for our bioinformatic methods can be found in the Supplemental Methods.
Data Access
Raw and processed data from this study have been submitted to the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo/) under accession number GSE61885. DNase-seq signal tracks can also be viewed on the PSU Genome Browser at http://main.genomebrowser.bx.psu.edu/cgibin/hgTrackUi?hgsid=192185_VwI1eSEbwN9drvE7zCtOYiqES0IB&c=chr7&g=chopDnase2. Processed data in the form of a table of DNase hotspots and peaks, containing read densities and intersection with other data sets used in this study, are also available as a Supplemental File (HotspotPeakTables.xls). RNAseq data (T Mishra, C Morrissey, C Keller, B Giardine, E Heuston, S Anderson, V Paralkar, M Pimkin, M Weiss, D Bodine, et al., submitted) are available at GEO under accession number GSE40522. Experimental strategy for performing DNase-seq. G1E and G1E+GATA1 cells were grown asynchronously or arrested in mitosis by nocodazole treatment. Mitotic populations of nocodazole-treated cells were isolated by FACS using intracellular antibody staining of H3S10Ph. All samples were subjected to DNase digestion, followed by affinity capture of cleaved fragments, library preparation and sequencing.
Figure Legends
Fig. 2
Individual sites display diverse patterns of interphase-to-mitosis dynamics in chromatin accessibility. a) Example of DNase hotspots and peaks. b) G1E+GATA1 DNase cut density profiles at the Gata2, Slc8b1 and Klf13 loci are shown to illustrate their spatial patterns. Broad versus narrow sensitivity patterns are captured by the hotspots (brown bars) and peaks (orange bars), respectively, as defined in the main text and in Supplemental Methods. Note that individual sites can retain very little (green boxes), or virtually all (red boxes) of their accessibility in mitosis. A number of different patterns are also shown for the Klf13 locus, for which ChIP-seq tracks for GATA1 (interphase and mitosis), CTCF (Wu et al., 2011) and TAL1 are also shown to illustrate co-localization of their binding sites with DNase peaks.
Fig. 3
Chromatin accessibility is widely preserved during mitosis, with reductions occurring preferentially within narrow, hypersensitive DNase peaks. a) After obtaining the union of the regions defined by hotspots/peaks across all samples, the mitotic versus interphase library size-normalized read densities were obtained from reads pooled from biological triplicates. Shown are mitotic versus interphase scatter plots (binned 2D density plots) for G1E+GATA1 cells. The color scale indicates the density of data points within each bin. The dashed diagonal line marks where mitotic and interphase read densities are equal. The overall trend is summarized by the moving mean (curve overlaid on plot) obtained from dividing the x-axis into bins consisting of approximately 1,000 hotspots or peaks. Gray dotted horizontal and vertical lines mark the estimated read density of inaccessible background regions, defined as all regions outside of hotspots. Data points corresponding to individual promoter peaks shown in Fig. 2B are highlighted. The same graphs for G1E cells are shown in Fig. S6. b) A zoomed-in view of the juxtaposition of moving means of hotspots and peaks in a). Error bars denote SEM of read densities from individual biological replicates (n = 3). c) Box plot summaries of the mitosis-to-interphase ratio of the library size-normalized read densities for hotspots and peaks in G1E and G1E+GATA1, using reads pooled from biological triplicates. The horizontal dashed line marks where mitotic read density is equal to interphase read density.
Fig. 4
Maintenance of mitotic accessibility at promoters exceeds that of distal CRMs. a) Box plots of read densities of peaks in interphase and mitosis, color-coded by their classification as either promoter, distal CRMs (see main text and Supplemental Methods for detailed definitions), or "other" regions that do not correspond to these defined categories. Gray dotted horizontal lines mark the global background estimate of read density in all regions outside of hotspots. b) Top row: Scatter plots (binned 2D density, produced similarly as in Fig. 3A ) of mitosis versus interphase read density at the union of peaks across all samples, grouped by promoter versus distal CRMs peaks. Bottom row: A zoomed-in view of the juxtaposition of the moving means for promoter and distal CRMs peaks, with error bars denoting SEM from biological replicates (n=3). Size of circles conveys the number of promoter or distal CRMs peaks within each bin. c) Box plot summaries of the mitosis-to-interphase ratio of read densities for hotspots and peaks. Horizontal dashed line marks location on y-axis where interphase read density is equal to mitosis read density.
Fig. 5
Promoters that are accessible across many murine tissues are marked by high mitotic accessibility and large DNA hypomethylation domains a) Promoter and distal CRM hotspots in G1E+GATA1 are shown in scatterplots (binned 2D density plot) of mitosis-to-interphase accessibility ratio versus the number of murine tissues in which the promoter hotspot overlaps at least one DNase hypersensitive site (DHS). Dashed horizontal line marks where mitotic and interphase DNase sensitivities are equal. b) The fraction of promoter hotspots at genes encoding for sequence-specific transcription factor genes are specifically enriched by applying each of the two criteria (mitosis-to-interphase accessibility ratio and tissue preservation of hotspot) individually and together. c) Myc is an example of a locus demarcated by a DNA methylation canyon. Shown are interphase and mitotic DNase accessibility profiles from G1E+GATA1, DNA methylation ratios in mouse HSCs, and DNase accessibility profiles from across Mouse ENCODE cell or tissue types, with dark bands representing DNase-sensitive regions. d) G1E+GATA1 promoter hotspots are shown in scatterplots (binned 2D density plot) of mitosis-to-interphase accessibility ratio versus the number of murine cell or tissue (out of 45) DHS is present. The panels are divided into promoter hotspots that overlap UMRs of the indicated size ranges. e) Mitosis versus interphase DNase read densities of G1E+GATA1 promoter hotspots are shown as moving means color-coded by overlap with UMRs of the indicated size ranges, with error bars denoting SEM from biological replicates (n=3). Error bars for the UMRs ≥ 1kb and <3.5kb category (blue line) are omitted to avoid obscuring the difference between the red and green curves.
Fig. 6
Dynamics of interphase and mitotic chromatin accessibility during GATA1-driven erythroid maturation. a) Browser track views of DNase accessibility and GATA1 ChIP-seq profiles in interphase, with the fold change in mRNA levels from G1E to G1E+GATA1 indicated at the top. b) Interphase accessibility dynamics of DNase peaks in G1E versus G1E+GATA1 are presented as scatterplots (binned 2D density plots), grouped by promoter versus distal CRMs, and by overlap with GATA1 binding sites. Graphing conventions are the same as Fig. 3 , with error bars denoting SEM of biological replicates (n=3) for moving means. Promoters and distal regulatory sites associated with GATA1-repressed (Kit) and GATA1-induced Slc4a1 loci shown in Fig. 6A are highlighted. c) Scatterplots (binned 2D density plots) of G1E mitotic accessibility versus G1E+GATA1 mitotic accessibility of DNase peaks are shown, grouped by overlap with GATA1 binding sites in interphase only (I-GATA1), interphase and mitosis (IM-GATA1), or mitosis only (M-GATA1). Graph conventions are similar to b). 
Tables
94% of 286 experimentally tested known erythroid CRMs
Summary of DNase-seq libraries and their overlap previously known transcription factor binding sites and erythroid CRMs. ChIP-seq data sets for TAL1 and GATA1 were obtained from Wu et al. (2011) and Kadauke et al. (2012) , respectively. Known erythroid CRMs were compiled manually from the literature by Wu et al. (2011) 
