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Recent experiments have revealed incommensurate charge density wave (CDW) in the pseudogap regime in
underdoped cuprates, e.g. YBa2Cu3O6+δ and HgBa2CuO4+δ. However, its relationship with the pseudogap is
still controversial. In this work, we take a phenomenological synthesis of the doped resonating valence bond
(RVB) state and the CDW order. Starting from the Yang-Rice-Zhang Green’s function ansatz for the doped
RVB state [Phys. Rev. B 73, 174501 (2006)], in which the Fermi surface is partially truncated into four nodal
hole-like Fermi pockets by the antinodal RVB gap, we show that the CDW order at the wavevectors connecting
the tips of the Fermi arcs (the hotspots) induces Fermi surface reconstruction, giving rise to an electron-like
Fermi pocket (α orbit) and a new hole-like Fermi pocket (β orbit). The α orbit is formed by joining the Fermi
arcs at the hotspots and it dominates the quantum oscillation Fourier spectrum, while the β orbit is formed by
joining the outer patches of the original hole pockets, which has vanishingly small spectral weight. The areas
enclosed by these orbits are extracted from the density of states oscillation in magnetic field and quantitatively
agree with the experiments.
PACS numbers: 74.72.-h, 74.72.Kf, 71.45.Lr
I. INTRODUCTION
Despite decades of intensive research, the origin of the
pseudogap in the underdoped cuprates remains much debated.
The pseudogap is characterized by the loss of low-energy
density of states (DoS) as observed in the magnetic suscep-
tibility, the specific heat and the transport measurements1
and the antinodal gap in the angle-resolved photoemission
spectroscopy (ARPES)2 below a doping-dependent pseu-
dogap temperature. Recently, it is revealed that incom-
mensurate charge density wave (CDW) shows up in the
pseudogap regime of the clean YBa2Cu3O6+δ (Y123) and
HgBa2CuO4+δ (Hg1201) materials3–18, which competes with
the superconductivity5,8,9,12. The charge order in the pseudo-
gap phase has been extensively studied19–38. In particular, the
bidirectional CDW order can reconstruct the Fermi surface to
form an electron pocket. This scenario has been adopted to
explain36,39,40 the negative Hall and Seebeck coefficients41–43
and the quantum oscillation observed at low temperature and
high magnetic field44–61, which clearly demonstrates the pres-
ence of Fermi-liquid-like quasiparticles in this regime and
triggers intensive research36,62–66.
However, the relevance of the CDW fluctuations to the ori-
gin of the pseudogap remains controversial. The CDW onset
temperature is lower than the pseudogap and the deviation is
more significant for doping concentration x < 0.1212,13,67. The
sign change (from positive to negative) of the Hall and See-
beck coefficients occurs at even lower temperature41–43. Close
to the optimal doping, the pseudogap develops, however, the
CDW is not detected12,68. On the other hand, as already
noted by Lee37, the CDW induced gap on a large Fermi sur-
face cannot fully account for the single-particle spectral fea-
ture in ARPES69. Moreover, the CDW order in the La-based
compounds, e.g., La2−xSrxCuO4 (LSCO) and La2−xBaxCuO4
(LBCO), is very different from the non-La-based compounds,
e.g., Y123, YBa2Cu4O8 (Y124) and Hg1201. Stripe order is
generally found in the La-based compounds, whereas bidirec-
tional CDW is found in the non-La-based compounds70. In
this work, we focus on the non-La-based compounds. Despite
the diversity of the CDW order forms in different cuprate fam-
ilies, the pseudogap behaviors are largely universal. It sug-
gests that the CDW order cannot be taken as the driving force
for the pseudogap phenomena; instead, it should be regarded
as a secondary instability in this regime.
In this work, we treat the pseudogap and the CDW order as
independent phenomena and provide a theoretical synthesis to
show that the CDW order on top of a pseudogap state can cap-
ture the Fermi surface reconstruction and the doping evolution
of the Fermi pocket areas measured in quantum oscillations
in Y123, Y124 and Hg1201. We take the pseudogap state
as a doped resonating valence bond (RVB) state with small
nodal hole pockets, which is described by the Yang-Rice-
Zhang (YRZ) ansatz of the electron Green’s function71,72.
Other theoretical proposals for the truncated Fermi pockets
in doped spin liquid are also plausible, e.g., the fractionalized
Fermi liquid (FL∗) by Sachdev and collaborators73,74 and the
Luttinger-volume-violating Fermi liquid by Mei et al68,75. A
recent work has been carried out independently to study the
CDW instability in the FL∗ state76. The YRZ Green’s func-
tion reproduces the Fermi arcs at the Fermi energy observed
by ARPES2 and a number of anomalous features in the optical
spectroscopy and the thermodynamic measurements72. In this
paper, we try to find a compatible CDW order integrated on
top of the YRZ hole-like Fermi pockets for the non-La-based
cuprate compounds. It is established in experiments17 that the
CDW order occurs at the wavevectors connecting the tips of
the Fermi arcs (the hotspots). Assuming that such a static in-
commensurate CDW order takes place on top of the YRZ state
at low temperatures and high magnetic fields, we explicitly in-
troduce the CDW order on top of the YRZ hole pockets and
find that the Fermi surface is reconstructed and two magnetic
orbits show up in the quantum oscillations. Different from the
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2FIG. 1. (Color online) (a) Reconstructed Fermi surface due to the
CDW order for doping x = 0.12 and CDW order magnitude P0 = 0.3.
In the first quadrant of the Brillouin zone, the Fermi surface patches
are joined up by shifting by the CDW wavevectors to illustrate the
closed magnetic orbits: an electron-like α orbit and a hole-like β or-
bit. (b) The energy distribution of the spectral function along the
momentum cut shown in (a). The dashed curve is the energy disper-
sion of the YRZ state in the absence of the CDW order. A spectral
gap opens at the Fermi energy. (c) The doping dependence of the
reconstructed Fermi pocket areas. The dashed lines denote the α and
β orbits respectively. The results extracted from the quantum oscilla-
tion experiments44–61 are included for comparison.
previous study27, where only hole pockets were found for the
commensurate CDW order on top of the YRZ state, we find an
electron-like and a hole-like Fermi pockets due to the Fermi
surface reconstruction.
Our main results are shown in Fig. 1. The static CDW
order opens a spectral gap at the hotspots on the nodal hole
pockets of the YRZ state shown in Fig. 1 (b). The four
Fermi arcs are joined up by shifting by the CDW wavevec-
tors to form an electron-like Fermi pocket, denoted as the α
orbit, while the other sides of the nodal hole pockets with
vanishingly small spectral weight, the “shadow” patches, are
also joined up to form a new hole-like Fermi pocket, de-
noted as the β orbit shown in Fig. 1 (a). Their areas satisfy
S β − S α = 4SYRZ = xS BZ/2 = (4pi2/a20)x/2, in which SYRZ
and S BZ are the areas of one original nodal hole pocket and
the entire first Brillouin zone respectively. a0 is the lattice
constant and x is the hole doping concentration. These or-
bits can be clearly resolved in the calculated density of states
(DoS) oscillation in magnetic field and the electron-like α or-
bit dominates the quantum oscillation, in agreement with ex-
periments. The experiment results are collected in Fig. 1 (c)
for comparison. The doping dependence of the α orbit oscil-
lation frequency quantitatively agrees with the dominant os-
cillation peak in experiments, and the β orbit gives rise to
the higher-frequency oscillation peak observed by Sebastian
et al46,49,50,55. Although the existence of the β orbit peak is
controversial in experiments47, we suggest that this orbit can
be taken as evidence of the “shadow” side of the nodal hole
pockets.
The rest of this paper is organized as follows. The YRZ
ansatz of the pseudogap state is briefly reviewed in Sec. II, in
which we stress that the single-particle spectral features ob-
served by ARPES are well reproduced. In Sec. III, the CDW
wavevectors are identified by the local maxima in the CDW
susceptibility and the static CDW order is introduced to study
the Fermi surface reconstruction. The DoS oscillation in mag-
netic field is calculated in Sec. IV and its robustness is veri-
fied. The main results are summarized in Sec. V.
II. YANG-RICE-ZHANG ANSATZ OF PSEUDOGAP STATE
We take the pseudogap phase as a doped RVB state with
the coherent part of the electron Green’s function described
by the Yang-Rice-Zhang (YRZ) ansatz71,72,
G0(ω,~k) =
gt(x)
ω − ξ(~k) − ΣRVB(ω,~k)
, (1)
in which ξ(~k) = −2t(x)(cos kx + cos ky) − 4t′(x) cos kx cos ky −
2t′′(x)(cos 2kx + cos 2ky) − µ(x) is the energy dispersion with
up to the third-nearest-neighbor hopping terms. The self-
energy ansatz ΣRVB(ω,~k) = ∆(~k)2/(ω + ξ0(~k)), with ξ0(~k) =
FIG. 2. (Color online) The doping dependence of (a) the renormal-
ized hopping and RVB paring parameters t(x)’s and ∆0(x) and (b) the
chemical potential µ(x) adopted in the YRZ Green’s function ansatz.
3FIG. 3. (Color online) (a) The single-particle spectral function at
the Fermi level A(iη,~k) of the YRZ Green’s function with doping
x = 0.12, η = 0.0003t ' 1meV. The dashed lines indicate the mag-
netic Brillouin zone boundary kx±ky = ±pi, where the self-energy di-
verges. The arrows indicate the wavevectors connecting the hotspots.
(b)–(d) The energy dependence of A(ω,~k) along the momentum cuts
shown in (a) across the antinodal region, the hotspots and the nodal
region, respectively. The dashed curves show the dispersion of the
normal state defined by setting ∆0(x) = 0. kG indicates the momen-
tum where the lower energy band bends back and the minimal spec-
tral gap opens, while kF indicates the Fermi momentum of the nor-
mal state. They do not coincide with each other, as found in ARPES
measurements69,81,82.
−2t(x)(cos kx + cos ky) and the d-wave RVB pairing ampli-
tude ∆(~k) = ∆0(x)(cos kx − cos ky). This self-energy ansatz
was proposed by analogy with that of the doped spin liquid
on a ladder71,77. An alternative derivation for this form of
self-energy based on the slave-boson theory is given in Ref.
78. The hopping parameters t(x) = gt(x)t + 3gJ(x)Jχ(x)/8,
t′(x) = gt(x)t′ and t′′(x) = gt(x)t′′ are renormalized from the
bare band parameters71,79 t, t′ = −0.3t, t′′ = 0.2t and J = t/3
according to the renormalized mean field theory (RMFT)80, in
which gt(x) = 2x/(1 + x) and gJ(x) = 4/(1 + x)2 capture the
impact of the single occupancy constraint in a doped Mott in-
sulator (Gutzwiller approximation) and the mean field param-
eters χ(x) and ∆0(x) are determined self-consistently by the
RMFT71,80. The details of the RMFT calculations are summa-
rized in Appendix A. The chemical potential µ(x) is adjusted
to guarantee the generalized Luttinger theorem
2
4pi2/a20
∫
G(0,~k)>0
d2~k = 2 − x. (2)
The doping dependence of these parameters is plotted in Fig.
2.
In Fig. 3 (a), we show the spectral function A(ω,~k) =
−pi−1ImG0(ω + iη,~k) at the Fermi level ω = 0 for doping
FIG. 4. (Color online) (a) The particle-hole bubble diagram for com-
puting the CDW susceptibility χCDW( ~Q). For the s- and d-form CDW,
the vertices are multiplied by 1 and cos(kx + Qx/2) − cos(ky + Qy/2)
respectively. (b) The self-energy correction from the CDW order
perturbation up to P20 order. For the d-form CDW order, each vertex
contributes a factor P0(cos(kx + Qx/2) − cos(ky + Qy/2)).
x = 0.12. The Green’s function poles form four hole pockets
in the nodal region and the area of each pocket is (4pi2/a20)x/8.
The spectral weight is vanishingly small on the outer sides of
the pockets near the lines kx ± ky = ±pi due to the divergence
of the self-energy ΣRVB(0,~k) at these lines, so the Fermi arc
feature in ARPES is captured. In Figs. 3 (b)–(d), we show
the energy dependence of A(ω,~k) along the momentum cuts
in Fig. 3 (a). In the antinodal region, the minimal spectral
gap indicated by the backbending of the lower energy band
(kG) does not open at the Fermi momentum (kF) of the normal
state defined by setting ∆0(x) = 0 in Eq. (1), which has been
observed by ARPES and interpreted as signature of particle-
hole asymmetry69,81,82. As the momentum cut moves towards
the nodal region, the lower energy band shifts up to close the
spectral gap at the Fermi energy, which is consistent with the
ARPES measurement69 and, as shown by Lee37, cannot be
fully explained in a CDW-induced-pseudogap scenario.
III. FERMI SURFACE RECONSTRUCTION DUE TO
INCOMMENSURATE CDW ORDER
It is well-established that the underdoped non-La-based
cuprates exhibit bidirectional incommensurate CDW order at
wavevectors ~Q1 = (Q, 0) and ~Q2 = (0,Q) with Q/2pi '
0.3. Recently, it is shown by Comin et al17 that ~Qi’s are
the wavevectors connecting the tips of the Fermi arcs (the
hotspots) by combining the ARPES and the resonant X-ray
scattering (REXS) measurements. They also extracted the
CDW wavevectors from the local maxima of the static CDW
susceptibility of the YRZ Green’s function along the momen-
tum cuts (Qx, 0) and (0,Qy) and found quantitative agreement
with experiments. Therefore, we take this approach to locate
the CDW wavevectors connecting the hotspots and study the
induced Fermi surface reconstruction and quantum oscillation
properties.
We calculate the static CDW susceptibility at zero temper-
ature χCDW( ~Q) of the YRZ Green’s function by the particle-
hole bubble diagram in Fig. 4 (a),
χCDW( ~Q) = −
∫
dωd2~kG0(ω,~k)G0(ω,~k+ ~Q)F(~k,~k+ ~Q)2, (3)
in which F(~k,~k + ~Q) = 1 for s-form CDW order, i.e., local
charge density modulation, and F(~k,~k+ ~Q) = cos(kx+Qx/2)±
4FIG. 5. (Color online) Contour plot of the (a) s- and (b) d-form static
CDW susceptibilities χCDW( ~Q) of the YRZ Green’s function with
doping x = 0.12. (c) The lowest eigenvalues of the Hartree-Fock
self-energy kernel in Eq. 6 indicating the CDW instability at each
wavevector. (d) The overlap between the normalized CDW form fac-
tor ∆ ~Q(~k) and the standard d- and p- form basis functions in the mo-
mentum space. The region in orange is dominated by dx2−y2 -form
and the regions in blue dominated by px- or py-form.
cos(ky + Qy/2) for extended s-form and d-form CDW order,
i.e., nearest-neighbor-bond-centered charge modulation34.
Similar calculations for the s-form CDW susceptibility at fi-
nite temperature were also carried out in Refs. 17 and 83,
which yielded siminar results. The s- and d-form suscepti-
bilities at x = 0.12 are shown in Figs. 5 (a) and (b). Two
local maxima appear at (Q, 0) and (0,Q), with Q/2pi ' 0.275,
corresponding to the wavevectors connecting the hotspots as
indicated by the arrows in Fig. 3 (a).
We also carry out the unconstrained Hartree-Fock calcula-
tions for the YRZ Green’s function to find the CDW order in-
stability in the presence of the short-range antiferromagnetic
(AF) exhange interaction. The formalism was developed in
Ref. 34 and we follow its notations below. Suppose that the
system develops an CDW order described by the following
perturbation term in the mean field Hamiltonian,
H′ = −
∑
i, j
∆i jc
†
iσc jσ, (4)
The nonlocal charge order parameter ∆i j can be Fourier trans-
formed into the momentum space,
∆i j =
1
V
∑
~Q
∑
~k
ei~k·(~ri−~r j)∆ ~Q(~k)e
i ~Q·(~ri+~r j)/2, (5)
in which V is the system volume. The form of the CDW order
∆ ~Q(~k) is not assumed in advance; instead, it is determined by
lowering the free energy of the system as follows. The free
energy ∆F in the presence of the CDW order expanded to the
second order of ∆ ~Q(~k) is given by
34,
∆F =
∑
~k,~k′, ~Q′
∆∗~Q(
~k)
√
Π ~Q(~k)M ~Q(~k,~k′)
√
Π ~Q(~k
′)∆ ~Q(~k
′), (6)
in which the kernelM ~Q(~k,~k′) is given by
M ~Q(~k,~k′) = δ~k,~k′ +
3
V
χ0(~k − ~k′)
√
Π ~Q(~k)Π ~Q(~k
′). (7)
The polarizability Π ~Q(~k) is given by
Π ~Q(~k) = −
∑
iωn
G0(iωn,~k + ~Q/2)G0(iωn,~k − ~Q/2), (8)
in which the summation is taken over the Matsubara frequency
ωn = 2pinkBT at finite temperature T . The interaction vertex
factor χ0(~q) for the nearest neighbor AF exchange coupling
J
∑
〈i j〉 ~S · ~S j is given by
χ0(~q) = −12 J(cos qx + cos qy). (9)
Given the free energy expression, Eq. (6), the strongest
CDW instability at each wavevector ~Q sets in for the form
factor ∆ ~Q(~k) being proportional to φ ~Q(~k)/
√
Π ~Q(~k), in which
φ ~Q(~k) is the eigenvector of the kernelM ~Q(~k,~k′) with the low-
est eigenvalue, so we solve the eigenvalue equation
1
V
∑
~k′
√
Π ~Q(~k)χ0(~k − ~k′)
√
Π ~Q(~k
′)φ ~Q(~k
′) = λ ~Qφ ~Q(~k), (10)
on a lattice with 80 × 80 sites at kBT = 0.01t for the low-
est eigenvalue λ ~Q and decompose ∆ ~Q(~k) ∝ φ ~Q(~k)/
√
Π ~Q(~k)
into the superposition of the standard orthonormal basis
functions34, e.g., 1 (s-form), cos kx ± cos ky (extended s- and
dx2−y2 -form) and
√
2 sin kx,y (px,y-form).
The lowest eigenvalue λ ~Q indicating the CDW instability at
each wavevector ~Q is shown in Fig. 5 (c). Although the global
minimum appears around (pi, pi), two local minima also show
up at (Q, 0) and (0,Q), corresponding to the enhanced scatter-
ing between the hotspots. As shown in Fig. 5 (d), the CDW in-
stability at these wavevectors are dominated by d-form, which
is consistent with experiments16,18. The doping dependence of
~Q is shown in Fig. 6 and in good agreement with the exper-
iments in YBa2Cu3O6+δ. Therefore, we focus on the incom-
mensurate d-form CDW order at the wavevectors connecting
the hotspots and study the induced Fermi surface reconstruc-
tion and the quantum oscillation in the rest of this work.
We make a few comments on the Hartree-Fock calculations.
In our results shown in Fig. 5 (c), the CDW instability near
(pi, pi) is stronger than that connecting the hotspot for the YRZ
state, due to the nearly nested (parallel) Fermi surface patches
5FIG. 6. (Color online) The doping dependence of (a) s- and (b)
d-form CDW susceptibilities χCDW( ~Q) along the momentum cut
Qy = 0. (c) The doping dependence of the peak positions for s-
form (black circles) and d-form (blue diamonds) CDW susceptibili-
ties. The experiment results taken from Refs. 12–14 are included for
comparison. The dashed line is guide to the eyes.
by shifting by (pi, pi), because the self-energy diverges pre-
cisely at the commensurate magnetic Brillouin zone bound-
ary kx ± ky = ±pi in the phenomenological YRZ ansatz. If
such a constraint on the self-energy divergence line is relaxed,
the YRZ ansatz is equivalent to the fractionalized Fermi liq-
uid (FL∗) state proposed by Sachdev and collaborators73,74,
which was derived for itinerant electrons coupled to short-
range AF order. It is found in Ref. 76 that the FL∗ state
also exhibits two sets of local maxima of the CDW instability,
and that at the wavevectors connecting the hotspots is stronger
than that near (pi, pi) for short-range AF coupling. Therefore,
the relative strength of CDW instability is sensitive to the pa-
rameter choice of the electron structure and the interactions,
which may account for the diversity of CDW forms in differ-
ent cuprate families. In the rest of this work, we focus on the
bidirectional CDW in the non-La-based compounds with the
wavevectors connecting the hotspots. The scenario of Fermi
surface reconstruction by incommensurate CDW order is ex-
pected to hold true for the FL∗ state76 as well as other postu-
lated pseudogap states with nodal hole-like Fermi pockets.
The Fermi surface is reconstructed when the static CDW or-
der sets in at low temperature. The CDW order is described by
introducing the following perturbation term into the Green’s
function,
HCDW =
∑
~k,σ
P(~k)
∑
i=1,2
c†
~k+ ~Qi/2,σ
c~k− ~Qi/2,σ, (11)
in which the d-form CDW order parameter is given by P(~k) =
P0(cos kx − cos ky). The wavevectors ~Q1 = (Q, 0) and ~Q2 =
(0,Q) are taken as those connecting the hotspots as discussed
above. It leads to the self-energy correction up to P20 order as
shown in Fig. 4 (b),
ΣCDW(ω,~k) =
∑
i=1,2
P(~k + ~Qi/2)2G0(ω,~k + ~Qi). (12)
The CDW-perturbed spectral function is shown in Figs. 1
(a) and (b). A spectral gap opens around the hotspots, thus
the Fermi surface is reconstructed. When subject to magnetic
fields, an electron wave packet moves along the Fermi surface
in the semiclassical theory84. In the presence of the CDW
order, the electron can be scattered at the hotspot to another
patch of Fermi surface, then it continues moving until getting
scattered again at another hotspot. Therefore, the semiclassi-
cal trajectory forms a magnetic orbit composed of the Fermi
surface patches joined up at the hotspots. In the first quad-
rant in Fig. 1 (a), we shift the Fermi surface patches by ~Qi
and join them up to illustrate the semiclassical closed mag-
netic orbits of the electrons in the presence of the CDW order.
The inner patches (the Fermi arcs) form an electron-like Fermi
pocket, denoted as the α orbit, which accounts for the negative
Hall and Seebeck coefficients in experiments41–43. The outer
patches with vanishingly small spectral weight (the “shadow”
patches) also join up to form a new hole-like Fermi pocket,
denoted as the β orbit.
The area S of the Fermi pocket enclosed by the α orbit is
calculated by numerical integration. It changes systematically
with the doping concentration as given in Table I and illus-
trated in Fig. 1 (c). The results extracted from the quantum
oscillation experiments according to the Onsager relation84,
F =
~c
4pi2e
S , (13)
are also included for comparison. The α orbit areas from
our calculations are in quantitative agreement with the dom-
inant oscillation frequency in experiments. The β orbit can
explain the high-frequency peak observed by Sebastian et al
with an about three times higher frequency than the dominant
peak46,49,50,55. This large-frequency peak is not observed by
other groups47, which may be due to the vanishingly small
spectral weight on this pocket. We note that this peak was
also attributed to the ortho-II potential in the YBa2Cu3O6+δ
materials85.
IV. DENSITY OF STATES OSCILLATION IN MAGNETIC
FIELD
In order to corroborate the semiclassical analysis and to
clarify the impact of the vanishingly small spectral weight of
the β orbit on the quantum oscillation, we directly calculate
the density of states (DoS) at the Fermi energy in magnetic
field by introducing the following effective Hamiltonian
Heff0 =
∑
~k,σ
(
c†
~kσ
c˜†
~kσ
) ξ(~k) ∆(~k)
∆(~k) −ξ0(~k)
 c~kσ
c˜~kσ
 , (14)
6TABLE I. The doping dependence of the electron pocket area derived
from the semiclassical analysis and the DoS oscillation.
Doping x Semiclassical S/S BZ DoS oscillation S/S BZ
0.08 0.0152 0.0152
0.09 0.0140 0.0137
0.10 0.0191 0.0189
0.11 0.0200 0.0201
0.12 0.0237 0.0238
0.13 0.0273 0.0274
0.14 0.0287 0.0323
0.15 0.0363 0.0366
in which c~kσ and c˜~kσ denote the annihilation operators of the
physical electron band and an auxiliary band respectively. By
projecting onto the physical electron (c-electron) band, the ef-
fective Hamiltonian reproduces the YRZ Green’s function up
to a constant factor,
Geff0 (ω,~k) = −i
∫
dte−iωt〈Ttc~kσ(t)c†~kσ(0)〉
= gt(x)−1G0(ω,~k).
(15)
The effective Hamiltonian enables us to calculate the elec-
tron DoS on a lattice in the presence of the CDW order and
magnetic field, D(F) = 1pi ImTrPˆ
1
H−iη Pˆ, in which H = H
eff
0 +
HeffCDW is the effective Hamiltonian of the CDW-perturbed
YRZ state on a lattice given below and Pˆ denotes the pro-
jection operator onto the c-electron band.
In the real space, the effective Hamiltonian in magnetic field
reads
Heff0 = −
∑
i, j,σ
ti j(x)c
†
iσc jσe
−ieAei j + t(x)
∑
〈i j〉,σ
c˜†iσc˜ jσe
−ieAei j
+ ∆0(x)
∑
i,σ
(c†iσc˜i+xˆ,σe
−ieAei,i+xˆ − c†iσc˜i+yˆ,σe−ieA
e
i,i+yˆ )
+ H.c. − µ(x)
∑
i,σ
c†iσciσ,
(16)
in which ti j(x) = t(x), t′(x) and t′′(x) for i and j being the first,
second and third nearest neighbors, respectively. We choose
the Landau gauge for the electromagnetic vector potential in
our calculations, Aei,i+yˆ = φxi, A
e
i,i+xˆ = 0, in which φ = Ba
2
0 is
the magnetic flux through each plaquette.
The CDW order of the c-electrons in the effective Hamilto-
nian approach is given by
HeffCDW =gt(x)P0
∑
i,σ
(
cos[Q(xi + 1/2)]c
†
iσci+xˆ,σ
− cos(Qxi)c†iσci+yˆ,σe−ieA
e
i,i+yˆ + cos(Qyi)c
†
iσci+xˆ,σ
− cos[Q(yi + 1/2)]c†iσci+yˆ,σe−ieA
e
i,i+yˆ
)
+ H.c.,
(17)
in which an extra factor gt(x) is included in front of the CDW
order magnitude P0 so that the CDW-perturbed Green’s func-
tions derived from the YRZ Green’s function [Fig. 4 (b)] and
the effective Hamiltonian are identical up to a constant.
FIG. 7. (Color online) The calculated density of states at the Fermi
energy in magnetic field and its Fourier transform for the CDW order
magnitude (a, b) P0 = 0, (c, d) 0.2 and (e, f) 0.3 on a lattice of
400× 80 sites. The horizontal axis of the Fourier transform has been
converted into the Fermi pocket area using the Onsager relation. The
dashed red lines indicate the oscillation frequency corresponding to
the original hole pockets in YRZ Green’s function and its multiples,
the solid blue lines for the reconstructed electron-like α orbit and the
green lines for the new hole-like β orbit. The dotdashed purple lines
indicate the higher harmonics from both α and β orbits.
The real-space Hamiltonian is put on a lattice with Nx × Ny
sites. We adopt periodic boundary condition along the y
direction with Ny = 80, which poses a mild commensu-
rate constraint on the CDW wavevectors, NyQ/2pi = integer.
We adopt open boundary condition along the x direction, so
the total magnetic flux is not quantized on the cylinder and
7the magnetic field can be tuned continuously. We choose
Nx = 400, which is large enough so that the finite size effect
is negligible. As a consistency check, calculations on a lattice
with 200 × 200 sites are also performed and nearly identical
results are found. The lattice site indices are ordered such that
the Hamiltonian is block-tridiagonal with Nx/2×Nx/2 blocks
and each block 4Ny-dimensional. The efficient iterative algo-
rithm introduced by Allais et al36 (see Appendix B) is adopted
to calculate the diagonal blocks of (H − iη)−1 (η = 0.001t is
a Lorentzian broadening) and the c-electron DoS is calculated
by taking the trace of (H−iη)−1 only over the c-electron sector.
The results for doping x = 0.12 are shown in Fig. 7. In
the absence of the CDW order, P0 = 0, the original hole
pockets in the YRZ Green’s function yield the DoS oscilla-
tion as shown in Figs. 7 (a) and (b). The Fermi pocket area
S/S BZ = 0.0141 (S BZ = 4pi2/a20) derived from the Onsager re-
lation agrees with the semiclassical analysis S/S BZ = x/8 =
0.015. As we turn on the CDW order, the DoS oscillation fre-
quency spectrum shows new peaks corresponding to the re-
constructed Fermi pockets, and the original peaks gradually
diminish, as shown in Figs. 7 (c)–(f) for P0 = 0.2 and 0.3
respectively. In Fig. 7 (f), the DoS oscillation is dominated by
the reconstructed α orbit and its peak corresponds to a pocket
area S/S BZ = 0.0238, which perfectly matches the electron
pocket area 0.0237 in the semiclassical analysis. The DoS os-
cillations are also calculated for other doping concentrations
and the extracted α orbit areas are listed in Table I. They are
in good agreement with the semiclassical results as well as the
experiments, as shown in Fig. 1 (c).
Except for the dominant peak and its multiples, we also find
a high-frequency peak, which corresponds to the new hole-
like β orbit discussed in Sec. III. Its area, S/S BZ = 0.0857,
equals the α orbit area plus those of the four YRZ hole pock-
ets (x/2 in total). However, this peak is much lower than that
of the α orbit due to the vanishingly small spectral weight
near the nodal points. This may explain the controversy in
experiments46,47,49,55,56. More experiments are needed to con-
firm this large-frequency β orbit.
A. Robustness against local disorder
In order to check the robustness of the magnetic orbits
against local disorder, which is unavoidable in real materi-
als, we impose 5% randomness to the chemical potential in
the effective Hamiltonian, i.e., replacing µ(x) in Eq. (16) with
µ(x)(1 + δi) at each site, in which δi is uniformly distributed
in [−0.05, 0.05]. We find that the DoS oscillation spectrum
shown in Figs. 8 (a) and (b) has little change as compared
with Figs. 5 (e) and (f) (without disorder). This demonstrates
that the quantum oscillations from both α and β orbits are ro-
bust against weak local disorder.
B. Robustness against static CDW fluctuations
We also consider the robustness of the quantum oscillation
against CDW fluctuations. Because our calculations of the
FIG. 8. (Color online) The density of states at the Fermi energy in
magnetic field and the Fourier transform for CDW order magnitude
P0 = 0.3 in the presence of (a, b) 5% randomness imposed on the
c-electron chemical potential µ(x) and (c, d) 10% randomness im-
posed on the bond-centered CDW order magnitude P0 on a 400 × 80
lattice. The horizontal axis of the Fourier transform has been con-
verted into the Fermi pocket area using the Onsager relation. The
solid blue line indicates the oscillation frequency corresponding to
the reconstructed electron pocket while the green line for the new
hole pocket.
DoS in magnetic field rely on the quadratic form of the Hamil-
tonian, Eqs. (16) and (17), it is inaccessible for us to study
the generic dynamical CDW fluctuations, which are usually
controlled by electron interaction terms. Instead, we intro-
duce quenched randomness to the bond-centered CDW order
parameter, i.e., by replacing P0 in Eq. (17) with P0(1 + δi j)
on each nearest neighbor bond, to check the robustness of
DoS oscillation against the static CDW fluctuations. δi j is
uniformly distributed in [−0.1, 0.1]. The results are shown in
Figs. 8 (c) and (d). The quantum oscillations from both α and
β orbits are robust against the static CDW fluctuations.
V. SUMMARY
In this work, we have considered the phenomenological
synthesis of the doped RVB state and the incommensurate
CDW order for the underdoped cuprates. Starting from the
YRZ ansatz of the single-particle Green’s function and intro-
ducing the incommensurate CDW order at the wavevectors
8connecting the tips of the Fermi arcs (the hotspots), we find
that the Fermi arcs join up to form an electron-like Fermi
pocket, which is confirmed by the DoS oscillation in mag-
netic field. The doping dependence of the electron pocket
area is in quantitative agreement with experiments. We also
find a new hole-like Fermi pocket formed by joining the outer
“shadow” patches of the original hole pockets, with its area
equal to that of the electron pocket plus those of the origi-
nal hole pockets. This new hole pocket can explain the high-
frequency peak observed by Sebastian et al46,49,50,55. The con-
troversy in experiments47 may be due to the small magnitude
of this oscillation peak because of the vanishingly small spec-
tral weight on the outer patches. Further confirmation of this
large-frequency oscillation peak can be taken as evidence of
the “shadow” side of the nodal hole pockets in the pseudogap
regime.
This formalism provides several tunable parameters, e.g.,
the CDW order magnitude P0 and the Lorentzian broadening
η, which acts as an efficient temperature in the DoS calcula-
tions, so we may gain more insight into the quantum oscilla-
tions in underdoped cuprates. In particular, for the moderate
P0, the DoS in magnetic field exhibit a rich multi-component
oscillation pattern, as shown in Figs. 7 (c) and (d). A detailed
analysis is presented in a separate work86.
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Appendix A: Renormalized mean field theory
The renormalized mean field theory (RMFT) was devised
to study the t-J model analytically by adopting the renormal-
ization factors gt,J(x) from the Gutzwiller approximation to
account for the single-occupancy condition80. The effective
Hamiltonian in the unprojected Hilbert space with the renor-
malized factors are
H = −gtt
∑
〈i j〉
(c†iσc jσ + H.c.) + gJJ
∑
〈i j〉
~S i · ~S j, (A1)
in which gt = 2x/(1 + x) and gJ = 4/(1 + x)2 are the renor-
malization factors for the hopping and the AF exchange terms
respectively.
Introducing the mean field parameters χτˆ = 〈c†iσci+τˆ,σ〉 and
∆τˆ =
∑
σ〈σc†iσc†i+τˆ,−σ〉 to describe the electron hopping and
RVB pairing amplitudes, in which τˆ = xˆ, yˆ, and assuming the
d-wave RVB pairing, χτˆ = χ, ∆xˆ = −∆yˆ = ∆, we find the
FIG. 9. (Color online) The hopping and paring parameters χ and ∆
derived self-consistently from the renormalized mean field theory for
J = t/3.
following mean field Hamiltonian
HMF =
∑
~k
(
c†
~k↑ c−~k↓
) ξ0(~k) − µ −∆(~k)−∆(~k) −ξ0(~k) + µ
  c~k↑c†−~k↓
 , (A2)
in which ξ0(~k) = −2t(x)(cos kx + cos ky) and ∆(~k) =
∆0(x)(cos kx − cos ky) with t(x) = gt(x)t + 3gJ(x)Jχ/8 and
∆0(x) = 3gJ(x)J∆/4. The self-consistency equations are
given by
χ =
1
4N
∑
~k
1
E~k
(µ − ξ0(~k))(cos kx + cos ky), (A3)
∆ =
3
4N
∑
~k
1
E~k
gJJ∆(cos kx − cos ky)2, (A4)
x =
1
N
∑
~k
1
E~k
(µ − ξ0(~k)), (A5)
in which N is the lattice size and
E~k =
√
(ξ0(~k) − µ)2 + ∆(~k)2 (A6)
is the mean field energy dispersion. These equations are
solved for J = t/3 and the results are shown in Fig. 9.
Appendix B: Iterative algorithm in DoS calculations
In order to calculate the density of states at the Fermi en-
ergy, D(F) = 1pi ImTrPˆ
1
H−iη Pˆ, we adopt the algorithm intro-
duced by Allais et al36 to calculate the diagonal blocks of
(H − iη)−1. On a lattice of Nx × Ny sites with open boundary
condition along the x direction, the two-band model up to the
third-nearest-neighbor hopping terms, Eqs. (16) and (17), can
be arranged into the following block-tridiagonal form, with
Nx/2 × Nx/2 blocks and each block 4Ny × 4Ny dimensional
9(we follow the notations in Ref. 36),
H − iη =

h11 t12 0 . . .
t21 h22 t23 . . .
0 t32 h33 . . .
...
...
...
. . .
 . (B1)
The diagonal blocks Gii of G = (H− iη)−1 can be calculated
with the following iterative algorithm,
L1 = 0;
do i = 1 : Nx/2 − 1
Li+1 = ti+1,i(hii − Li)−1ti,i+1;
RNx/2 = 0;
do i = Nx/2 : 2
Ri−1 = ti−1,i(hii − Ri)−1ti,i−1;
do i = 1 : Nx/2
Gii = (hii − Li − Ri)−1;
The computational cost scales as ∼ NxN3y , so we can take
Nx = 400 and the finite-size effect due to the open boundary
condition is negligible.
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