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ABSTRACT
In this paper, we propose a multi-view based metadata ex-
traction technique from unstructured textual content in or-
der to be applied in recommendation algorithms based on
latent factors. The solution aims at reducing the problem of
intense and time-consuming human effort to identify, collect
and label descriptions about the items. Our proposal uses a
unsupervised learning method to construct topic hierarchies
with named entity recognition as privileged information. We
evaluate the technique using different recommendation al-
gorithms, and show that better accuracy is obtained when
additional information about items is considered.
Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing—Indexing methods
General Terms
Algorithms, Experimentation
Keywords
Recommender systems, metadata, matrix factorization
1. INTRODUCTION
In many situations, the items prone to be recommended
have additional semantic information available. However,
this information is composed by unstructured textual data,
making it difficult to be applied to the recommendation algo-
rithms. To mitigate this limitation, an interesting strategy
is to organize textual information of the items in a topic
hierarchy by using unsupervised learning methods. In this
case, hierarchical texts clustering algorithms are very use-
ful to automatically organize textual collections in clusters
and subclusters – based only on a measure of similarity be-
tween textual data. After obtaining the cluster structure,
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the most important words of each cluster are extracted and
used to define topics from texts. These topics can be used
as metadata to improve the results of recommendation.
In this paper, we propose a multi-view based metadata
extraction technique, which uses topic hierarchies extracted
automatically from textual content, and from named entity
as privileged information. Both extracted descriptions are
merged using different combination factors, and the result-
ing metadata is applied into a set of different latent factor
models based only on implicit feedback in order to improve
the recommendation accuracy.
2. MULTI-VIEW BASED METADATA
Most existing clustering methods usually represent the
textual information by using only the terms of the docu-
ments, i.e., by using bag-of-words (technical information/
view). However, there is potential additional information
embedded in the texts that can be used to complement the
traditional bag-of-words representation. This additional in-
formation is usually called “privileged information” or “priv-
ileged view”. In this work, we consider named entities ex-
tracted from the web pages as the privileged view for the
clustering process. Named entities (NE) are information
units like names, including person, organization and loca-
tion, and numeric expressions including time, date, money
and percent expressions.
To combine both views in the topic hierarchy construction,
we propose to use the LUPI-based Incremental Hierarchical
Clustering (LIHC) [3], that extends the LUPI (Learning Us-
ing Privileged Information) paradigm. The LUPI paradigm
incorporates privileged information in the classification task,
while the LIHC method incorporates privileged information
in the task of text clustering.
In this work, we consider that the textual collection is
represented by two features spaces χb and χe, where χb is
the feature space of technical information composed by bag-
of-words and χe is the feature space of privileged information
composed by named entities. A consensus-based clustering
method is used to combine documents represented by the
two views into a single clustering model. First, multiple
partitions are generated for each feature space by running
various clustering algorithms (or the same algorithm with
different parameters). Then, the partitions are combined
using a co-association m ×m matrix M , whose entries are
Mij =
aij
p
, where aij represents the number of times that
the documents i and j were allocated in the same cluster
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and p is the total number of partitions generated.
Considering the consensus clustering method, the approach
proposed in this paper obtains two co-association matri-
ces Mb and Me which represent, respectively, the techni-
cal view (bag-of-words) clustering model and the privileged
view (named entities) clustering model. The combination
of these two clustering models is performed by using a final
co-association m×m matrix MF :
M
F
ij = (1− β)M
b
ij + βM
e
ij , (1)
where the parameter β is a combination factor (0 6 β 6 1)
that indicates the importance of each view in the final co-
association matrix.
The matrix MF can be understood as a new criterion of
relationship between documents by combining technical and
privileged views. The final consensual model is obtained by
the execution of the UPGMA hierarchical clustering algo-
rithm on the matrix MF . Then, we use a feature selection
measure, e.g. F1, to identify the most important words of
each (sub) cluster, thereby extracting a topic hierarchy from
textual information about the items. The topics are used
as metadata in recommendation algorithms. The method
LIHC is illustrated in Figure 1.
Figure 1: The method LIHC.
3. EMPIRICAL EVALUATION
The empirical evaluation consists of comparing the BPR
gSVD++ algorithm [2] with two other baselines available
in the literature: BPR MF [4] and BPR MF Mapping [1].
The BPR gSVD++ combines the gSVD++ algorithm with
the Bayesian Personalized Ranking technique (BPR) [4] in
order to provide a better personalized ranking of items to
the users using only metadata and implicit feedback. The
first baseline consists of applying a traditional factorization
model (MF), i.e., rˆui = bui+ p
T
u qi, with the BPR technique.
The second baseline, in turn, consists of a method that maps
users and items attributes into a metadata awareness ma-
trix factorization model. The experiments were executed
with the Embrapa1 dataset, which consists of recommend-
1http://www.agencia.cnptia.embrapa.br
ing web pages about agrobusiness. It contains 61, 962 users
and 6, 048 different web pages written in Portuguese lan-
guage. As implicit information, the users generated a total
of 81, 334 accesses to these pages.
For the experiment, traditional text preprocessing tasks
were executed, like stemming and stopwords removal. The
bag-of-words were built using the term weighting measure
TF-IDF (term frequency-inverse document frequency). We
used three values of combination factor: β = 0 (the weights
of technical and privileged views are 100% and 0%, respec-
tively, i.e., only the traditional bag-of-words is considered),
β = 1 (the weight for the technical view is 0% and the weight
for the privileged view is 100%, i.e., only the bag-of-words
of named entities is considered); and β = 0.5 (the weights
of technical and privileged views are both 50% and both
are considered). We also selected subsets of topics (granu-
larities) to analyze the effect of the number of topics used
as metadata in the recommendation task. The selected sub-
sets are: {50, 100}, {10, 15} and {2, 7}. In this configuration
{min,max}, the parameter min is the minimum number of
items allowed in the topic, while the parameter max is the
maximum number of items per topic. Table 1 presents the
number of topics (metadata) for each generated subset.
Table 1: Number of topics generated in each view.
Granularities
Number of Topics
β = 0 β = 1 β = 0.5
{50,100} 103 92 93
{10,15} 226 148 324
{2,7} 2446 2492 2420
In the evaluation, we measured the Mean Average Preci-
sion (MAP), Area under ROC Curve (AUC), Precision at
top 5 (Precision@5) and Precision at top 10 (Precision@10)
[5]. We adopted the 10-fold cross-validation, and compared
the BPR gSVD++ algorithm with the baselines using the
two-sided paired t-test with a 95% confidence level.
Figure 2 shows the MAP histogram for the algorithms
using the three configurations of β and the subsets of topics.
Figure 2: Histogram of MAP values.
As can be seen in Figure 2, even with MAP variability,
there is a clear separation of the distributions for these val-
ues compared to the algorithms used, such that the BPR
gSVD++ has clearly superior accuracy with statistical sig-
nificance. In addition, it is possible to see that the BPR MF
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Figure 3: Comparison of all involved aspects in the system. Graphs (a-d) present, respectively, the AUC, MAP, Precision@5
and Precision@10 of the considered recommendation algorithms over the number of latent factors. The dots show the variance
according to the granularity level and combination factor; a method of smoothing, particularly conditional mean, was used.
Graphs (e-h) show bar plots for the metrics, with 40 latent factors, over all combinations of β and granularities, with 95%
confidence intervals. For example, 0 10 15 means β = 0 and granularity {10, 15}; 1 2 7 means β = 1 and granularity {2, 7}.
and BPR MF Mapping algorithms exhibit similar accuracy.
In Figure 3(a-d), we show the graphics for each considered
metric, varying the number of latent factors N from 10 to
100. Latent factors were statistically significant and it is ob-
served that there is variation in the metrics over the number
of factors. In particular, we observed that the best results
were obtained when N = 40 factors were used; thus, we
chose this value to make a comparison between metrics, com-
bination factors and granularities, as shown in Figure 3(e-h).
The results show that there is very low difference in gran-
ularity and β. Also, according to the confidence intervals,
it is observed that, for all metrics, there is a statistically
significant difference between the algorithms.
4. CONCLUSION AND FUTURE WORK
This paper proposed a multi-view based metadata extrac-
tion technique, which uses topic hierarchies and named en-
tities to create descriptions (metadata) to be used in rec-
ommendation algorithms. The proposed technique is able
to configure different combination factors between technical
and privileged views. In addition, by using a topic hierarchy,
it is possible to choose the granularity of items’ metadata.
In our empirical evaluation, the BPR gSVD++ algorithm
provided better quality recommendations using the multi-
view metadata. In the future, we plan to evaluate other
values for β. We also plan to test our technique with other
algorithms as well as with other datasets.
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