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Abstract
In this paper, we give a tight and complete mathematical analysis of the Most-Request-First algorithm for scheduling on-
demand broadcasts with start-up delay. The algorithm is natural and simple, yet its practical performance is surprisingly good. We
derive tight upper and lower bounds on its competitive ratio under different system configurations. Our results reveal an interesting
relationship between the start-up delay and the competitiveness of the algorithm.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
This paper gives a tight and complete analysis of the Most-Request-First algorithm for on-demand broadcast
scheduling with start-up delay. A classic example of on-demand broadcast system is the teletex/videotex system with
broadcast delivery [4,10,26]. A Video-On-demand (VOD) system, which broadcasts video to clients on an on-demand
basis, is another example. A more recent example is the Pull-based Data Dissemination (PDD) system [2,24,27]. In
such a system, clients make requests for data such as stock prices, traffic information and sports results using various
mobile devices such as notebooks, personal digital assistants (PDAs) or GPRS-enabled cellular phones. The system
broadcasts the requested data item at some time, and all pending requests on this item are satisfied by this single
broadcast.
The performance of an on-demand broadcast system depends critically on how the data items, or data pages, are
broadcast, and finding a good broadcast scheduling algorithm is an important design issue. Note that the algorithms
must be online; they do not have any knowledge about future requests and their scheduling decisions depend only
on those requests that have arrived. Owing to their simplicity and low overheads, First-Come-First-Serve (FCFS),
I A preliminary version of this paper appears in Proceedings of 12th Annual International Conference on Computing and Combinatorics, pp.
330–339, 2006.
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Longest-Wait-First (LWF) and Most-Request-First (MRF) are among the most popular scheduling algorithms for on-
demand broadcasting. Their empirical performances have been studied extensively [1,3,9,10,26]. There are also many
mathematical analyses on their competitive ratios, which measure how well they perform as compared to an optimal
offline algorithm [11,15,19,22].
We note that most of the above-mentioned studies focus on average response time and assume that once a request
is generated by a client, the request will be held until it is satisfied. This assumption is not without its critics [14,17,
23]. As pointed out explicitly by Jiang and Vaidya [17], clients are impatient and they may leave with their requests
unserved after waiting too long. To take this kind of behaviour into consideration, we study on-demand broadcast
system with a promise on the longest possible start-up delay. Note that similar systems have been proposed in [5,6,14].
Roughly speaking, a system with a promise on a longest start-up delay d, or simply a system with a start-up delay d,
can accept and gain profit from a request r arriving at time t if it can broadcast the page requested by r within the time
interval [t, t+d]; otherwise, the system does not keep its promise and thus cannot get any profit from r . In this model,
we will use the system throughput, i.e., the total profit gained from the accepted requests, as the performance measure.
Determining the length of the start-up delay is a difficult task; a shorter delay provides better quality of services
and this may attract more users to use the system, and a longer delay allows the scheduling algorithm to wait for more
requests before deciding a broadcast and this may improve its competitive ratio. A precise mathematical analysis on
the tradeoff between the start-up delay and the competitive ratio gives a theoretical foundation for deciding the length
of the delay. In this paper, we study this tradeoff for the Most-Request-First algorithm. We note that the other two
popular algorithms are not suitable for our system because they do not concern themselves with the throughput; LWF
focuses on the average response time and FCFS aims at producing a fair schedule.
Previous works. Feldmann, Maggs, Sgall, Sleator and Tomkins [12] are among the first to analyse how start-up delay
affects the competitiveness of an online algorithm. They studied algorithms that control admission of requests for
connections in a network. They proved that for an n-node linear network, no admission control algorithm can have
competitive ratio asymptotically smaller than log n if each request can only be delayed for at most some fixed constant
times its duration. Goldman, Parwatikar and Suri [13] studied the tradeoff for scheduling jobs in a single processor
system. They showed that when the start-up delay d is no smaller than the job length ` (i.e., d ≥ `), a simple
greedy online algorithm has competitive ratio 1.5, and without this benefit of long start-up delay, no algorithm has
competitive ratio smaller 2. Goldwasser [14] generalized this result and gave an optimal algorithm that has competitive
ratio 1 + 11+bd/`c for general d and `. Note that the longer the delay, the smaller the competitive ratio; hence, it is
confirmed mathematically that a longer start-up delay does help make better online schedules. There are also studies
on the advantage of long start-up delay on competitiveness for scheduling a single processor with preemption [7,18].
Analyzing the effect of start-up delay for on-demand broadcast systems is more challenging because of its unique
feature that a single broadcast can satisfy many pending requests. Bar-Noy, Garay and Herzberg [5] focused on Video-
on-demand systems, in which the start-up delay d is usually smaller than the page length ` (i.e., the video length).
They gave an online algorithm similar to MRF. Under the assumption that d ≤ 1√
µ
· `, where µ is the ratio between
the total number of potential users and the number of channels available in the system, they proved that the algorithm
has competitive ratio O(lnµ). In [16], we gave a more precise description of the tradeoff relationship. We proved that
when d ≤ `, MRF has competitive ratio 2d `d e, and we also derived a lower bound showing that no algorithm can have
competitive ratio smaller than d `d e. Fig. 1 depicts these bounds for ` = 100 and d ≤ `.
Our results. As can be seen in Fig. 1, when d ≤ `, a longer start-up delay does help make better online schedules. To
have a complete understanding of the effect of the start-up delay, this paper studies the other case when d > `. This
case is applicable for a Pull-based Data Dissemination (PDD) system, in which the page length is usually short.
Our analysis shows that the d > ` case is fundamentally different from the d ≤ ` case and is even more interesting.
We find that when d/` is not an integer, the start-up delay does not have any noticeable effect on the competitiveness
of MRF, and when d/` is an integer, a longer delay actually hinders MRF’s competitiveness. More precisely, we have
the following tight bounds on the competitive ratio:
• We prove that when d is not a multiple of `, the competitive ratio of MRF is at most 3, and we also give a worst case
example showing that the ratio cannot be smaller than 3.
• We prove that when d is a multiple of `, MRF’s competitive ratio is at most 3 − `d , and we also give a worst case
example showing that the ratio cannot be smaller than 3 − `d . (Note that 3 − `d is an increasing function of d and
thus a longer delay results a larger, and thus poorer, ratio.)
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Fig. 1. Bounds on the tradeoff when ` = 100.
Note that the above effect of the start-up delay is rather subtle. During our study, we found that all evidences obtained
from loose analyses are inconclusive, and we were forced to conduct a complete and tight analysis to find the exact
competitive ratios of MRF for all possible delays d > `. Our analysis is non-trivial; we have to partition the requests
accepted by MRF into groups according to some non-trivial properties of the algorithm so that for each group, we can
get the tightest possible bounds on the total profits of the requests in the group. We believe that the insights obtained
by our analysis will help design more competitive algorithm for scheduling on-demand broadcast systems.
Remarks. Our results suggest that the determination of the start-up delay is much more difficult than it seems to be.
An unnecessary long delay not only frustrates the clients but may also reduce the competitiveness of the system. For
example, our result shows that by increasing the start-up delay d from 2` to 2`+ ε, we inflate the competitive ratio of
MRF from 2.5 to 3.
The paper is organized as follows. In Section 2, we give a formal definition of an on-demand broadcast system and
describes the MRF algorithm. In Section 3, we prove that when d is not a multiple of `, the competitive ratio of MRF is
exactly 3. In Section 4, we prove that when d is a multiple of `, MRF’s competitive ratio becomes 3− `d . We give our
conclusion in Section 5.
2. The model and the MRF algorithm
An on-demand broadcast system is specified by a tuple (d,S,P), where d is the start-up delay, S is a set of
identical servers and P is a set of pages. As in many previous works (e.g. [5,13,15,16,19,22]), we assume that all
pages have the same length `. Note that this assumption is not unrealistic and is applicable to systems using DNS
servers. A server can broadcast only one page at a time, and it takes ` time units to complete the broadcast. We do
not allow preemptions; once a server starts to broadcast a page at some time t , it cannot stop and must complete the
broadcast at t + `.1
Let σ be a sequence of requests. Without loss of generality, we assume that the requests arrive at or after time 0. A
request arriving at time a can wait as long as the start-up delay d and is expired after a + d. Given any broadcasting
schedule Ψ for serving σ , we say that a request r for some page P is pending at time t if (i) it arrives at some time
a ∈ [t − d, t], i.e., it is not expired, and (ii) Ψ does not schedule any broadcast of P during [a, t). We say that r is
accepted by the server s at time t if r is pending at t and Ψ schedules s to broadcast P at t . In such case, we say that r
is accepted by the schedule Ψ , and also say that r is accepted by the algorithm A constructing Ψ , at t . If r is accepted
by Ψ , then Ψ will get the profit ρ(r) that is associated with r . We say that algorithm A has competitive ratio κ if for
any input sequence σ , we have
ρ(R∗) ≤ κρ(R)
where ρ(R∗) and ρ(R) are the total profits of the set of requests R∗ and R in σ that are accepted by the optimal
offline algorithm and by A, respectively.
1 We note that there are also studies on systems that allow preemptions, e.g., [8,20,21,25].
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The Most-Request-First algorithm is very simple and it works as follows:
At times 0, `, 2`, 3`, . . ., MRF uses the |S| servers to broadcast the |S| distinct pages (and accepts requests) that
allow it to gain the highest total profit.
The schedule produced by MRF is feasible because if a server starts to broadcast some page at time i`, it finishes the
broadcast and can start another one at time (i + 1)`. Note that if the requests pending at i` ask for fewer than |S|
pages, some of the servers will be idle during [i`, (i + 1)`). In the rest of this paper, we give a complete and tight
analysis on the competitive ratio of this algorithm. To simplify the analysis, we scale the time line to normalize the
page length to one. In other words, we assume that ` = 1. Then, we have the following simplification:
(Ď) MRF broadcasts pages and accepts requests at times 0, 1, 2, 3, . . . , and the case when d is a multiple of ` becomes
the case when d is an integer.
Note that the optimal algorithm still can broadcast pages and accept requests at any time t ≥ 0. It should be obvious
that this assumption will not affect the correctness of our conclusions. In fact, our analysis can be modified to handle
the general case simply by replacing any time unit t by t`.
3. The case when d > 1 and is not an integer
In this section, we prove that when the start-up delay d is greater than the page length (i.e., 1) and is not an integer,
then MRF has competition ratio exactly 3. We first prove an upper bound of 3 in Theorem 1, and then construct a
difficult input sequence for MRF that allows us to derive a matching lower bound in Theorem 2.
Theorem 1. When d > 1, the competitive ratio of MRFis at most 3.
Proof. For any set of requests X , define ρ(X) =∑r∈X ρ(r) to be the total profit of the requests in X . Consider any
input request sequence σ . Let Opt be an optimal offline algorithm. LetR∗ andR be the sets of requests in σ that are
accepted by Opt and MRF, respectively. Let Π = R∗ −R be the set of requests accepted by Opt but not by MRF. Note
that ρ(R∗) = ρ(Π ∪ (R∗ ∩ R)) ≤ ρ(Π ) + ρ(R). Below, we show that ρ(Π ) ≤ 2ρ(R). Then ρ(R∗) ≤ 3ρ(R)
and the theorem follows.
For any i ≥ 0, letΠ(i−1,i] be the requests inΠ that are accepted by Opt during (i−1, i]. We further divideΠ(i−1,i]
into two subsets: Π ′(i−1,i] is the set of requests in Π(i−1,i] that are still pending at time i according to schedule of MRF,
and Π ′′(i−1,i] = Π(i−1,i] −Π ′(i−1,i].
Recall from the simplification (Ď) that MRF only broadcasts and accepts requests at some integer i ≥ 0. LetRi ⊆ R
be the set of requests accepted by MRF at time i . Note that for each i ≥ 1, ρ(Π ′(i−1,i]) ≤ ρ(Ri ) because Π ′(i−1,i] is a
set of requests that can all be accepted by MRF at i , and by the greedy nature of MRF,Ri is one with the highest profit.
For Π ′′(i−1,i], note that any request r ∈ Π ′′(i−1,i] must have arrived before i − 1; otherwise, r is still pending at i and
should not be in Π ′′(i−1,i]. Hence, all requests in Π
′′
(i−1,i] are acceptable by MRF at i − 1 and we can conclude similarly
that ρ(Π ′′i−1,i]) ≤ ρ(Ri−1). Obviously, ρ(Π(−1,0]) ≤ ρ(R0). Therefore,
ρ(Π ) = ρ(Π(−1,0])+
∑
i≥1
ρ(Π ′(i−1,i])+
∑
i≥1
ρ(Π ′′(i−1,i])
≤ ρ(R0)+
∑
i≥1
ρ(Ri )+
∑
i≥1
ρ(Ri−1) ≤ 2ρ(R). 
We now show that for any start-up delay d that is not an integer, we can construct an input for MRF such that the
total profit of its schedule is no greater than one-third of that of the optimal schedule. To get some idea, let us consider
the case when d = 1.5 and the system has only one server. For every integer i ≥ 0, let Ri be a set of three requests
ri,1, ri,2, ri,3 arriving respectively at time i , i + δ and i + 1+ δ where δ is a small positive number (say, δ = 0.1). All
requests in Ri have profit 1 and ask for a distinct page Pi . Our input is the union
⋃
i≥0 Ri of these requests.
Note that an optimal schedule can accept all requests in
⋃
i≥0 Ri by broadcasting Pi at time i + 1+ δ (see Fig. 2).
For MRF, because of its greedy nature, it will broadcast Po at time 0 to accept the single request r0,1. At time 1, as
can be seen in Fig. 2, MRF can either broadcast Po to accept r0,2 or P1 to accept r1,1. Suppose that MRF chooses to
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Fig. 2. A worst case input for the case when d = 1.5. The arrows show the durations during which the requests can be accepted. The bottom two
rows show the pages broadcast by the optimal algorithm and MRF for serving the requests.
broadcast P1 (or we can increase the profit of r1,1 to a value slightly larger than 1 to force MRF to accept P1). Then, at
time 2, MRF can broadcast P0 for r0,3, or P1 for r1,2, or P2 for r2,1. We suppose similarly that MRF chooses to broadcast
P2 for r2,1. Continue this reasoning and we conclude that for every integer i ≥ 0, MRF chooses to broadcast Pi at time
i to accept the single request ri,1. Since the schedule of MRF accepts only one of the three requests in Ri for every
i ≥ 0, its total profit is one-third of that of the optimal schedule.
We now generalize and prove formally this bound. Note that in our proof, we need much fewer pages because we
reuse a page when all requests to it are expired.
Theorem 2. When the start-up delay d > 1 is not an integer, the competitive ratio of MRFis at least 3.
Proof. To simplify the proof, we assume that there is only one server in the system. We can generalize our result
trivially to any number s of servers by creating s copies of our input where the requests in each copy ask for different
set of pages.
Since d > 1 is not an integer, we can write d = do + r where do is a positive integer and 0 < r < 1. Our
construction needs m = 2do+ 1 pages P0, P1, . . . , P2do . Let 0 < δ < min{r, 1− r} be a small value. For each integer
i ≥ 0, let Ri be a set of three requests ri,1, ri,2, ri,3 arriving respectively at time i, i + δ, and i + do + δ, all asking for
the page Pi mod m . The requests ri,2, ri,3 have profit 1 and the first request ri,1 has profit 1 + ε where ε > 0 is a very
small value.2 The union
⋃
i≥0 Ri of these sets of requests are our input.
Note that an optimal schedule can accept all requests in
⋃
i≥0 Ri by broadcasting Pi mod m at time i + do + δ for
every i ≥ 0; this schedule is feasible because it takes one time unit to broadcast a page, and the broadcast of Pi mod m
at time i + do + δ accepts all requests in Ri because (i) the earliest request ri,1 in Ri arrives at i and is still pending at
time i + d = i + do + r > i + do + δ, and (ii) the last request ri,3 arrives at time i + do + δ. We claim that for each
i ≥ 0, MRF broadcasts Pi mod m at time i and only accepts the first request ri,1 in Ri . Then, the theorem follows.
We prove our claim by induction. Note that it is true for i = 0 because r0,1 arrives at time 0 and by its greedy
nature, MRF broadcasts Po to accept r0,1 immediately. Suppose that MRF broadcasts P` mod m at time ` and has only
accepted r`,1 in R` for ` = 0, 1, 2, . . . , i − 1. For time i , we consider the requests in R j for every 0 ≤ j ≤ i as
follows.
1. For 0 ≤ j < i − 2do: We note that all requests in R j are expired at time i . In fact, the last request r j,3 in R j , which
arrives at time j+do+δ ≤ i−2do−1+do+δ, is expired immediately after (i−2do−1+do+δ)+d = i+δ−(1−r),
which is smaller than i .
2. For i−2do ≤ j < i : By the induction hypothesis, the first request r j,1 has already been accepted. If j ≤ i−do−1,
then the request r j,2, which arrives at time j+δ ≤ i−do−1+δ, is expired immediately after i−do−1+δ+d < i .
If j ≥ i − do, then r j,3 arrives at j + do + δ ≥ i − do + do + δ, which is after i . Hence, for each i − 2do ≤ j < i ,
only one request in {r j,2, r j,3} is pending at time i , and this request asks for Pj mod m and has profit 1.
2 This ε is only for resolving the arbitrariness.
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3. For j = i : R j has exactly one request, namely ri,1, arrives at time i , and this request asks for Pi mod m and has
profit 1+ ε.
Note that for any i − 2do ≤ j 6= j ′ ≤ i , Pj mod m 6= Pj ′ mod m and hence every request pending at time i asks for
a distinct page. The greedy MRF will broadcast Pi mod m to accept ri,1 to get the maximum profit 1 + ε, as we have
claimed. 
4. The case when d > 1 and is an integer
In the previous section, we assume that the start-up delay d is not an integer and construct a worst case input
sequence that enables us to show that the competitive ratio of MRF is at least 3. In fact, we have tried to construct
similar input sequence for the case when d is an integer. However, the best we can construct is one that only enables
us to derive a lower bound of 3− 1d (see Theorem 4). The main result of this section gives the fundamental reason for
our failure; we prove that when d is an integer, the competitive ratio of MRF is no greater than 3− 1d .
Consider any input sequence σ . LetR∗ be the set of requests accepted by the optimal offline algorithm Opt on input
σ . LetR∗I be the subset ofR∗ that are accepted during the time interval I . For any page P , letR∗I (P) ⊆ R∗I be the set
of requests inR∗I that ask for P . DefineR,RI andRI (P) for MRF similarly. Recall that by the simplification (Ď), MRF
makes broadcasts only at time i = 0, 1, 2, . . . and thus a request accepted by MRF during time interval I = (i − 1, i]
must be accepted at i . To emphasize this fact and to simplify the notation, we will use the shorthands Ri and Ri (P)
forR(i−1,i] andR(i−1,i](P), respectively.
Below, we prove that the total profit ρ(R∗) = ∑i≥0∑P ρ(R∗(i−1,i](P)) of Opt is no greater than (3 − 1d )ρ(R),
and hence derive the 3 − 1d upper bound, Our analysis is based on Lemma 1, which is a rather technical lemma
giving an upper bound on ρ(R∗(i−1,i](P)) for any integer i ≥ 0 and any page P . To state the lemma, we need some
definitions.
For any integer i ≥ 0 and any server s ∈ S, let Ri,s be the set of requests in Ri that are satisfied by the broadcast
of s at time i . Define Ri,min to be the set Ri,s′ with the least profit, i.e., ρ(Ri,s′) = mins∈S ρ(Ri,s). We have the
following fact.
Fact 1. For any page P that is broadcast by MRF at time i , Ri (P) = Ri,s for some server s and thus ρ(Ri (P)) ≥
ρ(Ri,min). Furthermore, if MRF does not use all the |S| servers at i , then ρ(Ri,min) = 0.
For any integers 0 ≤ i ≤ j and any page P , let B ji (P) be the set of instances t ∈ {i, i + 1, . . . , j} such that
MRF broadcasts page P at t , and B¯ ji (P) = {i, i + 1, . . . , j} − B ji (P) be the set of remaining instances at which
MRF does not broadcast P . Let ∆(i, P) = ρ(R∗(i−1,i](P) ∩ Ri (P)) if MRF broadcasts P at time i ; otherwise, let
∆(i, P) = ρ(Ri,min).
Lemma 1. Suppose that the start-up delay d > 1 is an integer. For any integer i ≥ 0 and any page P, we have
ρ
(R∗(i−1,i](P)) ≤ ∑
j∈Bi−1i−d (P)
ρ
(R∗(i−1,i](P) ∩R j (P))+ ∑
j∈B¯i−1i−d (P)
ρ(R j,min)
d
+∆(i, P).
Proof. We divideR∗(i−1,i](P) into two sets: (i) the setR∗(i−1,i](P)∩R[0,i](P) of requests inR∗(i−1,i](P) that are also
accepted by MRF at or before i , and (ii) the setR∗(i−1,i](P)−R[0,i](P) of remaining requests.
For the set (i), since all requests in R∗(i−1,i](P) are accepted by Opt during (i − 1, i], they must arrive during
(i − d − 1, i]. It follows thatR∗(i−1,i](P) ∩R[0,i](P) = R∗(i−1,i](P) ∩R(i−d−1,i](P), and its profit equals∑
j∈Bii−d (P)
ρ
(R∗(i−1,i](P) ∩R j (P)) = ∑
j∈Bi−1i−d (P)
ρ
(R∗(i−1,i](P) ∩R j (P))+∆1(i, P) (1)
where ∆1(i, P) = ρ(R∗(i−1,i](P) ∩Ri (P)) if i ∈ Bii−d(P); otherwise ∆1(i, P) = 0.
For the set (ii), since all requests inR∗(i−1,i](P) arrive during (i−d−1, i], the setR∗(i−1,i](P)−R[0,i](P) is equal
to (
(R∗(i−1,i](P) ∩ σ(i−d−1,i−d])−R[0,i](P)
) ∪ ((R∗(i−1,i](P) ∩ σ(i−d,i])−R[0,i](P))
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where σ(i−d−1,i−d] and σ(i−d,i] denote the set of requests in the input σ that arrive during (i − d − 1, i − d] and
(i − d, i], respectively. We have the following observation about the profit of (R∗(i−1,i](P) ∩ σ(i−d,i])−R[0,i](P).
• If i ∈ Bii−d(P), MRF broadcasts P at i and the requests inR∗(i−1,i](P)∩σ(i−d,i] that are not accepted by MRF before
i will all be accepted at i . It follows that R∗(i−1,i](P) ∩ σ(i−d,i] ⊆ R[0,i](P) and ρ
(
(R∗(i−1,i](P) ∩ σ(i−d,i]) −
R[0,i](P)
) = 0.
• If i 6∈ Bii−d(P), then ρ
(
(R∗(i−1,i](P) ∩ σ(i−d,i])−R[0,i](P)
) ≤ ρ(Ri,min) because the requests in (R∗(i−1,i](P) ∩
σ(i−d,i])−R[0,i](P) are pending at i , and by the greedy nature of MRF, it does not broadcast P because every server
can broadcast some page with higher profit.
Hence, we have
ρ
(
(R∗(i−1,i](P) ∩ σ(i−d,i])−R[0,i](P)
) ≤ ∆2(i, P) (2)
where ∆2(i, P) = 0 if i ∈ Bii−d(P), and ∆2(i, P) = ρ(Ri,min) otherwise. Finally, for the profit of (R∗(i−1,i](P) ∩
σ(i−d−1,i−d])−R[0,i](P), we claim that
ρ
(
(R∗(i−1,i](P) ∩ σ(i−d−1,i−d])−R[0,i](P)
) ≤ ∑
j∈B¯i−1i−d (P)
ρ(R j,min)
d
. (3)
Note that (3) is obviously true if (R∗(i−1,i](P) ∩ σ(i−d−1,i−d]) − R[0,i](P) is empty. Suppose that it is not empty.
Observe that the requests in the set have all arrived at or after i − d, and they will be expired only after
(i − d − 1) + d = i − 1. Together with the fact that they are not in R[0,i](P), we conclude that these requests
are pending (according to MRF) during the whole interval [i − d, i − 1]. This implies MRF does not broadcast P during
[i − d, i − 1] and B¯i−1i−d (P) = {i − d, i − d + 1, . . . , i − 1}. Again, by the greedy nature of MRF, we conclude that
ρ
(
(R∗(i−1,i](P) ∩ σ(i−d−1,i−d])−R[0,i](P)
) ≤ ρ(R j,min) for all j ∈ B¯i−1i−d (P) and∑
j∈B¯i−1i−d (P)
ρ
(
(R∗(i−1,i](P) ∩ σ(i−d−1,i−d](P))−R[0,i](P)
) ≤ ∑
j∈B¯i−1i−d (P)
ρ(R j,min).
Together with the fact that |B¯i−1i−d (P)| = d , we have (3).
From (1)–(3), and ∆(i, P) = ∆1(i, P)+∆2(i, P), the lemma follows. 
We are now ready to derive the upper bound on the competitive ratio. Our analysis is rather complicated; we need to
partition and group the requests in some non-trivial way such that we can get the tightest possible bound for each of
them.
Theorem 3. When the start-up delay d > 1 is an integer, the competitive ratio of MRFis at most 3− 1d .
Proof. For any time interval I , let P∗I and PI be the sets of pages broadcast by Opt and MRF during I , respectively.
Again, since MRF only broadcasts pages during integer times i = 0, 1, 2, . . . , we use the shorthand Pi for P(i−1,i].
Note that if page P is not broadcast during (i−1, i], then no request for P will be accepted during (i−1, i]. Therefore,
ρ(R∗) =
∑
i≥0
ρ
(R∗(i−1,i]) =∑
i≥0
∑
P
ρ
(R∗(i−1,i](P)) =∑
i≥0
∑
P∈P∗
(i−1,i]
ρ
(R∗(i−1,i](P)),
and by Lemma 1, it is no more than
∑
i≥0
∑
P∈P∗
(i−1,i]
 ∑
j∈Bi−1i−d (P)
ρ
(R∗(i−1,i](P) ∩R j (P))+ ∑
j∈B¯i−1i−d (P)
ρ(R j,min)
d
+∆(i, P)
 .
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We divide the sum into two parts:
I1 =
∑
i≥0
∑
P∈P∗
(i−1,i]
 ∑
j∈Bi−1i−d (P)
ρ
(R∗(i−1,i](P) ∩R j (P))+ ∑
j∈B¯i−1i−d (P)
ρ(R j,min)
d
 ,
I2 =
∑
i≥0
∑
P∈P∗
(i−1,i]
∆(i, P).
Below, we prove that I1 ≤ (2− 1d )ρ(R) and I2 ≤ ρ(R), and the theorem follows.
We first give the proof of I2 ≤ ρ(R), which is simpler. Consider any integer i ≥ 0. Recall that ∆(i, P) =
ρ
(R∗(i−1,i](P) ∩Ri (P)) if MRF broadcasts P at time i (i.e., P ∈ Pi ) and ∆(i, P) = ρ(Ri,min) otherwise. Thus, we
can rewrite the sum
∑
P∈P∗
(i−1,i]
∆(i, P) as∑
P∈P∗
(i−1,i]∩Pi
∆(i, P)+
∑
P∈P∗
(i−1,i]−Pi
∆(i, P)
=
∑
P∈P∗
(i−1,i]∩Pi
ρ
(R∗(i−1,i](P) ∩Ri (P))+ ∑
P∈P∗
(i−1,i]−Pi
ρ(Ri,min)
≤
∑
P∈P∗
(i−1,i]∩Pi
ρ
(Ri (P))+ ∑
P∈P∗
(i−1,i]−Pi
ρ(Ri,min).
We claim that
∑
P∈P∗
(i−1,i]−Pi ρ(Ri,min) ≤
∑
P∈Pi−P∗(i−1,i] ρ(Ri (P)). Then the inequality I2 =
∑
i≥0
∑
P∈P∗i ∆(i, P)
≤∑i≥0∑P∈Pi ρ(Ri (P)) = ρ(R) follows.
Our claim is obviously true if ρ(Ri,min) = 0. Suppose that ρ(Ri,min) > 0. Then MRF uses all the |S| servers
at i and thus |Pi | = |S|. On the other hand, |P∗(i−1,i]| ≤ |S| because if a server broadcasts a page (of length
1) at some time during (i − 1, i], it cannot broadcast another page before i . It follows that |Pi | ≥ |P∗(i−1,i]|,
which implies |Pi − P∗(i−1,i]| ≥ |P∗(i−1,i] − Pi |,3 and
∑
P∈P∗
(i−1,i]−Pi ρ(Ri,min) = (|P
∗
(i−1,i] − Pi |)ρ(Ri,min) ≤
(|Pi − P∗(i−1,i]|)ρ(Ri,min) =
∑
P∈Pi−P∗(i−1,i] ρ(Ri,min) ≤
∑
P∈Pi−P∗(i−1,i] ρ(Ri (P)). The claim follows.
We now prove that I1 ≤ (2 − 1d )ρ(R). For any i ≥ 0 and any page P , we define the following characteristic
function for Opt:
δ∗(i, P) =
{
1 if P ∈ P∗(i−1,i] ;
0 otherwise.
We define δ(i, P) for MRF similarly. Note that
I1 =
∑
i≥0
∑
P∈P∗
(i−1,i]
 ∑
j∈Bi−1i−d (P)
ρ(R∗(i−1,i](P) ∩R j (P))+
∑
j∈B¯i−1i−d (P)
ρ(R j,min)
d

=
∑
i≥0
∑
P
δ∗(i, P)
∑
i−d≤ j≤i−1
(
δ( j, P)ρ(R∗(i−1,i](P) ∩R j (P))+ (1− δ( j, P))
ρ(R j,min)
d
)
=
∑
i≥0
∑
P
∑
i−d≤ j≤i−1
(
δ∗(i, P)δ( j, P)ρ(R∗(i−1,i](P) ∩R j (P))+ δ∗(i, P)(1− δ( j, P))
ρ(R j,min)
d
)
,
3 If |A| ≥ |B|, then |A − B| = |A − (A ∩ B)| = |A| − |A ∩ B| ≥ |B| − |A ∩ B| = |B − A|.
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which, after rearranging the order of summation and using the fact that δ( j, P) = 0 and ρ(R j,min) = 04 for any
j < 0, is equal to∑
j≥0
∑
j+1≤i≤ j+d
∑
P
(
δ∗(i, P)δ( j, P)ρ(R∗(i−1,i](P) ∩R j (P))+ δ∗(i, P)(1− δ( j, P))
ρ(R j,min)
d
)
=
∑
j≥0
(Q j +U j + V j ),
where Q j =∑ j+1≤i≤ j+d∑P δ∗(i, P)δ( j, P)ρ(R∗(i−1,i](P) ∩R j (P)),
U j =
∑
j+1≤i≤ j+d
∑
P
δ∗(i, P)
ρ(R j,min)
d
, and
V j =
∑
j+1≤i≤ j+d
∑
P
δ∗(i, P)δ( j, P)
(
−ρ(R j,min)
d
)
.
Below, we show that for all j ≥ 0, Q j +U j + V j ≤ (2− 1d )ρ(R j ). Then, the inequality I1 ≤ (2− 1d )ρ(R) follows.
Note that U j is equal to
∑
j+1≤i≤ j+d |P∗(i−1,i]|ρ(R j,min)d and thus
U j ≤
∑
j+1≤i≤ j+d
|S|ρ(R j,min)
d
= |S|ρ(R j,min). (4)
To get tight bounds on Q j and V j , we define the set
Γ j =
{
P | δ∗(i, P)δ( j, P) = 1 for some i = j + 1, j + 2, . . . , j + d},
which is the set of pages that are broadcast by MRF at j and are broadcast by Opt at least once during ( j, j +d] (recall
that δ∗(i, P) = 1 if and only if P ∈ P∗(i−1,i]). Then, we bound Q j in terms of Γ j as follows:
Q j =
∑
j+1≤i≤ j+d
∑
P
δ∗(i, P)δ( j, P)ρ
(R∗(i−1,i](P) ∩R j (P))
=
∑
j+1≤i≤ j+d
∑
P∈Γ j
δ∗(i, P)δ( j, P)ρ
(R∗(i−1,i](P) ∩R j (P))
≤
∑
j+1≤i≤ j+d
∑
P∈Γ j
ρ
(R∗(i−1,i](P) ∩R j (P)) ≤ ∑
P∈Γ j
ρ
(R j (P)). (5)
We have the last inequality because for any i 6= i ′,R∗(i−1,i](P)∩R∗(i ′−1,i ′](P) = ∅ (a request can be accepted at most
once).
The estimation of V j is somewhat tricky; we need to express V j in terms of
∑
P∈P j−Γ j ρ(R j (P)) so that we can
combine the bounds on Q j and V j . Note that
−V j =
∑
j+1≤i≤ j+d
∑
P
δ∗(i, P)δ( j, P)
ρ(R j,min)
d
=
∑
j+1≤i≤ j+d
∑
P∈Γ j
δ∗(i, P)δ( j, P)
ρ(R j,min)
d
,
which is at least
∑
P∈Γ j
ρ(R j,min)
d because for any P ∈ Γ j , there is at least one j + 1 ≤ i ≤ j + d such that
δ∗(i, P)δ( j, P) = 1. It follows that
V j ≤
∑
P∈Γ j
−ρ(R j,min)
d
. (6)
4 Recall that we assume all requests arrive at or after 0.
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Fig. 3. A worst case input when d = 3. The arrows show the durations during which the requests can be accepted. The bottom two rows show
respectively the pages broadcast by the optimal algorithm and MRF for serving the requests.
Note that
∑
P∈P j−Γ j
(
ρ(R j (P))− ρ(R j,min)d
)
≥ 0 because for every P ∈ P j , ρ(R j (P)) ≥ ρ(R j,min) (Fact 1). Add
this non-negative term to the right-hand side of (6), and observe that Γ j ⊆ P j , we have
V j ≤
∑
P∈Γ j
−ρ(R j,min)
d
+
∑
P∈P j−Γ j
(
ρ(R j (P))− ρ(R j,min)d
)
=
∑
P∈P j−Γ j
ρ(R j (P))− |P j |ρ(R j,min)d .
Then, Q j +U j +V j ≤∑P∈P j ρ(R j (P))+ (|S|− |P j |d )ρ(R j,min). Note that if ρ(R j,min) = 0, then Q j +U j +V j ≤∑
P∈P j ρ(R j (P)) = ρ(R j ) < (2− 1d )ρ(R j ). Otherwise, MRF has used all the |S| servers at j and |P j | = |S|. Then,
Q j +U j + V j ≤ ρ(R j )+
(
|S| − |S|
d
)
ρ(R j,min)
= ρ(R j )+
(
1− 1
d
)
|S|ρ(R j,min) ≤ ρ(R j )+
(
1− 1
d
)
ρ(R j ) =
(
2− 1
d
)
ρ(R j ),
as we have claimed. 
We now construct an input instant that shows that this 3− 1d bound is tight.
Theorem 4. When the start-up delay d > 1 is a positive integer, the competitive ratio of MRFis at least 3− 1d .
Proof. As mentioned in the proof of Theorem 2, it suffices to show the bound for the case when there is only one
server in the system. To construct a difficult input instance for MRF, we need 2d distinct pages P0, P1, . . . , P2d−1. For
each i ≥ 0, we create a set Ri of requests as follows:
• If i ≡ 0 (mod d), then Ri comprises d + 1 requests for page Pi mod 2d arriving at time i + 0.5, i + 1.5, . . . , i +
d + 0.5. The first d requests have profit 1 + ε and the last one has profit 1, where ε > 0 is an extremely small
value. (Again, ε is only for resolving the arbitrariness).
• If i 6≡ 0 (mod d), then Ri comprises two requests on Pi mod 2d arriving at i + 0.5 and i + d + 0.5. Both requests
have profit 1.
The set of requests
⋃
i≥0 Ri forms our input. Fig. 3 gives an example for the case when d = 3. As can be seen in the
figure, we can accept all requests in
⋃
i≥0 Ri by broadcasting, for each i ≥ 0, the page Pi mod 2d at time i + d + 0.5;
Ri ’s earliest request arrives at time i + 0.5 and is still pending at i + d + 0.5 and its last request arrives at i + d + 0.5,
and thus all requests in Ri will be accepted after the broadcast of Pi mod 2d at i + d + 0.5. For MRF, we claim that for
every i ≡ 0 (mod d), MRF broadcasts Pi mod 2d at i + 1, i + 2, . . . , i + d and accepts the first d requests in Ri (i.e,
MRF broadcasts P0 at time 1, 2, . . . , d , broadcasts Pd at d + 1, d + 2, . . . , 2d, and so on). It can be verified that for
any integer k > 0,
∑
0≤i≤kd−1 |Ri | = k(d + 1+ 2(d − 1)) = k(3d − 1), and since Opt accepts all these requests, and
MRF can accept only kd of them (d requests in each of R0, Rd , R2d , . . . , R(k−1)d ), the competitive ratio of MRF cannot
be smaller than k(3d−1)kd = 3− 1d .
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Observe that our claim follows directly from the following slightly stronger claim: for any integer t ≥ 1 where
t = id + j for some 1 ≤ j ≤ d , MRF broadcasts Pid mod 2d at time t and just accepts the j th request in Rid . We prove
this claim by induction on t . It is obviously true for t = 1. Suppose it is true for 1, 2, . . . , t − 1 and we now consider
time t . Suppose that t = id + j where 1 ≤ j ≤ d . Note that for any k ≥ t , the requests in Rk have not arrived, and
for any k ≤ (i − 2)d + j − 1, the last request in Rk arrives at k + d + 0.5 ≤ id − d + j − 0.5 and is expired at
id + j − 0.5 < t . Therefore, we can focus on those requests in
R(i−2)d+ j , R(i−2)d+ j+1, . . . , R(i−1)d , . . . , Rid , . . . , Rid+ j−1.
From the construction of our input, we conclude that except R(i−1)d and Rid , every of the above sets have at most
one request pending at t , and this request has profit 1. Furthermore, by the induction hypothesis the first d requests of
R(i−1)d have been accepted by MRF at time (i − 1)d + 1, (i − 1)d + 2, . . . , id . It follows that R(i−1)d has only the
last request pending at t . Recall that this request has profit 1. For Rid , again, by the induction hypothesis, MRF accepts
the 1st, 2nd, . . ., ( j − 1)th request in Rid at time id + 1, id + 2, . . . , id + j − 1. Thus, only the j th request of Rid
is pending at t and this request has profit 1+ ε. Note that this is the only request pending at t with profit greater than
1. Thus, MRF will broadcast Pid mod 2d to accept this request. Thus, our claim is also true for t and this completes our
induction proof. 
5. Conclusions
We have given a tight analysis on the competitive ratio of MRF for the case when the job length is equal to 1 and the
start-up delay d is greater than the job length. It is obvious that our analysis can be generalized for general job length
` and conclude that when d is not a multiple of `, its competitive ratio is 3; otherwise, the ratio is 3 − `d . Our results
reveal two interesting effects of the start-up delay:
1. The algorithm is doing notably worse when the delay is not a multiple of the job length.
2. When the delay is a multiple of the job length, a longer delay is to the disadvantage of the algorithm.
Our study offers some explanations. For the case when d is not a multiple of the job length, recall that MRF only makes
broadcasts at time 0, `, 2`, . . . . Therefore, it makes little difference to the algorithm whether d is equal to, say 10` or
10.5`. However, our first worst case example shows that an optimal algorithm can make good use of this extra 0.5`
time units of delay to group and serve significantly more requests and this results a quantum leap of MRF’s competitive
ratio. When d is a multiple of the job length, the optimal algorithm no longer has any extra time unit to beat MRF.
However, our second worst case example shows that we can still insert into the input sequence some extra requests
that can only be accepted by the optimal algorithm, and the larger the delay d, the more extra requests that can be
crammed in the sequence; thus, the larger the delay, the less competitiveness of MRF.
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