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Inicialmente se discute el método tradicional de análisis inferencial en metodología 
cuantitativa (test de significancia de la hipótesis nula) haciendo ver sus limitaciones 
e imposibilidad de expresar la significancia práctica de los resultados. Se muestra el 
tamaño del efecto como una medida del grado en el que se presenta un determinado 
fenómeno de interés, medida cuyo reporte es solicitado explícitamente por la American 
Psychological Association (APA) en sus tres últimos manuales de publicación. 
Finalmente, se revela la ausencia de estudios que den cuenta de la aplicación del 
tamaño del efecto en el contexto local.
tamaño del efecto / significancia estadística / significancia práctica
The role of the Effect Size Report in Data Analysis in Psychology Research 
In this essay we discuss the traditional method of inferential analysis in quantitative 
methodology (null hypothesis significance testing) and demonstrate its limitations and 
inability to provide a measure for the practical significance of the results. The effect size is 
presented as a quantitative measure of the strength of a phenomenon, and this report has 
been explicitly requested by the American Psychological Association (APA) in the last three 
publication manuals. Finally, we show that in our local context, there is a lack of studies 
describing the application of the effect size.
effect size / statistical significance / practical significance
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En psicología, desde un enfoque de in-
vestigación cuantitativo, se utilizan las 
herramientas de la ciencia estadística. 
Su importancia recae en el manejo de la 
variabilidad de las puntuaciones, lo que 
es un reto en las investigaciones, ya que 
estas dependen de las diferencias indivi-
duales de los sujetos y de los errores de 
medición (Myers y Well, 2003). Desde 
la década de 1940 el test de significan-
cia de la hipótesis nula (NHST, por sus 
siglas en inglés) es el método de infe-
rencia estadística más usado y difundi-
do en el análisis de datos (Kline, 2004); 
sin embargo, este método es controver-
sial y ha sido criticado tanto por su uso e 
interpretación inadecuados como por su 
lógica y concepción misma (Nickerson, 
2000; Schmidt y Hunter, 1997).
Una interpretación errónea, pero 
frecuente, es la que se tiene cuando se 
da a los resultados del análisis inferen-
cial con el NHST el calificativo de “sig-
nificativo” o “no significativo”. Es más, 
cuando se consideran las anteriores 
atribuciones como evidencia de impor-
tancia o no de un determinado resulta-
do, las conclusiones se tornan erróneas 
y lejanas al verdadero significado de la 
evidencia empírica. Así, por ejemplo, al 
analizar la diferencia en el clima fami-
liar según el género en un determinado 
grupo, algunos investigadores suelen 
reportar: t(210)=12.56, p<.001, conclu-
yendo: “dado que p<.05, entonces se 
tiene diferencias significativas en el cli-
ma familiar según el género en …”, a lo 
que mediante la sola lectura del valor 
p se le da la interpretación errónea de 
“diferencia importante”.
La medida estadística que evalúa 
de forma coherente la magnitud de un 
aspecto de interés de un estudio cuanti-
tativo, y que, por ende, facilita la valo-
ración de su importancia práctica, es el 
tamaño del efecto (Kirk, 1996). La pre-
sentación e interpretación del tamaño 
del efecto como una medida de la sig-
nificancia práctica de los resultados no 
es solo un aspecto de sentido común en 
la investigación con metodología cuan-
titativa en psicología, sino también un 
objeto de exigencia de importantes ins-
tituciones académicas internacionales, 
como la American Psychological Asso-
ciation (APA) y la American Educatio-
nal and Research Association (AERA). 
El presente artículo tiene por objeti-
vo contextualizar el tamaño del efecto a 
partir de las dificultades del método tra-
dicional de análisis inferencial de datos 
(NHST), mostrar sus conceptualizacio-
nes y describir sus aplicaciones, como 
una medida de la significancia práctica 
de los resultados y necesaria para los 
metaanálisis.
El tEst dE significancia Estadística  
dE la hipótEsis nula (nhst)
Orígenes y crecimiento  
en su aplicación
El método para obtener conclusiones 
mediante resultados de estadística in-
ferencial, que actualmente es de gene-
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ral aplicación, proviene de los aportes 
de Ronald Fisher y Jerzy Neyman con 
Egon Pearson (Cowles, 2001; Kline, 
2004; Lehmann, 2011). Los anteriores 
representan dos líneas que contribuyen 
a lo que se denomina el procedimien-
to clásico de estadística inferencial: el 
test de significancia de la hipótesis nula. 
Este es un procedimiento usado am-
pliamente en psicología, ciencias de la 
salud, educación, etc. 
El método del NHST empezó a ha-
cerse de aplicación generalizada en 
psicología desde la década de 1940, 
experimentando un incremento rápido 
de su aplicación (Kline, 2004). Este au-
mento en el uso del test de significancia 
estadística en artículos de revistas es-
pecializadas en psicología puede revi-
sarse con más detalle en el estudio de 
Hubbard y Ryan (2000), donde se tomó 
una muestra de 8001 artículos publica-
dos entre los años 1911 y 1998 de una 
muestra aleatoria de 12 revistas de la 
American Psychological Association 
(APA). El porcentaje de aplicación del 
método de NHST fue de alrededor de 
17 % entre los años 1911 y 1929, luego 
se da un incremento hacia el 50 % alre-
dedor de 1940. Este aumento continuó, 
con un 80 % para 1960, y excediendo el 
90 % hacia 1970.
Controversia del NHST
A pesar de su extendido uso, el método 
del NHST es controversial (Nickerson, 
2000). En las últimas décadas, un am-
plio número de autores han criticado el 
exceso y las interpretaciones erróneas 
de artículos que con este método han 
sido publicados en la investigación psi-
cológica (Hubbard y Ryan, 2000). Por 
ejemplo, desde los años sesenta se tie-
ne a Rozeboom (1960) y Bakan (1966); 
en los setenta a Carver (1978) y Meehl 
(1978); en los años ochenta Dar (1987), 
Rosnow y Rosenthal (1989), etc. En 
los años noventa la crítica se intensifi-
ca (e.g., Cohen, 1990, 1994; Schmidt, 
1996; Thompson, 1999a). Los anterio-
res y otros numerosos autores no solo 
criticaron la inadecuada interpretación 
del método en mención, sino, también, 
su imposibilidad de brindar resultados 
acordes a los objetivos del investigador 
en psicología.
La aplicación del NHST en la inves-
tigación en psicología también motivó 
severas expresiones por parte de reco-
nocidos psicólogos especialistas en in-
vestigación cuantitativa, los que fueron 
publicando a lo largo de varias décadas 
en las más importantes revistas interna-
cionales de psicología. Así se tiene, por 
ejemplo, que con el título de “La fala-
cia del test significancia de la hipótesis 
nula”, Rozeboom (1960) se expresa sobre 
el uso del método en mención como: “… 
costumbres estadísticas de un pasado 
primitivo continúan dominando la esce-
na local” (p. 417). Cronbach (1975), pre-
ocupado por la práctica de investigadores 
de preferir los resultados “significativos”, 
escribe: “Ha llegado el momento para 
exorcizar la hipótesis nula… la dicoto-
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mía significativo/no significativo impli-
ca solo una desesperada inconsistencia” 
(p. 124). Rosnow y Rosenthal (1989) se 
expresarán con una famosa ironía sobre 
el nivel de significancia estadística: “… 
seguramente, Dios ama al .06 tanto como 
al .05” (p. 1277). En su artículo de alta 
difusión titulado “The Earth is round (p 
< .05)”, Cohen (1994) expresa: “El NHST 
no solo ha fallado en darle soporte al 
avance de la Psicología, sino, seriamente, 
la ha impedido” (p. 997). Schmidt (1996), 
en la reconocida revista Psychological 
Methods, expresa:
la confianza en el test de significancia 
estadística en el análisis e interpre-
tación de resultados en la investiga-
ción ha retardado sistemáticamente 
la acumulación del conocimiento en 
Psicología. (p. 115)
Es interesante notar que a pesar de 
las duras críticas que ha recibido el mé-
todo del NHST a lo largo de las déca-
das este haya continuado en aplicación 
constante. Una importante explicación a 
esto es que los investigadores conservan 
falsas creencias sobre este procedimien-
to, creencias acerca de que este método 
ofrece un conjunto de beneficios para la 
investigación, pero que, sin embargo, en 
la realidad no lo hace (Schmidt, 1996). 
Como expresa Cohen (1994) sobre el 
NHST: “… eso no nos dice lo que no-
sotros queremos saber, y nosotros que-
remos saber tanto aquello que queremos 
saber que, por desesperación, sin em-
bargo, creemos que lo hace” (p. 997).
Schmidt (1996) expresa tres comunes 
creencias sobre la aplicación del NHST. 
La primera consiste en que un resulta-
do estadísticamente significativo haría 
referencia a un resultado replicable; la 
segunda, de que el test de significancia 
estadística provee un índice de la impor-
tancia o tamaño de una diferencia o rela-
ción, cuando en verdad esto solo puede 
ser provisto por las medidas del tamaño 
del efecto; y la tercera, que un resultado 
no significativo implica una diferencia o 
relación igual a cero, o tan pequeños que 
puede ser considerado como nulo. Estos 
y otros tipos de creencias y usos e inter-
pretaciones erróneos del NHST pueden 
encontrarse en  Schmidt (1996), Schmidt 
y Hunter (1997), Kline (2004), entre 
otros. En la práctica profesional, las 
creencias descritas se observan cuando 
muchos profesionales, investigadores 
y docentes raramente distinguen entre 
las implicancias de un resultado con 
significancia estadística y otro con sig-
nificancia práctica, o incluso peor, sus 
resultados, siendo solo estadísticamente 
significativos, son interpretados como 
si ellos tuvieran significancia práctica. 
Esto ocurre cuando un investigador 
interpreta una significancia estadística 
como “significante” o “altamente signi-
ficante” (Ellis, 2010).
Sin embargo, y a pesar de las cohe-
rentes y constantes objeciones, el uso 
del NHST, paradójicamente, se ha di-
fundido. Esto, incluso, a pesar de que 
es ampliamente aceptado que el NHST 
es comúnmente mal usado y mal inter-
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pretado (Fidler, 2002). Esta situación 
se desarrolla entre expresiones de re-
forma que plantean la eliminación del 
uso del NHST (Schmidt, 1996), así 
como de hacer incorporación comple-
mentaria y obligatoria de los tamaños 
del efecto e intervalos de confianza 
(Kirk, 2001; Thompson, 1999a), esto 
para dar un mejor sentido e interpreta-
ción a los resultados. 
El tamaño dEl EfEcto 
La necesidad del reporte  
del tamaño del efecto
En el contexto de crecimiento de las 
críticas al método de NHST, y en par-
ticular por el artículo de Cohen (1994), 
el Comité de Asuntos Científicos de la 
American Psychological Association 
(APA) convino formar un comité de-
nominado Task Force on Statistical 
Inference (TFSI), cuyo objetivo era 
“elucidar algunos de los aspectos con-
trovertidos que rodean la aplicación de la 
estadística incluyendo el test de signifi-
cancia y sus alternativas” (Wilkinson y 
TFSI, 1999, p. 594). Este comité reunió 
a expertos en investigación cuantitati-
va y análisis estadístico en Psicología, 
además de editores de revistas, autores 
de libros y renombradas personalida-
des en estos campos, los que harán ex-
presión de un conjunto de lineamientos 
y requerimientos para la elaboración de 
artículos científicos. Entre estos se en-
cuentra el de considerar, en los reportes 
de investigación, los tamaños del efec-
to. Esta expresión se concretiza en el 
artículo titulado “Statistical methods 
in psychology journals: Guidelines and 
explanations”, publicado en la revista 
American Psychologist (Wilkinson y 
TFSI, 1999).
Es notoria, en cuanto a las recomen-
daciones del TFSI, la insistencia en la 
inclusión de las medidas del tamaño 
del efecto en las publicaciones: “Siem-
pre presentar tamaños del efecto en los 
resultados… Nosotros enfatizamos que 
reportar e interpretar los tamaños del 
efecto en el contexto de reportes pre-
vios del tamaño del efecto es esencial 
para una buena investigación” (Wil-
kinson y TFSI, 1999, p. 599). Aunque 
el TFSI no recomendó la suspensión 
del uso del NHST, sus recomendacio-
nes han sido bien recibidas y frecuen-
temente citadas por las publicaciones 
posteriores (Fidler, 2002).
Previo a las recomendaciones de 
Wilcoxon y TFSI (1999), el Manual de 
publicaciones de la APA, en su cuar-
ta edición, por primera vez ya alenta-
ba, pero no requería, a los autores a 
reportar los tamaños del efecto en sus 
resultados estadísticos (Kline, 2004). 
En la quinta edición del Manual de pu-
blicaciones, con emisión posterior a la 
publicación del TFSI, se realiza un ma-
yor énfasis en el reporte de los tamaños 
del efecto, haciendo referencia a que el 
no reporte de estos es uno de los tipos 
de “defectos en el diseño y reporte de 
investigación” (APA, 2001, p. 25). En 
su más reciente edición del Manual de 
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publicaciones, la APA hace una expre-
sión más explícita para la presentación 
de los tamaños del efecto:
Los tamaños del efecto, los intervalos 
de confianza y una extensa descrip-
ción son necesarios para transmitir el 
significado más completo de los re-
sultados… Uno de los requerimientos 
mínimos de todas las publicaciones 
periódicas de la APA es una presen-
tación completa de todas las hipótesis 
examinadas y las estimaciones de ta-
maños del efecto e intervalos de con-
fianza adecuados. (APA, 2010, p. 33)
Definición y cálculo del tamaño  
del efecto
Cohen (1988) define el tamaño del efec-
to como “el grado en que el fenómeno 
se presenta en la población” (p. 9), o “el 
grado en el que la hipótesis nula es fal-
sa” (p. 10). Esta definición, en la que se 
considera al tamaño del efecto a partir 
de la relación con el valor de la hipó-
tesis nula que corresponde al NHST, 
también es considerada por otros au-
tores, como Grissom y Kim (2005), 
para los que “un tamaño del efecto 
mide el grado en que la hipótesis nula 
es falsa” (p. 4). También Vacha-Hasse 
y Thompson (2004) expresan que el 
término tamaño del efecto lo usarán 
para “referirse a cualquier estadístico 
que cuantifica el grado en que los re-
sultados de la muestra divergen de la 
hipótesis nula” (p. 473). Sin embargo, 
y siguiendo a Kelley y Preacher (2012), 
el relacionar el tamaño del efecto con 
el término de hipótesis nula, y por ende 
con el método del NHST, debería ser 
evitado ya que ambos representan di-
ferentes maneras de analizar los datos 
cuando se hacen inferencias. 
De acuerdo con Kelley y Preacher 
(2012), “el tamaño del efecto es una 
reflexión cuantitativa de la magnitud 
de algún fenómeno, el que se usa para 
abordar alguna cuestión de interés” 
(p. 140). Es así que una medida del ta-
maño del efecto evalúa, ya sea en el 
análisis de una diferencia de grupos, en 
una correlación, etc., el tamaño, grado 
o magnitud del fenómeno presente, en-
tendiéndose como fenómeno cualquiera 
de los análisis anteriores. Una expre-
sión simplificada del tamaño del efecto 
correspondería a la medida del grado en 
que el fenómeno de interés está presen-
te en la muestra.
Para el cálculo del tamaño del efec-
to se debe considerar una formulación 
específica según el fenómeno estudia-
do. Así, para una comparación de dos 
grupos independientes se tiene como 
expresión más común a la diferencia de 
medias de los grupos en función de su 
desviación estándar: d=(M1–M2)/DE*, 
donde d es el tamaño del efecto, M1 y 
M2 son las medias de cada uno de los 
grupos, respectivamente, y DE* es la 
desviación estándar). Se tienen tres for-
mas de estimar d, las que básicamente 
difieren por la consideración particular 
que hacen para el cálculo de DE*. De 
esta manera se tienen las fórmulas de 
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Cohen, Glass y Hedges (dCohen, dGlass y 
gHedges, respectivamente).
En el caso de la correlación de dos 
variables, es necesario considerar la 
 utilidad de r2 para una mejor compren-
sión de r como una medida del tamaño 
del efecto. 
Al cuadrado del coeficiente de corre-
lación, r2, se le denomina coeficiente de 
determinación, el cual es la proporción 
de varianza que comparten dos variables 
que se correlacionan, lo que también 
puede expresarse como el porcentaje de 
variabilidad con la que una variable ex-
plica a la otra. Con esa consideración, 
r2 y r son importantes alternativas para 
la expresión del tamaño del efecto en el 
análisis de correlación bivariada.
El tamaño del efecto para los análi-
sis de varianza, o diseños de ANOVA, 
como análisis en la comparación de 
más de dos grupos independientes es 
el eta cuadrado (η2). Sin embargo, una 
mejor alternativa para estimar el tama-
ño del efecto como fuerza de asocia-
ción de dos variables en estos diseños 
es el omega cuadrado (ŵ2). 
Por otro lado, en el caso de aso-
ciación de dos variables categóricas y 
análisis de bondad de ajuste se realiza 
con la medida de asociación V de Cra-
mer. Una presentación y discusión de-
tallada de los estadísticos anteriores, 
así como la distinción y el cálculo de 
tamaños del efecto paramétricos y no 
paramétricos, rebasan los objetivos del 
presente ensayo.
Significancia práctica                  
de los resultados
Sobre el análisis de resultados y la in-
terpretación que se hace de estos, Kirk 
(2001) plantea que a través de sus es-
tudios los investigadores deben respon-
derse a las siguientes tres preguntas: 
a) ¿existe un efecto real o los resulta-
dos deberían atribuirse al azar?, b) si el 
efecto es real, ¿qué tan grande es?, y c) 
¿es el efecto lo suficientemente grande 
para considerarse importante o útil? De 
estas preguntas, el método del NHST 
solo puede responder la primera de 
ellas, e incluso esta respuesta sería muy 
limitada y no consistente con esta inter-
pretación. La segunda, que corresponde 
al interés del investigador, se responde 
de manera coherente con el cálculo y 
la presentación del tamaño del efecto 
correspondiente. Finalmente, la terce-
ra pregunta, que hace referencia a la 
significancia práctica de los resultados 
(Kirk, 1996), se puede responder a par-
tir del desarrollo de guías, que hagan 
interpretación de los tamaños del efecto 
calculados, basando estos en los antece-
dentes y la experiencia sobre el campo 
particular de estudio.
El tamaño del efecto                      
y el metaanálisis
Además, los tamaños del efecto son 
importantes porque con ellos es posi-
ble sistematizar varios estudios de un 
determinado tema de interés o fenó-
meno, esto se realiza mediante los me-
^
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taanálisis, que es el análisis estadístico 
a un número amplio de resultados de 
estudios individuales con el propósito 
de integrar los hallazgos (Glass, 1976), 
siendo, desde su introducción en los 
años setenta, una importante herra-
mienta para la investigación de síntesis 
de resultados (Kline, 2004). Los meta-
análisis no solo contribuyen para siste-
matizar evidencia de los efectos de las 
intervenciones, sino, también, tienen 
implicaciones sobre el modelo que debe 
usarse para analizar los datos, qué aná-
lisis considerar y cómo los resultados 
deben ser interpretados (Borenstein, 
Hedges, Higgins y Rothstein, 2009). 
Debe tenerse en cuenta que para realizar 
un metaanálisis no se requiere el resul-
tado de algún método del NHST, sino 
los tamaños del efecto de cada estudio 
individual. Los metaanálisis, a diferen-
cia del método tradicional de análisis, sí 
permiten llegar a conclusiones certeras 
y, por ende, contribuyen a la acumula-
ción de conocimiento (Schmidt, 1996).
Actualidad en el reporte             
del tamaño del efecto
A pesar de la importancia de las medidas 
del tamaño del efecto para la expresión, 
interpretación, valoración y sistemati-
zación de un determinado fenómeno 
estudiado, sea diferencia o correlación, 
por ejemplo, y cuya importancia se hace 
innegable a partir de las limitaciones ló-
gicas y prácticas del método del NHST, 
la presentación de los tamaños del efecto 
no se suelen aplicar en todos los repor-
tes de investigación (Thompson, 1999b). 
Esto, incluso, además de los requeri-
mientos explícitos que la APA y otras 
importantes asociaciones de investiga-
ción psicológica han solicitado en las úl-
timas dos décadas. 
Como evidencia empírica sobre la 
aplicación de las medidas del tamaño 
del efecto, mediante una metodología de 
revisión metodológica de investigación 
(Keselman et al., 1998), hay estudios 
que hacen revisión y análisis sobre la 
aplicación del tamaño del efecto en los 
resultados de investigaciones en im-
portantes y reconocidas revistas inter-
nacionales de Psicología. Entre estos 
estudios se tienen los desarrollados 
por Sun, Pan y Wang (2010), García, 
 Ortega y De la Fuente (2008, 2011), 
Vacha-Haase y Ness (1999), Kesel-
man et al. (1998), Snyder y Thompson 
(1998), entre otros. Estos autores en-
contraron un porcentaje de reporte del 
tamaño del efecto de 57 %, 20 %, 9 % 
y 54 %, respectivamente.
En nuestro contexto no se han rea-
lizado publicaciones previas en las que 
se haga el análisis con una metodología 
de revisión sistemática de investigación 
sobre la frecuencia de publicaciones que 
hacen reporte del efecto en las revistas 
de investigación en psicología. Sin em-
bargo, se tiene una primera contribu-
ción de Coe y Merino (2003), quienes 
elaboran una guía introductoria sobre el 
cálculo del tamaño del efecto y discuten 
la importancia de diferenciar la signi-
ficancia de la significancia estadística. 
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Sobre el tamaño del efecto no habría 
publicaciones posteriores que abran la 
discusión acerca de esta importante me-
dida, más aún, no existen publicaciones 
que hagan una revisión de la aplicación 
del tamaño del efecto en la investigación 
psicológica peruana.
A lo anterior, y para menoscabo de 
la investigación psicológica, los  textos 
más referenciados en nuestro contex-
to sobre metodología cuantitativa no 
presentan indicación explícita a los 
 investigadores sobre la importancia y 
obligatoriedad del reporte de los ta-
maños del efecto. Esto a diferencia de 
textos de metodología de la investiga-
ción de editoriales extranjeras, donde 
se dedican secciones de los libros para 
la explicación de los tamaños del efecto 
y su importancia para la discusión de 
resultados; por ejemplo: Bordens y Ab-
bott (2011), Goodwin (2010), Myers y 
Well (2003), Shaughnessy, Zechmeister 
y Zechmeister (2012), entre otros. De la 
misma forma, en los cursos de pregra-
do de la formación en psicología no se 
suelen tener como referencia libros de 
estadística coherentes con la naturale-
za de la medición y de las variables de 
investigación, como bien podrían ser 
los de Aron, Coups y Aron (2013), Kirk 
(2008) y Pagano (2013).
La evaluación sobre el reporte del 
tamaño del efecto en publicaciones de 
psicología es una práctica realizada en 
importantes revistas de investigación. 
Estas revisiones permiten visualizar 
de manera empírica el ajuste del análi-
sis de resultados a estándares interna-
cionales y observar la práctica que van 
teniendo los autores. Sin embargo, y a 
pesar de la importancia de este tipo de 
estudios, estos no se han realizado en 
el contexto de publicaciones peruanas.
conclusionEs y rEcomEndacionEs
El método del NHST es el método que 
desde la década de 1940 se utiliza con 
mayor frecuencia para el análisis de da-
tos cuantitativos en psicología, pero su 
uso y la interpretación de sus resultados 
han sido constantemente cuestionados, 
siendo las medidas del tamaño del efecto 
los indicados para dar las respuestas que 
el NHST no puede por su lógica misma. 
Los tamaños del efecto son medidas 
que desde su conceptualización están 
orientados a dar información sobre la 
magnitud de un determinado fenómeno 
o análisis en psicología; es decir, dan 
información y permiten el análisis de la 
significancia práctica de un resultado. 
Además, son el insumo para posteriores 
estudios de sistematización objetiva de 
los resultados sobre un tema de interés, 
los metaanálisis. Sin embargo, no obs-
tante la trascendencia de esta medida, 
los tamaños del efecto no se reportan 
con regularidad, a pesar de las directi-
vas de importantes instituciones acadé-
micas, las que hacen demanda explícita 
de su presentación e interpretación. 
Es necesario sensibilizar o capacitar 
a los editores de las revistas de investi-
gación en psicología, así como a los do-
centes y alumnos de formación superior, 
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sobre la importancia de la presentación 
e interpretación de los tamaños del efec-
to en toda investigación de metodología 
cuantitativa que se haga en psicología.
No solo para alinear el nivel de dicha 
investigación a los estándares internacio-
nales, sino, principalmente, para hacer 
coherente la interpretación de los resulta-
dos en la producción científica. También 
es conveniente la realización de estudios 
que desde revisiones metodológicas de 
investigación permitan obtener evidencia 
empírica del grado de aplicación del ta-
maño del efecto en las publicaciones.
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