This paper contributes to the multi-core model checking of timed automata (TA) with respect to liveness properties, by investigating checking of TA Büchi emptiness under the very coarse inclusion abstraction or zone subsumption, an open problem in this field. We show that in general Büchi emptiness is not preserved under this abstraction, but some other structural properties are preserved. Based on those, we propose a variation of the classical nested depth-first search (ndfs) algorithm that exploits subsumption. In addition, we extend the multi-core cndfs algorithm with subsumption, providing the first parallel LTL model checking algorithm for timed automata. The algorithms are implemented in LTSmin, and experimental evaluations show the effectiveness and scalability of both contributions: subsumption halves the number of states in the real-world FDDI case study, and the multi-core algorithm yields speedups of up to 40 using 48 cores. * Danish authors partially supported by the MBAT ARTEMIS project, the MT-LAB VKR Centre of Excellence and the IDEA4CPS Sino-Danish Basic Research Centre.
Introduction
Model checking safety properties can be done with reachability, but only guarantees that the system does not enter a dangerous state, not that the system actually serves some useful purpose. To model check such liveness properties is more involved since they state conditions over infinite executions, e.g. that a request must infinitely often produce a result. One of the most well-known logics for describing liveness properties is Linear Temporal Logic (LTL) [2] .
The automata-theoretic approach for LTL model checking [27] solves the problem efficiently by translating it to the Büchi emptiness problem, which has been shown decidable for real-time systems as well [1] . However, its complexity is exponential, both in the size of the system specification and of the property. In the current paper, therefore, we consider two possible ways of alleviating this socalled state space explosion problem: (1) by utilising the many cores in modern processors, and (2) by employing coarser abstractions to the state space.
Related work. The verification of timed automata was made possible by Alur and Dill's region construction [1] , which represents clock valuations using constraints, called regions. A max-clock constant abstraction, or k-extrapolation, bounded the number of regions. Since the region construction is exponential in the number of clocks and constraints in the TA, coarser abstractions such as the symbolic zone abstraction have been studied [13] , and also implemented in, among others, the state-of-the-art model checker uppaal [22] . Later, the k-extrapolation for zones was refined to include lower clock constraints in the so-called lower/upperbound (LU) abstraction proposed in [4] . Finally, the inclusion abstraction, or simply subsumption, prunes reachability according to the partial order of the symbolic states [12] . All these abstractions preserve reachability properties [12, 4] .
Model checking LTL properties on timed automata, or equivalently checking timed Büchi automata (TBA) emptiness, was proven decidable in [1] , by using the region construction. Bouajjani et al. [8] showed that the region-closed simulation graph preserve TBA emptiness. Tripakis [25] proved that the k-extrapolated zone simulation graph also preserves TBA emptiness, while posing the question whether other abstractions such as the LU abstraction and subsumption also preserve this property. Li [23] showed that the LU abstraction does in fact preserve TBA emptiness. The status of subsumption in LTL model checking is still open.
One way of establishing TBA emptiness on a finite simulation graph is the nested depth-first (ndfs) algorithm [9, 16] . Recently, some multi-core version of these algorithms were introduced by Evangelista and Laarman et al [17, 15, 14] . These algorithms have the following properties: their runtime is linear in the number of states in the worst case while typically yielding good scalability; they are on-the-fly [18] and yield short counter examples [14, Sec. 4.3] . The latest version, called cndfs, combines all these qualities and decreases memory usage [14] .
In previous work, we parallelised reachability for timed automata using the mentioned abstractions [11] . It resulted in almost linear scalability, and speedups of up to 60 on a 48 core machine, compared to uppaal. The current work extends this previous work to the setting of liveness properties for timed automata. It also shares the uppaal input format, and re-uses the uppaal dbm library.
Preliminaries: Timed Büchi Automata and Abstractions
In the current section, we first recall the formalism of timed Büchi automata (TBA), that allows modelling of both a real-time system and its liveness requirements. Subsequently, we introduce finite symbolic semantics using zone abstraction with extrapolation and subsumption. Finally, we show which properties are known to be preserved under said abstractions.
Timed Automata and Transition Systems. Def. 2 provides a basic definition of a TBA. It can be extended with features such as finitely valued variables, and parallel composition to model networks of timed automata, as done in uppaal [5] .
Definition 1 (Guards). Let G(C) be a conjunction of clock constraints over the set of clocks c ∈ C, generalized by:
where n ∈ N 0 is a constant, and ∈ {<, ≤, =, >, ≥} is a comparison operator. We call a guard downwards closed if all ∈ {<, ≤, =}.
-L is a finite set of locations, typically denoted by , where 0 ∈ L is the initial location, and F ⊆ L, is the set of accepting locations, -C is a finite set of clocks, typically denoted by c, -→ ⊆ L×G(C)×2 C ×L is the (non-deterministic) transition relation. We write g,R −→ for a transition, where is the source and the target location, g ∈ G(C) is a transition guard, R ⊆ C is the set of clocks to reset, and -I C : L → G(C) is an invariant function, mapping locations to a set of guards.
To simplify the semantics, we require invariants to be downwards-closed.
The states of a TBA involve the notion of clock valuations. A clock valuation is a function v : C → R ≥0 . We denote all clock valuations over C with V C . We need two operations on clock valuations:
and v (c) = v(c) otherwise. We write v |= g to mean that the clock valuation v satisfies the clock constraint g.
Definition 3 (Transition system semantics of a TBA). The semantics of a TBA B is defined over the transition system We say a state s ∈ S is accepting, or s ∈ F, when s = ( , . . .) and ∈ F. We write s δ → → s if there exists a state s such that s δ → s and s → s . We denote an infinite
For example, the TBA in Fig. 1 has an infinite run:
, that is not accepting, but is non-zeno. We claim that there is no accepting non-zeno run, exemplified by the finite run: Remark 1 (Zenoness). Zenoness is considered a modelling artifact as the behaviour it models cannot occur in any real system, which after all has finite processing speeds. Therefore, zeno runs should be excluded from analysis. However, any TBA B can be syntactically transformed to a strongly non-zeno B' [26] ,
Therefore, in the following, w.l.o.g., we assume that all TBAs are strongly non-zeno. Symbolic Abstractions using Zones. A zone is a symbolic representation of an infinite set of clock valuations by means of a clock constraint. These constraints are conjuncts (Def. 6) of simple linear inequalities on clock values, and thus describe (unbounded) convex polytopes in a |C|-dimensional plane (e.g. Fig. 2 ). Therefore, zones can be efficiently represented by Difference Bounded Matrices (DBMs) [6] .
Definition 6 (Zones). Similar to the guard definition, let Z(C) be the set of clock constraints over the set of clocks c, c 1 , c 2 ∈ C generalized by:
where n ∈ N 0 is a constant, and ∈ {<, ≤, >, ≥} is a comparison operator. We also use = for equalities, short for the conjunction of ≤ and ≥.
We write v |= Z if the clock valuation v is included in Z, for the set of clock valuations in a zone Z = {v | v |= Z}, and for zone inclusion Z ⊆ Z iff Z ⊆ Z . Notice that false = ∅. Using the fundamental operations below, which are detailed in [6] , we define the zone semantics over simulation graphs in Def. 7. Most importantly, these operations are implementable in O(n 3 ) or O(n 2 ) and closed w.r.t. Z. delay:
Definition 7 (Zone semantics). The semantics of a TBA B = (L, C, F, 0 , →, I C ) under the zone abstraction is a simulation graph:
Any simulation graph is a discrete graph, hence cycles and lassos are defined in the standard way. We write s ⇒ + s iff there is a non-empty path in SG(B) from s to s , or s ⇒ * s if the path can be empty. An infinite run in SG(B) is an infinite sequence of states π = s 1 s 2 . . . , s.t. s i ⇒ s i+1 for all i ≥ 1. It is accepting if it contains infinitely many accepting states. If SG(B) is finite, any infinite path from s 0 defines a lasso: s 0 ⇒ * s ⇒ + s. Because there are infinitely many zones, the state space of SG(B) may also be infinite. To bound the number of zones, extrapolation methods combine all zones which a given TBA B cannot distinguish. For example, k-extrapolation finds the largest upper bound k in the guards and invariants of B, and extrapolates all bounds in the zones Z that exceed this value, while LU-extrapolation uses both the maximal lower bound l and the maximal upper bound u [4] . Extrapolation can be refined on a per-clock basis [4] , and on a per-location basis.
If the image of an abstraction α is finite, we call it a finite abstraction.
We call an abstraction α an extrapolation if there exists a simulation relation
This means extrapolations do not introduce behaviour that the un-extrapolated system cannot simulate. The abstraction defined by k-extrapolation is denoted by α k , while the abstraction defined by LU-extrapolation is called α lu . Hence, α k and α lu induce finite simulation graphs, written SG k (B) and SG lu (B).
Subsumption abstraction. While SG k (B) and SG lu (B) are finite, their size is still exponential in the number of clocks. Therefore, we turn to the coarser inclusion/ subsumption abstraction of [12] , hereafter denoted subsumption abstraction. We extend the notion of subsumption to states: a state s = ( , Z) ∈ S Z is subsumed by another s = ( , Z ), denoted s s , when = and Z ⊆ Z . Let R(SG(B)) = {s|s 0 ⇒ * s} denote the set of reachable states in SG(B).
Proof. By the definition of , and the fact that ⇒ is monotone w.r.t ⊆ of zones.
Definition 11 (Subsumption abstraction [12] ). A subsumption abstraction α over a zone transition system
Note the subsumption abstraction is defined only over the reachable state space, and is not an extrapolation, because it might introduce extra transitions that the unabstracted system cannot simulate. Typically α is constructed onthe-fly during analysis, only abstracting to states that are already found to be reachable. This makes its performance depend heavily on the search order, as finding "large" states quickly can make the abstraction coarser [11] . Property preservation under abstractions. We now consider the preservation by the abstractions above of the property of location reachability (a location is reachable iff s 0 ⇒ * ( , . . .)) and that of Büchi emptiness. [23] it holds that L(B) = ∅ ⇐⇒ L(SG α (B)) = ∅ From hereon we will denote any finite extrapolation as α fin , and the associated simulation graph SG fin (B). To denote that this graph can be generated on-thefly [27, 2, 12] , we use a next-state(s) function which returns the set of successor states for s: {s ∈ S fin | s ⇒ s }.
As a result of Prop. 3 we can focus on finding accepting runs in SG fin (B). Because it is finite, any such run is represented by a lasso: s 0 ⇒ s ⇒ + s. Tripakis [25] poses the question of whether α can be used to check Büchi emptiness. We will investigate this further in the next section.
The current section, investigates what properties are preserved by a subsumption abstraction α , when applied on a finite simulation graph obtained by an extrapolation, α fin , in the following, denoted as SG (B) = (SG fin• (B) ). Z3) . The graphical representation of the zones Z1-Z3 (right) reveals that Z3 ⊆ Z1 and hence s3 s1. As s3 s1 and both are reachable, a subsumption abstraction is allowed to map α (s3) = s1, introducing a cycle s1 ⇒ s2 ⇒ s1 in SG (B).
However, subsumption introduces strong properties on paths and cycles to which we devote the rest of the current section. In subsequent sections, we exploit these properties to improve algorithms that implement the TBA emptiness check. Proof. We have that s ⇒ * t ⇒ + t, and because is a simulation relation we have the existence of a state x s.t. t x:
From x, we again have a similar path, to some x . This sequence will eventually repeat some x , because SG fin (B) is finite. It follows that all states in x ⇒ + x subsume states in t ⇒ + t, hence the former cycle is also accepting (Prop. 4). Proof. Because is a simulation relation we have that s ⇒ + s and s s implies the existence of some t such that s ⇒ + t and s t. From t, we again obtain a similar path to some t , s.t. t t . Because SG fin (B) is finite, the sequence of t s will eventually repeat some element x, s.t. x ⇒ + · · · ⇒ + x.
This gives us the lasso s ⇒ * x ⇒ + x. It also follows that all states in x ⇒ + x subsume states in s ⇒ + s , hence the former cycle is accepting (Prop. 4).
Timed Nested Depth-First Search with Subsumption
In the current section, we extend the classic linear-time ndfs [9, 24] algorithm to exploit subsumption. The algorithm detects accepting cycles, the absence of which implies Büchi emptiness. It is correct for the graph SG fin (B) according to Prop. 3. In the following, with soundness, we mean that when ndfs reports a cycle, indeed an accepting cycle exists in the graph, while completeness indicates that ndfs always reports an accepting cycle if the graph contains one. The ndfs algorithm in Alg. 1 consists of an outer DFS (dfsBlue ) that sorts accepting states s in DFS postorder . And an inner DFS (dfsRed ) that searches for cycles over each s, called the seed . States are maintained in 3 colour sets:
Alg. 1 ndfs 1: procedure ndfs( ) 2:
Cyan := Blue := Red := ∅ 3:
dfsBlue (s0) 4:
report no cycle 5: procedure dfsRed (s) 6:
Red := Red ∪ {s} 7:
for all t in next-state(s) do 8:
if (t ∈ Cyan) then report cycle 9:
if (t ∈ Red ) then dfsRed (t) 10 : procedure dfsBlue (s) 11:
Cyan := Cyan ∪ {s} 12:
for all t in next-state(s) do 13:
if t ∈ Blue ∧ t ∈ Cyan then 14:
dfsBlue (t) 15:
if s ∈ F then 16:
dfsRed (s) 17:
Blue := Blue ∪ {s} 18:
Cyan := Cyan \ {s} 1. Blue, states explored by dfsBlue , 2. Cyan, states on the stack of dfsBlue (visited but not yet explored), which are used by dfsRed to close cycles over s early at l.8 [24] , and 3. Red , visited by dfsRed .
Alg. 1 maintains a few strong invariants, which are already mentioned in [9, 24] : I0: At l.13 all red states are blue. I1: The only accepting state visited by dfsRed is the seed. I2: Outside of dfsRed , accepting cycles are not reachable from red states. I3: A sufficient postcondition for dfsRed (s) is that all reachable states from s are included in Red and no cyan state is reachable from it.
We now try to employ subsumption on the different colours to prune the searches, even though we cannot use it on all colours as SG (B) introduces additional cycles as Fig. 4 showed. To express subsumption checks on sets we write s S, meaning ∃s ∈ S : s s . And S s, meaning ∃s ∈ S : s s. At several places in Alg. 1 we might apply subsumption, leading to the following options:
On cyan for cycle detection:
(a) t Cyan at l.8, or (b) Cyan t at l.8. 2. On dfsBlue , by replacing t ∈ Blue ∧ t ∈ Cyan at l.13 with t Blue ∪ Cyan. 3. On the blue set (explored states), by replacing t ∈ Blue at l.13 with t Blue. 4. On dfsRed , by replacing t ∈ Red at l.9 with t Red .
Subsumption on cyan for cycle detection as in option 1a makes the algorithm unsound: cycles in SG (B) are not always reflected in SG fin (B) (Fig. 4 ). There is also no hope of "unwinding" the algorithm upon detecting an accepting cycle that does not exist in the underlying SG fin (B) without losing its linear-time complexity, as the number of cycles can be exponential in the size of SG (B). If, on the other hand, we prune the blue search as in option 2, the algorithm becomes incomplete. Fig. 5 shows a run of the modified ndfs on an SG fin (B) with cycle s 3 ⇒ s 2 ⇒ s 3 . The dfsBlue backtracked over s 2 as s 3 s 1 and s 1 ∈ Cyan. The dfsRed now launched from s 1 , will however continue to visit s 3 , while missing the cycle as s 2 is not cyan. We also observe that I1 is violated, indicating that the postorder on accepting states (s 3 before s 1 ) is lost.
It is tempting therefore to use subsumption on blue only, as in option 3. However, Fig. 6 shows an "animation" of a run with the modified ndfs which is incomplete. Here state s 1 is first backtracked in the blue search as all successors are cyan (left). Then state s 1 is marked blue; The blue search backtracks to s 2 , proceeds to s 3 and backtracks because it finds s 1 s 1 ∈ Blue (middle). Then a red search is started from s 3 , which subsumes the cyan stack (s 2 ) and visits accepting state s 4 , violating I1 and missing the accepting cycle s 4 ⇒ s 5 ⇒ s 4 . A viable option however is to use inverse subsumption on cyan as in option 1b. According to Lemma 1, a state that subsumes a state on the cyan stack leads to a cycle. And as the only goal of the red search is to find a cyan state (to close an accepting cycle over the seed), it does not rely on DFS (I3). Thus we may as well use subsumption in the red search as in option 4. By definition (Def. 11), SG (B) contains a "larger" state for all reachable states in SG fin (B). So in combination with option 1b this is sufficient to find all accepting cycles.
The strong invariant (I2) states accepting cycles are not reachable from red states, so red states can prune the blue search. We can strengthen the condition on l.13 to t ∈ Blue ∪ Cyan ∪ Red . However, this is of no use since by (I0), Red ⊆ Blue. Luckily, even states subsumed by red do not lead to accepting cycles (contraposition of Lemma 1), so we can use subsumption again: t ∈ Blue ∪ Cyan ∧ t Red . The benefit of this can be illustrated using Fig. 4 . Once dfsBlue backtracks over s 1 , we have s 1 , s 2 , s 3 ∈ Red by dfsRed at l.16. Any hypothetical other path from s 0 to a state subsumed by these red states can be ignored.
Alg. 2 shows a version of ndfs with all correct improvements. Notice that I2 and I3 are sufficient to conclude correctness of these modifications.
to include subsumption at l.21, because the use of subsumption in dfsRed i can cause other workers to find "larger" states.
In the next section, we will benchmark Alg. 3 on timed models. An important property that the algorithm inherits from cndfs, is that its runtime is linear in the size of the input graph N . However, in the worst case, all workers may visit the same states. Therefore, the complexity of the amount of work that the algorithm performs (or the amount of power it consumes) equals N × P , where P is the number of processors used. The randomised successor function nextstate i however ensures that this does not happen for most practical inputs. Experiments on over 300 examples confirmed this [14, Sec. 4] , making cndfs the current state-of-the-art parallel LTL model checking algorithm.
Experimental Evaluation
To evaluate the performance of the proposed algorithms experimentally, we implemented cndfs without [14] and with subsumption (Alg. 3) in LTSmin 2.0 3 . The opaal [10] tool 4 functions as a front-end for uppaal models. Previously, we demonstrated scalable multi-core reachability for timed automata [11] .
Experimental setup. We benchmarked 5 on a 48-core machine (a four-way AMD Opteron TM 6168) with a varying number of threads, averaging results over 5 repetitions. We consider the following models and LTL properties: csma 6 is a protocol for Carrier Sense, Multiple-Access with Collision Detection with 10 nodes. We verify the property that on collisions, eventually the bus will be active again: ((P0=bus collision1) =⇒ ♦(P0=bus active)). fischer-1/2 7 implements a mutual exclusion protocol; a canonical benchmark for timed automata, with 10 nodes. As in [23] , we use the property (1): ¬(( ♦k=1)∨( ♦k=0)), where k is the number of processes in their critical section. We also add a weak fairness property (2): (( P 1=req) =⇒ (♦P 1=cs)): processes requesting infinitely often will eventually be served. fddi 6 models a token ring system as described in [8] , where a network of 10 stations are organised in a ring and can hand back the token in a synchronous or asynchronous fashion. We verify the property from [8] that every station will eventually send asynchronous messages: (♦(ST1=station z sync)). train-gate 6 models a railway interlocking, with 10 trains. Trains drive onto the interconnect until detected by sensors. There they wait until receiving a signal for safe crossing. The property prescribes that each approaching train eventually should be serviced: (Train 1=Appr =⇒ (♦Train 1=Cross)). The following command-line was used to start the LTSmin tool:
This runs algorithm A on the cross-product of the model m with the Büchi automaton of formula f. It uses a fixed hash table of size 2 28 and P threads, and either subsumption (-u1) or not (-u0) . The option ltl-semantics selects textbook LTL semantics as defined in [2, Ch. 4] . To investigate the overhead of cndfs, we also run the multi-core algorithms for plain reachability on this crossproduct, even though this does not make sense from a model checking perspective. To compare effects of the search order on subsumption, we use both dfs and bfs.
Note finally, that we are only interested here in full verification, i.e. in LTL properties that are correct w.r.t the system under verification. This is the hardest case as the algorithm has to explore the full simulation graph. To test their onthe-fly nature, we also tried a few incorrect LTL formula for the above models, to which the algorithms all delivered counter examples within a second. But with parallelism this happens almost instantly [14, Sec. 4.2] .
Implementation. LTSmin defines a next-state function as part of its pins interface for language-independent symbolic/parallel model checking [7] . Previously, we extended pins with subsumption [11] . opaal is used to parse the uppaal models and generate C code that implements pins. The generated code uses the uppaal DBM library to implement the simulation graph semantics under LUextrapolated zones. The LTL crossproduct [2] is calculated by LTSmin.
LTSmin's multi-core tool [20] stores states in one lockless hash/tree table in shared memory [19, 21] . For timed systems, this table is used to store explicit state parts, i.e. the locations and state variables [5] . The DBMs representing zones, here referred to as the symbolic state parts, are stored in a separate lockless hash table, while a lockless multimap structure efficiently stores full states, by linking multiple symbolic to a single explicit state part [11] . Global colour sets of cndfs (Blue and Red ) are encoded with extra bits in the multimap, while local colours are maintained in local tables to reduce contention to a minimum.
Hypothesis. cndfs for untimed model checking scaled mostly linearly. In the timed automata setting, several parameters could change this picture. In the first place, the computational intensity increases, because the DBM operations use many calculations. In modern multi-core computers, this feature improves scalability, because it more closely matches the machine's high frequency/bandwidth ratio [19] . On the other hand, the lock granularity increases since a single lock now governs multiple DBMs stored in the multimap [11, Sec. 6.1]. Nonetheless, for multi-core timed reachability, previous experiments showed almost linear scalability [11, Sec. 7] , even when using other model checkers (uppaal) as a base line. On the other hand, the cndfs algorithm requires more queries on the multimap structure to distinguish the different colour sets.
Subsumption probably improves the absolute performance of cndfs. We expect that models with many clocks and constraints exhibit a better reduction than others. Moreover, it is known [3] that the reduction due to subsumption depends strongly on the exploration order: bfs typically results in better reductions than dfs, since "large" states are encountered later. cndfs might share this disadvantage with dfs. However, as shown in [11] , subsumption with random parallel dfs performs much better than sequential dfs, which could be beneficial for the scalability of cndfs. So it is really hard to predict the relative performance and scalability of these algorithms, and the effects of subsumption.
Experimental results without subsumption. We first compare the algorithms bfs, dfs (parallel reachability) and cndfs (accepting cycles) without subsumption. Table 1 shows their sequential (P = 1) and parallel (P = 48) runtimes (T ). Note that sequential cndfs is just ndfs. We show the number of explicit state parts (|L|), full states (|R|), transitions (|⇒|), and also the number of states visited in cndfs (|V |). These numbers confirm the findings reported previously for cndfs applied to untimed systems: The sequential run times (P = 1) are very similar, indicating little overhead in cndfs. For the parallel runs (P = 48), however, the number of states visited by cndfs (|V |) increases due to work duplication. To further investigate the scalability of the timed cndfs algorithm, we plot the speedups in Fig. 7 . Vertical bars represent the (mostly negligible) standard deviation over the five benchmarks. Three benchmarks exhibit linear scalability, while traingate and fddi show a sub-linear, yet still positive, trend. For train-gate, we suspect that this is caused by the structure of the state space. Because fddi has only 119 explicit state parts, we attribute the poor scalability to lock contention, harming more with a growing number of workers.
Subsumption. Table 2 shows the experimental data for bfs, dfs and cndfs with subsumption (Alg. 3). The number of explicit state parts |L| is stable, since reachability of locations is preserved under subsumption (Prop. 2). However, the achieved reduction of full states depends on the search order, so we now report |R| per algorithm, as a percentage of the original numbers. We confirm [3] that subsumption works best for bfs reachability, with even more than 30-fold reduction for fddi, but none for fischer (cf. column |R| bfs ). For these benchmarks, the reduction is correlated to the ratio X = |R|/|L|; e.g. X ≈ 1500 for fddi and X ≈ 10 for fischer. Subsumption is much less effective with sequential dfs, but parallel dfs improves it slightly (cf. column |R| dfs ).
cndfs benefits considerably from subsumption, but less so than bfs: we observe around 2-fold reduction for fddi, fischer and csma (cf. column |R| cndfs ). Surprisingly, the reduction for parallel runs of cndfs is not better than for sequential runs. One disadvantage of cndfs compared to bfs is that only red states attribute to subsumption reduction. Probably some "large" states are never coloured red. We measured that for all benchmark models, 20%-50% of all reachable states are coloured red (except for fischer-2, which has no red states).
Subsumption decreases the running times for reachability: a lot for bfs, and still considerably for dfs, both in the sequential case and the parallel case, up to 48 workers. However, subsumption is less beneficial for the running time of cndfs (it might even increase), but the speedup remains unaffected.
