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A b s t r a c t
EULAG is a computational model for simulating flows across a wide
range of scales and physical scenarios. A standard option employs
an anelastic approximation to capture nonhydrostatic effects and
simultaneously filter sound waves from the solution. In this study,
we examine a localized gravity wave packet generated by instabilities
in Held–Suarez climates. Although still simplified versus the Earth’s
atmosphere, a rich set of planetary wave instabilities and ensuing radiated
gravity waves can arise. Wave packets are observed that have lifetimes
≤ 2 days, are negligibly impacted by Coriolis force, and do not show
the rotational effects of differential jet advection typical of inertia-gravity
waves. Linear modal analysis shows that wavelength, period, and phase
speed fit the dispersion equation to within a mean difference of ∼ 4%,
suggesting an excellent fit. However, the group velocities match poorly
even though a propagation of uncertainty analysis indicates that they should
be predicted as well as the phase velocities. Theoretical arguments suggest
the discrepancy is due to nonlinearity – a strong southerly flow leads to a
critical surface forming to the southwest of the wave packet that prevents
the expected propagation.
Key words: anelastic, gravity waves, baroclinic instability, global model.
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1. INTRODUCTION
In this paper we examine a localized gravity wave packet generated by baro-
clinic instability in global Held–Suarez (HS) simulations using EULAG (Smo-
larkiewicz et al. 2001, Prusa and Gutowski 2006). The wave packet is note-
worthy because it has characteristics of higher frequency internal waves for
which Coriolis effects are negligible, in contrast to the baroclinic dynamics
that disturb geostrophic balance as well as typical inertia-gravity waves (IGWs)
that are radiated during baroclinic instability to restore balance (Holton 2004).
These localized waves are still largely hydrostatic, however, and transport neg-
ligible momentum upwards compared to strongly nonhydrostatic, mesoscale
gravity waves (Prusa et al. 1996). Although observation and simulations of
these various types of waves have been published in the literature for decades,
multi-scale simulations depicting the complex interactions between them are
relatively recent – see O’Sullivan and Dunkerton (1995), Zhang (2004), and
Plougonven and Synder (2007) for numerical simulations of IGWs radiated dur-
ing geostrophic adjustment due to the breaking of idealized baroclinic waves as
well as a comprehensive list of references. Although the waves presented in
this study have characteristics that overlap with those of typical IGWs at the
high end of their frequency ranges, they also demonstrate characteristics unlike
typical IGWs and similar to those of mesoscale waves (as do those of Zhang
2004).
Published simulations of baroclinic wave-breaking on the sphere gener-
ally show much less detail than idealized studies with regional domains; and
even with sub-degree resolution gravity waves may not be obvious in global
simulations (see Jablonowski and Williamson 2006 for the standard test of
baroclinic wave-breaking for global climate dycores; and Prusa and Gutowski
2010 for a comparion with EULAG results). This study corroborates previous
ones wherein EULAG has resolved wave packets near the Nyquist wavenum-
ber with wavelengths ∼ 3-4 ∆x (Prusa and Gutowski 2006, Waite and Smo-
larkiewicz 2008). In the present study, smaller scale gravity waves (horizontal
λ ∼ 400 km) radiated during geostrophic adjustment are resolved with a modest
global resolution of∼ 1.4°. In Section 3, we note that EULAG results give wave
induced vertical eddy stresses and amplitudes in vertical winds comparable to
those listed in O’Sullivan and Dunkerton (1995) and Plougonven and Synder
(2007), respectively; but with approximately 4 times higher frequency. The
stress/wind variable in those studies was computed using grids with resolutions
of T126 (∼ 1°) and 25 km (≈ 0.25°), respectively. The success of EULAG in
revealing small scale internal waves near the Nyquist wavenumber may result
in part from: (i) the advection of potential temperature perturbation, (ii) ad-
vection of an auxiliary variable equal to the advected field and the first half of
its tendency (see sub-Section 2.1, below), and (iii) use of implicit large eddy
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simulation that obviates the need to use explicit filters for dissipating energy
near Nyquist wave-numbers1).
Section 2 provides some background details underlying EULAG as well as
the computational setup for the HS simulation. The first part of Section 3 de-
scribes a localized wave packet named NW5 and its local synoptic environment.
The second part presents a linearized wave analysis to test the simulated wave
packet for its consistency with known characteristics of linearized atmospheric
waves. This is our test for the “physical realism” of NW5. Section 4 develops
additional insight on the quality of the elementary dispersion equation analy-
ses with a propagation of uncertainty analysis, as well as a discussion on the
nonlinear effects of vertical and horizontal gradients in the local environment
containing NW5. In particular, vertical shear of the horizontal wind may re-
sult in critical surfaces (where the horizontal winds and phase speed are equal).
The Boussinesq limit of our dispersion equation is then used in the spirit of a
zero order WKB approximation to show that zero intrinsic frequencies do ap-
pear (subject to the limitations of the approximation) to the southwest of NW5.
Section 5 concludes the paper with remarks on the limitations of the anelastic
model equations used for this global simulation.
2. COMPUTATIONAL MODEL
Historically, EULAG arose as a computational model to test advanced nu-
merical methods for atmospheric/oceanic applications. At present, variants of
EULAG have a proven record of success in applications ranging from cloud mi-
crophysics and dynamics to astrophysics (see Prusa et al. 2008 and references
therein).
2.1 Model highlights
EULAG has options to solve transport equations using either EUlerian (flux)
or LAGrangian (advective form) numerics. The model offers nonoscillatory
forward-in-time (NFT) integration; a robust pre-conditioned non-symmetric
Krylov solver for pressure; proven scalability on massively parallel architec-
tures; and dynamic grid adaptivity enabled by continuous remappings of coor-
dinates (see Prusa et al. 2008 for a complete review). In this study, we used the
default analytic formulation of EULAG employing the Lipps and Hemler (1982)
anelastic equations of motion. The anelastic approximation is an example of a
filtered set of nonhydrostatic equations that are sound-proof, that is, CFL sta-
bility of explicit integration is not affected by acoustic waves. The anelastic
model allows the linearization of pressure gradient forces and mass fluxes in
1)Novikov (1993) has suggested that hyperviscosity may suppress intermittency by leading to
the formation of isolated vortices and preventing their interaction and mixing. Hyperviscosity
does this by altering the Stokes operator eigenvalues such that successive values are distant –
a property termed spectral gap. The distribution of eigenvalues for normal viscosity does not
exhibit the spectral gap property. Unauthenticated
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the momentum and mass conservation equations, respectively – numerical ap-
proximations that greatly facilitate the design of second-order accurate, flexible
NFT models.
Each prognostic equation of the nonhydrostatic system is approximated to
second order accuracy in time and space using an algorithm of the form Ψn+1i =
LEi(Ψ˜) + ∆tF
n+1
i /2, where LE denotes an advective semi-Lagrangian (Smo-
larkiewicz and Pudykiewicz 1992) or flux form Eulerian NFT transport operator
(Smolarkiewicz 2006); and Ψ˜ = Ψn + ∆tFni /2 is the auxiliary variable men-
tioned previously, where Ψ is the advected field, i and n denote the space and
time indices, and F is the tendency. Transporting the auxiliary variable rather
than the field variable alone has significant benefits for computational accuracy
and stability (Smolarkiewicz et al. 2001, Smolarkiewicz and Prusa 2002). The
resulting numerical equations represent a system semi-implicit with respect to
potential temperature and the wind field. It is inverted algebraically to con-
struct expressions for the velocity components which are then substituted into
the mass continuity equation, producing an elliptic equation for the pressure
perturbation. Details of this projection appear in the appendix of Prusa and
Smolarkiewicz (2003). The elliptic problem is solved using a preconditioned,
nonsymmetric Krylov solver (Smolarkiewicz et al. 1997). Although mass con-
servation can, in principle, be made to the level of round off error – in practice
stopping criteria are more typically set for residuals of approximately 10−5 to
10−6. Buoyancy, pressure, Coriolis, Christoffel (e.g., geospherical) and damp-
ing terms due to absorbers all contribute implicit forcing terms in this system.
In contrast to the implicit treatment of these terms, forcings due to viscous dis-
sipation of momentum and heat are handled explicitly. Turbulence may be sim-
ulated via direct numerical simulation (DNS) wherein the full viscous stress
is determined, large eddy simulation (LES) that invokes specific subgrid scale
models (current options are Smagorinsky or TKE), or the default implicit large
eddy simulation (ILES) that arises from the dissipative properties of the NFT
advection scheme. ILES has been shown to yield good convective PBL re-
sults as well as be competitive with spectral methods in the canonical decaying
turbulence problem (Smolarkiewicz and Prusa 2002, see Rider 2006 for a com-
parative study of MPDATA as a high resolution ILES solver).
The advection of potential temperature perturbation and the treatment of
the convective derivative of the environmental state as an implicit forcing on the
RHS of the entropy equation offer additional benefits for computational stability
and accuracy – see Fig. 1 of Smolarkiewicz et al. (1997). These two features al-
low: (i) stable integration of the terms responsible for gravity wave propagation,
(ii) conservation of entropy perturbations with accuracy to round-off error, and
(iii) eliminate changes in environmental stratification due to numerical error.
These features were developed for high quality mesoscale gravity wave simu-
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lations in precursor models to EULAG. They are among the key ingredients of
EULAG’s multi-scale capability.
2.2 Computational setup
The model used a globally uniform horizontal grid with 256× 128 (zonal ×
meridional) nodes (∆x, ∆y = 1.4◦). In the vertical coordinate, 41 nodes were
distributed employing an exponential stretching with a scale height of 13.24 km
and a maximum vertical resolution of 300 m at the surface (the vertical res-
olution increases to 520 and 900 m at 7.5 and 15 km altitude, respectively).
These choices for the vertical grid represented a compromise between suffi-
ciently resolving baroclinic dynamics in the troposphere while simultaneously
trying to retain sufficient vertical resolution in the lower stratosphere so as to
not overtly damp out smaller scale gravity waves. The domain top was at 30 km;
the timestep 90 s. Held–Suarez simulations were initialized by superposing ran-
dom variations on a state of no flow and allowing geostrophic adjustment to
evolve the solution to its quasi-geostrophic state. A period of 240 days of spin-
up was found adequate. The simulation used the ILES default setting for the
NFT numerics of EULAG. A vertical absorber was used to approximate a ra-
diative upper boundary condition for gravity waves. In the vertical absorber,
all wind fields and the potential temperature were damped to their respective
zonal averages using a damping time that smoothly varied from infinite (i.e.,
no damping) at the lower absorber boundary at 22.5 km altitude to 1 day at
the top boundary at 30 km. A one meridonal node polar absorber was also
employed to help control super-resolved modes due to convergence of meridi-
ans at poles. In the polar absorber, the fields are damped towards profiles that
preserve invariance of the horizontal wind vector2). The damping time for the
polar absorber was 60 s (damping time less than ∆t is possible due to the im-
plicit treatment of absorbers). This is so short that the one node polar absorber
effectively becomes a boundary condition in the spirit of immersed boundary
methods (Smolarkiewicz and Winter 2010). The anelastic default configuration
of EULAG requires a hydrostatic basic state. In this study, we used the “Lipps2”
basic state option of EULAG. This basic state gives a very good average profile
for the troposphere and lower stratosphere (see Clark and Farley 1984), but be-
comes unrealistic at higher levels. In fact, it has a maximum height where the
density is zero. This maximum height is ∼ 1 km above the domain top in the
simulations for the current study.
2)This means that however the pole is approached in the spherical coordinate system, if one
reconstructs the horizontal wind vector from meridional and zonal components, then the same
horizontal wind vector results from any path over the pole, and is the same horizontal wind vector
as would be obtained in another coordinate system without the polar coordinate singularity.
Unauthenticated
Download Date | 11/5/16 8:50 PM
J.M. PRUSA and W.J. GUTOWSKI1140
3. GRAVITY WAVES INDUCED BY BAROCLINIC INSTABILITY
Held and Suarez (1994) describe an idealized climate for testing the dry dy-
namic core (dycore) of climate models. They prescribe idealized environ-
mental profiles, and employ Rayleigh damping of low level winds and New-
tonian relaxation of the temperature to replace surface exchanges, as well as
radiative and moist physics. In spite of this simplicity, the HS climate develops
into an approximately stationary, quasi-geostrophic state that replicates many
of the essential features of the Earth’s climate, such as the mean meridional cir-
culation, equatorial easterlies, the westerly mid-latitude zonal jets, and fronts.
Although still idealized, to the extent that Held–Suarez climates replicate the
Earth’s climate, a broader class of baroclinic instabilities is generated than oc-
curs in idealized baroclinic instability studies. In fact, barotropic instabilities
are now admitted as well. The set of multi-scale wave interactions that may
occur should be richer compared to idealized baroclinic instability studies that
begin with specified baroclinic structure.
3.1 Local wave event NW5 and its synoptic environment
The quasi-geostrophic regime of HS flows shows striking synoptic-length fila-
ments in the surface potential temperature field, sweeping west to east around
the planet – animations of which are reminiscent of frontal motions in satellite
imagery. They emerge as large horizontal gradients of potential temperature
with magnitudes of up to ∼ 0.1 K km−1 (Fig. 1 panel A).
At 1.4° resolution, approximately 3 to 5 “smaller scale” wave packets per
week are observed to form in each hemisphere at mid-latitudes in the quasi-
geostrophic regime. By smaller scale, we mean compared to typical IGW pack-
ets. These smaller packets appear in the lower stratosphere near the zonal jets,
have horizontal scales of 1000-2500 km, time scales of 1-2 days and horizon-
tal wavelengths of several hundred kilometers. These characteristics are in the
range of IGWs, yet the scales are on the smaller side (O’Sullivan and Dunker-
ton 1995). However, the following analysis for one such wave packet, named
NW5, shows that it exhibits some attributes more like mesoscale wave packets
than IGWs. These smaller scale waves were first observed in animations of the
vertical wind field at 15 km altitude using a polar projection (Fig. 1 panel B).
NW5 refers to the 5th small scale wave packet observed, in order of discovery,
in the Northern Hemisphere during the interval 240-300 days. With an anima-
tion time resolution of 0.5 d, the wave packets appear as “bursts” of activity
typically visible for only one or two frames – quite unlike the larger synoptic
scale motions in which they are embedded.
NW5 forms briefly following the passage of the T-shaped front shown in
Fig. 1 panel A. The stem of the front is moving east (upward in the figure), as
is the wave packet. The “discovery” image of NW5 in the lower stratosphere
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Fig. 1. Horizontal slices of HS results depicted in 1st quadrant polar projection at
277.50 days. Panel A: surface potential temperature depicting fronts. Maximum sur-
face gradient ∼ 0.1 K km−1 in stem of T-shaped front. Panel B: vertical wind field
at 15 km altitude depicting internal wave packet NW5. Slanted straight line indicates
location of vertical slices in Fig. 2. Panel C: zonal wind field at 15 km showing main
zonal jet and southernmost isolated maximum. Panel D: meridional wind field at 7.5 km
showing large E-W synoptic gradient and zero isoline in vicinity of NW5.
vertical wind field is depicted in panel B. The wave packet appears a few hours
before day 277.0, and vanishes a few hours after day 278.0. This lifetime is
brief for IGWs, which more generally persist for several days (O’Sullivan and
Dunkerton 1995). The initial development of the waves follows the emergence
of an upper level low-pressure trough (not shown) that advances from the north
to the south. This trough coincides with the southward extension of a ridge of
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warm potential temperature (not shown) straddling ∼ 18° longitude. Panel C
of Fig. 1 shows the structure of the mid-latitude jet, with maximum jet speeds
strongly correlated with maximum horizontal gradients of potential tempera-
ture. At 273 days (∼ 4 days prior to NW5), the zonal jet core at 15 km altitude
is contiguous for ∼ 90° longitude and centered near –10° longitude. The mag-
nitude is approximately uniform over this length at 35 ± 5 m s−1, and the jet
core is approximately uniform in latitude (39°-44°) over this length. At this
time, the central portion of this jet core begins developing a major instability in
which the zonal jet turns sharply to the south near –10° longitude, and the gen-
eral eastward flow in this vicinity slows dramatically. By 275.0 d, three isolated
local maxima have formed in the contiguous jet core, separated by saddles of
depth ∼ 15 m s−1. The middle maximum is far to the south of the main jet core
near 0° longitude and 26° latitude. In the next 24 hrs, this southernmost maxi-
mum strengthens to 45 m s−1, and the saddle to its northwest (NW) deepens to
40 m s−1 – breaking the previously contiguous jet core into two segments near
zero longitude. At 276.5 days, the jet exit and entrance regions that have just
formed near zero longitude begin to merge, and the southernmost maximum
resumes eastward motion. Shortly after this point, NW5 appears. At 277.5 d,
the southernmost maximum is isolated from the jet core. A relatively flat region
of ∼ 10 m s−1 has formed between this southernmost maximum and the zonal
jet core that is reconnecting to the north. It is in this region of approximately
uniform zonal wind that NW5 forms. Relatively large horizontal gradients of
zonal wind occur only near the edges of NW5, of magnitudes± 1.× 10−6 s−1 in
the northeast (NE) and southwest (SW). At 278.0 d, the reconnection between
the eastern and western segments of the jet core continues, the isolated south-
ern maximum is weakening, and NW5 vanishes. Panel D of Fig. 1 depicts the
meridional wind field at mid tropospheric altitude. Unlike the zonal wind, there
is a strong east-west (E-W) gradient of ∼ 4× 10−5 s−1 in the central region of
NW5. The bulk of NW5 lies east of the zero isoline associated with this gra-
dient, where the meridional flow is northward. NW5 does not propagate past
the local maximum in meridional wind, centered at 25° longitude, 40° latitude.
West of the zero isoline the meridional flow is southward and NW5 ends in this
region near 11° longitude. Animations show that this zero meridional wind
contour becomes zonally stationary in the vicinity of NW5 at 274.0 days and
resumes its easterly zonal motion at 276.5 days just as the NW5 event begins.
This closely parallels the halting and resumption of zonal flow observed in the
jet instability region of Fig. 1C. The major axis of NW5 is approximately paral-
lel to the zero isoline of meridional wind, and orientated primarily north-south
(N-S). The phase lines of NW5 are approximately parallel to the strong E-W
gradient of the meridional wind.
Figure 2 shows latitude-height slices at 277.75 days. Beyond this time,
NW5 rapidly decays. The potential temperature and vertical wind fields ap-
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Fig. 2. Region containing event NW5 at time 277.75 days. Latitude-height slices at 18°
longitude (slanted straight line in panel B of Fig. 1). Panel A: potential temperature
field showing sudden drop in tropopause north of ∼ 20° latitude and a modest north-
south surface gradient of ∼ 0.05 K km−1 near 10° latitude. Panel B: vertical wind
field showing NW5 resides above baroclinic instability that is primarily restricted to
the troposphere. Panel C: zonal wind depicting vertical structure of zonal jets with
main jet core being the weaker irregular core near 50° latitude. The very strong zonal
wind feature near 20° latitude is the southernmost zonal jet maximum – now isolated
from the main jet core. Panel D: meridional wind field showing NW5 is associated with
northerly flow.
pear in panels A and B. Careful inspection of the potential temperature isolines
shows slight undulations due to the NW5 waves. More obvious are the rela-
tively sudden changes in the height of the tropopause near the southern edge
of NW5, and in the surface front near 10° latitude. Panels C and D show the
zonal and meridional winds, and depict the vertical structure of the zonal jets
as well as indicate that NW5 is associated with positive (northward) merid-
ional winds. Panel C of Fig. 2 shows that the main jet core (∼ 50° latitude, and
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15 km) and the southernmost isolated maxima in zonal wind (∼ 25° latitude)
delimit the southern and northern edges of NW5. The extremum in vertical
wind shears is approximately –0.006 s−1 at the southern edge of NW5 in both
the zonal and meridional wind fields. This decreases to about –0.002 s−1 in
the center of NW5. Extreme second derivatives ∂2U/∂z2, ∂2V/∂z2 approxi-
mately –1.5× 10−6 m−1s−1 occur along the southern edge of NW5. Maximum
accelerations associated with the local synoptic evolution of the horizontal wind
fields are ∼ 0.0005 m s−2.
3.2 Linear analysis of NW5
We wish to know to what extent the behavior of small wave packet NW5, de-
picted in Figs. 1 and 2, is “physically realistic”. Since no exact analytical solu-
tion is available, we test the observed properties of NW5 versus the predictions
of the dispersion equation arising from the linearized form of EULAG’s equa-
tions. The modal analysis is standard and details are not repeated here. The
extent to which NW5 satisfies the dispersion equation provides some evidence
of consistency with known wave physics in the atmosphere.
Since the measured period is ∼ 5 h, we hypothesize for the moment that
Coriolis force is not too strong a factor on NW5. To this we add the usual
assumptions of negligible vertical wind shear, constant stratification, negligible
horizontal gradients, and constant temperature. Given the actual description of
the local environment in the preceding section, such assumptions may appear to
be egregious; but given that NW5 actually appears as a linear wave packet, we
are encouraged to try. Then the relevant dispersion equation for internal gravity
waves in an anelastic atmosphere is:
ω2 = (ωi − Uk − V l)2 = N2(k2 + l2)/(K2 + 1/4H2ρ) , (1)
where K2 = k2 + l2 +m2. Here k, l, and m are the zonal, meridional, and ver-
tical wavenumbers, respectively. The density scale height and Brunt–Väisälä
frequency are denoted by Hρ and N, respectively. The zonal and meridional
winds are denoted by U and V, respectively; ω and ωi are the intrinsic and in-
ertial frequencies, respectively. A “local environment” of NW5 is defined to
evaluate U, V, Hρ, and N. The spatial scale of this environment is ∼ Rossby
radius in the horizontal and ∼ Hρ in depth. It completely encompasses NW5,
yet stays close to the size of the wave packet.
Wavelengths are determined locally as functions of time (using a time res-
olution of 0.5 h) and space within the wave packet by determining the position
of successive wave phase lines. Phase speeds and wave period are determined
from phase line motion. Consistency checks are made as possible, including:
(i) determining the period from wavelength divided by phase speeds; (ii) de-
termining phase line based information (wavelengths and phase speeds) using
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two different cross sectional slices of the data field, e.g., a vertical-longitude
slice (at constant latitude) and a longitude-latitude slice (at constant altitude)
to determine zonal separation of phase lines; and (iii) measuring the combined
horizontal wavelength directly and comparing that with a computation using the
zonal and meridional values. Spatial details of NW5 are similar in size to the
Nyquist wavenumber, especially in the zonal direction. Thus the zonal phase
speed is particularly “noisy” due to a more significant impact from numerical
truncation error in the zonal direction. Consistency check (iii) was especially
important for estimating information based upon zonal phase line positions near
the end of NW5. The horizontal group velocities were estimated by determin-
ing the “centroid” of the local environment – an ellipse with semi-major axis
of 25° and semi-minor axis of 15° (see following paragraph for justification).
The ellipse was centered on the wave packet and its semi-major axis followed
the ∼ N-S orientation of NW5. The wave packet’s azimuthal orientation ro-
tated from ∼ 35° at “birth” to ∼ 10° by the time it vanished. The resulting wave
properties are listed in Table 1. Averaged properties over the spatial extent of
the wave packet and the central 0.5 d of its time interval of existence are listed
as “mean”, and local wave properties at the wave packet center at 277.5 d are
listed as central point value, “CPV”.
Environmental properties depend on the size of the local environment, and
the dispersion equation is sensitive to these values. Fortunately, the local syn-
optic structure provides guidance on reasonable choices for the extent of the
local environment. In particular, NW5 appears “trapped” between the zonal
jet core to the north and the isolated zonal wind maximum to the south, giv-
ing a N-S extent from 25-50° latitude. NW5 also appears trapped between the
western regions of weak southerly meridional flow and the eastern regions of
maximum northerly meridional flow, giving an E-W extent from 11-25° lon-
gitude (at 277.5 d). A northerly meridional flow constraint also applies in the
vertical (compare panels B and D in Fig. 2), thus the environment begins at
10 km altitude. Local synoptic constraints do not limit the upper level of the
environment, but three computational constraints apply. First, the upper level
absorber mentioned in Section 2.2 begins at 22.5 km altitude. Second, the ver-
tical step size is already 1.3 km at 20 km altitude and increases at higher levels.
Finally, the basic state profiles (Clark and Farley 1984) used for the anelastic
computation become unrealistic in the uppermost portion of the computational
domain. Thus we choose the upper surface of the local environment to be at
20 km. Environmental properties are also listed in Table 1, where we denote
values averaged over the defined local environment volume as “mean”, and lo-
cal values at the environment/wave packet center at 277.5 d as “CPV”. Note
that the precise specification of the boundary of the local environment is not
unambiguous.
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Variability, denoted by SD in Table 1, primarily occurs due to spatial inho-
mogeneity and transient evolution of the associated field variables. The SD
values appearing in Table 1 were developed by estimating typical values of
the associated field variable at a number of points (that were used to compute
mean values) throughout the wave packet and local environment using hori-
zontal and vertical 2D slices such as shown in Figs. 1 and 2 (supplemented
by zonal-vertical 2D slices), where the boundaries were as defined above at
277.5 d. Additional 2D slices were then re-examined for variations just outside
the defined boundaries (within approximately one horizontal wavelength of the
prescribed boundaries), and new 2D slices were examined for time variations
of ±0.25 d. Based upon this additional information, the values of SD were ad-
justed upwards if needed. Ultimately, SD is best understood to be a measure
that blends together variations in space and time over plausible sets of bound-
aries of the local environment and wave packet (note the same SD applies to
the mean and CPV values).
We take the wavelengths and environmental values for zonal winds and ver-
tical structure as inputs for the dispersion equation (1), and compute the result-
ing wave period, phase speeds, and group velocities. The results are shown
in Table 2. Solving (1) involves determining both positive and negative roots.
Only the negative root results in vertically propagating waves (cg,z > 0), which
is required given the details of Fig. 2. The negative root also results in a negative
inertial period, Table 2 gives its absolute value. Using the mean values, the fit is
excellent for period and phase speeds, but poor for group velocities. A second
comparison is also made using point values at the center of the wave packet.
The comparison using CPV is not nearly as good, with the exception of the
meridional group velocity which now provides a very reasonable match to the
observed value. Comparison between the mean and CPV values serves to illus-
trate the sensitivity of the dispersion equation to the various input parameters.
The intrinsic period computed from (1) is 2.82 and 2.71 hr, respectively,
for the mean and CPV data. This gives the ratio (ω/f )2 ∼ 40À 1, thus the ini-
tial assumption of negligible Coriolis is acceptable. Similarly, the ratio (N /ω)2
∼ 900, so these internal waves are still quite hydrostatic. The hydrostatic char-
acter is also indicated by (k2 + l2) ¿ m2. NW5 has a horizontal wavelength
of 2pi/(k2 + l2) ∼ 400 km, comparable to mid scale IGWs. The vertical eddy
stress in NW5 is < u′w′ > ∼ –0.04 m2s−2, comparable to u′w′∼ –0.08 m2s−2
given in O’Sullivan and Dunkerton (1995). These values of vertical eddy stress
are several orders of magnitude less than occur in breaking gravity waves in
the middle atmosphere (Prusa et al. 1996). However, the vertical wavelength is
considerably greater than the∼ 1-5 km typical for IGWs; and the waves of NW5
show no evidence of rotation along phase lines due to differential jet advection
(O’Sullivan and Dunkerton 1995). The lack of Coriolis effect is more charac-
teristic of mesoscale waves than IGWs. Zhang (2004) reported a different class
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T a b l e 1
Summary of NW5 and local environment properties
Wave property Symbol Mean CPV SD
zonal wavelength [km] λx 555 505 65
meridional wavelength [km] λy 625 590 60
vertical wavelength [km] λz 14.3 12.8 1.1
zonal phase speed [m s−1] cx –31 –31 15
meridional phase speed [m s−1] cy –32 –31 5
inertial period [h] Pi 5.3 5.2 0.5
zonal group velocity [m s−1] cg,x 9 – 1
meridional group velocity [m s−1] cg,y –2 – 6
pot. temp. scale height [km] Hθ 29.9 25.4 6.0
BV frequency [s−1] N 0.0183 0.0196 0.0016
density scale height [km] Hρ 6.2 5.6 1.1
zonal wind [m s−1] U 12.6 11.2 8
meridional wind [m s−1] V 14.9 23.7 15
Note: the numbers of digits are significant. The values are tuned to the central 50%
of the time interval when NW5 is most active. Mean values are averages throughout
(i) wave packet for wave properties, and (ii) local environment for environment prop-
erties. CPV denotes central point value and refers to properties at the wave packet
center at 277.5 d. SD provides a measure of variability of the mean values. Variabil-
ity arises from multiple factors, see discussion in text. Mean wave properties are,
in general, averages of local value wave properties, and thus may not exactly match
wave relationships such as P = λy/cy . Note the combined horizontal wavelength is
415 and 385 km for the Mean and CPV data sets, respectively.
T a b l e 2
Summary of dispersion equation (1) predictions for NW5 properties
Wave property Symbol Mean ∆ CPV ∆
zonal phase speed [m s−1] cx –28.9 –7% –20.2 –35%
merid. phase speed [m s−1] cy –32.6 +2% –23.6 –24%
inertial period [h] Pi 5.33 +1% 6.9 +38%
zonal group velocity [m s−1] cg,x –18.0 300% –18.6 300%
merid. group velocity [m s−1] cg,y –12.3 600% –1.8 +10%
Note: Inputs are the wavelengths and atmospheric properties of the local environ-
ment given in Table 1. ∆ refers to the differences compared to the observed values
listed in Table 1. Note CPV values are generally inferior to distributed “mean” values
with exception of cg,y which is much better.
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of IGWs with some mesoscale characteristics that have some resemblance to
those noted in this study. Plougonven and Synder (2007) also report similar
type IGWs. In particular, they show vertical cross sections of low azimuthal
angle (i.e., almost N-S) depicting the vertical wind field with upper level waves
over baroclinic features that are reminiscent of Fig. 2 panel B above. For NW5,
the peak to valley ∆w ∼ 7 cm s−1, versus ∼ 10 cm s−1 for “Zhang” waves as
reported in Plougonven and Snyder 20073). But additional inspection reveals
notable differences between Zhang waves and NW5. NW5 overlies a region
of predominately downward motion associated with the southerly flow of the
baroclinic instability. Zhang waves overlie a region where baroclinic dynamics
generate upward flow. Zhang waves also display noticeable rotation of phase
lines in both the horizontal and vertical, whereas NW5 maintains a more lin-
ear form. Finally, Zhang waves show intrinsic frequencies – normalized by the
Coriolis parameter f – averaging 1.27 (comparable to O’Sullivan and Dunker-
ton 1995), versus 6 for NW5. These characteristics suggest that NW5 is more
localized than previously recognized types of IGWs.
It is possible that baroclinic dynamics are not the sole generator of NW5.
The observation of zonal jet reconnection to the north of the wave packet just
as it begins to appear, coupled with the near zero zonal wind in the core region
of the wave packet, suggests anti-cyclonic motion may be involved. Also recall
that synoptic features such as the southernmost extension of the jet core and
the zero isoline of the meridional wind field near NW5 display quasi-stationary
behavior immediately prior to the emergence of the wave packet. Together,
these clues suggest a blocking episode resulting from Rossby wave breaking
(Berrisford et al. 2007) may be involved in the generation of NW5. Blocking
episodes may be diagnosed by anti-cyclonic rotations of potential temperature
along the tropopause (Pelly and Hoskins 2003). Animations of potential tem-
perature at 7.5 km altitude give some evidence that a short, ∼ 2 d blocking
episode (Berrisford et al. 2007) is associated with NW5. Two other candidate
blocking episodes were identified in the northern hemisphere from 270-300 d,
one of which persisted for nearly 8 d and the other which persisted for ∼ 1 d.
Each of these candidate blocking episodes had enhanced vertical winds in the
lower stratosphere. NW5 presented the most clearly defined linear wave packet.
More definitive results examining blocking episodes as a generating mechanism
for gravity wave radiation are left for future studies.
4. ADDITIONAL PERSPECTIVES ON THE LINEAR ANALYSIS
With the major exception of group velocities, the match between the properties
of NW5 and the local environment as predicted by linear wave theory is quite
3)This value is for a horizontal resolution of 25 km. The Zhang waves were not resolved with
100 km resolution (their Fig. 7).
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good. It is possible that the discrepancy in group velocities results from nu-
merical truncation error – we have already noted that zonal estimates of wave
properties have enhanced variation because of this. However, truncation error
effects should be consistently smaller for the meridional wave properties be-
cause the meridional extent of NW5 is nearly double the zonal extent. While
the phase speeds do show agreement with these expected truncation error ef-
fects (Table 2), the group velocities give ambiguous trends.
It is possible that a different set of input parameters than those given in
Table 1 could provide a better fit to the group velocities and phase speeds. In
fact, the better match with cg,y (Table 2) when using the CPV data (Table 1)
suggests this. Rather than “search” the input parameter space to determine an
optimal fit, we employ a propagation of uncertainty analysis to quantify the
sensitivity of various derived wave properties based upon the input values from
Table 1. Let wave property ψ = ψ(υ1, υ2, ..., υn) be a function of n input
variables υi. Each of the υi is associated with some uncertainty, ∆i. The goal
is to determine the cumulative effect of all uncertainties on the wave property
of interest. Let this cumulative uncertainty be denoted by ∆ψ; then ∆2ψ can be
thought of as the total variance of ψ. Assuming the ∆i are independent, the
total variance is estimated from:
∆2ψ =
∑
∀i
(
∂ψ
∂υi
)2
∆2i . (2)
Equations (1) and (2) are used to determine the uncertainty in phase speeds and
group velocities arising from uncertainties in u, v, k, l, m, N, and Hρ. Table 3
lists the sensitivity coefficients (∂ψ/∂υi)2∆2i for input parameters u, v, k, l,
m, and N evaluated using the mean values and standard deviations SD of Ta-
ble 1. The requisite partial derivatives are computed directly from their defi-
nitions using dispersion equation (1). The sensitivity to density scale height is
∼ 20 and 70 times smaller than the next smallest variation listed in Table 3
for phase speeds and group velocities, respectively, and so is omitted. For
both phase speeds and group velocities, sensitivities due to the horizontal wind
estimates dominate the predictions from eq. (1). Together, (∂ψ/∂U)2∆U2 +
(∂ψ/∂V )2∆V 2 contribute 92% (on average) of the value of ∆ψ – the total SD,
given in the last row of Table 3. This major contribution of uncertainty arises
not from imprecision in the integrated values of U and V listed in Table 1, but
rather from the shear, horizontal gradients, and temporal evolution of the local
environment as described in Section 3.1.
The last row of Table 3 may be used to establish confidence intervals for
the group velocities; 70% intervals are cg,x = −18.0± 9.0 and cg,y =−12.3 ±
15.5 m s−1. Even though a 1-sigma interval is uncustomarily narrow, it is still
enough to place the “measured” mean value of meridional group velocity within
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T a b l e 3
Variance coefficients for uncertainty analyses of predicted values of phase speeds and
group velocities using dispersion equation (1)
ψ cx cy cg,x cg,y
Mean value –31 –32 9 –2
Prediction –28.9 –32.6 –18.0 –12.3
(∂ψ/∂U)2∆U2 64.0 81.2 64.0 0
(∂ψ/∂V )2∆V 2 177 225 0 225
(∂ψ/∂k)2∆k2 1.64 5.62 2.47 3.18
(∂ψ/∂l)2∆l2 1.09 3.80 1.69 2.11
(∂ψ/∂m)2∆m2 16.6 21.0 5.14 4.06
(∂ψ/∂N)2∆N2 22.9 29.1 7.15 5.64
±∆ψ 16.8 19.1 9.0 15.5
Note: Units for all entries (except last row) are m2s−2. Mean values are those given
in Table 1. Predictions are those given in Table 2 for mean value inputs. Variances
∆U2, . . . , and so on are set to corresponding SD2 values given in Table 1, e.g., ∆U2=
64 m2s−2. The last row gives the square root of the sum of the variances of the
preceding rows, thus ψ ±∆ψ gives an estimate of a 1-sigma confidence interval.
the confidence interval. From this perspective, the match is not quite so poor.
Nevertheless, the match with phase speeds is much better, suggesting that some
additional factor may be involved with the group velocities.
It is possible that the predictions for group velocities are being affected by
the assumptions of uniform environmental flow. The effects of stratification
on 2D waves can be deduced from a vertical structure equation of the form
ζzz + (l
2 − k2)ζ = 0. Given the preceeding sensitivity analysis that indicates
non-Boussinesq effects are minor, terms involving the density scale height are
dropped resulting in a Scorer parameter (Smith 1979):
l2(z) =
N2
u2
− 1
uHρ
∂u
∂z
− 1
u
∂2u
∂z2
. (3)
To the extent that the 2D approximation retains necessary physics, the key in-
sight is that if l2−k2 > 0 then m is real and vertically propagating waves result;
if l2 − k2 < 0 then the waves are evanescent and decay exponentially. When
l2 − k2 = 0, a critical level forms which vertically propagating waves cannot
pass through, that can result in trapped waves (Smith 1979). Given the mean
and extrema data in Sections 3.1 and 3.2, the only significant term for the Scorer
parameter is the buoyancy term in (3). This suggests that vertical stratification
effects per se are of secondary importance for NW5, and that as the horizon-
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tal wind changes with altitude, using the buoyancy term alone will reasonably
predict the wave packet’s behavior. There are also horizontal gradients that
may affect the uniform environmental flow assumption. The effects of weak
gradients as well as temporal evolution, such that the environment and wave
properties change slowly over a wavelength and period, can be handled using
WKB theory (Bretherton 1966, 1971). The temporal evolution of the local en-
vironment is controlled by the underlying synoptic scale instability, whose time
scale ∼ 1 day may be enough for these transient effects to be sufficiently slow.
Thus the leading order WKB result applies, which is dispersion equation (1)
minus the density stratification term (i.e., a Boussinesq approximation), with
the understanding that slowly varying input properties may be used in different
parts of the wave packet. If the intrinsic frequency vanishes, or equals±N, then
critical surfaces4) or wave reflections, respectively, may arise. As a critical level
is approached, both m and cg,z → 0 (Bretherton 1966).
Let us suppose for the moment that the linear predictions for group veloci-
ties are correct. Then the wave packet will propagate to the S-W of its observed
position with an azimuth of ∼ 215° as prescribed by the difference between the
observed and predicted group velocities. Inspection of Fig. 1 panel D imme-
diately indicates this means NW5 will propagate into the region of very fast
southerly meridional flow. The zonal winds in this region are moderate as the
direction of wave packet propagation remains sufficiently westward (and north)
of the local jet core remnant seen in Fig. 1 panel C. We believe these conditions
are ripe for a critical surface to form that will prohibit vertical propagation from
lower levels and stop further wave packet motion into the S-W (at higher alti-
tudes). A simple test for the plausibility of this scenario is suggested by the
preceding arguments, wherein wave behavior in slowly varying environments
may be approximated using the Boussinesq variant of eq. (1) – the leading or-
der WKB solution. A caveat that should be kept in mind is that the meridional
wind has a very strong E-W gradient induced by the underlying baroclinic in-
stability through the core of the wave packet that results in a horizontal ∆V of
∼ 120 m s−1 just below the defined environment boundary. This may not be
“slow enough”. Figure 3 shows the resulting intrinsic frequency, ω, at 277.5 d
along the path into the S-W with azimuth of 215°, as a function of longitude.
Variations in local stability have been ignored, as have variations in period and
wavenumbers. All these values have been specified using the mean values in
Table 1. The only “slowly” varying properties are U and V. The center of the
wave packet is at ∼ 18° longitude; the western edge is at∼ 13° longitude. Thus
the wave packet core lies on the right side of Fig. 3, and the “hostile” outer en-
vironment of strong southerly flow on the left. It is immediately apparent that
4)A critical surface is themultidimensional generalization of critical level, i.e., a surface where
the intrinsic frequency vanishes; defined byU(t, x) = C whereU andC are the horizontal wind
and phase speed, respectively (Andrews et al. 1987).
Unauthenticated
Download Date | 11/5/16 8:50 PM
J.M. PRUSA and W.J. GUTOWSKI1152
Fig. 3. Intrinsic frequency ω along 215° ray into the S-W that gives difference be-
tween observed and predicted horizontal propagation of NW5. Solid dots give ω at
7.5 km altitude, below the specified lower boundary of the wave packet. Open dots
show ω at same horizontal locations but at 15 km altitude, at the specified mid-level of
NW5. The meridional wind is much stronger at lower altitude. The mean value of ω is
−6.45 × 10−4s−1.
near 16° longitude, the intrinsic frequency in the upper troposphere (7.5 km)
vanishes. This location will depend upon the altitude of the ray trace, as well
as its horizontal location. The surface of zero intrinsic frequency also depends
upon wave properties. For example, if we allow the observed changes in wave-
length across NW5, then in the SW quadrant the wavelength will be ∼ 30%
greater than the mean value given in Table 1. This variation will shift the longi-
tude of the easternmost critical point to ∼ 14° longitude, which better matches
the observed western boundary of NW5.
5. REMARKS
Relatively recently, controversy regarding the adequacy of the anelastic model
in global simulation has arisen. Davies et al. (2003) presented a 2D modal
analysis that demonstrated significant phase errors when using the anelastic
model to represent deep modes, and that the pseudo-incompressible model
(Durran 1989)5) offered an improved sound-proof system. Thus it is prudent
to estimate the magnitude of the “modeling” errors that result in the current
study. We use the f -plane approximation, eq. (6.17) of Arakawa and Konor
(2009), which is identical to eq. (5.25) in Davies et al. (2003). Requisite wave-
lengths and environmental properties are set by Table 1 mean properties. Ad-
ditional input parameters are T = 215 K (approximate mean temperature of the
Standard Atmosphere at 40° latitude and 10-20 km altitude during equinox con-
5)The pseudo-incompressible equations retain full baroclinicity.
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ditions (Houghton 1986)), κ = 2/7, and mean latitude of NW5 (at 277.5 d) of
38°. The results are that relative to the fully compressible equations, the Lipps–
Hemler (LH) anelastic dispersion equation (1) is in error by 0.35% for intrinsic
frequency and phase speeds; and by 0.37% and 1.09% for intrinsic horizontal
and vertical group velocities, respectively. This “equation set” error is minor
and is likely overwhelmed by numerical modeling error (Smolarkiewicz et al.
2001). Further comparison with the results of our dispersion equation (1) in-
dicates that explicitly dropping the Coriolis effect incurs an error of 1.0%. It
is also of interest to point out that the LH anelastic model reasonably models
the baroclinic dynamics that generate NW5. To estimate this effect, the β-plane
approximation, eq. (6.26) of Arakawa and Konor (2009) is utilized with hor-
izontal and vertical wavelengths of ≈ 4000 and 15 km, respectively, 40° lat-
itude, Hρ ≈ 7.7 km, and T = 273 K. This comparison (i.e., their eq. (6.26)
with and without the missing terms of the LH anelastic equations) shows that
relative to the fully compressible model, LH anelastic baroclinic modes have
intrinsic frequency and phase errors of ≈ 0.1%, and intrinsic group velocity
errors of ≈ 0.2% and 0.6% in the horizontal and vertical, respectively. Er-
rors in large barotropic modes are substantially larger (eq. (6.25) of Arakawa
and Konor 2009). For a horizontal wavelength of 4000 km, intrinsic frequency
and phase errors are ∼ 5%. For smaller/larger barotropic modes, these errors
rapidly decrease/increase; with wavelengths of the order of the Rossby radius
(∼ 1000 km, comparable to the scale of the possible barotropic motion associ-
ated with NW5) the error is ∼ 0.3%. Except for very large acoustic barotropic
modes, these results suggest that for many atmospheric waves of interest, the
LH anelastic equation set is adequate for linear waves.
More sophisticated theoretical analyses are required to determine whether
or not the anelastic model is capable of properly simulating multi-scale, nonlin-
ear wave interactions, however. Recent steps in this direction have been taken
for the anelastic and pseudo-incompressible models. Using the method of dis-
tinguished limits, Klein et al. (2010) demonstrated that for realistic values of
atmospheric stratification (∆θ ∼ 50 K over 15 km depth), both the LH anelastic
and pseudo-incompressible models are true multi-scale, sound-proof models
in that they feature two asymptotically separated time scales (geostrophic ad-
vection and internal gravity waves). The requirement for sound-proof grav-
ity waves to evolve asymptotically closely to compressible gravity waves is
Hp/Hθ < O(M2/3), where Hp is the pressure scale height and M is the Mach
number. In Achatz et al. (2010), multi-scale asymptotics are used to analyze
the Euler equations for small scale gravity waves and compare those results
with those of the sound-proof equations. The pseudo-incompressible results
are found consistent with the compressible results up to first order asymptotics.
The LH anelastic equations by contrast, show a difference in flow divergence
at the first order. As a result, the LH anelastic equations require a stratifica-
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tion constraint of the form Hpi /Hθ ¿ cv /R where pi is the Exner pressure in
order to be asymptotically close to the Euler equations. No such stratification
constraint is required for the pseudo-incompressible equations. The analysis
was extended to large amplitude (∼ saturated) small scale waves using WKB
theory. The results showed that the anelastic system shows a difference with
the fully compressible system for wave-mean flow interactions and excitation
of higher harmonics. The pseudo-incompressible equations, by contrast, are
consistent with those of the fully compressible system for these terms. Finally,
Klein (2010) again utilizing WKB theory, finds a surprizing result that ampli-
fication of a wave packet (of small waves) as it propagates upward is the same
for the LH anelastic and pseudo-incompressible equations, even though this is
a first order effect. Recent numerical simulations (Smolarkiewicz and Szmelter
2011) appear to be broadly consistent with these predictions – whereby negligi-
ble difference in the amplification and breaking of nonhydrostatic gravity waves
between LH anelastic and pseudo-incompressible simulations is observed for
realistic atmospheric stratifications with Hθ ∼ 3Hpi. The LH anelastic simula-
tions display excessive vertical propagation of wave activity and early breaking
only for unrealistic stratifications of Hθ < Hρ . For an isothermal atmosphere
this implies cv < 0.
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