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Abstract
We investigate 1) the rate at which refined properties of the empirical risk—in particular, gradients—
converge to their population counterparts in standard non-convex learning tasks, and 2) the consequences
of this convergence for optimization. Our analysis follows the tradition of norm-based capacity control.
We propose vector-valued Rademacher complexities as a simple, composable, and user-friendly tool to
derive dimension-free uniform convergence bounds for gradients in non-convex learning problems. As
an application of our techniques, we give a new analysis of batch gradient descent methods for non-
convex generalized linear models and non-convex robust regression, showing how to use any algorithm
that finds approximate stationary points to obtain optimal sample complexity, even when dimension is
high or possibly infinite and multiple passes over the dataset are allowed.
Moving to non-smooth models we show—-in contrast to the smooth case—that even for a single
ReLU it is not possible to obtain dimension-independent convergence rates for gradients in the worst
case. On the positive side, it is still possible to obtain dimension-independent rates under a new type of
distributional assumption.
1 Introduction
The last decade has seen a string of empirical successes for gradient-based algorithms solving large scale
non-convex machine learning problems (Krizhevsky et al., 2012; He et al., 2016). Inspired by these suc-
cesses, the theory community has begun to make progress on understanding when gradient-based methods
succeed for non-convex learning in certain settings of interest (Jain and Kar, 2017). The goal of the present
work is to introduce learning-theoretic tools to—in a general sense—improve understanding of when and
why gradient-based methods succeed for non-convex learning problems.
In a standard formulation of the non-convex statistical learning problem, we aim to solve
minimize LD(w) ∶= E(x,y)∼D ℓ(w ;x, y),
where w ∈ W ⊆ Rd is a parameter vector, D is an unknown probability distribution over the instance
space X × Y , and the loss ℓ is a potentially non-convex function of w. The learner cannot observe D
directly and instead must find a model ŵ ∈ W that minimizes LD given only access to i.i.d. samples
(x1, y1), . . . , (xn, yn) ∼ D. Their performance is quantified by the excess risk LD(ŵ) − L⋆, where L⋆ =
infw∈W LD(w).
Given only access to samples, a standard (“sample average approximation”) approach is to attempt to mini-
mize the empirical risk L̂n(w) ∶= 1n ∑
n
t=1 ℓ(w ;xt, yt). If one succeeds at minimizing L̂n, classical statistical
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learning theory provides a comprehensive set of tools to bounds the excess risk of the procedure. The caveat
is that when ℓ is non-convex, global optimization of the empirical risk may be far from easy. It is not typi-
cally viable to even verify whether one is at a global minimizer of L̂n. Moreover, even if the population risk
LD has favorable properties that make it amenable to gradient-based optimization, the empirical risk may
not inherit these properties due to stochasticity. In the worst case, minimizing LD or L̂n is simply intractable.
However, recent years have seen a number of successes showing that for non-convex problems arising in ma-
chine learning, iterative optimizers can succeed both in theory and in practice (see Jain and Kar (2017) for
a survey). Notably, while minimizing L̂n might be challenging, there is an abundance of gradient methods
that provably find approximate stationary points of the empirical risk, i.e. ∥∇L̂n(w)∥ ≤ ε (Nesterov, 2013;
Ghadimi and Lan, 2013; Reddi et al., 2016; Allen-Zhu and Hazan, 2016; Lei et al., 2017). In view of this,
the present work has two aims: First, to provide a general set of tools to prove uniform convergence results
for gradients, with the goal of bounding how many samples are required to ensure that with high probability
over samples, simultaneously over all w ∈ W , ∥∇LD(w)∥ ≤ ∥∇L̂n(w)∥ + ε; Second, to explore concrete
non-convex problems where one can establish that the excess risk LD(ŵ) − L⋆ is small a consequence of
this gradient uniform convergence. Together, these two directions yield direct bounds on the convergence of
non-convex gradient-based learning algorithms to low excess risk.
Our precise technical contributions are as follows:
• We bring vector-valued Rademacher complexities (Maurer, 2016) and associated vector-valued con-
traction principles to bear on the analysis of uniform convergence for gradients. This approach en-
ables norm-based capacity control, meaning that the bounds are independent of dimension when-
ever the predictor norm and data norm are appropriately controlled. We introduce a “chain rule” for
Rademacher complexity, which enables one to decompose the complexity of gradients of composi-
tions into complexities of their components, and makes deriving dimension-independent complexity
bounds for common non-convex classes quite simple.
• We establish variants of the Gradient Domination condition for the population risk in certain non-
convex learning settings. The condition bounds excess risk in terms of the magnitude of gradients,
and is satisfied in non-convex learning problems including generalized linear models and robust re-
gression. As a consequence of the gradient uniform convergence bounds, we show how to use any
algorithm that finds approximate stationary points for smooth functions in a black-box fashion to ob-
tain optimal sample complexity for these models—both in high- and low-dimensional regimes. In
particular, standard algorithms including gradient descent (Nesterov, 2013), SGD (Ghadimi and Lan,
2013), Non-convex SVRG (Reddi et al., 2016; Allen-Zhu and Hazan, 2016), and SCSG (Lei et al.,
2017) enjoy optimal sample complexity, even when allowed to take multiple passes over the dataset.
• We show that for non-smooth losses dimension-independent uniform convergence is not possible in
the worst case, but that this can be circumvented using a new type of margin assumption.
Related Work This work is inspired by Mei et al. (2016), who gave dimension-dependent gradient and
Hessian convergence rates and optimization guarantees for the generalized linear model and robust regres-
sion setups we study. We move beyond the dimension-dependent setting by providing norm-based capacity
control. Our bounds are independent of dimension whenever the predictor norm and data norm are suffi-
ciently controlled (they work in infinite dimension in the ℓ2 case), but even when the norms are large we
recover the optimal dimension-dependent rates.
Optimizing the empirical risk under assumptions on the population risk has begun to attract significant
attention (e.g. Gonen and Shalev-Shwartz (2017); Jin et al. (2018)). Without attempting a complete survey,
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we remark that these results typically depend on dimension, e.g. Jin et al. (2018) require poly(d) samples
before their optimization guarantees take effect. We view these works as complementary to our norm-based
analysis.
Notation For a given norm ∥⋅∥, the dual norm is denoted ∥⋅∥⋆. ∥⋅∥p represents the standard ℓp norm on Rd
and ∥⋅∥σ denotes the spectral norm. 1 denotes the all-ones vector, with dimension made clear from context.
For a function f ∶ Rd → R, ∇f(x) ∈ Rd and ∇2f(x) ∈ Rd×d will denote the gradient and the Hessian of f
at x respectively. f is said to be L-Lipschitz with respect to a norm ∥⋅∥ if ∣f(x) − f(y)∣ ≤ L∥x − y∥ ∀x, y.
Similarly, f is said to be H-smooth w.r.t norm ∥⋅∥ if its gradients are H-Lipschitz with respect to ∥⋅∥, i.e.
∥∇f(x) −∇f(y)∥⋆ ≤H∥x − y∥ for some H .
2 Gradient Uniform Convergence: Why and How
2.1 Utility of Gradient Convergence: The Why
Before introducing our tools for establishing gradient uniform convergence, let us introduce a family of
losses for which this convergence has immediate consequences for the design of non-convex statistical
learning algorithms.
Definition 1. The population risk LD satisfies the (α,µ)-Gradient Domination condition with respect to a
norm ∥⋅∥ if there are constants µ > 0, α ∈ [1,2] such that
LD(w) −LD(w⋆) ≤ µ∥∇LD(w)∥α ∀w ∈W, (GD)
where w⋆ ∈ argminw∈WLD(w) is any population risk minimizer.
The case α = 2 is often referred to as the Polyak-Łojasiewicz inequality (Polyak, 1963; Karimi et al., 2016).
The general GD condition implies that all critical points are global, and is itself implied (under techni-
cal restrictions) by many other well-known conditions including one-point convexity (Li and Yuan, 2017),
star convexity and τ -star convexity (Hardt et al., 2018), and so-called “regularity conditions” (Zhang et al.,
2016); for more see Karimi et al. (2016). The GD condition is satsified—sometimes locally rather than
globally, and usually under distributional assumptions— by the population risk in settings including neural
networks with one hidden layer (Li and Yuan, 2017), ResNets with linear activations (Hardt and Ma, 2017),
phase retrieval (Zhang et al., 2016), matrix factorization (Liu et al., 2016), blind deconvolution (Li et al.,
2018), and—as we show here—generalized linear models and robust regression.
The GD condition states that to optimize the population risk it suffices to find a (population) stationary point.
What are the consequences of the statement for the learning problem, given that the learner only has access
to the empirical risk L̂n which itself may not satisfy GD? The next proposition shows, via gradient uniform
convergence, that GD is immediately useful for non-convex learning even when it is only satisfied at the
population level.
Proposition 1. Suppose that LD satisfies the (α,µ)-GD condition. Then, for any δ > 0, with probability at
least 1 − δ over the draw of the data {(xt, yt)}nt=1, every algorithm ŵalg satisfies
LD(ŵalg) −L⋆ ≤ 2 µ⎛⎜⎝∥∇L̂n(ŵalg)∥α + E supw∈W∥∇L̂n(w) −∇LD(w)∥α + c⎛⎝ log (
1
δ
)
n
⎞⎠
α
2 ⎞⎟⎠ , (1)
where the constant c depends only on the range of ∥∇ℓ∥.
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Note that ifW is a finite set, then standard concentration arguments for norms along with the union bound
imply that E supw∈W∥∇L̂n(w) −∇LD(w)∥ ≤ O (√ log ∣W∣n ). For smooth losses, if W ⊂ Rd is contained
in a bounded ball, then by simply discretizing the set W up to precision ε (with O(ε−d) elements), one
can easily obtain a bound of E supw∈W∥∇L̂n(w) −∇LD(w)∥ ≤ O(√ dn). This approach recovers the
dimension-dependent gradient convergence rates obtained in Mei et al. (2016).
Our goal is to go beyond this type of analysis and provide dimension-free rates that apply even when the
dimension is larger than the number of examples, or possibly infinite. Our bounds take the following “norm-
based capacity control” form: E supw∈W∥∇L̂n(w) −∇LD(w)∥ ≤ O (√C(W)n ) where C(W) is a norm-
dependent, but dimension-independent measure of the size of W . Given such a bound, any algorithm that
guarantees ∥∇L̂n(ŵalg)∥ ≤ O( 1√n) for a (α,µ)-GD loss will obtain an overall excess risk bound of order
O( µ
nα/2
). For (1, µ1)-GD this translates to an overall O( µ1√n) rate, whereas (2, µ2)-GD implies a O(µ2n )
rate. The first rate becomes favorable when µ1 ≤
√
n ⋅µ2 which typically happens for very high dimensional
problems. For the examples we study, µ1 is related only to the radius of the set W , while µ2 depends
inversely on the smallest eigenvalue of the population covariance and so is well-behaved only for low-
dimensional problems unless one makes strong distributional assumptions.
An important feature of our analysis is that we need to establish the GD condition only for the population
risk; for the examples we consider this is easy as long as we assume the model is well-specified. Once
this is done, our convergence results hold for any algorithm that works on the dataset {(xt, yt)}nt=1 and
finds an approximate first-order stationary point with ∥∇L̂n(ŵalg)∥ ≤ ε. First-order algorithms that find
approximate stationary points assuming only smoothness of the loss have enjoyed a surge of recent interest
(Ghadimi and Lan, 2013; Reddi et al., 2016; Allen-Zhu and Hazan, 2016; Allen-Zhu, 2018a), so this is an
appealing proposition.
2.2 Vector Rademacher Complexities: The How
The starting point for our uniform convergence bounds for gradients is to apply the standard tool of symmetrization—
a vector-valued version, to be precise. To this end let us introduce a normed variant of Rademacher com-
plexity.
Definition 2 (Normed Rademacher Complexity). Given a vector valued class of function F that maps the
space Z to a vector space equipped with norm ∥⋅∥, we define the normed Rademacher complexity for F on
instances z1∶n via
R∥⋅∥(F ; z1∶n) ∶= Eǫ sup
f∈F
∥ n∑
t=1
ǫtf(zt)∥. (2)
With this definition we are ready to provide a straightforward generalization of the standard real-valued
symmetrization lemma.
Proposition 2. For any δ > 0, with probability at least 1 − δ over the data {(xt, yt)}nt=1,
E sup
w∈W
∥∇L̂n(w) −∇LD(w)∥ ≤ 4
n
⋅R∥⋅∥(∇ℓ ○W ;x1∶n, y1∶n) + c⎛⎝ log (1δ )n ⎞⎠ , (3)
where the constant c depends only on the range of ∥∇ℓ∥.
To bound the complexity of the gradient class ∇ℓ○W , we introduce a chain rule for the normed Rademacher
complexity that allows to easily control gradients of composition of functions.
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Theorem 1 (Chain Rule for Rademacher Complexity). Let sequences of functions Gt ∶ RK → R and
Ft ∶ Rd → RK be given. Suppose there are constants LG and LF such that for all 1 ≤ t ≤ n, ∥∇Gt∥2 ≤ LG
and
√
∑Kk=1∥∇Ft,k(w)∥2 ≤ LF . Then,
1
2
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇(Gt(Ft(w)))∥ ≤ LF Eǫ sup
w∈W
n
∑
t=1
⟨ǫt,∇Gt(Ft(w))⟩ +LGEǫ sup
w∈W
∥ n∑
t=1
∇Ft(w)ǫt∥, (4)
where ∇Ft denotes the Jacobian of Ft, which lives in Rd×K , and ǫ ∈ {±1}K×n is a matrix of Rademacher
random variables with ǫt denoting the tth column
The concrete learning settings we study—generalized linear models and robust regression—all involve
composing non-convex losses and non-linearities or transfer functions with a linear predictor. That is,
ℓ(w;xt, yt) can be written as ℓ(w;xt, yt) = Gt(Ft(w)) where Gt(a) is some L-Lipschitz function that
possibly depends on xt and yt and Ft(w) = ⟨w,xt⟩. In this case, the chain rule for derivatives gives us that∇ℓ(w;xt, yt) = G′t(Ft(w)) ⋅ ∇Ft(w) = G′t(⟨w,xt⟩))xt. Using the chain rule (with K = 1), we conclude
that
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇ℓ(w ;xt, yt)∥ ≤ Eǫ [sup
w∈W
n
∑
t=1
ǫtG
′
t(⟨w,xt⟩))] +L ⋅Eǫ∥ n∑
t=1
ǫtxt∥.
Thus, we have reduced the problem to controlling the Rademacher average for a real valued function class of
linear predictors and controlling the vector-valued random average Eǫ∥∑nt=1 ǫtxt∥. The first term is handled
using classical Rademacher complexity tools. As for the second term, it is a standard result (Pisier (1975);
see Kakade et al. (2009a) for discussion in the context of learning theory) that for all smooth Banach spaces,
and more generally Banach spaces of Rademacher type 2, one has Eǫ∥∑nt=1 ǫtxt∥ = O(√n); see Appendix A
for details.
The key tool used to prove Theorem 1, which appears throughout the technical portions of this paper, is the
vector-valued Rademacher complexity due to Maurer (2016).
Definition 3. For a function class G ⊆ (Z → RK), the vector-valued Rademacher complexity is
→
R(g ; z1∶n) ∶= Eǫ sup
g∈G
n
∑
t=1
⟨ǫt, g(zt)⟩. (5)
The vector-valued Rademacher complexity arises through an elegant contraction trick due to Maurer.
Theorem 2 (Vector-valued contraction (Maurer, 2016)). Let G ⊆ (Z → RK), and let ht ∶ RK → R be a
sequence of functions for t ∈ [n], each of which is L-Lipschitz with respect to ℓ2. Then
Eǫ sup
g∈G
n
∑
t=1
ǫtht(g(zt)) ≤√2L ⋅→R(G ; z1∶n). (6)
We remark that while our applications require only gradient uniform convergence, we anticipate that the
tools of this section will find use in settings where convergence of higher-order derivatives is needed to
ensure success of optimization routines. To this end, we have extended the chain rule (Theorem 1) to handle
Hessian convergence; see Appendix E.
3 Application: Smooth Models
In this section we instantiate the general gradient uniform convergence tools and the GD condition to derive
optimization consequences for two standard settings previously studied by Mei et al. (2016): generalized
linear models and robust regression.
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Generalized Linear Model We first consider the problem of learning a generalized linear model with the
square loss.1 Fix a norm ∥⋅∥, take X = {x ∈ Rd ∣ ∥x∥ ≤ R}, W = {w ∈ Rd ∣ ∥w∥⋆ ≤ B}, and Y = {0,1}.
Choose a link function σ ∶ R → [0,1] and define the loss to be ℓ(w ;x, y) = (σ(⟨w,x⟩) − y)2. Standard
choices for σ include the logistic link function σ(s) = (1+ e−s)−1 and the probit link function σ(s) = Φ(s),
where Φ is the gaussian cumulative distribution function.
To establish the GD property and provide uniform convergence bounds, we make the following regularity
assumptions on the loss.
Assumption 1 (Generalized Linear Model Regularity). Let S = [−BR,BR].
(a) ∃Cσ ≥ 1 s.t. max{σ′(s), σ′′(s)} ≤ Cσ for all s ∈ S .
(b) ∃cσ > 0 s.t. σ′(s) ≥ cσ for all s ∈ S .
(c) E[y ∣ x] = σ(⟨w⋆, x⟩) for some w⋆ ∈W .
Assumption (a) suffices to bound the normed Rademacher complexityR∥⋅∥(∇ℓ○W), and combined with (b)
and (c) the assumption implies that LD satisfies three variants of GD condition, and this leads to three final
rates: a dimension-independent “slow rate” that holds for any smooth norm, a dimension-dependent fast
rate for the ℓ2 norm, and a sparsity-dependent fast rate that holds under an additional restricted eigenvalue
assumption. This gives rise to a family of generic excess risk bounds.
To be precise, let us introduce some additional notation: Σ = Ex[xx⊺] is the data covariance matrix and
λmin(Σ) denotes the minimum non-zero eigenvalue. For sparsity dependent fast rates, define C(S,α) ∶={ν ∈ Rd ∣ ∥νSC∥1 ≤ α∥νS∥1} and let ψmin(Σ) = infν∈C(S(w⋆),1) ⟨ν,Σν⟩⟨ν,ν⟩ be the restricted eigenvalue.2 Lastly,
recall that a norm ∥⋅∥ is said to be β-smooth if the function Ψ(x) = 1
2
∥x∥2 has β-Lipschitz gradients with
respect to ∥⋅∥.
Theorem 3. For the generalized linear model setting, the following excess risk inequalities each hold with
probability at least 1 − δ over the draw of the data {(xt, yt)}nt=1 for any algorithm ŵalg:● Norm-Based/High-Dimensional Setup. When X is the ball for β-smooth norm ∥⋅∥ and W is the dual
ball,
LD(ŵalg) −L⋆ ≤ µh ⋅ ∥∇L̂n(ŵalg)∥ + Ch√
n
.
● Low-Dimensional ℓ2/ℓ2 Setup. When X andW are both ℓ2 balls:
LD(ŵalg) −L⋆ ≤ 1
λmin(Σ)(µl ⋅ ∥∇L̂n(ŵalg)∥2 + Cln ).
● Sparse ℓ∞/ℓ1 Setup. When X is the ℓ∞ ball,W is the ℓ1 ball, and ∥w⋆∥1 = B:3
LD(ŵalg) −L⋆ ≤ ∥w⋆∥0
ψmin(Σ)(µs ⋅ ∥∇L̂n(ŵalg)∥2 + Csn ).
The quantities Ch/Cl/Cs and µh/µl/µs are constants depending on (B,R,Cσ , cσ , β, log(δ−1)) but not
explicitly on dimension (beyond logarithmic factors) or complexity of the classW (beyond B and R).
Precise statements for the problem dependent constants in Theorem 3 including dependence on the norms
R and B can be found in Appendix C.
1Mei et al. (2016) refer to the model as “binary classification”, since σ can model conditional probabilities of two classes.
2Recall that S(w⋆) ⊆ [d] is the set of non-zero entries of w⋆, and for any vector w, wS ∈ Rd refers to the vector w with all
entries in SC set to zero (as in (Raskutti et al., 2010)).
3The constraint ∥w⋆∥
1
= B simplifies analysis of generic algorithms in the vein of the constrained LASSO (Tibshirani et al.,
2015).
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Model Algorithm Sample Complexity
Norm-based/Infinite dim. Low-dim.
Generalized Linear Proposition 3 O(ε−2) O(dε−1)
Mei et al. (2016) Theorem 4 n/a O(dε−1)
GLMtron (Kakade et al., 2011) O(ε−2) n/a
Robust Regression Proposition 3 O(ε−2) O(dε−1)
Mei et al. (2016) Theorem 6 n/a O(dε−1)
Table 1: Sample complexity comparison. Highlighted cells indicate optimal sample complexity.
We now formally introduce the robust regression setting and provide a similar guarantee.
Robust Regression Fix a norm ∥⋅∥ and take X = {x ∈ Rd ∣ ∥x∥ ≤ R}, W = {w ∈ Rd ∣ ∥w∥⋆ ≤ B}, andY = [−Y,Y ] for some constant Y . We pick a potentially non-convex function ρ ∶ R → R+ and define the
loss via ℓ(w ;x, y) = ρ(⟨w,x⟩ − y). Non-convex choices for ρ arise in robust statistics, with a canonical
example being Tukey’s biweight loss.4 While optimization is clearly not possible for arbitrary choices of ρ,
the following assumption is sufficient to guarantee that the population risk LD satisfies the GD property.
Assumption 2 (Robust Regression Regularity). Let S = [−(BR + Y ), (BR + Y )].
(a) ∃Cρ ≥ 1 s.t. max{ρ′(s), ρ′′(s)} ≤ Cρ for all s ∈ S .
(b) ρ′ is odd with ρ′(s) > 0 for all s > 0 and h(s) ∶= Eζ[ρ′(s + ζ)] has h′(0) > cρ.
(c) There is w⋆ ∈W such that y = ⟨w⋆, x⟩ + ζ , and ζ is symmetric zero-mean given x.
Similar to the generalized linear model setup, the robust regression setup satisfies three variants of the GD
depending on assumptions on the norm ∥⋅∥ and the data distribution.
Theorem 4. For the robust regression setting, the following excess risk inequalities each hold with proba-
bility at least 1 − δ over the draw of the data {(xt, yt)}nt=1 for any algorithm ŵalg:● Norm-Based/High-Dimensional Setup. When X is the ball for β-smooth norm ∥⋅∥ and W is the dual
ball,
LD(ŵalg) −L⋆ ≤ µh ⋅ ∥∇L̂n(ŵalg)∥ + Ch√
n
.
● Low-Dimensional ℓ2/ℓ2 Setup. When X andW are both ℓ2 balls:
LD(ŵalg) −L⋆ ≤ 1
λmin(Σ)(µl ⋅ ∥∇L̂n(ŵalg)∥2 + Cln ).
● Sparse ℓ∞/ℓ1 Setup. When X is the ℓ∞ ball,W is the ℓ1 ball, and ∥w⋆∥1 = B:
LD(ŵalg) −L⋆ ≤ ∥w⋆∥0
ψmin(Σ)(µs ⋅ ∥∇L̂n(ŵalg)∥2 + Csn ).
The constants Ch/Cl/Cs and µh/µl/µs depend on (B,R,Cρ, cρ, β, log(δ−1)), but not explicitly on dimen-
sion (beyond log factors) or complexity of the classW (beyond the range parameters B and R).
Theorem 3 and Theorem 4 immediately imply that standard non-convex optimization algorithms for finding
stationary points can be converted to non-convex learning algorithms with optimal sample complexity; this
4For a fixed parameter c > 0 the biweight loss is defined via ρ(t) = c2
6
⋅ { 1 − (1 − (t/c)2)3, ∣t∣ ≤ c.
1, ∣t∣ ≥ c.
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is summarized by the following theorem, focusing on the “high-dimensional” and “low-dimensional” setups
above in the case of the ℓ2 norm for simplicity.
Proposition 3. Suppose that Σ ⪰ 1
d
I , ∥⋅∥ = ℓ2. Consider the following meta-algorithm for the non-convex
generalized linear model (under Assumption 1) and robust regression (under Assumption 2) setting.
1. Gather n = 1
ε2
∧ d
ε
samples {(xt, yt)}nt=1.
2. Find a point ŵalg ∈W with ∥∇L̂n(ŵalg)∥ ≤ O( 1√n), which is guaranteed to exist.
This meta-algorithm guarantees ELD(ŵalg) − L⋆ ≤ C ⋅ ε, where C is a problem-dependent but dimension-
independent5 constant.
There are many non-convex optimization algorithms that provably find an approximate stationary point of
the empirical risk, including gradient descent (Nesterov, 2013), SGD (Ghadimi and Lan, 2013), and Non-
convex SVRG (Reddi et al., 2016; Allen-Zhu and Hazan, 2016). Note, however, that these algorithms are
not generically guaranteed to satisfy the constraint ŵalg ∈W a-priori. We can circumvent this difficulty and
take advantage of these generic algorithms by instead finding stationary points of the regularized empirical
risk. We show that any algorithm that finds a (unconstrained) stationary point of the regularized empirical
risk indeed the obtains optimal O( 1
ε2
) sample complexity in the norm-based regime.
Theorem 9 (informal). Suppose we are in the generalized linear model setting or robust regression setting.
Let L̂λn(w) = L̂n(w) + λ2 ∥w∥22. For any δ > 0 there is a setting of the regularization parameter λ such that
any ŵalg with ∇L̂λn(ŵalg) = 0 guarantees LD(ŵalg) −L⋆ ≤ O˜(√ log(δ−1)n ) with probability at least 1 − δ.
See Appendix C.3 for the full theorem statement and proof.
Now is a good time to discuss connections to existing work in more detail.
a) The sample complexity O( 1
ε2
∧ d
ε
) for Proposition 3 is optimal up to dependence on Lipschitz con-
stants and the range parameters B and R (Tsybakov, 2008). The “high-dimensional” O( 1
ε2
) regime is
particularly interesting, and goes beyond recent analyses to non-convex statistical learning (Mei et al.,
2016), which use arguments involving pointwise covers of the space W and thus have unavoidable
dimension-dependence. This highlights the power of the norm-based complexity analysis.
b) In the low-dimensional O(d
ε
) sample complexity regime, Theorem 3 and Theorem 4 recovers the
rates of Mei et al. (2016) under the same assumptions—see Appendix C.3 for details. Notably, this
is the case even when the radius R is not constant. Note however that when B and R are large the
constants in Theorem 3 and Theorem 4 can be quite poor. For the logistic link it is only possible to
guarantee cσ ≥ e
−BR, and so it may be more realistic to assume BR is constant.
c) The GLMtron algorithm of Kakade et al. (2011) also obtains O( 1
ε2
) for the GLM setting. Our analysis
shows that this sample complexity does not require specialized algorithms; any first-order station-
ary point finding algorithm will do. GLMtron has no guarantees in the O(d
ε
) regime, whereas our
meta-algorithm works in both high- and low-dimensional regimes. A significant benefit of GLMtron,
however, is that it does not require a lower bound on the derivative of the link function σ. It is not
clear if this assumption can be removed from our analysis.
d) As an alternative approach, stochastic optimization methods for finding first-order stationary points
can be used to directly find an approximate stationary point of the population risk ∥LD(w)∥ ≤ ε,
so long as they draw a fresh sample at each step. In the high-dimensional regime it is possible to
show that stochastic gradient descent (and for general smooth norms, mirror descent) obtains O( 1
ε2
)
5Whenever B and R are constant.
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sample complexity through this approach; this is sketched in Appendix C.3. This approach relies
on returning a randomly selected iterate from the sequence and only gives an in-expectation sample
complexity guarantee, whereas Theorem 9 gives a high-probability guarantee.
Also, note that many stochastic optimization methods can exploit the (2, µ)-GD condition. Suppose
we are in the low-dimensional regime with Σ ⪰ 1
d
I . The fastest GD-based stochastic optimization
method that we are aware of is SNVRG (Zhou et al., 2018), which under the (2,O(d))-GD condition
will obtain ε excess risk with O(d
ε
+ d3/2
ε1/2
) sample complexity.
This discussion is summarized in Table 3.
4 Non-Smooth Models
In the previous section we used gradient uniform convergence to derive immediate optimization and gen-
eralization consequences by finding approximate stationary points of smooth non-convex functions. In
practice—notably in deep learning—it is common to optimize non-smooth non-convex functions; deep neu-
ral networks with rectified linear units (ReLUs) are the canonical example (Krizhevsky et al., 2012; He et al.,
2016). In theory, it is trivial to construct non-smooth functions for which finding approximate stationary
points is intractable (see discussion in Allen-Zhu (2018b)), but it appears that in practice stochastic gradient
descent can indeed find approximate stationary points of the empirical loss in standard neural network archi-
tectures (Zhang et al., 2017). It is desirable to understand whether gradient generalization can occur in this
setting.
The first result of this section is a lower bound showing that even for the simplest possible non-smooth
model—a single ReLU—it is impossible to achieve dimension-independent uniform convergence results
similar to those of the previous section. On the positive side, we show that it is possible to obtain dimension-
independent rates under an additional margin assumption.
The full setting is as follows: X ⊆ {x ∈ Rd ∣ ∥x∥2 ≤ 1}, W ⊆ {w ∈ Rd ∣ ∥w∥2 ≤ 1}, Y = {−1,+1}, and
ℓ(w ;x, y) = σ(−⟨w,x⟩ ⋅ y), where σ(s) = max{s,0}; this essentially matches the classical Perceptron
setup. Note that the loss is not smooth, and so the gradient is not well-defined everywhere. Thus, to make
the problem well-defined, we consider convergence for the following representative from the subgradient:∇ℓ(w ;x, y) ∶= −y1{y⟨w,x⟩ ≤ 0} ⋅ x.6 Our first theorem shows that gradient uniform convergence for this
setup must depend on dimension, even when the weight norm B and data norm R are held constant.
Theorem 5. Under the problem setting defined above, for all n ∈ N there exist a sequence of instances{(xt, yt)}nt=1 such that
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇ℓ(w ;xt, yt)∥
2
= Ω(√dn ∧ n).
This result contrasts the setting where σ is smooth, where the techniques from Section 2 easily yield a
dimension-independent O(√n) upper bound on the Rademacher complexity. This is perhaps not surprising
since the gradients are discrete functions of w, and indeed VC-style arguments suffice to establish the lower
bound.
In the classical statistical learning setting, the main route to overcoming dimension dependence—e.g., for lin-
ear classifiers—is to assume a margin, which allows one to move from a discrete class to a real-valued class
6For general non-convex and non-smooth functions one can extend this approach by considering convergence for a representative
from the Clarke sub-differential (Borwein and Lewis, 2010; Clarke, 1990).
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upon which a dimension-independent Rademacher complexity bound can be applied (Shalev-Shwartz and Ben-David,
2014). Such arguments have recently been used to derive dimension-independent function value uniform
convergence bounds for deep ReLU networks as well (Bartlett et al., 2017; Golowich et al., 2018). However,
this analysis relies on one-sided control of the loss, so it is not clear whether it extends to the inherently di-
rectional problem of gradient convergence. Our main contribution in this section is to introduce additional
machinery to prove dimension-free gradient convergence under a new type of margin assumption.
Definition 4. Given a distribution P over the support X and an increasing function φ ∶ [0,1] → [0,1], any
w ∈W is said to satisfy the φ-soft-margin condition with respect to P if
∀γ ∈ [0,1], Ex∼P [1{ ∣⟨w,x⟩∣∥w∥2∥x∥2 ≤ γ}] ≤ φ(γ). (7)
We call φ a margin function. We define the set of all weights that satisfy the φ-soft-margin condition with
respect to a distribution P via:
W(φ,P ) = {w ∈W ∶ ∀γ ∈ [0,1], Ex∼P [1{ ∣⟨w,x⟩∣∥w∥
2
∥x∥
2
≤ γ}] ≤ φ(γ)}. (8)
Of particular interest is W(φ, D̂n), the set of all the weights that satisfy the φ-soft-margin condition with
respect to the empirical data distribution. That is, any w ∈ W(φ, D̂n) predicts with at least a γ margin
on all but a φ(γ) fraction of the data. The following theorem provides a dimension-independent uniform
convergence bound for the gradients over the classW(φ, D̂n) for any margin function φ fixed in advance.
Theorem 6. Let φ ∶ [0,1] → [0,1] be a fixed margin function. With probability at least 1 − δ over the draw
of the data {(xt, yt)}nt=1,
sup
w∈W(φ,D̂n)
∥∇LD(w) −∇L̂n(w)∥2 ≤ O˜ ⎛⎜⎝infγ>0
⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
φ(4γ) + 1
γ
¿ÁÁÀ log(1δ )
n
+ 1
γ
1
2n
1
4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎞⎟⎠ ,
where O˜(⋅) hides log log( 1
γ
) and logn factors.
As a concrete example, when φ(γ) = γ 12 Theorem 6 yields a dimension-independent uniform convergence
bound of O(n− 112 ), thus circumventing the lower bound of Theorem 5 for large values of d.
5 Discussion
We showed that vector Rademacher complexities are a simple and effective tool for deriving dimension-
independent uniform convergence bounds and used these bounds in conjunction with the (population) Gradi-
ent Domination property to derive optimal algorithms for non-convex statistical learning in high and infinite
dimension. We hope that these tools will find broader use for norm-based capacity control in non-convex
learning settings beyond those considered here. Of particular interest are models where convergence of
higher-order derivatives is needed to ensure success of optimization routines. Appendix E contains an ex-
tension of Theorem 1 for Hessian uniform convergence, which we anticipate will find use in such settings.
In Section 3 we analyzed generalized linear models and robust regression using both the (1, µ)-GD prop-
erty and the (2, µ)-GD property. In particular, the (1, µ)-GD property was critical to obtain dimension-
independent norm-based capacity control. While there are many examples of models for which the popu-
lation risk satisfies (2, µ)-GD property (phase retrieval (Sun et al., 2016; Zhang et al., 2016), ResNets with
linear activations (Hardt and Ma, 2017), matrix factorization (Liu et al., 2016), blind deconvolution (Li et al.,
10
2018)), we do not know whether the (1, µ)-GD property holds for these models. Establishing this property
and consequently deriving dimension-independent optimization guarantees is an exciting future direction.
Lastly, an important question is to analyze non-smooth problems beyond the simple ReLU example consid-
ered in Section 4. See Davis and Drusvyatskiy (2018) for subsequent work in this direction.
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A Preliminaries
A.1 Contraction Lemmas
Lemma 1 (e.g. Ledoux and Talagrand (1991)). Let F be any scalar-valued function class and φ1, . . . , φn
be any sequence of functions where φt ∶ R→ R is L-Lipschitz. Then
Eǫ sup
f∈F
n
∑
t=1
ǫtφt(f(xt)) ≤ L ⋅Eǫ sup
f∈F
n
∑
t=1
ǫtf(xt). (9)
The following is a weighted generalization of the vector-valued Lipschitz contraction inequality.
13
Lemma 2. Let F ⊆ (X → RK), and let ht ∶ RK → R be a sequence of functions for t ∈ [n]. Suppose each
ht is 1-Lipschitz with respect to ∥z∥At ∶=√⟨z,Atz⟩, where At ∈ RK×K is positive semidefinite. Then
Eǫ sup
f∈F
n
∑
t=1
ǫtht(f(xt)) ≤√2Eǫ sup
f∈F
n
∑
t=1
⟨ǫt,A1/2t f(xt)⟩. (10)
Proof sketch for Lemma 2. Same proof as Theorem 3 in Maurer (2016), with the additional observation
that ∥z∥At = ∥A1/2t z∥2.
Lemma 3. Let G be a class of vector-valued functions whose output space forms M blocks of vectors,
i.e. each g ∈ G has the form g ∶ Z → Rd1+d2+⋯+dM , where g(z)i ∈ Rdi denotes the ith block. Let
ht ∶ Rd1+d2+⋯+dM → R, be a sequence of functions for t ∈ [n] that satisfy the following block-wise Lipschitz
property: For any assignment a1, . . . , aM with each ai ∈ R
di , ht(a1, . . . , aM ) is Li-Lipschitz with respect
to ai in the ℓ2 norm. Then
Eǫ sup
g∈G
n
∑
t=1
ht(g1(zt), . . . , gM (zt)) ≤√2M M∑
i=1
LiEǫ sup
f∈F
n
∑
t=1
⟨ǫt, gi(zt)⟩.
Proof. Immediate consequence of Lemma 2, along with sub-additivity of the supremum.
A.2 Bound for Vector-Valued Random Variables
Definition 5. For any vector space V , a convex function Ψ ∶ V → R is β-smooth with respect to a norm ∥⋅∥
if
Ψ(x) ≤ Ψ(y) + ⟨∇Ψ(y), x − y⟩ + β
2
∥x − y∥2 ∀x, y ∈ V.
A norm ∥⋅∥ is said to be β-smooth if the function Ψ(x) = 1
2
∥x∥2 is β-smooth with respect to ∥⋅∥.
Theorem 7. Let ∥⋅∥ be any norm for which there exists Ψ such that Ψ(x) ≥ 1
2
∥x∥2, Ψ(0) = 0, and Ψ is
β-smooth with respect to ∥⋅∥. Then
Eǫ∥ n∑
t=1
ǫtxt∥ ≤¿ÁÁÀβ n∑
t=1
∥xt∥2.
The reader may consult Pinelis (1994) for a high-probability version of this theorem.
Fact 1. The following spaces and norms satisfy the preconditions of Theorem 7:
• (Rd, ℓp) for p ≥ 2, with β = p − 1 (Kakade et al., 2009a).
• (Rd, ℓ∞), with β = O(log d) (Kakade et al., 2009a).
• (Rd1×d2 , ∥⋅∥σ), with β = O(log(d1 + d2)) (Kakade et al., 2012).
Proof of Theorem 7. Using Jensen’s inequality and the upper bound property of Ψ we have
Eǫ∥ n∑
t=1
ǫtxt∥ ≤
¿ÁÁÀ
Eǫ∥ n∑
t=1
ǫtxt∥2 ≤√2 ⋅¿ÁÁÀEǫΨ( n∑
t=1
ǫtxt).
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Applying the smoothness property at time n, and using that ǫn is independent of ǫ1, . . . , ǫn−1:¿ÁÁÀEǫΨ( n∑
t=1
ǫtxt) ≤¿ÁÁÀEǫ[Ψ(n−1∑
t=1
ǫtxt) + ⟨Ψ(n−1∑
t=1
ǫtxt), ǫnxn⟩ + β
2
∥xn∥2] =¿ÁÁÀEǫΨ(n−1∑
t=1
ǫtxt) + β
2
∥xn∥2.
The result follows by repeating this argument from time t = n − 1 to t = 1.
B Proofs from Section 2
Theorem 8 (Bartlett et al. (2005), Theorem A.2/Lemma A.5). Let F ⊆ (Z → R) be a class of functions.
Let Z1, . . . ,Zn ∼ D i.i.d. for some distribution D. Then with probability at least 1− δ over the draw of Z1∶n,
E sup
f∈F
∣EZ f(Z) − 1
n
n
∑
t=1
f(Zt)∣ ≤ 4Eǫ sup
f∈F
1
n
n
∑
t=1
ǫtf(Zt) + 4 sup
f∈F
sup
z∈Z
∣f(Z)∣ ⋅ log(2δ )
n
. (11)
Lemma 4 (Uniform convergence for vector-valued functions). Let G ⊆ {g ∶ Z →B} for arbitrary set Z and
vector space B. Let Z1, . . . ,Zn ∼ D i.i.d. for some distribution D. Let a norm ∥⋅∥ over B be fixed. Then
with probability at least 1 − δ over the draw of Z1∶n,
E sup
g∈G
∥EZ g(Z) − 1
n
n
∑
t=1
g(Zt)∥ ≤ 4Eǫ sup
g∈G
∥ 1
n
n
∑
t=1
ǫtg(Zt)∥ + 4 sup
g∈G
sup
Z∈Z
∥g(Z)∥ ⋅ log(2δ )
n
(12)
for some absolute constant c > 0.
Proof of Lemma 4. This follows immediately by applying Theorem 8 to the expanded function class F ∶={Z ↦ ⟨g(Z), v⟩ ∣ g ∈ G, ∥v∥⋆ ≤ 1}.
Proof of Proposition 1. This is a direct consequence of McDiarmid’s inequality. Consider any vector-
valued function class of functions G. Let Z1, . . . ,Zn ∼ D i.i.d. for some distribution D. Then McDiarmid’s
inequality implies that with probability at least 1 − δ over the draw of Z1∶n,
sup
g∈G
∥EZ g(Z) − 1
n
n
∑
t=1
g(Zt)∥ ≤ E sup
g∈G
∥EZ g(Z) − 1
n
n
∑
t=1
g(Zt)∥ + c ⋅ sup
g∈G
sup
Z∈Z
∥g(Z)∥ ⋅
¿ÁÁÀ log(2δ )
n
. (13)
Proof of Proposition 2. This follows by applying the uniform convergence lemma, Lemma 4, to the classG = {(x, y) ↦ ∇ℓ(w ;x, y) ∣ w ∈W}.
Proof of Theorem 1. We write
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇(Gt(Ft(w)))∥ = Eǫ sup
w∈W
sup
v∈B⋆∶∥v∥⋆≤1
n
∑
t=1
ǫt⟨∇(Gt(Ft(w))), v⟩,
Using the chain rule for differentiation we have
⟨∇(Gt(Ft(w))), v⟩ = ⟨(∇Gt)(Ft(w)), (⟨∇Ft,k(w), v⟩)k∈[K]⟩.
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We now introduce new functions that relabel the quantities in this expression. Let h ∶ R2K → R be given
by h(a, b) = ⟨a, b⟩, let f1 ∶ W → RK be given by f1(w) = (∇Gt)(Ft(w)) and f2 be given by f2(w,v) =(⟨∇Ft,k(w), v⟩)k∈[K]. We apply the block-wise contraction lemma Lemma 3 with one block for f1 and one
block for f2 to conclude
Eǫ sup
w∈W
sup
v∈B⋆∶∥v∥⋆≤1
n
∑
t=1
ǫth(f1(w), f2(w,v))
≤ 2LF Eǫ sup
w∈W
sup
v∈B⋆∶∥v∥⋆≤1
n
∑
t=1
⟨ǫt, f1(w)⟩ + 2LGEǫ sup
w∈W
sup
v∈B⋆∶∥v∥⋆≤1
n
∑
t=1
⟨ǫt, f2(w,v)⟩,
which establishes the result after expanding terms. All that must be verified is that the assumptions on
the norm bounds for ∇Gt and ∇Ft in the theorem statement ensure the the Lipschitz requirement in the
statement of Lemma 3 is met.
C Proofs from Section 3
For all proofs in this section we adopt the notation s ∶= ∥w⋆∥0, and use c > 0 to denote an absolute constant
whose precise value depends on context.
C.1 Generalized Linear Models
Proof of Theorem 3. To begin, we apply Proposition 1 and Proposition 2 to conclude that whenever (α,µ)-
PL holds, with probability at least 1 − δ over the examples {(xt, yt)}nt=1, any learning algorithm ŵalg ∈ W
satisfies
LD(ŵalg) −L⋆ ≤ c ⋅ µ⎛⎝∥∇L̂n(ŵalg)∥α + ⎛⎝R∥⋅∥(∇ℓ ○W ;x1∶n, y1∶n)n + 2CσR
√
log(1/δ)
n
⎞⎠
α⎞⎠. (14)
Here c > 0 is an absolute constant and we have used that ∥∇ℓ(w ;xt, yt)∥ ≤ 2CσR.
Smooth high-dimensional setup For the general smooth norm pair setup in (14), Lemma 5 and Lemma 7
imply
LD(ŵalg) −L⋆ ≤ c ⋅ BCσ
cσ
⎛⎝∥∇L̂n(ŵalg)∥ + ⎛⎝BR2C2σ
√
β
n
+ 2CσR
√
log(1/δ)
n
⎞⎠⎞⎠
= µh ⋅ ∥∇L̂n(ŵalg)∥ + Ch√
n
.
where we recall Ch = c ⋅ B2R2C3σ√β+2C2σBR
√
log(1/δ)
cσ
and µh = c ⋅ BCσcσ .
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Low-dimensional ℓ2/ℓ2 setup For the low-dimension ℓ2/ℓ2 pair setup in (14), Lemma 5 and Lemma 7
imply
LD(ŵalg) −L⋆ ≤ c ⋅ Cσ
4c3σλmin(Σ)⎛⎜⎝∥∇L̂n(ŵalg)∥2 + ⎛⎝BR2C2σ
√
1
n
+ 2CσR
√
log(1/δ)
n
⎞⎠
2⎞⎟⎠
=
µl
λmin(Σ) ⋅ ∥∇L̂n(ŵalg)∥2 + Cln ⋅ λmin(Σ) ,
where we have used that the ℓ2 norm is 1-smooth in Lemma 7. Recall that Cl = c ⋅ 2C5σR4B2+8C3σR2 log(1/δ)4c3σ
and µl = c ⋅ Cσ4c3σ .
Sparse ℓ∞/ℓ1 setup For the sparse ℓ∞/ℓ1 pair setup in (14), Lemma 5 and Lemma 7 imply
LD(ŵalg) −L⋆ ≤ c ⋅ Cσs
c3σψmin(Σ)⎛⎜⎝∥∇L̂n(ŵalg)∥2 + ⎛⎝BR2C2σ
√
log d
n
+ 2CσR
√
log(1/δ)
n
⎞⎠
2⎞⎟⎠
=
µs ⋅ s
ψmin(Σ) ⋅ ∥∇L̂n(ŵalg)∥2 + sn ⋅ Csψmin(Σ) ,
where we have used that the ℓ∞ norm has the smoothness property with β = O(log(d)) in Lemma 7. Recall
that Cs = c ⋅ 2C5σR4B2 log(d)+8C3σR2 log(1/δ)c3σ and µs = c ⋅ Cσc3σ .
Lemma 5 (GD condition for the GLM). Consider the generalized linear model setup of Section 3.
• When ∥⋅∥/∥⋅∥⋆ are any dual norm pair, we have (1, BCσcσ )-GD:
LD(w) −LD(w⋆) ≤ BCσ
cσ
∥∇LD(w)∥ ∀w ∈W. (15)
• In the ℓ2/ℓ2 setup, we have (2, Cσ4c3σλmin(Σ))-GD:
LD(w) −LD(w⋆) ≤ Cσ
4c3σλmin(Σ)∥∇LD(w)∥22 ∀w ∈W. (16)
• In the sparse ℓ∞/ℓ1 setup, where ∥w⋆∥0 ≤ s, we have (2, Cσsc3σψmin(Σ))-GD:
LD(w) −LD(w⋆) ≤ Cσs
c3σψmin(Σ)∥∇LD(w)∥2∞ ∀w ∈W. (17)
Proof of Lemma 5.
Upper bound for excess risk. We first prove the following intermediate upper bound:
LD(w) −LD(w⋆) ≤ Cσ
2cσ
⟨∇LD(w),w −w⋆⟩. (18)
17
Letting w ∈W be fixed, we have
⟨∇LD(w),w −w⋆⟩ = 2E(x,y)[(σ(⟨w,x⟩ − y)σ′(⟨w,x⟩)⟨w −w⋆, x⟩].
Using the well-specified assumption:
= 2Ex[(σ(⟨w,x⟩ − σ(⟨w⋆, x⟩))σ′(⟨w,x⟩)⟨w −w⋆, x⟩].
We now consider the term inside the expectation. Since σ is increasing we have
σ(⟨w,x⟩ − σ(⟨w⋆, x⟩))σ′(⟨w,x⟩)⟨w −w⋆, x⟩ = ∣σ(⟨w,x⟩ − σ(⟨w⋆, x⟩))∣ ⋅ ∣⟨w −w⋆, x⟩∣ ⋅ σ′(⟨w,x⟩)
point-wise. We apply two lower bounds. First, σ′(⟨w,x⟩) > cσ by assumption. Second, Lipschitzness of σ
implies ∣σ(⟨w,x⟩) − σ(⟨w⋆, x⟩)∣ ≤ Cσ ∣⟨w −w⋆, x⟩∣.
Combining these inequalities, we also obtain the following inequality in expectation over x:
Ex(σ(⟨w,x⟩) − σ(⟨w⋆, x⟩))2 ≤ Cσ
2cσ
⟨∇LD(w),w −w⋆⟩.
Lastly, since the model is well-specified we have
LD(w) −LD(w⋆) = Ex(σ(⟨w,x⟩) − σ(⟨w⋆, x⟩))2,
by a standard argument:
LD(w) −LD(w⋆) = Ex,y[σ2(⟨w,x⟩) + y2 − 2σ(⟨w,x⟩)y − σ2(⟨w⋆, x⟩) − y2 + 2σ(⟨w⋆, x⟩)y]
= Ex[σ2(⟨w,x⟩) − 2σ(⟨w,x⟩)σ(⟨w⋆, x⟩) + σ2(⟨w⋆, x⟩)]
= Ex(σ(⟨w,x⟩) − σ(⟨w⋆, x⟩))2.
Proving the GD conditions. With the inequality (18) established the various GD inequalities follow in
quick succession.
• (1, BCσ
cσ
)-GD:
To prove this inequality, simply user Hölder’s inequality to obtain the upper bound,
⟨∇LD(w),w −w⋆⟩ ≤ 2B∥∇LD(w)∥.
• (2, Cσ
4c3σλmin(E[xx⊺]))-GD:
Resuming from (18) we have
LD(w) −LD(w⋆) ≤ Cσ
2cσ
⟨∇LD(w),w −w⋆⟩.
Let PX denote the orthogonal projection onto span(E[xx⊺]). Note that ∇ℓ(w ;x, y) is parallel to x, we
can thus introduce the projection matrix PX while preserving the inner product
=
Cσ
2cσ
⟨PX∇LD(w), PX (w −w⋆)⟩
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Applying Cauchy-Schwarz:
≤
Cσ
2cσ
∥∇LD(w)∥2 ⋅ ∥PX (w −w⋆)∥2. (19)
What remains is to relate the gradient norm to the term ∥PX (w −w⋆)∥2. We proceed with another lower
bound argument similar to the one used to establish (18),
⟨∇LD(w),w −w⋆⟩ = 2E(x,y)[(σ(⟨w,x⟩ − y)σ′(⟨w,x⟩)⟨w −w⋆, x⟩].
Using the well-specified assumption once more:
= 2Ex[(σ(⟨w,x⟩ − σ(⟨w⋆, x⟩))σ′(⟨w,x⟩)⟨w −w⋆, x⟩].
Monotonicity of σ, implies the argument to the expectation is non-negative pointwise, so we have the
lower bound,
≥ 2cσ Ex[(σ(⟨w,x⟩ − σ(⟨w⋆, x⟩))⟨w −w⋆, x⟩].
Consider a particular draw of x and assume ⟨w,x⟩ ≥ ⟨w⋆, x⟩ without loss of generality. Using the mean
value theorem, there is some s ∈ [⟨w⋆, x⟩, ⟨w,x⟩] such that
(σ(⟨w,x⟩ − σ(⟨w⋆, x⟩))⟨w −w⋆, x⟩ = ⟨w −w⋆, x⟩2σ′(s) ≥ = ⟨w −w⋆, x⟩2cσ.
Grouping terms, we have shown
⟨PX∇LD(w), PX (w −w⋆)⟩ = ⟨∇LD(w),w −w⋆⟩ ≥ 2c2σ E⟨w −w⋆, x⟩2
= 2c2σ⟨w −w⋆,E[xx⊺](w −w⋆)⟩ (20)
≥ 2c2σλmin(E[xx⊺])∥PX (w −w⋆)∥22.
In other words, by rearranging and applying Cauchy-Schwarz we have
∥PX (w −w⋆)∥2 ≤ 12c2σλmin(E[xx⊺]) ⋅ ∥∇LD(w)∥2.
Combining this inequality with (19), we have
LD(w) −LD(w⋆) ≤ Cσ
4c3σλmin(E[xx⊺]) ⋅ ∥∇LD(w)∥22.
• (2, Cσs
c3σψmin(E[xx⊺]))-GD:
Using the inequality (20) from the preceeding GD proof, we have
⟨∇LD(w),w −w⋆⟩ ≥ 2c2σ⟨w −w⋆,E[xx⊺](w −w⋆)⟩.
By the assumption that ∥w∥1 ≤ ∥w⋆∥1, we apply Lemma 6 to conclude that 1) w −w⋆ ∈ C(S(w⋆),1) and
2) ∥w −w⋆∥1 ≤ 2√s∥w −w⋆∥2. The first fact implies that
⟨w −w⋆,E[xx⊺](w −w⋆)⟩ ≥ ψmin(E[xx⊺])∥w −w⋆∥22.
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Rearranging, we have
∥w −w⋆∥2 ≤ 12c2σψmin(E[xx⊺]) ⟨∇LD(w),w −w
⋆⟩∥w −w⋆∥2
≤
1
2c2σψmin(E[xx⊺]) ∥∇LD(w)∥∞∥w −w
⋆∥1∥w −w⋆∥2
≤
√
s
c2σψmin(E[xx⊺])∥∇LD(w)∥∞.
On the other hand, from (18) we have
LD(w) −LD(w⋆) ≤ Cσ
2cσ
⟨∇LD(w),w −w⋆⟩
≤
Cσ
2cσ
∥∇LD(w)∥∞∥w −w⋆∥1
≤
Cσ
√
s
cσ
∥∇LD(w)∥∞∥w −w⋆∥2.
Combining this with the preceding inequality yields the result.
The following utility lemma is a standard result in high-dimensional statistics (e.g. Tibshirani et al. (2015)).
Lemma 6. Let w,w⋆ ∈ Rd. If ∥w∥1 ≤ ∥w⋆∥1 then w − w⋆ =∶ ν ∈ C(S(w⋆),1). Furthermore, ∥ν∥1 ≤
2
√∣S(w⋆)∣∥ν∥2.
Proof of Lemma 6. Let S ∶= S(w⋆). Then the constraint that ∥w∥1 ≤ ∥w⋆∥ implies∥w⋆∥1 ≥ ∥w∥1 = ∥w⋆ + ν∥1 = ∥w⋆ + νS∥1 + ∥νSC∥1 ≥ ∥w⋆∥1 − ∥νS∥1 + ∥νSC∥1.
Rearranging, this implies ∥νSC∥1 ≤ ∥νS∥1, so the first result is established.
For the second result, ν ∈ C(S,1) implies ∥ν∥1 = ∥νS∥1+∥νSC∥1 ≤ 2∥νS∥1 ≤ 2√∣S∣∥νS∥2 ≤ 2√∣S∣∥ν∥2.
Lemma 7. Let the norm ∥⋅∥ satisfy the smoothness property of Theorem 7 with constant β. Then the
empirical loss gradient for the generalized linear model setting enjoys the normed Rademacher complexity
bound,
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇ℓ(w ;xt, yt)∥ ≤ O(BR2C2σ√βn). (21)
Proof of Lemma 7. Let Gt(s) = (σ(s) − yt)2 and Ft(w) = ⟨w,xt⟩, so that ℓ(w ;xt, yt) = Gt(Ft(w)).
Observe that G′t(s) = 2(σ(s) − yt)σ′(s) and ∇Ft(w) = xt, so our assumptions imply that that ∣G′t(s)∣ ≤
2Cσ and ∥∇Ft(w)∥ ≤ R. We can thus apply Theorem 1 to conclude
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇ℓ(w ;xt, yt)∥ ≤ 2REǫ sup
w∈W
n
∑
t=1
ǫtG
′
t(⟨w,xt⟩) + 4Cσ Eǫ∥ n∑
t=1
ǫtxt∥.
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For the first term on the left-hand side, observe that for any s, ∣G′′t (s)∣ ≤ 2∣σ′′(s)∣+2∣σ′(s)∣2 ≤ 4C2σ, soG′t is
4C2σ-Lipschitz. The classical scalar Lipschitz contraction inequality for Rademacher complexity (Lemma 1)
therefore implies
Eǫ sup
w∈W
n
∑
t=1
ǫtG
′
t(⟨w,xt⟩) ≤ 4C2σ Eǫ sup
w∈W
n
∑
t=1
ǫt⟨w,xt⟩ = 4C2σBEǫ∥ n∑
t=1
ǫtxt∥.
Finally, by our smoothness assumption on the norm, Theorem 7 implies
Eǫ∥ n∑
t=1
ǫtxt∥ ≤√2βR2n.
C.2 Robust Regression
Proof of Theorem 4. This proof follows the same template as Theorem 3. We use Proposition 1 and Proposition 2
to conclude that whenever (α,µ)-PL holds, with probability at least 1 − δ over the examples {(xt, yt)}nt=1,
any learning algorithm ŵalg satisfies
LD(ŵalg) −L⋆ ≤ c ⋅ µ⎛⎝∥∇L̂n(ŵalg)∥α + ⎛⎝R∥⋅∥(∇ℓ ○W ;x1∶n, y1∶n)n +CρR
√
log(1/δ)
n
⎞⎠
α⎞⎠, (22)
where c > 0 is an absolute constant and we have used that ∥∇ℓ(w ;xt, yt)∥ ≤ CρR with probability 1.
Smooth high-dimensional setup For the general smooth norm pair setup in (22), Lemma 8 and Lemma 9
imply
LD(ŵalg) −L⋆ ≤ c ⋅ BCρ
cρ
⎛⎝∥∇L̂n(ŵalg)∥ + ⎛⎝BR2Cρ
√
β
n
+CρR
√
log(1/δ)
n
⎞⎠⎞⎠
= µh ⋅ ∥∇L̂n(ŵalg)∥ + Ch√
n
.
Where we recall Ch = c ⋅ B2R2C2ρ
√
β+C2ρBR
√
log(1/δ)
cρ
and µh = c ⋅ BCρcρ .
Low-dimensional ℓ2/ℓ2 setup For the low-dimension ℓ2/ℓ2 pair setup in (22), Lemma 8 and Lemma 9
imply
LD(ŵalg) −L⋆ ≤ c ⋅ Cρ
2c2ρλmin(Σ)⎛⎜⎝∥∇L̂n(ŵalg)∥2 + ⎛⎝BR2Cρ
√
1
n
+CρR
√
log(1/δ)
n
⎞⎠
2⎞⎟⎠
=
µl
λmin(Σ) ⋅ ∥∇L̂n(ŵalg)∥2 + Cln ⋅ λmin(Σ) ,
where we have used that the ℓ2 norm is 1-smooth in Lemma 7. Recall that Cl = c ⋅ C3ρR4B2+C3ρR2 log(1/δ)c2ρ and
µl = c ⋅ Cρ2c2ρ .
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Sparse ℓ∞/ℓ1 setup For the sparse ℓ∞/ℓ1 pair setup in (22), Lemma 8 and Lemma 9 imply
LD(ŵalg) −L⋆ ≤ c ⋅ 2Cρs
c2ρψmin(Σ)⎛⎜⎝∥∇L̂n(ŵalg)∥2 + ⎛⎝BR2Cρ
√
log d
n
+CρR
√
log(1/δ)
n
⎞⎠
2⎞⎟⎠
=
µs ⋅ s
ψmin(Σ) ⋅ ∥∇L̂n(ŵalg)∥2 + sn ⋅ Csψmin(Σ) ,
where we have used that the ℓ∞ norm has the smoothness property with β = O(log(d)) in Lemma 7. Recall
that Cs = c ⋅ 4C3ρR4B2 log(d)+4C3ρR2 log(1/δ)c2ρ and µs = c ⋅ 2Cρc2ρ .
Lemma 8 (GD condition for robust regression). Consider the robust regression setup of Section 3.
• When ∥⋅∥/∥⋅∥⋆ are any dual norm pair, we have (1, BCρcρ )-GD:
LD(w) −LD(w⋆) ≤ BCρ
cρ
∥∇LD(w)∥ ∀w ∈W. (23)
• In the ℓ2/ℓ2 setup, we have (2, Cρ2c2ρλmin(Σ))-GD:
LD(w) −LD(w⋆) ≤ Cρ
2c2ρλmin(Σ)∥∇LD(w)∥22 ∀w ∈W. (24)
• In the sparse ℓ∞/ℓ1 setup, where ∥w⋆∥0 ≤ s, we have (2, 2Cρsc2ρψmin(Σ))-GD:
LD(w) −LD(w⋆) ≤ 2Cρs
c2ρψmin(Σ)∥∇LD(w)∥2∞ ∀w ∈W. (25)
Proof of Lemma 8.
Excess risk upper bound. To begin, smoothness of ρ implies that for any s, s⋆ ∈ S we have
ρ(s) − ρ(s⋆) ≤ ≤ ρ′(s⋆)(s − s⋆) + Cρ
2
(s − s⋆)2.
Since this holds point-wise, we use it to derive the following in-expectation bound
LD(w) −LD(w⋆) ≤ Ex,y[ρ(⟨w⋆, x⟩ − y)⟨w −w⋆, x⟩] + Cρ
2
E⟨w −w⋆, x⟩2
= ⟨∇LD(w⋆),w −w⋆⟩ + Cρ
2
E⟨w −w⋆, x⟩2.
Note however that ∇LD(w⋆) = Ex,ζ[ρ′(−ζ)x] = 0,
since ζ is conditionally symmetric and ρ′ is odd. We therefore have
LD(w) −LD(w⋆) ≤ Cρ
2
E⟨w −w⋆, x⟩2.
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On the other hand, using the form of the gradient we have
⟨LD(w),w −w⋆⟩ = Ex[Eζ ρ′(⟨w −w⋆, x⟩ − ζ)⟨w −w⋆, x⟩]
= Ex[h(⟨w −w⋆, x⟩)⟨w −w⋆, x⟩].
To lower bound the term inside the expectation, consider a particular draw of x and assume ⟨w −w⋆, x⟩ ≥ 0;
this is admissible because h, like ρ′, is odd. Then we have
h(⟨w −w⋆, x⟩)⟨w −w⋆, x⟩ = h(⟨w −w⋆, x⟩)⟨w −w⋆, x⟩ ⟨w −w⋆, x⟩2 ≥ cρ⟨w −w⋆, x⟩2,
where the last line follows because h(0) = 0 and h′(0) > cρ. Since this holds pointwise, we simply take the
expectation to show that ⟨∇LD(w),w −w⋆⟩ ≥ cρEx⟨w −w⋆, x⟩2, (26)
and consequently the excess risk is bounded by
LD(w) −LD(w⋆) ≤ Cρ
2cρ
⟨∇LD(w),w −w⋆⟩. (27)
Proving the GD conditions. We now use (27) to establish the GD condition variants.
• (1, BCρ
cρ
)-GD:
Use Hölder’s inequality to obtain the upper bound,
⟨∇LD(w),w −w⋆⟩ ≤ 2B∥∇LD(w)∥.
• (2, Cρ
2c2ρλmin(Σ))-GD:
Begin with
LD(w) −LD(w⋆) ≤ Cρ
2cρ
⟨∇LD(w),w −w⋆⟩.
Using the same reasoning as in Lemma 5, this is upper bounded by
≤
Cρ
2cρ
∥∇LD(w)∥2 ⋅ ∥PX (w −w⋆)∥2, (28)
where PX denotes the orthogonal projection onto span(Σ).
Recalling (26), it also holds that
⟨PX∇LD(w), PX (w −w⋆)⟩ = ⟨∇LD(w),w −w⋆⟩ ≥ cρEx⟨w −w⋆, x⟩2
= cρ⟨w −w⋆,Ex[xxT ](w −w∗)⟩
= cρ⟨w −w⋆,Σ(w −w⋆)⟩ (29)
≥ cρλmin(Σ)∥PX (w −w⋆)∥22.
Rearranging and applying Cauchy-Schwarz, we have
∥PX (w −w⋆)∥2 ≤ 1cρλmin(Σ) ⋅ ∥∇LD(w)∥2.
23
Combining this inequality with (28), we have
LD(w) −LD(w⋆) ≤ Cρ
2c2ρλmin(Σ) ⋅ ∥∇LD(w)∥22.
• (2, 2Cρs
c2ρψmin(Σ))-GD:
Using the inequality (29) from the ℓ2/ℓ2 GD condition proof above⟨∇LD(w),w −w⋆⟩ ≥ cρ⟨w −w⋆,Σ(w −w⋆)⟩.
By the assumption that ∥w∥1 ≤ ∥w⋆∥1, we apply Lemma 6 to conclude that 1) w −w⋆ ∈ C(S(w⋆),1) and
2) ∥w −w⋆∥1 ≤ 2√s∥w −w⋆∥2, and so⟨w −w⋆,Σ(w −w⋆)⟩ ≥ ψmin(Σ)∥w −w⋆∥22.
Rearranging, and applying the ∥w −w⋆∥1 ≤ 2√s∥w −w⋆∥2 inequality:
∥w −w⋆∥2 ≤ 1cρψmin(Σ) ⟨∇LD(w),w −w⋆⟩∥w −w⋆∥2
≤
1
cρψmin(Σ) ∥∇LD(w)∥∞∥w −w⋆∥1∥w −w⋆∥2
≤
2
√
s
cρψmin(Σ)∥∇LD(w)∥∞.
Finally, from (27) we have
LD(w) −LD(w⋆) ≤ Cρ
2cρ
⟨∇LD(w),w −w⋆⟩
≤
Cρ
2cρ
∥∇LD(w)∥∞∥w −w⋆∥1
≤
Cρ
√
s
cρ
∥∇LD(w)∥∞∥w −w⋆∥2.
Combining the two inequalities gives the final result.
Lemma 9. Let the norm ∥⋅∥ satisfy the smoothness property (see Theorem 7) with constant β. Then the
gradient for robust regression satisfies the following normed Rademacher complexity bound:
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇ℓ(w ;xt, yt)∥ ≤ O(BR2Cρ√βn). (30)
Proof of Lemma 9. Let Gt(s) = ρ(s − yt) and Ft(w) = ⟨w,xt⟩, so that ℓ(w ;xt, yt) = Gt(Ft(w)).
ThenG′t(s) = ρ′(s−yt) and ∇Ft(w) = xt, so our assumptions imply that that ∣G′t(s)∣ ≤ Cρ and ∥∇Ft(w)∥ ≤
R. We apply Theorem 1 to conclude
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇ℓ(w ;xt, yt)∥ ≤ 2REǫ sup
w∈W
n
∑
t=1
ǫtG
′
t(⟨w,xt⟩) + 2CρEǫ∥ n∑
t=1
ǫtxt∥.
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For the first term on the left-hand side, we have that for any s, ∣G′′t (s)∣ = 2∣ρ′′(s − yt)∣ ≤ 2Cρ, so G′t is
2Cσ-Lipschitz. Then the by scalar contraction for Rademacher complexity (Lemma 1),
Eǫ sup
w∈W
n
∑
t=1
ǫtG
′
t(⟨w,xt⟩) ≤ 2CρEǫ sup
w∈W
n
∑
t=1
ǫt⟨w,xt⟩ = 2CρBEǫ∥ n∑
t=1
ǫtxt∥.
Finally, the smoothness assumption on the norm (via Theorem 7) implies
Eǫ∥ n∑
t=1
ǫtxt∥ ≤√2βR2n.
Proof of Proposition 3. Observe that Assumption 1 and Assumption 2 respectively imply that ∥∇LD(w⋆)∥ =
0 for the GLM and RR settings. Begin by invoking Theorem 3. It is immediate that any algorithm that
guarantees E∥∇L̂n(ŵalg)∥ ≤ 1/√n will obtain the claimed sample complexity bound (the high-probability
statement Theorem 3 immediately yields an in-expectation statement due to boundedness), so all we must
do is verify that such a point exists. Proposition 2 along with Lemma 7 and Lemma 9 respectively indeed
imply that ∥∇L̂n(w⋆)∥2 ≤ C/√n for both settings.
For completeness, we show below that both models indeed have Lipschitz gradients, and so standard smooth
optimizers can be applied to the empirical loss.
Generalized Linear Model. Observe that for any (x, y) pair we have
∥∇ℓ(w ;x, y) −∇ℓ(w′ ;x, y)∥
2
= 2∥x∥2∣(σ(⟨w,x⟩) − y)σ′(⟨w,x⟩) − (σ(⟨w′, x⟩) − y)σ′(⟨w′, x⟩)∣.
Letting f(s) = (σ(s) − y)σ′(s), we see that the assumption on the loss guarantees ∣f ′(s)∣ ≤ 3C2σ, so we
have ∥∇ℓ(w ;x, y) −∇ℓ(w′ ;x, y)∥
2
≤ 6C2σR∣⟨w −w′, x⟩∣ ≤ ≤ 6C2σR2∥w −w′∥2,
so smoothness is established.
Robust Regression. Following a similar calculation to the GLM case, we have
∥∇ℓ(w ;x, y) −∇ℓ(w′ ;x, y)∥
2
= ∥x∥2∣ρ′(⟨w,x⟩ − y) − ρ′(⟨w′, x⟩ − y)∣
≤ Cρ∥x∥2∣⟨w −w⋆, x⟩∣
≤ Cρ∥x∥22∥w −w⋆∥2
≤ CρR
2∥w −w⋆∥2.
Now let f(s) = (σ(s) − y)σ′(s), and observe that ∣f ′(s)∣ ≤ 3C2σ, so we have∥∇ℓ(w ;x, y) −∇ℓ(w′ ;x, y)∥
2
≤ 6C2σR∣⟨w −w′, x⟩∣ ≤ ≤ 6C2σR2∥w −w′∥2.
C.3 Further Discussion
Detailed comparison with Mei et al. (2016) We now sketch in more detail the relation between the rates
of Theorem 3 and Theorem 4 and those of Mei et al. (2016). We focus on the fast rate regime, and on the
case R =
√
d (e.g., when x ∼N (0, Id×d)).
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• Uniform convergence. Their uniform convergence bounds scale as O(τ√d/n), where τ is the sub-
gaussian parameter for the data x, whereas our uniform convergence bounds scale as O(R2√1/n).
When R =
√
d both bounds scale as O(d√1/n), but our bounds do not depend on d when R is
constant, whereas their bound always pays
√
d.
• Parameter convergence. The final result of Mei et al. (2016) is a parameter convergence bound of
the form ∥ŵalg − w∗∥2 ≤ O( τγτ2√ dn) (see Theorem 4/6; Eqs. (106) and (96)). Our main result
for the “low-dimensional” setup in Theorem 3 and Theorem 4 is an excess risk bound of the form
LD(ŵalg)−LD(w∗) ≤ O( R4λmin(Σ)n)which implies a parameter convergence bound of ∥ŵalg −w∗∥2 ≤
R2
λmin(Σ)√n (using similar reasoning as in the proof of Lemma 5 and Lemma 8). With τ = R =
√
d
and Assumptions 6 and 9 in Mei et al. (2016), we have λmin(Σ) = γτ2, and so again both the bounds
resolve to O( d
λmin(Σ)√n).
Analysis of regularized stationary point finding for high-dimensional setting Here we show that any
algorithm that finds a stationary point of the regularized empirical loss generically succeeds obtains optimal
sample complexity in the high-dimensional/norm-based setting. We focus on the generalized linear model
in the Euclidean setting.
Let r(w) = λ
2
∥w∥22. Define LλD(w) = LD(w) + r(w) and L̂λn(w) = L̂n(w) + r(w). We consider any
algorithm that returns a point ŵ with ∇L̂λn(ŵ) = 0, i.e. any stationary point of the regularized empirical risk.
Theorem 9. Consider the generalized linear model setting. Let ŵ be any point with ∇L̂λn(ŵ) = 0. Suppose
that ∥w⋆∥2 = 1 and Cσ,R > 1. Then there is some absolute constant c > 0 such that for any fixed δ > 0, if
the regularization parameter λ satisfies
λ > c ⋅
¿ÁÁÀR4C6σ
c2σ
⋅ log(log (CσRn)/δ)
n
,
then with probability at least 1 − δ,
LD(ŵ) −LD(w⋆) ≤ O⎛⎝R2C4σc2σ ⋅
√
log(log (CσRn)/δ)
n
⎞⎠.
Theorem 9 easily extends to the robust regression setting by replacing invocations of Lemma 7 with Lemma 9
and use of (18) with (27).
Proof of Theorem 9. Recall that w⋆ minimizes the unregularized population risk, and that ∥w⋆∥2 = 1. The
technical challenge is to apply Lemma 7 even though we lack a good a-priori upper bound on the norm of ŵ.
We proceed by splitting the analysis into two cases. The idea is that if ∥ŵ∥2 ≤ ∥w⋆∥2 we can apply Lemma 7
directly with no additional difficulty. On other hand, when ∥ŵ∥2 ≥ ∥w⋆∥2 the regularized population risk
satisfies the (2,O(1/λ))-GD inequality, which is enough to show that excess risk is small even though ∥ŵ∥2
could be larger than ∥w⋆∥2.
Case 1: ∥ŵ∥2 ≥ ∥w⋆∥2.
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Let W̃ = {w ∈ Rd ∣ ∥w∥2 ≥ ∥w⋆∥2}, so that ŵ ∈ W̃ . Observe that since r(w) is λ-strongly convex it sat-
isfies r(w) − r(w⋆) ≤ ⟨∇r(w),w −w⋆⟩ − λ
2
∥w −w⋆∥22 for all w. Moreover, if w ∈ W̃ , we have
⟨∇r(w),w −w⋆⟩ ≥ r(w) − r(w⋆) + λ
2
∥w −w⋆∥22 ≥ 0.
Using (18) and the definition of w⋆, along with the strong convexity of r, we get
LλD(w) −LλD(w⋆) ≤ Cσ
2cσ
⟨∇LD(w),w −w⋆⟩ + ⟨∇r(w),w −w⋆⟩ − λ
2
∥w −w⋆∥22.
Since ⟨∇LD(w),w −w⋆⟩ ≥ 0, this is upper bounded by
LλD(w) −LλD(w⋆) ≤ Cσ
cσ
⟨∇LD(w),w −w⋆⟩ + ⟨∇r(w),w −w⋆⟩ − λ
2
∥w −w⋆∥22.
Using the non-negativity of ⟨∇r(w),w −w⋆⟩ over W̃ , and that Cσ/cσ > 1, this implies
LλD(w) −LλD(w⋆) ≤ Cσcσ ⟨∇LλD(w),w −w⋆⟩ − λ2 ∥w −w⋆∥22 ∀w ∈ W̃ .
Applying Cauchy-Schwarz:
≤
Cσ
cσ
∥∇LλD(w)∥2∥w −w⋆∥2 − λ2 ∥w −w⋆∥22 ∀w ∈ W̃ .
Using the AM-GM inequality:
≤
C2σ
c2σλ
∥∇LλD(w)∥22 ∀w ∈ W̃.
Using that ŵ ∈ W̃ , and that ∇L̂λn(ŵ) = 0, we have
LλD(ŵ) −LλD(w⋆) ≤ C2σc2σλ∥∇LλD(ŵ) −∇L̂λn(ŵ)∥22. (31)
Observe that since ŵ is a stationary point of the empirical risk,∇L̂n(ŵ) = −λŵ, and so ∥ŵ∥2 ≤ 1λ∥∇L̂n(ŵ)∥2 ≤
2CσR
λ
with probability 1. Thus, if we apply Lemma 10 with Bmax =
2CσR
λ
, we get that with probability at
least 1 − δ,
∥∇LλD(ŵ) −∇L̂λn(ŵ)∥2 ≤ O⎛⎝∥ŵ∥2R2C2σ
√
1
n
+CσR
√
log(log(CσR/λ)/δ)
n
⎞⎠,
where we have used additionally that the regularization term does not depend on data. Combining this bound
with (31), and using that ŵ ∈ W̃ and the elementary inequality (a + b)2 ≤ 2(a2 + b2), we see that there exist
constants c, c′ > 0 such that
LλD(ŵ) −LλD(w⋆) ≤ c ⋅ ∥ŵ∥22 ⋅ R4C6σλc2σ ⋅ 1n + c′ ⋅ R
2C4σ
λc2σ
⋅ log(log(CσR/λ)/δ)
n
.
Expanding the definition of the regularized excess risk, this is equivalent to
LD(ŵ) −LD(w⋆) ≤ λ + ∥ŵ∥22 ⋅ (c ⋅ R4C6σλc2σ ⋅ 1n − λ) + c′ ⋅ R
2C4σ
λc2σ
⋅ log(log(CσR/λ)/δ)
n
.
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Observe that if λ >
√
c ⋅ R4C6σ
c2σ
⋅ 1
n
the middle term in this expression is at most zero. We choose
λ >
¿ÁÁÀc ⋅ R4C6σ
c2σ
⋅ log(log (CσRn)/δ)
n
.
Substituting choice this into the expression above leads to a final bound of
LD(ŵ) −LD(w⋆) ≤ O⎛⎝R2C3σcσ ⋅
√
log(log (CσRn)/δ)
n
⎞⎠.
Case 2: ∥ŵ∥2 ≤ ∥w⋆∥2.
Recall that ∇L̂λn(ŵ) = 0. This implies ∇L̂n(ŵ) = −λŵ, and so ∥∇L̂n(ŵ)∥2 ≤ λ∥ŵ∥2 ≤ λ. Using (18)
we have
LD(ŵ) −LD(w⋆) ≤ Cσ
2cσ
⟨∇LD(ŵ), ŵ −w⋆⟩ ≤ Cσ
cσ
∥∇LD(ŵ)∥2.
Using the bound on the empirical gradient above, we get
∥∇LD(ŵ)∥2 ≤ λ + ∥∇LD(ŵ) −∇L̂n(ŵ)∥2.
Using (12), (13), and Lemma 7, applied with B = 1, we have that with probability at least 1 − δ,
∥∇LD(ŵ) −∇L̂n(ŵ)∥2 ≤ O⎛⎝R2C2σ
√
log(1/δ)
n
⎞⎠,
and so
LD(ŵ) −LD(w⋆) ≤ O⎛⎝λCσcσ + R2C3σcσ
√
log(1/δ)
n
⎞⎠.
Substituting in the choice for λ:
≤ O
⎛⎝R2C4σc2σ ⋅
√
log(log (CσRn)/δ)
n
⎞⎠.
Lemma 10. Let LD and L̂n be the population and empirical risk for the generalized linear model setting.
Let a parameter Bmax ≥ 1 be given. Then with probability at least 1−δ, for all w ∈ Rd with 1 ≤ ∥w∥2 ≤ Bmax,
∥∇LD(w) −∇L̂n(w)∥2 ≤ O⎛⎝∥w∥2R2C2σ
√
1
n
+CσR
√
log(log(Bmax)/δ)
n
⎞⎠,
where all constants are as in Assumption 1.
Proof. (12), (13), and Lemma 7 imply that for any fixed B, with probability at least 1 − δ,
sup
w∶∥w∥
2
≤B
∥∇LD(w) −∇L̂n(w)∥ ≤ O⎛⎜⎝BR2C2σ
√
1
n
+CσR
¿ÁÁÀ log(1δ )
n
⎞⎟⎠.
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Define Bi = e
i−1 for 1 ≤ i ≤ ⌈log(Bmax)⌉ + 1. The via a union bound, we have that for all i simultaneously,
sup
w∶∥w∥
2
≤Bi
∥∇LD(w) −∇L̂n(w)∥ ≤ O⎛⎝BiR2C2σ
√
1
n
+CσR
√
log(log(Bmax)/δ)
n
⎞⎠.
In particular, for any fixed w with 1 ≤ ∥w∥2 ≤ Bmax, if we take i to be the smallest index for which∥w∥2 ≤ Bi, the expression above implies
∥∇LD(w) −∇L̂n(w)∥2 ≤ O⎛⎝∥w∥2R2C2σ
√
1
n
+CσR
√
log(log(Bmax)/δ)
n
⎞⎠,
since Bi ≤ e∥w∥2.
Analysis of mirror descent for high-dimensional setting. Here we show that mirror descent obtains
optimal excess risk for the norm-based/high-dimensional regime in Theorem 3 and Theorem 4.
Our approach is to run mirror descent with Ψ⋆ as the regularizer. Observe that Ψ⋆ is 1
β
-strongly convex
with respect to the dual norm ∥⋅∥⋆, and that we have ∥∇ℓ(w ;x, y)∥ ≤ 2CσR for the GLM setting and∥∇ℓ(w ;x, y)∥ ≤ CρR for the RR setting.
Focusing on the GLM, if we take a single pass over the entire dataset {(xt, yt)}nt=1 in order, the standard
analysis for mirror descent starting at w1 = 0 with optimal learning rate tuning (Hazan, 2016) guarantees
that the following inequality holds deterministically:
1
n
n
∑
t=1
⟨∇ℓ(wt ;xt, yt),wt −w⋆⟩ ≤ O⎛⎝RBCσ
√
β
n
⎞⎠.
Since each point is visited a single time, this leads to the following guarantee on the population loss in
expectation
E[ 1
n
n
∑
t=1
⟨∇LD(wt),wt −w⋆⟩] ≤ O⎛⎝RBCσ
√
β
n
⎞⎠.
Consequently, if we define ŵ to be the result of choosing a single time t ∈ [n] uniformly at random and
returning wt, this implies that
E[⟨∇LD(ŵ), ŵ −w⋆⟩] ≤ O⎛⎝RBCσ
√
β
n
⎞⎠.
Combining this inequality with (18), we have
E[LD(ŵ) −LD(w⋆)] ≤ O⎛⎝RBC2σcσ
√
β
n
⎞⎠.
Likewise, combining the mirror descent upper bound with (27) leads to a rate of O(RB C2ρ
cρ
√
β
n
) for robust
regression. Thus, when all parameters involved are constant, it suffices to take n = 1
ε2
to obtain O(ε) excess
risk in both settings.
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D Proofs from Section 4
Proof of Theorem 5. Let B ∈ Rd×d be a matrix for which the ith row Bi is given by Bi =
1√
d
(1 − ei).
We first focus on the more technical case where n ≥ d.
Let n = N ⋅ d for some odd N ∈ N. We partition time into d consecutive segments: S1 = {1, . . . ,N},
S2 = {N + 1, . . . ,2N} and on. The sequence of instances x1∶n we will use will be to set xt = Bi for t ∈ Si.
Note that ∥Bi∥2 ≤ 1, so this choice indeed satisfies the boundedness constraint.
For simplicity, assume that yt = −1 for all t ∈ [n]. Then it holds that
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇ℓ(w ;xt, yt)∥
2
= Eǫ sup
w∈W
∥ n∑
t=1
ǫt1{⟨w,xt⟩ ≥ 0}xt∥
2
= Eǫ sup
w∈W
XXXXXXXXXXX
d
∑
i=1
1{⟨w,Bi⟩ ≥ 0} ∑
t∈Si
ǫtxt
XXXXXXXXXXX2
We introduce the notation ϕi = ∑t∈Si ǫt.
= Eϕ sup
w∈W
∥ d∑
i=1
1{⟨w,Bi⟩ ≥ 0}ϕiBi∥
2
= Eϕ sup
w∈W
∥ d∑
i=1
1{⟨w,Bi⟩ ≥ 0}ϕi 1√
d
(1 − ei)∥
2
Using triangle inequality:
≥ Eϕ sup
w∈W
∥ d∑
i=1
1{⟨w,Bi⟩ ≥ 0}ϕi 1√
d
1∥
2
− 1√
d
Eϕ
d
∑
i=1
∣ϕi∣
= Eϕ sup
w∈W
∣ d∑
i=1
1{⟨w,Bi⟩ ≥ 0}ϕi∣ − 1√
d
Eϕ
d
∑
i=1
∣ϕi∣
≥ Eϕ sup
w∈W
∣ d∑
i=1
1{⟨w,Bi⟩ ≥ 0}ϕi∣ −O(√n).
Now, for a given draw of ϕ, we choose w ∈ W such that sgn(⟨w,Bi⟩) = sgn(ϕi). The key trick here is
that B is invertible, so for a given sign pattern, say σ ∈ {±1}d, we can set w̃ = B−1σ and then w = w̃/∥w̃∥2
to achieve this pattern. To see that B is invertible, observe that we can write it as B = 1√
d
(11⊺ − I).
The identity matrix can itself be written as 1
d
11
⊺ + A⊥, where 1 ∉ span(A⊥), so it can be seen that B =
1√
d
((1 − 1
d
)11⊺ −A⊥), and that the 11⊺ component is preserved by this addition.
We have now arrived at a lower bound of Eϕ∣∑di=1 1{sgn(ϕi) ≥ 0}ϕi∣. This value is lower bounded by
Eϕ∣ d∑
i=1
1{sgn(ϕi) ≥ 0}ϕi∣
= Eϕ
d
∑
i=1
1{sgn(ϕi) ≥ 0}∣ϕi∣
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Now, observe that since N is odd we have sgn(ϕi) ∈ {±1}, and so 1{sgn(ϕi) ≥ 0} = (1 + sgn(ϕi))/2.
Furthermore, since ϕi is symmetric, we may replace sgn(ϕi) with an independent Rademacher random
variable σi
= EϕEσ
1
2
d
∑
i=1
(1 + σi)∣ϕi∣
= Eϕ
1
2
d
∑
i=1
∣ϕi∣.
Lastly, the Khintchine inequality implies that Eϕi ∣ϕi∣ ≥ √N/2, so the final lower bound is Ω(d√N) =
Ω(√dn).
In the case where d ≥ n, the argument above easily yields that Eǫ supw∈W∥∑nt=1 ǫt∇ℓ(w ;xt, yt)∥2 = Ω(n).
D.1 Proof of Theorem 6
Before proceeding to the proof, let us introduce some auxiliary definitions and results. The following func-
tions will be used throughout the proof. They are related by Lemma 11.
ξD(w,γ) = Ex∼D 1{ ∣⟨w,x⟩∣∥w∥∥x∥ ≤ γ},
ξ̂n(w,γ) = 1
n
n
∑
t=1
1{ ∣⟨w,xt⟩∣∥w∥∥xt∥ ≤ γ}.
Lemma 11. With probability at least 1 − δ, simultaneously for all w ∈W and all γ > 0,
ξD(w,γ) ≤ ξ̂n(w,2γ) + 4
γ
√
n
+
√
2 log(log2(4/γ)/δ)
n
,
ξ̂n(w,γ) ≤ ξD(w,2γ) + 4
γ
√
n
+
√
2 log(log2(4/γ)/δ)
n
.
Proof sketch for Lemma 11. We only sketch the proof here as it follows standard analysis (see Theorem 5
of Kakade et al. (2009b)). The key technique is to introduce a Lipschitz function ζγ(t):
ζγ(t) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 ∣t∣ ≤ γ
2 − ∣t∣/γ γ < ∣t∣ < 2γ
0 ∣t∣ ≥ 2γ .
Observe that ζγ satisfies 1{∣t∣ > γ} ≤ ζγ(t) ≤ 1{∣t∣ > 2γ} for all t. This sandwiching allows us to bound
supw∈W{ξD(w,γ) − ξ̂n(w,2γ)} (and supw∈W{ξ̂n(w,γ) − ξD(w,2γ)} ) by instead bounding the difference
between the empirical and population averages of the surrogate ζγ . This is achieved easily using the Lips-
chitz contraction lemma for Rademacher complexity, and by noting that the Rademacher complexity of the
class {x ↦ ⟨w,x⟩ ∣ ∥w∥2 ≤ 1} is at most √n whenever data satisfies ∥xt∥2 ≤ 1 for all t. Finally, a union
bound over values of γ in the range [0,1] yields the statement.
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Proof of Theorem 6. Let the margin function φ and δ > 0 be fixed. Define functions ψ(⋅), φ1(⋅), and φ2(⋅)
as follows:
ψ(γ) = 4
γ
√
n
+
√
2 log(log2(4/γ)/δ)
n
φ1(γ) = φ(2γ) +ψ(γ)
φ2(γ) = φ(4γ) + 2ψ(2γ).
Now, conditioning on the events of Lemma 11, we have that with probability at least 1 − δ,
W(φ, D̂n) ⊆W(φ1,D) ⊆W(φ2, D̂n). (32)
Consequently, we have the upper bound
sup
w∈W(φ,D̂n)
∥∇LD(w) −∇L̂n(w)∥2 ≤ sup
w∈W(φ1,D)
∥∇LD(w) −∇L̂n(w)∥2
≤ 4Eǫ sup
w∈W(φ1,D)
∥ 1
n
n
∑
t=1
ǫt∇ℓ(w ;xt, yt)∥ + 4√ log(2/δ)
n
≤ 4Eǫ sup
w∈W(φ2,D̂n)
∥ 1
n
n
∑
t=1
ǫt∇ℓ(w ;xt, yt)∥ + 4√ log(2/δ)
n
, (33)
where the second inequality holds with probability at least 1 − δ using Lemma 4. They key here is that we
are able to apply the standard symmetrization result because we have replaced W(φ, D̂n) with a set that
does not depend on data. Next, invoking the chain rule (Theorem 1), we split the Rademacher complexity
term above as:
Eǫ sup
w∈W(φ2,D̂n)
∥ 1
n
n
∑
t=1
ǫt∇ℓ(w ;xt, yt)∥ ≤ 2Eǫ sup
w∈W(φ2,D̂n)
1
n
n
∑
t=1
ǫt1{yt⟨w,xt⟩ ≤ 0}´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶(⧫)
+ 2
n
Eǫ∥ n∑
t=1
ǫtxt∥
2
. (34)
The second term is controlled by Theorem 7, which gives 1
n
Eǫ∥∑nt=1 ǫtxt∥2 ≤ 1√n . For the first term, we
appeal to the fat-shattering dimension and the φ2-soft-margin assumption.
Controlling (⧫). Observe that for any fixed γ˜ > 0, we can split (⧫) as
Eǫ sup
w∈W(φ2,D̂n)
1
n
n
∑
t=1
ǫt1{yt⟨w,xt⟩ ≤ 0} ≤ Eǫ sup
w∈W(φ2,D̂n)
1
n
n
∑
t=1
ǫt1{yt⟨w,xt⟩ ≤ 0 ∧ ∣⟨w,xt⟩∣∥w∥
2
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+Eǫ sup
w∈W(φ2,D̂n)
1
n
n
∑
t=1
ǫt1{yt⟨w,xt⟩ ≤ 0 ∧ ∣⟨w,xt⟩∣∥w∥
2
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.
For (⋆⋆), the definition ofW(φ2, D̂n) implies
Eǫ sup
w∈W(φ2,D̂n)
1
n
n
∑
t=1
ǫt1{yt⟨w,xt⟩ ≤ 0 ∧ ∣⟨w,xt⟩∣∥w∥
2
∥xt∥2 < γ˜} ≤ sup
w∈W(φ2,D̂n)
1
n
n
∑
t=1
1{ ∣⟨w,xt⟩∣∥w∥
2
∥xt∥2 < γ˜} ≤ φ2(γ˜).
(35)
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The quantity (⋆) can be bounded by writing it as
Eǫ sup
v∈V
1
n
n
∑
t=1
ǫtvt,
where V is a boolean concept class defined as V = {(v1(w), . . . , vn(w)) ∈ {0,1}n ∣ w ∈W(φ2, D̂n)}, where
vi(w) ∶= 1{yi ⟨w,xi⟩∥w∥
2
∥xi∥2 ≤ 0} ⋅1{ ∣⟨w,xi⟩∣∥w∥2∥xi∥2 ≥ γ˜}. The standard Massart finite class lemma (e.g. (Mohri et al.,
2012)) implies
Eǫ sup
v∈V
1
n
n
∑
t=1
ǫtvt ≤
√
2 log∣V ∣
n
.
All that remains is to bound the cardinality of V . To this end, note that we can bound ∣V ∣ by first counting
the number of realizations of (1{ ∣⟨w,x1⟩∣∥w∥
2
∥x1∥2 ≥ γ˜}, . . . ,1{ ∣⟨w,xn⟩∣∥w∥2∥xn∥2 ≥ γ˜}) as we vary w ∈ W(φ2, D̂n). This
is at most ( n
nφ2(γ˜)) ≤ nnφ2(γ˜), since the number of points with margin smaller than γ˜ is bounded by nφ2(γ˜)
via (32).
Next, we consider only the points xt for which 1{ ∣⟨w,xt⟩∣∥w∥
2
∥x1∥2 ≥ γ˜} = 1. On these points, on which we
are guaranteed to have a margin at least γ˜, we count the number of realizations of 1{yt ⟨w,xt⟩∥w∥
2
∥xt∥2 ≤ 0}.
This is bounded by n
O( 1
γ˜2
)
due to the Sauer-Shelah lemma (e.g. Shalev-Shwartz and Ben-David (2014)).
The fat-shattering dimension at margin γ˜ coincides with the notion of shattering on these points, and
Bartlett and Shawe-Taylor (1999) bound the fat-shattering dimension at scale γ˜ by O( 1
γ˜2
). Hence, the
cardinality of V is bounded by
∣V ∣ ≤ nnφ2(γ˜)nO( 1γ˜2 ). (36)
Final bound. Assembling equations (33), (34), (35), and (36) yields
sup
w∈W(φ,D̂n)
∥∇LD(w) −∇L̂n(w)∥2 ≤ O⎛⎝φ2(γ˜) +
√
log ∣V ∣
n
+
√
log(1/δ)
n
⎞⎠
≤ O
⎛⎝φ2(γ˜) +
√(φ2(γ˜) + 1
γ˜2n
) log(n) +√ log(1/δ)
n
⎞⎠
≤ O˜
⎛⎝√φ2(γ˜) + 1γ˜√n +
√
log(1/δ)
n
⎞⎠
≤ O˜
⎛⎝√φ(4γ˜) + 1γ˜
√
log(1/δ)
n
+ 1√
γ˜n1/4
⎞⎠ .
The chain of inequalities above follows by observing that φ2(γ˜) = φ(4γ˜) + 2ψ(2γ˜) is bounded and thus
φ2(γ) ≤ c√φ2(γ) for some constant c independent of γ˜. We get the desired result by optimizing over γ˜.
E Additional Results
Theorem 10 (Second-order chain rule for Rademacher complexity). Let two sequences of twice-differentiable
functions Gt ∶ RK → R and Ft ∶ Rd → RK be given, and let Ft,i(w) denote the ith of coordinate of
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Ft(w). Suppose there are constants LF,1, LF,2, LG,1, LG,2 such that for all 1 ≤ t ≤ n, ∥∇Gt∥2 ≤ LG,1,√
∑i,j∥(∇Ft,i)(∇Ft,j)⊺∥2σ ≤ LF,1, ∥∇2Gt∥2 ≤ LG,2 and√∑Kk=1∥∇2Ft,k∥2σ ≤ LF,2. Then,
1
2
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇2(Gt(Ft(w)))∥
σ
≤ LF,1Eǫ sup
w∈W
n∑
t=1
⟨ǫt,∇Gt(Ft(w))⟩
+LG,1Eǫ sup
w∈W
∥ n∑
t=1
K∑
i=1
ǫt,k∇2Ft,i(w)∥
σ
+LF,2Eǫ˜ sup
w∈W
n∑
t=1
⟨ǫ˜t,∇2Gt(Ft(w))⟩
+LG,2Eǫ˜ sup
w∈W
XXXXXXXXXXX
n∑
t=1
K∑
i=1,j=1
ǫ˜t,i,j∇Ft,i(w)∇Ft,j(w)⊺
XXXXXXXXXXXσ,
where for all i ∈ [K], ∇Ft,i(w) denotes the ith column of the Jacobian matrix ∇Ft ∈ Rd×K , ∇2Ft,i ∈ Rd×d
denotes the ith slice of the Hessian operator ∇2Ft ∈ Rd×d×K , and ǫ ∈ {±1}n,k and ǫ˜ ∈ {±1}n×K×K are
matrices of Rademacher random variables.
As an application of Theorem 10, we give a simple proof of dimension-independent Rademacher bound for
the generalized linear model setting.
Lemma 12. Assume in addition to Assumption 1 assume that ∣σ′′′(s)∣ ≤ Cσ for all s ∈ S , and suppose ∥⋅∥
is any β-smooth norm. Then the empirical loss Hessian for the generalized linear model setting enjoys the
normed Rademacher complexity bound,
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇2ℓ(w ;xt, yt)∥
σ
≤ O((BR3C2σ√β +C2σR2√log(d))√n). (37)
It is easy to see that the same approach leads to a normed Rademacher complexity bound for the Hessian in
the robust regression setting as well. We leave the proof as an exercise.
Lemma 13. Assume in addition to Assumption 2 that ∣ρ′′′(s)∣ ≤ Cρ for all s ∈ S , and suppose ∥⋅∥ is
any β-smooth norm. Then the empirical loss Hessian for the robust regression setting enjoys the normed
Rademacher complexity bound:
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇2ℓ(w ;xt, yt)∥
σ
≤ O((BR3Cρ√β +CρR2√log(d))√n). (38)
Proof of Theorem 10. We start by writing
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇2(Gt(Ft(w)))∥
σ
= Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
ǫtu
⊺∇2(Gt(Ft(w)))u. (39)
Using the chain rule for differentiation, we have for any u ∈ Rn
u⊺∇2(Gt(Ft(w)))u = ⟨∇Ft(w), u⟩⊺ ∇2Gt(Ft(w)) ⟨∇Ft(w), u⟩ + ⟨∇Gt(Ft(w)),∇2Ft(w)[u,u]⟩,
where∇Gt(Ft(w)) and∇2Gt(Ft(w)) denote the gradient and Hessian ofGt at Ft(w), and∇2Ft(w)[u,u] ∈
R
K is a vector for which the ith coordinate is the evaluation of the Hessian operator for Ft,i at (u,u). Using
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this identity along with (39), we get
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇2(Gt(Ft(w)))∥
σ
≤ Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
ǫt⟨∇Gt(Ft(w)),∇2Ft(w)[u,u]⟩
+Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
ǫt⟨∇Ft(w), u⟩⊺ ∇2Gt(Ft(w)) ⟨∇Ft(w), u⟩.
We bound the two terms separately.
1. First Term: We introduce a new function that relabels the quantities in the expression. Let h1 ∶
R
2K → R be defined as h1(a, b) = ⟨a, b⟩, let f1 ∶ W ×Rd → RK be given by f1(w,u) = ∇Gt(Ft(w))
and f2 ∶ W × Rd → RK be given by f2(w,u) = (∇2Ft,k(w)[u,u])k∈[K]. We apply the block-wise
contraction lemma Lemma 3 with one block for f1 and one block for f2 to conclude
1
2
Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
ǫth1(f1(w,u), f2(w,u))
≤ LF,1Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
⟨ǫt, f1(w,u)⟩ +LG,1Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
⟨ǫt, f2(w,u)⟩
≤ LF,1Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
⟨ǫt,∇Gt(Ft(w))⟩ +LG,1Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
⟨ǫt,∇2Ft(w)[u,u]⟩
≤ LF,1Eǫ sup
w∈W
n
∑
t=1
⟨ǫt,∇Gt(Ft(w))⟩ +LG,1Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
( n∑
t=1
∇2Ft(w)ǫt)[u,u]
= LF,1Eǫ sup
w∈W
n
∑
t=1
⟨ǫt,∇Gt(Ft(w))⟩ +LG,1Eǫ sup
w∈W
∥ n∑
t=1
∇2Ft(w)ǫt∥
σ
.
2. Second Term: Let us first simplify as
⟨∇Ft(w), u⟩⊺ ∇2Gt(Ft(w)) ⟨∇Ft(w), u⟩ = K∑
i,j=1
⟨∇Ft(w), u⟩i∇2Gt(Ft(w))i,j⟨∇Ft(w), u⟩j
=
K
∑
i,j=1
(u⊺∇Ft,i(w)) × ∂2Gt
∂zi∂zj
× (∇Ft,j(w)⊺u)
=
K
∑
i,j=1
∂2Gt
∂zi∂zj
(u⊺∇Ft,i(w)∇Ft,j(w)⊺u),
where ∇Ft,j(w) ∶= ∇Ft(w)[∶, j] ∈ Rd, and the last equality follows by observing that ∂2Gt∂zi∂zj is scalar.
We thus have
Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
ǫt⟨∇Ft(w), u⟩⊺ ∇2Gt(Ft(w)) ⟨∇Ft(w), u⟩
= Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
ǫt
K
∑
i,j=1
∂2Gt
∂zi∂zj
(u⊺∇Ft,i(w)∇Ft,j(w)⊺u).
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Similar to the first part, we introduce a new function that relabels the quantities in the expression. Let
h2 ∶ R2K2 → R be defined as h2(a, b) = ∑Ki,j=1 ai,jbi,j . Let f1 ∶ W×Rd → RK2 be given by f1(w,u) =(∇2Gt)(Ft(w)) and f2 ∶ W × Rd → RK2 be given by f2(w,u) = (u⊺∇Ft,i(w)∇Ft,j(w)⊺u)i,j∈[K].
We apply block-wise contraction (Lemma 3) with one block for f1 and one block for f2 to conclude
1
2
Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
ǫth2(f1(w,u), f2(w,u))
≤ LF,2Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
⟨ǫt, f1(w,u)⟩ +LG,2Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
⟨ǫt, f2(w,u)⟩
≤ LF,2Eǫ sup
w∈W
n
∑
t=1
⟨ǫt,∇2Gt(Ft(w))⟩ +LG,2Eǫ sup
w∈W
sup
u∈Rd∥u∥
2
≤1
n
∑
t=1
K
∑
i,j=1
ǫt,i,ju
⊺∇Ft,i(w)∇Ft,j(w)⊺u
= LF,2Eǫ sup
w∈W
n
∑
t=1
⟨ǫt,∇2Gt(Ft(w))⟩ +LG,2Eǫ sup
w∈W
XXXXXXXXXXX
n
∑
t=1
K
∑
i,j=1
ǫt,i,j∇Ft,i(w)∇Ft,j(w)⊺
XXXXXXXXXXXσ.
Combining the two terms gives the desired chain rule.
Proof of Lemma 12. As in Lemma 7, let Gt(s) = (σ(s) − yt)2 and Ft(w) = ⟨w,xt⟩, so that ℓ(w ;xt, yt) =
Gt(Ft(w)).
Observe that G′t(s) = 2(σ(s) − yt)σ′(s), ∇Ft(w) = xt, ∇2Ft = 0, G′′t (s)(s) = 2(σ′(s))2 + 2ytσ′′(s), and
G′′′(s) = 4σ′(s)σ′′(s) + 2ytσ′′′(s), which implies that ∣G′′′t (s)∣ ≤ 6C2σ. Using Theorem 10 with constants
LF,1 = R
2, LF,2 = 0, LG,1 = 2C
2
σ and LG,2 = 4C
2
σ, we get
Eǫ sup
w∈W
∥ n∑
t=1
ǫt∇2ℓ(w ;xt, yt)∥
σ
≤ 2R2Eǫ sup
w∈W
n
∑
t=1
ǫtG
′′
t (⟨w,xt⟩) + 8C2σ Eǫ sup
w∈W
∥ n∑
t=1
ǫtxtx
⊺
t ∥
σ
,
applying Lemma 3,
≤ 12R2C2σ Eǫ sup
w∈W
n
∑
t=1
ǫt⟨w,xt⟩ + 8C2σ Eǫ sup
w∈W
∥ n∑
t=1
ǫtxtx
⊺
t ∥
σ
= 12R2C2σBEǫ∥ n∑
t=1
ǫtxt∥ + 8C2σ Eǫ∥ n∑
t=1
ǫtxtx
⊺
t ∥
σ
.
Invoking Theorem 7 and Fact 1, we have Eǫ∥∑nt=1 ǫtxt∥ ≤√2βR2n andEǫ∥∑nt=1 ǫtxtx⊺t ∥σ ≤√2 log(d)R4n.
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