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1 Introduction
Le The´ore`me 2 de [BR] montre qu’il existe un entier impair j tel que
5 ≤ j ≤ 169 et 1, ζ(3) et ζ(j) sont line´airement inde´pendants sur Q : ce
re´sultat implique l’irrationalite´ de ζ(j) mais est bien suˆr plus fort. Dans
cet article, nous ame´liorons la majoration j ≤ 169 en ne recherchant que
l’irrationalite´ de ζ(j) :
The´ore`me 1 Il existe un entier impair j tel que 5 ≤ j ≤ 21 et ζ(j) 6∈ Q.
La de´monstration de ce the´ore`me repose sur la se´rie suivante
Sn,a(z) = n!
a−6
+∞∑
k=1
1
2
d2
dt2
{(
t +
n
2
) (t− n)3n(t+ n + 1)3n
(t)an+1
}
|t=k
z−k
ou` z est un nombre complexe de module ≥ 1 et a un entier ≥ 6.
L’e´tude de Sn,a(z), que nous e´crirons de´sormais Sn(z), est similaire a` celle
de la se´rie conside´re´e dans [R] et [BR] :
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• Le Lemme 1 montre que, si a est pair, la se´rie Sn(1) s’e´crit comme une
combinaison line´aire (a` coefficients rationnels) de 1 et des ζ(j) pour j impair,
j ∈ {5, . . . , a+ 2}.
• Le Lemme 2 de´termine un de´nominateur commun aux coefficients de cette
combinaison line´aire.
• L’estimation du comportement de |Sn(1)|1/n est de´licate puisqu’une expres-
sion inte´grale de type Beukers [Be] n’est pas connue pour Sn(1). Ne´anmoins,
en suivant Nesterenko [Ne], le Lemme 4 montre que Sn(1) peut s’e´crire comme
la partie re´elle d’une inte´grale complexe : le comportement asymptotique de
cette inte´grale est alors de´termine´ au Lemme 5 par la me´thode du col (Lemme
3).
• Enfin, il n’y a pas lieu ici de borner la hauteur des coefficients de la com-
binaison : cela n’est ne´cessaire que pour l’inde´pendance line´aire.
Remerciements L’auteur tient a` remercier F. Amoroso et D. Essouabri
pour leurs conseils qui ont permis d’ame´liorer une pre´ce´dente version.
2 Re´sultats auxiliaires
Posons
Rn(t) = n!
a−6
(
t+
n
2
) (t− n)3n(t+ n+ 1)3n
(t)an+1
,
Dλ =
1
λ!
(
d
dt
)λ
et cl,j,n = Da−l(Rn(t)(t+j)
a)|t=−j : on a alors la de´composition
en e´le´ments simples
R′′n(t) =
a∑
l=1
n∑
j=0
l(l − 1)cl,j,n
(t+ j)l+2
. (1)
De´finissons e´galement les polynoˆmes a` coefficients rationnels
P0,n(z) = −
a∑
l=1
n∑
j=1
j∑
k=1
l(l − 1)cl,j,n
2kl+2
zj−k et Pl,n(z) =
n∑
j=0
cl,j,nz
j . (2)
ou` l ∈ {1, . . . , a}
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Lemme 1 Pour tout z ∈ C, |z| > 1, on a
Sn(z) = P0,n(z) +
a∑
l=1
l(l − 1)
2
Pl,n(z)Lil+2(1/z)
et P1,n(1) = 0. De plus, si a est pair, alors pour tout n ≥ 0 et pour tout
entier pair l ∈ {2, . . . , a}, on a Pl,n(1) = 0 et donc
Sn(1) = P0,n(1) +
a/2∑
j=2
j(2j − 1)P2j−1,n(1)ζ(2j + 1) .
De´monstration
De la de´composition (1) de Rn(t), on de´duit que si |z| > 1
Sn(z) =
a∑
l=1
n∑
j=0
l(l − 1)cl,j,n
2
+∞∑
k=1
z−k
(k + j)l+2
=
a∑
l=1
n∑
j=0
l(l − 1)cl,j,n
2
zj
(
+∞∑
k=1
1
kl+2
z−k −
j∑
k=1
1
kl+2
z−k
)
= P0,n(z) +
a∑
l=1
l(l − 1)
2
Pl,n(z)Lil+2(1/z) .
Comme le degre´ total de la fraction rationnelle Rn(t) est ≤ −2, on a
P1,n(1) =
n∑
j=0
Rest=−j(Rn(t)) = 0 .
On peut re´e´crire cl,j,n = (−1)a−lDa−l(Φn,j(x))|x=j ou`
Φn,j(x) = n!
a−6
(n
2
− x
) (−x− n)n(−x+ n+ 1)n
(−x)an+1
(j − x)a .
On a
Φn,n−j(n− x) = n!a−6
(
x− n
2
) (x− 2n)n(x+ 1)n
(x− n)an+1
(x− j)a . (3)
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En appliquant l’identite´ (α)l = (−1)l(−α − l + 1)l aux trois symboles de
Pochhammer de (3), on obtient
Φn,n−j(n− x)
= −n!a−6
(n
2
− x
) (−1)n(−x+ n + 1)n(−1)n(−x− n)n
(−1)(n+1)a(−x)an+1
(−1)a(j − x)a
= (−1)na+1Φn,j(x) .
Donc pour tout k ≥ 0,
Φ
(k)
n,n−j(n− x) = (−1)k+na+1Φ(k)n,j(x) .
En particulier, avec k = a− l et x = j, on a
cl,n−j,n = (−1)a(n+1)+l+1cl,j,n ,
ce qui implique la relation
Pl,n(1) = (−1)(n+1)a+l+1Pl,n(1) .
Si (n+ 1)a+ l est pair, on en de´duit que Pl,n(1) = 0.
Lemme 2 Pour tout l ∈ {1, . . . , a} on a
2da−ln Pl,n(z) ∈ Z[z] et 2da+2n P0,n(z) ∈ Z[z]
ou` dn = ppcm(1, 2, . . . , n).
De´monstration
On e´crit Rn(t)(t+ j)
a = F (t)3 ×G(t)3 ×H(t)a−6 × I(t) ou` I(t) = t+ n/2 et
F (t) =
(t− n)n
(t)n+1
(t + j) , G(t) =
(t+ n+ 1)n
(t)n+1
(t+ j) , H(t) =
n!
(t)n+1
(t + j) .
De´composons F (t), G(t) et H(t) en fractions partielles :
F (t) = 1 +
n∑
p=0
p 6=j
j − p
t + p
fp , G(t) = 1 +
n∑
p=0
p 6=j
j − p
t + p
gp , H(t) =
n∑
p=0
p 6=j
j − p
t + p
hp
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ou`
fp =
(−p− n)n
n∏
h=0
h 6=p
(−p + h)
=
(−1)n(p+ 1)n
(−1)pp!(n− p)! = (−1)
n−p
(
n+ p
n
)(
n
p
)
∈ Z ,
gp =
(−p+ n+ 1)n
n∏
h=0
h 6=p
(−p + h)
=
(−1)p(2n− p)!
(n− p)!p!(n− p)! = (−1)
p
(
2n− p
n
)(
n
p
)
∈ Z
et
hp =
n!
n∏
h=0
h 6=p
(−p + h)
=
(−1)pn!
p!(n− p)! = (−1)
p
(
n
p
)
∈ Z .
On a alors pour tout entier λ ≥ 0 :
(DλF (t))|t=−j = δ0,λ +
n∑
p=0
p 6=j
(−1)λ j − p
(p− j)λ+1fp ,
(DλG(t))|t=−j = δ0,λ +
n∑
p=0
p 6=j
(−1)λ j − p
(p− j)λ+1gp ,
(DλH(t))|t=−j =
n∑
p=0
p 6=j
(−1)λ j − p
(p− j)λ+1hp
avec δ0,λ = 1 si λ = 0, δ0,λ = 0 si λ > 0. On a donc montre´ que
dλn(DλF )|t=−j , d
λ
n(DλG)|t=−j et d
λ
n(DλH)|t=−j
sont des entiers pour tout λ ∈ N . De plus, 2(DλI)|t=−j ∈ Z. Graˆce a` la
formule de Leibniz
Da−l(R(t)(t + j)
a) =
∑
µ
(Dµ1F )(Dµ2F )(Dµ3F )
× (Dµ4G)(Dµ5G)(Dµ6G)(Dµ7H) · · · (DµaH)(Dµa+1I)
(ou` la somme est sur les multi-indices µ ∈ N a+1 tels que µ1+· · ·+µa+1 = a−l),
on en de´duit alors que 2da−ln cl,j,n ∈ Z . Les expressions (2) des polynoˆmes
P0,n(z) et Pl,n(z) permettent de conclure.
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3 De´monstration du The´ore`me 1
Pour estimer Sn(1), nous suivons la de´marche utilise´e par [Ne] et [HP] qui
consiste a` exprimer Sn(1) a` l’aide d’une inte´grale complexe a` laquelle on peut
appliquer la me´thode du col, me´thode dont nous rappelons tout d’abord le
principe (voir par exemple [Co], pp. 91-94 ou [Di], pp. 279-285]).
Soit w une fonction analytique au voisinage d’un point z0. On appelle
chemin de descente de Re(w) en z0 tout chemin du plan issu de z0 et le long
duquel Re(w(z)) est strictement de´croissante quand z s’e´loigne de z0. Les
chemins de plus grande descente de Re(w) en z0 sont les chemins tels que
Re(w) a (localement) la de´croissance la plus rapide parmi tous les chemins
de descente : il est en fait e´quivalent de demander que Im(w) soit constante
le long de ces chemins, c’est a` dire que la phase de ew soit stationaire.
Supposons w telle que w′(z0) = 0 et w
′′(z0) = |w′′(z0)|eiα0 6= 0. Notons
θ la direction d’une droite ∆ passant par z0, c’est-a`-dire θ = arg(z − z0)
ou` z ∈ ∆. Il existe exactement deux chemins de plus grande descente de
Re(w) en z0, dont les directions des tangentes en z0 sont θ+ =
pi
2
− α0
2
et
θ− = −pi2 − α02 : ces directions critiques sont oppose´es. Il peut s’ave´rer
difficile de de´terminer exactement les chemins de plus grande descente. On
peut s’affranchir de ce proble`me en conside´rant n’importe quelle direction θ
en z0 telle que cos(α0 + 2θ) < 0 : au voisinage de z0,
w(z) = w(z0) +
1
2
w′′(z0)(z − z0)2 +O((z − z0)3)
et sur un chemin L dont les deux directions en z0 ve´rifient la condition ci-
dessus, on a alors Re(1
2
w′′(z0)(z − z0)2) < 0 et Re(w) admet un maximum
local en z0 le long de L. Convenons de dire qu’un chemin L est admissible
en z0 si les deux directions θ en z0 ve´rifient cos(α0 + 2θ) < 0 et si Re(w(z0))
est le maximum global de Re(w) le long de L.
Lemme 3 (Me´thode du col) Soit g et w deux fonctions analytiques dans
un ouvert simplement connexe D du plan. Supposons qu’il existe z0 ∈ D tel
que w′(z0) = 0 et w
′′(z0) = |w′′(z0)|eiα0 6= 0. Si L est un chemin inclus dans
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D et admissible en z0, alors
∫
L
g(z)enw(z)dz ∼ g(z0)
√
2π
n|w′′(z0)| e
i(±pi
2
−
α0
2
)enw(z0) (n→ +∞) (4)
ou` le choix de ± de´pend de l’orientation de L. De plus, cette estimation
est encore valable si L est un chemin que l’on peut de´former en un chemin
admissible en z0.
Nous appliquons maintenant cette me´thode a` l’estimation asymptotique
de Sn(1). Conside´rons l’inte´grale complexe
Jn(u) =
n
2iπ
∫
L
Rn(nz)
(
π
sin(nπz)
)3
enuzdz
ou` u est un nombre complexe tel que Re(u) ≤ 0 et |Im(u)| ≤ 3π, L est
une droite verticale oriente´e de +i∞ a` −i∞ et contenue dans la bande
0 < Re(z) < 1, ce qui assure que l’inte´grale Jn(u) converge.
Lemme 4 Dans ces conditions, on a
i)
Jn(u) =
(−1)nn2
2iπ
n!a−6
×
∫
L
(
z +
1
2
)
Γ(nz)a+3Γ(n− nz + 1)3Γ(nz + 2n+ 1)3
Γ(nz + n + 1)a+3
enuzdz .
ii)
Sn(1) = Re (Jn(iπ)) .
De´monstration
i) Comme (α)n = Γ(α + n)/Γ(α) et (t− n)3n = (−1)n(1− t)3n, on a
Rn(t) = (−1)nn!a−6
(
t+
n
2
) (1− t)3n(t+ n + 1)3n
(t)an+1
= (−1)nn!a−6
(
t+
n
2
) Γ(n− t + 1)3Γ(t+ 2n+ 1)3Γ(t)a
Γ(1− t)3Γ(t+ n+ 1)3Γ(t + n+ 1)a .
7
De plus, la formule des comple´ments Γ(t)Γ(1 − t) = π/ sin(πt) (pour t 6∈ Z)
implique que
Rn(t)
( π
sin πt
)3
= (−1)nn!a−6
(
t +
n
2
) Γ(t)a+3Γ(n− t+ 1)3Γ(t+ 2n + 1)3
Γ(t+ n+ 1)a+3
.
On a donc∫
L′
Rn(t)
(
π
sin(πt)
)3
eutdt
= (−1)nn!a−6
∫
L′
(
t+
n
2
) Γ(t)a+3Γ(n− t + 1)3Γ(t+ 2n+ 1)3
Γ(t+ n + 1)a+3
eutdt
ou` L′ est une droite verticale quelconque contenue dans 0 < Re(t) < n. Le
changement de variable t = nz et le the´ore`me de Cauchy justifient que
Jn(u) =
(−1)nn2
2iπ
n!a−6
×
∫
L
(
z +
1
2
)
Γ(nz)a+3Γ(n− nz + 1)3Γ(nz + 2n+ 1)3
Γ(nz + n + 1)a+3
enuzdz .
ii) Soit c ∈]0, n[ et soit T ∈ 1
2
+ Z tel que T > n+ 1. Conside´rons le contour
rectangulaire RT oriente´ dans le sens direct, de sommets c± iT et T ± iT : la
fonction F (t, u) = Rn(t)(π/ sin(πt))
3eut est me´romorphe dans le demi-plan
Re(t) > 0 et ses poˆles sont les entiers k ≥ n+ 1. En appliquant le the´ore`me
des re´sidus, il de´coule que
1
2iπ
∫
RT
F (t, u)dt =
[T ]∑
k=n+1
Rest=k(F (t, u)) .
ou`
Rest=k(F (t, u)) =
π2 + u2
2
Rn(k)(−eu)k + uR′n(k)(−eu)k +
1
2
R′′n(−eu)k .
Sur les trois coˆte´s [c− iT, T − iT ], [T − iT, T + iT ] et [T + iT, c + iT ], on a
Rn(t) = O(T
−2).
Sur [T − iT, T + iT ], en posant t = T + iy, on a
sin(πt) = (−1)N cosh(πy)
8
et donc | sin(πt)| ≥ 1
2
epi|y|. Comme |eut| = eRe(u)T−Im(u)y, on en de´duit que
Rn(t)
(
π
sin(πt)
)3
eut = O
(
T−2eRe(u)T e−(Im(u)y+3pi|y|)
)
= O
(
T−2
)
puisque Re(u) ≤ 0 et |Im(u)| ≤ 3π.
De fac¸on similaire, sur les deux coˆte´s [c− iT, T − iT ] et [T + iT, c + iT ], en
posant t = x± iT avec x > 0, on a
2i sin(πt) = e∓piT eipix − e±piT e−ipix
et donc | sin(πt)| ≥ | sinh(πT )| ≫ epiT . Comme |eut| = eRe(u)x−Im(u)T , on en
de´duit que
Rn(t)
(
π
sin(πt)
)3
eut = O
(
T−2eRe(u)xe−(Im(u)T+3piT )
)
= O
(
T−2
)
.
Donc
Jn(u) =
1
2iπ
∫ c−i∞
c+i∞
F (t, u)dt = lim
T→+∞
1
2iπ
∫
RT
F (t, u)dt
=
+∞∑
k=n+1
Rest=k(F (t, u))
=
+∞∑
k=n+1
(
π2 + u2
2
Rn(k)(−eu)k + uR′n(k)(−eu)k +
1
2
R′′n(k)(−eu)k
)
.
En particulier,
Jn(iπ) =
+∞∑
k=n+1
(
iπR′n(k) +
1
2
R′′n(k)
)
et donc Sn(1) = Re(Jn(iπ)).
Nous utilisons maintenant la formule de Stirling sous la forme suivante
Γ(z) =
√
2π
z
(z
e
)z (
1 +O
(
1
|z|
))
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ou` |z| → ∞, |arg(z)| < π et ou` les fonctions √z et zz = ez log(z) sont de´finies
avec la de´termination principale du logarithme. Sur la droite L, les quantite´s
|nz|, |n−nz+1|, |nz+2n+1| et |nz+n+1| sont e´quivalentes a` des multiples
constants de n, d’ou`
Jn(iπ) = i(−1)n+1(2π) a2−1na2−4
∫
L
g(z)enw(z)
(
1 +O
(
1
n
))
dz (5)
avec
g(z) =
√
z + 1
a+3
√
z
a+3√
1− z 3√z + 2 3
et
w(z) = (a+ 3)z log(z)− (a + 3)(z + 1) log(z + 1)
+3(1− z) log(1− z) + 3(z + 2) log(z + 2) + iπz ,
les diffe´rentes fonctions racines et logarithmes de g et w e´tant de nouveau
de´finies a` l’aide de la de´termination principale du logarithme. L’expression
(5) de Jn(iπ) se preˆte maintenant a` une estimation par la me´thode du col.
Dore´navant, nous supposons a = 20. Alors
w′(z) = 23 log(z)− 23 log(z + 1) + 3 log(z + 2)− 3 log(1− z) + iπ
et l’e´quation w′(z) = 0 posse`de une seule solution z0 ve´rifiant 0 < Re(z0) < 1
:
z0 = x0 + i y0 ≈ 0, 9922341203− i 0, 01200539829 .
On a
w(z0) ≈ −22, 02001640 + i 3, 104408624
et
w′′(z0) ≈ 216, 7641546e−i0.9471277165 .
On constate que θ = π/2 et θ = −π/2 ve´rifient cos(α0 + 2θ) < 0. Montrons
que la droite L : Re(z) = x0 est admissible, c’est a` dire que Re(w) admet un
maximum global en z0 le long de L. Posons f(y) =
∂Re(w)
∂y
(x0 + iy) ; donc
f(y) = −Im(w′)(x0 + iy)
= −23 arg(x0 + iy) + 23 arg(x0 + 1 + iy)
−3 arg(x0 + 2 + iy) + 3 arg(1− x0 − iy)− π .
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On a
lim
y→−∞
f(y) = 2π et lim
y→+∞
f(y) = −4π .
Par ailleurs, arg(z) = arctan
(
Im(z)
Re(z)
)
pour Re(z) > 0, d’ou`
df
dy
= − 23x0
x20 + y
2
+
23(x0 + 1)
(x0 + 1)2 + y2
− 3(x0 + 2)
(x0 + 2)2 + y2
− 3(1− x0)
(1− x0)2 + y2
=
N(y2)
(x20 + y
2)((x0 + 1)2 + y2)((x0 + 2)2 + y2)((1− x0)2 + y2) ,
ou` l’on a note´
N(t) = 14t3 + 2(7x20 + 7x0 + 44)t
2 + 2(−7x40 − 14x30 − 124x20 − 117x0 + 37)t
+2(−7x50 − 21x40 + 16x30 + 67x20 − 9)x0 .
On ve´rifie que N(t) a une seule racine dans [ 0,+∞ [. Donc f(y) ne s’annule
que pour y = y0. La fonction y → Re(w(x0 + iy)) est donc strictement
croissante sur ] − ∞, y0 ], puis strictement de´croissante sur [ y0,+∞[. En
conse´quence, la droite L : Re(z) = x0 est admissible en z0 pour Re(w).
Lemme 5 On a :
Jn(iπ) ∼ c0(−1)n+1n11/2enw(z0) (n→ +∞)
ou` c0 = g(z0)(2π)
19
√
2π/|w′′(z0)|e−iα0/2 6= 0. De plus, il existe une suite
d’entiers ϕ(n) telle que
lim sup
n→+∞
|Sϕ(n)(1)|1/ϕ(n) = eRe(w(z0))
De´monstration
L’estimation de Jn(iπ) re´sulte de l’estimation ge´ne´rale (4), applique´e a` (5) et
a` la droite admissible L : Re(z) = x0. Pour montrer la dernie`re affirmation,
notons c0 = r e
iβ et v0 = Im(w(z0)), de sorte que
Sn(1)=Re(Jn(iπ))
= r(−1)n+1n11/2enRe(w(z0))(Re(un) cos(nv0 + β)− Im(un) sin(nv0 + β))
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ou` un est une suite de nombres complexes qui converge vers 1. Remarquons
que v0 ≈ 3, 104 n’est pas un multiple entier de π et donc il existe une suite
d’entiers ϕ(n) telle que cos(ϕ(n)v0 + β) converge vers une limite l 6= 0. On
en de´duit que
lim
n→+∞
(Re(uϕ(n)) cos(ϕ(n)v0 + β)− Im(uϕ(n)) sin(ϕ(n)v0 + β)) = l 6= 0
et donc
lim
n→+∞
|Sϕ(n)(1)|1/ϕ(n) = eRe(w(z0)) .
De´monstration du The´ore`me 1
Posons p0,n = 2d
22
n P0,n(1) et pl,n = 2l(2l−1)d22n P2l−1,n(1) pour l ∈ {2, . . . , 10}
: le Lemme 2 implique que ce sont des entiers. De´finissons e´galement ℓn =
2d22n Sn(1) : le Lemme 1 montre que
ℓn = p0,n +
10∑
l=2
pl,nζ(2l + 1) .
Enfin, d’apre`s le The´ore`me des nombres premiers, dn = e
n+o(n). Le Lemme
5 montre que
lim
n→+∞
|ℓϕ(n)|1/ϕ(n) ≈ e−0,02 ∈ ] 0, 1 [ ,
ce qui prouve le The´ore`me 1.
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