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ABSTRACT. This is a survey of some recent results on the phenomenon of the “in-
visible spectrum” for Banach algebras. Function algebras, formal power series and
operator algebras are considered. This includes a quantitative treatment of the famous
Wiener-Pitt-Sreider phenomenon for convolution measure algebras on locally com-
pact abelian (LCA) groups. Efﬁcient sharp estimates for resolvents and solutions of
higherBezout equationsin terms of their spectralboundsare considered. Thesmallest
spectral “efﬁciency hull” of a given closed set is introduced and studied. Using the
spectral hulls we deﬁne uniformly bounded functional calculi for elements of the al-
gebras in question. This program is realized for the measure algebras of LCA groups
and for the measure algebras of a large class of topological abelian semigroups; for
their subalgebras—the (semi)group algebra of LCA (semi)groups, the algebra of al-
most periodic functions, the algebra of absolutely convergent Dirichlet series, as well
as for the weighted Beurling-Sobolev algebras, for
H
1 quotient algebras, and for
some ﬁnite dimensional algebras.236 N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations
Part I. Quantitative version of the Gelfand theory
1. Introduction: Efﬁcient Inversion
1.1. Basic motivations
There are three classical problems of harmonic analysis and function theory related to a
phenomenon we call invisible spectrum. Formal deﬁnitions are contained in Subsection 1.2
below.
The ﬁrst problem comes from convolution equations and is related to what is usually
called “the Wiener-Pitt phenomenon”. Namely, let
G be a locally compact abelian group
(LCA group) written additively, and
M
(
G
) the convolution algebra of all complex measures
on
G. The fundamental problem is to ﬁnd an invertibility criterion for measures
￿
2
M
(
G
),
that is, a criterion for the existence of
￿
2
M
(
G
) such that
￿
￿
￿
=
Æ
0,
Æ
0 being the unit of
M
(
G
) (the Dirac
Æ-measure at
0). An obvious obstruction for invertibility is the vanishing
of the Fourier transform
^
￿
(
￿
)
=
0at a point
￿ of the dual group
^
G, since the equality
^
￿
^
￿
￿
1
is equivalent to the initial convolution equation. Generally, the boundedness away from zero
(1.1)
Æ
=
i
n
f
￿
2
b
G
j
b
￿
(
￿
)
j
>
0
is necessary for
￿ to be invertible. N. Wiener and R. Pitt (1938), and Yu. Sreider (1950, a
corrected version of Wiener and Pitt’s result) discovered that, in general, this is not sufﬁcient.
Namely, there exists a measure
￿ on the line
R whose Fourier transform
(1.2)
^
￿
(
y
)
=
Z
R
e
￿
i
x
y
d
￿
(
x
)
;
y
2
R
is bounded away from zero but there exists no measure
￿
2
M
(
R
) such that
^
￿
(
y
)
=
1
=
^
￿
(
y
)
for
y
2
R. This result still holds true for an arbitrary LCA group
G which is not discrete,
see [Ru1], [GRS], [HR] for references and historical remarks. Using the Banach algebra lan-
guage, one can say that the dual group
^
G, being the “visible part” of the maximal ideal space
M
=
M
(
A
) of the algebra
A
=
M
(
T
), is far from being a dense subset of
M. Nonetheless,
later on we will see that some quantitative precisions of (1.1), namely a closeness of the norm
k
￿
k and
Æ of (1.1), lead to the desired invertibility, and even to a norm control of the inverse.
On the contrary, for a discrete group
G, the classical Wiener theorem on absolutely con-
vergent Fourier series tells that condition (1.1) implies the invertibility of
￿, and, moreover,
M
=
e
G. However, in this setting too, the problem of the norm control for inverses
￿
￿
1 is still
meaningful and interesting, in spite of the Wiener theorem, since the latter does not yield any
estimate. In fact, from the quantitative point of view, there is no big difference between these
qualitatively polar cases (we mean the cases of nondiscrete and discrete groups). It turns out
that, in both cases, one can control the norms
k
￿
￿
1
k for
Æ
>
0 close enough to the norm
k
￿
k,
but this is not the case for small
Æ
>
0.
The second problem we are interested in is to distinguish, among all unital Banach al-
gebras
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spectrum. More precisely, we want to know for which algebras
A there exists a function
’
such that
(1.3)
￿
￿
(
￿
e
￿
f
)
￿
1
￿
￿
6
’
(
d
i
s
t
(
￿
;
￿
(
f
)
)
)
for all
￿
2
C
n
￿
(
f
) and all
f
2
A,
k
f
k
6
1. Here
e stands for the unit of
A, and
￿
(
f
)
for the spectrum of
f in the algebra
A. We treat this problem in a more general context of
norm-controlled functional calculi, that is, as a partial case of the norm estimates problem for
functions operating on a Banach algebra. See Chapter 2 for more details.
The third problem is a multi-element version of the previous two. Postponing precise
deﬁnitions and discussions to Subsection 1.2, we mention here the classical corona problem
for the algebra
H
1
(
￿
) of all bounded holomorphic functions on
￿, an open subset of
C
n or
of a complex manifold. Recall that the problem is to solve the Bezout equations
(1.4)
n
X
k
=
1
g
k
f
k
=
1
in the algebra
H
1
(
￿
), where the data
f
k
2
H
1
(
￿
) satisfy an analogue of condition (1.1),
(1.5)
Æ
2
=
i
n
f
z
2
￿
n
X
k
=
1
j
f
k
(
z
)
j
2
>
0
;
and to estimate solutions
g
k
2
H
1
(
￿
). The Banach algebra meaning of the corona problem
is well known; namely, the existence of
H
1
(
￿
) solutions for any data satisfying (1.5) is
equivalent to the density of
￿, the “visible part” of the spectrum
M
=
M
(
H
1
(
￿
)
),i n
M.
In what follows, we consider a norm reﬁnement of this problem for several algebras different
from
H
1
(
￿
).
1.2. (In)Visibility levels. Main problems
Let
A be a commutative unital Banach algebra and
X be a subset of the maximal ideal
space of
A (the spectrum of
A),
M
=
M
(
A
),
X
￿
M
(
A
). We write
f
7
￿
!
^
f
(
m
) for
m
2
M,
or simply
f
7
￿
!
f
(
m
), for the Gelfand transform of an element
f
2
A, and hence, staying on
X, we can embed
A into
C
(
X
),
f
7
￿
!
f
(
x
)
=
Æ
x
(
f
) for
x
2
X, where
Æ
x
2
M stands for
the point evaluation
Æ
x
(
f
)
=
f
(
x
),
f
2
A. In what follows, we regard
c
l
o
s
X as the visible
part of
M.
Recall that the spectrum
￿
(
f
) of an element
f
2
A coincides with the range
f
(
M
) of the
Gelfand transform. The following deﬁnition formalizes different levels of “visibility” of the
spectrum.
DEFINITION 1.2.1. The spectrum of
A is called
n-visible (or,
n-visible from
X),
n
=
1
;
2
;
:
:
:,i f
f
(
M
)
=
c
l
o
s
(
f
(
X
)
) for all
n-tuples
f
=
(
f
1
;
:
:
:
;
f
n
)
2
A
n
=
A
￿
:
:
:
￿
A; and
it is called completely visible if
M
=
c
l
o
s
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It is clear that
(
n
+
1
) -visibility implies
n-visibilty for any
n
>
1, and the complete
visibility is equivalent to
n-visibility for all
n
>
1. Moreover, the Gelfand theory of maximal
ideals makes evident the following lemma.
LEMMA 1.2.2. For a commutative unital Banach algebra
A, the following properties are
equivalent.
(i) The spectrum of
A is
n-visible.
(ii) For every
f
=
(
f
1
;
:
:
:
;
f
n
)
2
A
n satisfying
(1.6)
Æ
2
=
:
i
n
f
x
2
X
n
X
k
=
1
j
f
k
(
x
)
j
2
>
0
;
there exists an
n-tuple
g
2
A
n solving the Bezout equation
(1.7)
n
X
k
=
1
g
k
f
k
=
e
:
In this language, the Wiener-Pitt phenomenon is exactly the
1-invisibility of the spectrum
for the measure algebra
M
(
G
), if we stay on the dual group
X
=
^
G. Rigorously speaking,
we mean the algebra of Fourier transforms
F
M
(
G
)
=
f
^
￿
:
￿
2
M
(
G
)
g endowed with the
norm
k
^
￿
k
=
k
￿
k and embedded into
C
(
^
G
). In what follows, we systematically identify these
algebras.
The next deﬁnition speciﬁes the previous one in the case of norm controlled invertibility
instead of simple invertibility.
DEFINITION 1.2.3. Let
A and
X be as above, and let
0
<
Æ
6
1. The spectrum of
A
is called
(
Æ
￿
n
)-visible (from
X) if there exists a constant
c
n such that any Bezout equation
(1.7) with data
f
=
(
f
1
;
:
:
:
;
f
n
)
2
A
n satisfying (1.6) and the normalizing condition
(1.8)
k
f
k
2
=
:
n
X
k
=
1
k
f
k
k
2
6
1
has a solution
g
2
A
n with
k
g
k
6
c
n. The spectrum is called completely
Æ-visible if it
is (
Æ
￿
n)-visible for all
n
>
1 and the constants
c
n can be chosen in such a way that
s
u
p
n
>
1
c
n
<
1.
Clearly, there exist the best possible constants, in the following sense. Setting
(1.9)
c
n
(
Æ
)
=
:
c
n
(
Æ
;
A
)
=
c
n
(
Æ
;
A
;
X
)
=
s
u
p
f
f
i
n
f
(
k
g
k
:
n
X
k
=
1
g
k
f
k
=
e
;
g
2
A
n
)
g
;
where the supremum is taken over all
f
2
A
n satisfying (1.8) and (1.6), we get the smallest
number for which
c
n
=
c
n
(
Æ
)
+
￿ meets the requirements of Deﬁnition 1.2.3 for every
￿
>
0.
In particular,
(1.10)
c
1
(
Æ
)
=
s
u
p
f
￿
￿
f
￿
1
￿
￿
:
f
2
A
;
Æ
6
j
f
(
x
)
j
6
k
f
k
6
1
;
x
2
X
g
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and, in this case, we can take
c
1
=
c
1
(
Æ
) in Deﬁnition 1.2.3; here and in what follows we
formally set
k
f
￿
1
k
=
1 for noninvertible elements of
A.
We deﬁne the
n-th critical constant
Æ
n
(
A
;
X
) by the relation
Æ
n
(
A
;
X
)
=
i
n
f
f
Æ
:
c
n
(
Æ
;
A
;
X
)
<
1
g
1.2.4. Main problems. Our main objective is to estimate from above and from below,
and (if possible) to compute the critical constants
Æ
n
(
A
;
X
) and the majorants
c
n
(
Æ
;
A
;
X
) for
basic Banach algebras
A and, thus, to study norm controlled visibility properties for these
algebras.
For
n
=
1 we deal with more general objects. Namely, we are interested in describing
functionsboundedlyactingonagivenalgebra. Supposingthata“visiblepart”of thespectrum
is ﬁxed,
X
￿
M
(
A
), we can say that a function (say,
’) deﬁned on
￿
￿
C acts on an algebra
A if for every
a
2
A with
^
a
(
X
)
￿
￿ there exists
b
2
A such that
’
Æ
^
a
=
^
b on
X. A “bounded
action” is deﬁned in the same way but adding an estimate of the form
k
b
k
6
k
k
’
k
￿, where
k
=
k
(
￿
;
A
;
X
), and
k
￿
k
￿ is an appropriate norm majorazing
k
’
k
￿
=
s
u
p
￿
j
’
j. We mention,
however, that such a deﬁnition is too broad to be useful: the spectral inclusion
^
a
(
X
)
￿
￿
alone, without any norm restrictions, cannot imply the boundedness of compositions.W e
formalize this statement as follows.
LEMMA 1.2.5. Assume that
j
^
a
(
x
)
j
>
Æ
(
x
2
X
) always implies
k
a
￿
1
k
6
C, for some
positive
Æ and C. Then
A is a uniform algebra whose norm is equivalent to the
s
u
p norm on
X:
k
^
a
k
X
6
k
a
k
6
(
2
C
+
Æ
)
k
^
a
k
X for all
a
2
A.
The lemma shows that certain norm requirements are necessary. The classical results
on functions operating on Fourier transforms show many speciﬁc examples of this kind, see
[HKKR], [Ru1] and further references therein.
In paper [N4], addingthe normalizingcondition
k
a
k
6
1 tothe spectralinclusion
^
a
(
X
)
￿
￿ we look for a “minimal spectral hull”
h
(
￿
)
=
h
(
￿
;
A
;
X
) such that functions holomorphic
on
h
(
￿
) boundedly act on a given algebra. Our approach to this problem is explained in
Section 2.
1.3. Outline of the theory
The main goal of the theory presented below is to estimate, from above and from below,
and (if possible) to compute, the critical constants
Æ
n
(
A
;
X
) and the majorants
c
n
(
Æ
;
A
;
X
)
for some commutative Banach algebras frequently used in harmonic analysis and for the cor-
responding (customary) visible parts
X of their spectra. The basic algebras are the following
ones:
(i) the measure algebra
M
(
G
) on an inﬁnite LCA group
G with
X
=
^
G, and in partic-
ular, the Wiener algebra
W
=
F
l
1
(
Z
) of absolutely convergent Fourier series with
X
=
T
(Section 5);240 N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations
(ii) the analytic Wiener algebra
W
+
=
F
l
1
(
Z
+
) with
X
=
D
=
f
z
2
C
:
j
z
j
6
1
g
(Section 5);
(iii) the weighted Beurling-Sobolev algebras of positive spectral radius, both analytic
F
l
p
(
Z
+
;
w
) (with
X
=
D ), and “symmetric”
F
l
p
(
Z
;
w
) (with
X
=
T), for some class of
regularly growing weights
w
(
n
) tending to
1 as
j
n
j
￿
!
1(Section 7).
In Section 2, following [N4], we introduce two general methods: a method for upper
estimates of the visibility constants
c
n
(
Æ
;
A
;
X
), and a method for their lower estimates. The
method for lower estimates for
c
n
(
Æ
;
A
;
X
) described in Subsection 2.3 refers to elements of
A with “almost independent” powers. In Section 5 we specify this method for the algebras
M
(
G
),
M
(
S
) using the Sreider measures, which are deﬁned as measures with real Fourier
transforms and the spectrum ﬁlling in a disc. In particular, a short proof is given, following
[N4], to the fact that
Æ
1
(
W
+
;
D
)
=
1
=
2 and
c
1
(
Æ
)
=
(
2
Æ
￿
1
)
￿
1 for
1
=
2
<
Æ
6
1 and
c
1
(
Æ
)
=
1 for
Æ
6
1
=
2. A different, longer but more elementary proof of this fact is contained
in [ENZ]. Independently, another elementary proof of the equality
Æ
1
(
W
+
;
D
)
=
1
=
2 was
recently presented by H.S. Shapiro at the 6th St. Petersburg Summer Analysis Conference,
see [Sh2].
In the same Section 5, we show that
c
1
(
Æ
;
F
M
(
G
)
;
^
G
)
=
1 for
0
<
Æ
6
1
=
2, and
thus
Æ
1
(
F
M
(
G
)
;
^
G
)
>
1
=
2, for every inﬁnite LCA group
G. Moreover,
(
2
Æ
￿
1
)
￿
1
6
c
1
(
Æ
;
F
M
(
G
)
;
^
G
)
6
c
n
(
Æ
;
F
M
(
G
)
;
^
G
) for
1
=
2
<
Æ
6
1, and
c
n
(
Æ
;
F
M
(
G
)
;
^
G
)
6
(
2
Æ
2
￿
1
)
￿
1 for
1
=
p
2
<
Æ
6
1. Again, these results are contained both in [N4] and [ENZ] but the
proofs are different.
Itshouldbe notedthatsomeof theseresultswere mentionedeveninShapiro’spaper[Sh1]
(Remarks 2 and 3, and a footnote on page 235 of [Sh1]), where they were attributed to
Y. Katznelson (for
c
1
(
Æ
;
W
;
T
)
=
1 for
Æ
<
1
=
2), to Y. Katznelson and D. J. Newman
(for
c
1
(
Æ
;
W
;
T
)
<
1 for
Æ
>
1
=
p
2), and to Bell (for
c
1
(
Æ
;
W
+
;
D
)
<
1 for
Æ
>
1
=
2), but at
present we cannot specify references.
Section 6 contains some results on the efﬁcient inversion on some ﬁnite groups and semi-
groups (again, following [N4]).
In Section 4, we deal with a more general framework, namely with the norm-controlled
functional calculi and the so-called spectral efﬁciency hulls
h
(
￿
;
A
;
X
) introduced (following
[N4]) in the same section. The links of efﬁciency hulls with the norm-controlled calculi are
established and a description of these hulls for the measure algebra
M
(
S
) on a semigroup
S
is given using the horodisc expansions.
The results and the methods employed for weighted convolution algebras are completely
different. In Section 3, following [ENZ], a general method is developed that allows us to
control the inverses in terms of
Æ
=
i
n
f
M
(
A
)
j
^
x
j for rotation invariant topological Banach al-
gebras A. More precisely, our goal in Section 3 is to give a method for proving the equality
Æ
1
(
A
;
M
)
=
0. This method relies on two ideas. First, to estimate
k
x
￿
1
k
A, we use the mul-
tipliers
m
u
l
t
(
D
A
) of the space
D
A of derivatives of our algebra A, where
D
=
z
d
d
z. TheN. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations 241
second idea is to deduce estimates from the compactness of the embedding
A
￿
m
u
l
t
(
D
A
).
In applications, the main point is precisely in the proof of this compactness and in estimat-
ing the rate of decay of relevant best polynomial approximations in the
m
u
l
t
(
D
A
) norm.
Following [ENZ], we realize this approach in Section 7 for the Beurling-Sobolev algebras
A
=
l
p
(
w
) of positive spectral radius,
r
(
A
)
=
l
i
m
n
w
(
n
)
1
=
n
>
0, both on
Z and
Z
+.
Historical remarks. As is already mentioned, the prehistory of the ideas presented in
this paper was started with the classical theorems of Wiener-L´ evy and Wiener-Pitt-Sreider
quoted above.
The second waveof results, sharpening theGelfand and Riesz-Dunford functionalcalculi,
was devoted to functions operating on Fourier transforms, and was mostly due to H. Helson,
J.-P. Kahane, Y. Katznelson, and W. Rudin. The main problem considered and resolved was
to describe functions
’ deﬁned on an interval
￿
=
[
a
;
b
]
￿
R and such that
’
(
F
f
)
2
F
A
for every
f
2
A with
F
f
(
^
G
)
￿
￿, where
A
=
M
(
G
) or
A
=
L
1
(
G
). See [HKKR],
[Ru1], [GMG], [K1], [HR] for exhaustive presentations and further references. Nonanalytic
functions operating on certain weighted algebras of Fourier transforms
F
l
1
(
Z
;
w
) occurred
in the papers of J.-P. Kahane, [K2], and N. Leblanc [L]. However, no quantitative aspects
similar to those of Sections 1–2 were explicitly presented.
The third wave of results related to norm-controlled calculi can be linked with construc-
tive proofs of the Wiener-L´ evy theorem on inverses. We mention the proofs by A. Calderon,
presented in [Z], by P. Cohen [C], and by D. Newman [New]. The Calderon approach was
developed by E. Dyn’kin [D].
The problem of norm-controlled inversion (for the Wiener algebra
A
=
l
1
(
Z
)) was ﬁrst
mentioned by J. Stafney in [St], where the existence of
a
;
b
;
K
>
0 was proved such that
s
u
p
f
k
f
￿
1
k
A
:
k
f
k
6
K
;
^
f
(
T
)
￿
[
a
;
b
]
g
=
1. This implies that
c
1
(
Æ
;
A
;
T
)
=
1 for some
Æ
>
0. The proof, based on Y. Katznelson’s results, does not permit to specify the value of
Æ.
Independently, and in a more constructive way, the result was obtained by H. Shapiro [Sh1]
(in response to a question by a physicist G. Ehrling), but also without any concrete value of
Æ.
Several remarks were made in Shapiro’s note attributing to various authors certain estimates
for quantities we call the critical constants
Æ
1
(
l
1
(
Z
+
)
;
D
) and
Æ
1
(
l
1
(
Z
)
;
T
); no precise refer-
ences were given. In fact, the paper [N4] was inspired by Shapiro’s construction. In the paper
of J.-E. Bj¨ ork [B], a problem related to uniform functionalcalculi was considered. In our lan-
guage, it is equivalent to an estimate for
Æ
0
1
(
A
;
M
(
A
)
), a microlocal version of
Æ
1
(
A
;
M
(
A
)
)
studied in Section 4 below. In [B], a criterion was given in terms of another quantity which
can be regarded as a “uniform spectral radius” of the algebra. O. El-Fallah [E] recently gave
an application of Bk¨ ork’s result to the algebras
l
p
(
w
) with slowly growing
w.
In the paper of S. Vinogradov and A. Petrov [VP], a description was given of Banach
spaces
A of functions on
T satisfying the following property:
f
2
A and
j
f
j
>
Æ on
T imply
1
=
f
2
A.242 N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations
We ﬁnish these remarks mentioning that the case of higher Bezout equations (the “corona
problems”) related to the constants
c
n
(
Æ
;
A
;
X
) and
Æ
n
(
A
;
X
) for
n
>
1 is considered in this
paper very brieﬂy. For their history see [Gar], [N1], as well as [To1] and [To2].
2. How and Why One Can(not) Control the Inverses
Let
A be a commutative Banach algebra with unit
e, and let
X be a Hausdorff topological
space such that
A is continuously embedded into
C
(
X
), so that
X
￿
M
(
A
). We also use
other notation introduced in Section 1. The set of invertible elements of
A is denoted by
G
(
A
). We start with simple observations on the critical constant
Æ
1.
2.1. First observations
We say that
A is an algebra of distance controlledresolvent growth if there exists a mono-
tone decreasing function
’
:
R
￿
+
￿
!
R
￿
+
=
(
0
;
1
) such that
(2.1)
￿
￿
(
￿
e
￿
f
)
￿
1
￿
￿
6
’
(
d
i
s
t
(
￿
;
￿
(
f
)
)
;
￿
2
C
n
￿
(
f
)
for all
f
2
A
;
k
f
k
6
1. It is easy to see that this estimate implies
k
(
￿
e
￿
f
)
￿
1
k
6
1
k
f
k
’
(
1
k
f
k
d
i
s
t
(
￿
;
￿
(
f
)
)
) for all
f
2
A and
￿
2
C
n
￿
(
f
). It is shown in [N4] that a com-
mutative Banach algebra
A obeys the distance controlled resolvent growth if and only if
Æ
1
(
A
;
M
(
A
)
)
=
0 (the critical constant introduced in Section 1). In fact,
c
1
(
Æ
;
A
;
M
)
6
’
(
Æ
)
6
c
1
(
Æ
(
2
+
Æ
)
￿
1
;
A
;
M
). Similar equivalences hold for the constant
Æ
1
(
A
;
X
) related
to a subset
X
￿
M
(
A
), and for (
Æ
￿
n)-visibility and the “
n-resolvent”
(
￿
e
n
￿
f
)
￿
1, where
￿
e
n
=
(
￿
1
e
;
:
:
:
;
￿
n
e
)
2
A
n,
￿
k
2
C .
For many examples of function Banach algebras with various behaviour of constants
Æ
n
and
c
n
(
Æ
), including the classical ones (like
A
=
H
1
(
￿
)), we refer to [N4], [ENZ].
2.2. Splitting
X-symmetric algebras for upper estimates
As before, we consider a commutative unital Banach algebra
A continuously embedded
into the space
C
(
X
), where
X
￿
M
(
A
). Now, we need the following deﬁnition, see [N4].
DEFINITION 2.2.1. We say that an algebra
A splits at the unit if there exists a subspace
A
0
￿
A such that
A
=
e
￿
C
+
A
0 (a direct sum) and for
f
=
￿
e
+
f
0,
f
0
2
A
0 we have
k
f
k
=
j
￿
j
+
k
f
0
k.
An algebra
A is said to be
X-symmetric if for every
f
2
A there exists an element
g
2
A
such that
k
g
k
6
k
f
k and
g
(
x
)
=
f
(
x
) for all
x
2
X.
Obviously, the splitting property is satisﬁed by the algebras
A obtained by the standard
adjoining of unity to a Banach algebra
A
0 without unit. For instance, this is the case for the
group algebra
A
0
=
L
1
(
G
) of a nondiscrete LCA group
G. Also, it should be mentioned
that the classical symmetry property of Banach algebras corresponds, in our language, to the
M
(
A
)-symmetry. For
X
6
=
M
(
A
),
X-symmetry may happen to be a considerably weaker
property. For instance, the algebra
A
=
F
M
(
G
) is obviously
^
G
￿symmetric: for
f
=
^
￿
2
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take
g
=
^
￿
￿, where
￿
￿
(
￿
)
=
￿
(
￿
￿
)
;
￿
￿
G. But it is not
M-symmetric for a nondiscrete
LCA group
G. This latter property is essentially equivalent to the Wiener-Pitt phenomenon.
For
X-symmetric algebras, the (
Æ
￿
n)-visibility properties are related to each other as
follows.
LEMMA 2.2.2. [N4] For an
X-symmetric algebra
A, the (
Æ
￿
1)-visibilityof the spectrum
implies the
(
p
Æ
￿
n
)-visibility for all
n
>
1, and even the complete
p
Æ
￿visibility with
s
u
p
n
>
1
c
n
(
p
Æ
;
A
;
X
)
6
c
1
(
Æ
;
A
;
X
).
Another feature of
X-symmetric algebras is that one can always control the inverses of
elements whose lower bound
Æ
=
i
n
f
X
j
f
j is sufﬁciently close to the norm
k
f
k. To show this
we use the following obvious observation.
LEMMA 2.2.3. Let
A be an algebra splitting at the unit, and let
f
=
￿
e
+
f
0,
1
=
2
<
Æ
6
j
￿
j
6
k
f
k
6
1. Then
f is invertible in
A, and
k
f
￿
1
k
6
(
2
Æ
￿
1
)
￿
1.
2.2.4.
X-domination for the unit evaluation functional. Let
’
e be the following func-
tional evaluating the coefﬁcient of the unit in the standard expansion of an element of a
splitting algebra:
(2.2)
’
e
(
￿
e
+
f
0
)
=
￿
for
￿
e
+
f
0
2
A
=
C
￿
e
+
A
0. Note that
’
e is a norm 1 linear functional on
A, not necessarily
multiplicative. The following deﬁnition will be useful.
DEFINITION 2.2.5. Let
A
=
e
￿
C
+
A
0 be a direct sum decompositionof a Banach algebra
A, and let
X
￿
M
(
A
). We say that the unit evaluation functional (2.2) is
X-dominated if
j
’
e
(
f
)
j
6
k
f
k
X for every
f
2
A, where
k
f
k
X
=
s
u
p
X
j
f
j.
Standard Hahn-Banach arguments show the following lemma, where, as above,
Æ
x means
the evaluation functional at a point
x
2
X:
Æ
x
(
f
)
=
f
(
x
) for
f
2
A.
LEMMA 2.2.6. The following assertions are equivalent.
(i) The functional
’
e of (2.2) is
X-dominated.
(ii)
’
e
2
c
o
n
v
(
Æ
x
:
x
2
X
), where
c
o
n
v
(
￿
) stands for the weak-
￿ closed convex hull of
(
￿
).
THEOREM 2.2.7. Let
A be a commutative unital Banach algebra and
X
￿
M
(
A
) such
that (i)
A is
X-symmetric; (ii)
A splits at the unit; and (iii)
’
e is
X-dominated.
Then, the spectrumof
A is
(
Æ
￿
n
)-visible for all
n
>
1 and all
Æ satisfying
1
=
p
2
<
Æ
6
1,
and even completely
Æ-visible with
c
n
(
Æ
;
A
;
X
)
6
(
2
Æ
2
￿
1
)
￿
1.
Proof. Let
f
=
(
f
1
;
:
:
:
;
f
n
)
2
A
n be such that
Æ
6
j
f
(
x
)
j
6
k
f
k
6
1 for all
x
2
X, and
let
g
k be elements of
A corresponding to the
f
k as in the deﬁnition of
X-symmetric algebras.
Then
h
2
A, where
h
=
P
n
k
=
1
f
k
g
k, and
1
=
2
<
Æ
2
6
h
(
x
)
6
k
h
k
6
1 for all
x
2
X.
Using condition (iii), Lemma 2.2.6, and an obvious fact that the interval
[
Æ
2
;
1
] is a convex244 N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations
set, we obtain
Æ
2
6
’
e
(
h
)
6
1. Condition (ii) and Lemma 2.2.3 imply that
h is invertible and
k
h
￿
1
k
6
(
2
Æ
2
￿
1
)
￿
1. Hence,
g
=
(
g
1
h
￿
1
;
:
:
:
;
g
n
h
￿
1
)
2
A
n,
P
n
k
=
1
f
k
(
g
k
h
￿
1
)
=
e, and
k
g
k
=
(
n
X
k
=
1
k
g
k
h
￿
1
k
2
)
1
=
2
6
k
h
￿
1
k
￿
k
f
k
6
(
2
Æ
2
￿
1
)
￿
1
;
as desired.
2.3. A method for lower estimates
The method to get a lower estimate for
c
1
(
Æ
;
A
;
X
) stated in theorem 2.3.1 below is in-
spired by Shapiro’s example [Sh1] mentioned above. Essentially, it reduces to the existence
of elements
a
2
A whose normalized powers
a
k
=
k
a
k
k,
0
6
k
6
p, for a given
p are
￿-
equivalent to the standard basis of an
l
1
￿space, whereas asymptotically they tend to zero
faster than a given exponential. We use this method in Section 5; see also [ENZ].
THEOREM 2.3.1. [N4] Let
A be a unital commutative Banach algebra,
X
￿
M
(
A
), and
given
￿
>
0 let
A
￿ be the set of all elements
a
2
A such that
k
a
k
C
(
X
)
<
￿ and
k
a
k
=
1.
Suppose that
(2.3)
s
u
p
a
2
A
￿
￿
￿
￿
￿
￿
p
X
k
=
0
b
k
a
k
￿
￿
￿
￿
￿
>
p
X
k
=
0
b
k
for all
p
>
0,
￿
>
0, and
b
k
>
0. Then
c
1
(
Æ
;
A
;
X
)
>
(
2
Æ
￿
1
)
￿
1 for all
Æ,
1
=
2
<
Æ
<
1.I n
particular,
Æ
1
(
A
;
X
)
>
1
=
2.
The proof consists of setting
f
t
=
(
1
+
t
)
￿
1
(
e
￿
t
a
) for
t
>
0 such that
(
1
+
t
)
￿
1
>
Æand
1
=
2
<
Æ
<
1, then estimating
k
f
￿
1
t
k from below and maximizing in
t. See [N4], theorem
1.5.1, for details.
3. Estimates of Inverses for Rotation Invariant Algebras
In this Section we describe, following [ENZ], a general method permitting to control
the inverses in terms of
Æ
=
i
n
f
M
(
A
)
j
^
x
j for rotation invariant topological Banach algebras
A on the circle
T. In other words, our goal is to give a method for proving the equality
Æ
1
(
A
;
M
)
=
0 . As mentioned above, the latter property is equivalent to a distance controlled
estimate for resolvents,
k
(
￿
e
￿
x
)
￿
1
k
6
’
(
d
i
s
t
(
￿
;
￿
(
x
)
).
In short, the main idea how to estimate
k
x
￿
1
k,
x
2
A, is to “reduce the smoothness” of
x
￿
1 by applying a ﬁrst order differential operator
D, and then to use the formula
D
x
￿
1
=
￿
x
￿
2
D
x. To estimate the norm of the product
x
￿
2
D
x we use the range norm
k
￿
k
D
A on
D
A
and the multiplier norm related to
D
A; namely
k
D
x
￿
1
k
D
A
6
k
D
x
k
D
A
k
x
￿
2
k
m
u
l
t
(
D
A
).
The secondideais torelyonthe compactnessofthe embedding
A
￿
m
u
l
t
(
D
A
)to ensure
a uniform estimate for
k
x
￿
2
k
m
u
l
t
(
D
A
). We obtain an estimate for
c
1
(
Æ
;
A
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of a compact subset of
m
u
l
t
(
D
A
) in terms of the decreasing rate of the best polynomial
approximations, see Subsection 3.2 below.
In Section 7 we apply this method to Beurling-Sobolev algebras
A
=
l
p
(
Z
;
w
)
;
l
p
(
Z
+
;
w
)
:
3.1. How to use multipliers
Having in mind applications to the case
A
=
l
p
(
w
) (Section 7), from now on we dis-
tinguish between the Banach algebras and the algebras that become a Banach algebra after
equivalent norming. More precisely, a unital Banach algebra is a Banach space
A endowed
with a multiplication such that
k
x
y
k
6
k
x
k
￿
k
y
k for all
x
;
y
2
A, and
k
e
k
=
1 ,
e stands for
the unit of
A.Aunital topological Banach algebra
A is a Banach space
A endowed with a
continuous multiplication so that
k
x
y
k
6
C
k
x
k
￿
k
y
k for all
x
;
y
2
A and for some constant
C. Clearly, every commutative topological Banach algebra is a Banach algebra with respect
to the operator norm
k
￿
k
￿,
k
x
k
￿
=
s
u
p
f
k
x
y
k
:
y
2
A
;
k
y
k
6
1
g
:
It is clear that some properties of
A, such as, e.g., the property
Æ
1
(
A
;
X
)
=
0 , are renorming
stable. Some others may be greatly affected by such a renorming. For instance, so is the sharp
value of the critical constant
Æ
1
(
A
;
X
) if it is positive, or, in the case where
Æ
1
(
A
;
X
)
=
0 ,s o
is the growth rate of the constants
c
1
(
Æ
;
A
;
X
) as
Æ
￿
!
0.
Now, let
A be a unital topological Banach algebra of sequences
x
=
(
x
n
) on
Z or
Z
+,
which means that
x
7
￿
!
x
n is a continuous functional for every
n, with the convolution
￿ as
an algebra operation, and such that
(i) the set
S
0 of ﬁnitely supported sequences (on
Z or
Z
+, respectively) is a dense subset
of A;
(ii) A is a rotation invariant (homogeneous) space of sequences, that is, if
x
2
A then
x
t
=
(
x
n
t
n
)
n
2
A and
k
x
t
k
=
k
x
k for every
t
2
T.
Conditions (i) and (ii) guarantee that the rotation
t
7
￿
!
x
t is a norm continuous mapping
from
T to
A, for every
x
2
A. Consequently, the C´ esaro (Fej´ er) or Abel-Poisson averages of
the series
x
￿
P
k
x
k
e
k converge to
x for every
x
2
A; here
e
k
=
(
Æ
k
n
)
n is the standard
0
￿
1
algebraic basis of
S
0.
A complex homomorphism
’ of
A is uniquely determined by its value
￿
=
’
(
e
1
) on
the generator
e
1 of the algebra
A, and the Gelfand (Fourier) transformation is given by the
formula,
x
7
￿
!
^
x
(
￿
)
=
F
x
(
￿
)
=
X
k
x
k
￿
k
;
at least for
x
2
S
0. Hence,
’
7
￿
!
￿
=
’
(
e
1
) is a bijection of
M
(
A
) on a compact subset of
C . We identify this subset with
M
(
A
). In can be easily seen that
M
(
A
)
=
A
(
r
￿
;
r
+
)
=
f
z
2
C
:
r
￿
6
j
z
j
6
r
+
g, where
r
+
=
l
i
m
n
k
e
n
k
1
=
n
<
1 and
r
￿
=
l
i
m
n
k
e
￿
n
k
￿
1
=
n
>
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refer to
r
￿
=
r
￿
(
A
) as to the lower and the upper spectral radius of
A. The normalized case,
where
r
+
=
1 ,o r
r
+
=
r
￿
=
1in the case of
Z, will be the main one for us.
3.1.1. A Green type norm. The operator
D is deﬁned by
D
x
=
(
n
x
n
)
n,
x
2
A. It maps
A to
S, the space of all sequences on
Z (respectively, on
Z
+). On the Gelfand transforms
^
x
=
P
k
x
k
z
k, the operator
D acts as
^
D
^
x
=
(
D
x
)
^. This is a formal ﬁrst order differential
operator,
^
D
=
z
d
d
z. In particular, it obeystheLeibnitz rule for products
^
D
(
f
g
)
=
f
^
D
g
+
g
^
D
f,
at least for “trigonometric polynomials”
f
;
g
2
^
S
0. Hence,
D
(
x
￿
y
)
=
x
￿
D
y
+
y
￿
D
x for
every
x
;
y
2
S
0. In fact, the same formula works for
x
2
S
0,
y
2
A, and in particular,
D
x
￿
1
=
￿
x
￿
2
￿
D
x for all
x
2
G
(
A
)
\
S
0.
The range
D
A is a Banach space with respect to the range norm
k
D
x
k
D
A
=
k
x
k
A, where
x
2
A,
x
0
=
0. For convenience reasons, we add the unit
e
=
e
0 to
D
A and will consider
the sum
A
0
=
D
A
+
C
￿
e as the range space of
D endowed with the following range norm
k
￿
e
+
D
x
k
A
0
=
k
￿
e
+
x
k
A, where
x
2
A,
x
0
=
0and
￿
2
C . Clearly, the space
A
0 contains
S
0 as a dense subset, and is rotation invariant.
It is shown, see [ENZ], that
A
￿
A
0 and every element
x
2
S
0 deﬁnes a continuous
convolution operator
y
7
￿
!
x
￿
y on
A
0. Hence, one can introduce the convolution multiplier
norm on ﬁnitely supported elements
x
2
S
0 as the operator norm,
k
x
k
m
u
l
t
(
A
0
)
=
s
u
p
f
k
x
￿
y
k
A
0
:
y
2
S
0
;
k
y
k
A
0
6
1
g
:
By deﬁnition, the space
m
u
l
t
(
A
0
) of (little) convolution multipliers of
A
0 is the comple-
tion of
S
0 with respect to this norm. Clearly,
m
u
l
t
(
A
0
) is a unital rotation invariant Banach
algebra.
LEMMA 3.1.2. Let
A be a topological Banach algebra satisfying the above conditions
(i)–(ii), and let
x
2
G
(
A
)
\
G
(
m
u
l
t
(
A
0
)
) such that
Æ
=
m
i
n
￿
2
M
(
A
)
j
^
x
(
￿
)
j
>
0. Then
k
x
￿
1
k
A
6
k
e
k
A
Æ
￿
1
+
2
k
x
k
A
￿
k
x
￿
2
k
m
u
l
t
(
A
0
)
:
3.2. How to use compactness
3.2.1. A multiplier estimate. Lemma 3.1.2 makes evident the followingsufﬁcient condi-
tion for (
Æ
￿
1)-visibility of the spectrum: given a topological Banach algebra
A of sequences
on
Z,o r
Z
+, satisfying conditions (i)–(ii) of Subsection 3.1, and compactly embedded into
m
u
l
t
(
A
0
):
A
￿
c
m
u
l
t
(
A
0
), then
Æ
1
(
A
;
M
(
A
)
)
=
0, and, moreover,
c
1
(
Æ
;
A
;
M
)
6
Æ
￿
1
k
e
k
A
+
2
C
(
K
Æ
)
for all
Æ
>
0, where
K
Æ
=
A
2
Æ,
A
Æ
=
f
x
2
A
:
k
x
k
A
6
1
;
j
^
x
(
￿
)
j
>
Æ for all
￿
2
M
(
A
)
g and
C
(
K
Æ
) is deﬁned by the formula
(3.1)
C
(
K
Æ
)
=
s
u
p
f
￿
￿
x
￿
1
￿
￿
m
u
l
t
(
A
0
)
:
x
2
K
Æ
g
<
1
:
It remains to estimate the constant
C
(
K
Æ
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3.2.2. Approximate characteristics of compact sets. We use the standard classiﬁcation
of compact sets in terms of the best polynomial approximations. Let
B be a Banach space
and let
L
n
￿
B be subspaces of
B such that
L
n
￿
L
n
+
1,
d
i
m
L
n
<
1 for
n
>
1, and
c
l
o
s
(
S
n
L
n
)
=
B. Further, let
K
￿
B and
(3.2)
￿
n
(
K
)
=
￿
n
(
K
;
B
)
=
s
u
p
f
d
i
s
t
(
x
;
L
n
)
:
x
2
K
g
be the best approximations of
K by elements of
L
n. It is well known that a bounded subset
K
￿
B is relatively compact if and only if
l
i
m
n
￿
n
(
K
)
=
0. We apply this criterion to
the space
B
=
m
u
l
t
(
A
0
) and to subspaces
L
n
=
P
n of all trigonometric polynomials of
degree less than or equal to
n. Then
￿
n
(
K
) of (3.2) are the best polynomial approximations
of elements of
K. The axioms (i) and (ii) of Subsection 3.1 and the deﬁnition of
m
u
l
t
(
A
0
)
imply that
l
i
m
n
k
￿
n
x
￿
x
k
B
=
0 for all
x
2
B, where
￿
n
x stands for the Fejer mean of a
sequence
x
2
B. Therefore, we can use the above compactness criterion for
B
=
m
u
l
t
(
A
0
).
Now, our aim is to specify constants
C
(
K
Æ
) from formula (3.1) in terms of
￿
n
(
K
Æ
),
n
>
1.
3.2.3. Calderon-Cohen-Dyn’kin “constructive inversions”. As mentioned in the be-
ginningof Section 3, the useof compactnessfor estimatesof inverseswasstarted withvarious
“constructive proofs” of the classical Wiener-L´ evy inversion theorem for absolutely conver-
gent Fourier series. Here “constructive”means “withoutusing the Gelfand theory of maximal
ideals”. The basic A. Calderon proof, [Z] Chapter VI, theorem (5.2), exploits the Cauchy
formula, and, thus, is applicable not only to inverses
x
￿
1, but also to compositions
’
Æ
x.
P. Cohen [C] used the same techniques for inverses and for higher Bezout equations. In [C], a
possibilitytoestimatethe norms
k
x
￿
1
k
W interms of
Æ
=
i
n
f
T
j
F
x
jand certain characteristics
similar to the quantities
￿
n of (3.2) was mentioned explicitly; here and below the symbol
F
x
is used for the Gelfand (discrete Fourier) transform, keeping the notation
^
x for the classical
Fourier coefﬁcients. In [D], E. Dyn’kin applied Calderon’s method to the Beurling algebras
A
=
l
1
(
Z
;
w
) to get estimates for the inverses
k
x
￿
1
k
A in terms of the same characteristics
￿
n
(
f
x
g
). D. Newman[New] gavea completelyelementary proof of the Wiener-L´ evy theorem
also based on polynomial approximations.
All authors mentioned above obtained some estimates for the inverses
k
x
￿
1
k
A assuming,
orimplicitlyassuming,that
x runsoversomecompactsubset
K
￿
A. Theapproachof [ENZ]
is different: we prove the compactness of the set
A
Æ
=
f
x
2
A
:
k
x
k
A
6
1,
j
F
x
j
>
Æ
g in
the algebra
m
u
l
t
(
A
0
) and use this compactness for obtaining a uniform estimate of
k
x
￿
1
k
A
for
x
2
A
Æ. The next theorem is proved in [ENZ] using the Dyn’kin method from [D]. The
latter paper contains a similar result for the special case of the algebra
B
=
l
1
(
Z
;
w
) with
w
(
n
)
=
w
(
￿
n
) and
r
￿
=
r
+
=
l
i
m
n
w
(
n
)
1
=
n
=
1 .
THEOREM 3.2.4. Let
B be a convolution Banach algebra on
Z
+,o ro n
Z, satisfying
conditions (i) and (ii) of Subsection 3.1, with the spectral radius
r
+(respectively spectral
radii
r
￿
6
r
+). Let
K be a relatively compact subset of
B
Æ
=
f
x
2
B
:
k
x
k
B
6
1, and
Æ
6
j
F
x
(
￿
)
j for
￿
2
M
(
B
)
g and let
￿
=
￿
K be the distribution function of the sequence248 N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations
(
￿
n
(
K
)
)
n
>
0:
￿
K
(
t
)
=
c
a
r
d
f
n
:
n
>
1
;
￿
n
￿
1
(
K
)
>
t
g
;
t
>
0
:
Then
k
x
￿
1
k
B
6
M
(
Æ
;
￿
)
=
1
6
Æ
X
j
>
0
(
r
￿
j
+
k
e
j
k
B
+
r
j
￿
k
e
￿
j
k
B
)
e
￿
Æ
j
=
1
7
￿
(
Æ
=
4
)
for every
x
2
K.
For the case of an algebra on
Z satisfying
r
￿
=
r
+
=
1, the proof starts by using the
Calderon approach: we choose a polynomial
F
y
2
P
n,
n
=
￿
(
Æ
=
4
) with
k
x
￿
y
k
B
6
Æ
=
4
and write the Cauchy formula
x
￿
1
=
(
2
￿
i
)
￿
1
Z
j
z
j
=
Æ
=
2
(
y
+
z
e
)
￿
1
(
z
e
+
(
y
￿
x
)
)
￿
1
d
z
;
where
(
y
+
z
e
)
2
G
(
B
) since
j
F
y
+
z
j
>
Æ
=
4 on the space
M
(
B
). To estimate
k
(
y
+
z
e
)
￿
1
k
B,
we use Dyn’kin’s method involving the S. Bernstein inequality, see [ENZ] for details.
Now, having in mind applications to the Beurling-Sobolev algebras in Section 7, we com-
bine 3.2.1 and theorem 3.2.4.
THEOREM 3.2.5. Let
A be a convolution topological Banach algebra on
Z or on
Z
+,
satisfying conditions (i)–(ii) of Subsection 3.1 and compactly embedded into
B
=
m
u
l
t
(
A
0
),
that is
A
￿
c
B
=
m
u
l
t
(
A
0
). Let constants
C and
E be deﬁned by the inequalities
k
x
￿
y
k
A
6
C
k
x
k
A
k
y
k
A and
k
x
k
B
6
E
k
x
k
A for all
x
;
y
2
A, and let
￿
n
(
A
0
;
B
) be the best polynomial
approximations of the unit ball
A
0
￿
A, and
￿
0
=
￿
A
0 be their distribution function.
Then
Æ
1
(
A
;
M
(
A
)
)
=
0, and
c
1
(
Æ
;
A
;
M
(
A
)
)
6
k
e
k
A
Æ
+
M
(
Æ
) for all
Æ
>
0, where
M
(
Æ
)
=
2
5
E
2
Æ
2
X
j
>
0
(
r
￿
j
+
k
e
j
k
B
+
r
j
￿
k
e
￿
j
k
B
)
e
￿
Æ
2
j
=
1
7
E
2
￿
0
(
Æ
2
=
4
C
)
:
4. Spectral Hulls and Norm-Controlled Functional Calculi
In the three preceding sections, we considered the problem of uniform upper bounds for
inverses when staying on a given subset
X
￿
M of the maximal ideal space
M. Following
[N4], now we treat a more general form of the same problem deﬁning and studying the so-
called
X-spectral efﬁciency hull
h
(
￿
;
X
) of a given set
￿
￿
C . In this language, the uniform
boundedness of inverses is equivalent to the property
0
6
2
h
(
￿
Æ
;
X
), where
￿
Æ stands for the
annulus
f
z
2
C
:
Æ
6
j
z
j
6
1
g. Yet another reason to study the hulls
h
(
￿
;
X
) is that
h
(
￿
;
X
) is the minimal set satisfying the “uniform calculus property”. The latter means that
for every open set
￿
￿
C containing
h
(
￿
;
X
) there exists a constant
k
=
k
(
￿
;
X
) such that
k
f
(
a
)
k
6
k
k
f
k
￿ for every
f
2
H
o
l
(
￿
) and for every
a
2
A with
￿
(
a
)
￿
￿ and
k
a
k
6
1.
Similar uniformly bounded calculi were implicitly involved in classical studies of functions
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The main results of this section are theorems 4.1.5 and 4.2.2. Examples of spectral hulls
are gathered in subsection 4.3.
4.1. Spectral hulls and resolvent majorants
Let
A be a unital Banach algebra, and let
X
￿
M
(
A
).
DEFINITION 4.1.1. Let
￿
￿
D . We set
A
(
￿
;
X
)
=
f
a
2
A
:
k
a
k
6
1
;
^
a
(
X
)
￿
￿
g,
C
(
￿
;
￿
;
X
)
=
C
(
￿
;
￿
;
A
;
X
)
=
s
u
p
f
k
(
￿
e
￿
a
)
￿
1
k
:
a
2
A
(
￿
;
X
)
g for
￿
2
C , where we take
k
(
￿
e
￿
a
)
￿
1
k
=
1 for
￿
2
￿
(
a
). Let also
h
(
￿
;
X
)
=
h
(
￿
;
A
;
X
)
=
f
￿
2
C
:
C
(
￿
;
￿
;
X
)
=
1
g.
The set
h
(
￿
;
X
) is called the
X-spectral hull of
￿; the full spectral hull of
￿ is
h
(
￿
)
=
h
(
￿
;
A
;
M
(
A
)
). The complement
￿
(
￿
;
X
)
=
C
n
h
(
￿
;
X
) is called the norm-controlled (or
efﬁcient) resolvent complement of
￿. For a positive constant
k
>
0, we also consider the sets
h
(
￿
;
k
;
X
)
=
f
￿
2
C
:
C
(
￿
;
￿
)
>
k
g and
￿
(
￿
;
k
;
X
)
=
C
n
h
(
￿
;
k
;
X
).F o r
X
=
M
(
A
)
we simplify the notation in a natural way:
A
(
￿
)
=
A
(
￿
;
M
(
A
)
),
h
(
￿
;
k
)
=
h
(
￿
;
k
;
M
(
A
)
),
￿
(
￿
;
k
)
=
￿
(
￿
;
k
;
M
(
A
)
).
4.1.2. First properties. It is clear that the deﬁnition of the
(
Æ
￿
1
)-visibility (Section 1)
is a special case of those of the efﬁcient resolvent complement. Indeed, let
￿
Æ be an annulus,
￿
Æ
=
f
z
2
C
:
Æ
6
j
z
j
6
1
g. Then the spectrum of
A is (
Æ
￿
1)-visible if and only if
0
2
￿
(
￿
Æ
;
X
). Moreover,
c
1
(
Æ
;
A
;
X
)
=
C
(
0
;
￿
Æ
;
A
;
X
),
0
<
Æ
6
1.
Note that
n-variables counterparts of
A
(
￿
;
X
),
C
(
￿
;
￿
;
X
), etc., could be considered as
well, but we restrict ourselves to the case
n
=
1 .
The following property of
C
(
￿
;
￿
;
A
;
X
) and
h
(
￿
;
k
;
A
;
X
) is a more or less straightfor-
ward consequence of the deﬁnitions, see [N4] for the proofs:
h
(
￿
;
X
)
=
￿ for every closed
￿
￿
D if and only if
Æ
1
(
A
;
X
)
=
0 , where
Æ
1
(
A
;
X
) is the critical constantfor the pair
(
A
;
X
).
4.1.3. Microlocalization. It is clear that lower estimates for spectral hulls and resolvent
majorants must depend on the geometry of the subset
￿
￿
D under consideration. For in-
stance,
A
(
￿
;
X
)
=
f
c
o
n
s
t
g for every subset
X
￿
M
(
A
) equipped with an analytic structure
and for every
￿ with
i
n
t
(
￿
)
=
;, see 4.3.1 for examples. Having in mind this last constraint,
we restrict ourselves to the case, where
￿
=
c
l
o
s
(
i
n
t
(
￿
)
).
In this case, the behaviour of
C
(
￿
;
￿
;
X
) depends on the following microlocal version of
the critical constants and the inversion majorants.
Let
A be a unital Banach algebra,
X
￿
M
(
A
), and let
0
<
Æ
6
1.Amicrolocal upper
bound (majorant) for inverses is deﬁned by
c
0
1
(
Æ
;
A
;
X
)
=
i
n
f
￿
>
0
(
s
u
p
f
k
f
￿
1
k
:
k
f
k
6
1
;
^
f
(
X
)
￿
￿
Æ
;
d
i
a
m
^
f
(
X
)
<
￿
g
)
;
and the microlocal critical constant is deﬁned by
Æ
0
1
(
A
;
X
)
=
i
n
f
f
Æ
:
c
0
1
(
Æ
;
A
;
X
)
<
1
g;
here, as before,
￿
Æ
=
f
z
2
C
:
Æ
6
j
z
j
6
1
g.
Properties of these microlocal majorants are similar to those of the global ones, that is, to
the properties of
Æ
1
(
A
;
X
) and
c
1
(
Æ
;
A
;
X
) deﬁned in Sections 1 and 2; see [N4] for details.250 N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations
4.1.4. Horodisc expansions. Denote
D
(
z
;
r
)
=
f
￿
2
C
:
j
￿
￿
z
j
<
r
g,
D
(
z
;
r
)
=
f
￿
2
C
:
j
￿
￿
z
j
6
r
g. In hyperbolic geometry of the unit disc
D, the discs
D
(
z
;
1
￿
j
z
j
),
z
2
D
are called horodiscs . Given a closed set
￿
￿
D , we call the set
h
o
r
(
￿
)
=
[
z
2
￿
(
D
(
z
;
1
￿
j
z
j
)
)
the horodisc expansion of
￿. In order to apply the microlocal version of the critical constants
we need one more notation, namely,
h
o
r
(
￿
;
Æ
)
=
[
z
2
￿
(
D
(
z
;
Æ
1
￿
Æ
(
1
￿
j
z
j
)
)
)
:
THEOREM 4.1.5. Let
A be a unital splitting Banach algebra,
X be a subset of
M
(
A
)
dominating
’
e, and let
￿
=
c
l
o
s
(
i
n
t
(
￿
)
)
￿
D . Then
(i)
h
o
r
(
￿
;
Æ
0
1
)
￿
h
(
￿
;
A
;
X
)
￿
h
o
r
(
￿
;
1
=
2
)
=
h
o
r
(
￿
);
(ii) if
Æ
0
1
(
A
;
X
)
=
1
=
2, then
h
(
￿
;
A
;
X
)
=
h
o
r
(
￿
);
(iii) if
Æ
0
1
(
A
;
X
)
=
1
=
2 and
c
0
1
(
Æ
;
A
;
X
)
=
(
2
Æ
￿
1
)
￿
1 (see Section 5 for examples), then
h
(
￿
;
A
;
X
)
=
h
o
r
(
￿
) and
C
(
￿
;
￿
;
X
)
=
1
=
d
i
s
t
(
￿
;
h
o
r
(
￿
)
).
Observe that under the splitting condition we always have
Æ
0
1
(
A
;
X
)
6
Æ
1
(
A
;
X
)
6
1
=
2
and
h
o
r
(
￿
;
Æ
0
1
)
￿
h
o
r
(
￿
;
1
=
2
)
=
h
o
r
(
￿
). The equality
h
o
r
(
￿
;
Æ
0
1
)
=
h
o
r
(
￿
) holds for all
￿
￿
D if and only if
Æ
0
1
(
A
;
X
)
=
1
=
2. For examples of computations and for pictures of the
horodisc expansions of various sets see [N4].
4.2. Spectral hulls and norm-controlled calculi
The Gelfand theory guarantees the existence of a holomorphic calculus on the spectrum
of every element of a Banach algebra
A. Namely, if
a
2
A, the function of
a
f
(
a
)
=
1
2
￿
i
Z
@
￿
f
(
￿
)
(
￿
e
￿
a
)
￿
1
d
￿
is well deﬁned for every
f
2
H
o
l
(
￿
) and every open neighbourhood of the spectrum
￿
￿
￿
(
a
) (the Riesz-Dunford calculus). As is shown in Sections 1, 2, and 5, this does not guar-
antee any estimate of the norm
k
f
(
a
)
k, even for the simplest functions like
f
(
z
)
=
1
=
z, and
even if we add the normalizing condition
k
a
k
6
1 to the spectral inclusion
￿
(
a
)
￿
￿.
The true question is the following: what are the relations between the spectrum
￿
(
a
) (or
a visible part of the spectrum
^
a
(
X
)) and a domain
￿ that guarantee the uniform continuity of
the
￿-calculus? In other words, does there exist a compact set
K
￿
￿ and a constant
c
>
0
such that
k
f
(
a
)
k
6
c
￿
s
u
p
K
j
f
j for every
f
2
H
o
l
(
￿
) and every
a
2
A
(
￿
;
X
)
=
f
a
2
A
:
^
a
(
X
)
￿
￿,
k
a
k
6
1
g? We formalize this setting in the following deﬁnition, see [N4] for
more details.N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations 251
DEFINITION 4.2.1. Let
A and
X be as above, and let
￿
=
￿
￿
D . We say that an open
set
￿
￿
C
X-dominates the set
￿,o ris a norm-controlled calculus domain for
￿,i f
￿
￿
￿
and the calculi
f
7
￿
!
f
(
a
),
f
2
H
o
l
(
￿
) are well deﬁned and uniformly continuous for all
a
2
A
(
￿
;
X
)
=
f
a
2
A
:
^
a
(
X
)
￿
￿,
k
a
k
6
1
g.
In fact, this property is equivalent to the existence of a compact set
K
￿
￿ and a constant
c
(
K
)
=
c
(
K
;
X
)
>
0 such that
k
f
(
a
)
k
6
c
(
K
)
k
f
k
K
for every function
f
2
H
o
l
(
￿
) and every
a
2
A
(
￿
;
X
). Here
k
f
k
K
=
m
a
x
f
j
f
(
z
)
j
:
z
2
K
g.
Obviously, the deﬁnition of (
Æ
￿
1)-visibility, as well as the deﬁnition of the distance
controlled resolvent growth, see Subsection 1.1, are special cases of the latter concept. The
following theorem shows that
X-dominating domains for a given set
￿ can be described in
terms of the spectral hulls
h
(
￿
;
X
).
THEOREM 4.2.2. Let
A be a unital Banach algebra,
X
￿
M
(
A
), and let
￿
￿
D and
￿
￿
C be a closed and an open set, respectively. The following assertions are equivalent.
(i)
￿ is an
X-dominating domain for
￿.
(ii)
￿
￿
h
(
￿
;
X
).
(iii) There exists
k
>
0 such that
￿
￿
h
(
￿
;
k
;
X
).
4.3. Examples of spectral hulls
Here we describe examplesof three different types. As above, we refer to [N4] for details.
The ﬁrst type pertains to algebras
A whose hull operation is trivial in the sense that
h
(
￿
;
M
(
A
)
)
=
￿ for every
￿
=
￿
￿
D ; see 4.3.5 below.
For algebras
A of the second type, the same operation
￿
7
￿
!
h
(
￿
;
M
(
A
)
) is also trivial,
but in a different way, namely,
h
(
￿
;
M
(
A
)
)
=
D for every nonempty
￿
=
￿
￿
D , even for
singletons; see 4.3.4 below.
For the middle type algebras the full spectral hull
h
(
￿
;
M
(
A
)
) essentially depends on
￿
but is different from it. For instance, this is the case for the measure algebras
A
=
M
(
S
) on
semigroups considered in Section 5 below. In this case we can compute completely the full
spectral hulls
h
(
￿
;
^
S
b
) and the resolvent majorants
C
(
￿
;
￿
;
^
S
b
), see theorem 4.3.2 below.
4.3.1. Spectral hulls for measure algebras on semigroups. Anticipating the systematic
study of measure algebras (see Section 5 below), here we apply the above theory to compute
relevantspectral hulls. Let
M
(
S
) be the convolutionalgebra of measures on a sub-semigroup
of a locally compact abelian group
G, and
^
S
b be the set of all bounded semi-characters on
S
which we consider as the visible part of the spectrum of
M
(
S
) (see Section 5 for details).
The corresponding Gelfand (Fourier-Laplace) transformation is denoted by
F. For example,
the analytic Wiener algebra
A
=
F
M
(
Z
+
)
=
F
l
1
(
Z
+
)
=
W
+ corresponds to
S
=
Z
+
and
^
S
b
=
M
(
A
)
=
D , with
f
7
￿
!
f
(
z
),
z
2
D , as the Gelfand transformation. Since a252 N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations
nonconstant holomorphic function is an open mapping, the sets
A
(
￿
)
=
A
(
￿
;
D
)
=
f
f
2
W
+
:
k
f
k
6
1
;
f
(
D
)
￿
￿
g and
A
(
￿
0
), where
￿
0
=
c
l
o
s
(
i
n
t
(
￿
)
), differ from each other by
constant functions taking values in
￿
n
￿
0. Hence, we can restrict ourselves to the case, where
￿
=
￿
0. Supposing
￿
=
￿
0, we can easily deduce from theorem 4.1.5 a description of
h
(
￿
;
^
S
b
)
for
M
(
S
), as well as for all subalgebras of
M
(
S
) considered in Section 5.
THEOREM 4.3.2. [N4] Let
A
=
F
M
(
S
), or let
A be any algebra
A
￿
M
(
S
) sat-
isfying the conditions of theorem 4.3.4 below. Let
￿ be a closed subset of
D such that
￿
=
c
l
o
s
(
i
n
t
(
￿
)
). Then
(i)
h
(
￿
;
^
S
b
)
=
h
o
r
(
￿
);
(ii)
C
(
￿
;
￿
;
^
S
b
)
=
1
=
d
i
s
t
(
￿
;
h
o
r
(
￿
)
) for
￿
2
C ;
(iii) An open set
￿ is a norm-controlled calculus domain for
￿ if and only if
￿
￿
h
o
r
(
￿
).
Indeed, assertion (iii) is a straightforward consequence of (i) and theorem 4.2.2. Asser-
tions (i) and (ii) are special cases of theorem 4.1.5, because
Æ
0
1
(
A
;
^
S
b
)
=
1
=
2 and
’
e
(
f
)
=
f
(
0
)
2
^
f
(
^
S
b
) for every
f
2
M
(
S
).
4.3.3. Full spectral hulls equal to
D . Here we describe, following [N4], a class of “bad”
Banach algebras for which the full spectral hull of every spectrum is equal to
D . To this end,
we need a bit of model operators. All properties claimed below can be found in [N1].
Let
￿ be a singular inner function in
D, and let
￿
=
￿
￿
=
e
x
p
(
Z
T
z
+
￿
z
￿
￿
d
￿
(
￿
)
)
;
z
2
D
;
be its canonical integral representation, where
￿ is a positive measure on
T singular with
respect to the Lebesgue measure
m. Further, let
K
￿
=
H
2
￿
￿
H
2 be the orthogonal comple-
ment of the corresponding
z-invariant subspace
￿
H
2 of the Hardy space
H
2. The compres-
sion
f
7
￿
!
M
￿
f
=
P
￿
z
f
;
f
2
K
￿
;
of the multiplication operator is called a model operator;
P
￿ stands for the orthogonal pro-
jection to
K
￿. The Sz.-Nagy-Foias model theory tells that every completely non unitary
contraction
T with
r
a
n
k
(
1
￿
T
￿
T
)
=
1and
￿
(
T
)
6
=
D is unitarily equivalent to an operator
M
￿, see [SzNF].
Now, we deﬁne the algebra
A
=
A
￿ as the norm closure of polynomials in
M
￿.I t
is an exercise to show that always
M
(
A
￿
)
=
￿
(
M
￿
)
=
s
u
p
p
(
￿
)
￿
T and
k
M
￿
k
=
1.
It is worth mentioning that, for
￿
=
￿
￿, where
￿
=
Æ
1, there exists a unitary operator
U
:
K
￿
￿
!
L
2
(
0
;
1
) such that the algebra
U
A
￿
U
￿
1 is the norm closure of polynomials in
the integration operator
J
f
(
x
)
=
R
x
0
f
(
t
)
d
t,
x
2
(
0
;
1
), on the space
L
2
(
0
;
1
).
THEOREM 4.3.4. [N4] Let
A
=
A
￿ be the above Banach algebra corresponding to a
singular inner function
￿
=
￿
￿ with the representing measure
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set of zero Lebesgue measure,
m
(
s
u
p
p
(
￿
)
)
=
0. Then for every closed subset
￿
￿
D ,
￿
6
=
;,
we have
h
(
￿
;
M
(
A
)
)
=
D .
4.3.5. Spectrally closed sets. It is natural to call a subset
￿
￿
C
(
A
;
X
)-spectrallyclosed
(or
A-spectrally closed in the case where
X
=
M
(
A
))i f
h
(
￿
;
A
;
X
)
=
￿. Property 4.1.2 tells
us that every closed subset
￿
￿
D is
(
A
;
X
)-closed if and only if
Æ
1
(
A
;
X
)
=
0. In Section
7 we give an account of known results about weighted Beurling-Sobolev algebras satisfying
this property.
Part II. Convolution Algebras
5. Unweighted Convolution Algebras on Groups and Semigroups
Let
G be an LCA group and
M
(
G
) be the convolution algebra of all complex Borel
measures on
G endowed with the standard variation norm
k
￿
k
=
V
a
r
(
￿
). The Fourier
transforms
F
￿
=
^
￿,
F
￿
(
￿
)
=
^
￿
(
￿
)
=
Z
G
(
￿
x
;
￿
)
d
￿
(
x
)
;
￿
2
^
G
;
form an algebra of functions on the dual group
^
G. We denote it by
F
M
(
G
) and endow it
with the range norm
k
F
￿
k
=
k
￿
k. Clearly,
F
(
￿
￿
￿
)
=
(
F
￿
)
￿
(
F
￿
) for all
￿
;
￿
2
M
(
G
),
and so the Banach algebras
M
(
G
) and
F
M
(
G
) are isometrically isomorphic. The term “the
measure algebra of
G” will be referred to the both.
Since the mapping
￿
7
￿
!
^
￿
(
￿
) is a complex homeomorphism of
M
(
G
), we can injec-
tively embed
^
G into
M
(
M
(
G
)
), and regard
^
G as the visible spectrum of
M
(
G
) in the sense
of the Introduction. In particular,
c
l
o
s
^
￿
(
^
G
)
￿
￿
(
￿
) for any
￿
2
M
(
G
). The Wiener-Pitt-
Sreider theorem implies (see the Introduction) that
M
(
M
(
G
)
)
=
c
l
o
s
^
G if and only if
G is a
discrete group; in fact, in this case we simply have
M
(
M
(
G
)
)
=
^
G.
However, even in the latter case, the problem of the norm-controlled inversion, as de-
scribed in previous sections, is still of interest. Moreover, from the quantitative point of
view, we cannot distinguish any advantage of discrete groups, for which the spectrum
^
G
=
M
(
M
(
G
)
) is completely visible (in the sense of Deﬁnition 1.2.1), as compared with the gen-
eral LCA groups, for which
X
=
^
G
6
=
M
(
M
(
G
)
), and the spectrum is even
1-invisible.
This is an essential distinction between the concepts of
n-visibility (without any norm con-
trol) and (
Æ
￿
n)-visibility. Speaking informally, the
1-visibility of
M
(
M
(
G
)
) for discrete
groups, guaranteed by the classical Wiener-L´ evy theorem, is illusory because it does not
endure quantitative speciﬁcations by (
Æ
￿
1)-estimates of inverses.254 N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations
5.1. An upper estimate for the measure algebra on a group
The constants
c
n
(
Æ
;
M
(
G
)
;
^
G
), deﬁned in 1.2.3, can be estimated by using theorem 2.2.7,
because the algebra
M
(
G
) is
^
G-symmetric in the sense of 2.2.1. The main condition (iii)
of theorem 2.2.7 can be checked with the help of lemma 2.2.6. Namely, one can prove that
’
e
2
c
o
n
v
(
Æ
￿
:
￿
2
^
G
) by means of “triangular” positive semideﬁnite kernels
k
￿ on
G, such
that
^
k
￿
(
￿
)
>
0 for
￿
2
^
G,
0
6
k
￿
(
x
)
6
1
=
k
￿
(
0
) for
x
2
G, and
k
￿
(
x
)
=
0 outside of a
neighborhood
V
￿ of the origin such that
T
￿
V
￿
=
f
0
g. Indeed, setting
’
￿
(
￿
)
=
Z
^
G
^
k
￿
(
￿
)
^
￿
(
￿
)
d
m
^
G
(
￿
)
;
we have
’
￿
2
c
o
n
v
(
Æ
￿
:
￿
2
^
G
) and
l
i
m
￿
’
￿
(
￿
)
=
l
i
m
￿
R
G
k
￿
d
￿
=
￿
(
f
0
g
)
=
’
e
(
￿
) for all
￿
2
M
(
G
). This proves the following theorem.
THEOREM 5.1.1. For every LCA group
G, the spectrum of
M
(
G
) is completely
Æ-visible
for every
Æ satisfying
1
p
2
<
Æ
6
1, and, consequently,
Æ
n
(
M
(
G
)
;
^
G
)
6
1
p
2 for all
n
>
1.
Moreover,
(5.1)
c
n
(
Æ
;
M
(
G
)
;
b
G
)
6
1
2
Æ
2
￿
1
for
1
=
p
2
<
Æ
6
1 and for all
n
>
1.
5.2. The measure algebra on a semigroup
Here we consider the convolution measure algebras
M
(
S
) on semigroups
S. Since the
language of the semigroup theory is not canonically ﬁxed, we deﬁne exactly which objects
we are dealing with. For general facts of harmonic analysis on semigroups we refer to [T].
5.2.1. Deﬁnitions. By a semigroup
S we mean the following.
(i) S is a Borel subset of a LCA group G such that
x
;
y
2
S
)
x
+
y
2
S,
(ii)
0
2
S.
A bounded character (also called semicharacter) on
S is a bounded continuous function
￿
:
S
￿
!
C such that
￿
(
0
)
=
1 and
￿
(
x
+
y
)
=
￿
(
x
)
￿
(
y
) for all
x
;
y
2
S. It is clear that
every such function is bounded by
1:
j
￿
(
x
)
j
6
1,
x
2
S. The set of all bounded characters
of
S is denoted by
^
S
b. Obviously,
^
G
￿
^
S
b, in the sense that the restriction
￿
j
S of a character
￿
2
^
G is a bounded character of
S. In what follows, we assume that the following separation
property holds.
(iii)For every
x
2
S,
x
6
=
0 , thereexistsaboundedcharacter
￿
2
^
S
b suchthat
j
￿
(
x
)
j
<
1.
In particular,
S
\
(
￿
S
)
=
f
0
g if a semigroup
S satisﬁes condition (iii). Let
M
(
S
)
=
f
￿
2
M
(
G
)
:
￿
j
(
G
n
S
)
￿
0
g be the subspace of
M
(
G
) consisting of all measures supported
by
S. An immediate veriﬁcation shows that
M
(
S
) is a (closed) subalgebra of
M
(
G
).N o w ,N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations 255
we deﬁne the Fourier-Laplace transformation on
^
S
b setting
L
￿
(
￿
)
=
^
￿
(
￿
)
=
R
S
￿
(
x
)
d
￿
(
x
)
for
￿
2
M
(
S
) and
￿
2
^
S
b. Clearly, the functional
(5.2)
￿
7
￿
!
L
￿
(
￿
)
;
￿
2
M
(
S
)
;
is a norm continuous homomorphism of the algebra
M
(
S
) for every
￿
2
^
S
b. Moreover,
L
￿
(
￿
)
=
F
￿
(
￿
￿
) for all
￿
2
^
G. Hence, it is natural to consider the space of bounded
characters
^
S
b as the visible part of
M
(
M
(
S
)
), and write
^
S
b
￿
M
(
M
(
S
)
).
The following theorem can be proved in a similar way to 5.1.1. However, the result is two
times better as compared with the algebras
M
(
G
).
THEOREM 5.2.2. Let
S be a semigroup satisfying conditions (i)–(iii). Then,
(5.3)
Æ
1
(
M
(
S
)
;
b
S
b
)
6
1
2
;
and
(5.4)
c
1
(
Æ
;
M
(
S
)
;
b
S
b
)
6
1
2
Æ
￿
1
for all
Æ,
1
2
<
Æ
6
1.
5.3. Examples and comments
5.3.1. Symmetric and analytic Wiener algebras. Let
G
=
Z be the additive group of
integers, and let
S
=
Z
+
=
f
n
2
Z
:
n
>
0
g. Then
M
(
Z
)
=
l
1
(
Z
),
M
(
Z
+
)
=
l
1
(
Z
+
),
and
W
=
F
M
(
Z
)
=
f
^
￿
=
P
n
2
Z
￿
(
n
)
￿
n
:
￿
2
l
1
(
Z
)
g is the Wiener algebra of absolutely
converging Fourier series on the circle group
^
Z
=
T
=
f
￿
2
C
:
j
￿
j
=
1
g. The bounded
characters of
Z
+ ﬁll in the closed unit disc
^
S
b
=
D
=
f
z
2
C
:
j
z
j
6
1
g. The corresponding
Fourier-Laplace transformation is
￿
7
￿
!
^
￿
(
z
)
=
P
n
>
0
￿
(
n
)
z
n, and
W
+
=
L
M
(
Z
+
)
=
f
^
￿
=
P
n
>
0
￿
(
n
)
z
n
:
￿
2
l
1
(
Z
+
)
g is the analytic Wiener algebra on
D . Preceding theorems
tell that
k
f
￿
1
k
W
6
(
2
Æ
2
￿
1
)
￿
1 if
f
2
W and
1
=
p
2
<
Æ
6
j
f
(
￿
)
j
6
k
f
k
W
6
1 for
j
￿
j
=
1 ,
and
k
f
￿
1
k
6
(
2
Æ
￿
1
)
￿
1 if
f
2
W
+ and
1
=
p
2
<
Æ
6
j
f
(
z
)
j
6
k
f
k
W
+
6
1 for
j
z
j
6
1.
5.3.2. Several variables, continuous versions, and cones in
Z
N and
R
N. The same
estimates of inverses as in 5.3.1 hold for the multivariate Wiener algebra on the torus
T
N,
W
=
F
M
(
Z
N
)
=
f
^
￿
=
X
n
2
Z
N
￿
(
n
)
￿
n
:
￿
2
l
1
(
Z
N
)
g
;
for the analytic Wiener algebra on the polydisc
D
N
,
W
+
=
L
M
(
Z
N
+
)
=
f
^
￿
=
X
n
2
Z
N
+
￿
(
n
)
z
n
:
￿
2
l
1
(
Z
N
+
)
g
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and for continuous versions of the Wiener algebras. The latter correspond to
G
=
R,
S
=
R
+
=
f
x
2
R
:
x
>
0
g, and—in several variables—to
G
=
R
N,
S
=
R
N
+. Here
^
G
=
R,
^
S
b
=
C
+
=
f
z
2
C
:
I
m
(
z
)
>
0
g - the closed upper half-plane, and, for several variables,
^
G
=
R
N,
^
S
b
=
C
N
+.
Instead of the cones
R
N
+
￿
R
N and
Z
N
+
=
R
N
+
\
Z
N, we may consider an arbitrary
subsemigroup
S of
R
N containing
0 and such that
S
n
f
0
g is contained in an open halfspace
(this requirement guarantees the separation property (iii) of Subsection 5.2.1). Usually,
S is
a convex cone satisfying the latter property, or, in its discrete version, the intersection of such
a cone with
Z
N. For the continuous version, the semicharacters are
x
7
￿
!
e
i
(
x
￿
z
) with
z
2
^
S
b,
where
^
S
b
=
f
z
2
C
N
:
I
m
(
x
￿
z
)
>
0 for all
x
2
S
g and
x
￿
z
=
P
N
k
=
1
x
k
z
k. The Fourier-
Laplace transformation is again the classical one. For instance, taking
S
=
f
(
x
1
;
x
2
)
2
R
2
:
x
1
>
0
;
￿
k
x
1
6
x
2
6
k
x
1
g, where
k
>
0,w eh a v e
^
S
b
=
f
(
z
1
;
z
2
)
2
C
2
:
k
j
I
m
(
z
2
)
j
6
I
m
(
z
1
)
g.
Another example is the halfspace
S
=
f
(
x
1
;
x
2
)
2
R
2
:
x
1
>
0
g
[
f
0
g, with the corre-
sponding dual set of characters
^
S
b
=
f
(
z
1
;
z
2
)
2
C
2
:
=
(
z
2
)
=
0
;
I
m
(
z
1
)
>
0
g
=
C
+
￿
R.
5.4. Some subalgebras of
M
(
G
) and
M
(
S
)
Here we brieﬂy consider two classical subalgebras of
M
(
G
) (or
M
(
S
)), namely, the
algebras of absolutely continuous, respectively, discrete measures on G (or on
S).
5.4.1. The group algebra
L
1
(
G
). Let
G be an LCA group, and
L
1
(
G
) the convolution
group algebra on
G, which becomes a unital algebra if we adjoin the Dirac point mass at the
origin
e
=
Æ
0 (if
G is not discrete). Since the Riemann-Lebesgue lemma implies that
’
e
(
￿
)
=
￿
=
l
i
m
￿
￿
!
1
^
￿
(
￿
) for
￿
=
￿
e
+
f
d
m
2
(
L
1
(
G
)
+
C
￿
e
), we can directly apply lemma 2.2.3
and obtain the following improvement of theorem 5.1.1: for any nondiscrete LCA group
G,
one has
Æ
1
(
L
1
(
G
)
+
C
￿
e
;
^
G
)
6
1
=
2; moreover,
c
1
(
Æ
;
L
1
(
G
)
+
C
￿
e
;
^
G
)
6
(
2
Æ
￿
1
)
￿
1 for all
1
=
2
<
Æ
6
1.( F o r
n
>
2 we still have estimates (5.1)). In Subsection 5.5 we show that this
new estimate for
L
1
(
G
)
+
C
￿
e is sharp.
5.4.2. The algebra of almost periodic functions
F
M
d
(
G
), and the algebra of Dirich-
let series
L
M
d
(
S
). Let
M
d
(
G
) be the algebra of discrete measures on an LCA group
G, and
M
d
(
S
) be its subalgebra of measures supported by a subsemigroup
S satisfying hypotheses
(i)–(iii) of Subsection 5.2.1.
The algebra
F
M
d
(
G
) of Fourier transforms of discrete measures is the algebra of almost
periodic functions with absolutely convergent Fourier series. Theorem 5.1.1 works for this
algebra too (the visible spectrum is, of course,
X
=
^
G). As for the entire algebra
M
(
G
),
we will see in Subsection 5.5 below that
Æ
1
(
F
M
d
(
G
)
;
^
G
)
>
1
=
2. It should be mentioned
that, as before, impossibility of the norm control of inverses for small
Æ, i.e., the fact that
c
1
(
Æ
;
M
d
(
G
)
;
^
G
)
=
1 for
0
<
Æ
6
1
=
2, is not related to the evident fact that the spectrumN. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations 257
M
(
M
d
(
G
)
)
=
(
^
G
)
￿ (the Bohr compactum) is much larger than
X
=
^
G. Indeed, we show
that even staying on the Bohr compactum we still have
Æ
1
(
M
d
(
G
)
;
(
^
G
)
￿
)
>
1
=
2, see below.
Similarly,
F
M
d
(
S
) is the algebra of absolutely convergent Dirichlet series
f
(
￿
)
=
X
x
2
S
￿
(
f
x
g
)
(
x
;
￿
)
;
￿
2
^
S
b
with
P
x
2
S
j
￿
(
f
x
g
)
j
<
1. The case of the classical Dirichlet series corresponds to the case
S
=
R
+,
^
S
b
=
f
z
2
C
:
R
e
(
z
)
>
0
g with the pairing
(
x
;
z
)
7
￿
!
e
￿
z
x. Like
M
d
(
G
), the
algebra
M
d
(
S
) is an inversion stable subalgebra of
M
(
S
). Hence, Theorem 5.2.2 is still
valid for this algebra as well.
5.5. A lower estimate for the measure algebras
In this section, we show how to get a common lower estimate of
c
1
(
Æ
;
A
;
X
) for the
measure algebras of groups and semigroups, and for their subalgebras considered above. In
particular, we show that the critical constant
Æ
1 is greater than or equal to
1
2 for every inﬁnite
LCA group and for the most part of semigroups.
In fact, we dispose two approaches to lower estimates. The ﬁrst one is based directly on
the existence and properties of measures carried by independent Cantor sets; in what follows
a special kind of such measures (Sreider measures) is used. The corresponding theory is
surely one of the most subtle chapters of measure algebra theory, see [GRS], [Ru1], [GMG].
The second method is inspired by H. Shapiro’s example [Sh1]. In our setting, it depends on
some improvements of the technique of exponentials norm behaviour
k
e
i
t
￿
k
M
(
G
) for
t
>
0.
This technique is well known to be the ground of the theory of functions operating on an
algebra, see [Ru1], [GMG]. The ﬁrst way is faster, and, following [N4], we use it in this
section. For the second one, more explicit, we refer to [ENZ] and [Sh2].
We start by recalling some classical facts on measure algebras.
5.5.1. Sreider measures. Let
G be a nondiscrete LCA group. It is known that there
exists a positive measure
￿
2
M
(
G
) such that
^
￿
(
^
G
)
￿
[
￿
1
;
1
] and
^
￿
(
M
)
=
D ,
k
￿
k
=
1;
see Sreider [Sr] for
G
=
R, and [Ru1], Theorem 5.3.4, for the general case and history. We
call such
￿’s Sreider measures. Moreover, it is known that there exist continuous Sreider
measures
￿ such that the convolution powers and their translates,
￿
k,
Æ
x
￿
￿
k, are all mutually
singular, see [Ru1], [GMG]. It is worth mentioning that
0
2
^
￿
(
^
G
) for all known examples of
such measures.
5.5.2. Bohr compactiﬁcation. For an LCA group
G, we denote by
^
G
d the dual group
^
G endowed with the discrete topology, and set
G
=
(
^
G
d
)
^. The compact group
G is called
the Bohr compactiﬁcation of
G; in fact,
G is a dense subset of
G, and
G
=
M
(
M
(
^
G
d
)
)
=
M
(
M
d
(
^
G
)
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5.5.3. How to get lower estimates on groups. Here we explain a method to prove lower
estimates for critical constants and norm-controlling constants, making use of Sreider mea-
sures and Bohr compactiﬁcation. One can call the method “a walk to the Bohr compactum”.
In particular, we get the needed estimates for all three algebras on groups we considered
above, namely, for
M
(
G
),
L
1
(
G
)
+
C
￿
Æ
0, and
M
d
(
G
).
The method consists of the following steps (see [N4] for more details):
1) staying on an inﬁnite group
G, we lift ourselves up to the Bohr group
G
￿
G;
2) being nondiscrete,
G carries a Sreider measure, say
￿, whose polynomials give the
required lower estimate, see Lemma 5.5.4 below;
3) using almost periodic approximations of
F
￿, we obtain the same lower estimate on
G (via the classical Bochner criterion for the membership in
F
M
(
G
), see [Ru1], Theorem
1.9.1).
Of course, for a nondiscrete group
G, steps 1) and 3) are not necessary. To accomplish
step 3) for general
G, we need a kind of a strengthened weak topology, precisely, a version
of Beurling’s narrow topology. Namely, we say that a net
(
￿
i
)
i
2
I
￿
M
(
G
) is
^
G-convergent
to a measure
￿
2
M
(
G
) if
l
i
m
i
2
I
k
￿
i
k
6
k
￿
k and
l
i
m
i
2
I
^
￿
i
(
￿
)
=
^
￿
(
￿
) for
￿
2
^
G. A set
A
￿
M
(
G
) is said to be
^
G-dense in a set
B
￿
M
(
G
) if every
￿
2
B is a
^
G-limit of a net of
measures belonging to
A.
The following lemma is a straightforward consequence of the spectral mapping theorem.
LEMMA 5.5.4. Let
￿ be a Sreider measure on a nondiscrete LCA group
G, and let
￿
=
Æ
e
+
(
1
￿
Æ
)
￿
2, where
1
=
2
<
Æ
6
1, and
e
=
Æ
0 stands for the unit of
M
(
G
). Then
k
￿
k
=
1 ,
^
￿
(
^
G
)
￿
[
Æ
;
1
] and
k
￿
￿
1
k
=
(
2
Æ
￿
1
)
￿
1.
THEOREM 5.5.5. Let
G be an inﬁnite LCA group, and let
A be a unital subalgebra of
M
(
G
) (not necessarily closed) satisfying the following conditions: (i)
A is
^
G-symmetric;
(ii)
A is
^
G-dense in
M
(
G
). Further, given a number
Æ,
1
=
2
<
Æ
6
1, let
A
(
[
Æ
;
1
]
)
=
f
￿
2
A
:
k
￿
k
6
1
;
^
￿
(
^
G
)
￿
[
Æ
;
1
]
g. Then
s
u
p
￿
2
A
(
[
Æ
;
1
]
)
k
￿
￿
1
k
>
(
2
Æ
￿
1
)
￿
1
:
In particular,
Æ
1
(
A
;
^
G
)
>
1
=
2, and
c
1
(
Æ
;
A
;
^
G
)
>
(
2
Æ
￿
1
)
￿
1 for
1
2
<
Æ
6
1.
The algebras
A
=
M
(
G
),
A
=
L
1
(
G
)
+
C
￿
e, and
A
=
M
d
(
G
) satisfy conditions (i) and
(ii), and hence the conclusions hold for these algebras.
5.5.6. How to get a lower estimate on semigroups. Here we describe a semigroup
counterpart of theorem 5.5.5 by using the same method of moving to the Bohr compactum.
However, the construction of measures giving the maximum to
k
￿
￿
1
k when
i
n
f
j
^
￿
j is ﬁxed
is necessarily different. Indeed, the previous construction is based on the
^
G
￿ symmetry of
M
(
G
) and on positive semideﬁniteness of the corresponding Fourier transforms. Both rea-
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of theorem 2.3.1. By the way, this gives another proof to theorem 5.5.5; namely, theorem
2.3.1 and lemma 5.5.7 below imply 5.5.5.
In order to realize the technique of narrow approximations on a semigroup instead of the
entire group, we restrict ourselves to a class of semigroups
S described in Subsection 5.2.1.
This class contains all frequently used semigroups, in particular, all examples of Subsection
5.3 above.
Until the end of this Section, we denote by
A a subalgebra of
M
(
G
), and by
A a subal-
gebra of
M
(
S
).
LEMMA 5.5.7. Let
G be an inﬁnite LCA group, and let
A be a subalgebra of
M
(
G
)
which is
^
G
￿symmetric and
^
G
￿dense in
M
(
G
) (but not necessarily closed and/or unital).
Then,
A satisﬁes (2.3) with
X
=
^
G.
Now, we describe a class of semigroups
S and a class of subalgebras
A
￿
M
(
S
) where
the method based on theorem 2.3.1 works; see [N4] for more details.
5.5.8. Absorbing semigroups and
S-subalgebras. Let
S be a semigroup embedded into
an LCA group
G,
S
￿
G, and satisfying hypotheses (i)–(iii) of Subsection 5.5.1. We say that
G satisﬁes the absorbtion condition if the following is true.
(iv) For every compact set
K
￿
G there exists an element
x
2
G such that
x
+
K
￿
S.
If
S is absorbing, there exists an element
x
2
S such that
x
+
K
￿
S (consider
K
[
f
0
g),
and, therefore, (iv) implies that
S generates
G in the sense
G
=
S
￿
S. On the other hand, if
S
is generating and
S
n
f
0
g is open, or
S contains an open generating part, then
S is absorbing.
For instance, this is the case for all examples of Subsection 5.3.
Now, we describe the class of subalgebras of
M
(
S
) we are working with. Namely, let
S
be a semigroup,
S
￿
G. We say that
A is an
S-subalgebra of
M
(
S
) if
A is a subalgebra
of
M
(
S
) containing a “small” subalgebra of the form
P
S
A
+
C
￿
e, where
A
￿
M
(
G
) stands
for a subalgebra of
M
(
G
) verifying the following conditions (compare with the conditions
of theorem 5.5.5):
(i)
A is
^
G
￿symmetric;
(ii)
A is
^
G
￿dense in
M
(
G
);
(iii)
A is
S-invariant, that is,
Æ
x
￿
A
￿
A for
x
2
S;
(iv)
^
G is a boundary for
M
(
A
), that is,
l
i
m
n
k
￿
n
k
1
=
n
=
s
u
p
^
G
j
^
￿
j for every
￿
2
A .
Observe that
A is not assumed to be unital. The standard subalgebras
A
=
M
d
(
S
)
and
A
=
L
1
(
S
)
+
C
￿
e, with obvious group counterparts
A
=
M
d
(
G
) and
A
=
L
1
(
G
),
respectively, are
S-subalgebras of
M
(
S
). Hence, the same is true of any bigger subalgebra.
For instance,
M
d
(
S
)
+
L
1
(
S
), and
M
(
S
) itself, are
S-subalgebras. Another example is the
algebra
M
f
(
S
) of ﬁnitely supported measures on
S.
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THEOREM 5.5.9. Let
S be a semigroup satisfying conditions (i)–(iii) of Subsection 5.2.1
and the absorbtion condition (iv). Let
A be an
S-subalgebra of
M
(
S
) (not necessarily
closed). Then
Æ
1
(
A
;
^
S
b
)
>
1
=
2 and
c
1
(
Æ
;
A
;
^
S
b
)
>
(
2
Æ
￿
1
)
￿
1 for all
Æ,
1
=
2
<
Æ
<
1.
For the proof, we check (2.3) with
X
=
^
S
b, see [N4], theorem 3.3.7.
6. Some Finite Groups and Semigroups
In this section we brieﬂy consider the measure algebras
M on ﬁnite groups and on ﬁnite
semigroups. In general, exact computations of the majorants
c
n
(
Æ
;
M
;
X
) for these groups
and semigroups are, probably, even more complicated than in the inﬁnite case. This is why
we mainly restrict ourselves to two examples: to cyclic groups
C
d
=
Z
=
d
Z of order
d
>
1,
to nilpotent semigroups
Z
d
=
Z
+
=
(
d
+
Z
+
) of order
d. In a sense, the groups
C
d “exhaust”
the group
Z and the semigroups
Z
d “exhaust”
Z
+. Essentially, we consider the asymptotics
of
c
n
(
Æ
;
M
(
C
d
)
;
^
C
d
) and
c
n
(
Æ
;
M
(
Z
d
)
;
^
Z
d
) as
d
￿
!
1 .
6.1. Finite groups
6.1.1. Preliminaries. Let
G be a ﬁnite group written additively, and
m
G the invari-
ant (Haar) measure normalized by
m
G
(
f
x
g
)
=
1 for every
x
2
G. Clearly, the space
M
(
G
)
=
L
1
(
G
)
=
l
1
(
G
) is a convolution Banach algebra with the unit
e
=
Æ
0. All complex
homomorphisms are given by the Fourier (Gelfand) transformation,
f
7
￿
!
F
f
(
￿
)
=
^
f
(
￿
)
=
P
x
2
G
f
(
x
)
(
￿
x
;
￿
),
￿
2
^
G, where
^
G is the dual group of unimodular characters written mul-
tiplicatively. Therefore,
M
(
M
(
G
)
)
=
^
G. The Haar measure
m
=
m
^
G is normalized to
have total mass 1, so that the Fourier transformation
F is a unitary operator from
L
2
(
G
) to
L
2
(
^
G
). It is easy to see that we can regard the dual group
^
G as the visible spectrum for any
convolution algebra on
G. That is, in our previous notation, we set
X
=
^
G.
Using equivalence of every two norms on a ﬁnite dimensional vector space, one can show
that for ﬁnite groups the majorants
c
1
(
Æ
;
A
;
^
G
) always have the linear growth rate as
Æ
￿
!
0.
For example,
k
￿
￿
1
k
6
k
(
A
)
=
Æ for every
￿
2
A satisfying
j
^
￿
(
￿
)
j
>
Æ for all
￿
2
^
G.
Here
k
(
A
) is a constant depending only on a convolution algebra
A on a ﬁnite group
G, and
k
(
M
(
G
)
)
6
(
c
a
r
d
(
G
)
)
1
=
2.
We can say more for the special case of cyclic groups
C
d.
6.2. The cyclic group
C
d
Let
G
=
C
d
=
Z
=
d
Z
=
f
0
;
1
;
:
:
:
;
d
￿
1
g be the cyclic group endowed with the quotient
composition. The dual group
^
C
d is the group of
d-th roots of unity
^
C
d
=
f
￿
k
=
￿
k
:
0
6
k
6
d
￿
1
g, where
￿
=
￿
(
d
)
=
e
2
￿
i
=
d. The Fourier transform of an element
f
2
M
(
C
d
)
is
F
f
(
￿
k
)
=
^
f
(
￿
k
)
=
P
0
6
s
<
d
f
(
s
)
￿
s
k,
￿
k
2
^
C
d, and the norm is
k
f
k
=
P
0
6
s
<
d
j
f
(
s
)
j. Let
e
k
=
￿
f
k
g be the basic functions on
C
d. The convolution on
C
d, which we denote by
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follows the rule
e
r
Æ
e
s
=
e
t, where
t
2
C
d,
t
￿
(
r
+
s
)
m
o
d
(
d
). Since we cannot compute
c
n
(
Æ
;
M
(
C
d
)
;
^
C
d
), we consider the behaviour of the upper bound
c
n
(
Æ
;
f
C
d
g
) deﬁned by
(6.1)
c
n
(
Æ
;
f
C
d
g
)
=
s
u
p
f
c
n
(
Æ
;
M
(
C
d
)
;
b
C
d
)
:
d
>
1
g
;
0
<
Æ
6
1
:
The following theorem shows that, in a sense, the algebras
M
(
C
d
) approximate the algebra
M
(
Z
)
=
l
1
(
Z
) as
d
￿
!
1 .
THEOREM 6.2.1. (i)
c
n
(
Æ
;
M
(
C
d
)
;
^
C
d
)
6
d
1
=
2
￿
m
i
n
(
Æ
￿
2
;
Æ
￿
1
n
1
=
2
) for all
0
<
Æ
6
1 and
n
>
1.
(ii)
c
n
(
Æ
;
M
(
C
d
)
;
^
C
d
)
6
(
2
Æ
2
￿
1
)
￿
1 for all
1
=
p
2
<
Æ
6
1 and
n
>
1.
(iii)
c
n
(
Æ
;
f
C
d
g
)
>
c
n
(
Æ
;
M
(
Z
)
;
T
) for all
0
<
Æ
6
1, where
c
n
(
Æ
;
f
C
d
g
) is deﬁned in
(6.1). In particular,
c
1
(
Æ
;
f
C
d
g
)
=
1 for
0
<
Æ
6
1
=
2, and
c
1
(
Æ
;
f
C
d
g
)
>
(
2
Æ
￿
1
)
￿
1 for
1
=
2
<
Æ
6
1.
6.3. The nilpotent semigroup
Z
d
The semigroup
Z
d
=
Z
+
=
(
d
+
Z
+
) is deﬁned as the set
Z
d
=
f
0
;
1
;
:
:
:
;
d
￿
1
;
d
g endowed
with the operation
(
s
;
t
)
7
￿
!
m
i
n
(
s
+
t
;
d
), and with the measure
m
(
f
s
g
)
=
1for
0
6
s
<
d
and
m
(
f
d
g
)
=
0 . Therefore, on the basic functions
e
s,
e
s
(
t
)
=
Æ
s
;
t (the Kronecker delta), the
convolution is deﬁned by the formula
e
s
Æ
e
t
=
e
s
+
t for
s
+
t
<
d
; and
e
s
Æ
e
t
=
0 for
s
+
t
>
d
:
The space
M
(
Z
d
)
=
L
1
(
Z
d
;
m
) of all measures (functions) on
Z
d endowed with this convo-
lution and with the usual
L
1 norm is a unital
d-nilpotent Banach algebra. Namely, the algebra
M
(
Z
d
) has a generator
e
1 such that
e
d
1
=
0. Hence, the only character on
Z
d is the trivial
one:
0
7
￿
!
1 and
s
7
￿
!
0 for
s
>
0. We write
^
Z
d
=
f
0
g, and
M
(
M
(
Z
d
)
)
=
f
0
g with the
only homomorphism on
M
(
Z
d
), namely
￿
=
(
￿
(
s
)
)
0
6
s
<
d
7
￿
!
￿
(
0
).
Theorem 6.3.1 below gives the exact value of the majorant
c
1
(
Æ
;
M
(
Z
d
)
;
f
0
g
) and shows
that the algebra
M
(
Z
+
)
=
l
1
(
Z
+
) is, in a sense, the limit of
M
(
Z
d
) as
d
￿
!
1 .
THEOREM 6.3.1. For all
0
<
Æ
6
1,
c
1
(
Æ
;
M
(
Z
d
)
;
f
0
g
)
=
Æ
￿
1
P
0
6
k
<
d
(
1
￿
Æ
Æ
)
k, and,
therefore,
c
1
(
Æ
;
M
(
Z
d
)
;
f
0
g
)
￿
Æ
￿
d as
Æ
￿
!
0. Moreover,
c
1
(
Æ
;
f
Z
d
g
)
=
:
s
u
p
f
c
1
(
Æ
;
M
(
Z
d
)
;
f
0
g
)
:
d
>
1
g
=
c
1
(
Æ
;
M
(
Z
+
)
;
D
)
for all
0
<
Æ
6
1, that is,
c
1
(
Æ
;
f
Z
d
g
)
=
1 for
0
<
Æ
6
1
=
2, and
c
1
(
Æ
;
f
Z
d
g
)
=
(
2
Æ
￿
1
)
￿
1
for
1
=
2
<
Æ
6
1.
7. The Weighted Beurling-Sobolev Algebras
In this section, we present some results on estimates of the inverses in Beurling-Sobolev
algebras contained in [ENZ]. The principal conclusion is that the spectrum
M
(
A
) of a “sufﬁ-
ciently smooth” Beurling-Sobolev algebra
A
=
l
p
(
Z
;
w
),as well as of its analytic counterpart
A
=
l
p
(
Z
+
;
w
),i s(
Æ
￿
1)-visible for every
Æ
>
0, that is
Æ
1
(
A
;
M
(
A
)
)
=
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explicit upper bounds for
c
1
(
Æ
;
A
;
M
(
A
)
) for
Æ
>
0. The weights
w are subject to some
regularity conditions.
In particular, the analytic Wiener algebra
l
1
(
Z
+
), which admits no norm control for the
inverses for
0
<
Æ
6
1
=
2 (see Section 5), turns out to be the only exception in the scale of
weighted algebras
l
1
(
Z
+
;
w
), up to the weight regularity mentioned above. The reason for
this difference lies in a sort of “asymptotic compactness” of the algebra multiplication in the
presence of a non-trivial weight regularly tending to inﬁnity, and in its absence for the un-
weighted case; see comments to theorem 7.2.4 for the deﬁnitions. Technically, the phenome-
non mentioned is measured by the compactness of the embedding of the algebra
l
p
(
Z
+
;
w
) or
l
p
(
Z
;
w
) in the multiplier algebra
m
u
l
t
(
l
p
(
w
0
)
) of the space of derivatives
l
p
(
w
0
)
=
D
l
p
(
w
),
as is required by the method of Section 3.
7.1. The Beurling-Sobolev algebras
l
p
(
w
)
We start by ﬁxing notation and recalling some basic facts on the weighted convolution
algebras
l
p
(
w
), and on the Beurling-Sobolev algebras; by our deﬁnition, the latter represent
a special case of
l
p
(
w
). Then we describe regularly growing weights generating a Beurling-
Sobolev algebra.
7.1.1. The topological Banach algebras
l
p
(
Z
;
w
). For a positive function (a weight)
w
:
Z
￿
!
(
0
;
1
) and an exponent
1
6
p
<
1, we denote
l
p
(
Z
;
w
)
=
f
x
=
(
x
n
)
n
2
Z
:
x
w
2
l
p
(
Z
)
g
=
f
x
:
k
x
k
p
;
w
<
1
g
;
where
k
x
k
p
;
w
=
(
P
n
2
Z
j
x
n
j
p
w
(
n
)
p
)
1
=
p
<
1, with the usual modiﬁcation for
p
=
1,
k
x
k
1
;
w
=
s
u
p
n
2
Z
j
x
n
w
(
n
)
j
<
1. The convolution of two ﬁnitely supported sequences
is deﬁned in the usual way,
x
￿
y
=
(
P
k
2
Z
x
k
y
n
￿
k
)
n
2
Z. It is well known that the convolution
can be extended to a continuous multiplication on
l
p
(
Z
;
w
) provided that
(7.1)
C
p
;
w
=
s
u
p
n
2
Z
 
X
k
2
Z
￿
w
(
n
)
w
(
k
)
w
(
n
￿
k
)
￿
p
0
!
1
=
p
0
<
1
;
where
p
0 stands for the conjugate exponent,
1
=
p
+
1
=
p
0
=
1 . The case
p
=
1is classical. For
p
>
1, the sufﬁciency of the continuous analogue of (7.1) for the weighted space
L
p
(
R
;
w
) to
be a convolution algebra was proved by J. Wermer in [W]. For the case of
l
p
(
Z
;
w
), the sufﬁ-
ciency of (7.1), as well as the necessity of it in the case
p
=
1, was proved in [N3] (without
knowingabout Wermer’s result). In [KL], it was shownthat, in general, (7.1) is not necessary,
but for an even (
w
(
￿
n
)
=
w
(
n
)) and
l
o
g-concave weight
w this condition is necessary for
any
p. However, a practically useful necessary and sufﬁcient condition for regularly varying
weights ﬁrst appeared only in [ENZ], see below theorem 7.1.5. For information on weighted
convolution
L
p algebras on
R
n, see [KS].
Assuming (7.1), we get
k
x
￿
y
k
p
;
w
6
C
p
;
w
k
x
k
p
;
w
k
y
k
p
;
w for every
x
;
y
2
l
p
(
Z
;
w
). Hence,
l
p
(
Z
;
w
) becomes a unital topological Banach algebra with the unit
e
=
e
0
=
(
Æ
0
k
)
k
2
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p
=
1 , the condition
w
(
0
)
=
1,
w
(
n
+
k
)
6
w
(
n
)
w
(
k
) obviously is necessary and sufﬁcient
for
l
1
(
Z
;
w
) to be a Banach algebra. It is an exercise to show that for
p
>
1 the norm
k
￿
k
p
;
w
is never a Banach algebra norm; on the contrary, for
p
=
1every topological Banach algebra
weight is equivalent to a Banach algebra weight.
By a Beurling-Sobolev algebra we mean the space
l
p
(
Z
;
w
)satisfying condition (7.1) and
endowed with the norm
k
￿
k
p
;
w. We recall that the
l
1 weighted Banach algebras are usually
called Beurling algebras; in the general case of the algebras
l
p
(
Z
;
w
), there are reasons for
adding the name of S. L. Sobolev, because for
p
=
2 and
w
(
n
)
=
(
1
+
j
n
j
)
￿ we get the
standard Sobolev spaces (algebras) on
T as the spaces
F
l
p
(
Z
;
w
) of Fourier transforms.
7.1.2. Maximal ideals. A necessary condition. Since
A
=
l
p
(
Z
;
w
) satisﬁes axioms (i)
and (ii) of Subsection 3.1, the spectrum of
l
p
(
Z
;
w
) is the annulus
A
(
r
￿
;
r
+
),
A
(
r
￿
;
r
+
)
=
f
￿
2
C
:
r
￿
(
w
)
6
j
￿
j
6
r
+
(
w
)
g, where
r
￿
=
r
￿
(
w
)
=
l
i
m
k
￿
!
￿
1
w
(
k
)
1
=
k
>
0,
r
+
=
r
+
(
w
)
=
l
i
m
k
￿
!
+
1
w
(
k
)
1
=
k
<
1.
The Gelfand transform is given by
x
7
￿
!
^
x,
^
x
(
￿
)
=
F
x
(
￿
)
=
X
k
2
Z
x
k
￿
k
;
￿
2
A
(
r
￿
;
r
+
)
:
Moreover, it follows from the inclusion
F
l
p
(
Z
;
w
)
￿
C
(
A
(
r
￿
;
r
+
)
) that the algebra
l
p
(
Z
;
w
)
is always embedded into the weighted algebra
l
1
(
Z
;
r
n
￿
)
=
f
x
:
X
k
<
0
j
x
k
j
r
k
￿
+
X
k
>
0
j
x
k
j
r
k
+
<
1
g
:
This provides a necessary condition for
l
p
(
Z
;
w
) to be an algebra, namely,
(
r
n
￿
=
w
(
n
)
)
2
l
p
0
(
Z
), or, equivalently,
X
k
>
0
(
r
k
+
w
(
k
)
)
p
0
<
1
;
X
k
<
0
(
r
k
￿
w
(
k
)
)
p
0
<
1
;
with the usual modiﬁcation for
p
0
=
1.
7.1.3. Remarks and notation. With appropriate modiﬁcations, similar facts are true for
the analytic Beurling-Sobolev algebras
l
p
(
Z
+
;
w
). In this Section, we consider the case of
positive spectral radius only,
r
+
(
w
)
>
0.
In the case of
l
p
(
Z
;
w
), we often assume a sort of weak symmetry of
w, requiring that
r
￿
=
r
+. Without loss of generality, we can normalize the weight so as to have
r
+
=
1.A
general method for obtaining algebras
l
p
(
Z
;
w
) with arbitrary spectral radii is as follows. Let
l
p
(
Z
;
w
) be a Beurling-Sobolev algebra, and
R
=
(
R
￿
;
R
+
) be two positive numbers such
that
R
￿
6
R
+. Then, if we set
W
R
(
n
)
=
R
n
s
i
g
n
(
n
)
w
(
n
) for
n
2
Z, we get an algebra weight
satisfying
C
p
;
W
R
6
C
p
;
w and
r
￿
(
W
R
)
=
R
￿
r
￿. In particular, starting with
r
￿
=
r
+
=
1 ,w e
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Notation. We use the symbol
l
p, respectively
l
p
(
w
), as common notation for
l
p
(
Z
) and
l
p
(
Z
+
), respectively for
l
p
(
Z
;
w
) and
l
p
(
Z
+
;
w
).
7.1.4. The Beurling-Sobolev algebras
l
p
(
w
). Here we give regularity conditions on
w
guaranteeing that
l
p
(
w
) is a Beurling-Sobolev algebra.
THEOREM 7.1.5. I. Let
1
6
p
6
1, and
v
=
l
o
g
(
w
) be a positive eventually concave
function on
R
+ such that
r
+
=
l
i
m
x
￿
!
1
w
(
x
)
1
=
x
=
1 . Assume that the following condition
is fulﬁlled: either, (a) there exists
￿
>
0 such that
w
(
x
)
=
x
￿ eventually decreases; or, (b) there
exists
￿
>
1
=
p
0 such that
w
(
x
)
=
x
￿ eventually increases and has concave logarithm.
Then the following assertions are equivalent.
(i) The space
l
p
(
Z
+
;
w
) is an algebra.
(ii) The space
l
p
(
Z
+
;
w
) is a Beurling-Sobolev algebra.
(iii)
1
=
w
2
L
p
0
(
R
+
), or, equivalently,
(
1
=
w
(
n
)
)
n
>
0
2
l
p
0.
II. Let
w be a weight function on
Z such that
r
￿
=
r
+
=
1. Assume that
(
w
(
n
)
)
n
>
0
and
(
w
(
￿
n
)
)
n
>
0 are quasiincreasing sequences, that is
s
u
p
n
;
j
>
0
w
(
n
)
w
(
n
+
j
)
<
1, and
similarly for
(
w
(
￿
n
)
)
n
>
0. Then
l
p
(
Z
;
w
) is a Beurling-Sobolev algebra if and only if so are
l
p
(
Z
+
;
w
) and
l
p
(
Z
￿
;
w
).
7.1.6. Examples. (i)
l
p
(
j
n
j
￿
￿
) is a Beurling-Sobolev algebra if and only if
￿
p
0
>
1 for
p
>
1, and
￿
>
0 for
p
=
1 . Here
x
￿
=
m
a
x
(
x
;
1
) for
x
2
R.
(ii) If
l
1
(
w
￿
) is a Beurling algebra,
w
￿
(
n
)
=
w
(
n
)
=
j
n
j
￿
￿, and
￿
p
0
>
1, then
l
p
(
w
) is a
Beurling-Sobolev algebra.
7.2. When is the embedding
l
p
(
w
)
￿
m
u
l
t
(
D
l
p
(
w
)
) compact?
As was shown in Section 3, the compactness of this embedding plays a crucial role in the
estimates of the norms of inverses. The best polynomial approximations, measured by the
￿
n
characteristics of this embedding, make it possible to control the norms of the inverses. This
completes the program proposed in Section 3 for estimates of
c
1
(
Æ
;
A
;
M
(
A
)
) in the case of
Beurling-Sobolev algebras
A
=
l
p
(
w
). We consider the special case
p
=
1of Beurling alge-
bras separately, because in thiscase we can state an explicitnecessary and sufﬁcientcondition
for compactness. Similar analysis can be made for
l
1
(
w
). For the Beurling-Sobolev algebras
l
p
(
w
),
1
<
p
<
1, some broad sufﬁcient conditions are obtained. In this Subsection, we
follow the paper [ENZ].
The case of the group
Z is slightly different from the semigroup
Z
+, because in these two
cases the convolutions differ in nature. Namely, on
Z, to form
(
x
￿
y
)
n we add products
x
k
y
j
with
k and
j both unbounded, and for
Z
+ this is not the case. In particular, this elementary
remark explains the difference between the nature of the weight
￿
(
n
)
=
k
e
n
k
m
u
l
t on
Z
+
from that on
Z, see 7.2.5–7.2.6. For instance, for any analytic Beurling-Sobolev algebra
A
=
l
p
(
Z
+
;
w
) we always have
A
￿
m
u
l
t
(
A
0
), but for the algebras
A
=
l
p
(
Z
;
w
),in general,
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As before, the weight
w
0 is deﬁned by the formula
w
0
(
n
)
=
w
(
n
)
=
j
n
j
￿, where
j
n
j
￿
=
m
a
x
(
j
n
j
;
1
). It is clear that
A
0
=
D
A
=
l
p
(
w
0
) for
A
=
l
p
(
w
).
7.2.1. Continuous embeddings
l
p
(
w
)
￿
m
u
l
t
(
l
p
(
w
0
)
). As was just mentioned, an ana-
lytic Beurling-Sobolev algebra
l
p
(
Z
+
;
w
) is always contained in
m
u
l
t
(
l
p
(
Z
+
;
w
0
)
).
THEOREM 7.2.2. If
l
p
(
Z
+
;
w
) is a Beurling-Sobolev algebra, then
l
p
(
Z
+
;
w
)
￿
m
u
l
t
(
l
p
(
Z
+
;
w
0
)
)
and the norm of this embedding does not exceed
C
p
;
w.
It is easy to see that for the group case, that is, for
l
p
(
Z
;
w
) in place of
l
p
(
Z
+
;
w
), some
more growth restrictions on w are required for the inclusion
A
=
l
p
(
Z
;
w
)
￿
m
u
l
t
(
A
0
)
=
m
u
l
t
(
l
p
(
Z
;
w
0
)
). Indeed, the condition
c
=
s
u
p
k
(
k
e
k
k
m
u
l
t
(
A
0
)
=
k
e
k
k
p
;
w
)
<
1 is necessary
for such an inclusion; it implies that
w
(
k
)
w
(
￿
k
)
>
c
o
n
s
t
￿
j
k
j
￿ for all
k
2
Z.
Thus, for every
1
6
p
<
2 there exist regularly growing weights
w satisfying the condi-
tion (iii) of theorem 7.1.5 but
c
=
1 (take
w
(
k
)
=
j
k
j
￿
￿ with
1
=
p
0
<
￿
<
1
=
2). Consequently,
there are algebras
l
p
(
Z
;
w
) for which the embedding
l
p
(
Z
;
w
)
￿
m
u
l
t
(
l
p
(
Z
;
w
0
)
) fails. On
the contrary, for
p
>
2, any algebra
l
p
(
Z
;
w
) with regularly growing weight seems to be
contained in
m
u
l
t
(
l
p
(
Z
;
w
0
)
).
On the other hand, we can guarantee the embedding in question (and even the compact-
ness of this embedding), if we require a stronger algebra condition. Below, we present some
results from [ENZ] obtained by using two different approaches.
First, we give a simple sufﬁcient condition for the embedding
l
p
0
(
w
)
￿
m
u
l
t
(
l
p
(
w
0
)
)
factorizing it through an auxiliary
l
1-space.
THEOREM 7.2.3. I. For any weighted space
A
=
l
p
(
w
),o r
A
=
l
p
0
(
w
),w eh a v e
k
e
n
k
m
u
l
t
(
A
0
)
=
￿
(
n
)
;
where
(7.2)
￿
(
n
)
=
s
u
p
k
j
k
j
￿
w
(
k
+
n
)
j
k
+
n
j
￿
w
(
k
)
;
k
;
n
2
Z,o r
k
;
n
2
Z
+, respectively. Hence, we have the contractive embedding
l
1
(
￿
)
￿
m
u
l
t
(
A
0
)
:
II. The embedding
l
p
(
w
)
￿
l
1
(
￿
) is equivalent to
(7.3)
￿
w
2
l
p
0
:
Being valid, this embedding is automatically compact for
p
>
1, and it is compact for
p
=
1
if and only if
(7.4)
l
i
m
k
￿
(
k
)
w
(
k
)
=
0
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where
k
￿
!
1in the case of
Z
+, and
j
k
j
￿
!
1in the case of
Z.
III. For every weighted space
l
p
(
w
), condition (7.3) for
p
>
1, and condition (7.4) for
p
=
1 , imply that
l
p
(
w
)
￿
c
m
u
l
t
(
l
p
(
w
0
)
).
IV. For a Beurling algebra
A
=
l
1
(
Z
+
;
w
) the following are equivalent
a) the embedding
A
￿
B
=
m
u
l
t
(
A
0
) is compact,
b)
l
1
(
Z
+
;
w
)
￿
l
1
(
Z
+
;
￿
) is compact,
c)
l
i
m
n
;
k
￿
!
1
w
(
n
+
k
)
w
(
n
)
w
(
k
)
=
0 ,
d) the multiplication in
l
1
(
Z
+
;
w
) is asymptotically compact.
Moreover, if
A
0
=
f
x
2
A
:
k
x
k
A
6
1
g is the unit ball of
A
=
l
1
(
Z
+
;
w
), then
￿
n
(
A
0
;
B
)
=
s
u
p
k
>
n
(
￿
(
k
)
=
w
(
k
)
) where
￿
n
(
A
0
;
B
) stands for the best polynomial approxi-
mation of degree
n as deﬁned in 3.2.3.
“Asymptotically compact multiplication” mentioned above means that for every
￿
>
0
there exists an integer
N such that
k
x
￿
y
k
<
￿
k
x
k
￿
k
y
k for every
x
;
y
2
l
p
(
Z
+
;
w
) satisfying
x
k
=
y
k
=
0for
0
6
k
<
N .
The conditions a), b) and d) are still equivalent (after obvious modiﬁcations) for Beurling
algebras
l
1
(
Z
;
w
) on
Z, but the behaviour of the weight
￿ is quite different in the cases of
Z
and
Z
+. Examples of weights
w, for which the rate of the best polynomial approximations
￿
n
(
A
0
;
B
) can be computed explicitly, can be provided using the known Hardy ﬁeld of func-
tions, see Bourbaki [Bou]. In particular such a weight satisfying
l
i
m
x
￿
!
1
x
￿
1
l
o
g
(
w
(
x
)
)
=
0
generates an algebra
l
1
(
Z
+
;
w
) and satisﬁes the following dichotomy:
(i) either
l
i
m
x
￿
!
1
(
w
(
x
)
=
x
)
=
0 , and then
￿
(
n
;
w
)
=
w
(
n
)
’
w
(
n
)
￿
1;
(ii) or
l
i
m
x
￿
!
1
(
w
(
x
)
=
x
)
>
0, and then
￿
(
n
;
w
)
=
w
(
n
)
’
n
￿
1.
7.2.4. The best polynomial approximations related to the embedding
l
p
(
w
)
￿
m
u
l
t
(
l
p
(
w
0
)
)
It is the key point of our approach. Knowing
￿
m
(
A
0
;
B
), it remains only to apply the theory
of Section 3. As before, the cases of
Z
+ and
Z are slightly different.
THEOREM 7.2.5. Let
1
6
p
6
1; suppose that
v
=
l
o
g
(
w
) satisﬁes the conditions
(a), (b), and (iii) of theorem 7.1.5. Then the space
l
p
(
Z
+
;
w
) is an algebra, the embedding
A
=
l
p
(
Z
+
;
w
)
￿
B
=
m
u
l
t
(
l
p
(
Z
+
;
w
0
)
) is compact, and the following estimates are valid
for the best approximations
￿
m
(
A
0
;
B
) of the unit ball
A
0
￿
A.
If condition (a) is satisﬁed with an exponent
￿
6
1, then
￿
m
(
A
0
;
B
)
6
(
X
j
>
m
w
(
j
)
￿
p
0
)
1
=
p
0
:
If condition (b) is satisﬁed, then
￿
m
(
A
0
;
B
)
6
c
=
m for
￿
>
1
+
1
=
p
0;
￿
m
(
A
0
;
B
)
6
c
￿
(
l
o
g
(
m
)
)
1
=
p
0
=
m for
￿
=
1
+
1
=
p
0, and
￿
m
(
A
0
;
B
)
6
c
=
m
￿
￿
1
=
p
0
for
1
=
p
0
<
￿
<
1
+
1
=
p
0,
where
c stands for a constant depending on
￿ and
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As is mentioned above, for the case of
Z we have some extra constraints in order that the
embeddings in question would be compact. For instance, the condition
l
i
m
j
n
j
￿
!
0
(
k
e
n
k
B
=
k
e
n
k
A
)
=
0
is obviously necessary for
A
=
l
p
(
Z
;
w
)
￿
c
B
=
m
u
l
t
(
l
p
(
Z
;
w
0
)
). Since
k
e
n
k
B
=
￿
(
n
)
>
j
n
j
￿
w
(
0
)
=
w
(
￿
n
), we obtain that if
l
i
m
j
n
j
￿
!
1
j
n
j
w
(
n
)
w
(
￿
n
)
>
0, the embedding
l
p
(
Z
;
w
)
￿
m
u
l
t
(
l
p
(
Z
;
w
0
)
) cannot be compact.
THEOREM 7.2.6. Let
w be a weakly symmetric normalized weight, that is
r
+
=
r
￿
=
1 .
Each of the following conditions implies that
l
p
(
Z
;
w
) is a Beurling-Sobolev algebra com-
pactly embedded into the multiplier space,
A
=
l
p
(
Z
;
w
)
￿
c
B
=
m
u
l
t
(
l
p
(
Z
;
w
0
)
), with the
following upper bounds for the best polynomial approximations
￿
m
(
A
0
;
B
) of the unit ball
A
0
￿
A. Here
E
m
(
p
;
￿
) stands for the right hand side of the corresponding inequality in
theorem 7.2.5 if
￿
>
1, and
E
m
(
p
;
￿
)
=
c
￿
m
1
￿
2
￿
+
1
=
p
0 otherwise.
If
C
1
;
w
￿
<
1 for an exponent
￿
>
2
￿
1
(
1
+
1
=
p
0
), where
w
￿
=
(
w
(
k
)
=
j
k
j
￿
￿
)
k
>
0, then
￿
m
(
A
0
;
B
)
6
C
1
;
w
￿
E
m
(
p
;
￿
).
If
C
p
;
w
￿
<
1 and
￿
>
1
=
2, then
￿
m
(
A
0
;
B
)
6
C
p
;
w
￿
E
m
(
1
;
￿
).
For slowly increasing weights, we refer to [ENZ] for a simple direct estimate for the best
approximations
￿
m
(
A
0
;
B
).
7.3. Some explicit estimates of the norm controlling constants
c
1
(
Æ
;
l
p
(
w
)
)
Now we are ready to obtain explicit estimates of the inverses in the Beurling-Sobolev
algebras. To this end, we combine theorems of Section 3 with the estimates of the rate of
polynomial approximations
￿
m
(
A
0
;
B
) provided in Subsections 7.1–7.2. Recall that the ma-
jorant
M of theorem 3.2.5 depends on the distribution function
￿
0 of the sequence
￿
m
(
A
0
;
B
)
and on the multiplier norms
￿
(
k
) of the basis vectors of
l
p
(
w
). In 7.3.1 below we supposing
r
+
=
r
￿
=
1 ; for the case where
r
￿
<
r
+, see the remark at the end of this Subsection.
THEOREM 7.3.1. Let
A be a Beurling-Sobolev algebra,
A
=
l
p
0
(
Z
;
w
) or
l
p
0
(
Z
+
;
w
), com-
pactly embedded into
B
=
m
u
l
t
(
l
p
(
w
0
)
). Then
Æ
1
(
A
;
M
(
A
)
)
=
0, and for all
Æ
>
0 we have
the estimate
c
1
(
Æ
;
A
;
M
(
A
)
)
6
w
(
0
)
Æ
￿
1
+
M
1
(
Æ
), where
M is given in theorem 3.2.5 and
k
e
j
k
B
=
￿
(
j
) (see formula (7.2)), and the constants
E and
C depend on the constant (7.1)
and on the norm of the embedding
l
p
0
(
Z
+
;
w
)
￿
B
=
m
u
l
t
(
l
p
(
w
0
)
).
7.3.2. Examples of estimates of inverses on
Z
+. Here are some typical Beurling-
Sobolev algebras
A
=
l
p
(
Z
+
;
w
),
1
6
p
6
1.
(i)
w
(
n
)
=
n
￿
￿,
￿
>
1
+
1
=
p
0. Then,
c
1
(
Æ
;
l
p
(
Z
+
;
n
￿
￿
)
)
6
c
(
￿
;
p
)
=
Æ
4
￿
+
2.
(ii)
w
(
n
)
=
n
￿
￿,
￿
=
1
+
1
=
p
0. Then,
c
1
(
Æ
;
l
p
(
Z
+
;
n
￿
￿
)
)
6
c
(
￿
;
p
)
(
l
o
g
(
1
=
Æ
)
)
￿
=
p
0
=
Æ
4
￿
+
2.
(iii)
w
(
n
)
=
n
￿
￿,
1
=
p
0
<
￿
<
1
+
1
=
p
0. Then,
c
1
(
Æ
;
l
p
(
Z
+
;
n
￿
￿
)
)
6
c
(
￿
;
p
)
=
Æ
2
￿
+
1, where
￿
=
(
￿
p
0
￿
1
)
￿
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(iv)
w
(
n
)
=
e
n
￿,
0
<
￿
<
1. Then,
c
1
(
Æ
;
l
p
(
Z
+
;
w
)
)
6
c
(
￿
;
p
)
￿
e
x
p
f
d
￿
Æ
￿
2
￿
(
1
￿
￿
)
g
￿
Æ
￿
2
￿
l
o
g
1
Æ.
7.3.3. Examples of estimates of inverses on
Z. Comparison of the cases of
Z and
Z
+
given in Subsections 7.1 and 7.2 shows that the explicit estimates of the inverses for rapidly
growing weights should be the same on
Z and on
Z
+, up to the sharp values of constants.
Here, “rapidly” means at least as fast as the linearly growing weight
w
(
n
)
=
j
n
j
￿,
n
2
Z.F o r
slower weights, e.g., for
w
(
n
)
=
j
n
j
￿
￿,
￿
<
1, our method gives faster growth of the constants
c
1
(
Æ
;
l
p
(
w
)
) on
Z than on
Z
+. This method stops completely at the exponent
￿
=
1
2
(
1
+
1
p
0
).
For this case we refer to the recent paper [E], where a different approach based on a Bj¨ ork’s
paper [B] is employed. We restrict ourselves to a few examples illustrating the above theory.
(i)
w
(
n
)
=
j
n
j
￿
￿,
￿
>
1
+
1
=
p
0 or
1
6
￿
6
1
+
1
=
p
0. Then one has the same results as in
7.3.2 (i), (ii) and (iii), with modiﬁed constants.
(ii)
w
(
n
)
=
j
n
j
￿
￿,
2
￿
1
(
1
+
1
=
p
0
)
<
￿
<
1. Then
c
1
(
Æ
;
l
p
(
Z
;
j
n
j
￿
￿
)
)
6
c
(
￿
;
p
)
=
Æ
2
+
2
(
1
+
￿
)
(
2
￿
￿
).
Observe that the right hand side of the last inequality diverges to inﬁnity for
￿
￿
!
2
￿
1
(
1
+
1
=
p
0
)
=
￿
p, because
￿
￿
!
1. However, in order to get a ﬁnite majorant, we
can consider a weight growing slightly faster than the critical weight
w
(
n
)
=
j
n
j
￿
p
￿ . This can
be done using
w
(
n
)
=
j
n
j
￿
p
￿
(
l
o
g
(
1
+
j
n
j
￿
)
)
￿.
References
[B] Bj¨ ork J.-E., On the spectral radius formula in Banach algebras, Paciﬁc J. Math. 40, No 2 (1972),
279–284.
[Bou] Bourbaki N., Fonctions d’une variable r´ eelle (th´ eorie ´ el´ ementaire), Chaps. 1–7, Actualit´ es Sci. In-
dustr., No 1074, 1132, Paris, Hermann 1958, 1961.
[C] Cohen P., A note on constructive methods in Banach algebras, Proc. Amer. Math. Soc. 12 (1961), No
1, 159–164.
[D] Dyn’kin E. M., Theorems of Wiener-L´ evy type and estimates for Wiener-Hopf operators, Matem-
aticheskie Issledovania (Kishinev, ed. by I. Gohberg), 8:3(29) (1973) 14–25 (Russian).
[E] El-Fallah O., Ezzaaraoui A., Majorations uniformes de normes d’inverses dans les alg` ebres de Beurl-
ing, Preprint Univ. of Rabat.
[ENZ] El-Fallah O., Nikolski N. K., and Zarrabi M., Resolvent estimates in Beurling-Sobolev algebras,
Algebra i Analiz, 6 (1998), 1-80 (Russian); English transl.: St. Petersburg Math. J., 6 (1999), 1-69.
[Gar] Garnett J. B., Bounded analytic functions, NY, AP, 1981.
[GRS] Gelfand I. M., Raikov D. A., and Shilov G. E., Commutative normed rings, (Russian) Moscow, Fiz-
matgiz, 1960; English transl.: NY, Chelsea 1964.
[GMG] Graham C. C. and McGehee O. C., Essays in Commutative Harmonic Analysis, NY-Heidelberg,
Springer, 1979.
[HKKR] Helson H., Kahane J.-P., Katznelson Y., and Rudin W., The functions which operate on Fourier trans-
forms, Acta Math. 102 (1959), 135–157.
[HR] Hewitt E. and Ross K. A., Abstract Harmonic Analysis, Vol. I and II, NY-Heidelberg, Springer 1963
and 1970.
[K1] Kahane J.-P., S´ eries de Fourier absolument convergentes, Heidelberg-NY, Springer 1970.
[K2] Kahane J.-P., Sur le th´ eor` eme de Beurling-Pollard, Math. Scand. 21 (1967), 71–79.
[KL] Kerlin E. and Lambert A., Strictly cyclic shifts on
l
p, Acta Math. Szeged, 35 (1973), 87–94.N. Nikolski / The Problem of Efﬁcient Inversions and Bezout Equations 269
[KS] Kerman R. and Sawyer E., Convolution Algebras with Weighted Rearrangement—Invariant Norm,
Studia Math., 108 (1994), 103–126.
[L] Leblanc N., Les fonctions qui op` erent dans certaines alg` ebres ` a poids, Math. Scand. 25 (1969), 190–
194.
[Lev] Levina N. B., On the inverse Wiener-L´ evy theorem, Funktsion. Analiz i ego Prilozhenia, 7:3 (1973),
84–85 (Russian); English transl.: Funct. Anal. Appl. (Plenum Publ., NY), 7:3 (1974), 241–242.
[New] NewmanD. J., A simple proofof Wiener’s
1
=
f theorem, Proc. Amer. Math. Soc. 48 (1975),264–265.
[NX] Nicolau A. and Xiao J., Bounded functions in M¨ obius invariant Dirichlet spaces, J. Funct. Anal.,
150:2 (1997), 383-425.
[N1] Nikolski N., Treatise on the shift operator, NY-Heidelberg, Springer, 1986.
[N2] Nikolski N., Norm control of inverses in radical and operator Banach algebras, to appear.
[N3] Nikolski N., Selected problems of weighted approximation and spectral analysis, Trudy Mat. Inst.
Steklov, vol.120 (Russian), Leningrad, Nauka 1974; English transl.: Series Proc. Steklov Inst. Math.,
120, Providence, Amer. Math. Soc. 1976.
[N4] Nikolski N., In search of the invisible spectrum, Ann. Inst. Fourier, 49:6 (1999), 1925-1998.
[Ru1] Rudin W., Fourier Analysis on Groups, Interscience Tracts No.12, NY, Wiley 1962.
[S] ShamoyanF. A.,ApplicationsofDzhrbashyanintegralrepresentationstocertainproblemsofanalysis,
Doklady AN SSSR, 261:3 (1981), 557–561 (Russian); English transl.: Soviet Math. Doklady 24:3
(1981), 563–567.
[Sh1] Shapiro H. S., A counterexample in harmonic analysis. In: Approximation Theory, Banach Center
Publications, Warsaw, 1979, Vol.4, 233–236 (submitted 1975).
[Sh2] Shapiro H. S., Boundingthe norm of the inverse elements in the Banach algebra of absolutely conver-
gent Taylor series. Abstracts of the Sixth Summer St. Petersburg Meeting in Mathematical Analysis,
June 22–24, 1997, St. Petersburg.
[Sr] Sreider Yu. A., The structure of maximal ideals in rings of measures with involution, Matem. Sbornik
27(69) (1950), 297–318 (Russian); English transl.: AMS Transl. No 81 (1953), 28pp.
[St] Stafney J. D., An unbounded inverse property in the algebra of absolutely convergent Fourier series,
Proc. Amer. Math. Soc. 18:1 (1967), 497–498.
[SW] Sundberg C. and Wolff T., Interpolating sequences for
Q
A
B, Trans. Amer. Math. Soc., 276 (1983),
551-581.
[SzNF] Sz¨ okefalvi-Nagy B. and Fois C., Analyse harmonique des op´ erateurs de l’espace de Hilbert, Bu-
dapest, Akad´ emiai Kiado, 1967.
[T] Taylor J. L., Measure algebras, CBMS Conf. No 16, Amer. Math. Soc., Providence, R.I., 1972.
[To1] TolokonnikovV. A., Estimates in Carleson’s corona theorem and ﬁnitely generated ideals in the alge-
bra
H
1 , Functional. Anal. i ego Prilozh. 14 (1980) 85–86 (Russian); English transl.: Funct. Anal.
Appl. 14:4 (1980), 320–321.
[To2] TolokonnikovV. A., Corona theorems in algebras of bounded analytic functions. Manuscript deposed
in VINITI, Moscow, No 251-84 DEP, 1984 (Russian).
[VP] Vinogradov S. A. and Petrov A. N., The converse to the theorem on operation of analytic functions,
and multiplicative properties of some subclasses of the Hardy space
H
1, Zapiski Nauchnyh Semin.
St. Petersburg Steklov Institute, 232 (1996), 50–72 (Russian).
[W] Wermer J., On a class of normed rings, Arkiv for Mat. 2:28 (1953), 537–551.
[Z] Zygmund A., Trigonometric series, Vol.1, Cambridge, The University Press 1959.