Introduction
The nearest neighbor problem is to find the point closest to a query point among a set of n points in k-dimensional space. Finding the nearest neighbor is a problem of significant importance in many applications. One important application is vector quantization, a technique used in the compression of speech and images [9] . Samples taken from a signal are blocked into vectors of length k. Based on a training set of vectors, a set of codevectors is first precomputed. The technique then encodes each new vector by the index of its nearest neighbor among the codevectors.
The rate r of a vector quantizer is the number of bits used to encode a sample and it is related to n, the number of codevectors, by:
For fixed rate, the performance of vector quantization improves as dimension increases but, unfortunately, the number of codevectors grows exponentially with dimension. There have been two major approaches to deal with this increase in complexity. The first approach is to impose structure on the codebook, so that the nearest neighbor or an approximation to it can be found rapidly [9] . Some deterioration in performance occurs because the imposition of structure results in a non-optimal codebook. The second approach is to preprocess the unstructured codebook so that the complexity of nearest neighbor searching is reduced [8] , [7] , [5] . However, the complexity of practical algorithms that fall under this approach increases very rapidly with dimension, and their running time is little better than brute-force linear search for rate about 1 bit per sample or less (i.e., for n 5 2k).
In this paper we show that if one is willing to relax the requirement of finding the true nearest neighbor, it is possible to achieve significant improvements in running time and at only a very small loss in the performance of the vector quantizer. We present three algorithms for nearest neighbor searching:
(1) the standard k-d tree search algorithm [4] similar to the version proposed by Sproull [ll] , but with the improvement of replacing distance estimates with exact distance values, in which a directed graph is constructed for the point set and edges join neighboring points.
We performed numerous experiments on these algorithms on point sets from various distributions, and in dimensions ranging from 8 to 16. We employed a rate of 1 bit per sample for these experiments. We studied the running times of these algorithms measured in various ways (number of points visited, number of floating point operations). We also measured the performance of these algorithms in various ways (relative error, signal to noise ratio, and probability of failing to find the true nearest neighbor). Our studies show that, for many distributions in high dimensions, the latter two algorithms provide a drastic reduction in running time over standard approaches with very little loss in performance.
2 Nearest neighbor searching using k-d trees: stan-
dard approach
Bentley introduced the k-d tree as a generalization of the binary search tree in higher dimensions [3] . Each internal node of the k-d tree is associated with a hyperrectangle and a hyperplane orthogonal to one of the coordinate axis, which splits the hyperrectangle into two parts. These two parts are then associated with the two child nodes. The process of partitioning space continues until the number of data points in the hyperrectangle falls below some given threshold. These hyperrectangles are called buckets and the corresponding nodes are the leaf nodes of the tree. Data points are only stored in the leaf nodes, not in the internal nodes.
Friedman, Bentley and Finkel [7] gave an algorithm to find the nearest neighbor using optimized k-d trees that takes O(1og n) time in the expected case, under certain assumptions on the distribution of data and query points. The internal nodes of the optimized k-d tree split the set of data points lying in the corresponding hyperrectangle into two equal parts, along the dimension in which the data points have maximum spread. The algorithm works by first descending the tree to find the data points lying in the bucket that contains the query point. Then it examines surrounding buckets if they intersect the sphere S centered at the query point and having radius equal to the distance between the query point and the closest data point visited so far. The lower and upper limits of the corresponding hyperrectangle (bounds array) can be explicitly stored in each of the internal nodes of the k-d tree, to help prune the search so that buckets that do not intersect the sphere S are not examined. Sproull [ll] showed that there was no need to explicitly store the bounds array, and gave an alternative version to save space and speed up the search. Sproull's version examines buckets if they intersect the smallest hypercube enclosing sphere S. We refine the implementation further so that buckets are examined only if they actually intersect sphere S (we call this the distance refinement, and refer to the algorithm incorporating this refinement as the standard approach). This implies a very significant saving in high dimensions because of the large difference in the volume of a sphere and the volume of the enclosing hypercube in these dimensions. For example, given 65,536 points in 16 dimensions from an uncorrelated Gaussian source, the numbers of points visited with and without this refinement are 14,500 and 50,000, respectively. These averages were computed over 25,000 query points, also from the same source. For these and all other experiments described in this paper, we used optimized k-d trees with one data point per bucket and measured distances in the Euclidean norm.
Briefly, the algorithm incorporating the distance refinement works as follows. At each leaf node visited we compute the squared distance between the query point and the data point in the bucket and update the nearest neighbor if this is the closest point seen so far. At each internal node visited we first search the subtree whose corresponding hyperrectangle is closer to the query point. Later, we search the farther subtree if the squared distance between the query point and the closest point visited so far exceeds the squared distance between the query point and the corresponding hyperrectangle. To facilitate the computation of the squared distance between the query point and the hyperrectangle, we maintain a variable cpdist2 which keeps track of this quantity. We also maintain an array cp to keep track of the distance between the query point and the hyperrectangle along each dimension. As the k-d tree is traversed, it is possible to update cpdist2 and the appropriate element of cp in constant time for each node visited. For more details, the interested reader is referred to [l] .
Nearest neighbor searching using k-d trees: priority approach
The standard k-d tree algorithm usually comes across the nearest neighbor much before the search terminates. One may view the extra search as the price to pay to guarantee that the nearest neighbor has been found. If we are willing to sacrifice this guarantee, then the complexity can be reduced by interrupting the search before it terminates (say, after a fixed number of points have been visited). In this case, it is desirable to order the search so that buckets more likely to contain the nearest neighbor are visited early on. This suggests a variant of the standard k-d tree algorithm that visits the buckets of the k-d tree in increasing order of distance from the query point.
The algorithm maintains a priority queue of subtrees, where the priority of a subtree is inversely related to the distance between the query point and the hyperrectangle corresponding to the subtree. Initially, we insert the root of the k-d tree into the priority queue. Then we repeatedly carry out the following procedure. First, we extract the subtree with highest priority from the queue. Then we descend this subtree to find the bucket closest to the query point. We update the nearest neighbor if the data point in the bucket is the closest point visited so far. As we descend the subtree, for each node U that we visit we insert U'S sibling into the priority queue. The algorithm terminates when the priority queue is empty, or sooner, if the distance from the query point to the hyperrectangle corresponding to the highest priority subtree is greater than the distance to the closest data point. The code for an implementation of this algorithm is given in [I].
To justify the correctness of this algorithm, observe first that we may regard a subtree as a set of buckets that are contained in the hyperrectangle associated with the subtree. Then the claim is that at the beginning of each iteration of the above procedure, the following invariant holds: the subtrees in the priority queue are mutually disjoint (have no bucket in common) and their union is the set of buckets not yet visited. This claim rests on the observation that at each iteration a subtree T is removed from the priority queue and replaced by (0 or more) subtrees whose union is the set of all the buckets contained in subtree T minus the bucket in subtree T that is visited next. The correctness of the algorithm follows easily from the above claim and the fact that the subtree with the highest priority contains the bucket closest to the query point.
Neighborhood graphs
We give here a brief overview of an approach to nearest neighbor searching based on the notion of neighborhood graphs, which was introduced in [2] . A neighborhood graph is a connected graph (directed or undirected) whose vertices are the set of data points, such that two points are adjacent to one another if they satisfy some local criterion. For example, the Delaunay triangulation is an undirected neighborhood graph in which two points are adjacent if there is a sphere passing through the two points that contains no other point in its interior.
Given a neighborhood graph we can search for the nearest neighbor of a query point using a greedy strategy. We start the search with the data point p from the bucket of the k-d tree containing the query point. We repeatedly carry out the following steps. We expund the point p, by which we mean that we compute the distance to the query point for all those neighbors of point p that have not yet been expanded. Among such neighbors, we expand the point that is closest to the query point. We continue to expand points in this manner until we arrive at a point all of whose neighbors have already been expanded (the search is said to have reached an impasse), or the number of points visited by the algorithm exceeds some prespecified cut-off value. Then we end the search and output the closest data point visited.
The neighborhood graph we use for nearest neighbor searching is quite similar to the relative neighborhood graph (RNG) [12] . In the RNG, two points p and r are adjacent if there is no point that is simultaneously closer to both points than they are to one another. The modified graph we build is equivalent to a graph presented by Jaromczyk and Kowaluk [lo] which was used as an intermediate result in their construction of the RNG. It is based on the following pruning rule. For each point p in the data set, we consider the remaining points in increasing order of distance from p. We remove the closest point x from this sequence, create a directed edge from p to . . Although the worse case behavior of the greedy algorithm can be quite bad, our experimental studies indicate that in high dimensions the search quickly zeroes in to find the nearest neighbor and only rarely reaches an impasse before finding the nearest neighbor.
----:+ -----

Empirical Analysis
Before running the experiments, we optimized many aspects of the code for all three algorithms. We mention two of these optimizations. First, the well-known partial distance optimization was implemented for all three algorithms: as we compute the squared distance between the query point and the data point by summing the contribution from each dimension, we exit the loop when the accumulated sum of the squares becomes too large [ll] . This optimization diminished the total number of floating point operations at only a small increase in the number of comparisons. Second, for the RNG*-search, we saved the results of the partial distance computations so that they could be used again if the same point was encountered on expanding several different points.
We studied how the performance of the vector quantizer changes as a function of the complexity of the algorithms. We focused on rate 1 bit per sample in dimensions ranging from 8 to 16. For each of the three algorithms the search is interrupted if the number of points visited by the algorithm reaches a certain threshold (cut-of value), and the closest point visited until then is taken as the output of the algorithm. By varying this cut-off value the complexity of each algorithm can be changed. We used 25,000 query points for each experiment and recorded the following for each query point at each cut-off (here de is the distance between the query point and the data point output by the algorithm and d,, is the distance between the query point and its nearest neighbor):
visited if the algorithm accesses its coordinates. Each data point is counted at most once in this total. If the algorithm terminates before the cut-off is reached, then this quantity is the same as the number of points visited until termination, otherwise it is the cut-off value. 0 The number of floating point operations per sample. In this we included all floating point additions, subtractions, multiplications and comparisons (except comparisons with zero) performed by the algorithm, not just those involved in computing distances between points. The total number of floating point operations is divided by the dimension to get the per sample average.
0 Whether the true nearest neighbor has already been found.
0
The error-factor which is defined as (de -d,,)/d,,. 0 The distortion per sample which is defined as ( d , ) 2 / k , where k is the dimension.
Three measures of performance were computed at each cut-off -the signal-tonoise ratio (SNR), the average error-factor and the m i s s probability (probability of failing to find the nearest neighbor). The SNR is defined as lOlog,,(V/D), where V is the variance of the samples and D is the average distortion per sample. All these averages are taken over the entire set of query points. Of these measures of performance, SNR is the most significant one for vector quantization. The other two measures are here principally to aid in a better empirical understanding of the algorithms.
Two meaaures of complexity were computed at each cut-off -the average number of points visited and the average number of floating point operations per sample. The number of points visited is a useful quantity to study, but since the algorithms have different overheads, the number of floating point operations is more directly related to the complexity of the algorithms. Our studies indicate that the number of floating point operations is a reasonable measure of the search time, and can be used to compare the algorithms.
We conducted experiments using the Gaussian and the Laplacian sources. Both uncorrelated and correlated sources were used. For the correlated sources, we used 0.9 as the correlation coefficient. All the sources had zero mean and unit variance.
In dimension 16 we used codebooks consisting of 65,536 codevectors generated by the k-d tree based Equitz algorithm [6] . We sped up Equitz algorithm in several ways and, for uncorrelated sources, instead of building balanced k-d trees as is customary, we partitioned the hyperrectangles corresponding to the internal nodes such that a random number of points were contained in each part. This led to codebooks of better quality. The size of the training set used was 32 times the size of the codebook. For our experiments the training set and test set were different. study of the high performance region (say, less than 0.1 dB deterioration from the performance obtained by full exhaustive search, SNR-MAX), we make two tables. Table l compares the three algorithms in terms of the average number of floating point operations per sample needed to achieve SNR within 0.1 dB of SNR-MAX. Table 2 shows the same needed to achieve SNR within 0.01 dB of SNR-MAX. Due to lack of space, we summarize the key observations for dimension 16 in the high performance region:
0 RNG*-search is the fastest of the three algorithms followed by the priority k-d tree algorithm. Both these algorithms often achieve very significant speed-ups, sometimes by a factor of over 10, compared to the standard k-d tree algorithm.
0 The complexity of RNG*-search ranges from being just a little better than the priority Ic-d tree algorithm to being much better, sometimes achieving speed-ups by a factor of over 5.
0 All three algorithms achieve significant speed-ups over full exhaustive search, with negligible loss in performance (less than 0.01 dB). RNG*-search achieves massive speed-ups by a factor of over 100 compared to full exhaustive search. Even the standard k-d tree algorithm achieves speed-ups by a factor of over 8 compared to full exhaustive search. For the uncorrelated Gaussian source, Figure 3 shows how the average errorfactor and the probability of failing to find the nearest neighbor vary with the average number of points visited. These graphs show that both these quantities fall much more rapidly for the RNG*-search than for the priority k-d tree algorithm. This suggests that the RNG*-search would enjoy very significant advantage over the priority k-d tree algorithm in any application where these quantities are critical. We also conducted experiments for the uncorrelated Gaussian source in several other dimensions ranging from 8 to 16, using random codebooks. In each case we used a rate of 1 bit per sample. In all these dimensions we found that the priority k-d tree algorithm and the RNG*-search are much faster than the standard k-d tree algorithm. In dimensions below 11 we found the priority k-d tree algorithm to be faster than the RNG*-search, while in dimensions above 11 the RNG*-search is faster in the high performance region. This can be seen in Figure 4 which shows, in various dimensions, the average number of points visited by the three algorithms to achieve an average error-factor of 0.001.
