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We investigate classic diffusion with the added feature that a diffusing particle is reset to its
starting point each time the particle reaches a specified threshold. In an infinite domain, this
process is non-stationary and its probability distribution exhibits rich features. In a finite domain,
we define a non-trivial optimization in which a cost is incurred whenever the particle is reset and a
reward is obtained while the particle stays near the reset point. We derive the condition to optimize
the net gain in this system, namely, the reward minus the cost.
Diffusion is a fundamental process underlying a wide
variety of stochastic phenomena that has broad appli-
cations to physics, chemistry, finance, and social sci-
ences [1–4]. A fruitful recent development is the notion
of resetting, in which a diffusing particle is reset to its
starting point at a specified rate [5–7]. Resetting al-
ters the diffusive motion in fundamental ways and has
sparked much research on its rich consequences (see, e.g.,
[8–15]). Resetting also has natural applications to search
processes, where the search begins anew if the target is
not found within a certain time [16–19]. For such dif-
fusive searches, resetting leads to a dramatic effect: an
infinite search time to find a target becomes finite, with
the search time minimized at a critical reset rate.
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FIG. 1: Illustration of first-passage resetting on the semi-
infinite line. Whenever a diffusing particle, which starts at
the origin, reaches L, it is instantaneously reset to the origin.
Successive first-passage times are denoted by t1, t2, . . ..
In this work, we investigate first-passage resetting
in which resetting occurs whenever a diffusing particle
reaches a threshold location (Fig. 1). Hence the time of
the reset event is determined by the state of the system it-
self rather than being imposed externally, as in standard
resetting [5–7]. Similar ideas were pursued in [20, 21],
but in different contexts, while first-passage resetting was
first envisaged by Feller [22] who proved existence and
uniqueness theorems. This type of resetting also typi-
fies regenerative processes that are reset at renewals [23];
this setup has many natural applications to reliability
theory [24].
In the simple geometry of Fig. 1, first-passage reset-
ting leads to a variety of new phenomena, to be discussed
below. When the diffusing particle is confined to the fi-
nite interval [0, L], we define an optimization problem
in which there is a cost for each resetting event and an
increasing reward as the particle approaches the reset-
ting point x = L. This scenario is inspired by a power-
management problem [25, 26], where the power delivered
corresponds to the coordinate x and a blackout corre-
sponds to resetting. A closely related optimization arises
in finance [27]. In both examples, one seeks to operate
almost to full capacity while avoiding saturation: in our
optimization framework, the goal is to maximize the net
gain—the difference between the reward and the cost.
Semi-Infinite Geometry: We first treat diffusion on the
semi-infinite line with first-passage resetting (Fig. 1).
The particle starts at (x, t) = (0, 0) and freely diffuses
in the range x < L. Each time L is reached, the particle
is instantaneously reset to the origin. Define Fn(L, t) as
the probability that the particle resets for the nth time
at time t. When n = 1, this quantity is the first-passage
probability for a freely diffusing particle that starts at
the origin to reach L [28]
F1(L, t) =
L√
4piDt3
e−L
2/4Dt .
For the particle to reset for the nth time at time t, it
must reset for the (n−1)th time at time t′ < t, and reset
one more time at time t. Because the process is renewed
at each reset, Fn(L, t) is formally given by the renewal
equation
Fn(L, t) =
∫ t
0
dt′ Fn−1(L, t′)F1(L, t− t′), n > 1 . (1)
The convolution structure of Eq. (1) lends itself to a
Laplace transform analysis because the corresponding
equation in the Laplace domain is simply F˜n(L, s) =
F˜n−1(L, s)F˜1(L, s) from which F˜n(L, s) = F˜1(L, s)n.
Using the Laplace transform of the first-passage proba-
bility F˜1(L, s) = e
−yL , we thus obtain F˜n(L, s) = e−nyL ,
where we introduce y = x
√
s/D and yL = L
√
s/D for
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2notational simplicity. Notice that F˜n(L, s) has the same
form as F˜1(L, s) with L → nL. That is, the time for a
diffusing particle to reset n times is the same as the time
for a freely diffusing particle to first reach nL.
In contrast to fixed-rate resetting, the spatial proba-
bility distribution does not reach a steady state in the
semi-infinite geometry. This distribution is formally de-
termined by
P (x, t) = G(x, L, t) +
∑
n≥1
∫ t
0
dt′ Fn(L, t′)G(x, L, t−t′),
(2a)
with G(x, L, t) =
[
e−x
2/4Dt−e−(x−2L)2/4Dt]/√4piDt, the
probability for a particle to be at (x, t) when it starts at
the origin in the presence of an absorbing boundary at
x = L [28, 29]. Equation (2a) states that for the particle
to be at (x, t), it either (i) must never hit L, in which case
its probability distribution is just G(x, L, t), or (ii), the
particle first hits L for the nth time at t′ < t, after which
the particle restarts at the origin and then propagates to
x in the remaining time t − t′ without hitting L again.
The latter set of trajectories must be summed over all n.
An equivalent way of writing Eq. (2a) is
P (x, t) = G(x, L, t) +
∫ t
0
dt′ F1(L, t′)P (x, t− t′) . (2b)
The first term accounts for the particle never reaching
x = L, while the second term accounts for the particle
reaching x = L at time t′, after which the process starts
anew from (x, t) = (0, t′) for the remaining time t − t′.
Analogously to the Fokker-Planck equations, we refer to
Eqs. (2a) and (2b) as the forward and backward renewal
equations, respectively.
To solve for P (x, t) we again treat the problem in the
Laplace domain. While we can find the solution from the
Laplace transform of Eq. (2a), the solution is simpler and
more direct from the Laplace transform of (2b):
P˜ (y, s) =
G˜(y, yL, s)
1− F˜1(yL, s)
=
1√
4Ds
[
e−|y| − e−|y−2yL|]
1− e−yL .
(3)
We now need to separately consider the cases 0 ≤ y ≤ yL
and y < 0. In the former case, we expand the denomina-
tor in a Taylor series to give
P˜ (y, s) =
1√
4Ds
[
e−y − e−(2yL−y)
] ∑
n≥0
e−nyL
=
1√
4Ds
∑
n≥0
[
e−(y+nyL) − e−[(n+2)yL−y]
]
,
(4a)
from which
P (x, t)=
1√
4piDt
∑
n≥0
[
e−(x+nL)
2/4Dt−e−[x−(n+2)L]2/4Dt
]
.
(4b)
The long-time limit of P (x, t) is particularly simple. By
expanding the Laplace transform for small s and then
inverting this transform, we find
P (x, t) ' 1√
piDt
L− x
L
0 ≤ x ≤ L .
This linear form arises from the balance of the diffusive
flux exiting at x = L that is re-injected at x = 0.
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FIG. 2: Schematic of diffusion with first-passage resetting.
Shown are paths from (0, 0) to (x, t) with: (a) an odd number
or (b) an even number of reset events. We transform either
the odd-numbered or the even-numbered pieces of the origi-
nal path through the reflection x(t) → L − x(t) to yield free
diffusion from either: (c) (L, 0) to (x, t), or (d) (0, 0) to (x, t).
Summing over all numbers of reset events gives Eq. (5b).
For y < 0, P˜ (y, s) in Eq. (3) is factorizable:
P˜ (y, s) =
1√
4Ds
[
ey−ey−2yL
1− e−yL
]
=
1√
4Ds
[
ey+e(y−yL)
]
,
(5a)
and this latter form can be readily inverted to give
P (x, t) =
1√
4piDt
[
e−x
2/4Dt + e−(x−L)
2/4Dt
]
x < 0 .
(5b)
Strikingly, this closed form represents the superposition
of free diffusion paths to (x, t) starting from (0, 0) and
from (L, 0). This property may be derived by decom-
posing trajectories with resetting into a series of first-
passage segments between each reset and then reflecting
and translating them to obtain either a free diffusion path
that starts at (L, 0) or at (0, 0) and propagates to (x, t)
as indicated in Fig. 2.
A basic characteristic of regenerative processes is the
number of reset events up to time t. The probability Qn
3for n reset events is given by
Qn = Prob(≥ n resets)− Prob(≥ n+1 resets)
=
∫ t
0
dt′
[
Fn(L, t
′)− Fn+1(L, t′)
]
.
From our previous result that Fn(L, t) = F1(nL, t), we
immediately have
Qn = erf
(
(n+ 1)L√
4Dt
)
− erf
(
nL√
4Dt
)
, (6)
where erf is the Gauss error function.
We can compute N (t) ≡ 〈n〉, the average number of
reset events from (6), but it is quicker to express N (t) in
terms of a backward renewal equation:
N (t) =
∫ t
0
dt′ F1(L, t′)
(
1 +N (t− t′)) . (7)
Equation (7) accounts for the particle first hitting L at
any time t′ < t, then the process is renewed over the
time range t− t′, so there will be on average 1+N (t− t′)
resets. Taking the Laplace transform of (7) then leads to
N˜ (s) = F˜1(L, s)
s
[
1− F˜1(L, s)
] = e−yL
s(1− e−yL) , (8)
from which we extract the long-time behavior of the av-
erage number of reset events by taking the s → 0 limit.
We thus find N (t) '√Dt/piL2.
Optimization in the Finite Interval: Let us now view
the coordinate x as the operating point of a mechanical
system or a power grid with x ∈ [0, L]. It is desirable
that the system operates close to the maximum operating
point; that is, x(t) near L. We therefore assign a reward
that is proportional to x(t)/L. On the other hand, when
x reaches L the system breaks down. Each breakdown
incurs a cost C, after which the system is reset to the
origin. The goal is to determine the optimal operation of
this system, for which the objective function
F = 1
T
[
1
L
∫ T
0
x(t) dt− CN (T )
]
(9)
is maximized. Here N (T ) is the number of breakdowns
within a time T that is much longer than the mean break-
down time.
As a simple model, we posit that the coordinate x
changes in time according to diffusion, due to demand
fluctuations, with superimposed drift. From a practical
viewpoint, the drift should drive the system away from
the breakdown point; that is, the control mechanism fore-
stalls breakdowns. However, optimization arises for ei-
ther sense of the drift. Mathematically, we need to solve
the probability distribution of the particle which obeys
the convection diffusion equation
∂tc+ v∂xc = D∂xxc+ δ(x)(−D∂xc+ vc)|x=L , (10)
subject to the initial and boundary conditions
(D∂xc− vc)|x=0 = δ(t) ,
c(L, t) = 0 ,
c(x, 0) = 0 .
Here, c ≡ c(x, t) is the probability density, the subscripts
denote partial differentiation, D is the diffusion coeffi-
cient, and v is the drift velocity. The delta-function term
in (10) corresponds to the reinjection of the outgoing flux
at x = L to x = 0, and the initial condition corresponds
to starting the system at (x, t) = (0, 0).
This problem can be readily solved in the Laplace do-
main. As a preliminary, we first need to solve the simpler
subproblem with no flux reinjection so that the delta-
function term in (10) is absent. In this case, the concen-
tration is [30]
c˜0(x, s) =
2 evx/2D sinh [w(L− x)]
M , (11a)
where the subscript 0 denotes the concentration without
flux reinjection, Pe ≡ vL/2D is the Pe´clet number, w =√
v2 + 4Ds/2D, and M = 2Dw cosh(Lw) + v sinh(Lw).
From c˜0, the Laplace transform of the first-passage prob-
ability to x = L is
F˜1(L, s) = (−D∂xc˜0 + vc˜0)|x=L = 2Dw e
Pe
M . (11b)
With reinjection of the outgoing flux, the concentra-
tion obeys the renewal equations (2). In the Laplace
domain and using c˜0 above, we find
c˜(x, s) =
c˜0(x, s)
1− F˜1(L, s)
=
2 evx/2D sinh[w(L− x)]
M− 2Dw ePe . (12)
where we substitute in Eqs. (11) to obtain the final result.
On a finite interval, diffusion with first-passage reset-
ting is ergodic and admits a steady state [31–33]. In the
s→ 0 limit, the coefficient of the term proportional to 1s
in c˜(x, s) gives the steady-state concentration in the time
domain, which is
c(x) ' 1
L
× 1 − e
−2Pe(L−x)/L
1 − Pe−1 e−Pe sinh (Pe) , (13)
from which the normalized first moment is
〈x〉
L
=
1
L
∫ L
0
x c(x) dx =
(
2Pe2 − 2Pe + 1) e2Pe − 1
2Pe [(2Pe− 1) e2Pe + 1] .
(14)
The average number of reset events N satisfies the
backward renewal equation (7) and using F˜1 from (11b)
we find
N˜ (s) = 2Dw e
Pe
s [M− 2Dw ePe] . (15a)
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FIG. 3: The objective function versus Pe´clet number Pe for
different normalized cost values C′ ≡ C/(L2/D). Indicated
on each curve is the optimal operating point.
We now extract the long-time behavior for the average
number of times that x = L is reached by taking the limit
s→ 0 of N˜ (s) to give
N (T ) ' 4Pe
2
2Pe− 1 + e−2Pe
T
L2/D
. (15b)
Substituting these expressions for 〈x〉/L and N into
(9) immediately gives the objective function; representa-
tive plots are shown in Fig. 3. The salient feature is that
there is an optimal operating Pe´clet number for each cost
value. When the cost per breakdown is small, it is ad-
vantageous to run the system at positive Pe´clet number.
Although there are many breakdowns, they are cheap,
and there is a greater reward in pushing the system to
the limit. Conversely, when the breakdown cost is high,
the optimal operating point is at a negative Pe´clet num-
ber. Although there is little gain in operating the system
at such a low level, the breakdown cost is so high that
low-level operation is optimal.
When a mechanical system breaks down, there is
downtime when repairs are effected before the system
can be restarted. Such a delay can be incorporated into
our modeling by including a random delay after each re-
setting event. Thus when the particle reaches x = L
and is returned to x = 0, it waits there a random time τ
that is drawn from the exponential distribution σ−1e−τ/σ
before moving again. Our formalism developed for in-
stantaneous resetting can be naturally extended to re-
setting with delay—which might also be viewed as a so-
called “sticky” Brownian motion [34–36] combined with
resetting. The details are cumbersome, however, and we
merely quote the main results. Upon including delay, the
calculational steps that led to (14) now give [30]
〈x〉
L
=
[(2Pe− 2)Pe + 1] e2Pe − 1
2
[
Pe(4τ Pe2 + 2Pe− 1)e2Pe + Pe] , (16)
where τ = Dσ/L2 is a dimensionless measure of the de-
lay time. Similarly, following the calculation that led
to (15b), the average number of breakdowns is
N = 4Pe
2
2Pe− 1 + 4τ Pe2 + e−2Pe
T
L2/D
. (17)
This leads to an objective function whose qualitative fea-
tures are similar to the case of no delay. The primary
difference is that the optimal Pe´clet number and the cor-
responding optimal objective function F both decrease
as the delay time is increased. Indeed, delay reduces the
number of breakdowns but also induces the coordinate
to remain closer to the origin. In the limit where the de-
lay is extremely long, the optimal Pe´clet number will be
small and will almost not depend on the cost per break-
down, as the particle will almost never hit the resetting
boundary.
In summary, triggering the reset of a diffusing particle
by a first-passage event leads to rich features. On the
infinite line, the probability distribution is exactly calcu-
lable and can be understood in terms of a subtle path
decomposition. In a finite domain [0, L], there exists an
optimal bias velocity that maintains the system at max-
imum performance—close to the peak operating point of
x = L while minimizing the number of breakdowns.
The formalism developed here can be extended to sys-
tems with multiple degrees of freedom, such as a power
grid, where the breakdown in one coordinate induces a
breakdown in another coordinate. Another promising di-
rection is to incorporate the possibility of partial versus
complete repair [37]. After partial repair, the operating
range of the system is reduced, so that the next break-
down is more likely to occur sooner. On the other hand,
there will be a smaller penalty associated with partial
repair. This perspective may allow one to optimize both
the frequency and magnitude of repair costs.
More generally, first-passage resetting may lead to in-
triguing statistical features in problems in control theory
and management science (where fluctuations of inven-
tory or cash fund levels are typically modeled by random
walks or Brownian motion, and there generally exists a
maximal capacity that one seeks to use optimally [38, 39])
or in biology (where allele frequencies in population ge-
netics models evolve according to diffusion, with “killing”
when a frequency reaches a limit level [40, 41]).
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