Abstract. One well-studied model of a multiprocessing system involves a fixed number n of identical abstract processors, a finite set of tasks to be executed, each requiring a specified amount of computation time, and a partial ordering on the tasks which requires certain tasks to be completed before certain others can be initiated. The nonpreemptive operation of the system is guided by an ordered list L of the tasks, according to the rule that whenever a processor becomes idle, it selects for processing the first unexecuted task on L which may validly be executed. We introduce an additional element of realism into this model by postulating the existence of a set of "resources" with the property that for each resource, the total usage of that resource at any instant of time may not exceed its total availability. For this augmented model, we determine upper bounds on the ratio of finishing times achieved using two different lists, L and L', and exhibit constructions to show that the bounds are best possible.
1. Introduction. A number of authors (cf. [123, [16] , [7] , [3] , [11] , [4] , [5] , [9] ) have recently been concerned with scheduling problems associated with a certain model of an abstract multiprocessing system (to be described in the next section) and, in particular, with bounds on the worst-case behavior of this system as a function of the way in which the inputs are allowed to vary. In this paper, we introduce an additional element of realism into the model by postulating the existence of a set of "resources" with the property that at no time may the system use more than some predetermined amount of each resource. With this extra constraint taken into consideration, we derive a number of rather close bounds on the behavior of this augmented system. It will be seen that this investigation also leads to several interesting results in graph theory and analysis 2. The standard model. We consider a system composed of (usually n) abstract identical processors. The function of the system is to execute some given set -T .-., T} of tasks. However, -is partially ordered by some relation1 -which must be respected in the execution of -as follows:if T -T, then the execution of T must be completed before the execution of T can begin. To each task T is associated a positive real number zi which represents the amount of time T requires for its execution. The operation of the system is assumed to be nonpreemptive, which means that once a processor begins to execute a task T, it must continue to execute it to completion, zi time units later. Finally, the order in which the tasks are chosen is determined as follows: a permutation (or list) L {TI, .., Tr } of -is given initially. At any time a processor is idle, it instantaneously scans L from the beginning and selects the first task T (if any) which may validly be executed (i.e., all T -< T have been completed) and which is not currently being executed by another processor. Ties by two or more processors for the same task may be broken arbitrarily (since the processors are assumed to be identical).
Received by the editors June 14, 1974 , and in revised form August 9, 1974. [7] that if -' { T'I, ..., T'r} with T'i -<(T) T -< T and z _< i for all and j, and -' is executed by the system using a list L', then the corresponding finishing time co' satisfies (1) co'/co =< 2 1/n. Furthermore, this bound is best possible. Efficient procedures are known [3] , [4] , [93 for generating optimal lists when all the are and either -(viewed as a directed graph in the obvious way) is a tree or n 2. However, Ullman [12] has recently shown that even the case of n 2 and z 1, 2} for all is polynomial complete 2 and therefore probably has no efficient solution in general.
3. The augmented model. Before proceeding to a description of the new model we first introduce some notation which will make the ensuing discussion mathematically more convenient.
For a given list L, let F" -2 L'') be defined by F(T/) i, + ), where r is the time at which the execution of T was started. Let f: [0, co) 2 -be defined by f(t)= (T -'t F(Ti)}. Thus f(t) is just the set of tasks which are being executed at time t. The restriction that we have at most n processors can be expressed by requiring If(t)l <-n for all t [0, co).
Assume now that we are also given a set of resources and that these resources have the following properties. The total amount of resource 5i available at any time is (normalized without loss of generality to) 1. For each j, the task Tj requires the use of 5(T) units of resource at all times during its execution, where 0 __< i(T) __< 1 Proof of Theorem 2. In this case, we assume [1,2,"", s}, "< is empty and n _>_ r. The proof will require several preliminary results. The meaning of undefined terminology in graph theory may be found in [8. Let G denote a graph with vertex set V V(G) and edge set E E(G). By a valid labeling L of G we mean a function L'V-[0, oe) which satisfies (5) for alle= {a,b}eE, L(a) + L(b) >_ 1. Define the score of G, denoted by S(G), by
where the inf is taken over all valid labelings L of G.
Proof. For the case of a bipartite graph, K6nig's theorem [8] states that the number of edges in a maximum matching equals the point covering number.
Thus for any bipartite graph G, there exists a valid labeling L'V {0, 1} such that S(G) L(v).
For an arbitrary graph G, we construct a bipartite graph GB as follows" for each vertex v V(G) we have two vertices vl, v2 e V(G); for each edge {u, v} e E(G) we have two edges {ul, v2}, {u2, v} e E(G). It is not difficult to verify that S(G) 
which contradicts (7) . Therefore
Let q denote the number of vertices v such that there is exactly one for which
Combining (8) and (9) 
For each pair of inequalities, one of type (a) and one of type (c), we shall consider the inequality
Similarly, the pairs of types {(a), (d)}, {(b), (c)} and {(b), (d)) give rise to inequalities r-1 r-1
Let S* be the set of all inequalities of type (e) and (f) that we obtain from
Since by hypothesis, S So 12 $1 has a real solution (xl, "', x,), then So U S* has the real solution (xl, "", x_ 1 Since in all of our applications, the subsets X of [0, co) under consideration are finite unions of disjoint half-open intervals, then 2(X) is just the sum of the lengths of these intervals. It is not difficult to check that when the list L is used, each of the pairs of tasks given in the sublists Bji and B) will be executed simultaneously on the first two processors, with the other n 2 processors remaining inactive during that time.
After all such pairs have been executed, the tasks on sublist Ao will be started.
This results in co=k(n-1)-(n-s-1) +2k---k(n +l)-(n-s-1 It is not difficult to check that and co* co=k'(n-2s-1)
which is arbitrarily close to the bound of Lemma 5 for k' sufficiently large. 5 . Concluding remarks. The results which have been discussed in this paper lead naturally to a number of possible extensions, several of which we mention here.
We first note that for the case {'1}, n > r, and general -, Example may be used to show that co/co* can be arbitrarily large.
Regarding Lemma 1, an algorithm can be given which determines S(G) ( [6] , [12] ).
