Abstract -This paper presents the interpretation of graffiti commands for electronic books (eBooks). A neural network will be employed to perform the graffiti interpretation. By introducing a switch to each link of the neural network, the structure of the neural network can be obtained and tuned automatically by the genetic algorithm (GA) with arithmetic crossover and non-uniform mutation. Simulation results on interpreting graffiti commands for eBooks using the proposed neural network will be shown.
I. INTRODUCTION
Notebook Computers and Personal Digital Assistants (PDAs) have been modifying our life, including our reading habit.
Electronic Books (eBooks) are winning their popularity as a kind of media that can offer rich contents and features such as multimedia effects, instant dictionaries and bookmark functions etc. within a small handheld device. As shown in Fig. 1 , an eBook Reader should have no keyboard or mouse. The main input device is a touch screen. As many functions are implemented in a single eBook Reader, it is not convenient to access these functions through menus without hot keys. However, even when hot keys (as icons on the screen) are employed, time is needed to access them, especially when the number of hot keys is large. Thanks to the touch screen, a one-step commanding process using graffiti is proposed for eBooks. For instance, when a user draws an arbitrary straight line on the screen, the eBook Reader is able to respond to the command represented by the straight line. However, computers are only good at numerical, manipulation, while the interpretation of graffiti commands is a symbolic manipulation process. Thus, a way to let the eBook reader understand symbolic information should be found. In this paper, a neural network with link switches is proposed to perform the interpretation of graffiti commands. GA with arithmetic crossover and non-uniform mutation [5] will be used to train the proposed neural network.
GA is a powerful random search technique to handle optimization problems [ 1-6, 171. This is especially useful for complex optimization problems with a large number of parameters that make global analytical solutions difficult to obtain. It has been widely applied in different areas such as fuzzy control [9] [10] [11] 151 approximator [ 161. A 3-layer feed-forward neural network can approximate any nonlinear function to an arbitrary accuracy. Applications like prediction [7] , system modeling and control [16] have been reported. In view of its specific structure, a neural network can be used to realize a learning process [2] . In general, learning is carried out in two steps: (1) a network structure is defined, and (2) an algorithm is derived for realizing the learning process. Usually, the structure of the neural network is fixed for a learning process. However, this fixed structure may not provide the best performance.
If the neural network structure is too complicated, the implementation cost will be high.
In this paper, an eBook graffiti command interpreter is proposed. A three-layer neural network with link switches introduced in each link is proposed to facilitate the tuning of the optimal network structure. This neural network with link switches is the basic component of the proposed eBook graffiti command interpreter. GA employing arithmetic crossover and non-uniform mutation [5] is used to tune the structure and the parameters of the neural network. The proposed graffiti command interpreter is then applied to an eBook reader experimentally. This paper is organized as follows. The proposed 3-layer neural network with link switches is presented in section 11. The eBook graffiti command interpreter is presented in section 111. Results on the interpretation of graffiti commands using the proposed interpreter for eBooks will be given in section IV. A conclusion will be drawn in Section V. zi ( t ) , i = 1 , 2, . . . , n, , are the inputs which are hnctions of a variable t; n, denotes the number of inputs; vg , i = 1, 2, ..., n, ; j = 1, 2, . . ., nh , denotes the weight of the link between the i-th input and the j-th hidden node; nh denotes the number of the hidden nodes; sb, denotes the parameter of the link switch from the i-th input to the j-th hidden node. s ;~, j = 1,2, ..., nh , k = 1,2, . . ., nouI, denotes the parameter of the link switch from the j-th hidden node to the k-th output; nouI denotes the number of outputs of the proposed neural network. bj and b,' denote the biases for the hidden nodes
The objective is to maximize the fitness value of ( 5 ) using GA with arithmetic crossover and non-uniform mutation [5] ! y setting the chromosome to be
[sj, wjk s, ; vg sf bf s i bil for all i, j, k. It can be seen from (5) and (6) that a larger fitness value implies a smaller error value. From (5) and (6), the neural network is trained such that the outputs is similar to its inputs. As shown in Fig. 3 , we have m sets of graffiti training samples and output nodes respectively. s: and s: denote the for m neural networks correspondingly. Each set of graffiti
parameters of the link switches of the biases to the hidden and output layers respectively. Zogsig(.) denotes the logarithmic sigmoid function:
training samples is used to train a neural network. During the operation, the sampled points of the input graffiti command will be fed to all the m neural networks. The output of the m 1 neural networks will be fed to the graffiti command y, (t) is the k-th output of the proposed neural network. By introducing the switches, the weights vg and the switch states can be tuned. In can be seen that the weights of the links govern the input-output relationship of the neural network while the switches of the links govern the structure of the neural network.
EBOOK GRAFFITI COMMAND INTERPRETER
In this section, the proposed neural network is employed to interpret graffiti commands for eBooks. 
--
Y' y i = --= [ L l ( t ) y 2 ( t ) ... Y , ( t ) ] , i = 1 7 2 , . . . , m (8)
IIy i I I The index j of (10) is the output of the graffiti command determiner which indicates the j-th graffiti is the most likely input graffiti command.
Iv. APPLICATION EXAMPLE AND RESULTS
The interpretation of graffiti commands for eBooks by the proposed neural network will be presented in this section. A point on the eBook screen is characterized by a number. Ten sampled points of the graffiti will be taken as the inputs of the graffiti command interpreter. The interpretation process is achieved by a three-layer neural network (lO-input-10-output, 11 hidden nodes) with link switches for each graffiti.
The ten inputs nodes, zi, i = 1, 2, ... ,lo, represent ten sampled points of the input graffiti command. These ten sampled points are taken uniformly from the input graffiti commands.
In our eBooic application, three graffiti 0-7803-7278-6/02/$10.00 82002 IEEEcommands are defined: rectangle, triangle and straight line which are shown in Fig. 4 . The eBook graffiti command interpreter thus has three neural networks for interpreting three graffiti commands. To train the neural networks, 500
sampled points for each set of the graffiti command are used.
In this neural network, the number of hidden nodes is 11. Referring to (2), the proposed neural network used for the interpretation process is governed by,
The fitness function for each neural network is defined as follows,
The GA with arithmetic crossover and non-uniform mutation [5] is employed to tune the parameters and structure of the neural network of (1 1). The objective is to maximize the fitness function of (12). The best fitness value is 1 and the worst one is 0. The population size is 10. The lower and the upper bounds of the link weights are defined as Table I . From this Table, it can be observed that the numbers of connected links in the three neural networks are reduced after learning. A fully connected neural networks has 241 links, including the bias links. Fig. 5 shows the similarity values for each neural network of the 150 testing graffiti commands. It can be seen that the neural network trained by a particular graffiti command will provide a smaller similarity values for that kind of graffiti command. For example, in Fig. 5(a) , the similarity values of the first 50 testing graffiti (rectangles) are smaller, as that neural network is trained by 500 rectangular training graffiti. We have successfully implemented the graffiti command interpreter in the eBook shown in Fig. 1 . The rectangle is for using the pen application (Fig. 5) , triangle for using the bookmark application (Fig. 6 ) and straight line for using the magnification application (Fig. 7) .
V. CONCLUSION By introducing a switch to each link, a neural network that facilitates the tuning of its structure has been proposed. Using GA with arithmetic crossover and non-uniform mutation, the proposed neural network can learn the inputoutput relationship of an application and the optimal network structure. A fully connected neural network will become a partly connected neural network after learning. This implies a lower cost of implementation. The proposed neural network with link switches trained by GA with arithmetic crossover and non-uniform mutation has been applied to interpret graffiti commands for eBooks. It has been shown that our proposed network can meet the stated objectives. . the spit %TU waw. filch as a wave of WII 
