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1. Introduction
In the past two decades, there have been exaggeratedly many studies on the analysis of the qualitative behaviour of so-
lutions of one dimensional delay difference equations, however very few of these results find analogues in partial difference
equations. The readers are referred to [1–5] for fundamental results on partial difference equations, and to [6,7] for some
fundamental results on one dimensional difference equations.
In this work, we shall consider the following linear partial difference equation:
x(m+ 1, n)+ x(m, n+ 1)− x(m, n)+ p(m, n)x(m− k, n− l) = 0 for (m, n) ∈ Z20, (1.1)
where {p(m, n)}(m,n)∈Z20 is a nonnegative double sequence of reals and k, l ∈ Z1, and for simplicity of notation, we set
K := max{k, l}, L := min{k, l} and Zq := {r ∈ Z : r ≥ q} for q ∈ Z.
We would like to continue our paper by quoting below two important results on one dimensional delay difference
equations to illustrate where the motivation for this work originates from:
Theorem A (See [7]). Let k ∈ Z and consider the following one dimensional delay difference equation:
x(m+ 1)− x(m)+ p(m)x(m− k) = 0 for m ∈ Z0. (1.2)
Every solution of (1.2) oscillates provided that
lim inf
m→∞
1
k
m−1∑
i=m−k
p(i) >
kk
(k+ 1)k+1 (1.3)
holds.
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Theorem B (See [6]). If
∞∑
i=0
p(i)
{
k
k+ 1
(
i+k∑
u=i+1
p(u)
)1/(k+1)
− 1
}
= ∞ (1.4)
holds, then every solution of (1.2) oscillates.
It is evident that (1.4) is implied by (1.3). Indeed, existence of an increasing divergent sequence {ξ`}`∈Z0 ⊂ Z0 satisfying
∞∑
`=0
p(ξ`) = ∞ (1.5)
and
lim inf
`→∞
1
k
ξ`+k∑
i=ξ`+1
p(i) >
kk
(k+ 1)k+1 (1.6)
implies (1.4) provided that
∑
i∈Z0\{ξ`}`∈Z0
p(i)
{
k
k+ 1
(
i+k∑
u=i+1
p(u)
)1/(k+1)
− 1
}
> −∞.
And, if (1.3) holds, then letting ξ` = ` for all ` ∈ Z0, we see that (1.5) and (1.6) are satisfied since Z0 \ {ξ`}`∈Z0 contains at
most finite number of points,
lim inf
m→∞
1
k
m+k∑
i=m+1
p(i) = lim inf
m→∞
1
k
m−1∑
i=m−k
p(i)
and
∞∑
i=0
p(i) =
∞∑
i=1
ik−1∑
j=ik−k
p(j).
The partial analogue of Theorem A is given in [3] by Zhang and Liu (also see the survey [4] by Zhang and Agarwal), which
reads as follows:
Theorem AA (See [3,4]). Suppose that
lim inf
m→∞
n→∞
1
KL
m−1∑
i=m−k
n−1∑
j=n−l
p(i, j) >
KK(
K + 1)K+1 (1.7)
holds, then every solution of (1.1) is oscillatory.
It is clear that for one dimensional case TheoremAA reduces to TheoremA. Since not all of the results for one dimensional
difference equations have analogues in partial difference equations, it is important and worthy to search which one of the
results can be extended to partial case. Thus, in this work, we shall obtain partial analogue of Theorem B, and we show
that this result improves the result of Theorem AA (under some additional conditions) as Theorem B improves Theorem A,
however it is not a straight forward extension of Theorem B to partial case because of the technical difficulties arising in
the investigation, thence, some additional assumptions will be needed. For this purpose, we also obtain partial analogue of
a result in [8]. As in [6], we shall employ a useful inequality in the proof of our main results, and for convenience, we recall
it below:
a
(
1− b
c
)−c
≥ b+ c
(
c + 1
c
a1/(c+1) − 1
)
for a ≥ 0 and b > c. (1.8)
Now, we define the initial problem for (1.1) (see [4]). By a solution of (1.1), we mean a double sequence
{x(m, n)}(m,n)∈Z−k×Z−l of reals, which satisfies the recursion (1.1) identically for all (m, n) ∈ Z20. Clearly, when an initial dou-
ble sequence {ϕ(m, n)}(m,n)∈Ω(−k,−l), whereΩ(−k,−l) := Z−k×Z−l \Z0×Z1, is given, then one can easily iterate (1.1) and
obtain all the values of the unique solution x, which satisfies x ≡ ϕ onΩ(−k,−l), by rewriting (1.1) in the following form:
x(m, n+ 1) = x(m, n)− x(m+ 1, n)− p(m, n)x(m− k, n− l) for (m, n) ∈ Z20.
Set Γ (−k,−l) := Z−k×Z−l \Z1×Z0 and let {ψ(m, n)}(m,n)∈Γ (−k,−l) be given, then one can also obtain the unique solution
x of (1.1) satisfying x ≡ ψ on Γ (−k,−l).
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A solution x of (1.1) is called oscillatory provided that there exists two increasing divergent sequences {ξ`}`∈Z0 , {ζ`}`∈Z0 ⊂
Z0 such that x(ξ` + 1, ζ`)x(ξ`, ζ`) ≤ 0 or x(ξ`, ζ` + 1)x(ξ`, ζ`) ≤ 0 for all ` ∈ Z0; otherwise, x is called nonoscillatory;
precisely, if x(n,m) > 0 holds for all sufficiently large m, n, then x is called eventually positive; and if x(n,m) < 0 holds
for all sufficiently largem, n, then x is called eventually negative. Throughout the paper, we will focus our attention to those
solutions of (1.1), which does not vanish eventually.
The paper is arranged as follows: In Section 2, we give ourmain result togetherwith a useful lemma and some corollaries;
in Section 3, we give some illustrative examples of which 3D graphics are plotted by the mathematical programming
Mathematica 7.0 to show applicability of our new results.
2. Main results
We would like to start this section by quoting a useful lemma which is a particular case of [5, Lemma 2.88].
Lemma 2.1. Let {f (m, n)}(m,n)∈Z20 be a double sequence and (m0, n0) ∈ Z20, then the identity
m∑
i=m0
n∑
j=n0
[
f (i+ 1, j)+ f (i, j+ 1)− f (i, j)]
=
m∑
i=m0+1
n∑
j=n0+1
f (i, j)+
n∑
j=n0
f (m+ 1, j)+
m∑
i=m0
f (i, n+ 1)− f (m0, n0)
holds for all (m, n) ∈ Zm0 × Zn0 .
Now, we state our first result.
Lemma 2.2. Suppose that (1.1) has a nonoscillatory solution, then
m∑
i=m−k
n∑
j=n−l
p(i, j) < 1 (2.1)
holds for all sufficiently large m, n.
Proof. Let x be a nonoscillatory solution of (1.1), which may be assumed to be eventually positive. It is clear from (1.1) that
x is strictly decreasing in m and n eventually. Thus, there exists (m1, n1) ∈ Z20 such that x(m − k, n − l) > 0 holds for all
(m, n) ∈ Zm1 × Zn1 . Double summing (1.1) fromm− k, n− l tom, n and applying Lemma 2.1, we get
0 =
m∑
i=m−k
n∑
j=n−l
[
x(i+ 1, j)+ x(i, j+ 1)− x(i, j)]+ m∑
i=m−k
n∑
j=n−l
p(i, j)x(i− k, j− l)
=
m∑
i=m−k+1
n∑
j=n−l+1
x(i, j)+
n∑
j=n−l
x(m+ 1, j)+
m∑
i=m−k
x(i, n+ 1)
− x(m− k, n− l)+
m∑
i=m−k
n∑
j=n−l
p(i, j)x(i− k, j− l)
>
[
m∑
i=m−k
n∑
j=n−l
p(i, j)− 1
]
x(m− k, n− l)
for all (m, n) ∈ Zm1 × Zn1 , which indicates that (2.1) holds for all (m, n) ∈ Zm1 × Zn1 . Thus, the proof is completed. 
As an immediate consequence of the lemma above, we can give the following result, which is the partial analogue of [8,
Theorem 2.5].
Corollary 2.3 (Also see [3, Theorem 3.2]). Suppose that there exist two increasing divergent sequences {ξm}m∈Z0 and {ζn}n∈Z0 of
positive integers such that
ξm∑
i=ξm−k
ζn∑
j=ζn−l
p(i, j) ≥ 1
holds for all n,m ∈ Z0, then every solution of (1.1) is oscillatory.
Below, we state our main result, which can be regarded to be the partial analogue of [6, Corollary 2].
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Theorem 2.4. Assume that
lim sup
m→∞
n→∞
(
m∑
i=m0
n∑
j=n0
p(i, j)
{
K + 1
K
(
1
L
i+k∑
u=i+1
j+l∑
v=j+1
p(u, v)
)1/(K+1)
− 1
}
− 1
KL
[
m∑
i=m−k
n∑
j=n0
i+k∑
u=i+1
j+l∑
v=j+1
p(u, v)+
m∑
i=m0
n∑
j=n−l
i+k∑
u=i+1
j+l∑
v=j+1
p(u, v)
])
= ∞ (2.2)
holds for every sufficiently large but fixed m0, n0 ∈ Z0. Then every solution of (1.1) is oscillatory.
Proof. Let x be a nonoscillatory solution of (1.1), which may be assumed to be eventually positive because of the linearity
of (1.1). It is clear from (1.1) that x is strictly decreasing both in m and n eventually. Thus, there exists (m1, n1) ∈ Z20 such
that (2.1) and x(m− k, n− l) > 0 hold for all (m, n) ∈ Zm1 × Zn1 . Set
λ(m, n) := 1− x(m+ 1, n)+ x(m, n+ 1)
x(m, n)
< 1 for (m, n) ∈ Zm1 × Zn1 . (2.3)
From (2.3), we have
x(m+ 1, n)+ x(m, n+ 1)+ [λ(m, n)− 1]x(m, n) = 0 (2.4)
for (m, n) ∈ Zm1 × Zn1 . Therefore, we get
x(m+ 1, n) ≤ [1− λ(m, n)]x(m, n)
and thus
x(m, n) ≤
(
m−1∏
i=m−k
[
1− λ(i, n)])x(m− k, n),
which indicates that
(
x(m, n)
)l ≤ n−1∏
j=n−l
x(m, j) ≤
(
m−1∏
i=m−k
n−1∏
j=n−l
[
1− λ(i, j)])(x(m− k, n− l))l (2.5)
holds for all (m, n) ∈ Zm1 × Zn1 . Similarly, one can show that
(
x(m, n)
)k ≤ ( m−1∏
i=m−k
n−1∏
j=n−l
[
1− λ(i, j)])(x(m− k, n− l))k (2.6)
is true for all (m, n) ∈ Zm1 × Zn1 . Therefore, from (2.5) and (2.6), we deduce that(
x(m, n)
)1/L ≤ ( m−1∏
i=m−k
n−1∏
j=n−l
[
1− λ(i, j)])(x(m− k, n− l))1/L
or equivalently
x(m− k, n− l)
x(m, n)
≤
(
m−1∏
i=m−k
n−1∏
j=n−l
[
1− λ(i, j)])−1/L (2.7)
holds for all (m, n) ∈ Zm1 × Zn1 . Substituting (2.3) and (2.7) into (1.1), we get
λ(m, n) ≥ p(m, n)
(
m−1∏
i=m−k
n−1∏
j=n−l
[
1− λ(i, j)])−1/L (2.8)
for all (m, n) ∈ Zm1 × Zn1 . DenoteΛ by
Λ(m, n) :=
m−1∑
i=m−k
n−1∑
j=n−l
λ(i, j) for (m, n) ∈ Zm1 × Zn1 . (2.9)
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Applying the arithmetic–geometric mean inequality to the right-hand side of (2.8), we have
λ(m, n) ≥ p(m, n)
(
1− 1
kl
Λ(m, n)
)−kl/L
= p(m, n)
(
1− 1
KL
Λ(m, n)
)−K
(2.10)
for all (m, n) ∈ Zm1 × Zn1 . From Lemma 2.2, we have
P(m, n) :=
m+k∑
i=m+1
n+l∑
j=n+1
p(i, j) < 1 for all (m, n) ∈ Zm1 × Zn1 , (2.11)
and using (1.8) on the right-hand side of (2.10) after multiplying both sides by P/L, we obtain
λ(m, n)
1
L
P(m, n) ≥ p(m, n)1
L
P(m, n)
(
1− 1
KL
Λ(m, n)
)−K
≥ p(m, n)
(
1
L
Λ(m, n)+ K
(
K + 1
K
(
1
L
P(m, n)
)1/(K+1)
− 1
))
for all (m, n) ∈ Zm1 × Zn1 . It follows that
λ(m, n)P(m, n)− p(m, n)Λ(m, n) ≥ KLp(m, n)
(
K + 1
K
(
1
L
P(m, n)
)1/(K+1)
− 1
)
(2.12)
for all (m, n) ∈ Zm1 × Zn1 . Set (m2, n2) := (m1 + k+ 1, n1 + l+ 1), then for all (m, n) ∈ Zm2 × Zn2 , we deduce
m∑
i=m1
n∑
j=n1
{
λ(i, j)P(i, j)− p(i, j)Λ(i, j)
}
≥ KL
m∑
i=m1
n∑
j=n1
p(i, j)
{
K + 1
K
(
1
L
P(i, j)
)1/(K+1)
− 1
}
(2.13)
by double summing (2.12) fromm1 tom and n1 to n. Considering (2.9) and (2.11), and interchanging the bounds of the double
sums, we obtain
m∑
i=m1
n∑
j=n1
p(i, j)Λ(i, j) =
m∑
i=m1
i−1∑
u=i−k
n∑
j=n1
j−1∑
v=j−l
p(i, j)λ(u, v) ≥
m∑
i=m1
i−1∑
u=i−k
n−k−1∑
v=n1
v+l∑
j=v+l
p(i, j)λ(u, v)
≥
m−k−1∑
u=m1
u+k∑
i=u+1
n−k−1∑
v=n1
v+l∑
j=v+l
p(i, j)λ(u, v) =
m−k−1∑
u=m1
n−k−1∑
v=n1
u+k∑
i=u+1
v+l∑
j=v+l
p(i, j)λ(u, v)
=
m−k−1∑
u=m1
n−k−1∑
v=n1
λ(u, v)P(u, v) =
m−k−1∑
i=m1
n−l−1∑
j=n1
λ(i, j)P(i, j)
for all (m, n) ∈ Zm2 × Zn2 . Using the inequality above, (2.11) and (2.3) on the left-hand side of (2.13), we see that
(k+ 1)(l+ 1)+
m∑
i=m−k
n∑
j=n1
P(i, j)+
m∑
i=m1
n∑
j=n−l
P(i, j) ≥
m∑
i=m−k
n∑
j=n−l
P(i, j)+
m∑
i=m−k
n∑
j=n1
P(i, j)+
m∑
i=m1
n∑
j=n−l
P(i, j)
≥
m∑
i=m−k
n∑
j=n−l
λ(i, j)P(i, j)+
m∑
i=m−k
n∑
j=n1
λ(i, j)P(i, j)+
m∑
i=m1
n∑
j=n−l
λ(i, j)P(i, j)
=
m∑
i=m1
n∑
j=n1
λ(i, j)P(i, j)−
m−k−1∑
i=m1
n−l−1∑
j=n1
λ(i, j)P(i, j)
≥
m∑
i=m1
n∑
j=n1
{
λ(i, j)P(i, j)− p(i, j)Λ(i, j)
}
(2.14)
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for all (m, n) ∈ Zm2 × Zn2 . Finally, from (2.13) and (2.14), we get
1
KL
(
K + 1)(L+ 1) ≥ m∑
i=m1
n∑
j=n1
p(i, j)
{
K + 1
K
(
1
L
P(i, j)
)1/(K+1)
− 1
}
− 1
KL
[
m∑
i=m−k
n∑
j=n1
P(i, j)+
m∑
i=m1
n∑
j=n−l
P(i, j)
]
for all (m, n) ∈ Zm2 × Zn2 , which contradicts (2.2). The proof is hence completed. 
The proof of the corollary follows from Lemma 2.2 and Theorem 2.4.
Corollary 2.5. Assume that
lim sup
m→∞
n→∞
(
m∑
i=m0
n∑
j=n0
p(i, j)
{
K + 1
K
(
1
L
i+k∑
u=i+1
j+l∑
v=j+1
p(u, v)
)1/(K+1)
− 1
}
− 1
KL
[
(k+ 1)(n+ 1− n0)+ (l+ 1)(m+ 1−m0)
]) = ∞ (2.15)
holds for every sufficiently large but fixed m0, n0 ∈ Z0. Then every solution of (1.1) is oscillatory.
In view of Theorem 2.4, we have the following corollary.
Corollary 2.6. Assume that
∞∑
i=0
∞∑
j=0
p(i, j)
{
K + 1
K
(
1
L
i+k∑
u=i+1
j+l∑
v=j+1
p(u, v)
)1/(K+1)
− 1
}
= ∞ (2.16)
holds, and that
m∑
i=m−k
∞∑
j=0
i+k∑
u=i+1
j+l∑
v=j+1
p(u, v) and
∞∑
i=0
n∑
j=n−l
i+k∑
u=i+1
j+l∑
v=j+1
p(u, v) (2.17)
are bounded for all sufficiently large m and n. Then every solution of (1.1) is oscillatory.
Remark 2.7. Corollary 2.6 improves Theorem AA under the condition (2.17) because (1.7) implies (2.16).
3. Applications
This section is dedicated to some illustrative applications. We first give an example for Corollary 2.3 as follows.
Example 3.1. Consider the following partial difference equation:
x(m+ 1, n)+ x(m, n+ 1)− x(m, n)+ p(m, n)x(m− 2, n− 1) = 0 for (m, n) ∈ Z20, (3.1)
where
p(m, n) =
{
3/16, mod(m, 3) = 0 or mod(n, 2) = 0
13/80, otherwise
form, n ∈ Z0. Then, we have K = 2, L = 1, and
lim inf
m→∞
n→∞
1
2
m−1∑
i=m−2
n−1∑
j=n−1
p(i, j) = 1
2
(
3
16
+ 13
80
)
= 7
40
6> 10
40
= 1
22
,
and hence Theorem AA is not applicable. However, in this case, Corollary 2.3 is applicable to reveal oscillatory nature of all
solution of (3.1) by letting ξm = 3m form ∈ Z0 and ζn = 3n for n ∈ Z0. Clearly, we have
3m∑
i=3m−2
2n∑
j=2n−1
p(i, j) = 3
16
+ 513
80
= 1
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form, n ∈ Z0. The following graphics from different angle of views belong to the solution of 75× 75 iterates with the initial
values all x ≡ 1 onΩ(−2,−1):
The points with dark color represent the nonnegative termswhile the points with light color represent the negative ones.
Next, we have the following example for Theorem 2.4.
Example 3.2. Consider the following partial difference equation:
x(m+ 1, n)+ x(m, n+ 1)− x(m, n)+ p(m, n)x(m− 3, n− 1) = 0 for (m, n) ∈ Z20, (3.2)
where
p(m, n) =
{
47/256, mod (m, 4) = 0 and mod (n, 2) = 0
27/256, otherwise
for m, n ∈ Z0. Hence, K = 3 and L = 1. Theorem AA and Corollary 2.3 both fail to deliver with (3.2). Now, we show that
Corollary 2.5 is applicable. It is easy to see that p(m+ 4, n) = p(m, n) and p(m, n+ 2) = p(m, n) hold for allm, n ∈ Z0, and
thus we deduce that
m+3∑
i=m
n+1∑
j=n
p(i, j)
{
4
3
(
i+3∑
u=i+1
p(u, j+ 1)
)1/4
− 1
}
= 81
256
( 4√101
3
− 1
)
(3.3)
holds for allm, n ∈ Z0. From (3.3), we have
m∑
i=1
n∑
j=1
p(i, j)
{
4
3
(
i+3∑
u=i+1
p(u, j+ 1)
)1/4
− 1
}
≥ 81
256
( 4√101
3
− 1
)⌊m
4
⌋⌊n
2
⌋
for allm, n ∈ Z0, where we denote by b·c the least integer function. Therefore, it suffices to show
lim sup
m→∞
n→∞
S(m, n) = ∞, (3.4)
where
S(m, n) := 81
256
( 4√101
3
− 1
)⌊m
4
⌋⌊n
2
⌋
− 1
3
(4n+ 2m)
form, n ∈ Z0. Clearly, we have
lim
`→∞ S(4`, 2`) = lim`→∞
(
81
256
( 4√101
3
− 1
)⌊
4`
4
⌋⌊
2`
2
⌋
− 16
3
`
)
= lim
`→∞
(
81
256
( 4√101
3
− 1
)
`2 − 16
3
`
)
= ∞,
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which indicates that (3.4) is true. Thus, every solution is oscillatory by Corollary 2.5. The following graphics from different
angles belong to the solution of 75× 75 iterates with the initial values all x ≡ 1 onΩ(−3,−2):
The parameters for the graphics above are same to those in Example 3.1.
We finalize the paper with the following application of Corollary 2.6.
Example 3.3. Form, n ∈ Z0, let
p(m, n) =
{
3/8, m = n
1/
(
(m+ 1)(n+ 1))2, otherwise
in the following partial difference equation
x(m+ 1, n)+ x(m, n+ 1)− x(m, n)+ p(m, n)x(m− 1, n− 1) = 0 for (m, n) ∈ Z20. (3.5)
For this equation, we have K = L = 1. It is not hard to check that Theorem AA and Corollary 2.3 fail to deliver an answer on
the oscillation of solutions to (3.5). Denote by δ the Kronecker’s delta. Clearly, we estimate
lim sup
m→∞
m∑
i=m−1
∞∑
j=0
p(i+ 1, j+ 1) = lim sup
m→∞
m∑
i=m−1
∞∑
j=0
(
3δ(i, j)
8
+ 1− δ(i, j)(
(i+ 2)(j+ 2))2
)
≤ lim sup
m→∞
(
m∑
i=m−1
3
8
+
m∑
i=m−1
∞∑
j=0
1(
(i+ 2)(j+ 2))2
)
≤ lim sup
m→∞
(
3
4
+
(
pi2
6
− 1
)
2
(m+ 1)2
)
= 3
4
<∞ (3.6)
and
lim sup
n→∞
∞∑
i=0
n∑
j=n−1
p(i+ 1, j+ 1) = 3
4
<∞ (3.7)
because of the symmetry in the arguments. Easily, we find that
∞∑
i=0
∞∑
j=0
p(i, j)
{
2
√
p(i+ 1, j+ 1)− 1
}
=
∞∑
i=0
∞∑
j=0
(
3δ(i, j)
8
(
2
√
3
8
− 1
)
+ 1− δ(i, j)(
(i+ 1)(j+ 1))2
(
2
(i+ 2)(j+ 2) − 1
))
≥
∞∑
i=0
3
8
(
2
√
3
8
− 1
)
−
∞∑
i=0
∞∑
j=0
1(
(i+ 1)(j+ 1))2 = ∞ (3.8)
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holds since
√
3/8 > 1/2 and
∞∑
i=0
∞∑
j=0
1(
(i+ 1)(j+ 1))2 =
(
pi2
6
)2
<∞.
Therefore, from (3.6)–(3.8), we learn that all conditions of Corollary 2.6 are satisfied, and thus every solution of (3.5) is
oscillatory. The following graphic belongs to the solution of 50× 50 iterates with the initial values all x ≡ 1 onΩ(−3,−2):
The parameters for the graphics above are the same as those in Example 3.1.
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