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1. INTRODUCTIW 
It is a special cast of a theorem of Higman [3, Theorem 8.2J that a 2-group 
admitting A, with an element of order 3 acting fixed point freely is elementary 
Abelian. In this paper WC‘ consider -4, acting on a 2-group with an element of 
order 5 acting fixed point freely. The situation here is less straightforward; 
in particular, the 2-goup need not bc Abelian. We also consider the analogous 
problem for A, , and show that the 2-group must be elementary Abclian. More 
precisely, WC prove the following theorems. (The terminology is explained in 
Sect. 2.) 
THEOREM I. Let G be a finite group with a normal 2-subgroup Q such that G/Q 
is isomorphic to Aj. Suppose that an element of order 5 in G acts jixed point freely 
on Q. Then the extension splits. Suppose, in addition, that Q is non-ilbelian of 
order 2H. Then Z(Q) and Q/Z(Q) are elementary Abelian of order 16 and the action 
on Q/Z(Q) is of maftix type and the action on Z(Q) is of permutation type. Moreoaer, 
Q is isomorphic to the 2-group generated bJ9 elements x1 , xg , x3 , .Y~ oj order 4 with 
x12, xp2, xz2, .v,,~ centrul and subject to the further relations: 
h , XJ --- xI?~22x 2 4 ’ 
y; ; 2; ‘1 e?~%2. 
x2 , x1] .=. x1’x42. 
tx2 , xi] := x22x32x4”. 
[ x2 , x4] -= x12x2%42. 
THEOREM 2. I-et G be a finite group with a normal 2-subgroup Q such that 
C=/Q is isomorphic to A, . Suppose that an element of order 5 in G acts jixed point 
freely on Q. Then 
(i) the extension splits; 
(ii) Q is elementary Abelian. 
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emark. Consider PSU(5,2) t g ac in on a unitary space of dimension 5 over 
GE’(4). Then the maximal parabolic subgroup of .PSU(5,2) stabilizing a two- 
imensional totally isotropic subspace satisfies the hypotheses of Theorem 1. 
2. THE IRREDUCIBLE REPRESENTATIOSS OF 24, OVER 
It is well known that there are precisely three irreducible representations of A, 
over GF(2). One of these, of course, is the triviai representation; the other two 
are of dimension 4 and may be obtained as follows. Since A& is isomorphic to 
.X.(2,4), AC is represented naturally on a vector space V of 
G.274). Viewing V as a vector space over GF(2), we get a four-dimensional 
irreducible representation of A, over GF(2). We refer to this as the natural mat7i~ 
~e~~ese~t~~i~n. If V is a five-dimensional vector space over G64(2) with basis 
q ,%..> V; then A, is represented naturally on I/ as permutations of the basis 
vectors. Obviously ul + v2 + ... f v, spans a one-dimensional Aj-subspacq and 
factoring this out we obtain a four-dimensional irreducible representation ~WI 
G’(2). We refer to this as the n~tu~a~~e~mutatio~ represmtahlz. The foliowing 
matrices give the representations explicitiy: 
Mat& representation: 
Permutation representation: 
In both cases, As = 1 = B3 and (AB)2 = 1 so that A and B generate a subgroup 
of GL(4,2) isomorphic to Aj . 
It is easily verified that in both the nontrivial irreducible representations OXYY 
GF(2), an element of order 5 in G acts fixed point freely. However, an elcme~:~ 
of order 3 in G acts fixed point freely only in the matrix representation. Rloreover-, 
in the matrix representation the 15 nonzero vectors are permuted transitively, 
whereas in the permutation representations there are orbits of lengths 5 and i0. 
Let G be a finite group with a normal 2-subgroup such that G,‘Q 
is isomorphic to A, and suppose that an element of order 5 in G acts fised point 
freely on Q. Then, any chief factor of G in Q, viewed as a vector space CFYT 
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GF(2), affords an irreducible representation of A, over GF(2). Thus, a chief 
factor of G in Q must be elementary Abelian of order 16. If a chief factor affords 
the natural matrix representation we say that the action on the chief factor is 
of matrix type. If a chief factor affords the natural permutation representation 
we say that the action is of peTmutation type. 
Denote by M and N the irreducible GF(2)A,-modules corresponding to the 
matrix and permutation representations, respectively. 
LEMMA 2.1. (i) N is a projective (artd hence injective) GF(2)A,-module. 
(ii) N A N has composition factors I, M, 1 and does not have M as a homo- 
morphic image. (Here N A N denotes the exterior product over GF(2) considered as a 
GF(2)A,-module in the usual way.) 
(iii) M A M has composition factors 1, 1, N and has N as a homomorphic 
image. 
Proof. (i) An easy computation shows that the only 4 x 4 matrices over 
GF(2) which commute with A and B in the permutation representation above 
are scalars. Hence N is absolutely irreducible [I, Theorem 29.131. Since 
dimo,(s,N = 4, N is in a block of defect 0. Hence N is projective [2, Theorem 
54.101. By [l, Theorem 62.31, N is also injective. 
(ii) The action of A, on N A N is given by forming the matrices of 2 x 2 
minors, namely 
/o 0 0 1 0 o\ /l 0 0 1 1 o\ 
The eigensubspace of B* (corresponding to eigenvalue 1) consists of vectors 
of the form (a, a, a, a, b, a). Since B* corresponds to an element of order 3 in 
A, , it follows immediately that the composition factors of N A N are 1, 1, M. 
Moreover, the eigensubspace of A* consists of vectors (a, 6, a, 6, 6, a) and hence 
the only common eigenvectors are multiples of (1, 1, 1, 1, 1, 1). It follows that M 
is not a homomorphic image of N A N. 
(iii) The action of A, on M A M is given by the matrices: 
/1 1 1 0 1 I\ /I 0 0 0 0 o\ 
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In this case, the eigensubspace of B* (corresponding to eigenvalue I) consists 
of vectors of the form (a, 6, c, c, b + C, d) and the eigensubspace of A* consists of 
vectors of the form (0, a’, 6’, 6’, a’ + b’, 0). It follows that M A PI has 
composition factors 1, 1, N and has N as a homomorphic image. 
LEMMA 2.2. (i) l&I @ N has M but not ilT as a h~rn~rno~~~i~ image; 
(ii) M @ M has N but not M as a homornQ~~hi~ image; 
(iii) N @ N has N but not M as a hornorno~~~~~ image. 
Fw$ (i) The action of A, on M@ N is given by the matrices: 
010000000000 
001000000000001 
00010000000 
11110000000 
00000100010 
00000010001 
00000001000 
OQQlllllllllllH 
0000010000000100 
0000001000000010 
000000010 000801 
000011110 001111 
010001000100 
00100010001000L0 
0001000100010001 
Ifl~1111111%1111 
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The eigensubspace of A* (corresponding to eigenvalue 1) consists of vectors 
of the form (a, b, c, d, b + d, b + c + d, a + b + c, a + c, c + d, c, a + c, 
b + c,. 6, a + b + c, a + c + d, a + d), and the eigensubspace of B* consists 
of vectors of the form (a’, b’, a’ + b’, b’, b’, a’ + b’, a’, a’ + b’, c’, c’ + d’, d’, 
c’ + d’, d’, c’, c’ + d’, c’). Hence M @ N has composition factors: 1, 1, 1, 1, 
M, M, M. Thus, M @ N does not have N as a homomorphic image. A straight- 
forward calculation shows that the following vectors span twelve-dimensional 
As-invariant subspace which contains all the eigenvectors of both A* and B*. 
(1 0 0 0 0 0 0 0 0 0 0 I 1 0 1 I), 
(0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 O), 
(0 0 1 0 0 0 0 0 0 0 0 1 1 0 1 O), 
(0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 O), 
(0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 l), 
(0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 I), 
(0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 O), 
(0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 O), 
(0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 l), 
(0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 O), 
(0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 O), 
(0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0). 
Hence M @ N has M as a homomorphic image. 
(ii) The action of A, on M @ M is given by the matrices: 
A* = 
1001000000001001 
0111000000000111 
0101000000000101 
1111000000001111 
0000100110011001 
0000011101110111 
0000010101010101 
0000111111111111 
0000100100001001 
0000011100000111 
0000010100000101 
0000111100001111 
1001100110011001 
0111011101110111 
0101010101010101 
.1 111111111111111 
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*- 
-1 1 8 0 1 I 0 0 0 0 0 0 0 0 0 O- 
1000100000000000 
0001000I000000 
00110011000000 
1100000000000000 
1 00000000 0 0 0 0 
0 01000000 ai 0 0 0 
001100000 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 @I 1 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 01 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 00 0 0 1 
0 0 0000000000011 
0 0 0000011001100 
0000000010001000 
00000000000l 0 0 1 
LO 0 0 0 0 0 0 0 0 0 1 a 0 1 1 
The eigensubspace of A* (corresponding to eigenvalue 1) has dimension 4, 
and the eigensubspace of B* has dimension 8. Hence 144 @ M has compo$~tio~ 
factors 1, I, 1, 1, N, N, M. Thus M @ M has N as a homomorphic image 
(Lemma 2.1(i)). Finally, computation shows that there is no proper &invariant 
subspace of M 0 144 which contains all the eigenvectors of A* and ence 
M @ M does not have M as a homomorphic image. 
(iii) The action of A, on N @ N is given by the matrices: 
A” = 
0000010000 0 0 0 0 0 
0000001000000000 
000000010000 0 0 0 
000011110000 0 0 0 
000000000100 0 0 0 
000000 5 0 0 
000000 0 0 0 
000000001111 0 0 0 
000000000000 100 
0000000000000010 
00000000000 0 0 0 Ii 
000000000 I 1 i! 
010001000 0 1 0 
001000100010 0 I 0 
0 0 010 00 10 0 0 110 0 0 I 
-11 11 111 11 I B 1x 1 13. 
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B* 
rl 1 1 1 1 1 1 1 1 1 1 1 1 1 1 l- 
0100010001000100 
1000100010001000 
0001000100010001 
0000111100000000 
0000010000000000 
0000100000000000 
0000000100000000 
1111000000000000 
0100000000000000 
1000000000000000 
0001000000000000 
0000000000001111 
0000000000000100 
0000000000001000 
.o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 l- 
The eigensubspace of A* (corresponding to eigenvalue 1) has dimension 4, 
and the eigensubspace of B* has dimension 6. Hence N @ N has composition 
factors 1, 1, 1, 1, N, n/;r, M. Thus, N @ N has N as a homomorphic image. 
Finally, the eigenvectors of A* and B *, together with their images under 
successive mapping by A* and B*, span the whole of N @ N. Hence N @ N 
does not have M as a homomorphic image. 
LEMMA 2.3 (An analog of Maschke’s Theorem). Let V be a vector space ovey 
GF(2) affording a representation of A, in which an element of order 5 does not jix 
any nonzuo vector. Then V is completely reducible. 
Proof. Consider V as a GF(2)A,-module. If all the module composition 
factors are of matrix type, the result is a special case of a theorem of Higman 
[3, Theorem 8.21. Thus, we may suppose that one of the composition factors is 
isomorphic to N. By Lemma 2.1 (i), N is both projective and injective and hence 
N is a direct summand of V. The result now follows by induction on the number 
of composition factors. 
3. THE IRREDUCIBLE REPRESENTATIONS OF A, OVER GF(2) 
Let V be a vector space over GF(2) with basis vi , va ,..., vs . Then A, is 
represented naturally on V as permutations of the basis vectors. Let U be the 
subspace spanned by all vectors of the: form vi + V~ . The representation of A, 
induced on lJ/[vr + 3.. + v6] is an irreducible representation of degree 4, in 
which an element of order 5 acts fixed point freely. In this representation, a 
3-cycle of A, fixes nonzero vectors but a product of two 3-cycles does not. Let 01 
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e the automorphism of A, induced by the .outer automorphism of S, ~ Then OJ 
interchanges the conjugacy classes of elements of order 3 in A, . The composition 
of o( with the above representation gives an inequivaient irreducible repre- 
sentation also of degree 4. The two representations are differentiated according 
to which conjugacy class of elements of order 3 in A, acts fixed point freely. 
Since an element g of order 5 acts fixed point freely in a 2-modular irreducible 
representation if and only if the Brauer character satisfies 2x(g) + 2x(@) = 
-x(l), the following lemma may easily be verified. 
LEMMA 3.1. The only irreducible representations of A, oveY @F(2) in which 
am element of order 5 does not$x any nonzero vector are the two irreducible Tepresen- 
tations of degree 4 described above. 
A, contains two conjugacy classes of subgroups isomorphic to A5 . In fact, 
subgroups isomorphic to A, are conjugate if and only i.f the elements of order 3 
they contain are conjugate, and any element of order 3 in A, is contained in a 
subgroup isomorphic to A5 . Since in each of the four-dimensional irreducible 
representations of A, over GF(2), one class of elements of order 3 acts fixed point 
freely and the other does not, we immediately have the following lemma. 
LEMMA 3.2. In each of the above four-dimensional iweducible representations of 
A, over GF(2), one conjugacy class of subgroups isomorphic to A5 has matrix-type 
action, and the other class has pewnutation-type action. 
LEMMA 3.3. Let U, V, W be irreducible GF(2)A,-modules in which an element 
cf order 5 ila A, acts jixed point freely. Then, there does mot exist a module howzo- 
morphism from U @ V onto W. 
Proof. By restricting the A,-action to a subgroup isomorphic to A5 , each 
of the GF(2)A,-modules can be viewed as a GF(2)A,-module. By Lemma 3.2, 
by restricting the action to an appropriate subgroup isomorphic to Aj , we can 
obtain GF(2)A,-modules isomorphic to either M or IV. Suppose there exists a 
homomorphism from U @ V onto W. If U, V, and W are all isomorphic, then 
we can obtain an induced homomorphism from M @ M onto ,?I!!. If U is isomor- 
phic to V but not to W, then we can obtain an induced homomorphism from 
N @ N onto M. Finally, if U is not isomorphic to 7, we can obtain an induced 
homomorphism from I%! @ N onto N. In a!l cases, we obtain a contradiction 
to Lemma 2.2. This proves the lemma. 
4. THE PROOF OF THEOREM I 
LEMMA 4.1. With the hypotheses of Theorem 1, the extension splits. 
- 
Proof. Let G = G/Q and use the bar convention. Let Z be an involution in 
G and P and element of order 3 in G such that EV has order 5. From the structure 
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of A,, t inverts an element y of order 5. We may choose y to be an element of 
order 5 in G. Then C,(y) = ( y) and No(( y)) is dihedral of order 10. Thus, 
we may choose t to be an involution in G. Obviously we may choose x to be an 
element of order 3 in G. Since % has order 5, and G has no elements of order 
10, tx must have order 5. Then (t, x} is isomorphic to A,. Thus the extension 
splits. 
LEMMA 4.2. Let G be a group with a normal subgroup Q of order 28 such that 
G/Q is isomorphic to AS and suppose that an element of order 5 acts$xedpoint freely 
on Q. Let Q1 be a normal subgroup of G (of order 16) such that the action of AC on 
Q/Q1 is of permutation type, and the action of A, on Q1 is of matrix type. Then Q is 
elementary Abelian, and there exists a normal subgroup Qz of G such that Q = 
0, x Qz - 
Proof. If Q is non-Abelian then clearly Z(Q) = Q1 , and there is a coset 
Qrx which consists entirely of elements of order 4. Since the action on Q/Q1 is 
of permutation type, this coset is fixed by an element c of order 3 in A,. Hence 
an element y of order 4 in this coset is fixed by c. But then y2 is 
fixed by c and since y2 E Qr this is a contradiction, since in the action of matrix 
type elements of order 3 act fixed point freely. A similar argument shows that Q 
cannot be Z, x Z, x Z, x Z, . Hence Q is elementary Abelian. Applying 
Lemma 2.3 to Q, considered as a GF(2)A,- module, and translating back into 
group-theoretic terms gives the conclusion of the lemma. 
LEMMA 4.3. With the hypotheses of Theorem 1, Z(Q) and Q/Z(Q) are elemen- 
tary Abelian of order 16, and all elements of Q - Z(Q) have order 4. Moreover, the 
action of AS on Q/Z(Q) f f i o ma rix t t yp e and the action on Z(Q) is of permutation 
type* 
Proof. Obviously Z(Q) and Q/Z(Q) must be elementary Abelian of order 16. 
Also Q’ = Z(Q). Let Q = Q/Z(Q). The map (5, 7) k> [x, y] is a well-defined 
alternating map from & x & to Z(Q) w ic h’ h ’ d m uces a linear map from & A Q 
to Z(Q) (considered as vector spaces over GF(2)). Since [x, y]Q = [xg, yQ], this 
map is a module homomorphism from & A Q to Z(Q) considered as GF(2)A,- 
modules. Since Q is non-Abelian it is nontrivial. Hence, commutation induces a 
module homomorphism from Q A Q onto Z(Q). By Lemma 2.l(ii) and (iii), Q is 
isomorphic to M and Z(Q) is isomorphic to N (as G8’(2)A,-modules.) Thus, the 
action on Q/Z(Q) is of matrix type and the action on Z(Q) is of permutation 
type. (We remark that [3, Theorem 8.21 and Lemma 4.2 give an alternative proof 
that the action on Z(Q) is of permutation type.) Finally, suppose Q contains an 
involution t not in Z(Q). Then the coset Z(Q)t consists entirely of involutions. 
Since the action of A, is transitive on the nonidentity elements of Q/Z(Q), Q must 
be elementary Abelian. This contradiction shows that every element of Q -Z(Q) 
has order 4. This completes the proof of the lemma. 
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LEMMA 4.4. With the hypotheses of Theorem 1, ,Q is ~~~rno~~~~~ to the 2-~~024~ 
deJtned in the conclusion of Theorem 1. 
.PYOO$ By Lemma 4.3 every coset of Z(Q) other than Z(Q) consists entirely of 
elements of order 4. All elements in a given coset square to the same element of 
Z(Q), which we call the square of the coset. Since in the matrix action on Q/Z(Q) 
the nonidentity elements are permuted transitively it fo’ollows that a coset other 
than Z(O’j is fixed by a subgroup of order 4 in A, . Hence the square of the coset 
by this subgroup of order 4. Hence, the square is in the orbit of 
length 5 in the action of A, on Z(Q), Th us, the I5 involutions of Q consist of S 
squares and 10 nonsquares; also each square is the square of three cosets, To 
obtain the structure of Q it is more convenient to take the representative matrices 
for the matrix type representation to be 
Let %r , %a , %a , %a be a basis for g = Q/Z(Q), relative to which the action, of 
A, is given by the above matrices. The element of order 5 in A, represented by -4 
permutes the cosets in three orbits of length 5, namely: 
Clearly, the squares of the elements in each orbit are distinct. The problem is 
to determine which elements from different orbits have the same square. To do 
this, we look at the orbits of the element of order 3 represented by B, namely: 
Since the element of order 3 fixes two of the five squares of these cosets, two 
of the above orbits consist of cosets whose squares are the same. The only 
possibilities for these are the first and the third orbits (the second orbit contains 
4 and %a , the fourth contains gI ~a and ~a Z* and the fifth contains %a z3 g4 an 
--- 
‘% x2 x3 , each pair being in the same orbit of the element of order 5 and so having 
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distinct squares). This determines which elements have the same square, namely 
the columns in the following table have the same square. 
% 552 g3 
- 
x4 x1x2 x3 x4 
- - _-- -_- - - - - 
x3 x4 x1x2 *3 52 x3 x4 x1x2 x2 x3 
- - - - - - - - - - - - 
Xl x3 x4 Xl x3 x2 x4 Xl x2 x4 Xl $4 
Since [x, y] = ~2y~(xy)~, we have the following relations: 
[x1 ) x2] = x12 x22 x42. 
[x1 ) x3] = x12 x22 x32. 
[Xl , x4] = x,2 x32. 
[x2 ) x3] = x12 x42. 
[x2 , x4] = x22 x32 x42. 
[x3 , x4] = x12 x32 x42. 
This proves the lemma. 
Theorem 1 now follows from Lemmas 4.1,4.3 and 4.4. It is easy to verify that 
the a-group defined does admit A, as a group of automorphisms with the action 
on the generators being given by the matrices A and B in the proof of Lemma 4.4. 
5. THE PROOF OF THEOREM 2 
Throughout this section, G is a finite group satisfying the hypotheses of 
Theorem 2. 
LEMMA 5.1. Any chief factor of G in Q is elementary Abelian of order 16. 
Proof. Any chief factor of G in Q affords an irreducible representation of A, 
over GF(2). Also, an element of order 5 acts fixed point freely on any chief 
factor. The result is now immediate from Lemma 3.1. 
LEMMA 5.2. G is a split extension of Q by A, . 
Proof. By induction on the number of chief factors, it is clearly sufficient 
to prove the theorem in the case that Q has order 16. So we suppose j Q 1 = 16. 
Since every 4-group of A, is contained in a subgroup isomorphic to A, then, 
by Lemma 4.1, every 4-group of G/Q splits over Q. Let G = G/Q and use 
the bar convention. Let z$, ~~ , g3 be involutions of G satisfying (~~2~)~ = 
(~~2~)~ = (g1~3)2 = 1 and generating a subgroup of G isomorphic to S, whose 
elements of order 3 act fixed point freely. Then (ii , ~~3) is a 4-group, and hence 
splits over Q. Thus, we may assume e, , e, , and e,e, are involutions. Obviously, 
2-GROUPS ADMITTING ~4, OR A, 
-* 
we may choose e2 to be an involution. Also e,e, and eLe3 have order 3 and so 
act fixed point freely on Q. Hence e,e, and e2e3 both. have order 3. Thus e, , 
e2 , ea satisfy defining relations for S, , and so (e, , e2 p ea) is isomorphic to S4 . 
ut then a Sylow 2-subgroup of G splits over Q. By a theorem of Gaschiitz, 
G splits over Q. 
A special case is dealt with in the following lemma. 
LEMMA 5.3. 1f Q has ovder 28, and there exists a normal subgroup Q1 of G of order 
16 such that the chief factors Q/Q1 and Ql afford ineqaivale~t yepyese~tatio~s ?f 
A, , then Q is elementary Abelian. Moreover, ,Q = X Q2 where Q2 is a normal 
~~b~~Q~~ of G. 
(We remark that the hypothesis on the chief factors is equivalent to the 
hypothesis. that no element of order 3 in G acts fixed point freely on 
Proof. Let c be an element of order 3 which acts fixed point freely on Qr . 
Let N be a subgroup of G containing c and Q such that H/Q is isomorphic to -tab . 
Since c has nontrivial fixed points on Q, H satisfied the hypotheses of Lemma 4.2. 
By that lemma, Q is elementary Abelian, and Q = Qi x Qa where Qa is normal 
in EC. Let x be an involution of Qa which is fixed by eight elements of order 3 in 
H/Q (the involutions of Qz are permuted in orbits of lengths 5 and 10 x is 
in the orbit of length 5). It is easily verified from the action of G/Q on that 
each coset of Qr other than Q1 is fixed by precisely eight elements of order 3 in 
G/Q. In particular the elements of order 3 in G/Q fixing Qzlx are precisely the 
elements of order 3 in H/Q fixing x. Since each of these elements acts fixed point 
freely on Qi , it follows that the only element ofQ,x fixed by an element of order 3 
in G is x. Since the action of G/Q permutes the cosets of Q1 other than Q, itse 
transitively, any coset of Q1 other than Qi contains precisely one element fixe 
by an element of order 3 in 6. It follows that the nonidentity elements of 
the only elements of Q - Qi which are fixed by an element of order 3 in G. Hence 
Qz is normal in G. This completes the proof of the lemma. 
We return now to the general case. 
LEMMA 5.4. Q is Abelian. 
Prooj. Suppose Q is a minimum counterexample. Then Q’ is elementary 
iibelian of order 16. If Q/Z(Q) . is not a chief factor of 6, then choose subgroups 
Qr and QB such that Qz < Qi and Q/Q1 , QJZ(Q) are chief factors of G. Then Q, 
is Abelian and [Qr , QJ = Q’. The map from Q/Q1 x QJZ(Q) onto Q’ defined 
by (Qix, Z(Q) y) H [x, y] is well-defined, and induces a homomorphism from 
/Qr @ QJZ(Q) onto Q’, where the chief factors are viewed as GF(2)A,-modules. 
This contradicts Lemma 3.3. If Q/Z(Q) is a chief factor, then commutation 
induces 2 homomorphism from Q/Z(Q) @ Q/Z(Q) onto Q’(viewed as GF(2)A,- 
modules), which again contradicts Lemma 3.3. This proves the lemma. Let 
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c1 , cz be representatives of the classes of elements of order 3 in a subgroup 
isomorphic to A, in G. 
I,EWblA 5.5. There exist normal subgroups Q, and Q8 of G such that Q - Q, x 
Qe , cl acts fixed point freely on Q, and cp actsjxed point freely on 0, . 
PYOO~. We say that a chief factor is type 1 if c1 acts fixed point freely and type 2 
if c2 acts fixed point freely. We first show that if we have consccutivc chief 
factors of different type then they can bc interchanged in the following sense: 
if PI < P, < PR is part of a chief series of G in Q such that PJP, is type 1 and 
P,/P, is type 2 then we can replace Z’, in the chief series by Pz’ (leaving the other 
terms unchanged) such that P,‘/Pl is type 2 and P:,/Z’,’ is type 1 (the other case is 
similar). To see this, let Gi = G,!P1 . By Lemmas 5.2 and 5.3, ij, =I p* x pz’ 
where lri,’ is invariant under the action of G/Q. Since Q is abelian (Lemma 5.4), 
P,’ is normal in G. Hence I’, can bc replaced by PO’ to obtain a chief series of G 
in Q with the required propertics. By success& applications of this result, 
it follows that there exist normal subgroups Q, and Q, of G (contained in Q) 
such that c1 acts fixed point freely on Q, and Q/Q, , and c$ acts fixed point freely 
on Q? and Q/Q, . It follows easily that Q -- Q, x Qz . This proves the lemma. 
COROLLARY 5.6. Q is elementury Abelian. 
Proof. Let Hi be subgroups of G containing ci and Qi such that I-r,!Q, is 
isomorphic to A, (i :: I, 2). By [3, Th corem 8.21 Qi is clcmentary Abclian 
(i := 1, 2). Hence Q is elementary Abelian. 
This completes the proof of Theorem 2. 
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