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Matrix Methods for Perfect Signal Recovery Un-
derlying Range Space of Operators
F. Arabyani-Neyshaburi and R. A. Kamyabi-Gol
Abstract. The most important purpose of this article is to investigate perfect
reconstruction underlying range space of operators in finite dimensional Hilbert
spaces by matrix methods. To this end, first we obtain more structures of the
canonical K-dual. Then, we survey the problem of recovering and robustness
of signals when the erasure set satisfies the minimal redundancy condition or
the K-frame is maximal robust. Furthermore, we show that the error rate is
reduced under erasures if the K-frame is of uniform excess. Toward the protec-
tion of encoding frame (K-dual) against erasures, we introduce a new concept
so called (r, k)-matrix to recover lost data and solve the perfect recovery prob-
lem via matrix equations. Moreover, we discuss the existence of such matrices
by using minimal redundancy condition on decoding frames for operators. Fi-
nally, we exhibit several examples that illustrate our results and the advantage
of using the new matrix with respect to previous approaches in existence and
construction.
Mathematics Subject Classification (2010). Primary 42C15; Secondary 42C40,
41A58.
Key words: Reconstruction error, Gram matrix, K-dual frame, maximal ro-
bust, minimal redundancy condition, uniform excess
1. Introduction and preliminaries
The theory of frames has established efficient algorithms for a wide range of applica-
tions in the last twenty years [5, 7, 8, 10, 22]. In most of those applications, they deal
with dual frames to reconstruct the modified data and compare it with the original
data. In frame theory setting, an original signal f is encoded by the measurements
θ∗F f (encoded coefficients), where θ
∗
F is the analysis operator of a frame F . Then,
from these measurements f can be recovered applying a reconstruction formula by
a dual frame G (decoding frame) as θGθ
∗
F f . In real applications, in these transmis-
sions, usually a part of the data vectors are corrupted or lost, and we may have to
perform the reconstruction by using the partial information at hand. So, searching
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for the best dual frames that minimize the reconstruction errors when erasures oc-
cur, optimal dual problem, is one of the most important problems in frame theory
that was introduced by Han et al. in [23, 25]. To state the optimal dual problem,
we first recall some basic notations of finite classical frames. Let Hn be an n-
dimensional Hilbert space and Im = {1, 2, ...,m}. A sequence F := {fi}i∈Im ⊆ Hn
is called a frame for Hn whenever span{fi}i∈Im = Hn. The synthesis operator
θF : l
2(Im) → Hn is defined by θF {ci} =
∑
i∈Im
cifi. If {fi}i∈Im is a frame, then
SF = θF θ
∗
F is called frame operator where θ
∗
F : Hn → l
2(Im), the adjoint of θF ,
is given by θ∗F f = {〈f, fi〉}i∈Im and is known as the analysis operator. A sequence
G := {gi}i∈Im ⊆ Hn is called a dual for {fi}i∈Im if θGθ
∗
F = IHn . A special
dual frame as {S−1F fi}i∈Im is called the canonical dual of F . It is well known that
{gi}i∈Im is a dual frame of {fi}i∈Im if and only if gi = S
−1
F fi + ui, for all i ∈ Im
where U = {ui}i∈Im satisfies θF θ
∗
U = 0. We refer the reader to [9] for more infor-
mation on frame theory. The optimal dual problem, imposes the following problem:
let F = {fi}i∈Im be a frame for Hn (encoding frame), find a dual frame of F that
minimize the reconstruction errors when erasures occur. If G = {gi}i∈Im is a dual
of F (decoding frame) and Λ ⊂ Im, then the error operator EΛ is defined by
EΛ =
∑
i∈Λ
fi ⊗ gi = θ
∗
GDθF ,
where D is an m×m diagonal matrix with dii = 1 for i ∈ Λ and 0 otherwise. Let
dr(F,G) = max{‖θ
∗
GDθF ‖ : D ∈ Dr} = max{‖EΛ‖ : |Λ| = r}, (1.1)
in which |Λ| is the cardinality of Λ, the norm used in (1.1) is the operator norm,
1 ≤ r < m is a natural number and Dr is the set of all m×m diagonal matrices with
r 1′s and m− r 0′s. Then, dr(F,G) is the largest possible error when r-erasures fall
out. Indeed, G is called an optimal dual frame of F for 1-erasure or 1-loss optimal
dual if
d1(F,G) = min {d1(F, Y ) : Y is a dual of F} . (1.2)
Inductively, for r > 1, a dual frame G is called an optimal dual of F for r-erasures
(r-loss optimal dual) if it is optimal for (r − 1)-erasures and
dr(F,G) = min {dr(F, Y ) : Y is a dual of F} .
See [3, 20, 23, 25, 28] and references therein for more details and information on
optimal reconstruction problem and identification of optimal dual frames.
This work, was motivated by some recent methods of perfect recovery of signals
from erasures corrupted frame coefficients at known or unknown locations [17, 18]. In
all previous approaches presented on classical frames, erasures considered in frame
coefficients (encoding frame coefficients). We are going to extend perfect recovery
problem on K-frame theory, however we show that the methods previously used
does not meet the requirements of reconstruction in K-frame setting. Hence, we
consider the erasure coefficients on K-dual coefficients (as encoding frame instead
of K-frame). Then we introduce a new concept, called (r, k)-matrix, to recover
lost data and get perfect reconstruction. This also leads to some new method for
recovery problem in ordinary frames, that sometimes work for frames better than the
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previous methods. Among other things, we demonstrate the adventages of using the
new method in existence and construction with respect to the previous approaches.
The present paper is organized as follows. In Section 2, we recall some defini-
tions and notations of finite K-frames. In Section 3, we provide more characteriza-
tions and structures of K-duals and particularly, the canonical K-duals. We present
some concepts such as minimal redundancy condition and maximal robustness for
K-frames and provide some necessary conditions for a finite set of indices which
satisfies minimal redundancy condition. Moreover, we discuss the robustness of K-
frame under operator perturbation, particularly when the erasure set satisfies the
minimal redundancy condition or theK-frame is maximal robust, in Section 4. Then
in Section 5, we introduce a new matrix called (r, k)-matrix and give the necessary
condition for the existence of (r, k)-matrices. This notion leads to a new matrix
equation which allows the signal vectors underlying the range space of a bounded
operator to be exactly recovered. This approach not only assures that K-frames
with uniform excess under some erasures of K-dual coefficients make complete re-
construction, but also provides a new method for erasure recovery by using ordinary
frames, by changing encode and decode frames, which sometimes work better than
the previous methods. Finally, in Section 6, we exhibit several examples to illustrate
our results and the advantage of using (r, k)-matrices.
2. Finite K-frames
Atomic decomposition for a closed subspace H0 of a Hilbert space H, as a new
approach for reconstruction, was introduced by Feichtinger et al. with frame-like
properties [12]. However, the sequences in atomic decompositions do not necessarily
belong to H0, this striking property is valuable, especially in sampling theory [27,
29]. Then, K-frames were introduced to study atomic systems with respect to a
bounded operator K ∈ B(H) [14]. In fact, K-frames are equivalent with atomic
systems for the operator K and help us to reconstruct elements from the range of
a bounded linear operator K in a separable Hilbert space. In the sequel, we recall
some definitions and notations of finite K-frames. A sequence F := {fi}i∈Im ⊆ Hn
is called a K-frame for Hn, if R(K) ⊂ R(θF ) or equivalently there exist constants
A,B > 0 such that
A‖K∗f‖2 ≤
∑
i∈Im
|〈f, fi〉|
2 ≤ B‖f‖2, (f ∈ Hn). (2.1)
If K is an onto operator then F is an ordinary frame and therefore, K-frames arise
as a generalization of the ordinary frames. The constants A and B in (2.1) are called
the lower and the upper bounds of F , respectively. Similar to ordinary frames, the
synthesis operator can be defined as θF : l
2(Im) → H; θF ({ci}i∈Im) =
∑
i∈Im
cifi.
A matrix representation for this bounded operator is the matrix Fn×m whose ith
column is the ith K-frame vector, i.e.,
F = [f1, ...fm].
Notice that, we sometimes denote a K-frame F = {fi}i∈Im by its synthesis matrix
F . Also, the analysis operator is given by θ∗F (f) = {〈f, fi〉}i∈Im and has the matrix
4 F. Arabyani Neyshaburi and R. A. Kamyabi-Gol
representation as F ∗. The frame operator is given by SF = θF θ
∗
F with the matrix
representation as FF ∗ and GF = F ∗F denotes the Gramian matrix with respect
to the K-frame F . Unlike ordinary frames, the frame operator of a K-frame is
not invertible in general. Although, in finite dimensional Hilbert spaces, K is a
closed range operator so SF from R(K) onto SF (R(K)) is an invertible operator
[31]. When we need this restriction of the K-frame operator we use the notation
SF |R(K). Suppose MK denotes matrix representation of the operator K ∈ B(Hn)
with respect to the standard orthonormal basis of Hn. Then, a K-frame is said to
be α-tight whenever FF ∗ = αMKM
∗
K , Parseval if α = 1 and equal norm (EN) if
the columns of F have the equal norm.
The authors in [4] considered the notion of duality for K-frames and presented
several methods for construction and characterization of K-frames and their duals.
Indeed, a Bessel sequence {gi}i∈Im ⊆ Hn is called a K-dual of {fi}i∈Im if
Kf =
∑
i∈Im
〈f, gi〉fi, (f ∈ Hn), (2.2)
or equivalently G is K-dual of F if FG∗ = MK . The following result is useful for
the proof of our main results.
Theorem 2.1 (Douglas [11]). Let L1 ∈ B(H1,H) and L2 ∈ B(H2,H) be bounded
linear mappings on given Hilbert spaces. Then the following assertions are equiva-
lent:
(i) R(L1) ⊆ R(L2);
(ii) L1L
∗
1 ≤ λ
2L2L
∗
2, for some λ > 0;
(iii) There exists a bounded linear mapping X ∈ L(H1,H2), such that L1 = L2X.
Moreover, if (i), (ii) or (iii) are valid, then there exists a unique operator X so that
(a) ‖X‖2 = inf{α > 0, L1L∗1 ≤ αL2L
∗
2};
(b) N(L1) = N(X);
(c) R(X) ⊂ R(L∗2).
For every K-frame F = {fi}i∈Im of Hn using the Douglas’ theorem, there
exists a unique operator XF ∈ B(Hn,Cm) so that θFXF = K and
‖XF‖
2 = inf{α > 0, ‖K∗f‖2 ≤ α‖θ∗F f‖
2; f ∈ Hn}. (2.3)
Moreover, {X∗F δi}i∈Im is a K-dual of F which its analysis operator obtains the
minimal norm and is called the canonical K-dual. See [16]. For further information
in K-frame theory we refer the reader to [4, 12, 14, 15, 31].
Throughout this paper, we suppose that Hn is an n-dimensional Hilbert space,
Im = {1, 2, ...,m} and {δi}i∈Im is the standard orthonormal basis of l
2(Im). For two
Hilbert spaces H1 and H2, we denote by B(H1,H2) the collection of all bounded
linear operators between H1 and H2, and we abbreviate B(H,H) by B(H). Matrix
representation associated with an operator T is denoted by MT and the operator
associated with a matrix M is denoted by TM . Also, we denote the range of K ∈
B(Hn) by R(K) and pseudo inverse of K by K†. For a subspace V ⊆ Hn the
identity operator on V and the orthogonal projection of H onto V are denoted by
IV and piV , respectively.
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3. Identification of the canonical K-dual
In this section, we are going to obtain more structures of K-duals and particularly
the canonical K-dual of K-frames. For convenience, we denote the set of all K-dual
frames of F = {fi}i∈Im by KDF . Obviously, KDF is a closed convex subset of H
m
n ,
the set of all m-tuples of vectors in Hn. In the following, we obtain the canonical
K-dual in a new form which is more useful in the proof of our results.
Lemma 3.1. Let F = {fi}i∈Im be a K-frame of Hn. With the above notations, there
exists a unique bounded operator ΓF ∈ B(Hn) so that {Γ∗Ffi}i∈Im = {X
∗
F δi}i∈Im .
Proof. Using Douglas’ theorem, there is a unique operator XF ∈ B(Hn, l2(Im)) so
that θFXF = K and R(XF ) ⊆ R(θ∗F ) = R(θ
∗
F ). So by reusing Douglas’ theorem
there exists a unique bounded operator ΓF ∈ B(Hn) so that XF = θ∗FΓF and
‖ΓF ‖
2 = inf{α > 0, ‖X∗Ff‖
2 ≤ α‖θF f‖
2; f ∈ Hn}.
Moreover, we have
Γ∗F fi = Γ
∗
F θF δi = X
∗
F δi,
for all i ∈ Im. Hence, {Γ∗F fi}i∈Im is exactly the canonical K-dual of F . 
Easily, it can be checked that a sequence G = {gi}i∈Im is a K-dual of F if and
only if gi = Γ
∗
F fi + ui, for all i ∈ Im where U = {ui}i∈Im satisfies θF θ
∗
U = 0.
Lemma 3.2. Let F = {fi}i∈Im be a K-frame of Hn and G = {gi}i∈Im be a K-dual
of F . Then G is the canonical K-dual if and only if SG = θGθ
∗
Z for every K-dual
Z of F .
Proof. Suppose G is the canonical K-dual and Z is a K-dual of F , so by lemma 3.1
there exists a unique bounded operator ΓF ∈ B(Hn), so that G = {Γ∗F fi}i∈Im so,
θG(θ
∗
G − θ
∗
Z) = Γ
∗
F θF (θ
∗
G − θ
∗
Z) = 0.
Thus, SG = θGθ
∗
Z for every K-dual Z of F . Conversely, if for every K-dual Z of F
we have SG = θGθ
∗
Z . Then
‖θ∗G‖
2 = ‖θGθ
∗
G‖ = ‖θGθ
∗
Z‖ ≤ ‖θ
∗
G‖‖θ
∗
Z‖.
This immediately implies that ‖θ∗G‖ ≤ ‖θ
∗
Z‖, i.e., the analysis operator of G has
minimal norm and the proof is complete. 
In the case that F is a Parseval K-frame Lemma 3.2 can be reduced to a
result of [30]. This result helps us to obtain the canonical K-dual of some classes of
K-frames.
Theorem 3.3. Let F = {fi}i∈Im be a K-frame of Hn. Then the followings hold;
(i) If F ⊆ R(K) then {K∗(SF |R(K))
−1piSF (R(K))fi}i∈Im is the canonical K-dual
of F .
(ii) Either R(K) ⊆ SF (R(K)) or F ⊆ SF (R(K)) implies that the Bessel sequence
{K∗((SF |R(K))
−1)∗piR(K)fi}i∈Im is the canonical K-dual of F .
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Proof. To show (i), first we note that by the assumption F ⊆ R(K) is a K-frame
of Hn and so G := {K∗(SF |R(K))
−1piSF (R(K))fi}i∈Im is a K-dual of piR(K)F = F
by using Proposition 2.3 of [4]. Moreover,
SG = K
∗(SF |R(K))
−1piSF (R(K))SF ((SF |R(K))
−1)∗K
= K∗(SF |R(K))
−1piSF (R(K))piR(K)SF ((SF |R(K))
−1)∗K
= K∗(SF |R(K))
−1piSF (R(K))(SF |R(K))
∗((SF |R(K))
−1)∗K
= K∗(SF |R(K))
−1piSF (R(K))K
= K∗(SF |R(K))
−1piSF (R(K))θF θ
∗
Z
= θGθ
∗
Z ,
for every K-dual Z of F . Now, assume that R(K) ⊆ SF (R(K)). Since the operator
SF |R(K) : R(K)→ SF (R(K)) is invertible so R(K) = SF (R(K)). Thus
Kf = SF |R(K)(SF |R(K))
−1Kf
=
∑
i∈Im
〈(SF |R(K))
−1Kf, fi〉fi
=
∑
i∈Im
〈f,K∗((SF |R(K))
−1)∗pi(R(K))fi〉fi,
for every f ∈ Hn. Hence, G := {K∗((SF |R(K))
−1)∗piR(K)fi}i∈Im is a K-dual of F .
Moreover,
SG = K
∗((SF |R(K))
−1)∗K
= K∗((SF |R(K))
−1)∗piR(K)K
= K∗((SF |R(K))
−1)∗piR(K)θF θ
∗
Z
= θGθ
∗
Z ,
for every K-dual Z of F . The above computations along with Lemma 3.2, follows
the desired result. Finally, if F ⊆ SF (R(K)) is a K-frame. Then, we have R(K) ⊆
span{fi}i∈Im ⊆ SF (R(K)) that is similar to the previous case. Thus, the proof is
complete. 
The converse of Theorem 3.3, does not hold in general. To see this and also
the importance of the sufficiency conditions in Theorem 3.3, see Example 6.1 and
Example 6.2 in Section 6.
Remark 3.4. The structure of the canonical K-dual of a Parseval K-frame F is
K†F . See [26]. Indeed, in this case ΓF = (K
†)∗. Also, in this regard, for a K-frame
F ⊆ R(K) we have that ΓF = ((SF |R(K))
−1)∗K.
4. Minimal redundancy condition
In this section, we provide the concept of minimal redundancy condition and maxi-
mal robust forK-frames and give some necessary conditions for a finite set of indices
which satisfies minimal redundancy condition. Then, we discuss the problem of ro-
bustness under operator perturbation of K-frame, particularly when the erasure
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set satisfies the minimal redundancy condition or the K-frame is maximal robust.
For more information of these concepts on classical frames we refer the reader to
[1, 2, 21, 22]
Suppose F denotes the associated matrix of a K-frame {fi}i∈Im in Hilbert
space Hn. A finite set of indices σ ⊂ Im satisfies the minimal redundancy condition
(MRC) for F whenever {fi}i∈σc is aK-frame forHn. Furthermore, we say F satisfies
MRC for r-erasures if every subset σ ⊂ Im, |σ| = r satisfies MRC for F . Also, F
is said to be of uniform excess r if it is an exact K-frame when r columns of F
are removed and F is called maximal robust (MR) if every rk columns of F is an
exact K-frame, where rk := rankK. Note that, for a K-frame that is MR, every
submatrix n× rk has a left inverse. However, the converse does not hold, in general.
For instance, in Example 6.2, rankK = 2 and every 2 columns of F are linearly
independent so every submatrix of F containing 2 columns has a left inverse, but
{f3, f4} is not a K-frame. In what follows, we give some necessary conditions for
a finite set of indices σ ⊂ Im which satisfies MRC. To be convenient, we use θσ,
Sσ and ξ
∗
σ to denote the synthesis operator, frame operator of a K-frame and the
analysis operator of the canonical K-dual whenever the index set is limited to σ.
Theorem 4.1. Suppose F = {fi}i∈Im is a K-frame of Hn and σ ⊂ Im satisfies MRC
for F . Then
(i) R(θ∗FK) ∩ span{δi}i∈σ = {0}.
(ii) If F is a Parseval K-frame then (K − θσξ∗σ) |R(K†) is an invertible operator
from R(K†) onto Sσc(R(K)).
Proof. To show (i), on the contrary, assume that there exists a non-zero element
α ∈ R(θ∗FK) ∩ span{δi}i∈σ. Then, there exists f ∈ Hn, {ci}i∈σ ⊆ C so that
α = θ∗FKf =
∑
i∈σ
ciδi.
Thus, θ∗FKf ⊥ δi for every i ∈ σ
c and so
〈Kf, fi〉 = 〈Kf, θF δi〉 = 〈θ
∗
FKf, δi〉 = 0,
for every i ∈ σc. Hence Kf ⊥ {fi}i∈σc that is a contradiction. This follows the
desired result.
Now, let F be a Parseval K-frame then
K − θσξ
∗
σ = θσcξ
∗
σc = Sσc(K
†)∗,
where the last equality is obtained by Remark 3.4 so it is sufficient to prove
that Sσc(K
†)∗|R(K†) is an invertible operator. Since σ satisfies MRC the operator
Sσc |R(K) is invertible fromR(K) onto Sσc(R(K)). Consider Γσc := K
∗(Sσc |R(K))
−1,
we show that Γσc is the inverse of the operator Sσc(K
†)∗|R(K†). Indeed
ΓσcSσc(K
†)∗f
= K∗(Sσc |R(K))
−1Sσc |R(K)(K
†)∗f
= K∗(K†)∗f
= (K†K)∗f
= K†Kf = f,
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for every f ∈ R(K†). Thus ΓσcSσc(K†)∗|R(K†) = IR(K†). On the other hand,
Sσc(K
†)∗Γσcf
= Sσc(K
†)∗K∗(Sσc |R(K))
−1f
= SσcKK
†(Sσc |R(K))
−1f
= Sσc |R(K)(Sσc |R(K))
−1f = f,
for every f ∈ Sσc(R(K)). Hence, Sσc(K†)∗Γσc |Sσc (R(K)) = ISσc (R(K)). This implies
the desired result. 
It is worth noting that the condition (i) in the above theorem is not sufficient
for a subset σ to satisfy MRC. See Example 6.3; moreover, by applying Theorem
4.1, if σ ⊂ Im satisfies MRC, we get some K-frames and K†-frame with K†-dual
on the remained index set σc.
Corollary 4.2. Let F = {fi}i∈Im be a K-frame of Hn and σ ⊂ Im satisfies MRC
then
(i) {K∗(Sσc |R(K))
−1piSσc (R(K))fi}i∈σc is a K
†-frame with K†-dual {(K†)∗K†fi}i∈σc .
(ii) {(K†)∗K†fi}i∈σc is also a K-frame for Hn.
Proof. Since Sσc |R(K) is invertible we have that
K†f = K∗(Sσc |R(K))
−1Sσc |R(K)(K
†)∗K†f
= K∗(Sσc |R(K))
−1piSσc (R(K))
∑
i∈σc
〈(K†)∗K†f, fi〉fi
=
∑
i∈σc
〈(K†)∗K†f, fi〉K
∗(Sσc |R(K))
−1piSσc (R(K))fi,
for every f ∈ Hn. Hence, (i) is obtained by Lemma 2.2 of [4]. Using the above
computations and the fact that
R(K) = R(K†)∗ ⊆ span{(K†)∗K†fi}i∈σc ,
we get (ii). 
Theorem 4.3. Let F be the associated matrix of a K-frame for Hn. Then the follow-
ing assertions hold, where in all matrix products below, we let the sizes be compatible.
(i) AFU is TAK-frame for any square matrix A and a unitary matrix U . In
particular FU is a K-frame and GU ∈ KDAFU for every G ∈ KDF .
(ii) If A is invertible and U is a unitary matrix then G ∈ KDF if and only if
GU ∈ KDAFU .
(iii) If F is α-tight K-frame then AFU is TAK-frame for any matrix A and a
unitary matrix U . Moreover, FU is an α-tight K-frame.
(iv) If F is EN then UFD is also EN for any unitary matrix U and unitary diagonal
matrix D.
(v) If F is MR K-frame then AFD as an TAK-frame is MR for any invertible
matrix A and unitary diagonal matrix D.
(vi) If F satisfies MRC for r-erasures then AFD as a TAK-frame satisfies MRC
for r-erasures for any unitary diagonal matrix D and square matrix A.
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Proof. Suppose γ is a lower K-frame bound of F . Then by the assumption in (i)
we obtain
AFU(AFU)∗ = AFUU∗F ∗A∗
= AFF ∗A∗
≥ γAMKM
∗
KA
∗
= γAMK(AMK)
∗.
The existence of the upper bound is clear, so AFU is TAK-frame of Hn. Moreover,
if A is the identity matrix, FU is a K-frame of Hn. On the other hand, for every
G ∈ KDF we have that
AFUU∗G∗ = AFG∗ = AMK ,
so GU ∈ KDAFU and (i) is proved. The cases (ii), (iii) and (iv) are proved by
definitions and some straightforward computations. For (v), we note that AFD is
TAK-frame by (i), so we only show that AFD is MR. Indeed, let Fn×m be MR
K-frame, An×n and Dm×m invertible and diagonal unitary matrices, respectively.
Then a submatrix n × rk of AFD is as AMN where Mn×rk is a submatrix of F
and Nrk×rk is a diagonal submatrix of D. Hence, the columns of M constitute an
exact K-frame and soM has a left inverse. This implies that AMN also has a left
inverse i.e., its columns are linearly independent and generate R(TAK). Moreover,
this vector columns constitute an exact TAK-frame. Thus, AFD is MR.
Finally, let F satisfies MRC for r-erasures, A and D be arbitrary n×n matrix
and m×m unitary diagonal matrix, respectively. A submatrix n× (m− r) of AFD
is as AMN whereMn×(m−r) is a submatrix of F and N(m−r)×(m−r) is a diagonal
submatrix of D. Since M is a K-frame, applying the assumption, one immediately
obtains that AMN is also a TAK-frame by (i). This completes the proof. 
5. Perfect reconstructions by (r, k)-matrices
In what follows, we present some matrix methods which lead to fewer errors if K-
frame is of uniform excess or even we have perfect reconstruction under erasures.
To this end, we present two approaches, that the first one is motivated by [17, 18],
however unlike ordinary frames, for K-frames it does not work very well. Hence, we
set a new concept so called (r, k)-matrix to get perfect reconstruction in this case.
Also, we show this approach work for frames sometimes better than the previous
methods.
Let F = {fi}i∈Im be a K-frame of Hn with uniform excess r and G = {gi}i∈Im
be K-dual of F . Since {fi}mi=r+1 is an exact K-frame then for any gi, (1 ≤ i ≤ r)
there exist unique coefficients {αi,j}
m
j=r+1 ⊂ C so that
piR(K)gi =
m∑
j=r+1
αi,jfj , (1 ≤ i ≤ r).
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Consider
MF =


1 0 . . . 0 − α∗1,r+1 . . . − α
∗
1,m
0 1 . . . 0 − α∗2,r+1 . . . − α
∗
2,m
0 0 . . . 1 − α∗r,r+1 . . . − α
∗
r,m


.
Then
MF


〈f, piR(K)g1〉
.
.
.
〈f, piR(K)gr〉
〈f, fr+1〉
.
.
.
〈f, fm〉


= 0,
for every f ∈ Hn and consequently
M1


〈f, piR(K)g1〉
.
.
.
〈f, piR(K)gr〉

+M2


〈f, fr+1〉
.
.
.
〈f, fm〉

 = 0, (5.1)
where M1 is the submatrix consisting of the first r columns of MF , and M2 is the
submatrix consisting of the rest columns. This assures that for any r-erasures of K-
dual coefficients {〈f, gi〉}i∈Λ, |Λ| = r we may recover the coefficients {〈f, piR(K)gi〉}i∈Λ
by solving the equation (5.1) as follows

〈f, piR(K)g1〉
.
.
.
〈f, piR(K)gr〉

 = −M2


〈f, fr+1〉
.
.
.
〈f, fm〉

 . (5.2)
Replacing the coefficients {〈f, piR(K)gi〉}i∈Λ by {〈f,
∑
j∈Λc αi,jfi〉}i∈Λ and using the
fact that the error operator is obtained by
EΛ =
∑
i∈Λ
fi ⊗ gi =
∑
i∈Λ
fi ⊗ piR(K)gi +
∑
i∈Λ
fi ⊗ piR(K)⊥gi,
we get a reduced error operator as
E˜Λ = EΛ −∆Λ,
where ∆Λ =
∑
i∈Λ fi⊗piR(K)gi. Equivalently, we have E˜Λf =
∑
i∈Λ〈f, piR(K)⊥gi〉fi,
for every f ∈ Hn. Hence, for computing of the error operator one needs only find a
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K-dual frame G which satisfies
max
|Λ|=r
∥∥∥∥∥
∑
i∈Λ
fi ⊗ piR(K)⊥gi
∥∥∥∥∥ = min
{
max
|Λ|=r
∥∥∥∥∥
∑
i∈Λ
fi ⊗ piR(K)⊥hi
∥∥∥∥∥ ; {hi}i∈Im ∈ KDF
}
.(5.3)
From this point of view, by a K-frame with uniform excess property which has a
K-dual {gi}i∈Im ⊆ R(K), we will have the perfect reconstruction. Otherwise, for
every K-dual of F which satisfies (5.3) the error rate is reduced.
Now, we present a new method which allows a perfect reconstruction. More-
over, by this approachK-frames with uniform excess under some erasures of K-dual
coefficients make a complete reconstruction and this process is independent of the
choice of K-dual. We recall the spark of a matrix [1] is the size of the smallest
linearly dependent subset of the columns and the spark of a collection of vectors in
a finite dimensional Hilbert space is considered as the spark of its synthesis matrix.
Moreover, for any m× n matrix A
sparkA = min{‖x‖0 : Ax = 0, x 6= 0}, (5.4)
where ‖x‖0, the Humming weight of a vector x = {xi}i∈In , is defined as follows
‖x‖0 = |{j ∈ In : xj 6= 0}| .
See [1, 10] for more information. Let F = {fi}i∈Im be a K-frame of Hn with a
K-dual G = {gi}i∈Im . Then we have that∑
i∈Im
〈fi, fj〉〈f, gi〉 = 〈Kf, fj〉,
for all j ∈ Im. Equivalently

〈f1, f1〉 〈f2, f1〉 . . . 〈fm, f1〉
〈f1, f2〉 〈f2, f2〉 . . . 〈fm, f2〉
. .
. .
〈f1, fm〉 〈f2, fm〉 . . . 〈fm, fm〉




〈f, g1〉
.
.
〈f, gm〉


=


〈Kf, f1〉
.
.
〈Kf, fm〉


,
subsequently we get
GFG
∗ = F ∗MK . (5.5)
This Motivates the following definition.
Definition 5.1. Suppose that F = {fi}i∈Im is a K-frame of Hn with a K-dual G.
Then a m ×m matrix MF,G with spark r + 1 is called an (r, k)-matrix associated
with F and G whenever
(MF,G − GF )G
∗ = 0. (5.6)
Remark 5.2. Note that by Definition 5.1, everyK-frame F with non-zero vectors has
at least a (1, k)-matrix MF,G = GF associated with F and an arbitrary G ∈ KDF .
The next result shows that for a K-frame F , the existence of an (r, k)-matrix
associated with F and G ∈ KDF assures the unknown r-erasures of K-dual coeffi-
cients can be completely recovered.
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Theorem 5.3. Let F = {fi}i∈Im be a K-frame of Hn with a K-dual G and c =
{ci}i∈Im be a sequence of K-dual frame coefficients.
(i) If there exists an (r, k)-matrix MF,G associated with F and G then any r-
erasures of K-dual coefficients can be recovered by solving the equation
(MF,G − GF )c = 0, (5.7)
(ii) If sparkF = r + 1 then any r-erasures of K-dual frame coefficients can be
recovered by solving the equation GF c = θ∗FK.
Proof. To show (i), without losing the generality, we suppose for an original vector
f the erasure coefficients are c1 := {ci}ri=1 = {〈f, gi〉}
r
i=1 and the remaining coeffi-
cients are c2 := {〈f, gi〉}mi=r+1. Furthermore, let M1 and M2 denote submatrices of
MF,G containing of the first r columns and the rest, respectively. Then using (5.7)
we get
M1c1 +M2c2 = GF c = θ
∗
F θF c.
Equivalently,
M1


〈f, g1〉
.
.
.
〈f, gr〉

 =


〈Kf, f1〉
.
.
.
〈Kf, fm〉

−M2


〈f, gr+1〉
.
.
.
〈f, gm〉

 . (5.8)
Using the assumption that the columns of M1 are linearly independent and so the
pseudo inverse M †1 = (M
T
1 M1)
−1MT1 there exists [6]. Hence by (5.8) we obtain
[ci]
r
i=1 = [〈f, gi〉]
r
i=1 =M
†
1
(
[〈Kf, fi〉]
m
i=1 −M2[〈f, gi〉]
m
i=r+1
)
.
Thus, the missing coefficients are obtained completely and we have the perfect
reconstruction. On the other hand, it is known that
KerF = KerF ∗F = KerGF .
Therefore by (5.4) we have that sparkF = sparkGF . Hence MF,G = GF is an (r, k)-
matrix associated with F and G. Now, the proof of (ii) is complete by using (i).
Note that this (r, k)-matrix is independent of K-dual G. 
Corollary 5.4. Let F = {fi}i∈Im be a K-frame of Hn with uniform excess r > 0 then
every m− r+1 columns of F be linearly dependent. Moreover, any (m− r)-erasures
of K-dual coefficients can be exactly recovered for every K-dual of F .
Proof. Since F is with uniform excess r so any m− r columns of associate matrix F
constitutes an exactK-frame forHn. Without loss of generality, let the firstm−r+1
columns of F are linearly independent. Moreover, assume thatR(K) = span{ηi}i∈Il .
Then for every ηi there exist unique coefficients {αi,j}
m−r
i=1 and {α
′
i,j}
m−r+1
i=2 so that
ηi =
m−r∑
j=1
αi,jfj =
m−r+1∑
j=2
α
′
i,jfj, (i ∈ Il).
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By these equalities, and the assumption that {fi}
m−r+1
i=1 is linearly independent we
conclude that
αi,1 = α
′
i,m−r+1 = 0,
αi,j = α
′
i,j (2 ≤ j ≤ m− r).
Consequently,
ηi =
m−r∑
j=2
αi,jfj,
for all i ∈ Il. So {fi}
m−r
i=2 is also a K-frame of Hn that is a contradiction. This
follows that every m− r+1 columns of F is linearly dependent. The moreover part
follows from Theorem 5.3 (ii) and the fact that sparkF = m− r + 1. 
It is worth noticing that, Corollary 5.4 for r = 0 fails. Indeed, if F is a K-
frame with uniform excess 0 then F is an exact K-frame and so sparkF = +∞.
Also, Theorem 5.3 leads to a new approach for erasure recovery by using ordinary
frames in finite dimensional Hilbert spaces by changing encode and decode frames.
Corollary 5.5. Let F = {fi}i∈Im be a frame of Hn with a dual frame G so that
sparkF = r+ 1. Then any r-erasures of dual frame coefficients can be recovered by
solving the equation GF c = θ∗F , where c is a dual frame coefficient with unknowns
{ci}i∈Λ, |Λ| = r.
Corollary 5.6. Let F = {fi}i∈Im be a frame of Hn with a dual frame G. Then any
1-erasure of dual frame coefficients can be recovered by GF c = θ∗F , for unknown
erasure cj, j ∈ Im.
The above corollaries illustrate the advantage and difference of using (r, k)-
matrix and erasure recovery matrix [17]. Indeed, if (F,G) is a pair of dual frames
for Hn. Unlike the customary approach, we consider dual frame G to encode a
signal and F to decode the measurements. Then every erasure of encoding frame
coefficients as {〈f, gi〉}i∈σ, |σ| ≤ sparkF − 1 can be exactly recovered by Corollary
5.5. So, frames with large spark are resilient against more erasures of associated
dual frame coefficients; since for frames K = IHn we call (r, k)-matrix associated to
F and G an r-matrix for convenience. In this case, if MF,G is an r-matrix and N is
an r-erasures recovery matrix for F , i.e., NF ∗ = 0 and sparkN = r + 1 then
NMF,GG
∗ = NF ∗ = 0.
Thus, NMF,G is an ρ-erasure recovery matrix for G with ρ = sparkNMF,G ≥ r+1
since KerMF,G ⊆ KerNMF,G.
5.1. The existence of (r, k)-matrices
In the following, we show the relation between the existence of (r, k)-matrices with
MRC. The following result gives a necessary condition for the existence of (r, k)-
matrices and a sufficient condition for a K-dual to satisfy MRC.
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Theorem 5.7. Suppose that F = {fi}i∈Im is a K-frame of Hn and G ∈ KDF .
If there exists a matrix MF,G which satisfies (5.6). Then G satisfies MRC for
(spark(MF,G − GF )− 1)-erasures.
Proof. If MF,G has a zero column then spark(MF,G−GF ) = 1 so the result clearly
holds. Now, let all columns of MF,G are non-zero. Hence, spark(MF,G − GF ) ≥ 2.
Also, by the assumption, we have (MF,G − GF )G∗ = 0. On the other hand, if all
columns of MF,G − GF are linearly independent, then it is invertible which implies
θ∗G = 0 that is a contradiction. Therefore,
2 ≤ spark(MF,G − GF ) <∞.
Now, considering
ρ = spark(MF,G − GF )− 1
implies that every ρ columns of MF,G − GF is linearly independent and so every
Kf ∈ R(K) can be recovered from the coefficients {〈f, gi〉}i∈Λc for every Λ ⊂ Im,
|Λ| ≤ ρ. Without loss of the generality, we discuss the first ρ columns. More precisely,
for every f ∈ Hn there exists {αi,j}mj=ρ+1 so that
〈f, gi〉 =
m∑
j=ρ+1
αi,j〈f, gj〉, (i ∈ Iρ).
Thus, we can write
‖Kf‖4 = |〈Kf,Kf〉|2
=
∣∣∣∣∣∣
〈
ρ∑
i=1
m∑
j=ρ+1
αi,j 〈f, gj〉 fi +
m∑
i=ρ+1
〈f, gi〉 fi,Kf
〉∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
〈
m∑
j=ρ+1
〈f, gj〉
(
fj +
ρ∑
i=1
αi,jfi
)
,Kf
〉∣∣∣∣∣∣
2
≤
m∑
j=ρ+1
|〈f, gj〉|
2
m∑
j=ρ+1
∣∣∣∣∣
〈(
fj +
ρ∑
i=1
αi,jfi
)
,Kf
〉∣∣∣∣∣
2
≤ B‖Kf‖2
m∑
j=ρ+1
|〈f, gj〉|
2
,
where the existence of the upper bound B in the last inequality is assured by the
assumption that F is a K-frame. Therefore,
‖Kf‖2/B ≤
m∑
j=ρ+1
|〈f, gj〉|
2 ≤ D‖f‖2,
for an upper bound D of G. Hence, {gi}mi=ρ+1 is also aK
∗-frame forHn. This follows
the desired result. 
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6. Examples
In this section, we present several examples to show not only the importance of the
necessary or sufficient conditions in our main results, but also the adventages and
significant differences of (r, k)-matrices with respect to r-erasure recovery matrices
[17]. In particular, some examples of some K-frames (frames) is given for which
there does not exist any appropriate erasure recovery matrix, but infinitely many
(r, k)-matrices. In this section, we consider {ei}i∈In as the standard orthonormal
basis of Rn. The first example shows that the converse of Theorem 3.3 does not
hold in general.
Example 6.1. Consider, H = R3 and F = {e1, e2}. Also, let K ∈ B(H) so that
Kf =
(
c1 + c2 +
1
2
c3
)
e1, for every f =
∑
i∈I3
ciei. Then F is a K-frame for H
and SF |R(K) = IR(K). Hence
G := K∗(SF |R(K))
−1piSF (R(K))F = K
∗((SF |R(K))
−1)∗piR(K)F = {e1 + e2 +
1
2
e3, 0}.
A straightforward computation reveals that
θF θ
∗
G = K,
so G ∈ KDF . Moreover SG = θGθ
∗
Z for every K-dual Z of F , i.e., G is the canonical
K-dual of F , however F is not a subset of R(K) or SF (R(K)).
Also, the following example shows the importance of the sufficient conditions
in Theorem 3.3.
Example 6.2. Let H = R4 and define
F =




1
0
0
0


,


0
1
0
0


,


0
0
1
0


,


1
0
1
0




,
and K ∈ B(H) as Kf = (c1 + c3)e1 + (c2 +
1
2
c4)e2, for every f =
∑
i∈I4
ciei. Then
F is a K-frame for H and
piR(K)F = {e1, e2, 0, e1}.
Furthermore, the restriction of K-frame operator
SF |R(K) : span{e1, e2} → span{2e1 + e3, e2}
is given by
SF |R(K)(ei) =
{
2e1 + e3 i = 1,
e2 i = 2
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that is an invertible operator. So, we obtain
G := K∗(SF |R(K))
−1piSF (R(K))F =




2
5
0
2
5
0


,


0
1
0
1
2


,


1
5
0
1
5
0


,


3
5
0
3
5
0




.
The Bessel sequence G is a K-dual of piR(K)F . However, G is neither a K-dual of
F , nor the canonical K-dual of piR(K)F . Indeed, for every f =
∑
i∈I4
ciei
θF θ
∗
Gf = e1(c1 + c3) + e2(c2 + c4/2) + 4/5e3(c1 + c3),
and consequently,
θF θ
∗
Ge3 = e1 +
4
5
e3 6= Ke3.
Thus, G is not a K-dual of F . Also, consider
H = {g1, g2, 0, g4} .
Then H is a K-dual of piR(K)F . Moreover, ‖θ
∗
H‖ < ‖θ
∗
G‖ and this implies that G
cannot be the canonical K-dual of piR(K)F .
The next example shows that the condition (i) in Theorem 4.1 is not sufficient
for a subset σ ⊂ Im to satisfies MRC.
Example 6.3. Let H, K and F be as in Example 6.2. Take σ = {1, 3} then the
sequence {fi}i∈σc = {e2, e1+ e3} clearly is not a K-frame and so σ does not satisfy
MRC. However,
R(θ∗FK) = span{(a, b, 0, a) : a, b ∈ R},
which implies that R(θ∗FK) ∩ span{δi}i∈σ = {0}.
In the sequel, we observe the advantages of using (r, k)-matrices with respect
to r-erasure recovery matrices. In fact, we present someK-frames (frames) for which
there does not exist any appropriate erasure recovery matrix, but infinitely many
(r, k)-matrices.
Example 6.4. Suppose that
F =




1
0
−1
0


,


0
0
1
0


,


0
0
−1
2


,


1/2
0
1/2
0




,
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and K ∈ B(R4) is defined by Ke1 = Ke2 = Ke3 = e1 , Ke4 = e4 − e1. Then F is
a K-frame for R4 and the Gramian matrix is obtained by
GF =


2 − 1 1 0
−1 1 − 1
1
2
1 − 1 5
−1
2
0
1
2
−1
2
1
2


.
Since sparkGF = 3 by Theorem 5.3 (ii), we can derive any 2-erasures of K-dual
frame coefficients for every K-dual of F . Moreover, there is not any appropriate
erasure recovery matrix for F . Indeed, if N is an l×4 matrix so that NF ∗ = 0 then
the third column of N is zero, i.e., sparkN = 1. Thus N can only preserves one
erasure of K-frame coefficients. However, there exist infinitely many (r, k)-matrix.
Put
G =




1
1
1
1/2


,


1
1
1
1/2


,


0
0
0
1/2


,


0
0
0
1




.
One may check that FG∗ = K so the sequence G is a K-dual of F and every matrix
MF,G satisfies (5.6) is as follows
MF,G =


α1 1− α1 α2
1
2
−
1
2
α2
β1 − β1 β2 −
1
2
β2
γ1 − γ1 γ2 2−
1
2
γ2
η1
1
2
− η1 η2
1
4
−
1
2
η2


Therefore, we can find infinitely many (r, k)-matrix associated with F and G, for
1 ≤ r ≤ 3. For example set α1 = α2 = 1, β1 = β2 = 1, γ1 = −1, γ2 = 2 and
η1 = η2 = 1/2 we obtain an (3, k)-matrix.
In the last example, we survey the case that a K-frame F satisfies F ⊆ R(K),
i.e., it can be considered as a frame for R(K). Moreover, we observe that unlike
r-erasure recovery matrices for ordinary frames [17] the existence of (r, k)-matrices
is independent of the fact that a K-frame or its dual satisfies MRC.
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Example 6.5. Consider
F =




0
0
0
−1


,


0
1
0
0


,


0
2
0
−1


,


1
0
0
0




,
Also let Kf = c1e1 + c2e2 + (c3 + c4)e4, for every f =
∑
i∈I4
ciei. Then F is a
K-frame for R4 and
GF =


1 0 1 0
0 1 2 0
1 2 5 0
0 0 0 1

 .
Thus sparkGF = 3 and we can consider GF as a (2, k)-matrix associated with F and
each one of its K-duals. We observe that, non of 2-columns in F produce R(K).
Put
G =




0
0
−1
−1


,


0
1
0
0


,


0
0
0
0


,


1
0
0
0




,
we have that
θF θ
∗
G = K,
i.e., G ∈ KDF . However, R(K∗) = span{e1, e2, e3 + e4} and so G does not satisfy
MRC even for 1-erasures. Moreover, non of 2-columns in G remain K∗-frame for
R4. It is worth to note that by taking
MF,G =


1 0 a1 0
0 1 a2 0
1 2 a3 0
0 0 a4 1

 ,
for all ai ∈ R, i ∈ I4, we obtain a family of (r, k)-matrices with respect to F and G
which r is dependent on the choice of ai, i ∈ I4. In this case 3-columns ofMF,G−GF
are zero but with appropriate choices of ai, we get sparkMF,G = 4.
It is worth noticing that F in Example 6.5 is also a frame for R(K). From this
point of view every m × 4 matrix N so that NF ∗ = 0 has a zero column. Hence
sparkN = 1 and so there is no appropriate erasure recovery matrix for F , however
we obtain infinitely (r, k)-matrices with respect to F and G.
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