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ABSTRACT. – The aim of this paper is to study the regularity of the solutions of
problems like (1). The main result is to show that if u is a solution of (1) such that
the function w = eµ|u|−1µ sign(u) belongs to W1,p0 (Ω), where µ is some constant, then u
is actually Hölder continuous. Then the same result is proved for variational inequalities
and for these last ones it is also given an existence theorem. Ó 2000 Éditions scientifiques
et médicales Elsevier SAS
1. Introduction
Let us consider the following problem
−div(a(x, u,Du))=H(x,u,Du)+ f in D′(Ω),
u ∈W 1,p0 (Ω),
(1)
where:
(i) Ω is an open bounded set of RN ;
(ii) a(x, s, ζ ) :Ω ×R×RN→RN is a Carathéodory function which
satisfies, for a.e. x ∈Ω , any s ∈R and any ζ ∈RN ,
a(x, s, ζ ) · ζ > α|ζ |p,
|a(x, s, ζ )|6 β[b(x)+ |s|τ1 + |ζ |p−1],
(2)
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for some α > 0, β > 0 and τ1 > 0 with 1 < p 6 N , b ∈ Lq1(Ω) where
q1 >N/(p− 1);
(iii) H(x, s, ζ ) :Ω × R × RN → R is a Carathéodory function such
that for some γ > 0, τ2 > 0, and δ > 0 it holds∣∣H(x, s, ζ )∣∣6 γ a(x, s, ζ ) · ζ + δ|s|τ2(3)
for a.e. x ∈Ω , any s ∈R, any ζ ∈RN ;
(iv) f ∈Lq2(Ω) with q2 >N/p.
Under these conditions, in general, we cannot expect a bounded
solution. Indeed (see for example [15,11], and [9]) the following problem
−1pu= |Du|p,
u ∈W 1,p0 (B(0,R)),
(4)
admits, neglecting the trivial one, a family of radial solutions which are
divergent at the origin. (Here and in the sequel B(x0, ρ) denotes the ball
centered at x0 of radius ρ.)
In Section 2 we will prove that the following additional hypothesis
w≡ e
µ|u| − 1
µ
sign(u) ∈W 1,p0 (Ω)
(
µ= γ
p− 1
)
,(5)
on a generic solution u of (1) guarantees that such a solution is actually
Hölder continuous (see Theorem 1). In general, Theorem 1 does not hold
true choosing a γ˜ < γ in (5). Also in this case a counterexample can be
built beginning from problem (4), with 1< p <N (for which γ = 1 and
u is nonnegative). Its radial solutions u(|x|) are such that
p− 1
γ˜
(
e
γ˜
p−1u(|x|)− 1) ∈W 1,p0 (Ω) if γ˜ < 1− 1
p
(6)
(see Remark II for the explicit calculations), nevertheless, as said before,
u(|x|) is not a continuous function.
A motivation of assumption (5) lies on the fact that in [11], for 1< p <
N and in [9], for p=N , it is shown that if f is small enough, respectively
in LN/p(Ω) and in L(logL)N−1(Ω), then problem (1) admits a solution
u such that (5) holds.
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Finally we observe that our hypotheses on the summability of b and f
cannot be weakened because of the well known counterexamples on the
case when H = 0.
The main idea of our proof is to use in (1) an appropriate test function
depending on the function w defined in (5). Then, by standard methods,
we are able to say that w belongs to a De Giorgi class from which we
deduce the Hölder continuity for w and so for u too.
Problems of the form (1) have been widely studied in literature,
under various assumptions on a(x,u,Du), H(x,u,Du) and f (see
for example, [1–3,5,9,11,12] and [16]). In these papers the main result
concerns the existence of a solution for problems like (1) where, more
precisely, −div(a(x, u,Du)) is an operator of Leray–Lions type acting
from W 1,p0 (Ω) into W−1,p
′
(Ω) and H(x,u,Du) is a nonlinear term
which grows at most like |Du|p. In [1,5,12] and [16] the solution is
found in W 1,p0 (Ω) ∩ L∞(Ω), imposing either a sign condition on H
or a smallness assumption on the source terms. About these papers we
observe that f always lies in Lq(Ω) with q > N/p and once it is proved
that the solution is bounded it is not hard to verify that such a solution
is actually Hölder continuous. On the other hand unbounded solutions,
only in W 1,p0 (Ω), are found in [2,3,9] and [11] where f now belongs to
LN/p(Ω) or more in general in W−1,p
′
0 (Ω).
In Section 3 we study a class of variational inequalities of the following
form 
u ∈K(η),∫
Ω
a(x,u,Du)D(v − u)
>
∫
Ω
H(x,u,Du)(v− u)+
∫
Ω
f (v− u), ∀v ∈K(η),
(7)
where the function which represents the obstacle η belongs to W 1,ploc (Ω),
with q > N , and K(η)= {h ∈W 1,p0 (Ω),1< p6N , such that h> η a.e.
in Ω}. On the terms H(x,u,Du), a(x,u,Du) and f (x) we make the
same assumptions of the previous case: (i)–(iv). Hence we will prove,
essentially by the same method, that if problem (7) admits a solution u
such that (5) holds then u ∈ C0,αloc (Ω) for some 0 < α < 1. Finally, for
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sake of completeness we will prove that, under suitable conditions on f ,
problems like (7) actually admit solutions which verify (5).
Analogous problems have been considered in [6,12] and [17].
2. A regularity theorem
Before stating the main result let us recall the following lemma, see [8],
which will be useful in the following:
LEMMA 1. – Let T ∈ L1loc(Ω) ∩W−1,p′(Ω) and u ∈ W 1,p0 (Ω). Sup-
pose T · u > f a.e. in Ω for some f ∈ L1(Ω). Then T u ∈ L1(Ω) and
moreover ∫
Ω
T (x)u(x)=W−1,p′ (Ω) 〈T ,u〉W 1,p0 (Ω),
where 〈·, ·〉 denotes the scalar product in the duality of W−1,p′(Ω) with
W
1,p
0 (Ω).
THEOREM 1. – Suppose assumptions (i)–(iv) hold true. If u is a
solution of (1) such that
w≡ e
µ|u| − 1
µ
sign(u) ∈W 1,p0 (Ω)
(
µ= γ
p− 1
)
,(8)
then u is Hölder continuous.
Proof. – Let B(x,ρ) be a ball such that B(x,ρ) ⊂ Ω , and let us
consider a function ψ ∈ C∞0 (B(x,ρ)) with 0 6 ψ 6 1, ψ = 1 on
B(x,ρ − σρ), (0 < σ < 1), |Dψ | 6 C/(σρ) where C is a constant.
Lemma 1 allows us to use in (1) the test function
ϕ = eγ u(w− k)+ψp ∈W 1,p0 (Ω),(9)
where (w − k)+ =max{(w − k),0} and k > 0. Hence a straightforward
calculation gives:∫
A(k,ρ)
a(x, u,Du)
[
γ eγ uDu(w− k)ψp + eγ uψpDw(10)
+ eγ u(w− k)pψp−1Dψ]
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=
∫
A(k,ρ)
(
H(x,u,Du)+ f )eγ u(w− k)ψp,
where A(k,ρ)= B(x,ρ)∩ {x ∈Ω: w(x) > k}.
SinceDw= eµ|u|Du, µ+γ = pµ, the ellipticity condition (2) implies
α
∫
A(k,ρ)
|Dw|pψp(11)
6
∫
A(k,ρ)
(
H(x,u,Du)− γ a(x,u,Du)Du)eγ u(w− k)ψp
−
∫
A(k,ρ)
(
a(x,u,Du)(w − k)pψp−1Dψ + f eγ u(w− k)ψp).
The growth assumptions (2) and (3) together with (11) give:∫
A(k,ρ)
|Dw|pψp(12)
6 C
{ ∫
A(k,ρ)
[
b+ |u|τ1 + |Du|p−1](w− k)ψp−1|Dψ |eγ u
+
∫
A(k,ρ)
(
f + |u|τ2)eγ u(w− k)ψp},
where C is a constant and we remark that, here and through the rest of the
paper, we will denote by C also different constants which may depend on
the data of the problem (α,β, γ, δ, f, b and Ω) and on u.
Note that hypothesis (8) ensures us that u is in any Lr(Ω) with r > 1,
that has allowed us to consider arbitrary the exponents τ1 and τ2.
Now let us examine the various terms which appear on the right hand
side of (12):
I1 =
∫
A(k,ρ)
(
b+ |u|τ1)(w− k)ψp−1|Dψ |eγ u,(13)
I2 =
∫
A(k,ρ)
|Du|p−1(w− k)ψp−1|Dψ |eγ u,(14)
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I3 =
∫
A(k,ρ)
(
f + |u|τ2)(w− k)ψpeγ u.(15)
In the next calculations we will frequently use the following inequality
e
γ u
p
p−1 6 C
(
(w− k)p + kp + 1) for w > k > 0,(16)
where C is a constant which only depends on p.
Now let us estimate I1.
Using Young’s inequality, (16) and Hölder’s inequality we get
I1=
∫
A(k,ρ)
(
b+ |u|τ1)(w− k)ψp−1|Dψ |eγ u(17)
6C
{ ∫
A(k,ρ)
(
b+ |u|τ1) pp−1ψp[(w− k)p + kp + 1]
+
∫
A(k,ρ)\A(k,ρ−σρ)
(w− k)p|Dψ |p
}
6C
{ ∫
A(k,ρ)
(
b+ |u|τ1) pp−1ψp[(w− k)p + kp]
+
( ∫
A(k,ρ)
(
b+ |u|τ1) pp−1 Np−εN)
p−εN
N ∣∣A(k,ρ)∣∣1− pN+ε
+
∫
A(k,ρ)\A(k,ρ−σρ)
|Dψ |p(w− k)p
}
,
where ε is a positive real number to be fixed, here and also in the
following, smaller then
ε˜=min
{
q2 − N
p
, q1
p− 1
p
− N
p
,
p
N
}
.(18)
Finally Sobolev imbedding theorems and again Hölder’s inequality
give
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I16C
{
kp
∫
A(k,ρ)
(
b+ |u|τ1) pp−1ψp(19)
+
( ∫
A(k,ρ)
(
b+ |u|τ1) Np−1) pN ( ∫
A(k,ρ)
ψp
∗
(w− k)p∗
) p
p∗
+ ∣∣A(k,ρ)∣∣1− pN+ε + ∫
A(k,ρ)\A(k,ρ−σρ)
|Dψ |p(w− k)p
}
6C
{
kp
∫
A(k,ρ)
(
b+ |u|τ1) pp−1
+
( ∫
A(k,ρ)
(
b+ |u|τ1) Np−1) pN ( ∫
A(k,ρ)
∣∣D(ψ(w− k))∣∣p)
+ ∣∣A(k,ρ)∣∣1− pN+ε + ∫
A(k,ρ)\A(k,ρ−σρ)
|Dψ |p(w− k)p
}
6C
{
kp
∫
A(k,ρ)
(
b+ |u|τ1) pp−1 + η1(ρ) ∫
A(k,ρ)
ψp|Dw|p
+ ∣∣A(k,ρ)∣∣1− pN+ε + ∫
A(k,ρ)\A(k,ρ−σρ)
|Dψ |p(w− k)p
}
,
where
η1(ρ)=
( ∫
A(k,ρ)
(
b+ |u|τ1) Np−1)
p
N
and p∗ =Np/(N − p).
The next integral to treat is
I2 =
∫
A(k,ρ)
|Du|p−1(w− k)ψp−1|Dψ |eγ u.
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Being Dw= e γp−1Du, Young’s inequality gives
I2 6C
{ ∫
A(k,ρ)\A(k,ρ−σρ)
|Dψ |p(w− k)p +
∫
A(k,ρ)\A(k,ρ−σρ)
ψp|Dw|p
}
.
Now it remains to estimate I3 defined in (15).
Now thanks to (16) we have
eγ u(w− k)6 C((w− k)p + kp + 1) for w > k > 0.(20)
Using this last inequality we can handle I3 in the same way of I2
obtaining
I36C
{
kp
∫
A(k,ρ)
(|f | + |u|τ2)+ ∣∣A(k,ρ)∣∣1− pN +ε(21)
+η2(ρ)
∫
A(k,ρ)
ψ |Dw|p
+η2(ρ)
∫
A(k,ρ)\A(k,ρ−σρ)
|Dψ |p(w− k)p
}
,
where:
η2(ρ)=
( ∫
A(k,ρ)
(|f | + |u|τ2)Np )
p
N
.
Finally collecting the estimates for the integrals Ii (i = 1,2,3) and taking
into account inequality (12) we get∫
A(k,ρ)
|Dw|pψp(22)
6 C
{
kp
∫
A(k,ρ)
h+ ∣∣A(k,ρ)∣∣1− pN +ε + η(ρ) ∫
A(k,ρ)
ψp|Dw|p
+
∫
A(k,ρ)\A(k,ρ−σρ)
|Dψ |p(w− k)p +
∫
A(k,ρ)\A(k,ρ−σρ)
ψp|Dw|p
}
,
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where:
η(ρ)= η1(ρ)+ η2(ρ), ρ ∈ (0,R),
and
h(x)= (b+ |u|τ1) pp−1 + |f | + |u|τ2 .
Recalling the definitions of η1(ρ) and η2(ρ) it is clear that η(ρ) is a
positive absolutely continuous function such that
η(ρ)→ 0 as ρ→ 0+,(23)
moreover the function h(x) belongs to L
N
p
+ε
(Ω).
Set θ = N
p
+ ε then it holds
kp
∫
A(k,ρ)
h6 kp‖h‖θ
∣∣A(k,ρ)∣∣1− pN+ε(24)
=Ckp‖h‖θ
∣∣B(x,ρ)∣∣ερ−Nε∣∣A(k,ρ)∣∣1− pN +ε
6Ckpρ−Nε
∣∣A(k,ρ)∣∣1− pN+ε.
Now from (22) and (24), choosing a ρ small enough, ρ < ρ˜, in such
a way that Cη(ρ) < 1 (this is always possible by (23)) and recalling the
properties of ψ , it follows:∫
A(k,ρ−σρ)
|Dw|p 6C
{(
kpρ−Nε + 1)∣∣A(k,ρ)∣∣1− pN+ε(25)
+ 1
(σρ)p
∫
A(k,ρ)
(w− k)p +
∫
A(k,ρ)\A(k,ρ−σρ)
|Dw|p
}
.
Finally Lemma 6.1 of [13] gives∫
A(k,ρ−σρ)
|Dw|p(26)
6 C
{
1
(σρ)p
∫
A(k,ρ)
(w− k)p + (kpρ−Nε + 1)∣∣A(k,ρ)∣∣1− pN+ε}.
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This last relation tell us that w belongs to the De Giorgi class
DG+p (Ω,C,1, ε, ρ,0) for each ε < ε˜ and ρ < ρ˜ (see [13] Definition 7.1,
p. 236) which ensures that w is bounded from above. In order to prove
that w ∈L∞(Ω) it remains to show that w belongs to the De Giorgi class
DG−p . To this aim one can use in (1) the test function
ϕ =−e−γ u(w− k)−χp ∈W 1,p0 (Ω),(27)
where (w − k)− = max{−(w − k),0}, with k < 0, and χ is a function
like ψ used in (9). Then one has just to repeat the same arguments used
in order to obtain (26). Now well known results (see [13] and [15]) tell
us that w is Hölder continuous and, obviously, the same holds for u. 2
Remark 1. – The radial solutions of problem (4), for 1 < p < N , can
be easily computed (see [11]):
u(x)= u(|x|)= (p− 1) log
( |x|−N−pp−1 − c
R
−N−p
p−1 − c
)
,(28)
where c is any constant such that
cR
−N−p
p−1 < 1.
As said in the introduction we will show that the function
z(x)= p− 1
γ˜
(
e
γ˜
p−1u(|x|)− 1)(29)
belongs to W 1,p0 (Ω) only if γ˜ < 1 − 1p . For brevity we will sketch the
calculations for R = 1 and c= 0. We have∣∣Dz(x)∣∣p = ∣∣∣∣D(p− 1γ˜ |x|−N−pp−1 γ˜
)∣∣∣∣p
= (N − p)p|x|− pp−1 (N−1)|x|− p(1−γ˜ )p−1 (p−N).
So the norm of z(x) in W 1,p0 (B(0,1)) is proportional to
1∫
0
ρ
− p
p−1N−1ρ−
p(1−γ˜ )
p−1 (p−N)ρN−1 dρ =
1∫
0
ρ
−N−1+(1−γ˜ )p(N−p)
p−1 dρ,(30)
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which is finite if γ˜ < 1− 1
p
. For p =N the same considerations hold true
but the computation is more involved.
Remark 2. – Estimation (3) was used when H is negative in order to
prove that w belongs to DG−p on the contrary (26) needs (3) only when
H is positive.
3. A variational problem
In this section we want to prove a result for variational inequalities
analogous to Theorem 1.
Let us consider the following variational problem
u ∈K(η),∫
Ω
a(x,u,Du)D(v − u)
>
∫
Ω
H(x,u,Du)(v− u)+
∫
Ω
f (v− u), ∀v ∈K(η)
(31)
where we suppose again (i)–(iv) (see Section 1) and:
(v) η ∈W 1,qloc (Ω), with q >N ;
(vi) K(η)= {h ∈W 1,p0 (Ω),1< p6N , such that h> η a.e. in Ω};
THEOREM 2. – If problem (31), under hypotheses (i)–(vi), admits a
solution u such that the function w= eµ|u|−1
µ
sign(u) belongs to W 1,p0 (Ω),
where µ= γ /(p− 1), then u is Hölder continuous.
Proof. – Let us introduce the functions
Φ(t)= e
µ|t | − 1
µ
sign(t),(32)
and for s > 0
Ts(t)=

t − s if t > s,
0 if − s < t < s,
t + s if t 6−s.
(33)
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Let B(x,ρ) be a ball such that B(x,ρ) ⊂ Ω , and let us consider a
function ψ ∈ C∞0 (B(x,ρ)) with 0 6 ψ 6 1, ψ = 1 on B(x,ρ − σρ),
(0< σ < 1), |Dψ |6 C/(σρ) where C is a constant. Moreover let n be
an integer such that Tn(u)> η a.e. in B(x,ρ), then the function
u˜= u− e
γ Tn(u)
eγ n
Ψ p
[(Φ(Tn(u))− k)+ − (Φ(η)− k)+]
eµn
(k > 0),(34)
belongs to the convex set K(η). So it is correct to use u˜ as a test function
in (31) obtaining∫
Ω
a(x,u,Du)D
[
ψp
eγ Tn(u)
eγ n
[(Φ(Tn(u))− k)+ − (Φ(η)− k)+]
eµn
]
(35)
6
∫
Ω
H(x,u,Du)
[
ψp
eγ Tn(u)
eγ n
[(Φ(Tn(u))− k)+ − (Φ(η)− k)+]
eµn
]
+
∫
Ω
f
[
ψp
eγ Tn(u)
eγ n
[(Φ(Tn(u))− k)+ − (Φ(η)− k)+]
eµn
]
.
If we set
gn,k(x)= [(Φ(un)− k)+ − (Φ(η)− k)+] (with un ≡ Tn(u)),(36)
then (35) can be rewritten in the following way∫
Ω
a(x,u,Du)
{
pψp−1Dψeγ ungn,k +ψpγ eγ unDungn,k(37)
+ψpeγ unDgn,k}6 ∫
Ω
(
H(x,u,Du)+ f )ψpeγ ungn,k.
This last inequality implies that∫
Ω
a(x,u,Du)pψp−1eγ unDψgn,k(38)
6
∫
Ω
a(x,u,Du)
(
ψeγ unD
((
Φ(η)− k)+)−ψpeγ unDwn)
+
∫
Ω
(H(x,u,Du)− γ a(x,u,Du)Dun + f )ψpeγ ungn,k.
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Now Lebesgue’s theorem, applied to both sides of (38), gives∫
Ω
a(x,u,Du)pψp−1eγ uDψgk(39)
6
∫
Ω
a(x,u,Du)
(
ψpeγ uD
(
(Φ(η)− k)+)−ψpeγ uDw)
+
∫
Ω
(
H(x,u,Du)− γ a(x,u,Du)Du+ f )ψpeγ ugk,
where
gk(x)≡ [(w− k)+ − (Φ(η)− k)+]6 2(w− k)+.(40)
Taking into account hypotheses (i)–(vi) and (40), we can adapt the
arguments used for Theorem 1 obtaining an estimation of the type (26).
So, as in previous case, we have proved that w belongs to a De Giorgi
class DG+p . In order to show that w ∈ DG−p , which will complete the
proof, we define, for k < 0, the function
v˜ = u− e
−γ Tn(u)
eγ n
Ψ p
[−(Φ(Tn(u))− k)− + (Φ(η)− k)−]
eµn
,(41)
where n is such that Tn(u)> η.
Finally using v˜, which belongs to K(η), as a test function in (31) and
arguing as done before it is not hard to deduce an estimation like (26)
for −w which implies that w ∈ DG−p . So w, and therefore u too, is in
C
0,α
loc (Ω) for some 0< α < 1. 2
We end this section by showing that, as in the case of equations, one
can prove that variational problem (31) admits at least a solution u such
that the function w ≡ eµ|u|−1
µ
sign(u) belongs to W 1,p0 (Ω). Obviously one
has to add some smallness assumptions on f (see also [10,11] and [12]).
THEOREM 3. – Let Sq be the best constant in the embedding of
W
1,q
0 (Ω) in Lq
∗
(Ω) (q∗ =Nq/(N − q) if 1< q < N), that is Sq is the
smallest constant such that
‖u‖q∗ 6 Sq‖Du‖q.
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If the following conditions hold:
τ1 = p− 1, δ = 0, 1< p <N,(42)
(
a(x, s, ζ )− a(x, s, ζ ′))(ζ − ζ ′) > 0 ∀ζ 6= ζ ′,(43)
‖f ‖N
p
<
α
S
p
pµp−1
,(44)
then problem (31) admits at least a solution u such that
Φ(u)≡w e
µ|u| − 1
µ
sign(u) ∈W 1,p0 (Ω)
(
µ= γ
p− 1
)
.(45)
Proof. – Let us introduce the following sequence of approximate
variational inequalities:
Pn =

un ∈K(ηn),∫
Ω
a(x,un,Dun)D(v− un)>
∫
Ω
Hn(x,un,Dun)(v− un)
+
∫
Ω
fn(v− un), ∀v ∈K(ηn),
(46)
where the functions fn and ηn are the truncated at the level n (n ∈ N) of
f and η respectively and
Hn ≡ H1+ 1
n
|H | .(47)
We have |Hn|6 |H | and |Hn|6 n. So, since Hn and fn are bounded,
Pn admits at least a solution un, which moreover is in L∞(Ω) (see [7]
and [14]).
Now the function
ϕn ≡ un − e
γ |un|
eγ ‖un‖∞
Φ(un)−Φ(ηn)
Cn
(48)
belongs to the convex set K(ηn) if the constant Cn is chosen big enough.
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So, using ϕn as a test function in Pn, we obtain:∫
Ω
a(x,un,Dun)
[
eγ |un|
(
Φ(un)−Φ(ηn))](49)
6
∫
Ω
(fn −Hn)[eγ |un|(Φ(un)−Φ(ηn))].
Then standard calculations give∫
Ω
a(x,un,Dun)e
γ |un|Φ ′(un)Dun(50)
6
∫
Ω
a(x,un,Dun)e
γ |un|DΦ(ηn)
+
∫
Ω
(
Hn − γ a(x,un,Dun)Dunsign(un))
× eγ |un|(Φ(un)−Φ(ηn))
+
∫
Ω
fne
γ |un|(Φ(un)−Φ(ηn)).
Now, by the definition of Φ (see (32)) and since un > ηn ∀n ∈ N, the
function
1=Φ(un)−Φ(ηn)(51)
is never negative; then from (50) and condition (iii) with δ = 0 we get∫
Ω
a(x,un,Dun)e
γ |un|eµ|un|Dun(52)
6
∫
Ω
a(x,un,Dun)e
γ |un|DΦ(ηn)+
∫
Ω
fne
γ |un|(Φ(un)−Φ(ηn)).
Setting
wn =Φ(un)= e
µ|un| − 1
µ
sign(un),(53)
and so Dwn = eµ|un|Dun, the conditions in (2) on the function a(x, s, ζ )
give
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α
∫
Ω
|Dwn|p 6 β
∫
Ω
[
b(x)+ |un|p−1 + |Dun|p−1](54)
× eγ |un|∣∣DΦ(ηn)∣∣+ ∫
Ω
|fn|eγ |un|(|wn| + ∣∣Φ(ηn)∣∣).
Now we will estimate the various terms which appear on the right hand
side of (54):
I1 =
∫
Ω
|fn|eγ |un|(|wn| + ∣∣Φ(ηn)∣∣),(55)
I2 =
∫
Ω
|Dun|p−1eγ |un|
∣∣DΦ(ηn)∣∣,(56)
I3 =
∫
Ω
|un|p−1eγ |un|
∣∣DΦ(ηn)∣∣,(57)
I4 =
∫
Ω
b(x)eγ |un |
∣∣DΦ(ηn)∣∣.(58)
Taking into account that
eγ |un| = (1+µ|wn|)p−1(59)
and arguing as in [10] and [11] we can say that
I1 6 Sp‖f ‖N
p
(‖Dwn‖p + ∥∥DΦ(η)∥∥p)(60)
×(|Ω|1/p∗ +µSp‖Dwn‖p)p−1.
While I2 can be easily estimated by Young inequality
I2 6 ε‖Dwn‖pp +Cε
∥∥DΦ(η)∥∥p
p
,(61)
where ε > 0 will be chosen later.
For I3 we first make use of Hölder’s inequality
I3 6
(∫
Ω
|un|peγ |un|
p
p−1
) p−1
p
(∫
Ω
∣∣DΦ(ηn)∣∣p
) 1
p
.(62)
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Then if one chooses an exponent p˜ such that
p < p˜ < p∗ and θ = (p− 1) p˜− p
p
< 1,(63)
there exists a constant C˜, which depends on p, p˜ and γ , such that
|un|p < eγ |un|
p˜−p
p−1 ∀x ∈Ω: |un(x)|> C˜.(64)
So using (62), (64) and again Sobolev embedding theorems we get
I3 6
(∫
Ω
e
γ |un| p˜p−1
) p−1
p ∥∥DΦ(η)∥∥
p
+ c1
∥∥DΦ(η)∥∥
p
(65)
6
(|Ω|1/p +µ‖wn‖p˜) p−1p p˜∥∥DΦ(η)∥∥p + c1∥∥DΦ(η)∥∥p
6
(|Ω|1/p + c2∥∥Dwn‖p)p−1+θ∥∥DΦ(η)∥∥p + c1∥∥DΦ(η)∥∥p,
where c1 and c2 are some constants.
For the last integral I4 we can argue as for the previous terms obtaining
I4 6 ‖b‖ N
p−1
(|Ω|1/p∗ +µSp‖Dwn‖p)p−1∥∥DΦ(η)∥∥p.(66)
Finally taking into account the estimates obtained for I1,2,3,4 we have
α‖Dwn‖pp(67)
6 Sp‖f ‖N
p
(‖Dwn‖p + ∥∥DΦ(η)∥∥p)(|Ω|1/p∗ +µSp‖Dwn‖p)p−1
+β{ε‖Dwn‖pp +Cε∥∥DΦ(η)∥∥pp
+ (|Ω|1/p˜ + c2‖Dwn‖p)p−1+θ∥∥DΦ(η)∥∥p + c1∥∥DΦ(η)∥∥p
+‖b‖ N
p−1
(|Ω|1/p∗ +µSp‖Dwn‖p)p−1∥∥DΦ(η)∥∥p}.
Once hypothesis (44) is fulfilled, taking into account that θ < 1 and
suitably choosing ε, the last inequality implies that wn is uniformly
bounded in W 1,p0 (Ω). So, up to a subsequence, wn weakly converges to
a function w and from (53) the same holds for un. Finally, arguing as in
[9] and [11], it is possible to show that actually un strongly converges to
a function u which is a solution of the variational inequality (31). 2
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