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ON WELL-POSEDNESS AND BLOW-UP
IN THE GENERALIZED HARTREE EQUATION
ANUDEEP KUMAR ARORA AND SVETLANA ROUDENKO
Abstract. We study the generalized Hartree equation, which is a nonlinear Schro¨dinger-type equation
with a nonlocal potential iut+∆u+(|x|−b∗|u|p)|u|p−2u = 0, x ∈ RN . We establish the local well-posedness
at the non-conserved critical regularity H˙sc for sc ≥ 0, which also includes the energy-supercritical regime
sc > 1 (thus, complementing the work in [3], where the authors obtained the H
1 well-posedness in the
intercritical regime together with classification of solutions under the mass-energy threshold). We next
extend the local theory to global: for small data we obtain global in time existence and for initial data
with positive energy and certain size of variance we show the finite time blow-up (blow-up criterion). Both
of these results hold regardless of the criticality of the equation. In the intercritical setting the criterion
produces blow-up solutions with the initial values above the mass-energy threshold. We conclude with
examples showing currently known thresholds for global vs. finite time behavior.
1. Introduction
We consider the focusing generalized Hartree (gH) equation of the form
iut + ∆u+
(
1
|x|b ∗ |u|
p
)
|u|p−2u = 0, (x, t) ∈ RN × R (1.1)
for p ≥ 2 and 0 < b < N . The equation (1.1) is a generalization of the standard Hartree equation with
p = 2, which arises, for example, as an effective evolution equation in the mean-field limit of many-body
quantum systems, see [15], [14], [30], [12],[13]; in the Chandrasekhar theory of stellar collapse [27]; as an
electrostatic version of the Maxwell-Schro¨dinger system [6], [25], in Bose-Einstein condensates of a gas
of bosonic particles with long-range dipole-dipole interactions, see [23], [28], [29] and in various other
phenomena.
The equation (1.1) enjoys several invariances, among them the scaling invariance: if u(x, t) solves
(1.1), then so does
uλ(x, t) = λ
N−b+2
2(p−1) u(λx, λ2t). (1.2)
This implies that H˙sc norm is invariant under the above scaling provided the critical scaling index sc is
sc =
N
2
− N − b+ 2
2(p− 1) . (1.3)
The equation (1.1) is called H˙sc-critical if for given b,N, p in (1.1) the H˙sc norm is scale-invariant with
scaling (1.2) and sc defined by (1.3).
During their lifespan, solutions to (1.1) satisfy mass conservation
M [u(t)]
def
=
∫
RN
|u|2 dx = M [u0], (1.4)
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energy conservation
E[u(t)]
def
=
1
2
∫
RN
|∇u|2 − 1
2p
Z(u) = E[u0], (1.5)
where Z(u)
def
=
∫
RN (|x|−b ∗ |u|p)|u|p dx, and momentum conservation
P [u(t)]
def
= Im
(∫
RN
u¯∇u dx
)
= P [u0]. (1.6)
In this paper we are interested in understanding the long-term behavior of solutions, either global in
time or finite time existence, for a variety of criticality cases (sc ≥ 0) of the gHartree equation (1.1).
The local well-posedness is the starting point, and in this note we obtain the local well-posedness at
the critical regularity H˙sc , sc ≥ 0, which is not necessarily conserved (or even bounded in the focusing
case). The local existence is then extended to the global existence for small H˙sc data. On the other
hand, we show that large data may blow-up in finite time. For that we give a sufficient condition for
blow-up and show examples of Gaussian data with thresholds in various (energy-subcritical, critical and
supercritical) cases. Such examples are important for studying the actual dynamics of finite time blow-
up. For example, in [32] the dynamics of stable blow-up is investigated (including rates and profiles)
for the generalized Hartree in the mass-critical and supercritical regimes, and is compared with known
blow-up dynamics of the (local) nonlinear Schro¨dinger equation.
In [3] we showed that the Cauchy problem for the equation (1.1) with the initial data u(x, 0) = u0(x)
is locally well-posed in H1 provided sc < 1 (note that the nonlinearity for the H
1 local well-posedness
in [3] is always H1-subcritical). Our first result in this paper addresses local in time solutions at the
H˙sc regularity.
Theorem 1.1. Let 0 < b < N , N ≥ 1 and p ≥ 2 so that sc ≥ 0. Assume in addition that if p is not
an even integer, then sc < p− 1. Let u0 ∈ H˙sc(RN ). Then there exists a unique solution u(x, t) of the
equation (1.1) with data u0 defined on [0, T ] for some T > 0, and such that
u ∈ C([0, T ]; H˙sc(RN )) ∩ Lq([0, T ]; W˙ sc,r(RN )),
where the pair (q, r) is the following L2-admissible pair
(q, r) =
(
2p,
2Np
Np− 2
)
. (1.7)
Moreover, for all 0 < T˜ < T there exists a neighborhood U of u0 in H˙
sc(RN ) such that the map
U → C([0, T ]; H˙sc(RN )) ∩ Lq([0, T ]; W˙ sc,r(RN )), u˜0 7→ u˜(t),
is Lipschitz.
Note that the above theorem holds regardless of the focusing or defocusing cases; as a consequence,
the same result holds in the inhomogeneous space Hsc , see Theorem 3.1.
We then ask if it is possible to extend the local existence to the larger time intervals, and one of the
consequences is the small data theory, which is our next result.
Theorem 1.2. Let 0 < b < N , N ≥ 1 and p ≥ 2 so that sc ≥ 0. Assume in addition that if p is not
an even integer, then sc < p− 1. Let u0 ∈ H˙sc(RN ) with ‖u0‖H˙sc ≤ A. Then there exists δ = δ(A) > 0
such that if ‖eit∆u0‖S(H˙sc ) ≤ δ, then there exists a unique global solution u of (1.1) in H˙sc(RN ) such
that
‖u‖S(H˙sc ) ≤ 2‖eit∆u0‖S(H˙sc ), (1.8)
and
‖|∇|scu‖S(L2) ≤ 2 c1 ‖u0‖H˙sc . (1.9)
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As the small data global existence is available, one may ask if the global existence can be extended
for large solutions, or if there is a threshold for global existence. In [3] we showed a dichotomy for
scattering vs. finite time blow-up solutions provided the initial data is in H1; the threshold was given
by a combination of the mass-energy and the gradient comparison to that of the ground state (see also
Section 5, Theorem 5.1). For the H˙s data, it is a more difficult question as the conserved quantities
at the H˙s level are not available (unless s = 0 or s = 1). Nevertheless, one can still ask for a criteria
for finite time blow-up, which we investigate next. Note that if initial data is in H˙sc ∩ H1, then it
stays in that regularity as the consequence of conservation laws. We give a sufficient condition for
finite-time blow-up in the generalized Hartree equation (1.1), which follows the ideas in [16, 10, 28, 29]
except that now we find a bound for the convolution term. To state the result we define the variance,
V (t)
def
= ‖xu(t)‖2
L2(RN ).
Theorem 1.3. Let u0 ∈ H1 if sc ≤ 1 and u0 ∈ Hsc if sc > 1. Assume also V (0) < ∞ and E[u] > 0.
The following is a sufficient condition for the blow-up in finite time for the solutions to the gHartree
equation (1.1) with initial data u0 in the mass-supercritical case (sc > 0):
∂t V (0)
ωM [u0]
< 4
√
2 f
(
E[u0]V (0)
(ωM [u0])2
)
, (1.10)
where ω2 =
N2(N(p− 2) + b− 2)
8(N(p− 2) + b) and the function f is defined as (here, k = sc(p− 1))
f(x) =

√
1
kxk
+ x− 1+kk if 0 < x < 1
−
√
1
kxk
+ x− 1+kk if x ≥ 1.
(1.11)
Lastly, we use examples of Gaussian initial data to show known thresholds for global vs. finite
existence and scattering in the following cases: energy-subcritical (see Figure 1), energy-critical (see
Figure 2) and energy-supercritical case (Figure 3).
The paper is organized as follows: in the next section we set the notation and review basic tools, in
Section 3 we give local well-posedness and the small data theory, in Section 4 we discuss the sufficient
condition for blow-up, and finally, in Section 5, we recall dichotomy results and give examples of various
thresholds for Gaussian initial data in energy-subcrtical, critical and super-critical cases.
Acknowledgements. S.R. was partially supported by the NSF CAREER grant DMS-1151618 and
also by NSF grant DMS-1815873. A.K.A.’s graduate research support was in part funded by the grants
DMS-1151618 and DMS-1815873 (PI: Roudenko).
2. Notation and Basic Estimates
We start with recalling the Fourier transform on RN and our convention on normalization fˆ(ξ) =
1
(2pi)N/2
∫
RN e
−ixξf(x) dx. The homogeneous Sobolev H˙s space is equipped with the norm ‖u‖H˙s =
‖|∇|su‖L2(RN ), where the operator |∇|s is defined as |̂∇|sf(ξ) = |ξ|sfˆ(ξ). For f(z) = |z|p−2z we note
(e.g., refer to [3]) that
|f(z1)− f(z2)| . (|z1|p−2 + |z2|p−2)|z1 − z2| for p ≥ 2. (2.1)
Also,
|f(z1)z¯1 − f(z2)z¯2| ≡ ||z1|p − |z2|p| . (|z1|p−1 + |z2|p−1)|z1 − z2| for p ≥ 1. (2.2)
Definition 2.1. The pair (q, r) is called admissible if
2
q
+
N
r
=
N
2
and 2 ≤ q, r ≤ ∞ provided (q, r,N) 6= (2,∞, 2).
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Next, recall the well-known Strichartz estimates (see [20], [4], [11]).
Lemma 2.1. Let s ≥ 0, (q, r) be admissible, I be a compact interval of R and u be a solution to
iut + ∆u = F (u). Then, for any t0 ∈ I
‖|∇|su‖LqtLrx(I×RN ) . ‖|∇|
su(t0)‖L2x(RN ) + ‖|∇|sF (u)‖Lq′t Lr′x (I×RN ).
For convenience we also define
‖u‖S(L2) def= sup
(q,r)∈A
‖u‖LqtLrx and ‖u‖S′(L2)
def
= inf
(q,r)∈A
‖u‖
Lq
′
t L
r′
x
with 1q +
1
q′ = 1,
1
r +
1
r′ = 1, and A to be the set of all admissible pairs in dimension N = 1 and N ≥ 3,
and in dimension N = 2 all admissible pairs with r ≤M for some large M <∞ (to have finite sup).
Next, we recall some fractional calculus results used in local well-posedness.
Lemma 2.2 (Proposition 3.1 in [5]). Suppose G ∈ C1(C) and s ∈ (0, 1]. Let 1 < q, q1, q2 <∞ are such
that 1q =
1
q1
+ 1q2 . Then,
‖|∇|sG(u)‖Lqx(RN ) . ‖G′(u)‖Lq1x (RN )‖|∇|su‖Lq2x (RN ).
Lemma 2.3 (Proposition A.1 in [31]). Let G be a Ho¨lder continuous function of order 0 < ρ < 1.
Then, for every 0 < s < ρ, 1 < q <∞, and s/ρ < σ < 1, we have
‖|∇|sG(u)‖Lqx(RN ) . ‖|u|ρ−
s
σ ‖Lq1x (RN )‖|∇|σu‖
s
σ
L
s
σ q2
x
,
provided 1q =
1
q1
+ 1q2 and
(
1− sρσ
)
q1 > 1.
We also have the following corollary as a consequence of Lemma 2.2 and Lemma 2.3 along with
interpolation.
Corollary 2.4 (Corollary 2.7 in [22]). Let F (u) = |u|p−2u with p ≥ 2 and let s > 1 if p is an even
integer or 1 < s < p− 1 otherwise. Then
‖|∇|sF (u)‖S′(L2) . ‖|∇|su‖S(L2)‖u‖p−2
L
(p−2)(N−2)
2
t,x
.
Next, we recall the Hardy-Littlewood-Sobolev inequality.
Lemma 2.5 (Hardy-Littlewood-Sobolev inequality, [24]). For 0 < b < N there exists a sharp constant
cr2,b,N > 0 such that
‖|x|−b ∗ f‖Lr1 (RN ) ≤ cr2,b,N‖f‖Lr2 (RN ),
where 1r2 +
b
N = 1 +
1
r1
and 1 < r1, r2,
N
b <∞.
3. Local well-posedness at the critical regularity
In this section we discuss the local theory for solutions of the equation (1.1) in H˙sc(RN ), for any
sc ≥ 0. We consider the integral representation of (1.1) with u0 ∈ H˙sc(RN ) and p ≥ 2:
u(x, t) = eit∆u0 + i
∫ t
0
ei(t−t
′)∆(|x|−b ∗ |u|p)|u|p−2 u(t′) dt′. (3.1)
We also require that the nonlinearity power p satisfies an additional constraint, sc < p− 1 if p is not an
even integer. This ensures that one can take the derivative of |u|p−2u term sc times. We obtain local
well-posedness via contraction argument strategy using Strichartz estimates.
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Proof. (of Theorem 1.1) For T > 0 and M > 0 determined later, let
BT = {u ∈ C([0, T ]); H˙sc(RN ) ∩ Lq([0, T ]); W˙ sc,r(RN ) : ‖|∇|scu‖LqtLrx([0,T ]×RN ) ≤M}.
We prove that the following operator
Φ(u(t)) = eit∆u0 + i
∫ t
0
ei(t−t
′)∆N(u(t′)) dt′ (3.2)
is a contraction on the set BT for some T > 0. Here,
N(u(·)) = (|x|−b ∗ |u|p)|u|p−2u(·). (3.3)
Denoting by I = [0, T ] and using Strichartz estimates, we obtain
‖|∇|scΦ(u(t))‖LqILrx ≤ c1‖u0‖H˙sc + c1
(∫ T
0
‖|∇|scN(u)‖q′
Lr′x
dt
)1/q′
. (3.4)
Using Ho¨lder’s inequality, Lemma 2.5 (for b+sc < N for A1) and Sobolev inequality (take rs =
2Np(p−1)
(N−b)p+2
and observe that rs > r, in particular, r < N/sc), we get
‖|∇|scN(u)‖
Lq
′
I L
r′
x
≤ A1 +A2, (3.5)
where A1 is estimated as follows
A1 ≤ ‖(|x|−(b+sc) ∗ |u|p)‖
L2IL
2N
b
x
‖u‖p−1
LqIL
rs
x
≤ cp,b,N‖u‖pLqILrsx ‖|∇|
scu‖p−1
LqIL
r
x
≤ cp,b,N‖|∇|scu‖2p−1LqILrx , (3.6)
and for A2, we use Corollary 2.4 along with Ho¨lder’s inequality, Lemma 2.5 and Sobolev inequality to
obtain
A2 ≤ ‖(|x|−b ∗ |u|p)‖
L2IL
2N(p−1)
2+b(p−2)−N(p−2)
x
‖u‖p−2
LqIL
rs
x
‖|∇|scu‖LqILrx
≤ cp,b,N‖u‖pLqILrsx ‖|∇|
scu‖p−1
LqIL
r
x
≤ cp,b,N‖|∇|scu‖2p−1LqILrx . (3.7)
Thus, (3.5) yields
‖|∇|scN(u)‖
Lq
′
I L
r′
x
≤ 2cp,b,N‖|∇|scu‖2p−1LqILrx . (3.8)
Substituting (3.8) in (3.4), we get
‖|∇|scΦ(u(t))‖LqILrx ≤ c1‖u0‖H˙sc + 2c1cp,b,N‖|∇|
scu‖2p−1
LqIL
r
x
. (3.9)
Following a similar argument, we also obtain
‖Φ(u(t))‖L∞I H˙scx ≤ c1‖u0‖H˙scx + 2c1cp,b,N‖|∇|
scu‖2p−1
LqIL
r
x
. (3.10)
Take ‖u0‖H˙scx small enough so that(
2‖u0‖H˙scx
)2(p−1) ≤ 1
42p(c1)2p−1cp,b,N
. (3.11)
Set M = 8c1‖u0‖H˙scx . Thus,
M2(p−1) ≤ 1
16 c1 cp,b,N
.
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Take T > 0 such that ‖eit∆(|∇|scu0)‖S(L2;[0,T ]) ≤ M4 . Thus, from estimates (3.9) and (3.10) we have
that for u ∈ BT with T as above
‖Φ(u(t))‖L∞I H˙scx + ‖Φ(u(t))‖Lq1I W˙ sc,rx ≤ 2c1‖u0‖H˙scx + 4 c1 cp,b,NM
2p−1
≤ M
4
+ 4 c1 cp,b,N
M
16 c1 cp,b,N
=
M
4
+
M
4
< M, (3.12)
yielding Φ mapping BT into itself.
To complete the proof we need to show that the operator Φ is a contraction. This can be achieved
by running the same argument as above on the difference
d(Φ(u(t)),Φ(v(t))) := ‖|∇|sc [Φ(u(t))− Φ(v(t))]‖LqILrx ,
for u, v ∈ BT . We first apply Strichartz estimates to get
d(Φ(u(t)),Φ(v(t))) ≤ c1‖|∇|sc [Φ(u(t))− Φ(v(t))]‖Lq′I Lr′x ,
where
‖|∇|sc [Φ(u(t))− Φ(v(t))]‖
Lq
′
I L
r′
x
≤ ‖|∇|s[(|x|−b ∗ |u|p)(|u|p−2u− |v|p−2v)]‖
Lq
′
I L
r′
x
+ ‖|∇|s[(|x|−b ∗ (|u|p − |v|p))|v|p−2v]‖
Lq
′
I L
r′
x
= D1 +D2.
For D1 we first use the fractional product rule
D1 ≤ ‖(|x|−(b+sc) ∗ |u|p)‖
L2IL
2N
b
x
‖|u|p−2u− |v|p−2v‖
L
q
p−1
I L
rs
p−1
x
+ ‖(|x|−b ∗ |u|p)‖
L2IL
2N(p−1)
2+b(p−2)−N(p−2)
x
‖|∇|sc(|u|p−2u− |v|p−2v)‖
L
q
p−1
I L
2Np(p−1)
Np(2p−3)−bp(p−2)−2
x
,
then using the similar calculations as in (3.6) and (3.7) together with (2.1) yields
D1 ≤ 2cp,b,N‖|∇|scu‖pLqILrx
(
‖|∇|scu‖p−2
LqIL
r
x
+ ‖|∇|scv‖p−2
LqIL
r
x
)
‖|∇|sc(u− v)‖LqILrx . (3.13)
Again using the fractional product rule, we have
D2 ≤ ‖|x|−(b+sc) ∗ (|u|p − |v|p)‖
L2IL
2N
b
x
‖v‖p−1
LqIL
rs
x
+ ‖|x|−b ∗ (|u|p − |v|p)‖
L2IL
2N(p−1)
2+b(p−2)−N(p−2)
x
‖v‖p−2
LqIL
rs
x
‖|∇|scv‖LqILrx .
Using the similar calculations as above along with (2.2), we get
D2 ≤ 2cp,b,N
(
‖|∇|scu‖p−1
LqIL
r
x
+ ‖|∇|scv‖p−1
LqIL
r
x
)
‖|∇|sc(u− v)‖LqILrx‖|∇|
scv‖p−1
LqIL
r
x
. (3.14)
Combining (3.13) and (3.14), we obtain that for u, v ∈ BT
d(Φ(u(t)),Φ(v(t))) ≤ 8c1cp,b,NM2(p−1)d(u, v).
Taking M and T as in (3.12) together with (3.11) implies that Φ is a contraction on BT . Now continuous
dependence with respect to u0 is a direct consequence of the above estimates, we note that if u and v
are the corresponding solutions of (3.1) with initial data u0 and v0, respectively, then
u(t)− v(t) = eit∆(u0 − v0) + i
∫ t
0
ei(t−t
′)∆(N(u)−N(v))(t′) dt′.
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Thus, the same argument as in (3.13) and (3.14) yields
d(u(t), v(t)) ≤ c1‖u0 − v0‖H˙scx +
1
2
d(u(t), v(t)).
This implies that if ‖u0 − v0‖Hsx is small enough (see (3.11)), we have that
d(u(t), v(t)) ≤ 2c1‖u0 − v0‖H˙scx ,
and this completes the proof. 
We now show the inhomogeneous version of Theorem 1.1.
Theorem 3.1. Let 0 < b < N , N ≥ 1 and p ≥ 2 so that sc ≥ 0. Assume in addition that if p is not
an even integer, then sc < p− 1. Let u0 ∈ Hsc(RN ). Then there exists a unique solution u(x, t) of the
equation (1.1) with data u0 defined on [0, T ] for some T > 0, and such that
u ∈ B := C([0, T ];Hsc(RN )) ∩ Lq([0, T ];W sc,r(RN )), (3.15)
where the pair (q, r) is the L2-admissible pair given by (1.7). Moreover, for all 0 < T˜ < T there exists
a neighborhood U of u0 in H
sc(RN ) such that the map U → B, u˜0 7→ u˜(t), is Lipschitz.
Proof. For T > 0 and M > 0 determined later, let
BT = {u ∈ B : ‖|∇|scu‖LqtLrx([0,T ]×RN ) ≤ 2M and ‖u‖LqtLrx([0,T ]×RN ) ≤ 2c1‖u0‖L2}.
We prove that Φ defined in (3.2) is a contraction on the set BT for some T > 0. Denoting again I = [0, T ],
using (3.4) for ‖|∇|scu‖LqILrx and estimating the inhomogeneous part using Strichartz estimates, we have
‖Φ(u(t))‖LqILrx ≤ c1‖u0‖L2x + c1
(∫ T
0
‖N(u)‖q′
Lr′x
dt
)1/q′
. (3.16)
Using Ho¨lder’s inequality, Lemma 2.5 and Sobolev inequality, we estimate
‖N(u)‖
Lq
′
I L
r′
x
≤ ‖(|x|−b ∗ |u|p)‖
L2IL
2N
b
x
‖u‖p−1
LqIL
rs
x
≤ cp,b,N‖u‖p
L2pI L
2Np
2N−b
x
‖|∇|scu‖p−1
LqIL
r
x
≤ cp,b,N‖u‖p−1LqILrsx ‖u‖LqILrx‖|∇|
scu‖p−1
LqIL
r
x
≤ cp,b,N‖|∇|scu‖2(p−1)LqILrx ‖u‖LqILrx . (3.17)
Using (3.17), we write (3.16) as
‖Φ(u(t))‖LqILrx ≤ c1‖u0‖L2x + c1cp,b,N‖|∇|
scu‖2(p−1)
LqIL
r
x
‖u‖LqILrx . (3.18)
Then for u ∈ BT , we have
‖Φ(u(t))‖LqILrx ≤ c1‖u0‖L2x
(
1 + 22p−1c1cp,b,NM2(p−1)
)
. (3.19)
Next, invoking (3.9) for u ∈ BT , we have
‖|∇|scΦ(u(t))‖LqILrx ≤ c1‖u0‖H˙scx + 2c1cp,b,N (2M)
2p−1. (3.20)
Take ‖u0‖H˙scx small enough so that
‖u0‖2(p−1)H˙scx ≤
1
22(p+1)(c1)2p−1cp,b,N
. (3.21)
Set M = c1‖u0‖H˙scx . Thus,
M2(p−1) ≤ 1
22(p+1) c1 cp,b,N
. (3.22)
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Take T > 0 such that ‖eit∆(|∇|scu0)‖S(L2;[0,T ]) ≤ M2 . Thus, using (3.21) and (3.22) on (3.19) and (3.20),
we have
‖Φ(u(t))‖LqILrx ≤ c1‖u0‖L2x(1 +
1
8
) < 2c1‖u0‖L2x and ‖|∇|scΦ(u(t))‖LqILrx ≤M +
M
4
< 2M. (3.23)
A similar argument as in (3.23) yields
‖Φ(u(t))‖L∞I L2x ≤ 2c1‖u0‖L2x and ‖|∇|
scΦ(u(t))‖L∞I L2x ≤ 2M. (3.24)
Hence, (3.23) and (3.24) implies that Φ maps BT into itself. The rest of the argument as in the proof
of Theorem 1.1. 
Since we now have H˙sc local well-posedness, we investigate the global existence of small data in H˙sc
for sc ≥ 0.
Proof. (of Theorem 1.2.) Denote
B =
{
u : ‖u‖S(H˙sc ) ≤ 2 ‖eit∆u0‖S(H˙sc ) and ‖|∇|scu‖S(L2) ≤ 2 c‖u0‖H˙sc
}
,
and define
Φu0(u) = e
it∆u0 + i
∫ t
0
ei(t−t
′)∆N(u(t′)) dt′, (3.25)
where N(u(·)) as in (3.3). Applying the triangle inequality and Strichartz estimates to (3.25), we obtain
‖Φu0(u)‖S(H˙sc ) ≤ ‖eit∆u0‖S(H˙sc ) + c1‖|∇|scN(u)‖Lq′t Lr′x , (3.26)
and
‖|∇|scΦu0(u)‖S(L2) ≤ c1‖u0‖H˙sc + c1‖|∇|scN(u)‖Lq′t Lr′x . (3.27)
Using the estimates from Theorem 1.1, we get
‖|∇|scN(u)‖
Lq
′
t L
r′
x
≤ 2 cp,b,N‖u‖2(p−1)S(H˙sc )‖|∇|
scu‖S(L2).
Therefore, (3.26) gives
‖Φu0(u)‖S(H˙sc ) ≤ ‖eit∆u0‖S(H˙sc ) + 2c1cp,b,N‖u‖2(p−1)S(H˙sc )‖|∇|
scu‖S(L2), (3.28)
and (3.27) gives
‖|∇|scΦu0(u)‖S(L2) ≤ c1‖u0‖H˙sc + 2c1cp,b,N‖u‖2(p−1)S(H˙sc )‖|∇|
scu‖S(L2). (3.29)
Thus, from (3.28) for u ∈ B, we obtain
‖Φu0(u)‖S(H˙sc ) ≤ ‖eit∆u0‖S(H˙sc )
(
1 + c1 cp,b,N 2
2p ‖eit∆u0‖2p−3S(H˙sc )A
)
,
which implies that we need
c1 cp,b,N 2
2p ‖eit∆u0‖2p−3S(H˙sc )A ≤ 1. (3.30)
And, from (3.29) for u ∈ B, we obtain
‖|∇|scΦu0(u)‖S(L2) ≤ c1‖u0‖H˙sc
(
1 + 22p cp,b,N‖eit∆u0‖2(p−1)S(H˙sc )
)
,
which implies that we require
cp,b,N 2
2p ‖eit∆u0‖2(p−1)S(H˙sc ) ≤ 1. (3.31)
Therefore, from (3.30) and (3.31), choosing
δ < δ0 ≤ min
(
1
2p−3
√
22p+1c1cp,b,NA
,
1
2(p−1)
√
22p+1cp,b,N
)
,
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implies that Φu0 ∈ B. Now we show that Φu0(u) is a contraction on B with the metric
d(u, v) = ‖|∇|sc(u− v)‖S(L2).
For u, v ∈ B, by Strichartz estimates, we obtain
‖|∇|sc [Φu0(u)− Φu0(v)]‖S(L2) ≤ c1‖|∇|sc [N(u)−N(v)]‖Lq′t Lr′x . (3.32)
The triangle inequality applied to the term on the right-hand side of (3.32) yields
‖|∇|sc [N(u)−N(v)]‖
Lq
′
t L
r′
x
≤ ‖|∇|sc [(|x|−b ∗ |u|p)(|u|p−2u− |v|p−2v)]‖
Lq
′
t L
r′
x
+ ‖|∇|sc [(|x|−b ∗ (|u|p − |v|p))|v|p−2v]‖
Lq
′
t L
r′
x
.
Using the estimates (3.13) and (3.14), we obtain
‖|∇|sc [N(u)−N(v)]‖
Lq
′
t L
r′
x
≤ 2 cp,b,N
[
‖u‖p
S(H˙sc )
(
‖u‖p−2
S(H˙sc )
+ ‖v‖p−2
S(H˙sc )
)
+
(
‖u‖p−1
S(H˙sc )
+ ‖v‖p−1
S(H˙sc )
)
‖v‖p−1
S(H˙sc )
]
‖|∇|sc(u− v)‖S(L2).
For u, v ∈ B, we have that
‖|∇|sc [N(u)−N(v)]‖
Lq
′
t L
r′
x
≤ 22p+1 cp,b,N‖eit∆u0‖2(p−1)S(H˙sc )‖|∇|
sc(u− v)‖S(L2). (3.33)
Combining (3.33) with (3.32), we get
d(Φu0(u),Φu0(v)) ≤ 22(p+1)c1 cp,b,N‖eit∆u0‖2(p−1)S(H˙sc )d(u, v) ≤
1
2
d(u, v)
for δ1 ≤ 2(p−1)
√
1
22p+3c1cp,b,N
. Finally, taking δ ≤ min(δ0, δ1) concludes that Φu0 is a contraction. 
4. Blow-up criterion
Before proving Theorem 1.3, we recall that solutions u(t) of (1.1) with finite variance, V (0) =
‖xu0‖2L2 <∞, satisfy the following virial identities
Vt(t) = 4 Im
∫
RN
u¯ x · ∇u dx,
Vtt(t) = 16E[u]− 8sc(p− 1)
p
Z(u) ≡ 16(sc(p− 1) + 1)E[u]− 8sc(p− 1)‖∇u‖2L2 .
Proof. (of Theorem 1.3) Recalling the decomposition (4.1) from [10]
N2
4
‖u‖4L2 +
∣∣∣∣Vt(t)4
∣∣∣∣2 ≤ V (t)‖∇u‖2L2 ,
we obtain
Vtt(t) ≤ 16(sc(p− 1) + 1)E[u]− 2sc(p− 1)N
2(M [u])2
V (t)
− sc(p− 1)
2
|Vt(t)|2
V (t)
. (4.1)
We rewrite the above by making a substitution V (t) = B
1
α+1 (t), where α = sc(p−1)2 =
N(p−2)+b−2
4 > 0,
to remove the last term and re-write (4.1) as
Btt ≤ 16(α+ 1)(2α+ 1)E[u]B
α
α+1 − 4α(α+ 1)N2(M [u])2B α−1α+1 .
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Set γ = 4
√
2
E[u]
ωM [u]
, where ω2 =
N2 α
4 (2α+ 1)
=
N2(N(p− 2) + b− 2)
8(N(p− 2) + b) and introduce the rescaled
variables v and the time s as follows: s = γ t and
B(t) = Bmax v(s), where Bmax =
(
(ωM [u])2
E[u]
)α+1
.
Then, with these new variables, we obtain
2
(α+ 1)(2α+ 1)
vss ≤ v
α
α+1 − v α−1α+1 , s ∈ [0, T ∗/γ), (4.2)
and the equation (4.2) can be written as
vss ≤ −c ∂U˜
∂v
,
where c = (α+1)(2α+1)2 and the potential
U˜(v) =
α+ 1
2α
v
2α
α+1 − α+ 1
2α+ 1
v
2α+1
α+1 .
In fact for some function g2(s) > 0, we have
vss = −c ∂U˜
∂v
− g2(s),
and using the same analogy from mechanics as in [29], [16], [10], let v(t) be the coordinate of the
particle with the unit mass moving under two forces: F1 = −c ∂U˜∂v and an unknown external force
F2 = −g2(t) < 0 (because of the sign, it pulls the particle towards the origin). The collapse occurs if
the particle reaches the origin in finite time, i.e., when v(t∗) = 0 for some 0 < t∗ < ∞. If it reaches
the origin without the force F2 = −g2(t), then it would also reach the origin when this force is applied,
thus, leading to the following equation
1
c
vss +
∂U˜
∂v
= 0. (4.3)
The energy of this particle, defined as
E(s) = 1
2 c
v2s + U˜(v(s)), (4.4)
is conserved. Note that the curve for U˜ is increasing from the origin (for positive v) and then decreasing
with the local maximum U˜max =
α+1
2α(2α+1) attained at v = 1. Using the energy from (4.4), we obtain
the blow-up conditions for (4.3) similar to Proposition 4.1 in [10], see also [16]:
(I) E(0) < U˜max and v(0) < 1,
(II) E(0) > U˜max and vs(0) < 0,
(III) E(0) = U˜max, vs(0) < 0 and v(0) < 1.
Define v = V˜ α+1 and rewrite the energy as
E = α+ 1
2α+ 1
V˜ 2α
(
V˜ 2s − V˜ +
2α+ 1
2α
)
.
Observe that
E < U˜max ⇐⇒ V˜ 2s <
1
2α V˜ 2α
+ V˜ − 2α+ 1
2α
. (4.5)
Let k = 2α = sc(p− 1) and set the function
f(x) =
√
1
kxk
+ x− 1 + k
k
, (4.6)
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then the blow-up conditions (I)-(III) with (4.5) and (4.6) are given as
V˜s(0) <
{
+f(V˜ (0)) if V˜ (0) < 1
−f(V˜ (0)) if V˜ (0) ≥ 1 .
Substituting for v, Bmax in V (t) = (Bmaxv)
1
α+1 yields
V (t) =
(ωM [u])2
E[u]
V˜
(
4
√
2
E[u]
ωM [u]
t
)
,
and therefore, we obtain
Vt(0)
ωM [u]
< 4
√
2 f
(
E[u]V (0)
(ωM [u])2
)
, (4.7)
as claimed. 
Remark. For the real-valued initial data, the expression (4.7) can be simplified to
V (0) <
(ωM [u])2
E[u]
. (4.8)
Thus, knowing how big the initial variance for the real-valued data is, gives us the way to show that the
solution from this initial data will blow-up in finite time. We use this in examples in the next section.
5. Examples
In this section we show examples of known thresholds in the energy-subcritical, critical and super-
critical cases for the Gaussian initial data.
5.1. Review of known thresholds. Before discussing examples we mention the dichotomy results
from [3] as they are helpful in identifying thresholds for finite vs infinite time existence in the energy-
subcritical and critical cases. We recall that for 0 < sc < 1 the quantities M [u0]
1−scE[u0]sc and
‖u0‖1−scL2(RN ) ‖∇u0‖scL2(RN ) are scale-invariant, as it was first observed in [17] in the NLS context. For the
following statement, we renormalize them using the sharp constant of the convolution-type Gagliardo-
Nirenberg inequality (5.1), or equivalently, the L2-norm of ground states to the equation −∆Q + Q −
(|x|−b ∗ |Q|p)|Q|p−2Q = 0, see discussion on this in Section 4 in [3] as well as the derivation of the sharp
constant. For now note that the sharp constant of the following inequality
Z(u) ≤ CGN‖∇u‖2sc(p−1)+2L2 ‖u‖
2(1−sc)(p−1)
L2
(5.1)
is attained at ground states Q and is equal to CGN = ‖Q‖−2(p−1)L2(RN ) (note that the value ‖Q‖L2(RN ) is
uniquely determined). In a spirit of NLS and to state Theorem 5.1 concisely below, we define (for
sc > 0)
ME [u] = M [u]
1−sc
sc E[u]
M [Q]
1−sc
sc E[Q]
and G[u(t)] =
‖u‖
1−sc
sc
L2(RN )‖∇u(t)‖L2(RN )
‖Q‖
1−sc
sc
L2(RN )‖∇Q‖L2(RN )
, (5.2)
where the denominators are
‖Q‖
1−sc
sc
L2(RN )‖∇Q‖L2(RN ) =
(
p (CGN )
−1
sc(p− 1) + 1
) 1
2sc(p−1)
and
M [Q]
1−sc
sc E[Q] =
sc(p− 1)
2sc(p− 1) + 2
(
‖Q‖
1−sc
sc
L2(RN )‖∇Q‖L2(RN )
)2
.
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In [3] we proved that in the inter-critical regime (0 < sc < 1) there is a dichotomy for the H
1 solutions
under the mass-energy thresholdME [u0] < 1 via the well-known concentration compactness and rigidity
method of Kenig-Merle [21] following the strategy of [18], [9], [19], see Theorem 5.1. In [1] (see also [2]
for 2d), the first author gave an alternative proof of scattering without the concentration-compactness,
using Dodson-Murphy approach [7]. We summarize results in the following statement.
Theorem 5.1 ([3], [1]). Let u0 ∈ H1(RN ), 0 < sc < 1 and let u(t) be the corresponding solution to
(1.1) with the maximal time existence interval (−T∗, T ∗). Suppose that ME [u0] < 1.
(1) If G[u0] < 1, then the solution exists globally in time with G[u(t)] < 1 for all t ∈ R, and u(t)
scatters in H1.
(2) If G[u0] > 1, then G[u(t)] > 1 for all t ∈ (−T∗, T ∗). Moreover, if
(a) |x|u0 ∈ L2(RN ) or u0 is radial, then the solution blows-up in finite time,
(b) u0 is of infinite variance and nonradial, then either the solution blows-up in finite time or
there exits a sequence of times tn → +∞ (or tn → −∞) such that ‖∇u(tn)‖L2(RN ) →∞.
We note that the proof of global existence in Theorem 5.1 part (1) and blow-up in part 2(a) will
work for sc = 0 and sc = 1. In the case sc = 1 (energy-critical gHartree), or equivalently p =
2N−b
N−2 for
N ≥ 3, the inequality (5.1) becomes
Z(u) ≤ CGN ‖∇u‖
2(2N−b)
N−2
L2(RN ) , (5.3)
and the sharp constant CGN for (5.3) is given by (for instance, see [8])
CGN = pi
b/2
(
1
N(N − 2)pi
(
Γ(N)
Γ(N/2)
)N−b+2
2N−b
) 2N−b
N−2
Γ
(
N−b
2
)
Γ
(
N − b2
) = (CN) 2(2N−b)N−2 C(N, b), (5.4)
where CN =
1√
N(N−2)pi
(
Γ(N)
Γ(N/2)
)1/N
is the best constant for Sobolev inequality
‖u‖
L
2N
N−2 (RN )
≤ CN ‖∇u‖L2(RN )
and C(N, b) = pib/2
Γ(N−b2 )
Γ(N− b2)
(
Γ(N)
Γ(N/2)
)1− b
N
is the sharp constant in Hardy-Littlewood-Sobolev inequality
(see [26] ,[24]) ∣∣∣∣∫
RN
∫
RN
f(x)h(y)
|x− y|b dx dy
∣∣∣∣ ≤ C(N, b) ‖f‖L 2N2N−b (RN ) ‖h‖L 2N2N−b (RN ).
In our examples, we use b = N − 2, in which case one can verify that
Q(x) =
(
N(N − 2)
piN/2
Γ
(
1 +
N
2
))N−2
8 1
(1 + |x|2)N−22
(5.5)
is one of the solutions for
∆Q+
(
|x|−(N−2) ∗ |Q| 2N−bN−2
)
|Q| 4−bN−2Q = 0, (5.6)
where (−∆)−1f = IN−2 ∗ f = Γ(
N
2
−1)
4piN/2
1
|x|N−2 ∗ f . In other words, the sharp constant CGN from (5.4)
can be attained at Q, i.e., for b = N − 2, we have an equality in (5.3)
Z(Q) = CGN ‖∇Q‖
2(N+2)
N−2
L2(RN ). (5.7)
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Furthermore, for the function Q in (5.5), multiplying the equation (5.6) by Q and performing integration
by parts, we have ‖∇Q‖2
L2(RN ) = Z(Q). Thus, using this along with (5.7) we deduce that
‖∇Q‖2L2(RN ) =
1(
CGN
)(N−2)/4 and E[Q] = 2N + 2 ‖∇Q‖2L2(RN ) = 2N + 2 1(CGN)(N−2)/4 . (5.8)
We next modify the definition of ME and G in (5.2) and write
E [u] = E[u]
E[Q]
and G[u(t)] = ‖∇u(t)‖L2(RN )‖∇Q‖L2(RN )
,
where the value of ‖∇Q‖L2(RN ) is determined from (5.8) via the sharp constant defined in (5.4). Now,
as a consequence of the proof of Theorem 5.1 in [3], global existence holds in sc = 1 case along with the
blow-up in finite time for finite variance. We state the following analogous result (excluding scattering
and blow-up for infinite variance, which will be considered elsewhere) for the energy-critical case.
Theorem 5.2. Let sc = 1 and u(t) be the solution of (1.1) with u0 ∈ H˙1(RN ). Assume that E [u0] < 1.
(1) If G[u0] < 1, then the solutions exists globally in time for all t ∈ R.
(2) If G[u0] > 1 and either u0 is radial or xu0 ∈ L2(RN ), then u(t) blows-up in finite time.
5.2. Gaussian initial data. We are now ready to consider examples, for which we take the Gaussian
initial data of the form
ug(x, 0) = βe
− 1
2
γ|x|2 , x ∈ RN , β, γ ∈ (0,∞). (5.9)
Then, the mass and initial variance of Gaussian data (5.9) are
M [ug] = β
2
(
pi
γ
)N/2
, V (0) =
β2N piN/2
2 γ
N
2
+1
.
For the convenience of the energy calculation we also record
‖∇ug‖2L2(RN ) =
N piN/2
2
β2
γ(N−2)/2
.
In what follows we consider mostly examples in 3d, with the convolution term 1|x|N−2 ∗ • as it is the
fundamental solution of the Laplacian.
5.2.1. Energy-subcritical case. Consider p = 3 and b = 1 in dimension N = 3. In this case sc =
1
2 , then
(1.1) takes the form
iut + ∆u+
(
|x|−1 ∗ |u|3
)
|u|u = 0. (5.10)
The energy for (5.10) is
E[ug] =
pi3/2
4
β2
γ1/2
(
3− 16pi
37/2
β4
γ2
)
.
The Pohozhaev identities take the form
‖∇Q‖2L2(R3) = 2‖Q‖2L2(R3) and Z(Q) = 3‖Q‖2L2(R3),
which yields E[Q] = 12M [Q], where we computed (numerically) M [Q] ≈ 5.2339 (for example, see [32]).
We obtain the following thresholds, which are schematically represented in Figure 1:
• blow-up with negative energy: E[ug] < 0 if
β√
γ
> βE ≡ 3
9/8
2pi1/4
≈ 1.29, (5.11)
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Figure 1. Thresholds for the Gaussian data u0(x) = β e
−|x|2 in the energy-subcritical
case, see (5.11)-(5.14).
• blow-up criteria Theorem 1.3 for positive energy: condition (4.8) gives
β√
γ
> βb ≡ 3
9/8
25/4 pi1/4
≈ 1.08689, (5.12)
• the mass-energy condition ME [ug] < 1 in Theorem 5.1 yields
pi3 β4
4 γ2
(
3− 16
37/2
β4
γ2
)
<
1
2
‖Q‖4L2(R3),
which implies
β√
γ
< β−ME ≈ 0.9586 and
β√
γ
> β+ME ≈ 1.1812. (5.13)
• the mass-gradient condition G[ug] = 1 from Theorem 5.1 (useful for the separation of the mass-
energy conditions above in (5.13)) gives
β√
γ
< β1 ≡ 2
1/2
31/4 pi3/4
‖Q‖L2(R3) ≈ 1.0418. (5.14)
We conclude from (5.11), (5.12), (5.13) and (5.14) that analytically proved ranges are: for scattering is
below β−ME ≈ 0.9586 and for blow-up is above βb ≈ 1.08689 (see Figure 1).
5.2.2. Energy-critical case. Consider p = 5 and b = 1 in the dimension N = 3 and write the equation
iut + ∆u+
(
|x|−1 ∗ |u|5
)
|u|3u = 0, (5.15)
which is energy-critical. The corresponding energy for (5.15) is
E[ug] =
pi3/2
4
β2
γ1/2
(
3− 16pi
57/2
β8
γ2
)
.
From (5.5) and (5.6) we have that
Q =
(
9
4pi
) 1
8 1√
1 + |x|2 ,
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which solves
∆Q+
(
1
|x| ∗Q
5
)
Q4 = 0,
where 1|x| ∗ f = 4pi (−∆)−1f in 3d. From (5.8) and (5.4), we obtain
‖∇Q‖2L2(R3) =
33/2 pi7/4
25/2
and E[Q] =
2
5
‖∇Q‖2L2(R3) =
33/2 pi7/4
23/2 5
.
Then
• the negative energy condition, E[ug] < 0 yields
β
γ1/4
> βE ≡ 5
7/16 31/8
21/2 pi1/8
≈ 1.42161, (5.16)
• blow-up condition (4.8) (Theorem 1.3) gives
β
γ1/4
> βb ≡ 5
5/16 31/8
21/2 pi1/8
≈ 1.16254, (5.17)
• the energy condition E [ug] < 1 in Theorem 5.2 yields
pi3/2
4
β2
γ1/2
(
3− 16pi
57/2
β8
γ2
)
<
33/2 pi7/4
23/2 5
,
which implies
β
γ1/4
< β−E ≈ 0.812225 and
β
γ1/4
> β+E ≈ 1.34423, (5.18)
and the gradient condition for global existence G[ug] < 1 gives
β
γ1/4
< β1 ≈ 0.902925. (5.19)
We conclude from (5.16), (5.17), (5.18) and (5.19) that analytically proved ranges are: for global
existence is below β−E ≈ 0.812225 and for blow-up is above βb ≈ 1.16254 (see Figure 2).
				ℰ ݑ଴ < 1 ܧ ݑ଴ < 0
ߚଵ ߚாߚாି ߚாା0
࣡ ݑ଴ < 1
࣡ ݑ଴ > 1and
and
				ℰ ݑ଴ < 1
࣡ ݑ଴ = 1
ߚ௕
Figure 2. Thresholds for Gaussian data u0 = β e
−|x|2 in the energy-critical case,see
(5.16)-(5.19) and (5.21)-(5.24).
For convenience, we provide one more energy-critical example in 4d,
iut + ∆u+
(
|x|−2 ∗ |u|3
)
|u|u = 0. (5.20)
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The energy for (5.20) is given by
E[ug] = pi
2 β
2
γ
(
1− pi
2
81
β4
γ2
)
.
Again, from (5.5) and (5.6), we have that
Q =
2√
pi
1
1 + |x|2 ,
which solves
∆Q+
(
1
|x|2 ∗Q
3
)
Q2 = 0,
where 1|x|2 ∗ f = 4pi2(−∆)−1f in 4d. We compute from (5.8) and (5.4)
‖∇Q‖2L2(R4) =
16pi
3
and E[Q] =
1
3
‖∇Q‖2L2(R4) =
16pi
9
.
Then
• the negative energy condition corresponds to
β√
γ
> βE ≈ 1.69257, (5.21)
• blow-up occurs (according to Theorem 1.3 condition (4.8)) when
β√
γ
> βb ≈ 1.28607, (5.22)
• the energy condition E [ug] < 1 in Theorem 5.2 gives
pi2
β2
γ
(
1− pi
2
81
β4
γ2
)
<
16pi
9
,
which implies
β√
γ
< β−E ≈ 0.768792 and
β√
γ
> β+E ≈ 1.58845, (5.23)
and the gradient condition for global existence G[ug] < 1 gives
β√
γ
< β1 ≈ 0.921318. (5.24)
We conclude from (5.21), (5.22), (5.23) and (5.24) that analytically proved ranges are: for global
existence is below β−E ≈ 0.768792 and for blow-up is above βb ≈ 1.28607 (see Figure 2).
5.2.3. Energy-supercritical case. Finally, we consider p = 7 and b = 1 in the dimension N = 3
iut + ∆u+
(
|x|−1 ∗ |u|7
)
|u|5u = 0. (5.25)
In this case sc =
7
6 > 1, thus, the energy-supercritical regime. The energy for (5.25) is given by
E[ug] =
pi3/2
4
β2
γ1/2
(
3− 16pi
77/2
β12
γ2
)
.
Then, in the energy-supercritical case we have
• E[ug] < 0 if
β
γ1/6
> βE ≡ 3
1/12 77/24
21/3 pi1/12
≈ 1.3946799, (5.26)
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• condition (4.8) (Theorem 1.3) gives
β
γ1/6
> βb ≡ 3
1/12 77/24
27/12 pi1/12
≈ 1.17278. (5.27)
Note that except for the two conditions above no other information about scattering or blow up thresh-
olds is known in the energy-supercritical case (except for the small data shown earlier in this paper).
small data
ܧ ݑ଴ ൏ 0
ߚ௕ ߚாߜ௦0
Figure 3. Thresholds for Gaussian data u0 = β e
−|x|2 in the energy-supercritical case,
see (5.26)-(5.27).
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