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1. Introduction
Systems of linear evolution equations as well as linear initial value problems with more than one set of initial data lead
in a natural way to an abstract Cauchy problem involving an operator matrix deﬁned on a product of n Banach spaces.
In the papers [2,3,15–17,24] a method was proposed for dealing with the spectral theory of a 2×2 block operator matrix
(the case n = 2). The authors then applied their techniques to a problem occurring in magnethydrodynamics. Recently,
motivated by the description of the essential spectra of a two-group transport operators on an Lp-space, the same problem
was considered by many authors (see for example [18]) where essential spectra of a 2×2 block operator matrix was studied
under weaker conditions. However, it appears that a mathematical treatment of this problem has not yet been undertaken
in the case n 3.
The object of this paper is to study the case n = 3. For this we consider the following 3× 3 block operator matrix:
L0 :=
( A B C
D E F
G H K
)
(1.1)
that acts on the product of Banach spaces X × Y × Z . Note that, in general, the operators occurring as entries in L0 are
unbounded and that L0 is neither a closed nor a closable operator, even if its entries are closed. We prove, under some
conditions, that L0, given in Eq. (1.1), is closable. We shall denote its closure by L.
Let X and Y be two Banach spaces. We denote by L(X, Y ) (resp. C(X, Y )) the set of all bounded (resp. closed, densely
deﬁned) linear operators from X into Y . For T ∈ C(X, Y ), we write D(T ) ⊂ X for the domain, N (T ) ⊂ X for the null space
and R(T ) ⊂ Y for the range of T . The nullity, α(T ) of T is deﬁned as the dimension of N (T ) and the deﬁciency, β(T ) of T
is deﬁned as the codimension of R(T ) in Y .
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deﬁned by:
Φ+(X, Y ) =
{
T ∈ C(X, Y ) such that α(T ) < ∞ and R(T ) is closed in Y },
the set of lower semi-Fredholm operators from X into Y is deﬁned by
Φ−(X, Y ) =
{
T ∈ C(X, Y ) such that β(T ) < ∞ and R(T ) is closed in Y },
the set of semi-Fredholm operators from X into Y is deﬁned by
Φ±(X, Y ) := Φ+(X, Y ) ∪ Φ−(X, Y ),
and the set of Fredholm operators from X into Y is deﬁned by
Φ(X, Y ) := Φ+(X, Y ) ∩ Φ−(X, Y ).
If T ∈ Φ(X, Y ), the number i(T ) = α(T ) − β(T ) is called the index of T . A complex number λ is in Φ+T , Φ−T , Φ±T or ΦT
if λ − T is in Φ+(X), Φ−(X), Φ±(X) or Φ(X) respectively, where Φ+(X) := Φ+(X, X), Φ−(X) := Φ−(X, X), Φ±(X) :=
Φ±(X, X) and Φ(X) := Φ(X, X).
In this paper, we are concerned with the following essential spectra:
σe1(T ) :=
{
λ ∈C such that λ − T /∈ Φ+(X)
} :=C \ Φ+T ,
σe2(T ) :=
{
λ ∈C such that λ − T /∈ Φ−(X)
} :=C \ Φ−T ,
σe3(T ) :=
{
λ ∈C such that λ − T /∈ Φ±(X)
} :=C \ Φ±T ,
σe4(T ) :=
{
λ ∈C such that λ − T /∈ Φ(X)} :=C \ ΦT ,
σe5(T ) :=C \ ρ5(T ),
σe6(T ) :=C \ ρ6(T ),
where ρ5(T ) := {λ ∈ ΦT such that i(λ − T ) = 0} and ρ6(T ) denotes the set of those λ ∈ ρ5(T ) such that all scalars near λ
are in ρ(T ).
The subsets σe1(.) and σe2(.) are the Gustafson and Weidmann essential spectra [5], σe3(.) is the Kato essential spec-
trum [14], σe4(.) is the Wolf essential spectrum [5,25], σe5(.) is the Schechter essential spectrum [22,23] and σe6(.) denotes
the Browder essential spectrum [5,13,20]. They can be ordered as
σe3(T ) = σe1(T ) ∩ σe2(T ) ⊆ σe4(T ) ⊆ σe5(T ) ⊆ σe6(T ).
If X is a Hilbert space and T is a self-adjoint operator in X , then all these sets coincide
σe1(T ) = σe2(T ) = σe3(T ) = σe4(T ) = σe5(T ) = σe6(T ).
A. Jeribi has, recently, discussed in [6–12] the essential spectra of closed densely deﬁned linear operators under additive
perturbations to describe the essential spectra of transport operators.
The aim of this paper is to investigate the six essential spectra of a block 3×3 operator matrix. We show in Theorem 4.1
(see Section 4), under some assumptions, that
σe4(L) = σe4(A) ∪ σe4
(
S1(μ)
)∪ σe4(S2(μ)),
and
σe5(L) ⊆ σe5(A) ∪ σe5
(
S1(μ)
)∪ σe5(S2(μ)),
where S1(μ) denotes the operator E − D(A − μ)−1B and S2(μ) is the closure of the following operator
K − G(A − μ)−1C − [H − G(A − μ)−1B](S1(μ) − μ)−1[F − D(A − μ)−1C].
If in addition ΦA and ΦS1(μ) are connected, then
σe5(L) = σe5(A) ∪ σe5
(
S1(μ)
)∪ σe5(S2(μ)).
Furthermore, if Cσe5(L) is connected, ρ(L) 	= ∅, Cσe5(S2(μ)) is connected and ρ(S2(μ)) 	= ∅, then
σe6(L) = σe6(A) ∪ σe6
(
S1(μ)
)∪ σe6(S2(μ)).
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able) conditions, we get
σei(L) = σei(A) ∪ σei
(
S1(μ)
)∪ σei(S2(μ)), i = 1,2,
and
σe3(L) = σe3(A) ∪ σe3
(
S1(μ)
)∪ σe3(S2(μ))∪ [σe1(A) ∩ σe2(S1(μ))∩ σe2(S2(μ))]
∪ [σe2(A) ∩ σe2(S1(μ))∩ σe1(S2(μ))]∪ [σe2(A) ∩ σe1(S1(μ))∩ σe2(S2(μ))].
To describe the essential spectra of a class of linear transport operators in the Banach space X1 × X1 × X1, where
X1 := L1
([−a,a] × [−1,1]), a > 0,
we will consider the operator
L = TH + K ,
where TH and K are deﬁned by
THψ =
⎛
⎝−v
∂ψ1
∂x − σ1(v)ψ1 0 0
0 −v ∂ψ2
∂x − σ2(v)ψ2 0
0 0 −v ∂ψ3
∂x − σ3(v)ψ3
⎞
⎠ :=
( TH1 0 0
0 TH2 0
0 0 TH3
)(
ψ1
ψ2
ψ3
)
(1.2)
and
K =
( K11 K12 K13
K21 K22 K23
K31 K32 K33
)
(1.3)
where Kij , 1 i, j  3, are bounded linear operators deﬁned on X1 by⎧⎪⎪⎨
⎪⎪⎩
Kij : X1 −→ X1,
ψ j −→ Kijψ j(x, v) =
1∫
−1
κi j(x, v, v
′)ψ j(x, v ′)dv ′. (1.4)
Each operator TH j , j = 1,2,3, is deﬁned by:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
TH j : D(TH j ) ⊂ X1 −→ X1,
ψ j −→ (TH jψ j)(x, v) = −v
∂ψ j
∂x
(x, v) − σ j(v)ψ j(x, v),
D(TH j ) =
{
ψ j ∈ X1 such that v ∂ψ j
∂x
∈ X1 and ψ ij = H jψoj
}
.
The function ψ j(x, v) represents the number density of gas particles having the position x and the direction cosine of the
angle between the velocity of particles and the x-direction. The function σ j(.) is a measurable function called the collision
frequency. The boundary conditions are modeled by ψ ij = H jψoj , j = 1,2, see Section 5 for more details.
The organization of this paper is as follows: in the next section we recall some deﬁnitions and preliminaries results.
In Section 3, we prove, under some conditions on the components of L0, that the matrix operator is closable. In Section 4
we investigate the essential spectra of L. The main result of this section is Theorem 4.1. Finally, in Section 5 we apply the
results obtained in Section 4 to establish the essential spectra of a three-group transport operator on an L1-space.
2. Notations and preliminaries results
In this section we recall some deﬁnitions and we give some lemmas that we will need in the sequel. In the next
proposition we will recall some well-known properties of the Fredholm-sets (see, for example, [4,23]).
Proposition 2.1.
(i) Φ+T , Φ−T and ΦT are open.
(ii) i(λ − T ) is constant on any component of ΦT .
(iii) α(λ− T ) and β(λ− T ) are constants on any component of ΦT except on a discrete set of points at which they have larger values.
Deﬁnition 2.1. Let X and Y be two Banach spaces. An operator A ∈ L(X, Y ) is said to be weakly compact if A(B) is relatively
compact in Y for every bounded subset B ⊂ X .
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operators on X , W(X) := W(X, X) is a closed two-sided ideal of L(X) containing K(X).
Deﬁnition 2.2. Let X and Y be two Banach spaces and let F ∈ L(X, Y ).
(i) The operator F is called a Fredholm perturbation if U + F ∈ Φ(X, Y ) whenever U ∈ Φ(X, Y ).
(ii) F is called an upper (resp. lower) semi-Fredholm perturbation if U + F ∈ Φ+(X, Y ) (resp. U + F ∈ Φ−(X, Y )) whenever
U ∈ Φ+(X, Y ) (resp. U ∈ Φ−(X, Y )).
We denote by F(X, Y ) the set of Fredholm perturbations and by F+(X, Y ) (resp. F−(X, Y )) the set of upper semi-
Fredholm (resp. lower semi-Fredholm) perturbations.
Remark 2.1. Let Φb(X, Y ), Φb+(X, Y ) and Φb−(X, Y ) denote respectively, the sets Φ(X, Y )∩L(X, Y ), Φ+(X, Y )∩L(X, Y ) and
Φ−(X, Y ) ∩ L(X, Y ). If in Deﬁnition 2.2 we replace Φ(X, Y ) (resp. Φ+(X, Y ) and Φ−(X, Y )) by Φb(X, Y ) (resp. Φb+(X, Y )
and Φb−(X, Y )), we obtain the set Fb(X, Y ) (resp. Fb+(X, Y ) and Fb−(X, Y )).
The set of Fredholm perturbations, Fb(X, Y ), was introduced in [4]. In particular, it is shown that Fb(X, Y ) is a closed
subset of L(X, Y ) and if X = Y , then Fb(X) := Fb(X, X) is a closed two-sided ideal of L(X).
Lemma 2.1. (See [1, Theorem 2.4].) Let X and Y be two Banach spaces. Then
Fb(X, Y ) = F(X, Y ).
3. The operator L0 and its closure
The essential work in this section is to impose some conditions on the entries of the operator L0 to establish its closed-
ness.
In the product of Banach spaces X × Y × Z , we consider the operator L0 deﬁned by (1.1) where the operator A acts on X
and has domain D(A), the operator E acts on Y and has domain D(E), and the operator K acts on Z and has domain D(K ).
The intertwining operator B is deﬁned on the domain D(B) ⊂ Y to X , the operator H is deﬁned on the domain D(H) ⊂ Y
to Z , the operator C is deﬁned on the domain D(C) ⊂ Z to X , the operator F is deﬁned on the domain D(F ) ⊂ Z to Y , the
operator D is deﬁned on the domain D(D) ⊂ X to Y , and the operator G is deﬁned on the domain D(G) ⊂ X to Z .
In what follows, we will consider the following hypotheses:
(H1) A is a closed, densely deﬁned linear operator on X with nonempty resolvent set ρ(A).
(H2) The operator D (resp. G) veriﬁes that D(A) ⊂ D(D) (resp. D(A) ⊂ D(G)) and for some (hence for all) μ ∈ ρ(A) the
operator D(A − μ)−1 (resp. G(A − μ)−1) is bounded.
Set
F1(μ) := D(A − μ)−1
and
F2(μ) := G(A − μ)−1.
• In particular, if D (resp. G) is closable, then it follows from the closed graph theorem that F1(μ) (resp. F2(μ)) is
bounded.
(H3) The operator B (resp. C ) is densely deﬁned on Y (resp. Z ) and for some (hence for all) μ ∈ ρ(A) the operator
(A − μ)−1B (resp. (A − μ)−1C ) is bounded on its domain.
Let
G1(μ) := (A − μ)−1B,
and
G2(μ) := (A − μ)−1C .
(H4) The lineal D(B) ∩ D(E) is dense in Y , and for some (hence for all) μ ∈ ρ(A) the operator S1(μ) := E − D(A − μ)−1B
is closed.
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S1(λ) − S1(μ) = (μ − λ)F1(μ)(A − λ)−1B.
Since the operator on the right-hand side is bounded on its domain, then the operator S1(μ) is closed for all μ ∈ ρ(A)
if it is closed for some μ ∈ ρ(A).
(H5) D(C) ⊂ D(F ), and the operator F − D(A − μ)−1C is bounded on its domain, for some μ ∈ ρ(A) and therefore for all
μ ∈ ρ(A). We will supposed also that there exist μ such that μ ∈ ρ(A) ∩ ρ(S1(μ)) and we will denote by
G3(μ) :=
(
S1(μ) − μ
)−1(
F − D(A − μ)−1C).
• To explain this, let μ ∈ ρ(A) such that F − D(A − μ)−1C is bounded on its domain. Then for arbitrary λ ∈ ρ(A) we
have
F − D(A − λ)−1C = F − D(A − μ)−1C + (μ − λ)F1(μ)(A − λ)−1C .
It follows from the assumptions (H2) and (H3) that the operator on the right-hand side is bounded on its domain.
Then the bounded of the operator F − D(A − μ)−1C does not depend on μ ∈ ρ(A).
Remark 3.1. If the operators A and E generate C0-semi-groups, the operators D and B are bounded, then there exist μ ∈C
such that μ ∈ ρ(A) ∩ ρ(S1(μ)).
Indeed, it is well known that, if the operators A and E generate C0-semi-groups, then there exist constants M > 0 and
w > 0 such that
∥∥(μ − T )−1∥∥ M
Reμ − w , where T ∈ {A, E}
for all μ such that Reμ > w (see [21]).
For a ﬁxed μ ∈C taken in such away that Reμ > w + α, where α > 0, we consider the resolvent equation of S1(μ)(
λ − E + D(A − μ)−1B)ϕ = ψ. (3.1)
Since λ ∈ ρ(E) it follows that for Reλ > w + α, Eq. (3.1) may be transformed into
[
I + (λ − E)−1D(μ − A)−1B]ϕ = (λ − E)−1ψ.
The fact that
∥∥(λ − E)−1D(μ − A)−1B∥∥ M2‖D‖‖B‖
α(Reλ − w) ,
allows us to conclude that
lim
Reλ−→+∞
∥∥(λ − E)−1D(μ − A)−1B∥∥= 0.
So, there exists β > w + α such that for Reλ > β , one has
rσ
(
(λ − E)−1D(μ − A)−1B)< 1,
where rσ (.) is the spectral radius. Hence for μ, such that Reμ > β , we have μ ∈ ρ(A) and μ ∈ ρ(S1(μ)), moreover(
μ − S1(μ)
)−1 =∑
n0
[
(μ − E)−1D(μ − A)−1B]n(μ − E)−1. (3.2)
(H6) The operator H satisﬁes that D(B) ⊂ D(H), and for some (hence for all) μ ∈ ρ(A)∩ρ(S1(μ)) the operator (H −G(A−
μ)−1B)(S1(μ) − μ)−1 is bounded. Set
F3(μ) :=
(
H − G(A − μ)−1B)(S1(μ) − μ)−1.
(H7) For the operator K , we will assume that D(C) ⊂ D(K ) and for some (hence for all) μ ∈ ρ(A)∩ρ(S1(μ)), the operator
K − G(A − μ)−1C − [H − G(A − μ)−1B](S1(μ) − (μ))−1[F − D(A − μ)−1C] is closable. Denote by S2(μ) this operator and
by S2(μ) its closure.
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S1(λ) − S1(μ) = (μ − λ)F1(μ)(A − λ)−1B.
Since the operators F1(μ) and (A − λ)−1B are bounded on their domains. Therefore, neither the domain of S1(μ) nor the
property of being closable depends on the choice of μ. Then,
S1(λ) − S1(μ) = (μ − λ)F1(μ)G1(λ). (3.3)
(ii) Let λ ∈ ρ(A) ∩ ρ(S1(λ)) and μ ∈ ρ(A) ∩ ρ(S1(μ)), then
S2(λ) − S2(μ) = (μ − λ)F2(μ)(A − λ)−1C − F3(λ)
[
F − D(A − λ)−1C]+ F3(μ)[F − D(A − μ)−1C]
= (μ − λ)F2(μ)(A − λ)−1C − F3(λ)
[
F − D(A − λ)−1C]
+ F3(μ)
[
F − D(A − λ)−1C − (μ − λ)D(A − μ)−1(A − λ)−1C]
= (μ − λ)F2(μ)(A − λ)−1C +
[
F3(μ) − F3(λ)
][
F − D(A − λ)−1C]+ (λ − μ)F3(μ)F1(μ)(A − λ)−1C .
Since the operators Fi(.), i = 1,2,3, are bounded everywhere and the operators (A − μ)−1C and F − D(A − λ)−1C are
bounded on their domains, then the closedness of the operator S2(μ) does not depend on the choice of μ. Then,
S2(λ) − S2(μ) = (μ − λ)F2(μ)G2(λ) +
[
F3(μ) − F3(λ)
]
G4(λ) + (λ − μ)F3(μ)F1(μ)G2(λ), (3.4)
where
G4(λ) := F − D(A − λ)−1C .
Now, we are able to establish the closedness of the operator L0.
Theorem 3.1. Let the hypotheses (H1)–(H6) be satisﬁed, then the operator L0 is closable if and only if S2(μ) is closable on Z , for some
μ ∈ ρ(A) ∩ ρ(S1(μ)). Moreover, the closure L of L0 is given by
L = μ −
( I 0 0
F1(μ) I 0
F2(μ) F3(μ) I
)(
μ − A 0 0
0 μ − S1(μ) 0
0 0 μ − S2(μ)
)( I G1(μ) G2(μ)
0 I G3(μ)
0 0 I
)
(3.5)
or, spelled out,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
L : D(L) ⊂ X × Y × Z −→ X × Y × Z ,
L
( x
y
z
)
=
( A[x+ G1(μ)y + G2(μ)z] − μ[G1(μ)y + G2(μ)z]
D[x+ G1(μ)y + G2(μ)z] + S1(μ)[y + G3(μ)z] − μG3(μ)z
G[x+ G1(μ)y + G2(μ)z] + [H − G(A − μ)−1B][y + G3(μ)z] + S2(μ)z
)
,
D(L) =
⎧⎨
⎩
( x
y
z
)
∈ X × Y × Z such that
x+ G1(μ)y + G2(μ)z ∈ D(A),
y + G3(μ)z ∈ D(S1(μ))
and z ∈ D(S2(μ))
⎫⎬
⎭ .
Proof. For μ ∈ ρ(A) ∩ ρ(S1(μ)), the operator L0 can be factorized in the Frobenius–Schur sense:
L0 = μ −
( I 0 0
F1(μ) I 0
F2(μ) F3(μ) I
)(
μ − A 0 0
0 μ − S1(μ) 0
0 0 μ − S2(μ)
)( I G1(μ) G2(μ)
0 I G3(μ)
0 0 I
)
.
Under the assumptions of the theorem the operators( I 0 0
F1(μ) I 0
F2(μ) F3(μ) I
)
and
( I G1(μ) G2(μ)
0 I G3(μ)
0 0 I
)
are bounded and boundedly invertible as mapping from X × Y × Z into X × Y × Z .
Hence, we deduce that L0 is closable in X × Y × Z if and only if S2(μ) is closable as a mapping in Z . In this case, the
closure L of L0 is given by:
L = μ −
( I 0 0
F1(μ) I 0
F2(μ) F3(μ) I
)(
μ − A 0 0
0 μ − S1(μ) 0
0 0 μ − S2(μ)
)( I G1(μ) G2(μ)
0 I G3(μ)
0 0 I
)
.
This achieves the proof of this theorem. 
Remark 3.3. (i) Observe from Remark 3.2 that the description of the operator L does not depend on the choice of the point
μ ∈ ρ(A) ∩ ρ(S1(μ)).
(ii) Theorem 3.1 is an extension of [2, Theorem 1.1] to the case of 3× 3 block operator matrix.
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Having obtained the closure of the operator L0, we will discuss its essential spectra.
As a ﬁrst step we will establish the following stability lemma.
Lemma 4.1. Let μ ∈ ρ(A) ∩ ρ(S1(μ)), if the sets Φb(Y , X), Φb(Z , X) and Φb(Z , Y ) are not empty, then:
(i) If F1(μ) ∈ Fb(X, Y ), F2(μ) ∈ Fb(X, Z) and F3(μ) ∈ Fb(Y , Z), then σei(S1(μ)) and σei(S2(μ)), i = 4,5, do not depend on μ.
(ii) If F1(μ) ∈ Fb+(X, Y ), F2(μ) ∈ Fb+(X, Z) and F3(μ) ∈ Fb+(Y , Z), then σe1(S1(μ)) and σe1(S2(μ)) do not depend on μ.
(iii) If F1(μ) ∈ Fb−(X, Y ), F2(μ) ∈ Fb−(X, Z) and F3(μ) ∈ Fb−(Y , Z), then σe2(S1(μ)) and σe2(S2(μ)) do not depend on μ.
(iv) If F1(μ) ∈ Fb+(X, Y ) ∩ Fb−(X, Y ), F2(μ) ∈ Fb+(X, Z) ∩ Fb−(X, Z) and F3(μ) ∈ Fb+(Y , Z) ∩ Fb−(Y , Z), then σe3(S1(μ)) and
σe3(S2(μ)) do not depend on μ.
Proof. (i) Using the fact that F1(μ) ∈ Fb(X, Y ) together with [4, Proposition 2], we infer that
F1(μ)G1(λ) ∈ Fb(Y ).
Therefore, we can deduce from Eq. (3.3) and [1, Theorem 3.1] that σei(S1(μ)) = σei(S1(λ)), i = 4,5. So, σei(S1(μ)), i = 4,5,
does not depend on μ.
Since F2(μ) ∈ Fb(X, Z) and F3(μ) ∈ Fb(Y , Z), it follows from Proposition 2 in [4] that
F2(μ)G2(λ) +
[
F3(μ) − F3(λ)
]
G4(λ) + (λ − μ)F3(μ)F1(μ)G2(λ) ∈ Fb(Z).
The use of this result, Eq. (3.4) and [1, Theorem 3.1] leads to σei(S2(μ)) = σei(S2(λ)), i = 4,5.
A same reasoning allows us to reach the results (ii) and (iii).
(iv) This assertion is an immediate consequence of the items (ii) and (iii). 
In the sequel we will denote, for μ ∈ ρ(A) ∩ ρ(S1(μ)), by M(μ) the following operator
M(μ) :=
( 0 G1(μ) G2(μ)
F1(μ) F1(μ)G1(μ) F1(μ)G2(μ) + G3(μ)
F2(μ) F2(μ)G1(μ) + F3(μ) F2(μ)G2(μ) + F3(μ)G3(μ)
)
.
We are now able to describe the essential spectra of 3× 3 block operator matrices. In the following, we will denote the
complement of a subset Ω ⊂C by CΩ .
Theorem 4.1. Let the matrix operator L0 satisfy the hypotheses (H1)–(H7).
(i) If, for some μ ∈ ρ(A) ∩ ρ(S1(μ)), F1(μ) ∈ Fb(X, Y ), F2(μ) ∈ Fb(X, Z), F3(μ) ∈ Fb(Y , Z) and M(μ) ∈ F(X × Y × Z), then
σe4(L) = σe4(A) ∪ σe4
(
S1(μ)
)∪ σe4(S2(μ)),
and
σe5(L) ⊆ σe5(A) ∪ σe5
(
S1(μ)
)∪ σe5(S2(μ)).
Moreover, if Cσe4(A) and Cσe4(S1(μ)) are connected, then
σe5(L) = σe5(A) ∪ σe5
(
S1(μ)
)∪ σe5(S2(μ)).
In addition, if Cσe5(L) is connected, ρ(L) 	= ∅, Cσe5(S2(μ)) is connected and ρ(S2(μ)) 	= ∅, then
σe6(L) = σe6(A) ∪ σe6
(
S1(μ)
)∪ σe6(S2(μ)).
(ii) If F1(μ) ∈ Fb+(X, Y ), F2(μ) ∈ Fb+(X, Z), F3(μ) ∈ Fb+(Y , Z) and M(μ) ∈ F+(X × Y × Z), for some μ ∈ ρ(A) ∩ ρ(S1(μ)),
then
σe1(L) = σe1(A) ∪ σe1
(
S1(μ)
)∪ σe1(S2(μ)).
(iii) If F1(μ) ∈ Fb−(X, Y ), F2(μ) ∈ Fb−(X, Z), F3(μ) ∈ Fb−(Y , Z) and M(μ) ∈ F−(X × Y × Z), for some μ ∈ ρ(A) ∩ ρ(S1(μ)),
then
σe2(L) = σe2(A) ∪ σe2
(
S1(μ)
)∪ σe2(S2(μ)).
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Z) ∩ F−(X × Y × Z), for some μ ∈ ρ(A) ∩ ρ(S1(μ)), then
σe3(L) = σe3(A) ∪ σe3
(
S1(μ)
)∪ σe3(S2(μ))∪ [σe1(A) ∩ σe2(S1(μ))∩ σe2(S2(μ))]
∪ [σe2(A) ∩ σe2(S1(μ))∩ σe1(S2(μ))]∪ [σe2(A) ∩ σe1(S1(μ))∩ σe2(S2(μ))].
Remark 4.1. (i) It is noted that Theorem 4.1 may be regarded as an extension of [18, Theorem 3.2] to a block 3× 3 matrices
operator.
(ii) If the operators Fi(μ) and Gi(μ), i = 1,2,3, are in K(X), for some μ ∈ ρ(A)∩ρ(S1(μ)), then M(μ) ∈ K(X× X× X) ⊂
F(X × X × X).
(iii) Let X = Y = Z := L1(Ω,dμ) where (Ω,Σ,μ) is a positive measure space. If Fi(μ) and Gi(μ), i = 1,2,3, are in
W(X), for some μ ∈ ρ(A) ∩ ρ(S1(μ)), then M(μ) ∈ W(X × X × X) ⊂ F(X × X × X).
Proof of Theorem 4.1. (i) Let μ ∈ ρ(A) ∩ ρ(S1(μ)) be such that the operator M(μ) ∈ F(X × Y × Z) and set λ ∈C, then we
can rewrite the representation (3.5) in the following form:
λ − L = (λ − μ) + (μ − L)
:= UV (λ)W + (μ − λ)M(μ), (4.1)
where
U :=
( I 0 0
F1(μ) I 0
F2(μ) F3(μ) I
)
,
V (λ) :=
(
λ − A 0 0
0 λ − S1(μ) 0
0 0 λ − S2(μ)
)
and
W :=
( I G1(μ) G2(μ)
0 I G3(μ)
0 0 I
)
.
The rest of the proof may be checked in a similar ways to that in [18, Theorem 3.2]. It suﬃces to use Eq. (4.1). The details
are therefore omitted. 
5. Application to transport operators
The work presented in this section concerns the application of Theorem 4.1 to the characterization of the essential
spectra of a class of linear transport operators.
Let
X = Y = Z := L1
(
(−a,a) × (−1,1),dxdv).
We consider the following three-group transport operator with abstract boundary conditions
L = TH + K :=
( A11 A12 A13
A21 A22 A23
A31 A32 A33
)
where TH (resp. K ) is deﬁned in (1.2) (resp. (1.3)).
Remark 5.1. (i) It is well known that the operators TH j , j = 1,2,3, are closed, densely deﬁned linear operator with a
nonempty resolvent set. Then the assumptions (H1)–(H4), introduced in Section 3, are satisﬁed for the operator L, since
the operators Kij , i, j = 1,2,3, are bounded.
(ii) Since the operators A11 and A22 generate C0-semi-group and the operators A12 and A21 are bounded, then it follows
from Remark 3.1 that there exists λ such that λ ∈ ρ(A11) ∩ ρ(S1(λ)) where S1(λ) := A22 − A21(A11 − λ)−1A12.
(iii) In view of items (i), (ii) and Remark 3.1, the assumptions (H5)–(H7) are also satisﬁed.
In order to verify the hypotheses of Theorem 4.1, we will determine the expression of the resolvent of the operators TH j ,
j = 1,2,3. Let ϕ j ∈ X , λ ∈C and consider the resolvent equation for TH j , j = 1,2,3,
(λ − TH j )ψ j = ϕ j, (5.1)
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λ∗j = lim inf|v|→0 σ j(v),
and
λ
j
0 :=
{−λ∗j if ‖H j‖ 1,
−λ∗j + 12a log(‖H j‖) if ‖H j‖ > 1.
Therefore, for λ ∈C such that Reλ > −λ∗j , j = 1,2,3, the solution of (5.1) is formally given by
ψ j(x, v) =
⎧⎪⎨
⎪⎩
ψ j(−a, v)e−
(λ+σ j (v))|a+x|
|v| + 1|v|
∫ x
−a e
− (λ+σ j (v))|x−x
′ |
|v| ϕ j(x′, v)dx′, 0 < v < 1,
ψ j(a, v)e
− (λ+σ j (v))|a−x||v| + 1|v|
∫ a
x e
− (λ+σ j (v))|x−x
′ |
|v| ϕ j(x′, v)dx′, −1 < v < 0.
(5.2)
Accordingly, ψ j(a, v) and ψ j(−a, v) are given by
ψ j(a, v) = ψ j(−a, v)e−2a
(λ+σ j (v))
|v| + 1|v|
a∫
−a
e−
(λ+σ j (v))|a−x|
|v| ϕ j(x, v)dx, 0 < v < 1, (5.3)
ψ j(−a, v) = ψ j(a, v)e−2a
(λ+σ j (v))
|v| + 1|v|
a∫
−a
e−
(λ+σ j (v))|a+x|
|v| ϕ j(x, v)dx, −1 < v < 0. (5.4)
Note that Eq. (5.2) can be rewritten as:
ψ j = BλH jψoj + Cλϕ j, (5.5)
with Bλ and Cλ are given by:⎧⎪⎪⎨
⎪⎪⎩
Bλ : Xi −→ X, Bλu := χ(−1,0)(v)B−λ u + χ(0,1)(v)Bλ+u with
B+λ u(x, v) := u(−a, v)e−
(λ+σ j (v))|a+x|
|v| , 0 < v < 1,
B−λ u(x, v) := u(a, v)e−
(λ+σ j (v))|a−x|
|v| , −1 < v < 0
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Cλ : X −→ X, Cλϕ := χ(−1,0)(v)C−λ ϕ + χ(0,1)(v)C+λ ϕ with
C+λ ϕ(x, v) :=
1
|v|
x∫
−a
e−
(λ+σ1(v))|x−x′ ||v| ϕ(x′, v)dx′, 0 < v < 1,
C−λ ϕ(x, v) :=
1
|v|
a∫
x
e−
(λ+σ1(v))|x−x′ ||v| ϕ(x′, v)dx′, −1 < v < 0
where χ(−1,0)(.) and χ(0,1)(.) denote, respectively, the characteristic functions of the intervals (−1,0) and (0,1).
Using the fact that ψ j must satisfy the boundary conditions, we can write Eqs. (5.3) and (5.4) as follows:
ψoj = MλH jψoj + Gλϕ j,
where Mλ and Gλ are deﬁned by:⎧⎪⎪⎨
⎪⎪⎩
Mλ : Xi −→ Xo, Mλu := (M+λ u,M−λ u) with
M+λ u(−a, v) := u(−a, v)e−2a
(λ+σ j (v))
|v| , 0 < v < 1,
M−λ u(a, v) := u(a, v)e−2a
(λ+σ j (v))
|v| , −1 < v < 0
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Gλ : X −→ Xo, Gλϕ := (G+λ ϕ,G−λ ϕ) with
G+λ ϕ(−a, v) :=
1
|v|
a∫
−a
e−
(λ+σ j (v))|a−x|
|v| ϕ(x, v)dx, 0< v < 1,
G−λ ϕ(a, v) :=
1
|v|
a∫
e−
(λ+σ j (v))|a+x|
|v| ϕ(x, v)dx, −1 < v < 0.−a
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ψoj =
∑
n0
(MλH j)
nGλϕ j (5.6)
since ‖MλH j‖ < 1 for Reλ > λ j0.
Substituting (5.5) into (5.6), we get
(λ − TH j )−1 =
∑
n0
BλH j(MλH j)
nGλ + Cλ.
Notice that the collision operators Kij , i, j = 1,2,3, deﬁned in (1.4), act only on the velocity v ′ , so x may be seen, simply,
as a parameter in [−a,a]. Then, we will consider Kij as a function
Kij(.) : x ∈ [−a,a] −→ Kij(x) ∈ L
(
L1
([−1,1];dv)).
In the sequel, we will make the following assumptions introduced in [19]:
(H8)
⎧⎪⎨
⎪⎩
– the function Kij(.) is measurable, i.e., if O is an open subset of L(L1([−1,1]; dv)),
then {x ∈ [−a,a] such that Kij(x) ∈ O} is measurable,
– there exists a compact subset C ⊆ L(L1([−1,1]; dv)) such thatKij(x) ∈ C a.e. on [−a,a],
– Kij(x) ∈ K(L1([−1,1]; dv)) a.e. on [−a,a].
Deﬁnition 5.1. A collision operator in the form (1.4), is said to be regular if it satisﬁes the assumptions (H8).
It follows from [18, Lemma 4.3] the following result:
Lemma 5.1. Let λ ∈ ρ(TH1 ) be such that rσ ((λ − TH1 )−1K11) < 1.
(i) If κ21(x,v,v
′)
|v ′ | deﬁnes a regular operator, then the operator F1(λ) = K21(λ − A11)−1 is weakly compact on X.
(ii) If κ31(x,v,v
′)
|v ′ | deﬁnes a regular operator, then the operator F2(λ) = K31(λ − A11)−1 is weakly compact on X.
(iii) If the operator K12 (resp. K13) is regular then G1(λ) = (λ− A11)−1K12 (resp. G2(λ) = (λ− A11)−1K13) is weakly compact on X.
Lemma 5.2. Let λ ∈ ρ(A11) ∩ ρ(S1(λ)), then
(i) If κ32(x,v,v
′)
|v ′ | and
κ31(x,v,v ′)|v ′| deﬁne regulars operators, then the operator F3(λ) := [K32 + K31(λ − A11)−1K12][λ − S1(λ)]−1 is
weakly compact on X.
(ii) If K23 and K13 are regulars, then the operator G3(λ) := [λ − S1(λ)]−1[K23 + K21(λ − A11)−1K13] is weakly compact on X.
Proof. For λ ∈ ρ(A11) ∩ ρ(S1(λ)), we rewrite F3(λ) as follows:
F3(λ) = K32
(
λ − S1(λ)
)−1 + F2(λ)K12(λ − S1(λ))−1.
According to the result of Lemma 5.1(ii) it is suﬃcient to prove that the operator K32(λ − S1(λ))−1 is weakly compact.
According to Eq. (3.2) and for Reλ suﬃciently large(
λ − S1(λ)
)−1 =∑
n0
[
(λ − A22)−1K21(λ − A11)−1K12
]n
(λ − A22)−1.
Since κ32(x,v,v
′)
|v ′| deﬁnes a regular operator, it follows from [18, Lemma 4.3] that K32(λ − A22)−1 is weakly compact. The fact
that W(X) is a closed two-sided ideal of L(X), we make us conclude that K32[λ − S1(λ)]−1 is weakly compact on X .
(ii) The result of this assertion may be checked in the same way as the previous one. 
Remark 5.2. (i) According to Lemmas 5.1 and 5.2, the hypothesis M(μ) ∈ W(X × X × X) is veriﬁed. This together with
Remark 5.1, the results of Theorem 4.1 can be applied for the operator L.
(ii) It is known (see [18, Remark 4.3]), that the essential spectra of the operators A jj , j = 1,2,3,
σei(A jj) = σei(TH j ) =
{
λ ∈C such that Reλ−λ∗j
}
, i = 1, . . . ,5; j = 1,2,3.
The fact that Cσe5(A jj), j = 1,2,3, are connected and ρ(A jj) 	= ∅ imply that σe5(A jj) = σe6(A jj).
Now, we are in the position to establish the essential spectra of three-group transport operators.
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κ21(x,v,v ′)|v ′ | ,
κ31(x,v,v ′)|v ′ | and
κ32(x,v,v ′)|v ′| deﬁne regulars operators on X, then
σei(L) =
{
λ ∈C such that Reλ−min(λ∗1, λ∗2, λ∗3)}, i = 1, . . . ,6.
Proof. Let μ ∈ ρ(A11). The operator S1(μ) is given by
S1(μ) = A22 + K21G1(μ).
By Lemma 5.1(iii), the operator K21G1(μ) is weakly compact on X1, then it follows from [1, Theorem 3.1] that σei(S1(μ)) =
σei(A22), i = 1, . . . ,6. According to Remark 5.2(ii)
σei
(
S1(μ)
)= σei(A22) = {λ ∈C such that Reλ−λ∗2}, i = 1, . . . ,6. (5.7)
Let now, μ ∈ ρ(A11) ∩ ρ(A22). The operator S2(μ) is given by
S2(μ) = A33 + K31G2(μ) + K32G3(μ) + F2(μ)K12G3(μ).
By Lemma 5.1(iii) and Lemma 5.2(ii), the operators G2(μ) and G3(μ) are weakly compacts on X . Then it follows from [1,
Theorem 3.1] that
σei
(
S2(μ)
)= σei(A33), i = 1, . . . ,6.
So,
σei
(
S2(μ)
)= σei(A33) = {λ ∈C such that Reλ−λ∗3}, i = 1, . . . ,6. (5.8)
Applying Theorem 4.1, and using Eqs. (5.7) and (5.8) we get
σei
(
L
)= {λ ∈C such that Reλ−min(λ∗1, λ∗2, λ∗3)}, for i = 1, . . . ,6. 
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