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We consider a linear dierential equation Ly = 0 of order n with coecients in C(z)
whose dierential Galois groupG is supposed to be reductive and unimodular. We give an
algorithm for the construction of a system of generators of the ideal of algebraic relations,
with coecients in C(z), among the entries of a fundamental matrix of solutions of
Ly = 0, starting from the data of a C-algebra basis of the G invariant polynomials with
coecients in C in n vector variables.
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1. Introduction
Let Ly = 0 be a homogeneous linear dierential equation of order n with coecients
in the eld of rational fractions C(z) and let (yij)1i;jn be a fundamental matrix of
solutions of Ly = 0 (i.e. y11; : : : ; y1n generate the C-vector space V (L) of the solutions
of Ly = 0 and for every i 2 f1; : : : ; n− 1g and j 2 f1; : : : ; ng, the derivative y0ij of yij is
equal to yi+1;j).
In this paper we give an eective solution to the following problem:
The determination of the ideal of the algebraic relations (with coecients in C(z)) be-
tween the elements of a fundamental matrix (yij), starting from the data of the dierential
Galois group, G(L), associated to L.
For this we apply the classical theory of invariants to the representation of the Galois
group G(L) on the dual of the symmetric algebra S(nV (L)) of the direct sum of n copies
of the space V (L).
More precisely, we establish the following theorem:
Theorem 1.1. Let Ly = 0 be a linear dierential equation of order n with coecients
in C(z). Let G(L) denote the dierential Galois group.
Let U = (yij)1i;jn be a fundamental matrix of solutions of Ly = 0 and let I be the
ideal in C(z)[Xij ]1i;jn of the algebraic relations, with coecients in C(z), among the
elements of U . Under these conditions:
(i) the eective algorithm described in Section 3 associates a polynomial P’ in I to
each invariant ’ in S(nV (L)).
(ii) Suppose that G(L) is reductive, such that there exists a basis ’1; : : : ; ’r of the C-
algebra in S(nV (L)) of G(L) invariants.
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Then the ideal (P’1 ; : : : ; P’r ) in k[Xij ]1i;jn, generated by the polynomials P’12; : : :,
P’r , is contained in I, and coincides with I if G(L) is unimodular.
The following elementary example allows us to justify our hypothesis.
Consider the dierential system of order 2 dened by:
y1
y2
0
=

1 0
0 1

y1
y2

which admits (yij)1i;j2 =

ez 0
0 ez

as a fundamental matrix of solutions and the
elements of the dierential Galois group can be written

 0
0 

;  2 Gm = C.
The group Gm does not admit any invariant in this representation, even though there
exist non trivial algebraic relations among the yij . Therefore we need a supplementary
hypothesis on G, to obtain the ideal of the relations, from the invariants of G. As we
stated before, we assume in this paper that:
 G is reductive. Then the Hilbert theorem shows that the C-algebra of G invariants is
of nite type. Moreover, this hypothesis will play a technical role in the development
of the proof.
 G is unimodular (which eliminates the last example).
The computation of I leads us to study the two following classical problems (which we
study here through some examples):
(1) The determination of a G invariant basis.
(2) The determination of the rational solutions of the dierential system associated
to the elements of the invariant basis (and this dierential system is a symmetric
power of n copies of the initial system). The choice of C(z) as a basis eld is used
only for this problem.
Let us briefly recall previous results about these problems.
Following the Siegel{Shidlovskii theorem (Shidlovskii, 1987; Siegel, 1990; Hendriks,
1995), which allows one to obtain, from the algebraic independence of C(z) of the E-
function (the solutions of a dierential system) the algebraic independence of Q of the
values of these E-functions, many works have been devoted to the study of the ideal Iy
of algebraic relations with coecients in C(z) which link the elements of a column y of
the matrix (yij), whereas the present paper studies all the coecients of (yij).
In 1974 Nesterenko gave a dictionary (which is a version of the fundamental correspon-
dence of dierential Galois Theoryy) between the G(L) stable varieties of V (L) and the
ideal Iy. Nonetheless, explicit procedures to determine such subvarieties are not given.
A good tool for this is Invariant Theory. Moreover, the computation of algebraic rela-
tions with coecients in C(z) between a solution of Ly = 0 and its derivatives through
invariants or semi-invariants of the dierential Galois group G associated to L is fre-
quently applied. Recently, Singer and Ulmer (1993), generalizing a method of Fuchs,
found a procedure based on the computation of invariants which allows us to deter-
mine the minimal polynomial of an algebraic solution over C(z), when G is primitive
ysee Katz (1990) and Compoint (1996), chapter 2, appendix.
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unimodular nite group (see Theorem 4.3). Weil (1995) has also established a one-to-
one correspondence between the Darboux polynomial (respectively the rst integrals) of
Ly = 0 and the semi-invariants (respectively the invariants) of G.
Nonetheless, Singer and Ulmer (1993) (together with other works from these two au-
thors regarding this subject) gives particular algebraic relations (coming from liouvillian
solutions) and Weil (1995) obtains algebraic relations from invariants but these do not
permit us to conclude that the relations obtained in this way generate the ideal of rela-
tions.
As our aim is to determine all algebraic relations, with coecients in C(z), among all
the elements of the matrix (yij) (and not only on a column), we naturally consider poly-
nomials in n vector variables (or n2 indeterminates) with coecients in C and invariants
under G, which leads us to work on nV (L) = V (L)     V (L)| {z }
n
.
According to our hypothesis, we can apply Invariant Theory. Without necessarily de-
scribing the G(L) stable subvarieties in nV (L) we can deduce from our work that the
ideal I is generated by rst integrals.
The proof of Theorem 1 imitates the proof of Chevalley’s Theorem (Borel, 1991),
according to which for any reductive algebraic group G in GL(n;C) there exists an
element in a tensorial construction on Cn whose stabilizer is exactly G, in its way to
build, from a G stable vector subspace, a G semi-invariant tensor, then a G invariant.
The paper is organized as follows. First we recall some dierential properties from
Galois Theory. Second we prove (see Theorem 3.1) how some polynomials of I are at-
tached to an invariant of G (here we prove (i)) of Theorem 1.1. Third assuming that G is
reductive and unimodular, we show (Theorem 4.2) that the polynomials of I associated
to a G invariant basis are enough to generate the ideal I, which proves Theorem 1 (ii).
The fourth part is devoted to an algorithm and an example.
2. Dierential Galois Group and Tensorial Constructions
2.1. definition
Let k be a dierential eld of characteristic zero with derivation @ and constant eld
C. We suppose that C is algebraically closed.
Let k[@] be a ring of dierential operators with coecients in k. Recall the main
denitions of dierential Galois Theory object and some of their properties (see Bertrand
(1985, 1992); Martinet and Ramis (1990)). Let L be an element of order n in k[@]. There
exists a dierential extension KL of k, called the Picard{Vessiot extension of k, in which
the equation Ly = 0 admits n linearly independent solutions over C which generate KL
over k as the dierential eld. The dierential Galois group G of L is the set of dierential
automorphisms of KL which let k be invariant. The vector space of the solutions of
Ly = 0 is then a representation of G. Let V = (k[@]=k[@]L) be the k-vector space with
a connection naturally associated to L (see Section 2) and in which the investigation of
horizontal vectors is equivalent to the search for solutions of Ly = 0. Let also V sol be
the C-vector space of horizontal vectors in V ⊗KL.
Definition 2.1. (Bertrand, 1985, p. 39 and p. 83; or Martinet and Ramis,
1990) Let V be a k-vector space with connection; any k-vector space E(V ) :=
L
m;p
[(⊗mV ) ⊗ (⊗pV )], with ⊗0V = k is called a tensorial construction on V . Such a con-
struction is naturally equipped with a k-vector space with a connection structure, deduced
from V ’s connection and we have: E(V )sol ’ E(V sol).
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2.2. notation
Let k be a eld of characteristic zero and let W be a k-vector space of dimension n.
We dene the following notation for the representations, the bases and the connections
dened on the tensorial constructions on W .
2.2.1. the representations
We write the dual of W as W . Let d and p be two integers. Then SdW is the symmetric
power of order d of W , with S0W = k. pW is the exterior power of order p of W .
nW = W     W| {z }
n
the direct sum of n copies of W .
Td(nW ) = dm=0Sm(W     W| {z }
n
) = dm=0Sm(nW ).
We obtain, therefore, a collection of k-vector spaces, from which we can reiterate these
operations. If W is a representation of a group H and E(W ) a tensorial construction
on W , then H acts naturally on E(W ) and since the characteristic of k is zero E(W )
and E(W ) are two isomorphic representations of H. Moreover, all the previous tensorial
constructions obtained without using W  are subspaces of the tensorial algebra ⊗(nW )
of nW .
Our nal aim is to give an algorithmic procedure to determine the ideal I. It is therefore
important to state precisely the bases in which we work. We will proceed as follows.
2.2.2. the bases
If w = (w1; : : : ; wn) is a W basis, we note:
w = (w1 ; : : : ; w

n) is the dual basis of w.
Sd(w) is the basis of SdW built from w considering all the monomials of order d in
w1; : : : ; wn and arranged in lexicographic order.
p(w) is the basis of pW , consisting of p-vectors wi1 ^    ^ wip , with 1  i1 <    <
ip  l. We recall that p(w) = p(w). On the other hand the Sd(w) dual basis of
Sd(w) is identied with f 1i1!il!w
i1
1   w
il
l , i1 +    + il = dg of Sd(W ) (Fulton and
Harris, 1992, p.476).
In general, we write E(w) for the basis of E(W ), naturally built from w.
 In particular,
nw = (w11; w21; : : : ; wn1; w12; : : : ; wnn) = w      w| {z }
n
is a basis of W     W| {z }
n
. Let _ be the vector of nW dened by
_ = w11 + w21 +   wij +   wnn:
Of course, the n2-uplet vectors (_; w21; : : : ; wn1; w12; : : : ; wnn), obtained by replac-
ing the rst vector w11 of nw by _, is a basis of nW , that we denote ~nw.
~nw = (_; w21; : : : ; wn1; w12; : : : ; wnn):
If E(nW ) is a tensorial construction on nW , then E(nW ) is equipped with two bases
E(nw) and E( ~nw). For example, Sm(nw) and Sm( ~nw) are two bases of Sm(nW )
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and we keep in mind that the rst vector of Sm( ~nw) is Sm_.
If E(nW ) is a tensorial construction on nW which is given under the form of direct
sum of tensorial constructions on nW , for example
E(nW ) = E1(nW )    Ep(nW ) (y)
where p is an integer  1, we will consider the two following bases of E(nW ):
(i) The \natural" basis E(nw) deduced from nw and from (y), i.e.
E(nw) = E1(nw)    Ep(nw):
(i) The basis ~E( ~nw) deduced from E( ~nw), replacing the rst vector, E1(_), of
E( ~nw), by the vector E(_) = E1(_)      Ep(_). Therefore Td(nW ) is
equipped with the \natural" basis Td(nw) and with the basis ~Td(~nw), whose
the rst vector will be denoted by
Td(_) =
dX
m=0
Sm _ :
Of course ~E( ~nw) = E( ~nw) if p = 1 and E = E1, but we choose the notation
~E( ~nw) in this case.
 Change of bases. Let
e = (e1; : : : ; en)
be another basis of W and let P = (pij)1i;jn be the transformation matrix
of e to w. E(e) and E(w) are then two bases of the construction E(W ). There
exists a square matrix ME , of order dimE(W ), whose coecients are universal
polynomials with coecients in Q, in the n2 + 1 variables Xij ; (det(Xij)−1), such
that the transformation matrix, E(P ), from the basis E(e) to the basis E(w) is
obtained by evaluating the polynomials of ME at the point (pij)1i;jn, in other
words:
ME 2MatdimE(W );dimE(W )

Q

Xij ;
1
det(Xij)

and E(P ) = ME(P ):
If E(W ) is a tensorial construction on nW , then ~E( ~nw) is also a basis of E(nW ). In
the same way there exists a square matrix ~ME , of order dimE(W ), whose coecients are
universal polynomials with coecients in Q, in the n2 + 1 variables Xij ; (det(Xij)−1),
such that the transformation matrix, ~E(P ), from the basis E(ne) to the basis E( ~nw) is
obtained by evaluating the polynomials of ~ME at the point (pij)1i;jn, in other words:
~ME 2MatdimE(W );dimE(W )

Q

Xij ;
1
det(Xij)

and ~E(P ) = ~ME(P ): (2.2)
(We will not consider the transformation matrix from the basis E(~ne) to the basis
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E(~nw).) For example, if E(nW ) = nW , we have:
MnW =
0BBBBBBBBBBBBBBBBBBB@
X11 X12    X1n 0 0    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
Xn1 Xn2    Xnn 0 0    0    0 0    0
0 0    0 X11 X12    X1n    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0    0 Xn1 Xn2    Xnn    0 0    0
0 0    0 0 0    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0    0 0 0    0    X11 X12    X1n
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0    0 0 0    0    Xn1 Xn2    Xnn
1CCCCCCCCCCCCCCCCCCCA
whereas
~MnW =
0BBBBBBBBBBBBBBBBBBB@
X11 X12    X1n 0 0    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
Xn1 Xn2    Xnn 0 0    0    0 0    0
X12 0    0 X11 X12    X1n    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
Xn2 0    0 Xn1 Xn2    Xnn    0 0    0
X13 0    0 0 0    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
X1n 0    0 0 0    0    X11 X12    X1n
...
...
...
...
...
...
...
...
...
...
...
...
...
Xnn 0    0 0 0    0    Xn1 Xn2    Xnn
1CCCCCCCCCCCCCCCCCCCA
:
Remark 2.1. If the tensorial construction E(W ) is obtained from W without using the
dual, then the elements of ME no longer depend on the \last variable" det(Xij)−1, they
are therefore universal polynomials in the (Xij)1i;jn’s, with rational coecients.
2.2.3. the connections
Let K be the Picard{Vessiot eld associated to the k-vector space with connection
(W;r). Keeping the notation of Section 2 W sol designates the C-vector space of the
elements of W ⊗K, horizontal for the connection, in other words:
W sol = fv 2W ⊗K=rv = 0g:
Let
v = (v1; : : : ; vn)
be a bases of W sol. According to the wronskian lemma, v ⊗ 1 is a basis of the K-vector
space W sol ⊗K, which is then K-isomorphic to W ⊗K. Therefore, W ⊗K comes with
the two bases v ⊗ 1, dened over C, and e⊗ 1 dened over k. Let
U = (yij)1i;jn
denote the transformation matrix from the bases e ⊗ 1 to the basis v ⊗ 1. It is the
fundamental matrix of solutions of (W;r).
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As we said in Section 2, the tensorial construction E(W ) on W is naturally equipped
with a connection and we have: E(W )sol ’ E(W sol). So, E(W ) ⊗ K is isomorphic to
E(W ⊗K) and is equipped with the basis
E(e)⊗ 1 and E(v)⊗ 1
and the transformation matrix of the rst to the second basis is
ME(U):
For example, if E(W ) = nW , the transformation matrix from the basis ne to the basis
nv in E(W )⊗K, is
MnW (U) =
0BBBBBBBBBBBBBBBBBBBB@
y11 y12    y1n 0 0    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
yn1 yn2    ynn 0 0    0    0 0    0
0 0    0 y11 y12    y1n    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0    0 yn1 yn2    ynn    0 0    0
0 0    0 0 0    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0    0 0 0    0    y11 y12    y1n
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0    0 0 0    0    yn1 yn2    ynn
1CCCCCCCCCCCCCCCCCCCCA
:
For the construction E(nW )⊗K, we have also dened the basis ~E(~nv⊗ 1) (respectively
~E(~nv)⊗1) and the transformation matrix ~E(nU) from E(ne)⊗1 to E(~nv⊗1) (respectively
to ~E(~nv)⊗1) is obtained by evaluating the universal polynomials of the matrix ~ME(nW ) 2
MatdimE(W );dimE(W )(Q[Xij ; 1det(Xij) ]) at the point (yij).
For example, if E(nw) = nW , we have:
ne = (e11; : : : ; enn) and ~nv = (_; v21; : : : ; vnn);
with
_ = v11 + v21 +   + vnn:
The transformation matrix of ne to ~nv is then
~MnW (U) =
0BBBBBBBBBBBBBBBBBBBB@
y11 y12    y1n 0 0    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
yn1 yn2    ynn 0 0    0    0 0    0
y12 0    0 y11 y12    y1n    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
yn2 0    0 yn1 yn2    ynn    0 0    0
y13 0    0 0 0    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
y1n 0    0 0 0    0    y11 y12    y1n
...
...
...
...
...
...
...
...
...
...
...
...
...
ynn 0    0 0 0    0    yn1 yn2    ynn
1CCCCCCCCCCCCCCCCCCCCA
:
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Hereafter,
L is an element of order n in k[@].
KL is the Picard{Vessiot eld associated to L.
G is the dierential Galois group associated to L.
V is the k-vector space of dimension n equal to ( k[@]k[@]L )
.
h is the class of an element h of k[@] in k[@]k[@]L ).
r is the connection dened on V by rh = @h. If E(V ) is a tensorial construction on V ,
we also write r for the connection naturally dened on E(V ).
e = (1; @; : : : ; @n−1

) the canonical basis of V ,! V ⊗KL.
(e11; : : : ; enn) is the basis ne of nV .
v = (v1; : : : ; vn) is a basis of V sol ,! V ⊗KL.
(v11; : : : ; vnn) is the basis nv of nV sol.
_ is the vector of nV sol dened by _ = v11 + v21 +   + vnn.
~nv = (_; v21; : : : ; vnn).
U = (yij)1i;jn is the transformation matrix from the basis, e ⊗ 1 to the basis v ⊗ 1,
of V ⊗ KL. We know then that U is a fundamental matrix of solutions of Ly = 0, i.e.
y11; : : : ; y1n are elements of KL, solutions of the dierential equation Ly = 0, and for
any i 2 f1; : : : ; n− 1g and any j 2 f1; : : : ; ng we have: yi+1;j = @yi;j .
When we consider a homogeneous polynomial P of degree d of k[Xij ]1i;jn we look
at it as an element
L 2 Sd(nV )
whose coordinates in the basis Sd(ne) are, modulo binomial coecients, the coe-
cients of the polynomial P (having ordered the Xij ’s in the same way that we have
ordered the eij ’s). The evaluation of the polynomial P at the point (yij)1i;jn of
Kn
2
L is understood then as a value of the linear form L of Sd(nV ) ,! Sd(nV ) ⊗
KL ’ Sd(nV sol) ⊗ KL at the vector Sd_, whose coordinates in the basis Sd(ne) are
t(yd11; dy
d−1
11 y21; : : : ;
d!
i1!in2 !y
i1
11    yin2nn ; : : : ; ydnn) (with i1 +   + in2 = d). We have:
P (yij) = L(Sd_):
Suppose P is a polynomial of degree d which is not homogeneous, writing it as a sum
of its homogeneous components, we will consider it as an element L of Td(nV ) and the
scalar P (yij) of KL will be read as the value of L at the vector Td(_). We have:
P (yij) = L(Td(_)):
3. From Invariants to Algebraic Relations
3.1. invariant tensors
Definition 3.1. Let ’ be a tensor of a tensorial construction E(V sol) on V sol. The
group G acts naturally on E(V sol). We say that ’ is a G semi-invariant tensor if the line
C’ is stable under G. In this case, for any  in G, we have: (’) = ’,  2 C and
the map  7!  is a character of G called the weight of the semi-invariant ’.
We say that ’ is a G invariant tensor if for any  in G we have (’) = ’.
Finally we say that ’ is a G invariant in the sense of classical Invariant Theory, or, in
a more simple way, that ’ is a G invariant, if ’ is a polynomial in m vector variables of
V sol with coecients in C, in other words an element of C[Xij ; 1  i; j  m], invariant
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under G. We consider such a ’ to be an invariant tensor of a construction on V sol of
type Td(mV sol).
3.2. invariant tensors and differential Galois group
Let E(V ) be a tensorial construction on V of dimension N . As we stated, in Section 2,
there exists an isomorphism of C-vector spaces between E(V )sol and E(V sol), compatible
with the connection dened on E(V ), according to which any horizontal vector ’ in
E(V )sol admits coordinates t(1; : : : ; N ) 2 KNL , respectively t(1; : : : ; N ) 2 CN , in
the basis E(e)⊗ 1, respectively E(v)⊗ 1, of E(V )⊗KL.
For a start we have two possible actions on ’:
 The natural action of G on the tensor ’, element of a tensorial construction of the
representation V sol of G.
 The action of the dierential Galois group G on the horizontal vector ’ which is
given by:
8 2 G; ’ =t ((1); : : : ; (N ))
where we have identied the vector ’ with its coordinates in the basis E(e)⊗ 1.
These two representations, E(V )sol and E(V sol), are in fact two isomorphic repre-
sentations of G, which we will identify as such in the following.
Assume now that ’ is a G invariant tensor in E(V sol). Then,
8 2 G; 8i 2 f1; : : : ; Ng; (i) = i
so
i 2 k:
So, the element ’ in E(V ) ⊗KL belongs to E(V )(k). As the converse is obvious we
have the following proposition.
Proposition 3.1. Let E(V ) be a tensorial construction on V , and let ’ be a horizontal
element in E(V )⊗KL, i.e. ’ 2 E(V sol). Then, the vector ’ is a G invariant tensor, i,
’ 2 E(V )(k) \ E(V )sol.
3.3. invariant tensors and algebraic relations
Let E(V ) be a tensorial construction on V of dimension N obtained without using
the dual , and let ’ be an invariant tensor of E(V ) ⊗ KL. Let t(1; : : : ; N ) and
t(1; : : : ; N ) be the coordinates of ’ in the bases E(e)⊗1 and E(v)⊗1 of E(V )⊗KL.
It follows from Proposition 1 that 8i 2 f1; : : : ; Ng; i 2 k. The transformation matrix
from the basis E(e)⊗ 1 to the basis E(v)⊗ 1 is ME(U), so we have the relation:
(1; : : : ; N )ME(U) = (1; : : : ; N )
which we shall rather write:
tME(U)
0B@ 1...
N
1CA =
0B@ 1...
N
1CA :
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The entries of the matrix tME(U) are algebraic expressions in the (yij)1i;jn, so we
obtain N algebraic relations, with coecients in k, among the entries of the fundamental
matrix of solutions (yij)1i;jn. To make these relations more explicit, we introduce the
polynomials P1; : : : ; PN in k[Xij ] dened as follows:0B@ P1(Xij)...
PN (Xij)
1CA =t ME(X)
0B@ 1...
N
1CA−
0B@ 1...
N
1CA : (?)
For any l 2 f1; : : : ; Ng, we have: Pl(yij) = 0.
Therefore we associate N polynomials of k[Xij ] which vanish at the point (yij) 2 Kn2L ,
to the invariant tensor ’.
If we express the invariant tensor ’ relative to two bases of E(V )⊗KL, one, say (v)0 ,
dened over E(V sol)(C), the other, say (e)
0
, dened over E(V )(k), we obtain a relation
analogous to (?) which denes polynomials Q1; : : : ; QN . The vector space E(V ) ⊗K is
then equipped with the following four bases:
(v)
0
and E(v) ⊗ 1 (dened over E(V sol)(C)) in one hand, and (e)0 and E(e) ⊗ 1
(dened over E(V )(k)) in the other hand.
By denition the polynomials P1; : : : ; PN (respectively Q1; : : : ; QN ) come from the
expression for the invariant ’ in the basis E(v)⊗ 1 and E(e)⊗ 1 (respectively (v0) and
(e
0
)).
Considering the matrix obtained by the change of bases from (v)
0
to E(v) ⊗ 1 and
the change of basis (e)
0
to E(e) ⊗ 1, we check that the ideal (Q1; : : : ; QN ) of k[Xij ]
generated by Q1; : : : ; QN equals the ideal (P1; : : : ; PN ), and we denote by I’ this ideal,
which depends only on the invariant ’ and not on the basis in which ’ is expressed.
When E(V ) is a construction of type Td(nV ), i.e. when ’ is an invariant in the
classical sense, we choose Td(ne) ⊗ 1 and ~T ( ~nv) ⊗ 1 as bases of Td(nV ) ⊗ KL. The
relation (?) is then written replacing tME(X) by t ~ME(X) and, in this case, the rst
polynomial obtained by (?) (i.e. P1) will play a crucial role in the following, so we will
denote it from now on by the symbol P’.
We have therefore obtained the following theorem:
Theorem 3.1. Under the hypothesis of Theorem 1.1, we associate the polynomial P’ of
I to the invariant ’.
This theorem gives a proof of the rst part of Theorem 1.1.
For example, in the case when ’ is a homogeneous invariant of degree d, we have:
P’(Xij) = (Xd11; dX
d−1
11 X21;    ;
d!
i1!    in2 !X
i1
11   Xin2nn ; : : : Xdnn)
0B@ 1...
N
1CA− 1
with 1 = ’(Sd~_).
Remark 3.1. In the terminology of Weil (1995), P’ is a rational rst integral of the
dierential system associated to L. In this paper, Weil gives an algorithm for calculating
the rational (and even liouvillian) rst integrals. Here we complete his work: we show
that these rst integrals span the ideal of all algebraic relations (with coecients in the
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ground eld) satised by the entries of a fundamental matrix of solutions of Ly = 0 (see
Theorem 4.2).
Remark 3.2. Let P be a polynomial in k[Xij ] whose associated linear form L 2 Td(V)
is a horizontal vector of Td(V ) ⊗ KL, i.e. L2 Td(V sol). Then L is a G invariant
(Proposition 3.1) and we have: PL = P − P (yij). In particular, if P (yij) = 0, then
PL = P .
Remark 3.3. By convention, S0(V sol) = C and S0(V ) = k and any element  of
S0(V sol) is a G invariant. We can easily check that P = 0.
Remark 3.4. As we have said the ideal I’ does not depend on the basis we have chosen
to express ’, but if ’ is a G invariant (in the classical sense), then the choice of Td(ne)
and ~T ( ~nv) allows us in the following to consider only the rst polynomial P1 = P’ of I’,
which depends on the choice of the basis, instead of the N polynomials P1; : : : ; PN (see
Theorem 4.2).
4. From an Algebraic Relation to Invariants
4.1. the Hilbert theorem
Let us start by recalling the rst theorem of classical Invariant Theory (see, for exam-
ple, Mumford (1976) or Springer (1977)).
Theorem 4.1. Let ~G be an algebraic reductive group dened over C and let W be a C
space representation of G of dimension m. Let S[mW ] ~G denote the set of the polynomials
in m-vector variables and invariants under ~G. Then S[mW ] ~G is a C-algebra of nite type.
Remark 4.1. Since the action of ~G is homogeneous, we can choose a basis of S[mW ] ~G
consisting of homogeneous invariants.
We will also need the following lemma.
Lemma 4.1. Let P be a polynomial in k[Xij ] of degree d and let L be a linear form over
Td(V ) associated to it. If P is complex valued when evaluated at any fundamental system
of solutions of Ly = 0, then L2 Td(V sol) and L is then an invariant of G.
Proof. Let (~yij) be a fundamental matrix of solutions of Ly = 0 and let ~_ be the vector
in nV sol whose coordinates in the basis ne are t(~y11; : : : ; ~ynn). By hypothesis P (~yij) 2 C,
in other words
L(Td(~_)) 2 C. 2
Dierentiating this relation, we obtain:
(rL)(Td(~_)) + L(r(Td(~_))) = 0:
Since Td(~_) is a horizontal vector of Td(nV ) ⊗ KL, we have r(Td(~_)) = 0. Therefore
the linear form rL is associated to a polynomial Q which vanishes at any fundamental
system of solutions of Ly = 0 (Q(~yij) = (rL)(Td(~_)) = 0) so Q is identically zero.
This implies that rL= 0 since the coordinates of rL in Td(ne) are, modulo constants,
716 E. Compoint
the coecients of polynomial Q. Therefore L2 Td(nV )(k) \ Td(nV sol) and so L is an
invariant of G.
4.2. how any algebraic relation comes from invariants
Let I denote the ideal of algebraic relations, with coecients in k, among the entries
of the fundamental matrix (yij) of solutions of Ly = 0, i.e. I = fP 2 k[Xij ]=P (yij) = 0g.
The previous Theorem 4.1 allows us to determine a system of generators of I, when G is
reductive and unimodular. We recall the notation P’ from Section 3.
Theorem 4.2. Let L be an operator of order n in k[@] whose (yij)1i;jn is a funda-
mental matrix of solutions associated to L and let G be its dierential Galois group. We
assume that G is a reductive group. Consider the action of G on the C-vector space of so-
lutions of Ly = 0 and let S[nV sol]G denote the algebra of G invariants under this action.
Let (’1; : : : ; ’r) be a basis of S[nV sol]G consisting of homogeneous polynomials (see The-
orem 3.1). Then the ideal I of algebraic relations with coecients in k among the entries
of the matrix (yij) contains the ideal (P’1 ; : : : ; P’r ), generated in k[Xij ] by the polyno-
mials P’1 ; : : : ; P’r . Moreover if G is contained in SL(n;C), then I = (P’1 ; : : : ; P’r ).
Proof. We will rst prove that if P 2 I, then there exist G invariants  1; : : : ;  l such
that P 2 (P 1 ; : : : ; P l). Afterwards we will prove that if  is a G invariant, then
P 2 (P’1 ; : : : ; P’r ). This will complete the proof since we have seen in Section 3 that
(P’1 ; : : : ; P’r )  I. 2
For this we will use essentially Theorem 3.1 and the following property: let E(nV )
be a tensorial construction on nV . If det(yij) 2 k, then the entries of the transformation
matrix from the basis E(ne)⊗1 to the basis E(nv)⊗1 are polynomials with coecients
in k in the yij ’s, i.e. elements of S(nv)
 ⊗K ’ S(nvsol) ⊗K (see Remark 2.1).
Let P be a nontrivial element in I of degree d. Then the linear form over Td(nV ), L,
associated to P , vanishes at the vector Td(~_) in Td(nV sol). Consider the k subspace W 
of Td(nV ) consisting of the linear forms of Td(V ) which vanish at dm=0Sm~_, i.e.
W  = fl 2 Td(nV )=l(Td(~_)) = 0g:
Let r denote the natural connection on Td(V )⊗KL and let l be an element of W . By
denition we have:
(rl)(Td(~_)) = @(l(Td(~_))− l(r(Td(~_))):
Since Td(~_) 2 Td(V sol), the vector r(Td(~_)) is zero and by hypothesis l(Td(~_)) = 0, so
(rl)(Td(~_)) = 0. This proves that W  is stable under the connection. For any tensorial
construction E(V ) on V , the dierential Galois theory establishes a one-to-one corre-
spondence between the subconnections in E(V ), and the subspaces in E(V sol) stable
under G (Bertrand, 1985, p. 83; or Martinet and Ramis, 1990). Then there exists a C
subspace W sol in Td(nV sol), stable under G, such that
W  ⊗K ’W sol ⊗K:
Let p = dimCW sol = dimkW  and let N = dimCTd(nV sol) = dimkTd(nV ).
(a) p = 1: In this case W  = kL and W sol = C’ with ’ = mL where m is an element
of KL. As the line W sol is stable under G, ’ is a G semi-invariant associated to a weight
that we denote by . As G is supposed to be reductive there exists a semi-invariant in
the dual of Td(nV sol) associated to the weight −1 (Borel, 1991, p. 169). Moreover, G
Dierential Equations and Algebraic Relations 717
is a subgroup of SL(n;C), so the representation Td(nV sol) is also unimodular and the
dual representation of Td(nV sol)
 is isomorphic to the representation N−1Td(nV sol
) of
G. Then there exists in N−1Td(nV sol)
 a G semi-invariant tensor w associated to the
weight −1.
Let t(f1; : : : ; fN ) 2 kN be the coordinates of L in Td(ne), so the coordinates of ’ in
this basis are t(mf1; : : : ;mfN ) and as ’ is a G semi-invariant we have @mm 2 k. In the
same way the coordinates of w in N−1Td(ne)
 are written t(tg1; : : : ; tgN ) with gi 2 k
and mt 2 k, since ’⊗  is an invariant. Moreover, by hypothesis we have:
’(Td(~_)) = 1
m
L(Td(~_)) = 0
so the rst coordinate of ’ in the basis ~Td( ~nv) equals zero. Therefore the semi-invariants
’ and w dene the following algebraic relations with coecients in the extension k(m) =
k(t) of k:
mt ~MTd(U)
0BBB@
f1
f2
...
fN
1CCCA =
0BBB@
0
2
...
N
1CCCA
and
tt ~MN−1Td(U)
0BBB@
g1
g2
...
gN
1CCCA =
0BBB@
a1
a2
...
aN
1CCCA
where t(0; 2; : : : ; n) 2 CN and t(a1; : : : ; aN ) 2 CN are, respectively, the coordinates
of ’ and w in the basis ~Td( ~nv) and N−1 ~Td( ~nv). The polynomials associated to these
semi-invariants are then dened by:0BBB@
P1
P2
...
PN
1CCCA =
0BBB@
mP1 = mP
mP2 − 2
...
mPN − N
1CCCA = mt ~MTd(X)
0BBB@
f1
f2
...
fN
1CCCA−
0BBB@
0
2
...
N
1CCCA 2 k(m)[Xij ]N
and0BBB@
Q1
Q2
...
QN
1CCCA =
0BBB@
tQ1 − a1
tQ2 − a2
...
tQN − aN
1CCCA = tt ~MN−1Td(X)
0BBB@
g1
g2
...
gN
1CCCA−
0BBB@
a1
a2
...
aN
1CCCA 2 k(t)[Xij ]N :
Let w be any basis of V sol associated to a fundamental matrix of solutions Z = (zij)
of Ly = 0. The coordinates of ’ in ~Td( ~nw) are complex numbers t(1; : : : ; n) and we
have the following relation:
mt ~MTd(Z)
0BBB@
f1
f2
...
fN
1CCCA =
0BBB@
1
2
...
N
1CCCA
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which we prefer to write as follows0BBB@
mP1(zij)
mP2(zij)
...
mPN (zij)
1CCCA =
0BBB@
1
2
...
N
1CCCA :
Therefore the polynomials mP1; : : : ;mPN take complex values when evaluated at any
fundamental matrix of solutions (zij)1i;jN of Ly = 0. In the same way we obtain that
8l 2 f1; : : : ; Ng, tQl(zij) 2 C.
Now consider the invariant ’⊗w whose coordinates in the bases ~Td( ~nv) ⊗ N−1 ~Td
( ~nv) and Td(ne) ⊗ N−1Td(ne) of Td(nV ) ⊗ N−1Td(V ) ⊗KL are, respectively,0BBB@
f1
f2
...
fN
1CCCA⊗
0BBB@
g1
g2
...
gN
1CCCA
and 0BBB@
0
2
...
N
1CCCA⊗
0BBB@
a1
a2
...
aN
1CCCA
and the transformation matrix from the rst basis to the second is t ~MTd(U)⊗t ~MN−1Td(U).
So the invariant ’ ⊗ w gives the ideal I’⊗w of k[Xij ] generated by the polynomials
R11; R12; : : : ; RNN with coecients in k and dened by:
R1;1 = mtP1Q1; : : : ; R1;N = mtP1QN ; R2;1
= mtP2Q1 − 2a1; : : : ; RN;N = mtPNQN − NaN :
Therefore the polynomials R1;1; : : : ; RN;N have the same properties as the polynomials
mP1; : : : ;mPN and tQ1; : : : ; tQN : for any fundamental system of solutions (zij) of Ly =
0, and for any pair of integers (a; b) in f1; : : : ; Ng2 we have: Ra;b(zij) 2 C.
So it follows from Lemma 1 that the linear form la;b associated to Ra;b and dened on
Td(V sol) ⊗ N−1Td(V sol) is a G invariant and since Rab(yij) = 0, we have Rab = Plab
(see Remark 3).
On the other hand there exists at least one pair of indices (i0; j0) 2 f1; : : : ; Ng2 such
that i0ai0 6= 0 (because ’ and w are dierent from zero). For example, assume that
2a3 6= 0. We have:
R1;3 = mtP1Q3 = mtPQ3
and
R2;3 = mtP2Q3 − 2a3:
It follows that
0 = mtQ3
 P P2P P2
 =  P P2mtPQ3 mtP2Q3
 = R1;3P2 − P (R2;3 + 2a3):
Since 2a3 6= 0, we have P 2 (R1;3; R2;3). So, as expected, P is an element in a polynomial
ideal in k[Xij ] whose generators fR1;1; : : : ; RN;Ng = fPl11 ; : : : ; PlNN g are deduced from
G invariants.
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(b) p  2: Let (l1 =L,l2; : : : ; lp) be a basis of W , and let (w1; : : : ; wp) be a basis
of W sol. Let B 2 GL(p;KL) denote the transformation matrix from the rst basis
to the second. Since W sol is G stable, the line p(W sol) is G stable and the vector
 = w1 ^    ^ wp = (detB)l1 ^    ^ lp is a G semi-invariant associated to a weight, say
. Let
N
0
=

N
p

= dimpTd(V sol

)
and let s =

N − 1
p− 1

.
From the denition of W , for any i 2 f1; : : : ; pg, we have li(Td(~_)) = 0, so also
wi(Td(~_)) = 0, because wi is a linear combination of l1; : : : ; lp with coecients in KL.
Then  vanishes at any p-vector of type Td(~_) ^ u2 ^    ^ up, where u2; : : : ; up are
vectors in Td(nV sol); the coordinates of  in the basis p ~Td( ~nv) are then of type
t(0; : : : ; 0| {z }
s
; s+1; : : : ; N 0 ) and at least one of the i is nonzero because  is nontriv-
ial. Let A be the N  p matrix with coecients in k of coordinates of (l1; : : : ; lp) in the
basis Td(ne). Then the coordinates of  in pTd(ne) are (detB)pA. Let g = detB.
According to the previous procedure, the polynomials (with coecients in the extension
k(detB) of k) associated to the G semi-invariant  are then:
(detB)p:t ~MTd
pA−
0BBBBBBBB@
0
...
0
s+1
...
N 0
1CCCCCCCCA
= (detB)p[t ~MTdA]−
0BBBBBBBB@
0
...
0
s+1
...
N 0
1CCCCCCCCA
:
Let
t ~MTdA = (Pij) 1  i  N
1  j  p
2 k[Xij ]N  k[Xij ]p:
By construction the rst column of A consists of the coordinates of the linear form L
associated to P , so P11 = P .
Let  denote the semi-invariant in N
0−1(pTd(nV sol)) associated to the weight −1
(whose existence is assured by the hypothesis that G is reductive and unimodular) and
let
hQ1 − a1; : : : ; hQN − aN
be the polynomials associated to  . We have: gh 2 k, Qs 2 k[Xij ] and as 2 C.
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Now consider the tensor  ⊗ . It is a G invariant tensor. So it denes the ideal I ⊗ in
k[Xij ] contained in I. A system of generators is given by the following N
02
polynomials:
R1;1 = gh

P11    P1p
...
...
Pp1    Ppp
Q1; : : : ; Rs;N 0 = gh

P11    P1p
PN−p;1    PN−p;p
...
...
PN1    PNp
QN
0 ;
Rs+1;1 = gh

P21    P2p
...
...
Pp+1;1    Pp+1;p
Q1 − s+1a1; : : : ;
RN 0 ;N 0 = gh

PN−p+1;1    PN−p+1;p
...
...
PN1    PNp
QN 0 − N 0aN 0 :
As in the case when p = 1, we can prove that the polynomials R1;1; : : : ; RN 0 ;N 0 are
associated to the linear forms  1;1; : : : ;  N 0 ;N 0 in TN 02 (nV
sol) which are G invariants.
Now we prove that P 2 I ⊗ = (R1;1; : : : ; RN 0 ;N 0 ) = (P 1;1 ; : : : ; P N0 ;N0 ). As before,
at least one of the iaj is nonzero, assume this time that sa1 6= 0. We then consider
the matrix: 2666664
P11 P11    P1p
P21 P21    P2p
...
...
...
Pp1 Pp1    Ppp
Pp+1;1 Pp+1;1    Pp+1;p
3777775 :
This matrix has two identical columns so its determinant is zero. Multiplying this deter-
minant by ghQ1 and expanding it with respect to the rst column we obtain:
(−1)pPp+1;1R1;1 + (−1)p+1Pp1R2;1 +   + P (Rs+1;1 + sa1) = 0:
As sa1 6= 0, we deduce that:
P = − 1
sa1
(PRs+1;1 +   + (−1)pPp+1;1R1;1):
So P 2 I ⊗. Therefore for any polynomial P of I we have found the G invariants
 1; : : : ;  N 02 such that P 2 (P 1 ; : : : ; P N02 ).
Now it remains to check that if ’ is aG invariant, then P’ lies in the ideal (P’1 ; : : : ; P’r ),
where ’1; : : : ; ’r are as dened in Theorem 4.1.
If  2 C, then P’ = P’ and since a homogeneous component of an invariant is an
invariant, it is enough to check whether a and b are two homogeneous G invariants, then:
(i) Pa+b  (Pa; Pb)
(ii) Pab  (Pa; Pb)
where a + b and ab are, respectively, the invariant sum and product of a and b in the
symmetric algebra of nV sol.
Let d and d
0
be the degree of a and b, respectively, and suppose that d
0
< d (respectively
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that d = d
0
). By denition, we have:
Pa(Xij) =

Xd11; dX
d−1
11 X21; : : : ;
d!
i1! : : : in2 !
Xi111 : : : X
in2
nn ; : : : X
d
nn
0B@ 1...
N
1CA− a(Sd~_)
and
Pb(Xij) =
 
Xd
0
11; d
0
Xd
0−1
11 X21; : : : ;
d
0
!
i1! : : : in2 !
Xi111 : : : X
in2
nn ; : : : X
d
0
nn
!0B@ 1...
N 0
1CA− b(Sd0 ~_)
where t(1; : : : ; N ) and t(1; : : : ; N 0 ) are, respectively, the coordinates of a and b in
the bases Sd(ne) and Sd
0
(ne). Writing the coordinates of a+ b in Sd(ne)  Sd0 (ne)
(respectively, in Sd(ne) if d
0
= d) we obtain that
Pa+b = (Xd11; dX
d−1
11 X21; : : : ; X
d
nn; X
d
0
11; d
0
Xd
0−1
11 X21; : : : X
d
0
nn)
0BBBBBBBB@
1
...
N
1
...
N 0
1CCCCCCCCA
−(a+ b)(Sd~_  Sd0 ~_)
respectively that
Pa+b = (Xd11; dX
d−1
11 X21; : : : ; X
d
nn; )
0B@ 1 + 1...
N + N
1CA− (a+ b)(Sd~_):
If d
0
= d.
In other words:
Pa+b = Pa + Pb 2 (Pa; Pb):
Let  = a(Sd_) and let  = b(Sd0_) and suppose now that d0  d. A computation
analogous to that of Schartz (1981, p. 62), shows that the coordinates of ab in the dual
basis Sd+d
0
(ne) of Sd+d
0
(ne) are
d+ d
0
d
t
(11; 12 + 21; : : : ; NN 0 )
and
(ab)(Sd+d
0
_) =

d+ d
0
d

a(Sd_)b(Sd
0
_) =

d+ d
0
d

:
Therefore,
Pab(Xij) =

d+ d
0
d

(Xd+d
0
11 ; (d+ d
0
)Xd+d
0−1
11 X21; : : : ; X
d+d
0
nn )

0BBB@
11
12 + 21
...
NN 0
1CCCA− (ab)(Sd+d0_):
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In other words:
Pab =

d+ d
0
d

(Pa + )(Pb + )−

d+ d
0
d


Pab =

d+ d
0
d

(PaPb + Pb + Pa):
So Pab 2 (Pa; Pb). This completes the proof of Theorem 4.2.2
5. Algorithm and Example
5.1. algorithm
Let Q be the algebraic closure of the rational numbers. Let Ly = 0 be a linear dier-
ential equation of order n with coecients in k = Q(z). We suppose that its dierential
Galois group G is reductive and unimodular.
We give an algorithm for the construction of a system of generators of the ideal of the
algebraic relations with coecients in k among the entries of a fundamental matrix of
solutions of Ly = 0, starting from the data of a bound for the generators of S[nV sol]
G
.
Let M be such a bound. We take the notation of Section 2.
1. For each d  M , calculate a Q-basis for the rational horizontal vectors ’ of
Sd(nV ) ⊗ K (Van Hoeij and Weil, 1996; Singer, 1991). Let N = dimSd(nV )
and let (1; : : : ; N ) 2 kN be the entries of ’.
2. Let z0 be a regular point of Ly = 0 at which none of the entries of the ’ have
a pole. For each ’, let Q’(X11; : : : ; Xnn) be the polynomial of k[Xij ] dened by
Q’(X11; : : : ; Xnn) = 1Xd11 + d2X
d−1
11 X21 +    + nXdnn. If we evaluate each of
the coecients of the polynomial Q’ at z0 and let Xij = i;j , we obtain a constant
c’ (i;j = 1 if i = j, and 0 if not). Then the polynomial P’ dened in Section 3
and associated to the invariant ’ is given by P’ = Q’ − c’. The polynomial P’
vanishes on the fundamental matrix (yij) of solutions of Ly = 0 corresponding to
the initial conditions yij(z0) = i;j .
3. Let I be the ideal of algebraic relations with coecients in k among the yij ’s.
According to Theorem 4.2, the polynomials P’ are generators of I.
Remark 5.1. In Compoint and Singer (1997) we show how to bound the degree of gen-
erators of the invariants of the Galois group of a completely reducible equation. Then we
show how one can use this bound together with the results of the present paper to give an
eective presentation of the Picard{Vessiot extension of Q(z) associated to a completely
reducible dierential operator and show how this can be used to characterize the Galois
group of this extension.
5.2. example
Let a11; a12; a21; a22 be four elements of k = C(z). Consider the following dierential
system
Y
0
= AY (1)
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where
A =
0@ 2a11 a12 02a21 a11 + a22 2a12
0 a21 2a22
1A :
Let G be the Galois group associated to the dierential system (1). Let (V0;r) be a
k-vector space of dimension 2 which admits a basis
e = (e1; e2)
in which the connection matrix is the matrix A0 dened by
A0 =

a11 a12
a21 a22

:
Therefore in the basis:
e = (e1;e2;e3) = (e21; e1e2; e
2
2)
of the k-vector space V = S2V0, it is clear that the connection matrix associated to r is
the matrix A.
Let
U0 =

y11 y12
y21 y22

be a fundamental system of solutions of the dierential system
Y
0
= A0Y: (0)
Then,
(v1; v2) = (y11e1 + y21e2; y12e1 + y22e2)
is a basis of V sol0 , and we can choose the following matrix
U = S2U0 =
0@ y211 y11y12 y2122y11y21 y11y22 + y21y12 2y12y22
y221 y21y22 y
2
22
1A = (zij)
as a fundamental system of solutions of (1). This matrix U corresponds to the basis
v = (v1;v2;v3) = (v21 ; v1v2; v
2
2)
of V sol.
We assume that the dierential Galois group associated to (0) is SL(2; C). Then G =
SO(3; C) = PSL2, and
detU0 = y11y22 − y21y12 = d 2 k
is the \only" relation with coecients in k satised by the elements of U0.
We will determine the ideal I of algebraic relations with coecients in k among the
zij ’s. To apply our method, we have rst to nd a basis of invariants under the action of
PSL(2;C) in the representation S(3V sol).
Let
~v = (v11;v

21;v

31;v

12;v

22;v

32;v

13;v

23;v

33)
be the basis of 3V sol equal to v  v  v and let
~e = (e11;e

21;e

31;e

12;e

22;e

32;e

13;e23 ;e

33)
denote the basis of 3V  equal to e  e  e. A basis of PSL(2;C)-invariants in the
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representation S(3V sol) is given by the determinant and the following quadratic invari-
ants:
w1 = 4v11v

31 − v212 = 4e11e31 − e212
w2 = 4  12 (v11v32 + v31v12)− v21v22 = 4  12 (e11e32 + e31e12)− e21e22
w3 = 4  12 (v11v33 + v31v13)− v21v23 = 4  12 (e11e33 + e31e13)− e21e23
w4 = 4v12v

32 − v222 = 4e12e32 − e222
w5 = 4  12 (v12v33 + v32v13)− v22v23 = 4  12 (e12e33 + e32e13)− e22e23
w6 = 4v13v

33 − v232 = 4e13e33 − e232:
where  = 1d2 2 k. For any i 2 f1; : : : ; 6g, we deduce from the invariants wi, the
polynomials Pwi in I dened in Section 3. For example,
Pw4(Xij) = (X
2
11; : : : ; 2X12X32; : : : ; X
2
22; : : : ; X
2
33)
0BBBBBBBBBBBBBBBBBBB@
0
...
0
4
0
...
0
−2
0
...
0
1CCCCCCCCCCCCCCCCCCCA
− w4(S2_)
where
S2_ = z211e211 +   + 2z12z32e12e32 +   + z222e222 +   + z233e233:
So
w4(S2_) = 8z12z32 − 2z222 = −2:
We obtain
Pw1(Xij) = 8X11X31 − 2X221
Pw2(Xij) = 4(X11X32 +X31X12)− 2X21X22
Pw3(Xij) = 4(X11X33 +X31X13)− 2X21X23 − 4
Pw4(Xij) = 8X12X32 − 2X222 + 2
Pw5(Xij) = 4(X12X33 +X32X13)− 2X22X23
Pw6(Xij) = 8X13X33 − 2X223:
We add to this list the polynomial Pdet given by the invariant det:
Pdet(Xij) = det(Xij)− d3:
Then I = (Pw1 ; : : : ; Pw6 ; Pdet).
Remark 5.2. See Compoint (1996) for another example.
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