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Foreword
The Group on Earth Observations (GEO) is a voluntary international partnership of
102 governments and 92 participating organisations which share a vision of a future
in which decisions and actions for the benefit of humankind are informed by
coordinated, comprehensive and sustained Earth observations. GEO achieves its
mission largely through self-organising communities focused on important Earth
observation domains where decision-making will benefit from data that is shared
broadly and openly. These communities form connected systems and networks,
creating a Global Earth Observation System of Systems (GEOSS). During its first
ten-year implementation period, 2005–2015, GEO identified biodiversity as a key
‘Societal Benefit Area’, resulting in the formation of the GEO Biodiversity
Observation Network, GEO BON.
As GEO moves into its second, ten-year implementation period, GEO BON is
recognised as one of its strongest communities. It has helped to mobilise and
coordinate the data and information needed for an effective response to the global
threats faced by organisms, species and ecosystems. In collaboration with inter-
national treaty bodies such as the Convention on Biological Diversity (CBD) and
the Ramsar Convention on Wetlands of International Importance, GEO BON has
worked with national conservation agencies and non-governmental organisations at
scales from regional to global. These efforts have revealed both the benefits of
working together and the challenges of such a complex, but urgent task, not least of
which is filling the remaining large gaps in data and information.
The practical experience which GEO BON has accumulated through its own
actions, and through the efforts of its network partners, is a valuable resource to
biodiversity information systems everywhere—from those just starting out in places
where there has previously been little information, to large operations holding
vii
enormous amounts of data and wishing to know how better to use it. This handbook
is a powerful resource that will provide valuable guidance to those committed to
protecting, sustaining and preserving biodiversity across the planet.
I congratulate GEO BON on creating this powerful mechanism and wish the
GEO BON community great success in each of its future endeavours.
Geneva, Switzerland Barbara J. Ryan
Executive Director: Group on Earth Observations
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Working in Networks to Make
Biodiversity Data More Available
Robert J. Scholes, Michael J. Gill, Mark J. Costello,
Georgios Sarantakos and Michele Walters
Abstract It became apparent a few decades ago that biodiversity is declining
worldwide at nearly unprecedented rates. This poses ethical and self-interested
challenges to people, and has triggered renewed efforts to understand the status and
trends of what remains. Since biodiversity does not recognise human boundaries,
this requires the sharing of information between countries, agencies within coun-
tries, non-governmental bodies, citizen groups and researchers. The effective
monitoring of biodiversity and sharing of the data requires convergence on methods
and definitions, best achieved within a relatively loose organisational structure,
called a network. The Group on Earth Observations Biodiversity Observation
Network (GEO BON) is one such structure. This chapter acts as an introduction to
the GEO BON biodiversity observation handbook, which documents some of the
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co-learning achieved in its first years of operation. It also addresses the basic
questions of how to set up a biodiversity observation network, usually consisting of
a number of pre-existing elements.
Keywords Network  Management  Biodiversity  Observations  Indicators 
EBV  Organisation
1.1 Observing Biodiversity
People have observed biodiversity—the variety of life on Earth, in all its forms and
levels (Fig. 1.1; based on Noss 1990)—throughout history. Indeed, having a deep
understanding of biodiversity was an essential element for survival for most of the
human past. The description of new species and mapping of their distribution was
an important activity in post-enlightenment science (Costello et al. 2013a). Today
there are hundreds of millions of observations of biodiversity in museums, herbaria,
databases, field notebooks and learned publications (Wheeler et al. 2012). Despite
































Fig. 1.1 The contemporary definition of biodiversity embraces three aspects of variation
(differences in composition, structure and function) and several levels of biological organisation
(from the enzyme, to the biosphere). There is not a ‘right’ level to observe biodiversity, nor a
‘right’ aspect to observe: ideally you should be capturing elements of all aspects and all levels, and
be able to move seamlessly between them. In practice, in any particular situation there will
inevitably be stronger emphases on some levels or aspects. Historically, many people considered
‘biodiversity’ to consist only of composition, at the species level. Be guided primarily by what the
users of the information need, secondly by what is observable using the available technology, and
only then by what happened to have been collected in the past. As you shift downward from the
ecosystem towards the organism and ultimately the gene, the entities with which you are dealing
become more focussed and precise, but the price you pay is a loss of information about interactions
between them and the emergent properties which arise from those interactions (Source based on
Noss 1990)
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remains inadequate to address the emerging challenges to biodiversity, human
development and planetary management (Costello et al. 2013d).
It is well known that biodiversity is in world-wide decline (Butchart et al. 2010
summarises recent evidence). This impoverishment takes the form of local and
global extinctions, but also more pervasive and subtle simplification, hollowing-out
and dominance by a few species of formerly complex, abundant and equitable
ecosystems (e.g., see Pereira et al. 2012). The resources of the Earth—land, oceans,
water, primary productivity and nutrients—are increasingly appropriated by
humans and their client species (Haberl et al. 2007). The process of human dom-
ination has been underway for nearly ten thousand years, ever since the domesti-
cation of crops and livestock, but has accelerated over the past century or two. It has
reached such proportions that we have entered the ‘Anthropocene’—the era when
human actions are the dominant Earth-shaping force (Crutzen 2002). There is little
doubt that the current and projected rate of biodiversity loss exceeds its rate of
generation. As a result, the world is getting poorer in terms of the biological
variation it supports.
The loss of biodiversity has well-established immediate causes: the loss,
degradation and fragmentation of habitat needed for the completion of life histories;
over-harvesting of organisms which have commercial value (and the collateral
damage to other organisms and ecosystems in the process); pollution of the envi-
ronment by biocides and the waste products of human activity; and competition,
predation or infection by invasive alien species deliberately or inadvertently
introduced from other parts of the world are the leading causes (SCBD 2010).
Climate change during the 21st century is projected to be high up on this list of the
causes for biodiversity loss.
The contemporary decline in diversity is not entirely without precedent. On at
least five previous occasions in the approximately five billion year history of this
living planet, biodiversity has undergone relatively abrupt decreases (Leakey and
Lewin 1995). In some cases, this has been the result of the rise to dominance of a
new group of organisms, such as the evolution of oxygen-generating algae three
billion years ago, which confined the previously dominant anaerobic bacteria to
low-oxygen niches. In other cases, it is attributed to cataclysmic events such as the
impact of an asteroid. Although previous episodes of biodiversity loss have left a
lasting imprint on the biota of the world, biodiversity overall has always recovered,
often in different forms. Disruption of the old order may even have been the
stimulus for biological innovation. For instance, the end of domination by dinosaurs
may have allowed a relatively obscure group of proto-mammals to evolve, ulti-
mately, into our own species. Why then are we concerned about the current loss of
diversity?
First, the current loss of biodiversity is just one element of an interconnected
syndrome known as ‘Global Change’. Another element is climate change, mostly
driven by human activities, including the burning of fossil fuels and release of other
waste gases. A key driver of both climate change and biodiversity loss is the
ongoing transformation of the surface of the planet due to human activities,
including agriculture, deforestation, settlements, transport infrastructure, fishing and
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mining. Underpinning these changes have been transformations in how people
organise themselves economically, politically, socially and technologically—the
accelerating processes of development, globalisation and modernisation. The fact
that biodiversity loss is intimately connected to these other momentous reorgani-
sations makes it both an indicator of change—a canary in the mine, warning of
potentially life-threatening dangers—and a key part of that change itself. It also
makes halting biodiversity loss difficult, because it requires addressing the devel-
opment expectations of billions of people.
Second, although past extinctions appear sudden (and perhaps some of them
were), the fossil record from which we derive much of our knowledge of them tends
to distort our view of their actual rate. Previous episodes of species loss may have
extended over many millions of years. The current loss of biodiversity is, by
contrast, extremely rapid. Furthermore, although biodiversity in the abstract sense
recovered from past crises, whole groups of affected species did not. From the
particular perspective of our species, we run the risk of being in the latter group.
Third, despite amazing advances in biotechnology, the loss of biodiversity in its
ultimate form (the global extinction of unique genetic lineages) remains effectively
irreversible. It represents the loss of millions of years of evolutionary experimen-
tation through mutation, adaptation and natural selection. With this loss, we lose
options for the future, and knowledge of the past and present.
Finally, there is emerging evidence that diversity itself (variety, as opposed to
the presence of one or more particular species) is important for maintaining the
productivity and stability of ecosystems, from the local to global scale (Díaz et al.
2005; Hooper et al. 2005). As humanity enters what promises to be a critical phase
of its development—the transition from a ‘weedy species’ to one in some form of
equilibrium with its environment—ensuring the resilience of the biosphere is of
crucial importance. Maintaining diversity is one element of a strategy for an
adaptive Earth.
Three broad reasons have been invoked as to why humans have a responsibility
to conserve biodiversity. The first is essentially aesthetic: the diversity of organisms
is a thing of beauty and wonder, and that is a sufficient reason to preserve them. The
second class of reasons are ethical: the desire to ensure that future generations of
humans are able to enjoy and use their natural heritage; or increasingly, a view that
organisms have unalienable rights to existence, just as humans have. The third
category is utilitarian: humans depend for their present and future well-being on the
presence and functional health of other organisms, and on the fact that those
organisms are diverse in composition, structure and function.
Whatever the combination of motivations, the desire to know biodiversity and
protect it from further loss is now widespread. It is expressed in many cultures, and
at scales from the local to the global. It takes many forms: the biodiversity-aware
actions of ordinary people, resource custodians, managers and consumers; the rise
of biodiversity-oriented organisations, especially in urban societies; the promul-
gation of laws and regulations to protect biodiversity at all levels of government,
including the proclamation of protected areas and the establishment of conservation
agencies; and the emergence of international treaties and organisations dedicated to
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biodiversity conservation. All these initiatives share a need for information to assist
them to fulfil their mandates effectively and efficiently: ‘what gets measured, gets
managed’.
Several assessments have concluded that the current state of knowledge about
biodiversity is far from adequate for the purpose of conserving it and managing it
sustainably (Walpole et al. 2009; GEO BON 2011). Many existing biodiversity
monitoring programs lack the power needed to detect and attribute trends in bio-
diversity (Legg and Nagy 2006). Even the most fundamental step, knowing what
species exist on Earth, may be at best two-thirds complete and will only be achieved
before a significant fraction goes extinct with coordinated international efforts
(Costello et al. 2013b, c, e). This book is a contribution to fixing that problem.
Better biodiversity information is essential to slow biodiversity loss and achieve a
sustainable planet. To this end, several hundred countries and organisations pooled
their skills and knowledge to form the Group on Earth Observations (GEO). One of
its areas of concern is biodiversity, and the ‘community of practice’ that arose to
help implement global data sharing on this topic is called the Biodiversity
Observation Network (BON), or GEO BON. This handbook represents the pooled
wisdom of that network.
1.2 Working Together Makes Sense
It has never been possible for any individual to know more than a tiny fraction of
the biological diversity on Earth. Therefore, the investigation of biodiversity has
always been a collaborative effort. Even Linnaeus, originator of the scientific
system for classifying biological diversity, personally knew only a few thousand
varieties and relied on a network of colleagues’ observations. We now estimate that
the total number of species on Earth runs into millions and at least hundreds of
thousands remain to be described (Costello et al. 2013b).
The species that exist within one defined area may be different from those in
another area (Gaston 2000). Thus, local experts may misapply the name of a similar
species from another region to a local endemic, or describe a local species as new to
science without realising it has been described from another region. The biological
world is spatially organised in a way that bears little relationship to how humans
have chosen to divide up the world. Considerations of political jurisdiction, culture,
language and human history are ignored by biodiversity, but often form an
impediment to the sharing of information about it. Improved communication, online
species checklists, and greater access to species descriptions should minimise such
problems and increase taxonomic efficiency (Wheeler et al. 2012; Costello et al.
2013b).
Contemporary global environmental consciousness began to emerge in the late
twentieth century. It led, in 1992, to the ‘Rio Conventions’ on climate change,
biodiversity and desertification. Each of these international treaties contains lan-
guage about the need to share information relating to the topic between countries.
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For example, the Convention on Biological Diversity (UNCBD) states, in article
17.1 ‘The Contracting Parties shall facilitate the exchange of information, from all
publicly available sources, relevant to the conservation and sustainable use of
biological diversity…’. On the tenth anniversary of the Rio meeting, one of the
outcomes of the World Summit on Sustainable Development was the realisation
that the management of globally pervasive issues required the global sharing of
pertinent data and information. This led to the formation of the voluntary associ-
ation of countries and member organisations known as GEO, dedicated to data
sharing on a range of topics deemed to be of ‘societal benefit’, including those of
biodiversity and ecosystems (GEO 2005).
The principle benefits of cooperation in the collection, sharing and coordinated
analysis of biodiversity information are self-evident, but bear repeating.
Whatever biodiversity level is under consideration—for instance gene, species or
ecosystem—often either has an extent of occurrence which goes beyond the
jurisdiction of a single organisation, or a set of influences (acting on it, or from it)
which does. Furthermore, many biodiversity elements are highly variable in space
and time, thus requiring significant effort to establish baselines and detect trends.
Therefore, even the largest and best-resourced institutions depend on information
collected and curated elsewhere.
A full accounting, which is seldom done, of the costs of biodiversity observation
and data curation would show that it represents a large historical and ongoing
expense. The benefits that flow from this outlay result from the use of the infor-
mation, not its collection. The benefits to society multiply synergistically as the
information is made available in such a way that it can be combined with other
sources of information. Even the benefits to the host organisation usually outweigh
the additional costs of making such information available: having many eyes scan it
and many minds interrogate it is better than a few.
Efficiencies in observation, storage, analysis and application can be achieved by
learning from others. The benefits of harmonisation of methods become progres-
sively greater as the degree to which information needs to be ‘interoperable’—i.e.,
visible and exchangeable between systems—increases.
1.3 Networks as an Organisational Structure
The network—defined as a relatively loose affiliation of organisations that agree to
create value by collaborating towards a common purpose while retaining their
individual mandates, resources and management—has risen to prominence as a way
of organising many activities in the modern era. A cynic might say this is because
the world has lost the appetite for creating and funding new institutions or that
networking is a way to suggest that some action has been initiated without actually
taking responsibility for ensuring that it gets done (Provan and Milward 2001).
However, if a global-scale source of biodiversity data is the desired goal, it would
be hard to achieve except via the mechanism of a network, simply because
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sampling and species identification is more cost-effective and situation-appropriate
if conducted using local and regional expertise.
A more positive view is that networks are the appropriate structure for
addressing certain categories of problems, which happen to be pervasive in the
modern era. These include complex and interconnected issues (like biodiversity
loss) in which there are many affected parties, none of whom can solve the issue by
working alone (Kickert et al. 1997). Networks are intrinsically adaptive, arguably
more so than top-down structures, despite the apparent power and responsiveness
of traditional command-and-control approaches. This paradox is explained by the
fact that centrally-directed action is only effective if the goal is clearly defined,
relatively unchanging and shared by all parties. Polymorphous, emerging and
shifting objectives are better served by a more devolved approach. Anyone who has
been part of a large, hierarchical organisation will know they have inherent inertia.
Notable examples of biodiversity networks are the Global Biodiversity
Information Facility (GBIF), Species 2000 (Roskov et al. 2013), and World
Register of Marine Species (WoRMS; Boxshall et al. 2014; Costello et al. 2014).
GBIF is a network of countries and affiliated NGOs. Species 2000’s members
publish species databases through its website, and WoRMS is a network of over
200 individual taxonomists who edit parts of a common online database. Other
forms of partnerships also exist, such as consortium agreements (e.g., FishBase)
(reviewed by Costello et al. 2014), but the most enduring initiatives are
international.
GEO BON is a ‘network of networks’. Its parent body (GEO) was formed to
catalyse a ‘coordinated, comprehensive and sustained Earth Observation’ system in
support of informed decision-making worldwide’. Like its parent body, GEO BON
is a voluntary ‘community of practice’ that serves to translate user needs in the
broad arena of biodiversity (but especially at national to global scales, where the
needs are often related to international treaties), into observational products and
services, through collaboration between the many existing biodiversity information
sources and other Earth observation systems.
Biodiversity observation, while intrinsically a collaborative activity, has not
always been achieved through networks. Even in the present time, much of the
primary work is done within centrally-managed organisations. As the scope of the
activity increases and as larger scale drivers of biodiversity change increase in
prominence, those organisations are increasingly dependent on the activities of
other organisations to effectively detect and attribute biodiversity change. It is
possible to imagine a global unitary organisation focussed on biodiversity obser-
vations, but it would almost certainly be unachievable in the foreseeable future
given issues of national sovereignty and the sheer scale of the task. To address the
urgent current needs for increased and shared biodiversity observations, some form
of collaborative network seems inevitable.
While networks are often presented as a ‘low-cost’ option involving little more
than existing efforts, they come with additional transactional costs which can be
large enough to overwhelm the benefits flowing from collaboration (Costello et al.
2014). Apparently-simple guidelines can avoid this outcome: don’t work through a
1 Working in Networks to Make Biodiversity Data More Available 7
network unless it is the most effective and achievable option for reaching the
objective; include key partners; keep the network structure simple and efficient;
ensure continuity through high-level commitment; be mindful of ensuring
value-addition exceeds incremental costs for both network members and network
funders; have well-defined roles and responsibilities; and pay close attention to
minimising the transactional costs and budgeting for them—especially the hidden
ones. The key transactional costs include the high level of communication required
in networks and the additional costs of data management across multiple platforms.
The product of the network must also be sufficiently unique, of appropriate size,
quality assured, and thus prestigious, that host institutions, individual scientists and
funding agencies will commit to its long-term support (Costello et al. 2014).
1.4 Managing Networks
Every bookstore has shelves overflowing with management texts, but few offer
useful advice on the management of networks, which is surprising given how
pervasive networks are. There are some exceptions, such as Ford et al. (2011) and,
in the context of biodiversity databases, Costello et al. (2014). The principal dif-
ference between networks and more conventional, centrally-controlled organisa-
tional forms (often referred to as ‘hierarchical’ or ‘top-down’) is the degree of direct
control which the manager has over human and financial resources. A useful way
for network managers to think of their environment is as consisting of three con-
centric spheres; a visualisation attributed to Covey (1989). The central sphere
contains the things over which they have direct, almost assured control. The next
larger one contains those things over which they can exert some influence—by
persuasion, relationship management and co-allocation of resources. The outside
sphere contains those things that are out of their control, but nevertheless have an
impact on the attainment of their objectives. The manager must be aware of trends
and events in this outer sphere, and adapt to them, without being able to change
them. Traditional management takes place almost entirely in the central sphere.
Network management occurs mostly in the middle sphere. The currency of network
management is influence and information rather than authority or power. No single
person or organisation really fully ‘owns’ or ‘controls’ a network, even if it is
centrally managed. The network looks subtly different when viewed from the dif-
fering perspective of its various partners (Ford et al. 2011). Similarly, the outcomes
of a network cannot be legitimately claimed by any single participant. There is
usually a trade-off in organisational structures between efficiency—which comes
with centralisation—and innovation, which benefits from more distributed
approaches such as networking.
The distinction between ‘standardisation’ and ‘harmonisation’ of data collection,
storage and exchange follows from this understanding of what is under direct
control, and what can be influenced (and can influence you), but not controlled.
Within networks, ‘harmonisation’ is often achievable where rigid ‘standardisation’
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is not. Fortunately, for most purposes harmonisation is sufficient. Within a unitary
organisation, it is usually possible and preferable to insist on a single method
(‘standard’), but precisely because of this legacy, it is generally unreasonable to
expect other organisations to abandon their standards in favour of yours. The
solution is to permit network partners to continue, as far as possible, to apply their
own approaches, but to (1) ensure those methods are explicit and visible; (2) work
out how the various combinations of standards within the network relate to one
another, in order to allow inter-calibrations, conversions and sorting of data; and
(3) sometimes to run several approaches in parallel. This is called ‘harmonisation’.
It may not seem efficient (though in the long run it is more efficient than being
locked into a single, increasingly inappropriate standard), but it is achievable.
Two broad aspects of network management are equally important. The first
relates to the content of the network—what information is passed between partners,
in what form and through what channels, and who is responsible for its collection,
quality control, storage and analysis. The second relates to ‘soft systems’, the
management of the behaviours and social relationships that hold networks together.
Both aspects need active management. GEO, and GEO BON, manage the former
through collectively developing, documenting and disseminating protocols for data
exchange. GEO BON manages the latter by a mixture of periodic ‘face-to-face’
meetings, interspersed with electronic exchanges.
While an argument can be made that the societal value addition achieved by
networks is large, the incremental costs of networking are usually borne by indi-
vidual organisations. This is a fatal problem for networks if institutional budget
decisions are based on narrowly defined, short-term cost-benefit analysis. This
highlights the need for networks to show, rapidly and convincingly, the
value-addition of integrating efforts to these individual organisations. Fortunately,
‘social capital’ often provides the bridge that permits the realisation of larger,
longer-term outcomes despite near-term deficits in ‘financial capital’. Successful
networks are inevitably driven by people who enjoy working together and have a
strong sense of the collective and individual benefits of doing so. This element of
human behaviour should not be left to chance in networks. It has to be nurtured
through providing opportunities and incentives for people to get to know one
another, to have fun, and to develop a shared vision and purpose.
1.5 Guiding the Enterprise
‘Governance’ is a topic that typically bores the action-oriented denizens of the
biodiversity observation world. Nonetheless, an effective but minimal set of rules
and structures is essential to guide collaborative activities, especially if they are
built up of many organisations with independent and possibly divergent mandates
and potential conflicts of interest. Informal arrangements are effective when the
number of participants is small and the level of social trust is high. The need for
formal organisational design and rules of procedure rapidly emerges as the scale
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increases and stakes are higher. In the field of scientific assessments, also often
conducted in network-like structures, three key factors for success have been
identified: legitimacy (which relates especially to having transparent governance,
including traceability to an ‘authorising environment’ that establishes the mandate);
salience, which means a focus on addressing the needs of the user group; and
credibility, which in this context means due attention to scientific quality (Cash
et al. 2002).
The simplest governance approach, which can work if the number of stake-
holders (including users) is small, is to include representatives of all of the stake-
holder groups in a single steering committee, which meets on a regular basis. Once
procedures and trust have been established, many of the meetings can be ‘virtual’,
making use of telecommunication technology to minimise time and travel costs; but
there is currently no satisfactory substitute for physical meetings, at least initially,
that allow the development of the interpersonal relationships (‘social capital’)
alluded to above. It is these interpersonal relationships that lead to a sense of
commitment and obligation from each member to advance the work of the network.
For larger and more complex problems, such as biodiversity monitoring, a
single, all-encompassing governing body may not work. A minimally more com-
plex model that has been effective in similar contexts is to create two bodies, with
clearly differentiated roles and responsibilities. One consists of representatives of
intended beneficiaries, users and funders. It acts as the proxy for the authorising and
receiving environment. This ‘direction-setting body’ addresses the questions of
what to observe, and whether the result is fit for its intended purpose, as defined by
this representative body. The second body consists of technical experts from all the
essential implementation elements of the network, and addresses the question of
‘how’ to make and share the observations. Another way to think of the distinction
between the two is that the first asks ‘is this network observing the right things?’
while the second asks ‘is the network observing things the right way?’ The
direction-setting body defines the scope of the observation system, establishes an
authorising environment, nominates the technical experts, and facilitates access to
the resources needed to implement the network. The technical body then responds
by developing a detailed implementation plan and a periodically updated descrip-
tion of activities, timelines, budget, and progress in terms of the plan. The
direction-setting body approves these (or asks for revision if they are deemed
inadequate to meet the goals) and resolves any conflicts that may arise between the
implementation partners, for instance over roles or resources. Finally, the
direction-setting body monitors and evaluates progress and acts as the final
quality-control step: are the objectives being achieved? Each body may, if neces-
sary, create sub-committees in order to address particular topics more efficiently.
Financial and content-related accountability resides with both bodies, but sequen-
tially. The direction-setting body has the final responsibility.
GEO BON, as a network of networks, is governed by an implementation
committee, composed of working group leaders, regional and thematic Biodiversity
Observation Network coordinators, and representatives of key projects and activi-
ties. GEO BON also has an advisory board, which provides guidance to the
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implementation committee, and is composed of representatives of organisations,
governments, and experts, in a geographically balanced manner. Members of the
advisory board serve 3 years, renewable once, and often combine, in one person,
expertise in many parts of the observation-analysis-use chain—for instance, data
collection in a particular biodiversity domain, scientific research, and use of data for
policy purposes. The Chair and Vice-Chair of GEO BON are elected unpaid
positions. The GEO BON committees reconstitute themselves in a staggered
fashion, striving to keep a disciplinary, regional and other balance while adapting to
emerging challenges. GEO BON working groups are established around specific
tasks or themes and are open to membership by any expert or practitioner. Working
groups are not permanent features, but last as long as they need to achieve a given
objective, or for as long as that objective is a priority, and for as long as they are
deemed effective.
Biodiversity Observation Networks (BONs) contribute to the collection and
analysis of harmonised biodiversity observations, develop interoperable biodiver-
sity monitoring programs, and help make biodiversity data and data products
available. BONs can cover a political unit such as a country (National BON), a
region (Regional BON), or a specific theme (Thematic BON) such as a taxonomic
group, ecosystem type, or even monitoring approach. Working groups and BONs
report to the implementation committee, but are given a great deal of individual
freedom—and minimal resourcing—with respect to how they constitute themselves
and achieve their objectives. GEO BON is supported by a small secretariat of
employed officers, typically funded by a host organisation. GEO BON reports to
GEO on its activities and responds to GEO initiatives as appropriate. Its activities
are funded primarily by participating organisations through proposals, often
endorsed or coordinated by GEO BON, to donor agencies.
1.6 Working Backwards to Move Forwards
The majority of current observing and data systems, such as GBIF and the Ocean
Biogeographic Information System (OBIS), originated with the data collectors
rather than the data users. This is fine where collectors and users are within the same
or closely connected organisations—but increasingly they are not. As a result, what
is provided by the observation system may deviate from what is needed (Sheil
2001), thus diminishing the viability of the observation system. An alternate
approach is to start with the demands and work backwards to define what obser-
vations must be collected to satisfy them, including how often and where the
observations must be made (Durant 2013). In defining needs, it is critical that they
be clearly described, measurable and achievable in order to ensure successful
outcomes. There may be several steps between primary observations and final
products; each of these steps needs equal attention.
In practice, defining what to observe and how to process it so that it is of
maximum utility is a two-way process: a negotiation (or conversation, if you prefer
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less adversarial metaphors) which in the best cases converges on a solution that is
both useful and feasible. The design is said to be co-determined or co-produced,
and is neither ‘user-driven’ nor ‘supply-driven’, but both. This approach helps to
remove a sense that one group is in charge, and the others are subservient. That
situation is detrimental to accountability, creativity and the sense of partnership that
makes networks work. While it is customary to talk of ‘data providers’ and ‘data
users’ as non-overlapping sets (with ‘data brokers’ sometimes interposed between
them), in reality individual partners often play multiple roles simultaneously—they
are providers of some observations, but users of others.
GEO BON is a meeting place for both ‘providers’ and ‘users’, and does not make
a mutually exclusive distinction between them. They are all part of a continuum of
stakeholders. It helps to refine user needs by organising periodic topically-focussed
user workshops, where both users and potential suppliers are present. The outcome is
thus ‘co-generated’, and takes the form of a discussion rather than a unilateral
instruction in one direction or the other. If the needs cannot be currently met, the
outcome is a set of specifications for future Earth observation activities.
A second key way of identifying needs is to be closely engaged with bodies that
have a mandate to define such needs collectively. In the case of GEO BON, this
includes for instance the Convention on Biological Diversity (CBD), whose agreed
‘Aichi Targets’ for national reporting towards global objectives include many
explicit observational needs.
1.7 The Purpose, Structure and Content of This Volume
This handbook captures the collective learning, at the time of writing, of the
organisations involved in the GEO Biodiversity Observation Network. We do not
believe that it is the last word on the topic of biodiversity observations, since this is
a rapidly evolving field. It is already clear, however, that a degree of convergence in
biodiversity observation and information storage methods is highly beneficial to all
parties, and easier to achieve if implemented early rather than late. There is a surge
of biodiversity observation network activity at present, driven by the urgent need to
address biodiversity loss effectively and efficiently and specific actions such as the
CBD Aichi targets for the year 2020. As new networks start up and existing
networks expand and reconfigure, some guidance can help them to avoid problems
that have been encountered and solved elsewhere, and get going more quickly
along a path that allows for better networks in the future.
A number of chapters in this handbook is structured around the Essential
Biodiversity Variable (EBV) framework, which GEO BON started developing in
2012 with the purpose of representing a minimal set of fundamental observations
needed to support multi-purpose, long-term biodiversity information needs at var-
ious scales (see Pereira et al. 2013).
By combining EBV observations with other information, such as on the attri-
butes of biodiversity, or drivers and pressures of biodiversity change, indicators can
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be developed which are directly useful for policy support. EBVs can thus have
multiple uses. For instance, an observation system that collects data on species
abundance for several taxa at multiple locations on our planet, can support the
derivation of the Living Planet Index (Collen et al. 2009), the Wild Bird Index
(Butchart et al. 2010), the Community Temperature Index (Devictor et al. 2012),
measures of species range shifts (Parmesan 2006), and a number of other high-level
indicators on the CBD’s indicative list of indicators for the strategic plan for bio-
diversity 2011–2020 (CBD 2015; Fig. 1.2).
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Fig. 1.2 Essential biodiversity variables (EBVs) may be combined with other variables to derive
multiple high-level indicators used to measure progress against multiple targets. In this example
the EBV ‘species abundance’ feeds into 24 possible indicators that may be used to derive the
headline indicators for monitoring progress towards 11 of the Aichi biodiversity targets
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Essential Biodiversity Variables may fall within six classes: genetic composi-
tion; species populations and ranges; species traits; community composition;
ecosystem structure; and ecosystem function. Whilst the EBVs are currently still
under development, a number of candidates have been suggested by the broader
GEO BON community. The subsequent chapters of this handbook touch on some
of these and provide details of how to measure EBVs in many different environ-
ments—on land, in freshwater ecosystems such as lakes and rivers, on the coast and
in oceans; and for different types of organisms and at various scales.
Chapter 2 of this handbook addresses biodiversity observations at the ecosystem
scale—the scale at which many policy, management and societal needs are
focussed. It covers terrestrial ecosystems and leaves the practical special consid-
erations for biodiversity observations in marine and freshwater environments to
Chaps. 6 and 7, respectively.
An increasing number of countries are including ecosystem services and natural
capital accounting in their national accounts, to better inform decision-making.
Chapter 3 addresses the data requirements and the toolkits and models available for
assessing and monitoring ecosystem services.
The observations needed for detecting changes in the abundance of individuals
in populations of particular species are addressed in Chap. 4, which includes
identification of the question to be addressed, the choice of variables, taxa and
spatial sampling scheme.
Chapter 5 introduces the fast-growing field of gene-level observations, including
the current state-of-the-art in genetic monitoring, with an emphasis on new
molecular tools and the richness of data they provide to supplement existing
approaches.
Chapter 6 expands on marine and coastal systems and the special approaches
that are required when observing biodiversity in a three-dimensional, fluid envi-
ronment that is often remote, unexplored and not owned by any particular country.
Chapter 7 deals with observing biodiversity in freshwater systems, and high-
lights special considerations for freshwater biodiversity and methods and tools
available for monitoring these systems.
Chapter 8 discusses the use of remote sensing for observing biodiversity and
provides a baseline set of information about using remote sensing for conservation
applications in three realms: terrestrial, marine, and freshwater.
Biodiversity has long had a tradition of citizen observers, which is the topic of
Chap. 9. How can ordinary people be organised and incentivised using modern
technology, and how can the quality of the observations be assured?
The old distinction between observations and models is rapidly breaking down.
Chapter 10 addresses the question of how models can help to fill gaps in space and
time, and how one can use in situ and remotely sensed observations to detect
changes in biodiversity.
Modern observation networks cannot function without paying attention to
cyber-infrastructure (Chap. 11). How is data captured, stored, made discoverable
and interoperable?
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Chapter 12 explores the use of biodiversity data in decision-making processes, as
well as the realities of indicator development and use. It reflects on what data might
be used for, how it is packaged, and what the challenges are.
Finally, Chap. 13 reflects, through the presentation of several case studies, on
various approaches for capacity building in the field of biodiversity monitoring.
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Abstract This chapter covers the questions of ecosystem definition and the
organisation of a monitoring system. It treats where and how ecosystems should be
measured and the integration between in situ and RS observations. Ecosystems are
characterised by composition, function and structure. The ecosystem level is an
essential link in biodiversity surveillance and monitoring between species and
populations on the one hand and land use and landscapes on the other. Ecosystem
monitoring requires a clear conceptual model that incorporates key factors
influencing ecosystem dynamics to base the variables on that have to be monitored
as well as data collection methods and statistics. Choices have to be made on the
scale at which monitoring should be carried out and eco-regionalisation or eco-
logical stratification are approaches for identification of the units to be sampled.
This can be done on expert judgement but nowadays also on stratifications derived
from multivariate statistical clustering. Data should also be included from indi-
vidual research sites over the entire world and from organically grown networks
covering many countries. An important added value in the available monitoring
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technologies is the integration of in situ and RS observations, as various RS
technologies are coming into reach of ecosystem research. For global applications
this development is essential. We can employ an array of instruments to monitor
ecosystem characteristics, from fixed sensors and in situ measurements to drones,
planes and satellite sensors. They allow to measure biogeochemical components
that determine much of the chemistry of the environment and the geochemical
regulation of ecosystems. Important global databases on sensor data are being
developed and frequent high resolution RS scenes are becoming available. RS
observations can complement field observations as they deliver a synoptic view and
the opportunity to provide consistent information in time and space especially for
widely distributed habitats. RS has a high potential for developing distribution
maps, change detection and habitat quality and composition change at various
scales. Hyperspectral sensors have greatly enhanced the possibilities of distin-
guishing related habitat types at very fine scales. The end-users can use such maps
for estimating range and area of habitats, but they could also serve to define and
update the sampling frame (the statistical ‘population’) of habitats for which field
sample surveys are in place. Present technologies and data availability allow us to
measure fragmentation through several metrics that can be calculated from RS data.
In situ data have been collected in several countries over a longer term and these are
fit for statistical analysis, producing statistics on species composition change,
habitat richness and habitat structure. It is now possible to relate protocols for RS
and in situ observations based on plant life forms, translate them and provide direct
links between in situ and RS data.
Keywords Ecosystem monitoring  Habitat  Hyperspectral sensor  In situ
observation  Plant life form  Stratification  Sensor networks
2.1 Introduction
In the last decades it has been emphasised that we still lack empirical baseline data
on local patterns of biodiversity and their dynamics and interactions within com-
munities and habitats (Scholes et al. 2008). The lack of empirical biodiversity
observation data is obvious at various levels of complexity; even basic inventories
of current local-to-global biodiversity are missing. There are several reasons for
this. Firstly, global cooperation in biodiversity research and monitoring is a rela-
tively recent phenomenon. We lack standards, we do not yet share protocols, we do
not consider strategic sampling and there is limited exchange of data at and between
spatial scales. Noss (1990) flagged this problem and developed a general concept
for a hierarchical approach to monitoring biodiversity. Ecosystem monitoring is
needed to track the impacts of various drivers such as land use change and climate
change.
In this chapter we deal with dryland terrestrial ecosystems (marine and fresh-
water species and ecosystems are dealt with in Chaps. 7 and 8, respectively).
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Several long term ecosystem monitoring networks, based on coordinated long-term
observation systems, do exist. Examples include the networks of the International
Long-Term Ecological Research Network (ILTER/LTER; global, national scale),
the Important Bird and Biodiversity Areas program (IBA; global scale), the
Biodiversity Monitoring Transect Analysis in Africa project (BIOTA; Africa, São
Paulo State), the Global Observation Research Initiative in Alpine Environments
program (GLORIA; mountain summits at a global scale), the South African
Environmental Observation Network (SAEON; South Africa), the Federal System
of Protected Areas (SiFAP; Argentina), the Terrestrial Ecosystem Research
Network (TERN; Australia), the National Ecological Observatory Network
(NEON; USA), and the Amazon Forest Inventory Network (RainFor; Amazon).
This Chapter Covers Four Main Issues and Comprises Four Sections:
• what is an ecosystem?
• where to measure ecosystems,
• what to measure and how to measure it, and
• how to link the various approaches and protocols.
All four issues require choices by decision-makers concerning effort, budget,
human resources and infrastructural capacities.
2.2 Ecosystems and Ecosystem Variables
Ecosystems are universally understood as systems of biotic communities interacting
with themselves and with their abiotic environment. Ecosystems can be concep-
tualised as the integration of living and non-living components in nature. They are
characterised by their composition, function and structure which depends on the
local environment, as well as management approaches. Each of these three
dimensions should be included in ecosystem monitoring.
In biodiversity surveillance and monitoring, ecosystems are an essential link
between species and populations on the one side, and land use and landscapes on
the other (e.g., Noss 1990; also see Fig. 1.1 in Chap. 1). What could be measured in
ecosystems potentially touches on all the major dimensions of biodiversity.
Therefore strategic choices have to be made about what should be measured, and
how and where to measure it.
Ecosystems in the most general sense are conceptual rather than physical entities,
and are therefore dimensionless. Their spatial or structural aspects do have physical
manifestations, with units, and can be defined as ecotopes or habitats. Definitions of
the term ‘habitat’ range from how species are associated with landscape-scale units
to very detailed descriptions of the physical environment used by species (Hall et al.
1997). They also include aspects such as snow cover, openness and patchiness.
Bunce et al. (2008) gave a practical definition of habitats and rules for assignment of
a given patch to a habitat class. They define habitat as ‘an element of the land surface
that can be consistently defined spatially in the field in order to define the principal
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environments in which organisms live’. Functional aspects of ecosystems can be
defined as the cycling of matter and energy expressed in biomass, seasonal changes,
succession and soil development, growth, energy storage and regulation processes.
Compositional aspects of ecosystems are species richness, diversity of species and
guilds, and presence of certain species assemblages.
In many cases ecosystems and habitats are, in practice, defined based on their
vegetation compositional and/or structural aspects. Classical phytosociology was
designed for description, rather than long-term monitoring and change detection,
but individual plots that have been studied in the past can be resampled, if the sites
are re-locatable. Vegetation structure and biomass are more important for animal
populations than vegetation composition and some widely recognised habitats may
not be directly linked to vegetation composition. The TERN project (www.tern.au)
stipulates that a monitoring design needs to pay careful attention to:
• the question(s) of interest;
• statistical principles;
• a conceptual model that incorporates the key factors influencing ecosystem
dynamics;
• the type of entities that need to be monitored;
• the data collection methods that will be effective; and
• the scale of the required monitoring program.
It is important to realise that errors are inevitable and that in some cases absence
of a feature (a dry lake with no water) or taxon (no birds in a forest) is as important
as its presence. Measuring a non-stable variable that may be associated with a
particular error to boot, can lead to a poor level of understanding. In other words,
too many constraints in a monitoring scheme may reduce the likelihood of a
monitoring system being successful. Therefore an appropriate and sound statistical
design that, for instance, can deal with variability and the presence of null records
(zeros) is essential in the set-up of long-term monitoring schemes.
Because we are interested in detecting trends, long-term quantitative approaches
in measurement are important. There are many different variables that could be
measured, so choices have to be made. Land cover forms a valuable basis for
practical applications like forest and rangeland monitoring, but also for monitoring
climate change, biodiversity and desertification (Jansen and Di Gregorio 2002).
Climate and agricultural variables are measured under the umbrella of the World
Meteorological Organisation (WMO) and the Food and Agriculture Organization of
the United Nations (FAO) respectively. The key variables to be measured for
biodiversity are variables related to ecosystem status and trends.
After the Nagoya Conference of the Parties of the Convention on Biological
Diversity (CBD), the Group on Earth Observations Biodiversity Observation
Network (GEO BON) organised a series of workshops to assess the possibility of
collecting data relevant to reporting on progress in reaching the targets of the
convention. In the process GEO BON developed the concept of Essential
Biodiversity Variables (EBVs; Table 2.1; Pereira et al. 2013).
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Table 2.1 Some candidate ecosystem related Essential Biodiversity Variables (EBVs)









Fixation of carbon and
production of O2 by the
biosphere




Uptake of oxygen and




Phosphorus load in an








Sum of production by
herbivores and higher
trophic levels
Nutrient retention Nitrogen retention Capacity of ecosystem to





el Niño, forest fires,
flooding





















Connectivity is defined by
patch size, shape, pattern











Species or functional profile




Sequence data based on
















Sum of known species
within an area (or
ecosystem) and of species
endemic to that area
(or ecosystem)
Uniqueness Percentage of the global
extent of an ecosystem
found in a certain area
2 Global Terrestrial Ecosystem Observations: Why, Where, What and How? 23
2.3 Where to Measure Ecosystem Variables
The question of where to measure ecosystems and ecosystem variables for an
analysis at a particular scale calls for a ‘sampling frame’ that is strategically located
across the globe, continent, country or region. The use of remotely-sensed land
cover maps provides the first part of the picture of habitat change. It will therefore
be an important tool for reporting change.
In addition to the overview of structural ecosystem change provided by repeated
habitat maps there is a need for statistics on change and a need for monitoring of
ecosystem processes. Here the question of where to measure becomes critical. For
many purposes, such as consistent input to climate impact models, or reporting
towards the Aichi targets, standardised frameworks and methods are required
among different studies or countries to enable integration of data and reporting. The
development and adoption of harmonised methods is a complex and difficult pro-
cess, because ecological data collection tends to be coordinated at the regional or
national level, following country specific methods, classifications and priorities. It
is made more difficult by the long-term nature of the data: it may not be possible to
harmonise data from old studies, and those responsible for the collection and
curation of long-term records are typically reluctant to change their methods in
substantive ways.
Ecosystems can be as extensive as the entire arctic tundra, or as small as a
particle of soil. They are thus understood to exist at multiple scales. This means that
choices have to be made on the scale at which monitoring should be carried out.
Mapping ecologically homogenous regions across the planet to select monitoring
sites has been accomplished through a process of eco-regionalisation as in the
WWF global ecoregions map. However, this and most other approaches rely
heavily on expert judgement for interpreting class divisions. This makes it difficult
to ensure reliability across the world and limits their use in scientific analysis. The
Global Environmental Stratification (GEnS) is the first high-resolution global
bio-climate stratification derived from multivariate statistical clustering (Fig. 2.1).
The GEnS also provides sufficient detail to support the design of regional moni-
toring programmes that can be nested within the global network.
A cost-efficient and data-effective selection of sites for data collection should be
based on a stratified random selection procedure for the whole land surface of the
target area. The GEnS (Fig. 2.1) is a way to provide a common global framework
for positioning fixed monitoring stations, the development of LTER sites as well as
for stratified random sampling and global statistics (Metzger et al. 2013a). The
GEnS consists of 125 strata, which have been aggregated into 18 global environ-
mental zones. The stratification has a 30 Arcsec resolution (equivalent to 0.86 km2
at the equator). One of the recent applications of the GEnS is the ecological
monitoring project in the Kailash Sacred Landscape (KSLCI). This is the first
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cooperation of its kind among China, India, and Nepal seeking to conserve the area
through application of transboundary ecosystem management and enhanced
regional cooperation (Metzger et al. 2013b). A comparable ecoregion based
approach has been used in the USA to identify the NEON monitoring sites. The
outcome of the geographical analysis resulted in twenty domains in which the
observatories have been placed.
Data are collected at individual research sites or by national monitoring systems,
all over the world. This process is currently not globally coordinated. The Long
Term Ecological Research sites network (LTER) in Europe is an example of an
organically grown network that covers many countries. There are at present
approximately 1000 facilities with LTER activities, ranging in extent from less than
10 ha to several thousand hectares. They differ in monitoring objectives, methods
of measurements, and spatial extent. However, as Metzger et al. (2010) showed,
their distribution is not even (Fig. 2.2).
One may of course question whether one site per region can adequately address
the eco-climatic variability in a large, diverse areas. In the NEON design this
problem has been tackled by including both permanent core sites and relocatable
auxiliary sites that should allow for covering the variation within a region. Remote
sensing observations can allow generalisation of point samples over larger areas.
Fig. 2.1 Global environmental zones map derived from temperature, precipitation, and season-
ality data and with a grid of 30 Arcsec squares. The stratification exists of 125 strata in 18 global
zones. Source Metzger et al. (2013a)
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The BIOTA observatories in Africa (Morocco, West Africa and South Africa) are
situated on transects and each consists of a series of 1 km2 squares where species
and ecosystem variables are measured regularly (Jürgens et al. 2011). They also
provide ground-truthing for remote-sensing observations. In this example, several
‘auxiliary observatories’ have also been established at a variety of scales, for
process and pattern observations.
In global and continental stratifications climate plays a dominant role. This
changes when stratifications are made at national and regional scales, especially in
smaller countries and mountainous areas. Then the stratification should be broken
down in a hierarchical flexible structure. In Fig. 2.3 such an approach is shown for
the Alpine region in Europe. In Fig. 2.3a the Alpine region is shown in an aggre-
gated way, and consists of large climate zones. This level is appropriate for reporting
at the European level. Figure 2.3b shows the Alpine zone at the more detailed level
of environmental strata (ALS1, ALS3 and ALS5) based on mainly climate variables.
At this level, summits, valley sides and valley floors are still included in the same
stratum, because of the smoothing effect of the climate data. The ecosystems and
taxa in these different topographic locations will be very different. Therefore a
subdivision based on altitude is made (Fig. 2.3c). This demonstrates the full com-
plexity of the Alpine zone and will enable any sample of 1 km2 plots to be dispersed
efficiently through the landscape, i.e., on valley floors, valley sides and summits. At
an even lower level, not only geomorphology, but also other information such as soil
types and hydrology can be used for further refinements.
Fig. 2.2 Representation of LTER facilities per socio-ecological region based on the
Environmental Stratification of Europe. The strata in the X-axis are European Environmental
Zones; the Y-axis indicates population density. Source Metzger et al. (2010)
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Fig. 2.3 a Alpine regions according to division in environmental zones; b Alpine zone
subdivided in environmental strata (ALS1, ALS3 and ALS5) within Alpine zone; c Alpine zone
with environmental strata subdivided according to altitudinal bands. Source Jongman et al. (2006)
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2.4 How to Measure Ecosystem Variables
There are generally three ways to measure ecosystem variables.
1. Most of the functional processes can be measured as fluxes, using in situ
sensors.
2. Precise monitoring of composition, abundance, extent and change is commonly
done by in situ monitoring through habitat surveillance combined with vege-
tation plots.
3. Structural change is monitored using in situ habitat surveillance in combination
with remote sensing from space or aircraft.
There are advantages and differences between the methodologies and one
solution does not satisfy all data questions. Remote sensing technologies are
increasingly becoming integrated with in situ measurements as various new tech-
nologies become available for ecosystem research. For global applications this
development is essential. Nowadays we can employ an array of instruments to
monitor ecosystem characteristics, from fixed sensors and in situ measurements, to
drones, planes and satellite sensors (Fig. 2.4).
2.4.1 Sensor Networks
Biogeochemical components determine much of the chemistry of the environment
(air, water, and soil) and the geochemical regulation of ecosystems. Key mea-
surements, among others include the greenhouse gases CO2, CH4 and NOx, which
Fig. 2.4 An overview of the available array of sensors to measure ecosystem variables and
metrics, varying from in situ sensors and surveillance to drones, airplanes and satellites
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determine the climate change process and are important drivers of change in bio-
diversity. These and other chemicals such as NH4 also can cause acidification and
eutrophication and in this way lead to ecosystem degradation, involving a sustained
loss of ecosystem services and/or biodiversity. The water, carbon and nitrogen
cycles have a direct influence on ecosystems globally and are measured using
sensor networks in many countries in the world. Long-term, patch-scale measure-
ments using eddy covariance (EC) are, for example, employed to estimate
ecosystem carbon budgets. This is mainly done in research sites or dedicated
monitoring sites. A global database of soil respiration data has been developed by
the US Oak Ridge National Laboratory (http://daac.ornl.gov). It can be used as a
reference database, because the number of sites is small, but it covers the globally
important terrestrial ecosystems.
The extent to which pollutants are detrimental to ecosystem function and bio-
diversity is not always known, but clear effects have been reported for nitrogen,
phosphorus, sulphur, pesticides, herbicides, aerosols and ozone. For an indication
of excess pollutant exposure, it is important to know the difference between natural
versus anthropogenic exposure levels. For this purpose emission, dispersion and
deposition model calculations are generally used. Measurements of pollutants are
made in many countries, but mostly at irregular intervals and patchily over space.
Global coordination and harmonisation are lacking, but there are attempts to
improve this, for instance in the way nitrate is measured in networks in Europe
(EMEP), North-America (NADP), Canada (CapMon), and East Asia (EANET).
2.4.2 In Situ Mapping
Common approaches for in situ monitoring of ecosystem extent require definitions
that are harmonised nationally, continentally and globally, which is not the situation
at present. Forest definitions differ between international organisations such as
FAO, CBD and UNFCCC and between European countries.
Surveillance involves recording of features at a specific location at one moment,
i.e., taking stock. Monitoring involves repeated observation, to create a time series
which enables the detection of change. This requires that the location of monitoring
is known, and preferably kept constant over time. Moreover, in most cases the field
assessment of biodiversity or habitats is based on samples. Sampling procedures
must not be compromised by spatial heterogeneity or complexity. As sampling
effort (i.e., the time taken to record information) is usually fixed, a choice has to be
made between recording basic information in many sample units, or more detailed
information in fewer units; similarly there is a trade-off between many small and
few large units (Bunce et al. 2008). This has consequences for the statistical
inference which can be made using the data. Often the optimal solution is neither
one nor the other, nor an intermediate state, but a clever combination which has
many simple sites for extrapolation purposes and a few comprehensively monitored
sites to understand the details and processes.
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For recognising trends and sudden changes in ecosystem composition and
diversity it is important to produce statistics based on direct measurements. These
can be used to derive indicators such as pattern and changes in species richness,
patchiness and linear features. This has been done in the Great Britain Countryside
Survey since 1978, producing statistics on species composition change, habitat
richness and habitat structure to support policy (www.countrysidesurvey.org.uk/).
The configuration and fragmentation of structural biodiversity, species composition,
age of systems and their components as well as biomass, ecological relations and
extinction rates are important aspects related to ecosystem health and integrity.
For statistically-robust trend detection it is essential to return periodically to the
same sites to record changes. National and regional in situ networks exist for
monitoring ecosystems and biodiversity change. They employ various size units
from 16 km2 down to 0.25 km2. Some, such as the META project in Hungary, use
hexagonal units of 35 ha, because a hexagon has six neighbouring cells with all
more or less the same distance from the centre (Molnár et al. 2007). The most
common emerging scale for the field recording of habitats is 1 km2, making a
compromise between detail and generality.
In the EU-FP7 EBONE project a habitat and vegetation recording procedure was
elaborated and made generally available (www.wageningenur.nl/ebone). It includes
a manual and a database with a digital field form that helps to support consistent
mapping. The protocols have adopted plant life forms as the basis of a system of
General Habitat Categories (GHCs). The GHC system includes some classes such
as mud flats and scree slopes which do not have vegetation, in order to cover the
terrestrial world from forests and grasslands to deserts. At a continental level,
ecosystems can best be defined in terms of the physiognomy and life forms of the
dominant species, because individual species are too limited to encompass widely
dispersed geographical locations. Moreover, life forms can provide direct links
between in situ and remotely-sensed data and dynamic global vegetation models.
GHCs have been tested successfully throughout Europe, Israel, South Africa and
Western Australia. The GHC framework also made it possible to harmonise dif-
ferent national habitat mapping systems so that they could be used to produce
consistent indicator information across borders. It is therefore a good candidate to
be tested globally.
2.4.3 Remote Sensing
Traditionally, ecologists map biodiversity and ecosystems based on in situ obser-
vations, perhaps generalised using aerial photography. However, existing Remote
Sensing (RS) tools can be used to measure and map a number of ecosystem vari-
ables and metrics directly, much more effectively than can be done using field
measurements. RS is recognised as a powerful tool to acquire synoptic data on
habitats, but to date, its use for operational monitoring and reporting of biodiversity
is still limited. One reason for this appears to be the knowledge gap between the
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agencies and individuals responsible for biodiversity monitoring and the remote
sensing community. To overcome this gap requires mutual awareness, willingness
to collaborate and technology transfer.
RS observations can complement field observations as they deliver a synoptic
view and offer the opportunity to provide consistent information in time and space
(Vanden Borre et al. 2011). It must be determined in each case what variable can be
measured best by using RS, alone or in a hybrid scheme with an
optimally-distributed set of in situ measurements. Recognition of habitat types on
images is easier for widely distributed habitats than for rare habitat types. In gen-
eral, rare ecosystems have to be specially targeted and small habitat elements
(smaller than the minimum resolution of space-based sensors, which is in the region
of 1–5 m for non-military instruments, and down to 0.3 m using airborne sensors)
can only be monitored by in situ observations. Habitat distribution maps, change
detection and even habitat quality and composition change at various scales can be
cost-effectively monitored with these types of sensors (Turner et al. 2003).
Although these techniques are promising, they still fall short in several aspects
(Mücher et al. 2013): (i) airborne hyperspectral data or airborne Lidar are suitable,
but coverage is still limited; (ii) existing methods have not fully addressed the issue
of habitat structure and functioning, which is a key factor for assessing habitat
quality; and (iii) most existing remote sensing methodologies have not been tested
rigorously for operational purposes.
Monitoring of habitat quality information in enough detail remains challenging
as this requires sensors and methods which can deal with complex transitional
gradients in natural vegetation. Hyperspectral sensors offer finer spectral mea-
surements than multispectral instruments, with often hundreds of spectral bands of
narrow width being recorded, allowing a near continuous spectrum to be recon-
structed for each pixel. This presents opportunities for more precise identification of
biochemical and biophysical properties of the vegetation compared to when
broadband multispectral sensors are used. The downside is the substantial increase
in data volume and complexity.
Direct approaches to assess biodiversity using RS are based on analysis of
dominant species over larger areas (Turner et al. 2003). These methods map the
composition, abundance and distribution of individual species or assemblages and
can be used to directly quantify habitats. Indirect approaches use remotely sensed
data to measure environmental variables or indicators that are known or understood
through biological principles to capture aspects of biodiversity (Duro et al. 2007).
These include measures of: (i) the physical environment itself, such as climate and
topography; (ii) vegetation production, productivity or function; (iii) habitat char-
acteristics such as spatial arrangement and structure; and (iv) metrics of disturbance
which can provide indirect measures of changes in biodiversity.
A wide range of in situ and remote sensing products [e.g., vegetation indices
such as the Normalized Difference Vegetation Index (NDVI) and Foliage Projected
Cover (FPC)] are beginning to be used for ecological monitoring in a variety of
research projects and operational programs. Several satellite sensors [e.g., those on
board of Landsat, Indian Remote Sensing Satellite (IRS) and SPOT satellites] have
2 Global Terrestrial Ecosystem Observations: Why, Where, What and How? 31
been providing repeated global coverages for several decades. However, significant
new opportunities are being presented with the increased availability of very high
resolution images, hyperspectral data, Synthetic Aperture Radar, and LiDAR data.
Their application has yet to be developed into routine and operational use in
surveillance and monitoring of ecosystems, but soon will be.
2.4.3.1 Ecosystem Extent and Distribution
Trends in ecosystem extent and distribution are highly dependent on the scale of the
evaluation being undertaken. For example, at a given scale, coastal wetlands may
appear to be uninterrupted and uniform. However, at a more resolved scale, edges,
patches, corridors associated with tidal creeks, and discontinuous distributions of
species become evident. Forested and tree rich landscapes have a high connectivity
for forest birds, but that may not be the case for carabid beetles and butterflies.
Defining systems in terms of local organisation or dominant species facilitates
discussion and analysis, but may also obscure the important linkages between
systems across landscapes. It is therefore important to define the systems under
consideration and the appropriate scale and resolution at which to observe and
analyse them, before discussing trends in their extent and distribution.
Trends in the extent and distribution of ecological systems depend on the
temporal and spatial scale of the assessment. Temporal changes occur naturally
over long time scales, such as those associated with geological and climatological
forces (e.g., glaciation). Change can also occur more quickly as a result of direct
shifts in land use such as deforestation and urbanisation or the drainage of wetlands.
Thus, trends can be the result of natural forces but may be accelerated by human
pressure or exclusively due to human activities.
RS products have a high potential for mapping habitat extent and distribution
maps at various scales. Hyperspatial (very high resolution) and hyperspectral
sensors have greatly enhanced the possibilities of distinguishing related habitat
types at very fine scales. The end-users can use such maps for estimating range and
area of habitats, but they could also serve to define and update the sampling frame
(the statistical ‘population’) of habitats for which field sample surveys are in place.
2.4.3.2 Phenology
Phenology is defined as the change in the life cycles of ecosystems and species
through the seasons, for example the emergence of leaves or flowers. Phenology
can be measured and analysed at different time scales, for example in hours to
monitor water stress in crops and irrigation, days to manage plant stress from pests,
quarters to monitor seasons, or years to understand seasonality and climate change.
A convenient measure of plant phenology is the Normalised Difference Vegetation
Index (NDVI)—an index which is available as a consistent data set for the entire
Earth every 10 days at a resolution of 250 m (MODIS) and since 1982 for 8 km
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imagery (NOAA AVHRR; see http://phenology.cr.usgs.gov/ndvi_avhrr.php). Other
vegetation indices, such as the Enhanced Vegetation Index (EVI) avoid some the
problems associated with NDVI (such as interferences caused by certain soils) and
are possible to calculate using data from satellites launched after about 1995. Even
better are direct measures of ecosystem function, such as the Fraction Absorbed
Photosynthetic Radiation (FAPAR), which relates directly to Gross Primary
Production, and is also a standard product of many modern Earth observation
satellites.
Seasonal variations in any of the vegetation indices mentioned above can be
used to track changes in vegetation phenology (Beck et al. 2007). ‘Hypertemporal’
imagery (i.e., observed every few days) can be parameterised using unsupervised
classifiers and then used to map species distribution, such as a recent demonstration
of mapping the extent of Boswellia papyrifera in Ethiopia. Such maps of species
and biodiversity demonstrate a key advantage of long time series, an advantage of
NDVI. Increasingly, landscapes are considered as gradients of particular traits,
attributes and species rather than as discrete land cover classes. Treating the
landscapes as gradients allows higher map accuracies to be achieved.
Vegetation indices have a spatial and a temporal dimension and so analysis and
display of phenological processes can be challenging. For example, hypertemporal
NDVI shows how vegetation greenness changes in time and with altitude. Remote
sensing technology is being increasingly applied to studies of vegetation and
ungulate habitats. For example, superimposing the movement data of radio-tracked
giant pandas facilitates the visualisation of correlations between vegetation phe-
nology and seasonal animal movement.
2.4.3.3 Connectivity and Fragmentation
Fragmentation is the process of breaking apart of previously uninterrupted patches
of habitat and can have either negative or positive impacts on particular commu-
nities. Land and water development, land use and land use change are strongly
fragmenting many landscapes and ecosystems e.g., by building highways through
forests or damming rivers for hydro-electric power. The latter limits fish migration
and separates essential parts of river ecosystems. Dams also reduce the populations
of some species groups living in these ecosystems e.g., those that depend on
running water, but increases habitat of others e.g., those that need still water.
Fragmentation and the increasing length of edge habitat may force migrating spe-
cies to find new ecological corridors, but may also allow new species (e.g., com-
petitors, pathogens, weeds) to enter new areas. Regardless of specific impacts,
fragmentation will in general result in smaller and more vulnerable ecosystems and
in shifting the distribution of species.
Fragmentation can be measured through several metrics that can be calculated
from RS data. The most simple is the Habitat Patch Density (HPD) that is defined as
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the total number of areal elements within an area, for instance per km2. It is related
to landscape grain and the composition of the landscape because the higher number
of patches that are present a given area the higher is the landscape grain. The
increase in HPD indicates an increase of the number of discrete elements in the
landscapes and could lead to patch isolation when considering patches of the same
habitat. According to meta-population theories, the increase in fragmentation and
isolation may cause reductions in the flows of individuals and genes between
habitat patches and can therefore threaten the viability of populations (Hanski
1998). The interpretation of HPD should be associated with the type of habitat,
since the sensitivity to fragmentation and changes in connectivity associated with
isolation, are dependent on constituent habitats and species.
Fragmentation can also be measured through Habitat Patch Size (HPS) that is
defined as the average size of a patch in a given area. The HPS is linked to the
number of patches within a given area. Although the link between HPD and HPS is
not simple, in general if the number of patches within a given area increases there is
a reduction in the average patch area. HPS is an indicator related to fragmentation
since when a decrease in HPS is related to habitat shrinkage and could results in
loss of core habitat, favour edges and decrease connectivity between patches. It has
a negative impact on the abundance of habitat specialist species, particularly in
forests. It would be interesting to differentiate the HPS by habitat types in order to
follow time trends and comparisons between regions. Some animal species,
including birds, mammals and reptiles prefers large habitat patches that provide
sufficient area to provide them with all the resources needed. A decrease in HPS
will often result in a reduction of biodiversity. At the landscape level the effect
could however be counterbalanced by habitat diversity and connectivity especially
for insects and other small mobile species.
2.5 Relating RS and in Situ Observations:
LCCS and GHC
In recent years work has been done to enable harmonisation between RS land cover
and in situ habitat data. The monitoring of changes in land cover is important for the
monitoring of changes in structural biodiversity. In many cases land use can be
inferred from the land cover through virtue of its spatial configuration and context,
e.g., a field of maize. Habitat maps can be derived from land cover maps based on
RS data along with ancillary geographic information (e.g., soil maps) and other data
derived from remote sensing data, e.g., Digital Elevation Models (Mücher 2011).
Where more than one system is used, the relationships between the components
of these systems need to be made explicit (Scholes et al. 2012). Additionally, the
harmonisation of land cover maps and habitat maps is very important, as habitats
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have strong associations with floristic and faunal taxa and are therefore considered
significant as indicators of biodiversity (Bunce et al. 2013). It is a challenge to
combine RS and in situ biodiversity observation systems to monitor changes in land
cover and habitat reliably and to better understand the implications on habitat
quality and the flora and fauna that it contains. Various initiatives have produced an
increasing number of datasets with different classification schemes and mapping
integrated yet.
To harmonise global ecosystems (or habitats as their spatial expression), use can
be made of Plant Life Forms as first developed Raunkiaer (1934), elaborated by
Küchler and Zonneveld (1988) and recently elaborated in the FAO-Land Cover
Classification System (LCCS) for land cover interpretation of RS images (Jansen
and Di Gregorio 2002), and in the GHCs (Bunce et al. 2008). Plant Life Forms are
correlated with the main environmental gradient from the equator to the arctic and
therefore can be used in both land cover and habitat mapping. Although LCCS and
GHCs both use plant life forms as a basis, they were independently developed and
therefore have small differences. Habitat classes are invariably related to land cover
classes, but have more ecosystem-based characteristics. A translation system
between GHCs and LCCS is important because this links land use as a driver of
change and habitats as the spatially explicit representation of biodiversity.
LCCS has been used and proved valuable in land cover interpretation in Africa
and Europe. The GHCs represent an important level of information on the status of
biodiversity and habitats of good quality can be considered as a proxy for species
occurrence. For instance, birds such as the bittern (Botaurus stellaris) can only be
found in reed marshes and the European large blue butterfly (Phengaris arion) only
in calcareous grasslands. Vegetation structure is central to both LCCS and the GHC
classification and it therefore facilitates interaction between the GHC and LCCS
taxonomies (Kosmidou et al. 2014). The main height categories of life forms are
comparable between the two approaches with minor differences as shown in
Table 2.2. As GHCs have in some cases a more detailed system, the translation
between the two approaches requires in some cases ancillary data (Fig. 2.5).
Table 2.2 Vegetation height definitions in the LCCS and GHC taxonomies
Height (m) LCCS GHC
>40 A12.A3.B5 Trees Giga Phanerophytes, GPH
14–40 Forest Phanerophytes, FPH
7–14 A12.A3.B6 Trees
5–7 A12.A3.B7 Trees
3–5 A12.A3.B7 Trees A12.A4.B8 Shrub Tall Phanerophytes, TPH
2–3 A12.A4.B9 Shrub
0.6–2 Mid Phanerophytes, MPH
0.3–0.6 A12.A4.B10 Shrub Low Phanerophytes, LPH
0.05–0.3 Shrubby Chamaephytes, SCH
<0.05 Dwarf Chamaephytes, DCH
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Ecosystem Services
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Abstract Ecosystem services are increasingly incorporated into explicit policy
targets and can be an effective tool for informing decisions about the use and
management of the planet’s resources, especially when trade-offs and synergies
need to be taken into account. The challenge is to find meaningful and robust
indicators to quantify ecosystem services, measure changes in demand and supply
and predict future direction. This chapter addresses the basic requirements for
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collecting such observations and data on ecosystem services. Biodiversity regulates
the ability of the ecosystem to supply ecosystem services, can be directly harvested
to meet people’s material needs, and are valued by societies for its non-tangible
contributions to well-being. Societies are deeply embedded within ecosystems,
depending on and influencing the ecosystem services they produce. The different
types of ecosystem services (provisioning, regulating, and cultural), and their dif-
ferent components (supply, delivery, contribution to well-being, and value) can be
monitored at global to local scales. Different data sources are best suited to account
for different components of ecosystem services and spatial scales and include:
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census data at national scales, remote sensing, field-based estimations, community
monitoring, and models. Data availability, advantages and limitations of each are
discussed. Progress towards monitoring different types of services and gaps are
explored. Ways of exploring synergies and trade-offs among services and stake-
holders, using scenarios to predict future ecosystem services, and including
stakeholders in monitoring ecosystem services are discussed. The need of a network
for monitoring ecosystem services to synergise efforts is stressed. Monitoring
ecosystem services is vital for informing policy (or decision making) to protect
human well-being and the natural systems upon which it relies at different scales.
Using this information in decision making across all scales will be central to our
endeavours to transform to more sustainable and equitable futures.
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3.1 Introduction
Ecosystem services are the benefits people obtain from ecosystems and are
co-produced by the interactions between ecosystems and societies. Since the
Millennium Ecosystem Assessment (MA 2005) governments have embedded
ecosystem services and natural capital in explicit policy targets. Globally, for
example, the Parties to the Convention on Biological Diversity (CBD; www.cbd.int)
have committed to ‘enhancing the benefits to all from biodiversity and ecosystem
services’. The CBD Aichi Target 14 is of particular relevance to ecosystem ser-
vices: ‘By 2020, ecosystems that provide essential services, including services
related to water, and contribute to health, livelihoods and well-being, are restored
and safeguarded, taking into account the needs of women, indigenous and local
communities, and the poor and vulnerable’. Beyond the conservation sector,
interest in ecosystem services is increasingly aimed at the development of policies
at national and global scales (Griggs et al. 2013). Regionally, the European Union
Biodiversity Strategy to 2020, for example, aimed to halt the degradation of
ecosystem services, and to map and assess the state of ecosystems and their services
in their national territories by 2014 (Maes et al. 2016). This study also aimed to
assess the economic value of such services, and promote the integration of these
values into accounting and reporting systems at EU and national levels by 2020.
Non-EU governments of nations such as Australia, Canada and Mexico are also
incorporating ecosystem services and natural capital into national accounts.
At a national and sub-national scale, ecosystem services can be an effective tool
for informing decisions about the use and management of the planet’s resources,
especially when trade-offs and synergies need to be taken into account. Without this
information, decisions that determine the fate of terrestrial, coastal, and marine
systems and the benefits they provide, are made in the dark, with little under-
standing of the ecosystem services outcomes (benefits and costs) of any given
K. Thonicke
Potsdam Institute for Climate Impact Research, Potsdam, Germany
e-mail: Kirsten.Thonicke@pik-potsdam.de
F. Villa




Institute of Earth and Environmental Science, University of Potsdam, Potsdam, Germany
e-mail: ariane.walz@pik-potsdam.de
42 P. Balvanera et al.
decision or its consequences for the different stakeholders depending on these
services.
While many observations and datasets are available to measure progress towards
global, regional, and national goals for ecosystem services, and to ensure effective
decision-making for sustainable human use of the planet’s resources (Egoh et al.
2012), their coverage is patchy, incomplete and inconsistent. The challenge is to find
meaningful and robust indicators to quantify ecosystem services, measure changes in
demand and supply and predict future scenarios. At present, most governments are
not effectively measuring or monitoring ecosystem services. This chapter addresses
the basic requirements for collecting information on ecosystem services.
3.2 Biodiversity and Ecosystem Services
Biodiversity is related to ecosystem services through a variety of mechanisms
operating at different spatial scales (Fig. 3.1) (Mace et al. 2012). Biodiversity
regulates the state, the rates and in many cases the stability of ecosystem processes
fundamental to most ecosystem services (Cardinale et al. 2012). Components of
biodiversity are also directly harvested to meet people’s material needs, and are also
valued by societies for their non-tangible contributions to well-being, for example
to psychological health, people’s identity and the asset it can be for future gener-
ations. Fundamentally, biodiversity provides the evolutionary building blocks of
Biodiversity
How? Biodiversity strongly influences 
ecosystem func ons
Genes and species are directly 
consumed
Individual target species or 








Soil fer lity regula on
Wild food, medicine
Apprecia on of wildlife
Is appreciated per se   Is a provisioning serviceProcesses 
underpinning services
Soil microorganisms, soil 
invertebrates
Insects, birds, mammals
Food and fiber produc on
Pest regula on
Insects, rep les, birds, mammals
Iden ty
Aesthe c enjoyment
Germplasm and pharmaceu cals  
for future op ons
Plants
Vegeta on
Birds, rep les, mammals
Clean water supply and 
Flood regula on
Plants
Fig. 3.1 Biodiversity is linked to ecosystem services in three different ways: (i) as a regulator of
the ecosystem functions that lead to the supply of provisioning, regulating or supporting services,
(ii) as a provisioning service, (iii) as something that is appreciated in itself rather than for the
benefits obtained from it. Selected examples are used to illustrate these linkages. Source Modified
from Mace et al. (2012), Reyers et al. (2012)
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life on Earth and therefore provides important adaptive capacity through its con-
tinued ability to support desired ecosystem services and processes in the face of
often rapidly changing selective pressures (Mace et al. 2014).
Due to the complexity of the links between biodiversity and ecosystem services,
as well as the important role played by other non-biophysical inputs into the goods
and benefits we obtain from ecosystems (Díaz et al. 2015), monitoring biodiversity
alone is not sufficient to understand the status and trends of the services it provides.
In fact, monitoring annual changes in the state of ecosystems and determining
trends in ecosystem services, can contribute to our understanding of changes in
biodiversity and inform on the underlying dynamics of the complex interactions
between societies and ecosystems.
3.3 Key Ecosystem Service Concepts
Societies are embedded within ecosystems, depending on and influencing the
ecosystem services they produce. The characteristics of ecosystems, such as species
composition, tree cover or growth conditions, modulate the type and magnitude of
ecosystem services that can flow to societies. Management regimes, technologies,
as well as tenure and access arrangements modulate the ways by which ecosystem
services are produced and benefit societies. In other words, ecosystem services
result from the interactions between ecosystems and societies, which together form
a social-ecological system.
Four types of ecosystem services can be distinguished (MA 2005), though we
focus only on three of them in this chapter. Provisioning services are the goods that
can be extracted and consumed from ecosystems and are often valued in markets:
for example, water, food, wood and biofuels. Regulating services are the benefits
derived from ecosystem processes that modulate the conditions which we experi-
ence: such as the regulation of climate, soil fertility or floods. They seldom have
markets, and must be valued indirectly. Cultural services are the real but not
physical (‘intangible’) benefits that emerge from interactions between humans and
ecosystems (Chan et al. 2012), for instance employment, sense of identity, spiritual
value, aesthetic value and cognitive development. Some cultural services, such as
recreation, do have markets, while others do not. The fourth category, which we do
not elaborate on, is supporting services, the fundamental ecosystem processes such
as photosynthesis, nutrient cycling and evolution, which permit the delivery of the
first three categories, and thus find societal benefit through them.
In order to fully understand ecosystem services, we need to measure and monitor
four different components: supply, delivery, contribution to well-being, and value
(Tallis et al. 2012). Table 3.1 provides a detailed examination of each of these
components across different categories of ecosystem services. The table includes a
definition and some popular metrics or indicators used in the quantification and
assessment of services. This list is not exhaustive since it does not cover all services
or potential indicators, but rather presents a range of different types of services that
have been found to be very relevant to societies.
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Supply refers to the potential of a social-ecological system to generate a service,
typically quantified as a flow (i.e., an amount per unit time). Ecosystem condition
(e.g., intact or degraded, stressed or unstressed) and processes (e.g., primary pro-
ductivity), as well as the way ecosystems are managed, are taken into account when
determining supply. This is the component of ecosystem services that has been
most commonly measured.
Delivery accounts for how much of the service is actually extracted (e.g., amount
of timber harvested), used (e.g., area of avoided flood damage, area that is enjoyed
by visitors), and delivered to societies (e.g., spatial location of those benefiting from
flood regulation), and how societies have access to these services (e.g., laws rules,
norms and restrictions that limit access to a service). Delivery thus depends on the
links between ecosystem services supply and people’s location, activities and
societal factors determining access to services.
Contribution to well-being accounts for the change in people’s well-being, which
results from consuming, using, or having access to the service. Changes in living
standards, nutrition status, mortality rates, social conflicts, security in the face of
extreme environmental conditions, or happiness partially depend on the delivery of
ecosystem services. This component of ecosystem services is the least understood and
seldom quantified. One of the issues is that well-being typically has many components
and many causes, so it hard to isolate the contributions of a particular service.
Value refers here to the relative importance society attributes to the service. The
value of ecosystem services is often accounted in monetary terms, but other ways of
establishing the socio-cultural value are potentially equally valid, and may be more
appropriate than monetary valuation for some services. For instance, contributions to
longevity or perceived quality of life need not be expressed in monetary terms. The
monetary value of most provisioning services (e.g., timber) is provided by markets.
Where freely-traded markets do not exists (for instance, this is frequently the case for
water service), the value can be estimated through a variety of methods, such as the
cost of delivering a substitute, or the marginal value addition of the service to other
services which do have markets. Valuation approaches, based on willingness to pay,
damage costs avoided, travel costs, or hedonic values, have been used to attribute
economic value to many regulating and cultural services. Socio-cultural values of
ecosystem services to an individual can be assessed through various valuation
methods, such as through preference surveys, paired comparisons, and narrative or
participatory methods. What is frequently reported is the aggregate societal value
resulting from some combination of individual valuations.
These components of ecosystem services feed back into the way social-
ecological systems are managed and governed. Supply allows for delivery which
allows for contributions to well-being which, in turn, influences value. Ecosystem
service contributions to well-being, shape the status of and vision for the well-being
of individuals and societies, which directly influences the way formal and informal
institutions are designed to modulate interactions with the environment. Value
determines which services are fostered, and shape institutions and management
interventions, aimed at modifying social-ecological conditions to promote the
supply of the desired services at the cost of other services (Díaz et al. 2015).
56 P. Balvanera et al.
3.4 Monitoring Ecosystem Services
Ecosystem services can be monitored at multiple spatial scales. For global obser-
vation systems, emphasizing the nation state as the focal unit allows for better
tracking of progress towards national targets for ecosystem services. In addition,
many key global policies, such as the Convention on Biological Diversity (CBD;
www.cbd.int), the Sustainable Development Goals (https://sustainabledevelopment.
un.org/), and the Commission on Climate Change and Development (www.
ccdcommission.org) are governed by mutual agreement of participating nations,
requiring monitoring of progress toward global targets. Monitoring, however, can
also take place at the local scale, and data can then be aggregated up to the national
and global scales, but this is not always a straightforward procedure (Scholes 2009).
A multiple scale approach makes it possible for information from one spatial scale
to be tested or refined using data produced at other scales. Such comprehensive
monitoring at different spatial scales can include national statistics and remote
sensing to cover national to global scales, as well as remote sensing and field-based
assessments to cover local scales. Models can be developed at all spatial scales.
Different data sources are best suited to account for different components and
spatial scales of ecosystem services (see Table 3.2). Supply is best characterised by
data sources that consider the condition of social-ecological systems, for example,
from remote sensing and models. Delivery is often based on societal characteristics
and can be accounted for from national statistics, field-assessment and models.
Contributions to well-being are documented in different ways (mostly field
assessments, national statistics and census) and have seldom been explicitly
incorporated into models. Economic value can be derived from markets, national
statistics or from economic models. Sociocultural value can be obtained from field
assessments of preferences, or from the analysis of cultural norms. Different types
of value have been incorporated into models.
3.5 National Statistics
Census data at national scales are readily available for several ecosystem services.
In most cases the census has been conducted at a much more resolved scale (the
census district, which may be as small as a neighbourhood). Sometimes such data is
available for local analysis, subject to special procedures designed to protect the
privacy of individual respondents. The United Nation’s Food and Agriculture
Organisation publishes a global database (http://faostat.fao.org/) of the amount
produced or extracted (delivery), traded, and the monetary value (value) of several
ecosystem services, for example, total production of all commercial crops for
countries or regions, export or import quantity of trade crops and their economic
value per unit. Other databases, such as that of the World Bank (http://data.
worldbank.org) report water withdrawals and water availability to people. Some of
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the services are monitored in most countries and updated annually (e.g., crops),
while others are only available for a small subset of nation states and updated
infrequently (*5 years; e.g., water withdrawal). While these statistics provide very
relevant information for assessing provisioning ecosystem services, they imper-
fectly reflect their delivery and economic value. They cannot, for instance, inform
on the supply of the services. They further inform only partially on the delivery of
the services, as they can only account for the fraction of the food production that
enters markets and national statistics. The stronger biases are for economic values,
which are the product of markets and incentives, and do not necessarily account for
the marginal contribution of ecosystems to food production through primary pro-
ductivity, water for irrigation, soil fertility, pollination, or pest regulation, relative to
those contributed by society. Also, these values do not include the negative impacts
of agricultural intensification and expansion, nor that of industrial fisheries, on
biodiversity conservation and the degradation of supporting and regulating
ecosystem services. The societal costs of intensive agriculture or fisheries are not
accounted for either.
Data accuracy in national statistics is quite variable and is dependent on national
monitoring infrastructure (human and technical capacity), relative importance of
informal activities (e.g., subsistence production or unreported extraction cannot be
accounted for), and governmental policies on transparent reporting. Temporal data
gaps are common for many countries and are often filled using a variety of tech-
niques, including interpolation, models or expert judgement, which all have
well-documented biases. In all cases, uncertainty analyses are needed to quantify
and help improve reliability of existing data.
3.6 Remote Sensing
Remote sensing (see Chap. 8) consists of data collection ‘at a distance’: from
sensors on the ground, in the water, on aircraft, or in space. Remote sensing of
ecosystem services relies on hybrid methods, that use models to combine in situ
information (collected either by humans or machines) with that collected at coarser
spatial scales (e.g., climate, landform, social or economic variables).
Remote sensing has not been used directly to measure ecosystem services, yet in
combination with other data sources it can contribute to the assessment of many
ecosystem services (e.g., water quantity and quality, erosion prevention, moderation
of extreme events; Horning et al. 2010). These data sources can either contribute to
assessing the potential supply of ecosystem services or to assess the
social-ecological drivers that influence the supply, delivery, contribution to
well-being, and value of ecosystem services (Andrew et al. 2015).
Products from multiple frequencies within the range of visible and near-infrared
bands contribute to vegetation indices, such as greenness measures like the
Normalized Difference Vegetation Index (NDVI) that indicates plant vigour. Such
information can be used as one of several data sources to assess crop delivery
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(through potential productivity of known plant/crop species), carbon stocks and
carbon uptake, fisheries (through ocean productivity), water quality (through
changes in water colour), and land use change (a driver). High-resolution data can
inform on small-scale ecological features, such as individual trees. Information on
roads, fields and habitat patches can be used to provide information on drivers of
many ecosystem services. Products from radar devices provide high-resolution
information for topography, vegetation and water cover, and potentially on the
aboveground biomass. These can contribute to assessing land use change, crops, or
water cover (superficial water bodies) over a targeted region. Products based on
Laser Imaging Detection and Ranging (LIDAR) devices provide high resolution
information on above-ground carbon stocks, water (water surface elevation, and in
combination with bathymetry, the volume of freshwater bodies), and ecosystem
structure, that can be used to model a range of provisioning, regulating and cultural
services. High resolution images (with individual pixels of around 1 m2) are
increasingly available from commercial satellites and can be used to refine infor-
mation for particular locations. The cost is currently high, but may still be
cost-effective if compared with manual mapping on the ground, and is being driven
down by the advent of unmanned autonomous vehicles or ‘drones’ (e.g., see www.
conservationdrones.org) equipped with cameras.
3.7 Field-Based Estimations
Field-based estimations contribute to local or site-based monitoring and assessment,
as well as to validation of models and remotely sensed data products. Ultimately,
field-based estimations are a principal source of new data on the supply, delivery,
contributions to well-being and value for all services. Some services, such as the
flow of water in rivers, are routinely monitored by in-field devices, and new
technologies such as eddy covariance are extending the range of in situ observations
of services such as carbon sequestration.
Conducting primary data collection can be costly, time consuming and techni-
cally specialised, and the methods and information from different data sources need
to be standardized. Toolkits are emerging to deal with these issues, and promote
standardized rapid assessments at the site scale. Such toolkits provide guidance on
the steps to be followed, the kind of data to be gathered and the methods suggested
to gather or model quantitative data at this scale that can then be used in an
assessment under a range of contexts. Assessments incorporate local knowledge,
basic local data collection and other data sources to create fine scale,
locally-relevant assessments of multiple ecosystem services.
Two of these toolkits have been particularly useful (Table 3.3). The Toolkit for
Ecosystem Service Site-based Assessments (TESSA; Peh et al. 2014) was devel-
oped to assist site-scale users with limited capacity and resources, to develop simple
estimates of ecosystem services. The Natura toolkit was developed for assessing the
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socio-economic benefits associated with the ecosystem services of 200 conserved or
protected sites in Europe (Kettunen et al. 2009).
3.8 Community Monitoring of Ecosystem Services
Ecosystem services that are locally relevant can be monitored by local stakeholders,
such as land owners and consumers (see Chap. 9 on Citizen Science). Several
studies have shown that local communities without conventional scientific training
Table 3.3 Examples of toolkits available to assess ecosystem services and their advantages and
disadvantages
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have successfully collected accurate data on a wide range of ecosystem services
such as forest carbon storage and sequestration, water quantity and quality, and
their links to well-being (Hein et al. 2006; Dinerstein et al. 2013).
Involving communities in data generation enables year-round, low cost gener-
ation of local data (plot to landscape level) and wide spatial coverage. It provides
information for local-level decision-making for ecosystem service management,
and it can also generate employment, enthusiasm, and personal investment in
ecosystem service based initiatives. Additionally, it can better incorporate tradi-
tional ecological knowledge and help maintain cultural heritage, identity, and
values. Community involvement in monitoring can increase local interest and
investment in the maintenance of ecosystems and the services they provide.
Information generated by locally-based monitoring systems, however, can be
influenced by power struggles and incentives surrounding the monitored resource
and validation mechanisms need to be implemented.
Numerous data collection and management tools have been developed in the last
5–10 years to facilitate gathering, storage, and sharing of data by communities.
3.9 Models
Numerical models, understood here as practical tools that predict how ecosystem
services change through time and space, are increasingly being used to support
decision-making. These models are often developed when data availability is
scarce, when spatially explicit information is needed, and in order to assess
trade-offs among services under alternative future management scenarios.
A wide variety of approaches have been used for building and applying such
models. Five of the more commonly used modelling platforms are described here
(Table 3.4).
• The Integrated Valuation of Environmental Services and Tradeoffs (InVEST)
suite is a free and open-source software tool to help inform and improve natural
resource management and investment decisions (Tallis et al. 2013).
• The Lund-Potsdam-Jena managed Land Dynamic Global Vegetation and Water
Balance Model (LPJmL; www.pik-potsdam.de/research/climate-impacts-and-
vulnerabilities/models/lpjml) is a tool that was not specifically designed for
ecosystem service assessment, but still allows deducing a number of ecosystem
services consistently from the same process based model (Bondeau et al. 2007).
• The ARtificial Intelligence for Ecosystem Services (ARIES; www.ariesonline.
org) can be used to model supply, demand (delivery), flow (the link between the
areas of supply and those of delivery), depletion (the balance between supply
and delivery), and values (differential preferences among stakeholders) of
ecosystem services (Bagstad et al. 2013b). A range of tools (www.ariesonline.
org/resources/toolkit.html) and models for a range of case studies (www.
ariesonline.org/resources.html) is available.
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• The Ecosystem Service Trade-off Analysis (ESTA) was initially developed to
inform and evaluate the trade-off between biodiversity and fisheries objectives,
and has been applied to an increasing number of case studies with a range of
ecosystem services, including offshore wind and wave energy, aquaculture, and
ecotourism (White et al. 2012).
• The Multi-scale Integrated Models of Ecosystem Services (MIMES; www.
ebmtools.org/mimes.html) platform is designed to address the magnitude,
dynamics, and spatial patterns of ecosystem service values (Altman et al. 2014).
• Co$ting Nature (www.policysupport.org/costingnature) is a web-based tool for
natural capital accounting and analysing the ecosystem services provided by
natural environments (i.e., nature’s benefits), identifying the beneficiaries of
these services and assessing the impacts of human interventions (Mulligan
2015a).
• WaterWorld (www.policysupport.org/waterworld) is a web-based tool can be
used to understand the hydrological and water resources baseline and water risk
factors associated with specific activities under current conditions and under
scenarios for land use, land management and climate change (Mulligan 2015b).
3.10 Current Tools to Monitor Ecosystem Services
Ecosystem services can be monitored and assessed at different spatial scales using
readily available data sources (Table 3.5). However clear gaps exist, especially
when one considers all four components requiring data per ecosystem service (see
Table 3.6). We explore progress and gaps per ecosystem service category below.
Mismatches can occur between data sources and data needs. Some data sources,
such as LPJmL models or the older remote sensing data, are only available at low
spatial resolution (50 km2 grid cells in the case of LPJmL) and might not be
suitable for assessments at landscapes scales. Similarly, assessments of changes in
services within very short time frames are incompatible with some data sources that
are only available on a yearly basis, as is the case of national statistics, or those that
are modelled from data for which data sources are not updated regularly, as is the
case of governmental land use and land cover maps in Mexico. The converse
situation can also be true: changes in soil carbon or soil fertility within the same
land cover type through time could be estimated from repeated remote sensed data,
but changes would not be observed given the long time frame over which the
processes that regulate them operate.
The data needed for ecosystem service estimation is often the flow of service
rather than the particular conditions of the service in one point in time. This is the
case of water flowing from a river, or the amount of carbon being taken up by
vegetation. The most commonly found approach is for rates to be estimated from
differences in the magnitude of the stock which provides or receives the service
between two selected dates, as is the case of carbon uptake, most commonly
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estimated from changes in carbon stocks. Actual flows of ecosystem services, such
as in the case of water, can be assessed by some of the models such as ARIES, or by
in situ flow measuring devices.
3.11 Provisioning Services
Most provisioning services are already observed at national and local scales in most
parts of the world using one or more of the data sources above. National statistics
are available (at least partially) for many provisioning services, but are typically
blind to subsistence (‘informal’, family consumption, not traded in monitored
markets) or illegal operations that can contribute to large proportions of delivery in
some countries. Remote sensing data are available for services related to vegetation
primary productivity, biomass harvest and water quantity. Field estimations are
available for provisioning services (from e.g., TESSA and Natura). Models are
available for most provisioning services, from at least one of the four platforms
described above.
Observations of supply, that largely depend on biophysical conditions are only
available for a few provisioning services. Instead, delivery data sources are com-
monly reported for services associated with commonly used goods, although only
those that are accounted for in statistics. As many provisioning services are com-
mercialised in markets, economic (especially monetary) values are also readily
available, but such values do not reflect all the contributions of the ecosystem to
these services, nor the consequences. Data on the contributions to well-being are
largely missing or in development for most services.
Information on the balance between the demand of the services and the supply,
or other estimators of the long-term ability of the ecosystem to sustain the supply of
these services are not currently available for most provisioning services.
3.12 Regulating Services
Data on regulating services is increasingly available from national statistics or from
remote sensing in conjunction with models, particularly for carbon stocks and
uptake (climate regulation). The emphasis has been put on carbon stocks and
carbon uptake through primary productivity, which is relatively easily measured
and quite relevant to climate change mitigation, while the links to actual carbon
dynamics and climate processes is largely absent. Models of regulating services
associated with hydrological processes (water quality, erosion regulation), those on
the impacts of extreme meteorological events (flood and coastal regulation), as well
as those for pest regulation and pollination are increasingly available. Today models
are available for most regulating services and most of these models have been
developed at landscape and regional scales, but seldom at national scales. Field
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estimations are available for services (most of which are available from TESSA or
Natura, and from a plethora of approaches).
Both supply and delivery of regulating services are accounted for in most
models. Data and models for contributions to well-being are absent or in devel-
opment. Economic values are largely related to avoided costs or marginal contri-
butions to economic activities from regulating services.
Given that regulating services depend on multiple social-ecological processes
operating at several spatial and temporal scales, data, models and field estimations
of regulating services are necessarily a simplification and, in some cases, they may
be an oversimplification which is more misleading than useful.
Box 3.1. The Demand for Ecosystem Services at Drinking Water
Treatment Facilities in Barcelona
Engagement with drinking water managers in Barcelona, Spain allowed for the
identification of ecosystem services relevant for decision-makers. Discussions
revealed that treatment costs were particularly sensitive to three water quality
parameters: stream temperature, ammonium and conductivity. In particular,
high stream temperature increased water treatment costs because of the water
treatment technology used and the high concentration of sterilisation products
during warm summer months (Valero and Arbós 2010). Understanding the
demand for reduced stream temperatures by water treatment managers allowed
for the development of a targeted research program focusing on ecosystem
structures that would reduce thermal heating in the Llobregat River. It was
found that the restoration of riparian forests upstream would be able to recover
ecosystem processes, reduce stream temperature in the summer and therefore
reduce water treatment costs. After modelling multiple restoration scenarios,
nearly half of the investment in riparian river restoration was estimated to be
recovered in a 20 year period through a reduction in water treatment costs
(Honey-Rosés et al. 2013). Understanding the demand for reduced stream
temperatures by water treatment managers allowed for the development of a
targeted research program focusing on ecosystem structures that would reduce
thermal heating in the Llobregat River.
3.13 Cultural Services
Cultural services present a challenge when it comes to observation and assessment
because some of them are not easily disentangled from other ecosystem services,
such as provisioning services. For instance many important cultural services are
co-produced by the same ecosystem components and human activities that produce
material objects for consumption (Chan et al. 2012), such as agricultural landscapes
or harvested forests. The different cultural services are highly intertwined, and
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unlike with provisioning or regulating services, it is not possible to clearly delineate
the different components of the services. Cultural services are highly context
dependent and thus information on these is often only available and relevant at local
scales. This is not true for all cultural services: some are well-defined, discrete and
routinely monitored, such as the use of national parks, or the income from
nature-based tourism and recreation.
Readily available sources of information on cultural services are very wide
ranging. These include local assessments of cultural preferences (for aesthetic
views; Bagstad et al. 2013c) (can be obtained from the above toolkits), and data-
bases on use of particular areas or ecosystems for ecotourism at national scales
(governmental database). Further sources of information on cultural services are
embedded into local artistic expression (e.g., poetry, music) or in social norms that
articulate a value or impact of nature on the human condition.
3.14 Observing Multiple Ecosystem Services
Historically, ecosystem management has often focused on delivery of a single
service from that ecosystem (often a provisioning service, such as timber or graz-
ing) without recognition that the same ecosystem produces multiple, often inter-
acting services which are also affected by management interventions. This often
leads to trade-offs (where one service decreases while the other increases), but can
also lead to synergies (where increasing the supply of one services also increases
the supply of another). Moving observation systems beyond single services to the
full bundle of services (a set of services that tend to co-occur in space or time), to
quantify and reflect the synergies (positive interactions) and trade-offs (negative
interactions) is a major challenge for current research efforts. Also, an under-
standing of the interactions among stakeholders that have differential preferences
for the traded-off services is needed.
The identification of bundles of services that arise under particular biophysical,
management, and societal conditions is particularly relevant. Data needed for these
assessments is hindered by the reduced replicability of the same measurements
across different social-ecological conditions. It is seldom that they supply exactly
the same sets of provisioning, regulating and cultural services, at the same spatial
and temporal scale, and measuring the same components (e.g., supply or value).
While still patchy, such datasets have been increasingly available in the past few
years. Comparisons across studies are nevertheless faced with the lack of inter-
operability among them.
Additional observations of biodiversity (see other chapters) and multiple
ecosystem services at different spatial scales will contribute to a better under-
standing of their inter-linkages, patterns of interactions across scales and time, and
common trade-offs and synergies.
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3.15 Using Scenarios in Modelling to Predict Future
Ecosystem Services
Scenarios are stories about plausible futures, with the power to capture public
attention and inform more sustainable decisions (Henrichs et al. 2010). They can
help communicate the outcomes of different choices for societies and ecosystems
while at the same time involving stakeholders in a powerful learning process. It is
important to consider the explicit goals for the use of scenarios in determining
which type of scenario will best address those goals and reach their intended
audience. Three main uses of scenarios include: (1) assessing the impact of deci-
sions under consideration, (2) exploring hypothetical but plausible futures, and
(3) building consensus around a shared vision for the future (e.g., see IPBES 2016).
Certain characteristics can make scenarios more effective. Scenarios that are
relevant to the decision context or stakeholder interests will align with the problems
and questions of interest to stakeholders. To be legitimate, the scenario develop-
ment process should include diverse stakeholder views and beliefs. To be credible,
scenario storylines should be developed using scientifically robust methods. To be
plausible, scenarios should tell coherent stories that could conceivably happen.
Finally, to tell a compelling story, scenarios should be distinct enough from one
another that they show contrasting ecosystem service impacts. Iteration of scenarios
can greatly enhance many of these characteristics, as they are refined over time to
incorporate stakeholder feedback, as well as emerging knowledge, trends and
issues.
Translating scenarios to decision-support tools requires that storylines be made
spatially-explicit, with each scenario corresponding to a map of land cover, or
coastal or marine habitats and uses that feed into the biophysical and/or economic
models underlying ecosystem service assessment. Converting scenario storylines
into maps can be accomplished by asking stakeholders to simply draw maps for
each scenario; more analytical methods of forecasting where change is most likely
to occur on the landscape or seascape are based on past trends; rule-based
approaches define which areas are likely to be most suitable for particular uses or
activities. Models of future supply, delivery, value and benefit of ecosystem ser-
vices into alternative scenarios are increasingly being developed.
All the modelling platforms described above may be used to predict ecosystem
services under different future scenarios for land/sea use and management patterns.
Different models have been built to be differentially sensitive to alternative future
issues. For instance, the LPJmL, is highly sensitive to climate change, which is
particularly helpful when looking for mid- to long-term effects.
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3.16 Linking Ecosystem Service Observations
to Decision-Making
Monitoring for ecosystem services to support decision-making is greatly enhanced
with early involvement of the actual stakeholders involved in the decisions. One
key advantage to examining ecosystem services with a stakeholder driven agenda
includes the easy identification of key services recognised and preferred by soci-
eties, as well as the identification of indicators that are most meaningful to them.
Stakeholders can also participate in community-based or citizen science-based
monitoring of ecosystem services. Successfully integrating decision-makers in the
assessment and valuation of services also allows for speedier adoption of the
ecosystem services framework in practice, and the use of ecosystem service data
into actual decision-making.
Emphasis has increasingly been put on the use of ecosystem service indicators
towards agreed upon policy goals. That is the case of indicators that can inform on
progress towards the Aichi Targets and more recently progress towards the
Sustainable Development Goals. The challenge is to identify those indicators that are
most relevant to measuring progress towards the goal, while at the same time being
supported by actually available data, conceptual understanding and credibility.
Monitoring for ecosystem services at local to national and global scales needs to
take into account how preferences and ecosystem services can change in space and
time. Services that are most relevant at national to global scales could be monitored
systematically, while locally relevant services could be assessed within particular
locations.
Box 3.2. Monitoring Ecosystem Services for Coastal Planning in Belize
The coast of Belize includes hundreds of kilometres of mangrove forests,
extensive seagrass beds, and the largest unbroken reef in the Western
Hemisphere. 800,000 tourists visit the area for its renowned snorkelling and
diving sites. Tourism, as well as commercial, recreational, and subsistence
fisheries, contribute to income and livelihoods, but at the same time threaten
the very ecosystems that make these activities possible. Efforts to put the
Belize Barrier Reef on the United Nations Educational, Scientific and
Cultural Organization’s list of World Heritage Sites in Danger and the cre-
ation of a visionary legislation in 1998 calling for cross-sector,
ecosystem-based management of coastal and marine ecosystems were
insufficient to halt degradation. In 2010 The Natural Capital Project (www.
naturalcapitalproject.org) partnered with the Coastal Management Authority
and Institute to use ecosystem-service approaches and models to design a
spatial plan (Arkema et al. 2015). Interactions with a range of stakeholders
and government agencies led to the identification of different categories of
human activities, a zoning scheme, and three alternative future scenarios. The
supply and economic value of lobster fisheries, tourism, coastal protection
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and habitat (to support fisheries) were modelled for current and future sce-
narios using InVEST. Data sources included: (i) field assessments of lobster
catch and revenue; (ii) high resolution land use cover maps developed from
remote sensed data, (iii) model of lobster migration, (iv) current visitation
data obtained from social media (e.g., flickr). Risk under alternative scenarios
for individual services as well as trade-offs among services across zones were
assessed using additional spatial data on human activities and habitats, as well
as information from the peer- reviewed and grey literature on the expected
impacts of human activities on the services and the habitats. The most
desirable future scenario was identified and further refined to increase
expected delivery of almost all services in all regions into 2025. The results
from this future scenario were incorporated into the Coastal Zone
Management plan for Belize in 2012. It was refined through further stake-
holder involvement and expert review during 2013 and led to changes in
national legislation such as the creation of marine reserves and the revocation
of offshore drilling contracts issued earlier by the government of Belize.
3.17 Creating a Network for Observing and Managing
Ecosystem Services
The ultimate goal of many efforts to monitor ecosystem services is to inform
decision-makers and policy to ensure the long-term supply of services and the flow
of benefits to societies. While progress has been made on the quantification and
mapping of services, less attention has been given to the needs of decision-makers
and resource users from local to global scales. Meaningful engagement with
resource users and policy makers should occur early, explicitly and formally when
monitoring services (Menzel and Teng 2010).
A network for monitoring ecosystem services is necessary to synergise work
done by multiple partners, taking advantage of others’ insights, increasing con-
sistency, and reducing duplication of efforts. Creating such a network for moni-
toring ecosystem services at local to global scales will require significant effort from
stakeholders from the research, policy and practice communities across the globe.
National monitoring systems could create mechanisms by which local stakeholders
can provide input and feed into the national system. City and regional governments
may help facilitate the engagement with local stakeholders, and help assess the
status of services at local scales. Stakeholder participation in monitoring activities
will vary widely depending on many factors including local relevance of the ser-
vices they are monitoring, and whether incentives are provided.
Local scale monitoring could dovetail into existing ecosystem services research
which may have very different objectives but could contribute to an observation
network. Examples of such on-going efforts include: the already existing networks
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associated with ARIES, and MIMES the Ecosystem Service Partnership (www.es-
partnership.org/esp), the International Long-Term Ecological Research Network
(www.ilternet.edu), the Natural Capital Project (www.naturalcapitalproject.org), the
Program for Ecosystem Change and Society (PECS; www.pecs-science.org), the
Sub-Global Assessment Network (www.unep-wcmc.org/sga-network_770.html),
the Tropical Ecology Assessment and Monitoring Network (www.teamnetwork.org),
the ESCom Scotland (http://escomscotland.wordpress.com/) and Vital Signs
(http://vitalsigns.org/).
One major challenge to date is that multi-scale cross-site comparisons are only
possible if comparable approaches and indicators are used. To date a wide diversity
of approaches and indicators complicate such comparisons. Great emphasis has
been given over the last decade to the development of new metrics, tools and
approaches, which has fostered creative solutions. Yet, standard procedures will
eventually need to be identified and practical examples be provided to opera-
tionalise the ecosystem services concept (e.g., OPERAs; www.operas-project.eu/).
Efforts through the Group on Earth Observations Biodiversity Observation
Network (GEO BON; www.geobon.org), to further develop and communicate
standards and protocols for the collection of new ecosystem services observations
to enhance comparability across scales and data sources, are on-going. Ecosystem
Service tools are being incorporated into GEO BON developed toolkits, namely
BON-in-a-Box.
Automated, remotely sensed Earth observations will increasingly be used in the
future to assess ecosystem services as well as the drivers that modify their supply
and delivery. Changes in environmental and socio-economic features are more
available than ever with the new sensors, such as those in the Sentinel fleet. The
critical issue is integration of the data in ways that make it readily usable for
ecosystem service assessments (Cord et al. 2015).
3.18 Monitoring to Support Policy Design
Ecosystem services monitoring can be directly linked to on-going assessments that
support policy design. Timely information from monitoring ecosystem services can
be useful to the Intergovernmental Platform on Biodiversity and Ecosystem
Services (IPBES; www.ipbes.net) that aims to strengthen the science policy inter-
face for biodiversity and ecosystem services for the conservation and sustainable
use of biodiversity, long-term human well-being and sustainable development.
IPBES is aiming to establish strategic partnerships, such as with monitoring pro-
grammes, to assist in the delivery of its work programme.
Similarly, National governments are also signatories to Multilateral
Environmental Agreements. In most cases (for instance the CBD), these rely on
technical and scientific bodies to assess progress towards implementation of agreed
decisions. National progress reports and assessment of needs towards achieving
targets rely on monitoring ecosystem services.
3 Ecosystem Services 75
Agreements and commitments across different scales (national to global) on
biodiversity and ecosystem services would benefit greatly from the extension and
linking of various observing networks, which can promote the collection, access,
packaging and communication of data. This often will require engagement with
existing mechanisms such as the assessments to be performed by IPBES, CBD and
individual nations.
3.19 Conclusions
Monitoring ecosystem services is vital for informing policy (or decision-making) to
protect human well-being and the natural systems upon which it relies at different
scales. While ecosystem services are linked to biodiversity, the social factors
involved in their supply, delivery and value to human well-being implies that they
cannot be predicted from biodiversity monitoring initiatives alone. Here we
emphasise that monitoring systems for ecosystem services must take into account
provisioning, regulating and cultural services as well as their components of supply,
delivery, contribution to well-being and value. A wide variety of data sources is
available and relevant to ecosystem services monitoring, including national statis-
tics, field-based assessments, remote sensing and models. Their elaboration will
help ensure monitoring at relevant (and where necessary multiple) scales of interest.
Outputs from monitoring a range of ecosystem services and their components at
different spatial scales can actively support decision-making. Analyses of multiple
services and biodiversity can inform decision-makers such as land managers as to
trade-offs and synergies among them. Modelling and exploring future scenarios of
ecosystem services can then clarify the impacts of alternative policies on such
trade-offs and synergies.
Monitoring our life support systems and using this information in
decision-making across all scales will be central to our endeavours to transform to
more sustainable and equitable futures.
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Chapter 4
Monitoring Essential Biodiversity
Variables at the Species Level
Henrique M. Pereira, Jayne Belnap, Monika Böhm, Neil Brummitt,
Jaime Garcia-Moreno, Richard Gregory, Laura Martin, Cui Peng,
Vânia Proença, Dirk Schmeller and Chris van Swaay
Abstract The Group on Earth Observations Biodiversity Observation Network
(GEO BON) is developing a monitoring framework around a set of Essential
Biodiversity Variables (EBVs) which aims at facilitating data integration, spatial
scaling and contributing to the filling of gaps. Here we build on this framework to
explore the monitoring of EBV classes at the species level: species populations,
species traits and community composition. We start by discussing cross-cutting
issues on species monitoring such as the identification of the question to be
addressed, the choice of variables, taxa and spatial sampling scheme. Next, we
discuss how to monitor EBVs for specific taxa, including mammals, amphibians,
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butterflies and plants. We show how the monitoring of species EBVs allows
monitoring changes in the supply of ecosystem services. We conclude with a
discussion of challenges in upscaling local observations to global EBVs and how
indicator and model development can help address this challenge.
Keywords Species  EBV  Monitoring  Population abundance  Distribution
4.1 Introduction
People have monitored and managed species for thousands of years, but national
and international biodiversity monitoring is a relatively recent phenomenon. By the
end of the 1800s, some governments had established monitoring agencies, mostly
taxon-specific. In the United States, for example, Congress established the U.S.
Fish Commission in 1871 to recommend ways to manage the nation’s food fishes,
and the Division of Biological Survey in 1885 in order to promote ‘economic
ornithology, or the study of the interrelation of birds and agriculture.’ In 1940, these
divisions were combined into the U.S. Fish and Wildlife Service. Later, the U.S.
Endangered Species Act of 1966 mandated species monitoring. At the international
level, the multilateral CITES Treaty, established in 1973, required that the
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international trade of potentially vulnerable species be monitored by countries.
Starting in the 1960s and during the following decades, conservation-focussed
Non-Governmental Organisations (NGOs) also became involved in monitoring
schemes, such as the Common Bird Census of the British Trust for Ornithology.
Since the 1990s, the Habitats and Birds directives further stimulated species
monitoring in European countries, although even today major gaps remain
(Schmeller 2008; Henle et al. 2013). The global change discourse has increased the
demand for biological monitoring. The Aichi Targets for 2020 by Parties to the
United Nations Convention on Biological Diversity affirm an international desire to
curb the rate of biodiversity loss (Leadley et al. 2014) and their assessment requires
an expansion of current species monitoring efforts (Pereira et al. 2012; Tittensor
et al. 2014).
Ecological monitoring in the early 20th century was largely organised around
estimating population sizes of specific species. Capture-recapture methods were
developed for fish by the Danish biologist Carl Petersen in the 1890s. In the
mid-20th century, technologies developed in the world wars, including radioiso-
topes and radio-tracking collars, revolutionised ecological monitoring, and broad-
ened the scope of monitoring from individual populations to ecosystem level
processes. Part of this trend was reflected in the development of the Long Term
Ecological Research (LTER) network (Aronova et al. 2010). In the last few dec-
ades, the development of extensive monitoring schemes based on trained volunteers
or citizen scientists has allowed for the tracking of entire taxonomic groups over
national and continental scales, for example, the Breeding Bird Survey in the USA
or the Pan-European Common Bird Monitoring Scheme (Pereira and Cooper 2006).
At the same time, remote sensing technology has started to make incursions into
species level monitoring (see Chap. 8), including population counts of birds and
mammals or the detection of invasive species (Pettorelli et al. 2014). In the last
decade, the development of websites, such as ebird.org, ispot.org, inaturalist.org
and observado.org, which allow for the global recording and sharing of species
observations, has led to a new wave of citizen science engagement (see Chap. 9).
Studies of biodiversity remain unevenly distributed across the globe. One review
of papers published in ten leading journals from 2004 to 2009 found that
approximately 75 % of studies are conducted in protected areas (Martin et al.
2012). Studies were also disproportionately conducted in temperate, wealthy
countries. Similarly, Amano and Sutherland (2013) found that a country’s wealth,
language, geographical location, and security explain variation in data availability
in four different types of biodiversity databases. At a global scale, biodiversity
monitoring is also biased towards consideration of certain taxa. For example,
systematic IUCN Red List assessments have been carried out for only a few tax-
onomic groups, and the proportion of species assessed in each group is unrelated to
its representation in global diversity (Pereira et al. 2012). Such geographical biases
and historical contingencies have led to mismatches between prioritisation and
protection (Jenkins et al. 2013).
In the past, gathering data for biodiversity management involved querying
colleagues and conducting extensive literature reviews. But in the past two decades,
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vast quantities of ecological data have been made digitally accessible. Nevertheless,
aggregating relevant knowledge often remains difficult and inefficient. A key
challenge for the future is the development of tools for aggregating local studies to
generate broader-scale patterns. International conservation projects are seriously
limited by spatial gaps in biodiversity monitoring data, and geographical biases
must be taken into account when extrapolating from single-site studies.
The Group on Earth Observations Biodiversity Observation Network (GEO
BON) is developing a monitoring framework around a set of Essential Biodiversity
Variables (EBVs) which aims at facilitating data integration, spatial scaling and
contributing to the filling of gaps. EBVs have been inspired by the Essential
Climate Variables (ECVs) framework of the Global Climate Observing System
developed by Parties to the UN Framework Convention on Climate Change
(Pereira et al. 2013). Here we build on this framework to explore the monitoring of
EBV classes at the species level: species populations, species traits and community
composition. We start by discussing cross-cutting issues on species monitoring
such as the identification of the question to be addressed, the choice of variables,
taxa and spatial sampling scheme. Next, we discuss how to monitor EBVs for
specific taxa, including mammals, amphibians, butterflies and plants. We show how
the monitoring of species EBVs allows monitoring changes in the supply of
ecosystem services. We conclude with a discussion of challenges in upscaling local
observations to global EBVs and how indicator and model development can help
address this challenge.
4.2 Defining the Scope of the Monitoring Program
When designing a monitoring scheme, one needs to keep in mind three main
questions: why monitor, what to monitor, and how to monitor (Yoccoz et al. 2001)?
Addressing the first question is important to define the monitoring goals. The
second question leads to the identification of which biodiversity variables should be
monitored. Finally, the third question leads to the assessment of different sampling
schemes and methods (often taxon specific). This is a process that needs to be done
with great care, as once a monitoring system is established, changing it can, in some
instances, invalidate all the previous monitoring efforts.
4.2.1 Surveillance and Targeted Monitoring
We can classify monitoring in two broad categories: surveillance monitoring and
targeted monitoring (Nichols and Williams 2006). In surveillance monitoring, the
goal is to have baseline data for one or multiple biodiversity variables. For instance,
one may want to know how species population abundances are changing across as
many taxa as possible. There are no a priori specific questions to be addressed.
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Instead the goal is to obtain as much data as possible about that biodiversity
variable over time. Data obtained by surveillance monitoring can be used for a
multitude of research and management questions, with many of them defined years
after the monitoring program started.
In contrast, targeted monitoring addresses specific research or management
questions. For example, if the main management goal of a reserve is the protection
of a specific species, monitoring the population of that species, as well as vital
forage and habitat for that species, will be a necessary part of any monitoring
design. Another type of targeted monitoring addresses the impact of specific drivers
on biodiversity change. For instance, one may want to compare areas that receive
relatively low impacts from a driver of concern to those that receive high levels of
impact from that same driver and to measure all the EBVs that are likely to change
with exposure to that stressor. Thus, for example, if timber harvest is the driver of
concern, comparing unlogged and logged areas is likely to show a difference in the
abundance of tree and other plant or animal species.
4.2.2 Choosing Which Variables, Taxa and Metrics
to Monitor
Based on the available list of candidate EBVs (see www.geobon.org), we chose
seven variables to discuss in this chapter that are relevant at the species level
(Table 4.1). Monitoring any of these variables requires that one or more particular
taxonomic group is chosen (e.g., mammals). Next, for the variables in the species
population class, a key sampling design question is how many species of a given
taxonomic group shall be monitored for abundance or occurrence. For instance, one
may be interested in monitoring as many species as possible and therefore choose
methods that assess simultaneously a wide range of species in as many locations as
possible. Monitoring species population variables across entire assemblages also
provides a community level overview of biodiversity change (Dornelas et al. 2014).
Such broad surveys may capture population trends of abundant species, but may fall
short of providing precise abundances for rare species. Instead, rare species may
require targeted sampling schemes both from the point of view of spatial sampling
and field methodology (Thompson 2013).
For the community composition variables, the choice of metrics to measure tax-
onomic diversity or species interactions become paramount (Table 4.1). For instance
taxonomic diversity can be measured by many metrics, including (Magurran 2004):
species richness, Simpson’s diversity index, phylogenetic diversity, functional
diversity, beta diversity, among others. In some cases (e.g. richness), only the
presence or absence of the species is needed to calculate the metric. In others, relative
abundance is required (Simpson’s index), or turnover over gradients (β diversity), or
cladistic information (phylogenetic), or trait information (functional).
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For variables in the species traits class, both the general identification of which
variable should be measured, what particular metric of that variable, and which
species should be monitored, have to be considered (Table 4.1).
In any case, metrics and taxa to be monitored should follow a range of required
and desirable criteria. Required criteria include: (1) monitoring should have a low
impact on the targeted organisms over time; (2) the monitoring protocol should be
reliable and repeatable with different personnel; (3) for targeted monitoring, the
variable should have a strong correlation with the driver of concern; and (4) the
variable should be ecologically important, that is, impacts on the variable have
meaning at an ecosystem level or localised impacts are significant enough to
warrant concern. The variables or metrics that meet the four required criteria are
then evaluated for the desired criteria. Desired criteria include: (1) a quick response
to the stressor so that effects are detectable in a short time frame; (2) a quick
response to management actions so the efficacy of actions can be determined in a
short time frame; (3) minimal stochastic variability so sample number can be small
and effects can be clearly connected to the stressor of concern; (4) ease of mea-
surement; (5) extended sampling window so scheduling and staff time can be more
effectively allocated; (6) cost effectiveness; (7) ease of training personnel;
(8) baseline data is available so effects seen are known to be stressor-caused and not
a natural fluctuation; and (9) a response to the stressor can be seen when the impacts
are still relatively slight; if the change cannot be detected until a large decline in
resource condition occurs, alteration to the systems may be impossible or difficult to
repair. The metrics that meet all the required criteria and most of the desired criteria
can be chosen and then ranked, based on the number of desirable criteria they meet.
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If some metrics obtain similar rankings, budgetary considerations can be used to
prioritise measures to be included in the final program. A two-tier system may be
adopted: Tier 1 measures can be carried out more frequently (e.g., yearly) and are
either very important or less expensive. Tier 2 metrics are done less frequently (e.g.,
every 5 years), generally because they are expensive, destructive (e.g., material has
to be collected), or require expertise that is not readily available. In addition, Tier 2
indicators can act as a check on more simplistic Tier 1 indicators. One of the major
challenges with this approach is finding a way to incorporate variables of both high
ecological significance and low cost. It is also important to note that the frequency
of the measurements depends on the taxa being studied. Taxa with shorter life spans
often require more frequent monitoring.
4.2.3 Choosing a Spatial Sampling Scheme
Despite recent advances in remote sensing for particular species (Pettorelli et al.
2014), for most taxa it is impractical to monitor an entire region at the one to five
year intervals sought by many programs. Therefore, a spatial sampling scheme
needs to be adopted for each monitored variable. We can broadly divide spatial
sampling schemes in two major groups, extensive and site-based monitoring
schemes (Fig. 4.1; Couvet et al. 2011). In extensive monitoring schemes a variable
is observed at numerous sites over a large territory at regular time intervals, often
using volunteers or citizen scientists (e.g., Breeding Bird Survey in North America,
or the Pan European Common Bird Monitoring Scheme). In contrast, site-based or
intensive monitoring schemes observe a range of variables at a limited number of
sites, often associated to field stations of universities or organisations (e.g., the
International Long Term Ecological Research Network—ILTER, the National
Ecological Observation Network in the USA—NEON). Therefore a trade-off exists
between the number of sites in a monitoring scheme (that is, its extensiveness) and
the number of variables to be monitored or even the time intervals for the sampling
(that is, the intensity of the monitoring effort). While extensive monitoring schemes
have been very successful in providing long-term data on biodiversity change
across large areas in developed regions, much of the data coming from developing
regions is associated with site-based monitoring schemes (Proença et al. in press).
Where volunteer capacity exists, the development of extensive national monitoring
programs can be done very rapidly and it has been proposed that this model could
also be applied in some developing countries (Pereira et al. 2010).
For both extensive and site-based monitoring schemes, the question of where to
place the monitoring sites arises. This can be done using a systematic sampling
design such as a grid, a random sampling design or a stratified random design
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(Elzinga et al. 2001). One of the most common stratification schemes used is
environmental stratification based on important habitat variables (Metzger et al.
2013). Sometimes a mixed design is used, for instance by systematically defining a
grid and then randomly sampling inside that grid or within each habitat stratum of
the grid. de Kruijter et al. (2006) provide a comprehensive guide to designing
sampling frames.
One type of spatial data that is becoming increasingly relevant is opportunistic
data (Fig. 4.1c). Over the last century, much biodiversity data was collected for
museums and natural history collections. For instance, the Global Biodiversity
Information Facility (GBIF) indexed more than 500 million species occurence
records as of 2015, many of them from such collections. More recently, the
development of websites for recording and sharing species observations (Boakes
et al. 2010) is mobilizing an impressive range of data almost in real-time. Despite
opportunistic observations being vulnerable to multiple biases (e.g., they are often
presence-only data, so it is difficult to distinguish true from false absences),
Bayesian methods have been recently developed to use this data to track biodi-
versity change (van Strien et al. 2013). Furthermore, the interactive community
features of the social web allows for mobilizing observers for biodiversity obser-
vations in novel ways.
4.3 Taxon-Specific and Driver-Specific Examples
In this section we discuss methods available to monitor species EBVs (Table 4.1),
particularly species distributions (also referred to as species occupancy or species
occurrences) and species abundances. We emphasise species distributions and
species abundances since some other EBVs (e.g., taxonomic diversity) can be
inferred from those when data is collected for entire species assemblages. We use
taxon-specific examples for mammals, amphibians, butterflies, and plants. We also
include an example for monitoring a specific driver: wildlife diseases.
4.3.1 Mammals
Harmonizing monitoring schemes is likely to be more challenging for mammals
than for other taxa (e.g., birds), because observation techniques used for mammals
are often very species-specific (Battersby and Greenwood 2004) and reliability of
techniques is likely to be affected by habitat type. It is advantageous to monitor
mammal species that are common and easily observed as part of a global har-
monised observation system. However, at a national level, it is also important to
monitor less common species, particularly those of conservation concern, because
of reporting requirements from international policy agreements and to assess
nationally set targets.
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The Tracking Mammals Partnership (TMP), established in 2005 by the Joint
Nature Conservation Committee (JNCC), provides an interesting case study of a
mammal monitoring programme developed at the national level. Despite a long
history of natural history recording in the United Kingdom (Flowerdew 2004),
reviews in the 1990s suggested a paucity of data on population, abundance, and
distribution data for British mammals, prompting a call for an integrated monitoring
programme to track the status of British mammals (Harris et al. 1995). The TMP is
a collaborative effort between 25 organisations and uses a diverse programme of
monitoring schemes, collecting data on a range of species in both urban and
countryside environments, and covering a number of species relying on specialist
survey methods. The TMP aims to detect changes in species distributions and
abundance over time, by using stratified sampling to also provide regional trends,
thus ensuring geographical representativeness (Battersby and Greenwood 2004).
Learning from monitoring efforts on bird populations was central to the devel-
opment of the TMP, including through direct input from the ornithological com-
munity (Battersby and Greenwood 2004). For instance the British Trust for
Ornithology (BTO) was involved in devising mammal tracking programmes such
as the Winter Mammal Monitoring scheme. Specific lessons learnt included the
importance of establishing long-term datasets of population indices through annual
monitoring and the use of non-governmental conservation organisations and vol-
unteers to collect data (Battersby and Greenwood 2004; Harris and Yalden 2004).
While there is no single approach that suits all mammal species equally, it was
suggested that a small number of monitoring techniques that can be applied to a
large number of terrestrial mammal species could be integrated to form a
multi-species monitoring programme (Harris and Yalden 2004). Most importantly,
the chosen techniques should be applicable across a wide range of habitats to
overcome biases established by past monitoring schemes focussing on specific
habitat types (e.g., hedgerows, woodlands; Flowerdew 2004). By 2007, the TMP
was reporting on annual trends for 35 species of terrestrial mammals.
While the TMP is less active at present, the constituent partner organisations are
carrying out continued monitoring projects, some of which are run annually and
cover multiple species (e.g., the National Bat Monitoring Programme run by the Bat
Conservation Trust, the Breeding Bird Survey run by the BTO, and the Mini
Mammal Monitoring run by the Mammal Society). Many of these monitoring
schemes are based on line transects (for sightings of medium to large mammals and
field signs) or live trapping transects (for small mammals) within specified grid
b Fig. 4.1 Spatial sampling schemes for species data. a Extensive monitoring in the Breeding Bird
Survey of the USA. Approximately 3000 routes are monitored yearly across the USA. The original
routes were placed randomly for each 1° × 1° cell, but the system has since expanded to take
advantage of the proximity of cities with large numbers of observers. b Site-based monitoring in
the National Ecological Observation Network. Each site was placed in order to be representative of
an environmental domain. c Point species occurrence data from the iNaturalist portal, mostly
opportunistic observations contributed by citizen scientists
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squares (most often randomly selected 1 km2 squares and involving two transects;
e.g., Risely et al. 2012).
Transect counts are time-consuming. However, for large- to medium-sized
mammals which occur at high densities in relatively open habitat, are relatively
easily spotted (e.g., active at time of survey) or have field signs which are easily
identifiable, transect counts can provide relatively robust estimates of species
richness, relative abundances and habitat use. With help of specialist software such
as DISTANCE (Thomas et al. 2010), estimates of absolute densities of species are
also possible. Live trapping for small mammals has often been suggested as a key
methodology for small mammal monitoring (Toms et al. 1999). Small annual
changes in small mammal populations (e.g., 3–11 %) can be detected with 85 %
power when monitoring is carried out for 10 years at a minimum of 50 sites
(Flowerdew 2004). Other methodologies tested for use in the UK include road
traffic casualties to monitor changes in relative abundance of several mammal
species. With some refinement of the methodology, such as taking road type into
account, the method may be sensitive enough to be used in national mammal
monitoring schemes (Baker et al. 2004).
With the development of new technology, remotely monitoring mammals
becomes more practical, often cutting down on man-hours spent in the field. In
particular, camera trapping has been increasingly applied worldwide in monitoring
and conservation (Fig. 4.2). It has been applied in a range of contexts from tracking
specific species (e.g., the pygmy hippo in Sapo National Park; Collen et al. 2011),
to multi-species monitoring, including tracking rare or elusive species in dense
habitats such as tropical forests (Munari et al. 2011), monitoring small invasive
Fig. 4.2 Camera trapping is becoming one of the main methods to monitor medium to large
mammals
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mammals (Glen et al. 2013), and monitoring arboreal mammals (Cerbo and
Biancardi 2012). Animal density estimation was previously only possible for
species with individually recognisable markings; however, recent analytical
developments have focussed on deriving methods and models to derive animal
density estimates for species eliminating the requirement for individual recognition
of animals (Rowcliffe et al. 2008; Chandler and Royle 2013). Methods have also
been proposed to integrate data from camera trapping into biodiversity indicators
(e.g., the Wildlife Picture Index; O’Brien et al. 2010; Beaudrot et al. 2016). Remote
monitoring of mammals can result in large amounts of data, and the volunteer focus
of traditional monitoring programmes is set to be turned into large-scale citizen
scientist involvement to facilitate data processing (e.g., via species identification
through mobile phone apps, such as Instant Wild; see www.edgeofexistence.org/
instantwild/).
4.3.2 Amphibians
Assessing trends in amphibian populations can be challenging because they can
fluctuate dramatically (Pechmann et al. 1989; Collins et al. 2009). In addition, many
species often occur as meta-populations with some populations acting as ‘sources’
of individuals colonizing other places due to birth rates exceeding mortality rates,
and some populations acting as ‘sinks’, receiving more animals than those that
leave and where mortality rate exceeds birth rate. Therefore, it may be important to
monitor the entire meta-population in order to produce meaningful results.
Long-term studies have also shown that amphibian populations can vanish locally
as a result of natural habitat changes that take place over decades (Collins et al.
2009).
As for other taxa, it is impossible to survey every habitat or catch every indi-
vidual of a population, but ideally one should look to sample units that are separate
and (statistically) independent. Sample units are usually individual animals for
single population studies; they are quadrats, transects or habitat features like ponds
and streams for community studies. Some monitoring programs focus on a handful
of target species and report, in addition, all observations of rare species encountered
during the surveys (e.g., Netherlands national monitoring scheme; Groenveld
1997).
A number of methods exist to survey species abundances and ranges for
amphibians. Below we present very brief accounts of some of the most popular and
promising ones:
• Clutch counts (also known as egg masses, spawn clumps, or batches) and nest
counts are techniques that have been used to monitor population trends of some
species and can also help to assess which factors are affecting populations. Egg
mass counts have been used to assess population sizes of pool-breeding
amphibians, particularly some explosive-breeding species, and they are
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relatively simple in that they only require surveying ponds repeatedly for
clutches. Species whose eggs do not hatch very quickly (e.g., more than 10 days
between laying and hatching) have higher detection probabilities (Crouch and
Paton 2000). Nest counts have been used to estimate population size of some
salamander species over long periods of time (e.g., Harris 2005).
• Trapping animals over time is a common method, either by using passive traps
or by attracting animals to a trap (active traps). Nearly all passive traps for
amphibians are either funnel traps or pitfall traps. Funnel traps have a
funnel-shaped entrance that guides animals to a larger holding chamber, while
pitfall traps consist of some type of container sunk into the ground with the rim
level with the surface, and deep enough that the animals that fall into it cannot
climb out (Gibbons and Semlitsch 1981). Traps are often used in combination
with drift fences, which are vertical barriers that curtail the options of animals on
the move and guide them towards a trap. The combination of drift fences and
traps has proved very successful in some places (e.g., southern U.S.) but not in
others (e.g., forests in NE Australia).
• Area-based surveys are used to estimate the abundance and density of a species
or survey the amphibian fauna of a site. One needs to define small units within a
larger area (plots or transects) that are sampled for amphibians, and, from the
data collected, inferences are made about the larger area. The data can be used to
compare species among habitats or to study how communities change over
ecological gradients or over time. The literature indicates plots are generally
square or rectangular, with median dimensions of 25 × 20 m (range 4–
400 × 2–240 m); transects are narrow plots intended to be explored by a single
person at a time, and their median dimensions are 100 × 2 m (range 7–
2000 × 1–8 m) (Marsh and Haywood 2010). Though plots and transects are
often surveyed visually, sometimes they can be sampled by registering calls.
The final choice of the size, shape, and number of units to sample depends on
the questions that the survey is intended to address.
• Auditory monitoring is a relatively efficient method for assessing frogs and
toads. The method has proven a useful tool for anurans because many are more
easily heard than seen and it is widely used in the U.S. and Canada (Weir and
Mossman 2005). This is a good method for monitoring changes in anuran occu-
pancy or for rough species inventories. Nevertheless, it has some limitations, as it
relies on detecting singing males (and thus misses females and sub-adults), and
cannot be applied to the non-singing salamanders and caecilians. More recently,
automated systems, or frogloggers, are being used to collect data at single sites.
Such automated systems may be the most efficient way to monitor threatened
species or those with unpredictable breeding seasons in the future.
• Environmental or e-DNA is a promising technique that will likely be useful for
detection of rare freshwater species (Ficetola et al. 2008; Thomsen et al. 2012).
This technique relies on DNA obtained directly from small water samples of
lakes, ponds and streams. It has been tested successfully in temperate systems
for detection of amphibians, but to our knowledge is not yet being used for
amphibian monitoring.
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4.3.3 Butterflies
Contrary to most other groups of insects, butterflies are relatively well-documented,
easy to recognise and popular with the general public. Butterflies use the landscape at a
fine scale and react quickly to changes inmanagement, intensification or abandonment.
Furthermore, a sustainable butterfly population relies on a network of breeding habitats
scattered over the landscape, where species exist in a meta-population structure. This
makes butterflies especially vulnerable to habitat fragmentation. Moreover, as ecto-
therm animals, many butterflies are highly sensitive to climate change.
At the national scale the following monitoring techniques can be used to monitor
species ranges and species abundances of butterflies:
• Unvalidated, opportunistic data can only be used for coarse distribution maps.
Species distribution modelling including habitat and climate variables can be
used to refine the species ranges from opportunistic data (Jetz et al. 2012). If the
quantity of observations is high enough and the quality of visits can be estab-
lished, the Frescalo method (Hill 2012) and occupancy modelling can be used to
establish distribution trends (Isaac et al. 2014).
• Standardised day-lists can be used for occupancy modelling (van Strien et al.
2011). An advantage of this method is that it can work with co-variates (e.g., the
Julian date, as butterflies typically have a limited flight period). Occupancy
modelling with day-lists also addresses the problem of detection probability.
Occupancy modelling can also produce colonisation and persistence trends,
population parameters that can be very helpful to identify the causes of observed
occupancy changes. It is important to note that the statistical methods for
occupancy modelling are data and computation intensive.
• Standardised counts following a protocol is ideal for population abundance
monitoring. For instance, in Europe although field methods differ to some
degree across countries, most counts are conducted along fixed transects of
about 1 kilometre, consisting of smaller sections, each with a homogeneous
habitat type (van Swaay et al. 2008). Visits are only conducted when weather
conditions meet specified criteria. Site selection varies from random stratified
designs (only in a few countries), to grid design (only in Switzerland), to free
observer choice (most countries). Countries use a software package called TRIM
to analyse and supply trend information at the national level. Trend data are then
integrated to create European population indices for species and multi-species
indicators.
4.3.4 Plants
Plants, as primary producers, are effectively the basis of life on earth, and funda-
mental not only to many millions of species, known and unknown, but also our
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own. However, our knowledge of the world’s flora remains limited, despite over
250 years of scientific research. In 1753 when Linnaeus published his Species
Plantarum, some 5573 plant species were included; at that time, he was convinced
the number would never exceed 10,000. Today, the total of known species stands
at *380,000 (Paton et al. 2008) out of a total of more than 890,000 published
names for plant species, with almost 2000 newly described species published
annually (www.ipni.org/stats.html). Centres of plant diversity (Davis et al. 1997)
and hotspots of threatened plants (www.conservation.org/hotspots) have been
identified. There are many permanent forest plots that have received one or more
complete censuses (e.g., the CTFS network; www.ctfs.si.edu/plots). However, this
is collectively only a very small proportion of the total land area of the Earth and for
many individual species there is little available data beyond the natural history
collections, herbarium specimens and their original description.
Recent attempts to consolidate existing knowledge, from which EBVs and hence
global biodiversity indicators must be derived, have been largely driven by inter-
national policy objectives. The botanical community has galvanised around the
Global Strategy for Plant Conservation, adopted by the Convention on Biological
Diversity. This Strategy has a set of targets to be achieved by 2020, including
Target 1 which is to produce ‘an online flora of all known plants’ and Target 2
which is to undertake ‘an assessment of the conservation status of all known plant
species, as far as possible, to guide conservation action’.
Formal assessments of the conservation status of most plant species are still
lacking. Only 19 728 plant species have been assessed by the Red List (www.
iucnredlist.org), totalling less than 5 % of the world’s flora (as of November 2014).
Of those assessed, about 54 % (10,584 plant species) have been classified as
threatened. The assessment of extinction risk is based on objective and quantitative
criteria that capture one or more EBVs (e.g., species distribution and species
abundance). This can be based, in the first instance, on opportunistically-collected
herbarium specimen data and published botanical literature (Brummitt et al. 2008;
Rivers et al. 2011), followed by verification and validation in the field (Brummitt
et al. 2015). It is important that assessments are based on a verifiable trail of data,
from maintained long-term databases, preserved herbarium specimens, or published
literature sources.
Field-based monitoring techniques for plant EBVs are many and varied,
including:
• Quadrats can be used to survey plants, as it is a particularly effective method
for sessile organisms. Quadrats can be of different sizes, depending on the size
of the plants and the structure of the vegetation, but need to be consistent within
the study. Typically they are a few times larger than the mean size of the
organisms being monitored. Quadrats should be placed at random and should be
permanently marked to allow repeated measures through time. In addition, there
should be a sufficient number of replicates to ensure statistical power. Within
each quadrat, species can be recorded as actual counts, as some measure of
cover (see below) or density or frequency, or occasionally biomass (dry weight).
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Species can be grouped into higher taxonomic units such as genera or families
or as functional ecological units such as graminoids (grasses and grass-like
plants), forbs (herbaceous plants), shrubs, trees, and climbers. The standardised
plot surveys of the Centre for Tropical Forest Science, in which each individual
tree is identified, tagged, and mapped on a repeated cycle, are perhaps some of
the largest quadrats (*50 ha in size) being measured with standard protocols
around the world.
• Transects of varying width, are often employed over longer distances, espe-
cially against an environmental gradient or gradient of disturbance that inten-
tionally includes the range of floristic variation within the area. Along each
transect, each species may be recorded including information on numbers of
individuals, distance from transect, cover, biomass, density or frequency.
• Placement of quadrats along transects has several advantages. First, quadrats
along a line can be easier to relocate than if scattered across an area. Second,
quadrats allow for more vegetated space to be measured along the line than
compared to points along a transect line. Finally, the advantage of a transect is
maintained (i.e., covering more space, thus incorporating more variability, and
enabling spatial analysis).
• Cover can be assessed using different methods, such as the DAFOR (Dominant,
Abundant, Frequent, Occasional or Rare), Braun-Blanquet (5 classes up to
100 % cover, not of equal size) and Domin (10 classes up to 100 % cover, not
of equal size) scales. Each can be used with existing sampling techniques such
as quadrat or transect of defined length and width. The classes for the DAFOR
scale can be interpreted by the user relative to the particular situation, as long as
this is consistent and stated within each study. Assessments of extinction risk
under IUCN Criterion A require estimates of population size and its change over
time from ‘an index of abundance appropriate to the taxon’, using any of these
cover assessment methods across the species range, as long as this is stated and
applied consistently between time points.
• Counts of all individuals of conspicuous plants at low densities are possible,
although this is time-consuming and it can be difficult to avoid double counting.
Counts are particularly challenging for densely-growing plants and clonal
plants. In those situations measures of cover, of numbers of ramets (modular,
repeating, connected units of the plant) or numbers of stems or reproducing
stems may be used instead. For Red List assessments under IUCN Criterion C,
actual counts of numbers of individuals are required, but the thresholds for
threatened categories are low in value. Therefore this is a feasible technique for
species of known conservation concern, although it is not generally viable for
widespread and less threatened species. Frequency of presence/absence in
quadrats of known size can be related to population density.
• Mapping vegetation over larger areas is possible using GPS points or tracks and
a pre-defined habitat classification such as the National Vegetation Survey of the
UK, the Braun-Blanquet vegetation types, one specified by the user, or from
remotely-sensed data. Available satellite imagery can detect fine spatial reso-
lution and variation within vegetation, even detecting characteristic individual
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tree species with LIDAR data, to which image-recognition algorithms can be
trained. Care needs to be given to seasonality for vegetation mapping, including
the tropics where seasons tend to be defined by rainfall rather than temperature,
even within apparently uniform rain forest. The combination of different
methods is extremely useful in vegetation mapping, as remotely-sensed data
needs validation and ground-truthing through on-the-ground observations from
quadrats, transects or point surveys.
• Environmental DNA (eDNA) approaches, in which estimates of species
richness and species abundances may be obtained from next-generation
sequencing of leaf litter or soil samples, offer considerable promise for rapid
ground-truthing of satellite imagery, if a suitable DNA library exists against
which to compare the species.
Few plant species have sufficient data at the global or regional levels for the
majority of the Essential Biodiversity Variables (Table 4.1). However, much
is already known: there is a draft global species checklist (www.theplantlist.org),
with synonymy and distributions for each species; species ranges are available for
many vascular plants in some regions (e.g., Europe, USA); weight is one of the
main traits compiled in the TRY database (Kattge et al. 2011); phenology, at least
for flowering and often fruiting, can be inferred from herbarium specimens (col-
lections are usually only made if a species is in flower or fruit, and collecting date is
given on the label) and taxonomic literature; dispersal mode if not distance can be
similarly inferred from fruit and seed morphology. What generally is not known for
the overwhelming majority of plant species is how these variables are changing
over time. Furthermore, data on local abundances and population structure is only
being compiled at some research sites, such as the aforementioned forest plots (e.g.,
CTFS), and data on individual trophic interactions is even less available. Still,
available plot data was recently used to provide a global assessment of changes in
local species richness over the last few decades (Vellend et al. 2013), with the
surprising result that no net change on species richness was found on the set of plots
analysed.
The capacity for developing countries to undertake repeated measurements of the
EBVs for which base data already exists, such as species ranges, populations, and
phenology, is limited. Therefore measuring and monitoring EBVs for plants is
inherently also a capacity-building exercise. Knowledge of the plants themselves
and the ability to accurately identify them is of utmost importance. There is an
ever-increasing availability of digital specimen data through GBIF (www.gbif.org)
or other platforms, or crowd-sourced specimen databasing and georeferencing.
Rapid, standardised satellite imagery can be used to monitor habitat loss and veg-
etation change. But it is essential to develop training workshops in assessment and
monitoring techniques for local experts, provide easy-to-use identification tools and
field guides, and develop long-term partnerships. Many of these approaches come
together in work conducted for the IUCN Sampled Red List Index for Plants
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(Brummitt and Bachman 2010) (www.threatenedplants.myspecies.info), where
observable change in range size or population size is measured to re-assess the Red
List status of a broadly representative sample of plant species from around the world.
4.3.5 Monitoring Diseases
Infectious wildlife diseases are emerging globally, and their adverse effects are
becoming more and more visible (Fisher et al. 2012). It is therefore important to
include disease surveillance or pathogen monitoring into global, regional, and
national biodiversity monitoring strategies. The three main questions faced when
designing a disease monitoring scheme, i.e. why, what, and how to monitor, are
also relevant here. The answer to why to establish disease surveillance is straight-
forward: the adverse effects of non-native emerging infectious diseases can throw
entire ecosystems out of balance and have major impacts on humans, livestock and
crops (Keesing et al. 2010). The question of what to monitor is a bit more chal-
lenging, as one could monitor the symptoms of a disease, the disease itself, or the
pathogen. Considering that disease monitoring should also be an early warning
system, it might be suboptimal to monitor the symptoms of a disease or the disease
itself. It is preferable to monitor the presence of a pathogen, but then, what are the
EBVs needed to describe the status of a pathogen? Finally, the question of how to
monitor pathogens needs to consider different sources of error such as the repre-
sentativeness and detection probability. Random selection or stratified random
selection of monitoring sites ensures that the sample will be representative for the
larger area from which the sites are selected (Yoccoz et al. 2001). However, other
questions might demand a different site selection strategy. Imperfect detection, or
detection probability (Kéry and Schmidt 2008; Archaux et al. 2012), is of particular
interest in pathogen monitoring, as pathogens are often difficult to detect
(McClintock et al. 2010).
As pathogens depend on their host, pathogen monitoring often starts with
monitoring of the host. In many cases, a pathogen is only detected after disease
outbreaks and when negative effects on the host population become evident (Berger
and Speare 1998; Blehert et al. 2009). Monitoring species distribution can detect a
change in a host population linked to disease outbreaks and the presence of
pathogens. Species abundance is more sensitive, but it is also more difficult to
conduct over large regions. Pathogen monitoring should be conducted at the same
sites (or a random subset of them) to establish the occurrence pattern of the
pathogen in both space and in time and to track disease outbreaks. Once the
occurrence of a pathogen has been detected, infection prevalence (the proportion of
infected individuals in a population) needs to be recorded, followed by infection
intensity. These two state variables will inform about the extent of the infection and
will give information on the future dynamics of the disease, especially if prevalence
is above a 5–10 % threshold (Knell et al. 1998). Above such a threshold, epidemics
often occur. In case pathogen occurrence is clustered or when unusual mortality
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rates are observed, it is advisable to conduct more detailed surveys with more
specific questions. This may include delineation of clusters, identification of areas
of host population declines, determination of the involved variants of the pathogen,
and investigating the taxonomic, seasonal and temporal variation of prevalence and
infection intensity. Such information can then feed into a risk analysis for the host
population(s).
Care needs to be taken that the same host species is monitored across different
sites and different years to yield robust information on the pathogen. It is also
important to have sufficient sample sizes when conducting detailed surveys, as
otherwise false negatives may not allow delineating the distribution of the patho-
gen. The necessary sample size is dependent on the minimum prevalence expected
if the population/specimen were infected. For example, the common prevalence of a
resident disease in a population is approximately 5 %. With that level of preva-
lence, at least 90 specimens need testing for the likely detection of one or more
positive individuals to reach 99 %. An approximation to the number of individuals
that need to be tested to be 95 % certain of detecting at least 1 positive individual is
n = 3/p (for 99 % certainty it is 4.5/p), where p is the prevalence expressed as a
proportion (Walker et al. 2007). In case no visible symptoms of a disease can be
detected, such as in the amphibian disease chytridiomycosis, detection and quan-
tification of a pathogen might need quantitative molecular tools such as PCR (e.g.,
for Batrachochytrium dendrobatidis; see Boyle et al. 2004; Hyatt et al. 2007) or
Next-Generation Sequencing.
4.4 From Species Monitoring to Ecosystem Services
Biodiversity plays several roles along the process chain that links ecosystems to
human well-being and which includes ecosystem processes, final ecosystem ser-
vices (i.e., services that directly underpin or give rise to goods), and the (material
and non-material) goods generated by those services (Mace et al. 2012). As species
may contribute to all these stages, the application of species monitoring data to
ecosystem services should take into account their position in this process chain.
Establishing these connections between species monitoring and ecosystem services
is important to support the work of the Intergovernmental Platform on Biodiversity
and Ecosystem Services (IPBES; Díaz et al. 2015).
If species constitute final ecosystem services or goods, that is, if species are
directly linked to services, then species population data can be directly used to
monitor ecosystem services. This is usually the case of provisioning services (i.e.,
material ecosystem outputs that can be directly used) and cultural services (i.e.,
non-material ecosystem outputs with cultural or spiritual significance). Examples of
provisioning services provided directly by species include, among others, food
(e.g., game birds, wheat, mushrooms), fibres (e.g., cork oak, timber trees, sheep)
and medicines (e.g., Aloe spp., medicinal herbs, poison dart frogs). Examples of
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cultural services include, among others, charismatic species (e.g., monarch but-
terflies, primates, orchids) and species inspiring technology (e.g., Morpho but-
terflies, lotus plants). Therefore, a decrease in the species abundance or species
range of a game bird or a primate species corresponds to a decrease in the supply of
the associated provisioning or cultural service.
In other situations, species do not constitute final services or goods, but are known
to play a facilitator or intermediary role in the ecosystem processes underpinning the
services. This is particularly true for regulating services (i.e., non-material ecosystem
outputs not directly used by people but that affect human well-being) such as water
run-off regulation or pollination, but also for some provisioning or cultural services
such as clean water provision and landscape character. While individual species may
play a dominant role in ecosystem processes generating services, for example, fruit
tree pollination by honey bees, in most cases, ecosystem processes are affected by
multiple species in a community (Díaz et al. 2007; Hillebrand and Matthiessen 2009;
Lavorel et al. 2011). In these situations, data on species abundance and distribution
obtained through monitoring schemes can be complemented with data on species
traits (i.e., morphological, physiological and life history attributes), in order to
compute community-aggregated metrics that characterise the community regarding
traits of interest for a particular function. For example, data on root size and archi-
tecture can be used to assess the contribution of plant communities to water regulation
and soil stability, and data on body size and feeding habits can be used to assess the
pollination potential of insect communities (de Bello et al. 2010).
Species traits can also be applied in the identification of species func-
tional groups relevant to monitoring provisioning, cultural or regulating ecosystem
services. For instance, protein content could be an indicator of plants’ forage value
in pastures (Lavorel et al. 2011), production of medicinally important compounds,
such as antioxidants and alkaloids, could be an indicator of medicinal value (Canter
et al. 2005), and structural complexity could be an indicator of existence value
(Proença et al. 2008).
In addition to the traits determining species contribution to ecosystem processes,
final services or goods (effect traits), species can also be characterised by traits
shaping their responses to pressures (response traits). These two categories of traits
provide complementary information regarding species interaction with their envi-
ronment, that is, species responses to external drivers and species input to
ecosystem processes and services. Response traits, such as fire response traits (e.g.,
resprouting ability, serotiny) and habitat specialisation, can be used to assess or
predict the impacts of drivers of change or conservation measures on species
populations and communities. The borderline between the two categories is not
strict, as some effect traits may also be response traits. For example, leaf area has an
effect on evapotranspiration, and hence on water regulation, but it can also respond
to drought or nutrient availability. Response traits are not only reactive to pressures,
providing a way of tracking their impacts on a certain area, but also to the variation
of abiotic conditions across a landscape or region (Lavorel et al. 2011). Therefore,
data on abiotic variables, such as climate and physiography, are also needed when
monitoring ecosystem services using species data, since abiotic factors indirectly
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affect ecosystem processes through effects on species functional attributes.
Moreover, the contribution of species or functional groups to the processes
underpinning ecosystem services should be weighed against the direct influence of
abiotic factors on these processes.
4.5 Scaling from Local Observations to the Global
Monitoring of Biodiversity Change
Perhaps the main challenge facing the development of EBVs at the species level is
the scaling from the temporally and spatially scattered local observations to the
global level. Data collection, mobilisation, sharing and harmonisation are key steps
in addressing this challenge, but two additional stages are important: the devel-
opment of indicators and the development of models of EBV responses to drivers of
biodiversity change (Akçakaya et al. 2016).
Over the last decade significant advances have beenmade in developing indicators
of biodiversity change as assessment and communication tools (Sparks et al. 2011;
Collen et al. 2013). Indicators are able to synthesise the wealth of data in a given EBV,
for example, the abundance of each species i at time t in location [x, y], into a single
scalar number, such as geometric mean abundance at time t. This can confer statistical
robustness to indicators: when individual observations are brought together, statistics
such as means and variances can be calculated. Naturally the statistical power of
indicators is completely dependent on the representativeness of the underlying data,
and it has been argued that indicators used in recent assessments are spatially, tem-
porally and taxonomically biased (Pereira et al. 2012; Akçakaya et al. 2016).
Indicators also allow to communicate the evolution of a particular aspect of biodi-
versity (e.g., mean species abundance) to the public, which can be compared to targets
set by managers and policy makers (Jones et al. 2011; Geijzendorffer et al. 2016).
Several species based indicators where recently used to assess international progress
towards the 2020 Aichi Targets of the Convention on Biological Diversity, including
the Red List Index, the Living Planet Index, the number of mammal and bird
extinctions, the Wild Bird Index, and the cumulative number of alien species intro-
duction events (Tittensor et al. 2014).
Indicators are powerful communication tools that can help to transmit succinct
information about the status of biodiversity, but they may be insufficient to uncover
the drivers of biodiversity change. In order to understand what is driving biodi-
versity change, the indicators, or even better, the EBV data itself, needs to be
analysed and modelled in relation to datasets on drivers of change such as land-use
change, climate change, harvest or hunting pressure, and pollution. As an example,
Rittenhouse et al. (2012) found a strong response of bird species richness and
abundance to land-cover changes between 1992 and 2001, using correlative mod-
els. The PREDICTS project has reviewed studies of the impact of different types of
land-use change on different metrics of biodiversity using over 1 million records of
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species abundance and over 300,000 records of species occurrence or richness
(Newbold et al. 2015). They estimated a global reduction of 10 % in local species
richness based on global models of land use in relation to a historical baseline
(Newbold et al. 2015). An alternative approach is to develop indicators of the effect
of a driver on biodiversity, such as the indicator of the impact of climate change on
European Bird populations (Gregory et al. 2009) or the community temperature
index (Devictor et al. 2012).
The development of models connecting responses of EBVs such as species
distribution and species abundance to drivers such as land-use or other biophysical
variables that can be measured using remote sensing is particularly important to
address this upscaling challenge. Such models could allow the extrapolation of
point observations resulting from in situ monitoring into continuous variables in
space and time. Species distribution models are already capable of producing
spatially explicit projections, at global scale, of how a species range might respond
to climate change based on a limited number of point-based observations (Peterson
et al. 2011) and wall-to-wall climate data. Similar correlative models have also been
used to project species distributions for different scenarios of land-use change (Jetz
et al. 2007; Rondinini et al. 2011).
With the support of CSIRO, Map of Life, PREDICTS and others, GEO BON is
now developing several global biodiversity change indicators (GEO BON 2015)
that build on the EBV framework concept (Pereira et al. 2013). The idea is that
EBVs such as species distributions can be modelled continuously in space by
integrating point-based species observations, remote-sensing of habitat cover, and
other biophysical data such as elevation (Jetz et al. 2012). The availability of annual
updates on the distribution of global forest cover, allows one to also estimate
species ranges of forest dependent species over time. Finally, for any spatial region
(e.g., a country or part of a country) an indicator of the total area of suitable habitat
for each species can be calculated and averaged across a taxonomic group of
interest (e.g., threatened birds).
As these examples illustrate, the collaboration between volunteers and profes-
sionals collecting biodiversity data, the scientists analysing the data, and the
managers acting on the data, will be critical to address the on-going biodiversity
crisis. We hope the EBV framework will help harmonise and integrate the work
across these different communities.
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Chapter 5
Monitoring Changes in Genetic Diversity
Michael W. Bruford, Neil Davies, Mohammad Ehsan Dulloo,
Daniel P. Faith and Michele Walters
Abstract DNA is the most elemental level of biodiversity, drives the process of
speciation, and underpins other levels of biodiversity, including functional traits,
species and ecosystems. Until recently biodiversity indicators have largely over-
looked data from the molecular tools that are available for measuring variation at
the DNA level. More direct analysis of trends in genetic diversity are now feasible
and are ready to be incorporated into biodiversity monitoring. This chapter explores
the current state-of-the-art in genetic monitoring, with an emphasis on new
molecular tools and the richness of data they provide to supplement existing
approaches. We also briefly consider proxy approaches that may be useful for
many-species, global scale monitoring cases.
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5.1 Introduction
As the most elemental level of biodiversity, DNA is part of the software on which
all life operates. Life has thrived in many different environments over the billions of
years, encoding its solutions into DNA—the heredity material. Thanks to this
genetic patrimony, many species are equipped with sufficient evolutionary resi-
lience to overcome rapid environmental change (Hughes et al. 2008). Genetic
divergence drives the process of speciation. Genetic variation, within and among
species, plays an important role in ecosystem structure and function (Whitham et al.
2008). Genetic diversity therefore underpins other levels of biodiversity, including
functional traits, species and ecosystems (see Fig. 1.1 in Chap. 1). Life’s capacity
to adapt relies on genetic variation, and we should thus value it as a major way of
mitigating the ecological degradation threatened by growing human impacts on the
Earth system. Genetic variation within species is not only the currency of natural
selection, it also underpins animal and plant breeding. As raw material for
biotechnology, global genomic biodiversity provides a rich source of ‘parts’ for
synthetic biology fuelling the new bio-economy. Molecular solutions discovered
over the eons will help humanity address grand societal challenges of the 21st
century regarding food, energy, water, and health. For example, crop genetic
diversity has a critical role in addressing food and nutrition security, continually
increasing yield from crops and livestock (on smaller land space), and instilling
resilience to climate change (Dulloo et al. 2014; Hajjar et al. 2008; FAO 2015).
The value of genetic resources includes their capacity to generate ecosystem
services, including supporting landscape-level ecosystem resilience (Hajjar et al.
2008; Narloch et al. 2011), maintaining socio-cultural traditions, local identities and
traditional knowledge, and allowing plants and animals to undergo natural evolu-
tionary processes, which in turn generate broad genetic variation essential for
adaptation to change (Bellon 2009). Genetic variation contributes directly to agri-
culture by providing a range of valuable traits and genes that are used by modern
day breeders for improvement, in particular those species which are closely related
to domesticated forms (Hajjar and Hodgkin 2007). Genetic variation also enhances
resilience to climate change by providing the traits that are key to the efficiency and
adaptability of production systems. It underpins the efforts of local communities
and researchers to improve the quality and output of food production (FAO 2015).
This chapter focuses on monitoring of changes in genetic diversity. In that
context it is important to ask what is the definition and scope of genetic diversity?
The Convention on Biological Diversity (CBD, article 2; www.cbd.int/sp/) defines
biodiversity as: ‘the variability among living organisms from all sources. This
includes diversity within species, between species and of ecosystems’. For example,
the Intergovernmental Platform on Biodiversity and Ecosystem Services (IPBES;
Díaz et al. 2015) has defined biodiversity as variation, but also included in the
definition ‘changes in abundance and distribution over time and space within and
among species, biological communities and ecosystems.’
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These and other global efforts highlight the need to clarify the scope and
meaning of terms such as ‘variability’ and ‘variation’ particularly when we are
concerned with monitoring change over time. Many studies adopt the full range of
indices from ecology that have been, or might be, referred to as ‘diversity’ indices,
and equate these with ‘biodiversity’ (Faith 2016). McGill et al. (2015) recognised
15 kinds of trends in biodiversity (including genetic diversity), and it is important to
consider whether these define the scope of concerns for monitoring within-species
genetic diversity. The authors also considered four spatial scales (local,
meta-community, biogeographical, and global) and four ‘classes of biodiversity
metrics’ (alpha diversity, spatial beta diversity, temporal beta diversity, and abun-
dance). In principle all of these categories could be relevant to genetic variation.
However, this expanded notion of biodiversity—which includes change over time,
spatial variation and abundance—is a relatively recent development for studies of
within-species genetic diversity, which has tended to focus on estimating the
number of different genetic units of some kind at a range of possible geographic
scales. Homogenisation is also an important kind of genetic change. Other estimates
(including many referred to in ecology as diversity indices) can be made, but are not
by themselves complete descriptions of biodiversity and do a poor job at repre-
senting genetic diversity. Generally, we do not know which genetic units are most
crucial to species and ecosystems, and so variability in itself is valued.
This focus on variation helps understand the value of genetic diversity referred to
above. Genetic diversity provides ‘option value’—the value that variation has in
potentially providing unanticipated benefits for humans in the future and the evo-
lutionary potential of species (Faith 1992). While the relevance and role of genetic
diversity was recognised in the Convention on Biological Diversity (CBD), its
importance was largely overlooked during the following two decades (Laikre
2010). However, genetic diversity has been given more visibility since the release
of the Aichi Biodiversity Targets in 2010, particularly in Target 13: ‘By 2020 the
genetic diversity of cultivated plants and farmed and domesticated animals and of
wild relatives, including other socio—economically as well as culturally valuable
species is maintained and strategies have been developed and implemented for
minimizing genetic erosion and safeguarding their genetic diversity.’ This bold and
wide-ranging goal poses a major challenge for the scientific community because a
globally coordinated approach to monitoring genetic diversity, whether for agri-
cultural species or wildlife, is currently lacking (Hoban et al. 2013; Dulloo et al.
2010). A recent analysis of progress towards the Aichi Biodiversity Targets was
unable to adequately assess progress towards Aichi Target 13 due to lack of time
series data sources (Tittensor et al. 2014). To discern and compare trends, we need
fit-for-purpose genetic monitoring tools that can be easily applied and replicated
(Brown 2008; Pinsky and Palumbi 2014). The recently formed Genomic
Observatories Network (GOs Network; see Box 5.1) is an example of one con-
certed, international attempt to respond to these needs. The GOs Network
encourages major long-term research sites (e.g., International Long Term
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Ecological Research network; ILTER), whether in natural or agricultural ecosys-
tems, to integrate genomics into their longitudinal (time-series) studies and to make
these data available according to global data standards.
Until now biodiversity indicators have largely overlooked data from the
molecular tools that are available for measuring variation at the DNA level, partly
due to their limited availability, high expense, and inaccessibility, focusing instead
on proxies, such as trends in the number of domestic livestock breeds and their wild
relatives (see Tittensor et al. 2014). While such indicators may be useful in cap-
turing higher order biodiversity trends (it is debatable whether number of breeds is
an appropriate measure), they do not account for the genetic distinctiveness of the
populations they assess; for instance, some breeds are more distinct than others.
More direct analysis of trends in genetic diversity using molecular data are now
feasible and are ready to be incorporated into biodiversity monitoring. To mobilise
molecular genetic information in monitoring programs, standardised estimates of
molecular genetic diversity within and among taxa at specific georeferenced points
over time need to be implemented to enable spatial (among site) and temporal
(within site) genetic variation to be compared. This chapter explores the current
state-of-the-art in genetic monitoring, with an emphasis on new molecular tools and
the richness of data they provide to supplement existing approaches. We will also
briefly consider complementarity proxy approaches that still may be useful for the
many-species, global scale monitoring cases.
5.2 Brief Overview of Developments in the Monitoring
of Genetic Diversity
During the last 40 years, studies of genetic diversity have been transformed from
simple statistical comparisons of allele frequencies of a handful of soluble enzymes
(allozymes) for a few individuals within and among populations. It is now possible,
and increasingly affordable, to analyse genome-wide sequence variation (thousands
to millions of locations across a genome) across many (hundreds to thousands)
individuals of any species, even from non-living remains like faeces or feathers. In
parallel with the advances in DNA sequencing and related technologies, many
sophisticated bioinformatics tools, software architectures and frameworks have
been developed, driven by the need to analyse the huge amounts of data that these
studies can generate. Some generally accepted standards are also now emerging
from the many kinds of data suitable for monitoring of genetic diversity
(Table 5.1). For example, DNA ‘barcodes’ (Hebert et al. 2003) allow building a
library of sequences of the same gene across many different taxa linked to museum
specimens and an authoritative taxonomic identification. Sequencing the barcode
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gene of any biological sample (including eggs, larvae, or parts of an organism such
as legs or leaves) leads to rapid identification if the species has already been
catalogued in a reference library (e.g., Barcode of Life Database; Ratnasingham and
Hebert 2007).
In addition to species identification and studies of phylogenetic relationships, the
variation in DNA sequences also enables refined estimates of genetic diversity at
the species level and above (Faith 1992). These can be applied to specific taxa (e.g.,
an endangered species) and/or places (e.g., a national park or farm) and monitored
over time, and these are the units we focus on for genetic monitoring.
Within-species genetic diversity estimation has been transformed by the use of
various genetic profiling methods since the late 1980s involving the use of DNA
sequencing and DNA fragment analysis (Sunnucks 2000) and an ever-expanding
range of statistical frameworks in which to analyse the data (Beaumont et al. 2002).
Notably we can not only analyse levels of genetic variation but use this information
to infer population parameters and demographic trajectories, often from a single
point sample. Furthermore, the advent of metagenomics through environmental
shotgun sequencing (Tyson et al. 2004; Venter et al. 2004) opened up the microbial
world, heralding a new age of biotic exploration documenting what constitutes the
overwhelming majority of life in both biomass and variation terms. Some of these
advances have not reached the conservation monitoring literature and seemingly
went almost unnoticed by the CBD and its associated bodies until recently. This
oversight can perhaps be attributed to the astonishing pace of DNA sequencing
capacity, increasing at a much faster rate than Moore’s Law since the mid 2000s.
Perhaps the explosion in technologies and analytical methods made it difficult to
settle on standardised genomics-based approaches for biodiversity monitoring. Of
course, attention has also been largely focused on the more established (and visible)
levels of biodiversity (e.g., CBD-related efforts on the global taxonomy initiative
and the so-called ‘ecosystem approach’).
Ignoring the power and promise of genomics seems increasingly anachronistic.
The public is increasingly aware of the benefits the ‘new age of genomics’ offers for
personal and public health, and food and energy production (Field and Davies
2015). Genetics is likely to become increasingly important in biodiversity moni-
toring with rapid molecular assessment of species and ecosystems now feasible
using high throughput DNA sequencing in a fraction of the time and cost of
previous approaches (Whitham et al. 2008). Simultaneously, with the establishment
of the IPBES, the recognition that understanding and maintaining genetic diversity
within and among species may be key to ecosystem (and therefore ecosystem
service) resilience in the face of climate change and other anthropogenic stressors,
has raised the profile of genetic diversity substantially (Sgro et al. 2011; Mace et al.
2012; Pereira et al. 2013) leading to its incorporation into the Aichi Targets.
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5.3 Spatio-Temporal Considerations in Genetic
Monitoring
While genetic monitoring is a tool that has global relevance for the maintenance of
biodiversity, like other monitoring techniques it can be costly and time-consuming.
In particular, DNA cannot be read at a distance in contrast to ecosystems (e.g.,
remote sensing) or species (e.g., visual observation); rather, all genetic analyses
require access to biodiversity and its physical sampling (Davies et al. 2012b).
Genetic approaches are thus unlikely to be applicable in all cases where monitoring
is required and may not be the most cost-effective option in some.
Box 5.1. The Genomic Observatories Network
Genomic Observatories (GOs) are sites where genomic information is col-
lected alongside social-ecological, environmental and/or other biological
data, ensuring co-location of observations and much-needed context for such
genomic information (Davies et al. 2012a). GOs show commitment to the
long-term collection of data, now and into the future, as well as to the
depositing of such data in suitable repositories (Field 2011). GOs should be
based on a subset of sites of ‘utmost scientific importance’ (Davies et al.
2012b) and be supported by field stations, universities, museums or similar
organisations or institutions (Davies et al. 2012a), allowing for long-term
observations and thus change detection.
The first published calls for the establishment of a GOs Network (Davies
et al. 2012a, b) highlighted the fact that DNA sequences should be part of the
data collected to monitor life on earth and that, whilst the costs of collecting
and processing such samples remains high, the establishment of GOs could
consolidate these monitoring efforts.
By hosting workshops and meetings on the side-lines of various confer-
ences (see www.genomicobservatories.org/ for more information), the efforts
in building a community around the GOs Network concept, culminated in the
publication of the founding charter of the GOs Network and agreement on the
network’s mission as working towards ‘Biocoding the Earth; integrating
DNA data into Earth observing systems and eventually building a global
Genomic Observatory within the Global Earth Observation System of
Systems (GEOSS)’ (Davies et al. 2014; GEO Secretariat n.d.).
The GOs Network, which is a collaboration between the Group on Earth
Observations Biodiversity Observation Network (GEO BON) and the
Genomic Standards Consortium (GSC), held its first coordinated action in the
form of Ocean Sampling Day (OSD) on 21 June 2014 and repeated it on the
same day in 2015 (Field and Davies 2015; Kopf et al. 2015). The effort was
joined by a number of GOs Network (marine) sites with the purpose of
coordinated, standardised collection and sequencing of seawater throughout
the world’s oceans (Field and Davies 2015; see Fig. 5.1).
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This emerging network has not only ‘site members’ but recently New
Zealand launched its Genomic Observatory project (see http://data.
genomicobservatory.cs.auckland.ac.nz/) aimed at the characterisation (envi-
ronmental and phylogenetically) of terrestrial species in a selected ecosystem,
as a first national contribution to the GOs Network (Drummond et al. 2015).
Furthermore, other scientific communities have started work on supporting
the efforts of the GOs Network, for example through the creation of the
Biological Collections Ontology (BCO), which is to provide the informatics
stack for the network (Walls et al. 2014).
A list of the scientific community members involved in the development of
the network can be found at http://wiki.gensc.org/index.php?title=GOs_
Network_Membership. Parties interested in joining the GOs Network may
contact the coordinators of the initiative through their website at http://www.
genomicobservatories.org/ and those interested in participating in upcoming
OSD events can visit https://www.microb3.eu/osd.
One possibility is that specific sites can act as genetic biodiversity observatories
where special efforts are made to document and monitor genetic biodiversity. The
GOs Network is promoting just such an approach at the best-studied sites around
the world (Davies et al. 2012a, 2014). Apart from the scientific and technical
aspects of genetic monitoring, the need to access genetic resources in situ and carry
out downstream analyses in laboratories and museums around the globe raises
Fig. 5.1 Map showing registered sites for Ocean Sampling Day, 21 June 2014. Source Kopf et al.
(2015)
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important legal and social concerns that must be addressed at each site. These
include compliance with international legal instruments, such as the CBD’s Nagoya
protocol on Access and Benefit Sharing (ABS) and CITES, as well as national
and/or local regulations and sensitivities, which were often not written with genetic
monitoring in mind, but for other reasons like protecting species or preserving
sovereignty. Sampling and associated costs appear relatively incompressible
(Davies et al. 2012b) and careful thought needs to be given to the spatio-temporal
design of genetic monitoring or genetic assessments (defined as multiple or single
sampling events, respectively, by Schwartz et al. (2007). A combination of the
Global Genome Biodiversity Network (GGBN) and GOs Network, in conjunction
with initiatives such as the ILTER (International Long Term Ecosystem Research)
network, offers perhaps the best hope for establishing a coordinated global effort to
monitor genetic biodiversity.
A wide diversity of molecular approaches can be adopted at any site, or within
any ecosystem. The concept of an ecosystem can now be extended to individual
organisms, including establishing the diversity of the microbiome within organisms
or to the environment using metagenomics (Tringe et al. 2005). Community level
diversity (e.g., species richness) might correlate with within-species genetic
diversity of ecosystem-defining taxa (Zytynska et al. 2012), however, recent studies
attempting to establish whether one diversity estimate might act as a reasonable
proxy for the other, have been inconclusive (e.g., Evanno et al. 2009; Struebig et al.
2011; Taberlet et al. 2012). Within-species genetic diversity studies have prolif-
erated during the last 20 years to the point that they are now routinely carried out
globally and represent a huge, largely untapped resource for ecosystem evaluation.
They have recently begun to be augmented by studies at the genome, epigenome
and transcriptome level (Shafer et al. 2015). The domestic animal and plant com-
munity has led the way in within-species molecular biodiversity assessment (e.g.,
Boettcher et al. 2010; Cheng et al. 2011), including making recommendations on
common tools for measuring variation in the same species at a global scale.
Considering this vast amount of genetic data being generated anyway, another
option is to evaluate genetic variation of species expected to have undergone
erosion (e.g., due to harvest) and compare this to ‘reference’ or ‘control’ species,
those having experienced no impact. This analysis of existing data could give an
overall picture of genetic erosion (Hoban, pers comm). Indeed, Pinsky and Palumbi
(2014) used this approach for more than 100 species of fish and found identifiable
genetic erosion in harvested fish.
Although tools for genetic monitoring are now almost universally available, the
statistical approaches needed to compare data, evaluate trends and provide indi-
cators of genetic health are less well developed. This is partly because temporally
spaced sampling of the same species at the same site for population genetic eval-
uation is rare, with the possible exception of commercial species (Hutchinson et al.
2003) where genetic material (e.g., fish fin clips) has been collected since popu-
lation monitoring began. In the absence of sampling a population over time,
analysis of genetic data from a single ‘point sample’ can still provide insights into
recent demographic change (Goossens et al. 2006), although different estimators
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can have wide confidence intervals and provide inconsistent values depending on
the methods chosen or model assumptions (Barker 2011). Recently, Hoban et al.
(2014) carried out an assessment of temporal indicators of genetic erosion (sensu
Aichi Target 13) to assess which metric and sampling would be the most sensitive
to detecting short-term declines in genetic diversity. The number of alleles per
genetic locus outperformed all other potential indicators (such as heterozygosity)
across all scenarios tested. Sampling 50 individuals at as few as two time points
with 20 microsatellite (DNA profiling) markers could reliably detect genetic erosion
even in cases where 80–90 % of diversity remained. Power increased substantially
with more samples or markers, with, for example, 2500 single nucleotide poly-
morphisms (SNPs) being extremely effective at detecting relatively subtle demo-
graphic declines. The latter observation is of particular relevance because since
about 2010, biodiversity assessment has routinely used tens of thousands of SNPs
(genome scale, or ‘next generation’ sequencing) in domestic animals and plants
(e.g., Kijas et al. 2012) and the increased application of genome resequencing
(sequencing whole genomes of multiple individuals of the same species) in
non-model organisms (e.g., Lamichhaney et al. 2015). These methods can also be
used in soil or water (marine, freshwater) samples to analyse ‘environmental DNA’
(eDNA), which includes ancient and modern genetic material from animals and
plants as well as microbes (Pedersen et al. 2015; Kelly et al. 2014). Thus global
capacity to perform molecular genetic monitoring with very high detail and pre-
cision is available and is being deployed in environmental assessment worldwide.
Hoban et al. (2014) also concluded that there is ‘high potential for using historic
collections in monitoring programs’. They found that statistical power to detect
change was significantly improved if samples were available before the onset of
decline—so that archived and museum collections clearly could play an important
role as part of the monitoring program. Hoban et al. (2014) made another interesting
conclusion relevant to the design of monitoring programs ‘many schemes were
sufficient, and strict adherence to a particular sampling protocol seems
unnecessary’.
5.4 What to Monitor?
While Schwartz et al. (2007) broadly defined genetic monitoring as the tracking of
neutral genetic markers through time to estimate demographic and/or population
genetic parameters, this Chapter is focused on changes in within-species genetic
diversity. This focus is much closer to the studies addressing conservation strate-
gies, at the level of within species genetic diversity. Eizaguirre and Baltazar-Soares
(2014) summarised the key challenge: ‘which genetic metrics, temporal sampling
protocols, and genetic markers are sufficiently sensitive and robust to be infor-
mative on conservation-relevant timescales?’ Dornelas et al. (2013) argued that, for
genetic diversity, ‘sources of error are associated with the processes of selection of
the genes of interest, amplifying and sequencing genes, and (especially for
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microbes) determining the boundaries of operational taxonomic units.’ These make
sense, however microbial work has largely side-stepped the operational taxonomic
units problem by using indices defined at the phylogenetic level (for discussion, see
Faith et al. 2009). Unfortunately, these estimators are also the most sensitive to
sampling bias (Leberg 2002). Consistent sampling is required to eliminate error or
correction for the lowest sample size will often be necessary, resulting in a loss of
information and sensitivity (but see Dornelas et al. 2013). Recent advances have
provided robust methods that correct for sampling biases in estimates of phylo-
genetic diversity (e.g., Chao et al. 2015). van Zonneveld et al. (2014) concluded
that the number of ‘locally common’ alleles (defined as alleles restricted to a limited
area of a species’ distribution, but having high frequencies in these areas) may also
be good indicators of overall genetic diversity. The question ‘What to monitor?’
also involves choosing which species or groups of species (including environmental
sampling) are of highest priority given the substantial costs of physically sampling
biodiversity over time. Target 13 of the CBD cites ‘domesticated plants and ani-
mals, their wild relatives, socio-economically important species and culturally
valuable species’. We will consider these three categories separately although there
is much overlap between them.
5.4.1 Domesticated Species
Domesticated species are relatively easy to define, they are largely found in
agri-ecosystems. In such ecosystems, the key commercial crops and livestock must
form an integral part of genetic monitoring protocols. We will focus here primarily
on crop genetic diversity. To date there is poor knowledge of the distribution of
genetic diversity that exists at the global level for all crops. Crop genetic diversity is
distributed in space and time and occurs in farmer’s fields, wild habitats, market
places and as conserved in ex situ collections such as genebanks and botanic
gardens. It is widely believed that crop genetic diversity is being lost in farmers’
fields at an accelerated rate mainly due to the replacement of the heterogeneous
(highly diverse) traditional varieties by uniform high-yielding improved varieties,
as well as contributing factors that also affect natural ecosystems, such as climate
change, habitat change, invasive alien species, overexploitation and pollution (FAO
2010; MA 2005). An additional problem, given the current development of gene-
bank methodologies and management, is that of potential genetic erosion within
genebanks, which should be monitored as well (Schoen and Brown 2001).
There is conflicting evidence for the erosion of crop genetic diversity (Dulloo
et al. 2010; Bonneuil et al. 2012). There are many examples that have shown the
loss of genetic diversity in cultivated plants. One of the classic examples is the
study by the Rural Advancement Fund International (RAFI) that compared the
number of varieties of different commercial crops known to the U. S. Department of
Agriculture in 1903 to the number of varieties of these crops for which seeds
existed in the National Seed Storage Laboratory (NSSL) in 1983 (Fowler and
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Mooney 1990). Considering about 75 different vegetables together, the RAFI study
found that approximately 97 % of the varieties on the 1903 lists are now extinct. In
China, of almost 10,000 varieties of wheat in use in 1949, only about 1000
remained by the 1970s (Arunachalam 1999). Further evidence for genetic erosion is
provided by Hammer et al. (1996), who analysed differences between collecting
missions in Albania (1941 and 1993) and in southern Italy (in 1950 and the late
1980s) and claimed high losses in genetic variability—genetic erosion of 72.4 and
72.8 %, respectively.
A major challenge is that there is no consensus on what type of data (genetic or
proxy) can effectively be used to monitor genetic diversity at the global level
(Dulloo et al. 2010; Pereira et al. 2013; Graudal et al. 2014). Although the
molecular tools for measuring genetic diversity are well advanced and the cost
becoming more affordable, as mentioned earlier, a major challenge remains to
develop simple, inexpensive, and standardised means to monitor genetic diversity at
a global scale (Frankham 2010). Up to now, monitoring of crop genetic diversity
has focused mainly on existing data and the use of proxy indicators for genetic
diversity (Brown 2008; Jarvis et al. 2008; Last et al. 2014). It has also been driven
by the FAO’s country-led processes in developing State of the World Reports on
plant genetic resources for food and agriculture (FAO 1997, 2010) and in moni-
toring the implementation of Global Plan of Action for the Conservation and
Sustainable Utilization of Plant Genetic Resources for Food and Agriculture
(PGRFA). Based on the occurrences and capacity to conserve and use PGRFA, a
set of 63 indicators as well as three targets (Conservation of PGRFA, Sustainable
use, and institutional and human capacities) for monitoring the status and trends of
conservation and use of PGRFA has been developed and adopted (CGRFA 2013).
Unfortunately, none of the indicators directly use genetic diversity metrics for
assessing status of crop genetic diversity, but proxy indicators for in situ conser-
vation, ex situ conservation, sustainable use and existing capacities are used instead.
Further the FAO is developing a composite index based on the 63 indicators for
each of the three targets. Brown (2008) discussed many diversity variables and
argued that practical ones are based on number of individuals, area occupied in situ,
number of accessions and number in gene banks ex situ. He provided a set of 22
genetic indicators for cultivated and wild plants.
At the European level, a pan-European collaborative initiative, Streamlining
European Biodiversity Indicators (SEBI) was started in 2005 to provide a workable
set of biodiversity indicators for Europe to measure progress towards the target of
halting the loss of biodiversity in Europe by 2010 (Biała et al. 2012). The SEBI aim
was to build on current monitoring and available data to avoid duplication of efforts
and to complement other activities to describe, model and understand biodiversity
and the pressures upon it. Within this context, Last et al. (2014) proposed five
indicators for the estimation of genetic diversity, by which they meant crop
accession or breed diversity at the farm level. These were ‘Crop-Species Richness’,
‘Crop-Cultivar Diversity’, ‘Type of Crop Accessions’, ‘Livestock-Species
Richness’ and ‘Breed Diversity’. Additionally, they evaluated the potential role
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of such indicators for developing strategies to conserve or increase crop cultivars
and livestock breeds in agro-ecosystems.
One of the best examples of monitoring crop diversity at the genetic level was by
Bonneuil et al. (2012). They carried out a literature review to assess bread wheat
diversity, as well as a range of general studies on the assessment of crop genetic
diversity (see list in Goffaux et al. 2011), according to the level of genetic diversity
they target (varietal or allelic) and in which pool it is measured (ex situ collections,
registered varieties, or in situ (on-farm). They showed that most studies assess
diversity within registered varieties or genebanks, while only a few considered the
diversity actually cultivated. They also argued that the different indices (the number
of varieties; the Shannon index, the Simpson index and the Piélou’s hierarchical
diversity index) of diversity for in situ (on farm) diversity, account for the richness
and evenness of varieties spatial distribution, while Nei’s index accounts for allelic
diversity across a pool of varieties. However, there was no study that has combined
intra varietal allelic diversity. Bonneuil et al. (2012) therefore developed a composite
indicator that integrates richness, evenness and inter-variety allelic diversity as well
as within-variety allelic diversity and proposed the HT* index as an integrated
indicator for crop diversity on farms. They tested the index on a comprehensive
historical dataset of bread wheat varieties dating back to 1878 from a French terri-
tory, Eure-et-Loire department. The study revealed that more varieties (the varietal
richness factor) can mean less diversity when their genetic structure is more similar
(the effect of between-variety genetic diversity), or when more diverse landraces are
replaced by many homogeneous lines (the effect of within-variety genetic diversity),
or else when one or a few varieties become hegemonic in the landscape (the spatial
evenness effect). Furthermore, increased evenness in variety distribution (varietal
evenness) can also mean less diversity when varieties are genetically related.
The domestic animal community fully embraced molecular characterisation
within and among livestock breeds and species since the early 1990s, thanks to the
proactive role of the International Association for Animal Genetics and the FAO,
who established and revised guidelines for the use of genetic markers (initially
microsatellites; see Hoffmann et al. 2004; Groeneveld et al. 2010). As a result,
many studies have used the same marker systems for the more common domestic
livestock species. More recently, microsatellites have been largely superceded by
medium to high-density Single Nucleotide Polymorphism (SNP) arrays, which
provide comprehensive, genome-wide surveys of genetic diversity at an affordable
cost (Matukumalli et al. 2009; for a review see Bruford et al. 2015).
5.4.2 Socioeconomically (and Ecologically)
Important Species
Socio-economically important species may include those that humans exploit for
food, shelter, medicines, fuel and ecotourism income but may also include those
that are ecologically important providing other key ecosystem services such as
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pollination, nutrient cycling and pest regulation (Bailey 2011). The genetics of
‘foundation species’, those that structure their environment, such as trees and
corals, could be particularly important as heritable changes in these species could
affect entire ecosystems. The field of community genetics (Whitham et al. 2008) has
tended to focus on genetic surveys of key indicator species of ecosystems, often
including vegetation (Bailey 2011; Zytynska et al. 2012). Indicators or foundation
species may be a first priority to monitor. An alternative approach may be to choose
representatives from key functional groups within ecosystems, standard practice in
microbial community genetics (Nannipieri et al. 2003; He et al. 2007), and rou-
tinely applied in animal and plant ecology.
Wild species that are commercially relevant such as marine and freshwater fish,
timber trees, crop pests and large predators have seen an explosion in genetic
studies during the last three decades, focusing on DNA barcoding for species
identification and wildlife forensics (e.g., Minhós et al. 2013), delineation of
commercial stocks using population genetics approaches (e.g., Nielsen et al. 2012),
genetic assignment of individuals or their products to source population (e.g., Lowe
and Cross 2011) and assessing the impacts of anthropogenic barriers such as roads
or dams to the movement of individuals (e.g., Keller and Largiader 2003). Such
approaches are directly influencing policy and management, enabling law
enforcement helping authorities to prioritise their direct interventions and redefine
populations for exploitation management.
5.4.3 Monitoring Genetic Diversity in Culturally Valued
Species
The definition of culturally valuable species is even more open to interpretation, but
could reasonably include locally important domesticated breeds and landraces, wild
species of emblematic significance, wild species of medicinal value (e.g.,
Shivaprakash et al. 2014) and those in immediate danger of extinction that attain
cultural significance. The field of conservation genetics has traditionally focused on
emblematic and endangered species and local breeds that might be regarded as
culturally valuable, however, a wider definition of cultural value may be needed to
ensure all elements of this category can be encapsulated in a comprehensive manner
(Hoban et al. 2013).
5.5 Proxies for Reporting Changes in Genetic Diversity
Earlier we expressed some caution about the use of simple proxies for within
species genetic diversity. The increased capacity to capture genomics information
for many species at many places will gradually reduce reliance on proxy
5 Monitoring Changes in Genetic Diversity 121
approaches. However, interest in human impacts on biodiversity at the level of
within-species genetic variation includes not only poorly studied species but also
those still unknown to science. Thus, well-designed proxies may still fill a gap in
providing broad-brush ‘report cards’ on change in within-species genetic diversity,
for many species at broad scales (e.g., globally; see the section on PGRFA above).
Hoban et al. (2014) cautioned against some simplistic uses of proxies for genetic
diversity change, and this seems particularly relevant when considering a single
target species. In contrast, proxies may serve well as a complement to these direct
approaches, when a broad brush report card on all species is needed. What sorts of
proxies may be useful? Good candidates will build on information that is already
widely available through existing monitoring efforts at the species level. For
example, information on the range extent, distribution and abundance for many
species is available, and this information is often complemented by associated
information on key environmental variables.
There are two fundamental geographic scales for such proxies—proxies may be
developed within one area, or for a collection of many areas (thus, regional or
global). As an example of a localised proxy, Taberlet et al. (2012) assessed how
well the estimated species richness of geographic areas corresponded to the area’s
average within-species genetic diversity. These proxies were judged as not useful,
countering conventional assumptions that patterns in species richness among areas
may be informative about genetic diversity. More effective proxies may operate
among-areas, and take advantage of changes in species’ range extent and/or
occupancy of ‘environmental space’. Such broad-brush approaches can take
advantage of, and add value to, the well-developed regional-to-global monitoring
systems at the species level (e.g., Map of Life; https://www.mol.org/). One
broad-brush approach can assess the loss of genetic diversity, using models that link
loss of geographic range for a given species to its loss of genetic diversity. Previous
work has largely focussed on comparisons among species to make predictions
about their relative levels of genetic diversity. For example, Frankham (1996)
showed that genetic variation will be greater in those species with wider ranges.
Vellend and Geber (2005) treated species diversity–genetic diversity relationships
by looking at correlation coefficients between species diversity and the genetic
diversity of a focal species among localities. The key information gap is about how
loss of the geographic or environmental range within a given species relates to loss
of its genetic diversity. Recently, Mimura et al. (in revision) provided some evi-
dence that patterns of genetic diversity, covering the range of various well-sampled
species, provide support for a ‘power curve’ relationship (analogous to the
well-known species-area relationship) linking range loss to loss of genetic diversity.
They also argued that the exact relationship for a given species may vary in a
predictable way according to factors such as the general dispersal ability of the
species. This may allow a small number of proxy-models based on power curves to
infer genetic diversity losses for a wide range of species.
A closely-related approach can use changes in a species’ coverage of its envi-
ronmental range or ‘environmental space’ to infer its consequent loss in genetic
diversity. When a population of a given species exists in predictable environmental
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space, changes in area of that space may suggest changes in genetic diversity thus
loss of environmental range may correlate with loss of genetic diversity. There is
some empirical support for these proxies. Zhang et al. (2013) showed that both
geographic and environmental distances are significant correlates of genetic dif-
ferentiation among locations. Congruence between geographic and environmental
distances and genetic distances supports the potential for genetic diversity proxy
models that assess loss of coverage of environmental space (Faith 2015).
The challenge to produce global report cards on the loss of within-species
genetic diversity is timely. For example, the Planetary Boundaries framework
(Rockström et al. 2009) has proposed that loss of global genetic diversity is one of
the key variables for understanding whether society is within a ‘safe operating
space’ for sustainability. Such assessments could be augmented by monitoring the
loss of geographic and/or environmental range, for a representative sample of
species. Mimura et al. (in revision) argue that the indicator value for a represen-
tative subset of species can provide a general indicator of within-species genetic
diversity loss for all species and outline a procedure to derive this subset, based on
the available distribution information. They define three steps: (1) For any two
species, calculate their ‘dissimilarity’ based on the difference in their locations in
geographic (or environmental) space; (2) Use the dissimilarities to derive an arbi-
trary but pre-chosen k number of clusters of species. For example, k-means clus-
tering algorithms can directly use dissimilarities or genetic data to derive k clusters.
Choose a member of each cluster to form the subset of k representative species;
(3) For the k species, apply the proxy model to infer loss of genetic diversity based
on loss of geographic (or environmental) range extent.
Proxy indicators are a potentially efficient approach to bridging the evidence gap
on genetic diversity within species. However, the relationships mentioned above in
terms of genetic diversity and ecological space are dependent on various assump-
tions including demographic history, natural and/or artificial selection signatures
and the ability to disperse. Therefore, we would advocate these approaches as
primarily extension mechanisms and would not suggest they can replace genetic
data nor do they provide the rich information available from the genomes of the
planet’s species.
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Chapter 6
Methods for the Study of Marine
Biodiversity
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Abstract Recognition of the threats to biodiversity and its importance to society has
led to calls for globally coordinated sampling of trends in marine ecosystems. As a
step to defining such efforts, we review current methods of collecting and managing
marine biodiversity data. A fundamental component of marine biodiversity is
knowing what, where, and when species are present. However, monitoring methods
are invariably biased in what taxa, ecological guilds, and body sizes they collect.
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In addition, the data need to be placed, and/or mapped, into an environmental
context. Thus a suite of methods will be needed to encompass representative com-
ponents of biodiversity in an ecosystem. Some sampling methods can damage
habitat and kill species, including unnecessary bycatch. Less destructive alternatives
are preferable, especially in conservation areas, such as photography, hydrophones,
tagging, acoustics, artificial substrata, light-traps, hook and line, and live-traps. Here
we highlight examples of operational international sampling programmes and data
management infrastructures, notably the Continuous Plankton Recorder, Reef Life
Survey, and detection of Harmful Algal Blooms and MarineGEO. Data management
infrastructures include the World Register of Marine Species for species nomen-
clature and attributes, the Ocean Biogeographic Information System for distribution
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data, Marine Regions for maps, and Global Marine Environmental Datasets for
global environmental data. Existing national sampling programmes, such as fishery
trawl surveys and intertidal surveys, may provide a global perspective if their data
can be integrated to provide useful information. Less utilised and emerging sampling
methods, such as artificial substrata, light-traps, microfossils and eDNA also hold
promise for sampling the less studied components of biodiversity. All of these
initiatives need to develop international standards and protocols, and long-term plans
for their governance and support.
Keywords Marine  Sampling  Methods  Biodiversity  Monitoring
6.1 Introduction
Current concerns about the Earth’s ecosystems and the loss of biodiversity drives
the need to measure spatial and temporal variation in biodiversity from local to
global scales (Costello 2001; Andréfouët et al. 2008a; Ash et al. 2009). In the
ocean, over-fishing and other threats to species’ populations reduce resources for
society, have altered ecosystems, and put many mammals, birds, reptiles, and fish
in danger of extinction (e.g., Costello and Baker 2011; Hiscock 2014; Costello
2015; Webb and Mindel 2015). Global and regional scale assessments need data
that are either collected by similar methods and procedures, or produce variables
that can be integrated for analyses (Pereira et al. 2013). For example the EU
Marine Strategy Framework Directive (MSFD) requires extensive measures of
biodiversity and ecosystem functioning to monitor the health of European marine
waters and to guide measures that ensure that they achieve a Good Environmental
Status by 2021 (Boero et al. 2015). The World Ocean Assessment will emphasise
the need for more standardised reporting of information (Inniss et al. 2016). To
that end, variables that are ‘essential’ for the monitoring of biodiversity and
understanding ecosystem change are being developed (Box 6.1). As yet, how to
measure these variables, and manage and analyse the data, has not been elabo-
rated. Here, we review methods used for field observations and sampling marine
biodiversity, provide examples of methods and operational global monitoring
programmes, and how data systems have emerged to assist in data publication
and analysis. It cannot be assumed that established or popular methods are the
most cost-effective and suitable for monitoring biodiversity. Thus we outline the
potential of less prominent methods as well as those considered more conven-
tional. This synthesis thus provides an introduction to how marine biodiversity
may be monitored and assessed into the future.
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Box 6.1. Essential Ocean Variables (EOVs)
Under the leadership of the Intergovernmental Oceanographic Commission
(IOC) of UNESCO, the Global Ocean Observing System (GOOS) has
proposed to develop an integrated framework for sustained ocean observing
based on Essential Ocean Variables (EOVs). An EOV, should have by
definition, a high impact in responding to scientific and societal issues and a
high feasibility of sustained observation. These will include biogeochemical
and biological variables (ecosystem EOVs), to help understand marine
ecosystems, in addition to the existing physical ocean variables. At the
same time GEO BON has been developing the Essential Biodiversity
Variables (Pereira et al. 2013). GOOS in collaboration with GEO BON, has
established the GOOS Panel on Biology and Ecosystems (GOOS BioEco),
which is responsible for the development and assessment of ecosystem
EOVs. This includes documentation, best practice, readiness, implementa-
tion strategies, coordination of activities, and fitness-of-purpose of data and
information streams resulting from observations to improve their recom-
mendations to policy-making. GOOS BioEco is also considering societal
needs and human pressures affecting marine biodiversity and ecosystems to
identify the EOVs. The first GOOS Biology technical expert workshop in
Townsville, Australia in November 2013, resulted in a preliminary list of 42
candidate ecosystem EOVs. From these, 10 were selected for high impact
and feasibility within four major areas identified as key for a healthy and
productive ocean: (1) Productivity, (2) Biodiversity, (3) Ecosystem
Services, and (4) Human activities and pressures. Some of the candidate
EOVs that meet these requirements were chlorophyll, harmful algal blooms
(HAB), zooplankton biomass and abundance, and the extent and live cover
of marine communities such as coral reefs, mangroves, seagrasses, and salt
marshes.
6.2 Sampling Methods
An impressive variety of methods have been used to sample marine species,
including observations, nets, hooks, traps, grabs, sediment collection, sound,
chemicals and electricity (Table 6.1) (e.g., Santhanam and Srinivasan 1994;
Kingsford and Battershill 1998; Tait and Dipper 1998; Elliott and Hemingway
2002; Eleftheriou 2013; Hiscock 2014). All methods are selective, at least for body
size by excluding smaller and/or larger organisms. Such bias should be explicitly
recognised in the design and interpretation of field data. Because of methodological
biases a comprehensive sampling of marine biodiversity across habitats, body sizes
and trophic levels would need to use a variety of complementary methods. Such a
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Table 6.1 General methods of sampling marine biodiversity and their biases
Methods Bias
Pelagic Nets: sieve, gill, trammel
(tangle), pelagic and
demersal trawl, fyke (hoop),
drop, push, dip, trap
Body size based on size of
net opening (gape), mesh
size, towing speed, and
dimensions of trap
Visual by observer on boat Larger megafauna at or
above water surface
Visual by underwater video
and scuba, aerial (aircraft)
surveys
Larger species that swim




Capture depends on body
size, agility, and flow rates
Hooks, long-lines Bait selective, and body size
related to hook size
Acoustic (echo-sound) Species level recognition
only for some larger fish
species with distinct
reflectance
Benthos Dredges, benthic (beam,
otter) trawls, sledges
Body size based on net
opening and mesh size
Baited traps and pots Only animals attracted to bait




Taxa sampled depend on
substratum used and time
period of deployment





Larger taxa identified to
species, cover of hard
substrata, and tubes, tracks
and burrows observed on
sediments
– Sediment infauna Grabs, cores, suction
samples
Body size captured within
sample and sieve. Some
animals may escape capture








collection by snorkel, scuba,
video, stereophotography
Larger species identifiable by






animals biased by collection
method (e.g. if by hand then
body size)
Light-traps Capture plankton and mobile
benthos that are attracted to
light. Body size of catch
depends on trap size
(continued)
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suite of methods can produce an inventory of species present that reflect the
environment, habitats, and ecology of an area.
A species inventory provides the evidence of what species are present and an esti-
mate of species richness. Knowing which species are present is essential to distinguish
those that are of socio-economic or ecological importance, endemic, threatened with
extinction, introduced, or considered pests (McGeoch et al. 2016). Indeed, species
richness is by far the most common measure of ‘diversity’ used in science and con-
servation management (Gotelli and Colwell 2001; Costello et al. 2004).
For microbes, species identification can be impractical and so ad hoc ‘metage-
nomic’ and ‘barcoding’ style guidance on molecular ‘Operational Taxonomic
Units’ (OTU) are used as indicators of diversity. However, OTU are not stan-
dardised between studies, and values vary due to different resolution of the genes
analysed for different taxa. For some taxa they may indicate genus level and others
population level differences. For bacteria, the species concept used for eukaryotes is
doubtfully applicable, and while they have high genetic diversity, the number of
formally named ‘species’ is relatively low (Costello et al. 2013a, b). Thus, while an
indicator of genetic diversity, OTU should not be equated with ‘species’.
Various methods and metrics have been used to characterise the relative abun-
dance of species, including numbers of individuals, areal cover, and/or biomass
within samples (Hiscock 2014). Assessments of measures of biodiversity thus need
to consider that every sampling method is biased, and that different methods are
required to sample different components of biodiversity. Thus quantitative sampling
is best focused on measuring dynamics of particular species populations rather than
measuring biodiversity across species. Instead, the relative abundance of species may





Select benthic animals that
move up or down in water
column
Other Hydrophone Species that produce
distinctive sounds and when
they do so
Gut contents, faeces Prey that can be identified
from samples of animal gut
contents or faeces
Marking Tags: plastic, dyes, chemical,
branding, tattooing, fin clips,
ultrasonic, satellite, loggers
Tag suitability depends on
animal body size and
anatomy




remaining on seashore when
tide is out, and by body size
if hand-collected, by visual
counts, or if sediments are
sieved
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2001; Haegeman et al. 2013; Hiscock 2014). The more abundant and/or conspicuous
species define communities and biotopes and indicate how an ecosystem functions in
terms of habitat, productivity, and food-webs. Changes in the identity of the domi-
nant species can indicate changes in the community present in space and time, and
thus changes to the ecosystem. However, often the ecosystem effects of species are
unrelated to their abundance or body size. For example, top-predators are typically
low in abundance and density but large in body size. Thus a range of species of
different guilds and body sizes should be sampled to monitor ecosystems.
In addition to the bias of how samples are taken, results will depend on when and
where sampling takes place. The design of field surveys thus needs to be clear which
habitats, body sizes and taxa it has focused on, and what has been excluded; i.e., how
it has ‘stratified’ sampling. Perhaps the most effective way to place the data into an
environmental context is to map the geographic distribution of environmental vari-
ables (e.g., depth, salinity, temperature, substratum, topography) and habitats
(Costello 1992; Costello and Emblow 2005; Costello et al. 2005, 2010a; Hiscock
2014). These environmental variables can be mapped through ‘remote sensing’ from
satellites, aircraft and ships (Andréfouët et al. 2008b, 2011) and can include: seabed
depth, topography, and roughness; surface water colour (an estimate of phyto-
plankton biomass and dominance) and temperature; depth-profiles of density
(salinity) and temperature; acoustic signatures of zooplankton and pelagic mega-
fauna; and the distribution and extent of intertidal and shallow-water habitats such as
coral reefs, kelp and seagrass beds, mangrove forests, and salt-marshes. As the
technology improves and cost reduces, it is likely that ‘remotely operated’ and
‘autonomous’ vehicles (ROV, AUV) will become more commonly used for under-
water and aerial surveillance. The potential of sound signatures in the marine envi-
ronment as indicators of biodiversity is also being researched (Harris et al. 2015).
Although sensors borne on satellites and aircraft may have limited ability to identify
species they provide an invaluable environmental context for biodiversity, and may
indicate global large-scale patterns in biodiversity (De Monte et al. 2013). They thus
complement in situ observations and enable mapping of habitats and biotopes (e.g.,
Neilson and Costello 1999; Connor et al. 2006; Leleu et al. 2012; Remy-Zephir et al.
2012; Hiscock 2014). Other methods may identify species from images, such as
video and still photography (Table 6.1). Techniques for unsupervised image pro-
cessing continue to improve and may lead to an increased use of automated image
systems for large and microscopic species. Crowd-sourcing is also increasingly
assisting the digitisation of large ecological image libraries (Edgar et al. 2016).
6.2.1 Bottom Trawl Surveys
In many countries bottom trawl surveys are used for monitoring commercially
important fish stocks. Although originally designed to provide fisheries independent
information forfish stock assessment andmanagement, they are now increasingly being
used to analyse trends in the abundance, distribution and diversity of both commercial
6 Methods for the Study of Marine Biodiversity 135
and non-commercial species offish and epibenthos (e.g., Bianchi et al. 2000; Shackell
and Frank 2003; Daan et al. 2005; Perry et al. 2005; Atkinson et al. 2011).
Bottom trawls come in different designs suited for catching fish on different
types of seabed. Beam trawls use a horizontal metal beam to keep the mouth of the
trawl open, and target flatfish and other near-bottom species. They sometimes have
‘tickler chains’ attached to the front bottom part of the gear to scare shrimps or
flatfish up from the seabed and into the net. Otter trawls use otter boards (trawl
doors) attached to the trawl net by wires to keep the mouth of the net horizontally
open. Over fine grained sediments the otter boards generate clouds of suspended
material on each side of the trawl net which helps to herd the fish into the mouth of
the trawl. Often wings of netting are attached to both sides of the trawl mouth to
increase the herding effect further. Vertically the mouth of an otter trawl is held
open by floats and by a footrope to which weights, rollers or bobbins are attached.
These vary from small rubber discs used on sandy or muddy bottoms to large metal
balls that can roll over rocks or larger stones and prevent the footrope from
becoming snagged on rougher and harder grounds. The body of the trawl is
funnel-shaped and narrows from the mouth towards the cod end where the fish
accumulate during the tow. It is the mesh size of the cod end that determines the
size of the fish that are retained. In commercial trawl gears minimum mesh size
regulations are often used to reduce the catch of juvenile undersized fish. However,
in research surveys the mesh size in the cod end is usually small enough to ensure
that the smaller species and individuals are retained. Pelagic trawls target fish such
as anchovies, mackerels, and sardines in the water column.
The catch efficiency of a bottom trawl is defined as the proportion of the fish in
the area swept by the gear that is retained in the cod end. The area swept equals the
length of the tow multiplied by the width of the gear, where the latter often is
assumed to correspond either to the spread of the wings or to the distance between
the otter boards during fishing to account for the herding effect of the boards and
bridles. However, the catch efficiency is influenced by a multitude of factors
including the escape behaviour of the fish species, properties of the gear, and the
fishing operation (Benoít and Swain 2003; Fraser et al. 2007, 2008; Queirolo et al.
2012; Weinberg and Kotwicki 2008; Winger et al. 2010; Sistiaga et al. 2015). Fish
may escape by burrowing in the seabed, by swimming under the footrope, by
escaping over the head-rope of the gear, or by passing through the meshes in the
front part of the trawl. The size of the vertical and horizontal opening is often
monitored during the tow by sensors attached to the gear and has been found to
depend on the warp length and towing speed as well as the weight of the catch
accumulating in the cod end. During fishing, fish accumulate in the mouth of the
trawl where they try to keep pace with the gear. As individuals tire they fall back
towards the cod end. How fast a fish will get tired, and whether it can outswim the
gear is species and size dependent. The amount caught per area swept may also
depend on the time of day because this can influence how close to the seabed the
fish are found (Kotwicki et al. 2009). To ensure that catch rates can be compared
across years, much is therefore done to standardise the trawling operation, the gear
and the procedures for sampling and for analysing the catch (e.g., Miller 2013).
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In some parts of the world standardised bottom trawl surveys have now been
conducted for more than 50 years and some of the resulting data are publicly
available or available upon request. ICES provides online access to a database with
trawl survey data from the north eastern Atlantic (www.ices.dk/marine-data/data-
portals/Pages/DATRAS.aspx) and similar databases are available for other areas
such as the Eastern Bering Sea and Gulf of Alaska (www.afsc.noaa.gov/RACE/
groundfish/survey_data). Additional data can be downloaded from international
data portals such as OBIS (Table 6.2), but much data still reside in the custody of
national fisheries research institutions. These data constitute a so far underutilised
source of information on the distribution, abundance, and diversity of marine fishes
on the world’s continental shelves.
Table 6.2 Examples of marine biodiversity data management systems
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6.2.2 Light Traps
Light traps are commonly used for collecting insects as a means for monitoring pest
species. The American Center for Disease Control has had a standardised light trap
for mosquito monitoring for over 50 years (Sudia and Chamberlain 1988). Moths,
beetles and other crop pests are also commonly surveyed this way (Szentkiralyi
2002). However, light traps have a shorter history of use in the aquatic environ-
ment. The earliest uses were in freshwater for capturing insects and they were soon
found to be excellent for collecting young fish (Hungerford et al. 1955) and zoo-
plankton (Meekan et al. 2001; Øresland 2007), but also collect many benthic
species that emerge from the benthos at night. They have been used extensively
around coral reefs where the structural complexity of the reef system makes other
methods susceptible to damage (Doherty 1987). There can be species, gender and
ontogenetic specific responses to light traps making them more useful for some
organisms than others. Species may vary in their abundance at different times of the
night and lunar cycle. A benefit of light-trapping is that the animals are not harmed
during collection, and have thus proved useful for sampling of museum specimens
and laboratory animals (Doherty 1987; Holmes and O’Connor 1988). However,
light trap catches may not work well in areas of high current or excessive turbidity.
The potential of light traps for monitoring mobile benthic and demersal organisms,
mostly crustaceans, has yet to be adequately explored. This ‘fish food’ component
of biodiversity forms an important trophic link in many ecosystems, and has been
overlooked in marine biodiversity monitoring.
6.2.3 Artificial Substrata
A problem in sampling the natural environment is that it is variable at every spatial
scale, and thus the abundance of species sampled varies because of micro-habitat
variation as well as changes in species abundance in space and over time.
Advantages of artificial substrata are that they provide a standard replicable
physical habitat and thus low variation between replicate samples. In addition their
use avoids damage to natural habitat, and they can be low cost, amenable to
experimental manipulation, easily deployed and retrieved, and rapidly processed
(reviewed in Costello and Thrush 1991). Because the date and duration of
deployment of artificial substrata is known their community can also be stan-
dardised for successional age. They can be hard panels, balls of plastic mesh,
sediment trays, and made of a variety of materials. They can also capture species
otherwise difficult to sample, such as mobile epifaunal macroinvertebrates that
nestle into plastic mesh. Species composition and community structure has been
found to be similar and comparable to natural substrata (Costello and Myers 1996).
Artificial substrata have been long used in freshwater environments as a standard
method of monitoring biodiversity, especially in large rivers and lakes where other
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methods may be difficult (APHA et al. 2007). They have had widespread use in
experiments in the marine environment, such as looking at colonisation, succession,
competition, and community stability on plastic mesh (e.g., Costello and Myers
1996) and flat panels (e.g., Atalah et al. 2007a, b; Wahl et al. 2011). Recently,
hundreds of Autonomous Reef Monitoring Structures (ARMS) have become
deployed on coral reefs and other habitats around the world (e.g., http://www.pifsc.
noaa.gov/cred/arms.php; Leray and Knowlton 2015). ARMS are a stack of hard
plastic plates that capture crevice living invertebrates otherwise difficult to collect
without damaging reefs. Artificial substrata merit wider use in marine biodiversity
monitoring considering their benefits of standardisation and lack of damage to
natural habitat.
6.2.4 Microfossils
Microfossils are microscopic sized organisms that have hard parts with high fos-
silisation potential (e.g., calcareous or siliceous shells), including foraminiferans,
ostracods, diatoms, radiolarians and coccolithophores, or are microscopic sized
hard parts of larger organisms, including ichthyoliths. Microfossils can be a proxy
for biodiversity patterns across a broader range of organisms, because they have
excellent fossil records, occupy a wide range of ecological niches, and are abundant
even in a small amount of sediment. Marine sediment cores available from almost
the entire ocean through national and international drilling projects (e.g.,
International Ocean Discovery Program; IODP) include abundant microfossils and
provide long-term continuous time-series sedimentary records at decadal, centen-
nial, millennial, and multi-millennial time scales covering the entire Cenozoic Era.
Thus microfossils in sediment cores are an archive that enables reconstruction of
long-term time-series beyond the temporal coverage of recent biological
monitoring (Yasuhara et al. 2015).
Sample procedures involve physical and chemical treatments of sediment sub-
samples to disaggregate consolidated sediment, clean up microfossils, concentrate
specimens and remove extraneous material, for example, by freeze drying,
hydrogen peroxide treatment, wet sieving, centrifugation, and acid treatment. The
resulting sample can be mounted on a glass slide (e.g., for diatoms, radiolarians and
coccolithophores) or manually picked from treated material onto a paper slide (e.g.,
for foraminiferans, ostracods and ichthyoliths) for counting under stereo and
compound microscopes respectively.
For example, North Atlantic deep-sea ostracod diversity has been found to track
global climate change for the last 500,000 years, being less during glacial and high
during interglacial periods (Yasuhara et al. 2009). Climatic control of deep-sea
ostracod diversity has also been shown for shorter, decadal-centennial time scales
(Yasuhara et al. 2008). Latitudinal species diversity gradients of deep-sea ostracods in
theNorthAtlantic Oceanwere distinct during interglacials (including present day) but
indistinct or collapsed during glacials (Yasuhara et al. 2009). These deep-sea diversity
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patterns in space and time in North Atlantic microfossil records are explained by
temperature control of deep-sea biodiversity (Hunt et al. 2005; Yasuhara and Cronin
2008; Yasuhara et al. 2009, 2014). Further applications of microfossils as a model
system for biodiversity research are found in Yasuhara et al. (2015).
6.2.5 Molecular Observations of Microbial Communities
Genomic analysis of marine microbes has become common both at the local (marine
stations, localised cruises) and at the global scale. After the Global Ocean Sampling
expedition (Venter et al. 2004) proved that high-throughput molecular approaches
were able to reveal an unprecedented diversity of bacterial sequences, several other
programs have quantified the molecular diversity and biogeography of planktonic
communities. The Tara Oceans missions (http://oceans.taraexpeditions.org/en) have
sampled coastal and open oceans worldwide (Bork et al. 2015), including eddies,
upwellings, oxygen-minimum zones, coral reefs, regions of natural iron fertilisation,
and lately the Arctic and Mediterranean regions. These missions are uncovering
marine planktonic communities from viruses to protists, up to metazoan larvae. The
Malaspina project (http://scientific.expedicionmalaspina.es) complements these
observations with samples of the deep seas at the global scale, and ‘Ocean Sampling
Day’ with about 150 stations globally sampled on the same day (Kopf et al. 2015).
An increasing number of cruises include molecular high-throughput analyses of
genes, transcripts, and metabolites of planktonic organisms, together with envi-
ronmental variables such as physical and biochemical parameters (e.g., Atlantic
Meridional Transect http://www.amt-uk.org).
6.3 Case Studies
6.3.1 The Continuous Plankton Recorder (CPR)
The Continuous Plankton Reorder (CPR) survey is the longest sustained and
geographically most extensive marine biological survey in the world, covering
*1000 taxa over multi-decadal periods since 1931 (Edwards et al. 2010). It
samples phytoplankton and zooplankton in oceans and shelf seas using ships of
opportunity from *30 different shipping companies, at monthly intervals on *50
trans-ocean routes. In this way the survey autonomously collects biological and
physical data from ships covering *20,000 km of the ocean per month, ranging
from the Arctic to the Southern Ocean. The survey is operated by the Sir Alister
Hardy Foundation for Ocean Science (SAHFOS), an internationally funded charity
with a wide consortium of stakeholders. Since the first tow of a CPR more than
6 million nautical miles of sea have been sampled and over 100 million data entries
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have been recorded. Plankton are collected on a band of silk and subsequently
visually identified by experts. Additionally, over the last decade the CPRs have
been equipped with modern chemical and physical sensors as well as molecular
probes. The database and sample archive together provide a resource that can be
utilised in a wide range of environmental, ecological and fisheries related research,
e.g., molecular analyses of marine pathogens, modelling for forecasting and data for
incorporation in new approaches to ecosystem and fishery management.
In 2011 SAHFOS, along with 12 other research organisations using the CPR
from around the world formed a Global Alliance of CPR surveys (GACs) with the
aim of developing new surveys and a global database, and producing a global ocean
status report (Edwards et al. 2012). This global network of CPR surveys now
routinely monitors the North Sea, North Atlantic, Arctic, North Pacific and
Southern Ocean. New surveys are underway in Australian, New Zealand, Japanese
and South African waters with a Brazilian and an Indian Ocean survey under
development. These surveys provide coverage of large parts of the world’s oceans
but many gaps still exist particularly in the South Atlantic, Indian and Pacific
Oceans. This global network also brings together the expertise of approximately 60
plankton specialists, scientists and technicians from 14 laboratories around the
world. Working together, centralising the database and working in close partnership
with the maritime shipping industry, this global network of CPR surveys with its
low costs and new technologies makes the CPR an ideal tool for an expanded and
comprehensive marine biological sampling programme.
6.3.2 Tropical Coral Reefs
Monitoring of tropical shallow reefs is conducted with near-global coverage using
methods described by English et al. (1994). Considerable effort has been invested in
comparing the accuracy and agreement among different methods (e.g., Leujak and
Ormond 2007; Facon et al. 2016). The emerging consensus is to focus on the output
variables from monitoring, rather than the methods: e.g., proportional cover for
sessile taxa, abundance or density per unit area for mobile taxa and biomass,
particularly for fishes. This is consistent with emerging guidance on observation
and indicator systems (UNESCO 2012).
The principal framework for aggregating coral reef data to global levels has been
the Global Coral Reef Monitoring Network (GCRMN) of the International Coral
Reef Initiative (ICRI), which was initiated in 1995. The establishment of the
GCRMN coincided with the largest global impact to reefs ever recorded, the 1997–
98 El Niño event, giving strong impetus for global reporting for a decade. However
funding for this level of reporting has been difficult to sustain, forcing the GCRMN
to focus on regional level reporting, such as in the Caribbean (Jackson et al. 2014)
and currently underway in the Western Indian Ocean. The GCRMN regions closely
match those of the UNEP Regional Seas programmes, and inform countries
regarding fisheries and food security. The GCRMN provides guidance for three
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levels of monitoring effort: citizen volunteer-focused, ‘intermediate’ and ‘expert’
(Wilkinson and Hill 2004). The challenges across these levels include data relia-
bility and quality, replication and representation, and taxonomy, the latter exacer-
bated by the high diversity of coral reef taxa. The intermediate level of monitoring
is most frequently applied and is implemented through technical staff (e.g., marine
rangers), students and experienced volunteers, and focused on functional group or
genus-level identifications for principal benthic taxa (e.g., hard corals, algae) and
family or genus level identification for fish. The basic sampling unit recommended
by the GCRMN has been line transects or photoquadrats for benthic cover, 50 m
belt transects (2 or 5 m width) for fish and narrower belt transects or quadrats for
mobile invertebrates. The configuration of these samples varies greatly among
programmes. Expert-level monitoring has been the domain of professional
researchers, often with genus-level identification for corals and species-level
identification for fish. Due to the popularity of coral reefs for SCUBA diving,
sampling by volunteers has been feasible, with the most widespread methods being
those of Reef Check (Hodgson 1999), REEF (Francisco-Ramos and
Arias-González 2013), and the Reef Life Survey (see below). In volunteer pro-
grams, assessments are generally restricted to indicator species and more rapid
estimates of variables such as benthic cover, and lower levels of replication are
accepted than in intermediate and expert monitoring. Though variable in quality
and coverage, the resulting data can be invaluable in broad scale scientific
assessments of reef status (Bruno and Selig 2007).
The urgency for accurate and reliable monitoring of coral reefs, that can serve
both national (local) and international (global) needs is high, due to the poor
performance of coral reef targets in the mid-term assessment of Aichi Target per-
formance (GBO 2014). The GCRMN is developing with involvement from
GEO BON and GOOS to become a mature observation network (UNESCO 2012),
to better report on global targets (Aichi Target 10 on climate-sensitive ecosystems,
and 14 on Oceans), and to feed into management, such as through the IUCN Red
Lists of species and ecosystems. At the same time, extending citizen science con-
tributions, and establishing a more open-data philosophy for monitoring data to
maximise its accessibility, for example, through OBIS (Table 6.2), are emerging
priorities.
6.3.3 The Reef Life Survey (RLS)
The Reef Life Survey (RLS) was established in 2007 to test the concept that a
rigorous scientific approach to marine biodiversity monitoring could be developed
within a citizen science framework (Edgar and Stuart-Smith 2014). The primary
aim was to engage recreational divers to obtain scientific data from biodiversity
observations that spanned geographic, temporal and taxonomic scales too costly for
scientists to collect. It also aimed to extend other citizen science programs such as
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Reef Check and the REEF (see Sect. 6.3.2) that collected less detailed data (Edgar
et al. 2016). Following establishment of the charitable Reef Life Survey Foundation
(www.reeflifesurvey.com) to oversee field activities, appropriate data collection
methodology, training, data entry and management procedures were developed, and
different mechanisms for data collection were tested. Field survey methods were
based on those applied over two decades by University of Tasmania researchers in
Marine Protected Area (MPA) monitoring studies (Edgar and Barrett 1999; Barrett
et al. 2009).
Three coincident elements of biodiversity are documented along 50 m long
underwater transect lines. Divers record abundances and sizes of all fish, and
abundances of all large (>2.5 cm length) mobile invertebrates (echinoderms,
crustaceans and gastropods) and cryptic fishes. The area covered by sessile
invertebrates, macrophytes and abiotic habitat is quantified through digitisation
of photoquadrats (e.g., using Coral Point Count; Kohler and Gill 2006). Divers
are trained on a one-on-one basis, each novice diver following behind a trained
diver and duplicating transect blocks until the required level of expertise is
reached. A comparison of data collected by trained volunteers and experienced
scientists at the same sites showed that the variation attributable to diver
experience was not significant, and negligible (<1 %) relative to differences
between sites and regions (Edgar and Stuart-Smith 2009). The RLS program
possesses a degree of self-regulation, where the keenest volunteers tend to also
collect the best data, participate most frequently and persist longest (Edgar and
Stuart-Smith 2009). A network of over 100 active RLS divers has now been
established worldwide.
Application of RLS methods has allowed the first global analyses using stan-
dardised site-based procedures that are quantitative, species-level and cover mul-
tiple higher taxa. Data have been obtained for over 4500 species, 2800 sites,
600,000 species abundance records, 43 countries, and 83 marine ecoregions
including Antarctica (e.g., Stuart-Smith et al. 2013, 2015). Many sites have been
surveyed on multiple occasions, in some cases annually since 2007. These data add
enormous contextual value to local surveys, and provide sufficient replication to
disentangle many interactive and non-linear threats to marine biodiversity,
including impacts of climate change, fishing and invasive species. For example,
Edgar et al. (2014) included an order of magnitude more MPAs than any previously
attempted using standardised field data. They found no detectable differences
between fish communities present in most of the 87 MPAs investigated when
compared with comparable fished communities (i.e., most MPAs were ‘paper
parks’). However, some MPAs were extremely effective, with many large fishes
and high conservation success. The RLS data are expected to be increasingly useful
for (i) assessing ecosystem impacts of global threats to species at all levels of the
food web from primary producers to higher predators, (ii) quantifying population
trends for threatened species, and (iii) tracking international commitments associ-
ated with marine biodiversity in shallow reef ecosystems.
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6.3.4 Harmful Algal Blooms (HAB)
Proliferation of microalgae in marine or brackish waters can cause massive fish
kills, contaminate seafood with toxins, and alter ecosystems in ways that humans
perceive as harmful. These phenomena are referred to as harmful algal blooms
(HAB). Data on the distribution of toxic and harmful microalgae are collected
through national surveillance programmes aimed at protecting public health, wild
and cultured fish and shellfish, and bathing water quality. Sampling methods
include plankton net hauls, water samples and molecular tools to detect species or
genus-specific algal toxins in fish and shellfish. Benthic HAB species are collected
from sediment, corals, seaweed or standardised screens. The detection of HAB
species is challenging as many are difficult or impossible to identify even by using a
light microscope. The challenge of maintaining a consistent microalgal taxonomy is
addressed in the IOC Taxonomic Reference List of Toxic Plankton Algae within the
World Register of Marine Species (Moestrup et al. 2009). The Intergovernmental
Oceanographic Commission (IOC) of UNESCO has for two decades facilitated
research to improve observations of harmful algae, provided training opportunities
for their improved monitoring, as well as supported regional and global networks
for knowledge and data sharing. The provision of method manuals and guides is
central to observations of HAB species. The manual on HAB (Hallegraeff et al.
2003) is a base reference for methods and has been complemented by Babin et al.’s
(2008) monograph on real-time observation systems, Karlson et al.’s (2010)
intercomparison of quantative methods, and Reguera et al.’s (2011) sampling and
analysis manual.
Global data on HAB species occurrences and their impacts are stored in the
Harmful Algae Event Data Base (HAEDAT) in OBIS (Table 6.2). This interna-
tional compiling and sharing of HAB data was initiated in the 1980s and is now
accelerating and will provide the basis for a ‘Global HAB Status Report’ with the
aims of compiling an overview of HAB events and their societal impacts; providing
a worldwide appraisal of the occurrence of toxin-producing microalgae; and
assessing the status and probability of change in HAB frequencies, intensities, and
distribution resulting from environmental changes at the local and global scale.
Linkages will be established with the International Panel on Climate Change
(IPCC) reporting on the biological impacts of climate change. The Status report will
provide the scientific community as well as decision makers with a reference on
HAB occurrence and impacts on ecosystem services. IOC UNESCO project part-
ners include the International Atomic Energy Agency (IAEA), the International
Council for Exploration of the Sea (ICES), the North Pacific Marine Science
Organization (PICES) and the International Society for the Study of Harmful Algae
(ISSHA).
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6.4 Data Management
Field data may be mapped to geographic areas, seascapes, habitats and against
environmental parameters. Similar, globally applicable systems for the classifica-
tion of marine habitats have been developed in Europe (Connor et al. 2004; Costello
and Emblow 2005; Anon. 2014) and USA (Anon. 2012). The former leads to
species-level biotopes (i.e., habitat + community), while the latter does not go to
biotope level but does include seascape features (reviewed by Costello 2009).
These can be presented as hierarchical lists and two-dimensional matrices
(Fig. 6.1). The term habitat is highly context dependent and loosely used. Strictly
speaking habitats are the immediate physical environment repeatedly associated
with a species or distinct assemblage (or community) of species. The lowest level of
habitat classifications are thus characterised by particular species. In contrast,
related concepts of seascapes (landscapes, topographic features) and ecosystems
will contain a variety of habitats (Costello 2009). These can be mapped over larger
areas using remote sensing methods, whereas habitats usually need in situ sampling
to identify their characteristic species, although exceptions exist in locations with
biogenic habitat structure (e.g., seagrass beds, mangrove forests) (e.g., Andréfouët
et al. 2001).
Knowing which species are present at a place and time is fundamental to bio-
diversity studies. Usually species are classified taxonomically because this is
convenient and closely related species tend to have similar functional roles in
ecosystems. However, ecologists may also classify species by their ecological traits
(e.g., Wahl et al. 2013). Thus WoRMS (see Sect. 6.4.1) is developing a stan-
dardised approach to apply biological and ecological traits to marine species
(Costello et al. 2015a).
A necessary step in organizing marine biodiversity data in integrated information
systems is the development of appropriate thesauri and classification systems, as
well as implementing quality control and feedback mechanisms. When integrating
quantitative and qualitative natural history and distributional data, the use of both
authoritative taxonomic and geographical hierarchical schema is essential. Here we
introduce the leading taxonomic and geographic standards databases for the marine
environment (Table 6.2).
6.4.1 World Register of Marine Species (WoRMS)
WoRMS is an open-access online database that provides an authoritative and
comprehensive list of names of all marine organisms, including information on
higher classification, synonymy, images and links to other information (Costello
et al. 2013c). It currently contains over 240,000 accepted species names (Boxshall
et al. 2015). While highest priority goes to valid names, other names in use are
included so that this register is a guide to interpret taxonomic literature. Automated
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tools allow users to upload their species lists and match and classify their names
against WoRMS. WoRMS makes use of the Aphia infrastructure which is designed
to capture taxonomic and related data and information (Vandepitte et al. 2015a).
WoRMS was a development from the European Register of Marine Species
(ERMS) (Costello 2000; Costello et al. 2001), and thus its content is controlled by
an Editorial Board of taxonomic and thematic experts who elect a governing and
steering committee, and invite colleagues to assist them. A permanent host insti-
tution provides professional computational support for the database, including
monthly archiving. As of January 2016, there were 393 editors from 273 institu-
tions in 50 countries actively involved in the management and quality control of the
WoRMS content. Through this editorial community, communication and collabo-
ration within and beyond this community is facilitated (e.g., Appeltans et al. 2012),
which can lead to increased rates of species discoveries and synonym names, which
in turn can lead to a reduced rate of creating new synonyms and homonyms.
WoRMS uses Life Science Identifiers (LSIDs) as persistent, location-independent,
resource identifiers for each species name (Costello et al. 2013a). WoRMS forms
the taxonomic backbone for OBIS, meaning that each taxon name in OBIS is
matched against WoRMS to verify its validity and spelling (Vandepitte et al. 2011,
2015a, b). WoRMS is also a major contributor to the Catalogue of Life,
Encyclopedia of Life, and LifeWatch Marine Virtual Research Environment (http://
marine.lifewatch.eu). Species can be grouped with WoRMS to form Global,
Regional and Thematic Databases. For example, the World Register of Introduced
Marine Species (WRIMS) provides an entry point and experts to manage infor-
mation on alien species (Pagad et al. 2015).
6.4.2 Marine Regions
Marine Regions (www.marineregions.org) hierarchically organises over 30,000
geographic areas from national and global marine gazetteers and databases (Claus
et al. 2014). It contains spatial information of 264 different physical (e.g., sandbank,
seamount, island, bay) and administrative (e.g., Exclusive Economic Zones, Marine
Protected Area, Fisheries Zones or Biogeographic Regions) kinds of places. Both
marine (e.g., seamounts, canyons, guyots, fracture zones, banks, ridges, basins) and
coastal features (e.g., bays, fjords, cliffs, lagoons, beaches) are included. In order to
preserve the identity of the marine geographic objects from the database, and to
name and locate the geographic resources on the web, each geographic object is
allocated a Marine Region Identifier, or MRGID. This unique persistent resource
identifier is comparable to a LSID, being a unique identifier to locate the item on the
World Wide Web.
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6.4.3 Ocean Biogeographic Information System (OBIS)
OBIS is the world’s largest database on the distribution and abundance of marine
life. In 2009, IOC Member States recognised the importance of knowledge of the
ocean’s biodiversity to national and global environmental policies when they
adopted it from the Census of Marine Life (Costello and Vanden Berghe 2006;
Costello et al. 2007; O’Dor et al. 2012). OBIS operates through a network of
national, regional and thematic nodes, and a secretariat based at the IOC’s
International Oceanographic Data and Information Exchange (IODE) programme
office in Oostende, Belgium. This office provides training and technical assistance,
guides new data standards and technical developments, and encourages interna-
tional cooperation to foster the group benefits of the network.
OBIS is a global science alliance that facilitates free and open access to data and
information on marine biodiversity. It provides a single access point to over
45 million observations of 114,000 marine species, collected on 4.6 million sam-
pling events from 3.2 million sampling stations, integrated from over 1900 datasets
provided by nearly 500 institutions in 56 countries, It grows by about 3 million
records per year. Data are subject to a series of quality control steps, including for
taxonomic nomenclature and geography (Vandepitte et al. 2011, 2015a, b; IODE
Steering Group for OBIS 2013).
Communities associated with OBIS include OBIS-SEAMAP (Spatial Ecological
Analysis of Megavertebrate Populations) focusing on megafauna, and MICROBIS
(http://icomm.mbl.edu/microbis) on microbes. The latter collects molecular obser-
vations of marine microbial organisms at taxonomic ranks from phyla to genus,
together with their contextual physical and biochemical data measured in situ or
from remote sensing. It has developed tools for extracting diversity measures, as
well as other ecologically relevant statistics, from molecular datasets (Giongo et al.
2010; Buttigieg and Ramette, 2014). More comprehensive taxon based databases
include the pioneering FishBase (Froese and Pauly 2015).
So far, 1000 publications have cited OBIS and on average 10 more each month
(e.g., Basher et al. 2014a, b; Saeedi and Costello 2012; Costello et al. 2015a). OBIS
directly contributes to several international activities, such as the UN Convention
on Biological Diversity (for the identification of Ecologically or Biologically
Significant Areas), the UN Food and Agriculture Organization (for the identifica-
tion of Vulnerable Marine Ecosystems), the UN World Ocean Assessment, and the
Global Environment Fund Transboundary Water Assessment. The Global
Biodiversity Information Facility (GBIF) and OBIS use the same data standards and
data sharing protocol (i.e., GBIF’s Integrated Publishing Toolkit). GBIF contains all
OBIS and additional marine data (e.g., Costello et al. 2013d). Most data in OBIS
are available from the north-west and north-east Atlantic, South Africa and New
Zealand, and some other locations (Fig. 6.2). The potential of data published
through OBIS for time-series analysis was highlighted in a recent global scale
analysis (Dornelas et al. 2014).
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An important development that will aid time series analysis, ecological niche
modelling and climate change studies is currently underway as part of a two-year
IODE project called ‘Expanding OBIS with environmental data’
(OBIS-ENV-DATA), which started in March 2015. The project is working on a
solution to retain data in biological datasets that hold more than just species
occurrence data, such as providing environmental and ecological context and data.
The new approach will be based on the new Darwin Event Core and a modified
‘MeasurementorFact’ extension. The major change is that it will bring OBIS from a
purely species occurrence database to one that can handle hierarchical sampling
event structure with additional environmental and biometric measurements as well
as details on the nature of the observations, measurements, and data collection
methods, including equipment, data processing and sampling efforts.
Fig. 6.2 A global map of the number of sampling days (upper panel) and sampling records
(lower panel) in OBIS (downloaded October 2014) in 5-degree latitude longitude cells
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6.4.4 Time-Series Data Availability
At present there are 20 monitoring programmes that have targeted species for more
than five years that have been entered in OBIS. The focus of these efforts is on
economically valuable and charismatic species (e.g., Antarctic krill, American
lobster, marine mammals and seabirds). By contrast there are many more moni-
toring programmes targeting marine communities that have data for at least five
years; 216 community monitoring programmes have uploaded their data to OBIS.
When these programmes are combined, 16,616 stations have been monitored,
encompassing most coastlines of the world, with less data available in developing
countries or remote regions (Fig. 6.3a). The accumulation of time-series data has
been exponential (Fig. 6.3b), reflecting both increasing monitoring efforts and
global coordination. There may be an increasing willingness of scientists and
institutions to share their data, with programmes such as the European Groundfish
Survey showing up as being an important source of biodiversity data in the
mid-1990s on a global scale (Fig. 6.3b). Even so, there are relatively fewer new
stations that are being added to OBIS in comparison to the number of stations
where monitoring surveys have ceased (Fig. 6.3b), leading to a net loss of
time-series from OBIS in this decade. Explanations for this trend may be delays in
data deposition, and/or perhaps the scope of specific monitoring efforts is increasing
in extent and coordination.
6.4.5 Global Marine Environment Datasets (GMED)
GMED is a compilation of more than 60 publicly available climatic, biological and
geophysical environmental layers featuring present, past and future environmental
conditions (Basher et al. 2015). Marine biologists increasingly utilise geo-spatial
techniques with modelling algorithms to visualise and predict species biodiversity
at a global scale. Marine environmental datasets available for species distribution
modelling (SDM) have different spatial resolutions and are frequently provided in
assorted file formats. This makes data assembly one of the most time-consuming
parts of any study using multiple environmental layers for biogeography visuali-
sation or SDM applications. GMED covers the widest available range of envi-
ronmental layers from in situ measured, remote-sensed, and modelled datasets for a
broad range of quantitative environmental variables from the surface to the deepest
part of the ocean. It has a uniform spatial extent, high-resolution land mask (to
eliminate land areas in the marine regions), and high spatial resolution
(5 arc-minute, ca. 9.2 km near equator). The free online availability of GMED
enables rapid map overlay of species of interest (e.g., endangered or invasive)
against different environmental conditions of the past, present and the future, and
expedites mapping distribution ranges of species using popular SDM algorithms
(e.g., Basher et al. 2014a, 2015; Basher and Costello 2016).
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6.5 Data Analysis
Although marine biodiversity data analysis requires its own taxonomic, geographic
and environmental information context, such as provided by WoRMS,
Marine-Regions, OBIS, and GMED, the methods of data analysis are similar to
biodiversity in other environments. The data are categorical (i.e., species, habitats,
biotopes), numerical (e.g., species abundance, cover, biomass), and cartographic.
Thus metrics of ‘biodiversity’ include species richness and abundance,
Fig. 6.3 a Map of station locations where monitoring surveys have been conducted for at least
five years presently held in OBIS. b The left axis illustrates the number of stations where
time-series data has been collected versus the year of the first survey (black histogram). Overall
there has been an increase in monitoring. However, since the start of this century there has been a
relative decrease in the number of stations being added to OBIS, evidenced by (right axis) the
proportional difference in the number of new stations being added to OBIS versus those reaching
completion. The blue line indicates where more monitoring stations were gained than lost from
OBIS in a given year, while the red line indicates a loss
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phylogenetic structure (e.g., taxonomic distinctness; Warwick and Clarke 1998),
indicator species, habitat and/or biotope richness in an area (Costello 2001). Data
may be presented on maps, graphs, tables and as matrices (e.g., Figs. 6.1 and 6.2).
Numerous software tools are available for this analysis, including PRIMER-E
(www.primer-e.com), PAST (http://folk.uio.no/ohammer/past), MODESTR (www.
ipez.es/ModestR), SAGA (System for Automated Geoscientific Analyses; www.
saga-gis.org) and DIVA-GIS (www.diva-gis.org). The open-source software R has
the benefit that the analytical process is documented and can be published to aid
reproducibility of the analyses.
The massive size of modern datasets, such as in OBIS and GMED, can lead to a
new set of difficulties in analysis and interpretation. These difficulties include
processing times that can exceed the capabilities of extant computers, propagation
of undetected errors, unfamiliarity with analytical assumptions (e.g., spatial auto-
correlation), and difficulties in visualisation (Edgar et al. 2016). Fortunately,
big-data techniques applied in other fields, such as high-performance and parallel
computing, are helping to solve many of these problems. In addition packages to
overcome significant challenges in compiling large datasets and maintaining these
data through time are being improved. For example, the R package ‘taxize’
(Chamberlain and Szocs 2013), which relies on accessing freely available and
accurate information on species taxonomy, including from WoRMS. This empha-
sises the benefits of scientists and institutes publishing monitoring data in order to
advance our understanding of biodiversity change.
6.6 Discussion
Global marine biological databases are well-established for quality assurance of
species nomenclature and associated information (WoRMS) and distribution data
(OBIS) (Costello and Wieczorek 2014; Costello et al. 2015b). The coverage and
quality of global marine environmental layers improves each year through a
combination of remotely sensed, in situ, and modelling data. These layers and maps
of marine regions are also freely available online at GMED and marineregions.org.
Species trait information is being added to WoRMS, and more sample information
can be added to OBIS so users can select datasets suitable for their purposes. The
mapping of available data in OBIS shows how more sampling has been conducted
in northern hemisphere and coastal environments compared to open-ocean,
deep-sea and developing countries (Fig. 6.3a). However, because neither biodi-
versity nor human impacts are homogenously distributed, neither should it be
expected that global sampling programmes will be. Sampling of particular guilds of
biodiversity should thus be stratified to represent its spatial variation.
A major obstacle to engaging more scientists and citizens in recording marine
biodiversity is the availability of guides to the identification of species. Generally,
these are only widely available for vertebrates (Costello et al. 2006, 2015b). To
identify invertebrates often requires numerous papers to be obtained, sometimes in
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different languages. The most useful publications are reviews of the taxonomy of
particular taxa in a region that include images, drawings and keys that synthesise
information on many species (Costello et al. 2013a, b, 2014a, b). The best
long-term solution would be an online, pictorial, guide to all marine species
accessible to people in several languages and scripts (Costello et al. 2015b).
All methods have their biases and this needs to be recognised in data analysis
rather than assume a conventional method is representative of all biodiversity. In
fact, it may be that pooling different sampling processes to gain insights into
different aspects of biodiversity will create the most comprehensive understanding
of how biodiversity is changing in the ocean. Methods must be selected that are
‘best fit for the purpose’ and limitations imposed by costs and environmental
conditions should be considered in the interpretation of the samples obtained.
Standardised methods have the advantage of apparent comparability between study
locations and over time. However, this assumes the behaviour of animals is the
same between species, and even within a species between locations and over time.
This is not necessarily the case. Being ectothermal, fish appetite and activity is
strongly temperature dependent (e.g., Darwall et al. 1993; Costello et al. 1995).
Thus seasonal changes in the catch of fish and other mobile species may not reflect
fish abundance or changing distribution, but rather their activity. Animal behaviour
also needs to be considered. For example, fish are wary of people in places they are
fished, especially spear-fished. However, in marine reserves they lose this fear and
can be approached closely (Costello 2014). Where mammals, birds, fish and other
animals may be fed, they become attracted to people. This mirrors the behaviour of
animals on land. Thus not only do the physical features of sampling methods need
to be considered in terms of bias, so do the behavioural responses of animals.
More recently developed methods, such as using photography, hydrophones,
and tagging, avoid killing the species of interest. Artificial substrata, light-traps,
hook and line, and traps can avoid killing unwanted by-catch species. However,
most netting and trawling methods result in by-catch, and seabed dredging and
trawling also damage habitat. It seems likely that scientific sampling will come
under increasing ethical pressure to minimise habitat damage, by-catch and stress to
species, especially in nature conservation areas and where species are threatened.
Thus new in situ observation methods such as still and video image capture, sea-
floor observatories, and sensors, are likely to become more important because they
cause less disturbance of biodiversity.
In addition to the CPR, RLS and GEOHAB programmes reviewed here, new
networking initiatives, marine biodiversity observation networks (mBON) in the
USA (Muller-Karger et al. 2014), marine station networks and related organisations
(Costello et al. 2015c), and groups of scientists interested in the biological and
ecological effects of climate change, may establish globally coordinated marine
biodiversity monitoring programmes. In addition, several international ocean
observing systems, initially focused on the collection of physical and chemical
ocean data, are now including biological data as well. These are comprised of the
Australian led Integrated Marine Observing Systems (IMOS; www.imos.org.au)
and the Southern Ocean Observing System (SOOS; www.soos.au), and NOAA’s
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Integrated Ocean Observing System (IOOS; www.ioos.noaa.gov). Some interna-
tional efforts have a regional focus. For example, the Circumpolar Biodiversity
Monitoring Program (CBMP), under the auspices of the Arctic Council, has an
Arctic Marine Biodiversity Monitoring Plan (www.caff.is/marine).
Dornelas et al. (2014) compiled the first global time-series data base for analysis
of trends in marine biodiversity. As described earlier, biodiversity data are available
for many taxa and regions of the world and the challenge remains to access,
compile and curate these data. A major obstacle is therefore not only the difficulty
in maintaining funding for monitoring or data synthesis efforts, but fostering
motivation for institutes and scientists to publish their data and overcoming com-
munication and cultural differences. Building collaborative networks may be one
means to begin to surmount these challenges to collate data across scientists,
institutions, and data repositories. While efforts to collate the data that has been
collected by the global monitoring community is certainly the best hope for gen-
erating historical knowledge, purpose-built global biodiversity platforms are fun-
damental for ensuring the capacity to track biodiversity change into the future. For
example, MarineGEO (Duffy 2014) is establishing observatories where multiple
components of biodiversity, including benthic and pelagic communities and food
webs, will be monitored using globally standardised methods and experimentation,
including artificial substrata (e.g., ARMS). Associated initiatives focus on global
studies on seagrass (http://zenscience.org/about-zen; Reynolds et al. 2014) and kelp
(www.kelpecosystems.org) habitats. Standard methods for these habitats have been
published (e.g., Edgar et al. 2001; Davies et al. 2001). Such projects may utilise the
Zooniverse platform for citizen science crowd sourcing (www.zooniverse.org).
Global sampling of surface water marine microbes is also underway utilising
genomic methods, including synchronised sampling of hundreds of stations on
‘Ocean Sampling Day’ (www.microb3.eu/osd) (e.g., Davies et al. 2012a, b; Kopf
et al. 2015). These and related research into molecular indicators may fill gaps that
complement more conventional metrics of biodiversity (Leray and Knowlton 2015).
Although there are issues to be resolved in the interpretation of DNA found in the
environment (eDNA), including contamination, accuracy of matching results to
species, and uncertainty about live versus dead material, it may prove invaluable in
detecting rare and/or microscopic species that are otherwise hard to sample
(Thomsen and Willerslev 2015).
There are two established and several emerging globally coordinated marine
biodiversity monitoring programmes, covering surface plankton (CPR), mobile
rocky and coral reef fauna (RLS), seagrass and kelp habitats, and pelagic microbes.
There are similar sampling methods used internationally for other guilds of species;
including mammals, whale sharks and birds; small fish and crustaceans in fishery
trawls; macro-invertebrate infauna of coastal sediments; and sessile and sedentary
biota on rocky seashores. For example, programmes such as the ICES North Sea
Benthos Survey (e.g., Duineveld et al. 1991; Basford et al. 1993) and NaGISA
(Benedetti-Cecchi et al. 2010; Cruz-Motta et al. 2010; Konar et al. 2010; Pohle et al.
2011; Miloslavich et al. 2013) could be continued and expanded internationally.
NaGISA was one of several projects within the decade-long Census of Marine Life,
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the largest global collaboration in marine biology covering coastal to deep-sea, and
polar to tropical environments, and which established OBIS (O’Dor et al. 2012).
Thus opportunities exist to design globally standardised programmes for these
ecological guilds that would be comparable with historic data. For example, the IOC–
UNESCO endorsed IndiSeas (www.indiseas.org) has begun to provide indicators of
biodiversity (including ecosystem health) related to fisheries and environment.
Gaps in time-series may be partly filled by using microfossils from sediment
cores and specimen collections in museums, and also by revisiting places sampled in
the past without continuous time-series. In addition, video cameras (baited and
unbaited) are widely used for recording scavenging megafauna from coastal to
deep-sea habitats (e.g., Costello et al. 2005). Gaps in these programmes include the
species rich epi-benthic crustaceans and molluscs which together comprise one
quarter of all marine species (Appeltans et al. 2012). However, the use of artificial
substrata such as ARMS and light-traps may be able to fill this gap. Additional guilds
that could be considered for monitoring include sediment meiofauna and parasites.
A common concern in launching global initiatives is both the start-up and
long-term funding (Costello et al. 2014c). It is notable that the CPR, RLS, WoRMS
and FishBase established their own legal organisations to ‘own’ their initiatives,
even though they are largely funded by government and hosted by particular
institutes. This community ownership may address issues of financial liability of
individuals and their institutions, ownership of intellectual property, and percep-
tions of who benefits from the research. The establishment of global programmes
must consider these and other issues so as to maximise the likelihood of support
from individual scientists, host institutions and governments in the long term
(Costello et al. 2014c).
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Observations of Inland Water
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Abstract This chapter aims to assist biodiversity observation networks across the
world in coordinating comprehensive freshwater biodiversity observations at
national, regional or continental scales. We highlight special considerations for
freshwater biodiversity and methods and tools available for monitoring. We also
discuss options for storing, accessing, evaluating and reporting freshwater
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biodiversity data and for ensuring their use in making decisions about the con-
servation and sustainable management of freshwater biodiversity and provision of
ecosystem services.
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ables  Methods  Observations
7.1 Freshwater Biodiversity Observation
This chapter aims to assist biodiversity observation networks across the world in
coordinating comprehensive freshwater biodiversity observations at national,
regional or continental scales. We highlight special considerations for freshwater
biodiversity and methods and tools available for monitoring. We also discuss
options for storing, accessing, evaluating and reporting freshwater biodiversity data
and for ensuring their use in making decisions about the conservation and sus-
tainable management of freshwater biodiversity and provision of ecosystem
services.
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7.1.1 What Is Freshwater Biodiversity?
Freshwater biodiversity is the diversity of life in inland (non-marine) waters. It
includes both species that accomplish all, or parts of their lifecycles in or on water
(i.e., ‘real’ aquatic species) and ‘water-dependent’ or ‘paraquatic’ species such as
amphibians and water birds, which depend on inland water habitats during at least
parts of their lives. The domain of freshwater biodiversity is defined by the extent of
inland water ecosystems, which may be categorised as follows: (1) flowing waters
(rivers and streams); (2) lacustrine wetlands (lakes, ponds, etc.); (3) palustrine
wetlands (swamps, marshes, fens, bogs); and (4) groundwater systems (e.g., karstic
systems, aquifers). Some of these inland waters are not best described as ‘fresh’, in
particular, many lakes and aquifers contain high levels of dissolved salts.
Nevertheless, it is more appropriate to consider the biodiversity of these systems as
freshwater rather than as part of the terrestrial (Chap. 2) or marine realms (Chap. 6).
7.1.2 The Need for Special Attention to Freshwater
Biodiversity Observations
Several lines of evidence suggest that rates of decline in freshwater biodiversity
have been greater during the last few decades than that of their marine and ter-
restrial counterparts (Collen et al. 2014; Garcia-Moreno et al. 2014). Monitored
populations of freshwater vertebrate species have declined by an average of 76 %
over the past 40 years, compared to an average of 52 % decline of all vertebrate
populations (McLeland et al. 2014). A panoply of direct and indirect threats affect
freshwater species and their habitats (Strayer and Dudgeon 2010). For example, one
estimate based largely on global models reports that approximately 65 % of global
river discharge—and by extension the aquatic biodiversity supported by these rivers
—is under considerable pressure from human activities (Vörösmarty et al. 2010).
The intensity of threats to freshwater species is likely to increase as a result of
climate change. Higher temperatures and changed precipitation patterns combined
with greater frequency of floods and droughts could result in the loss of freshwater
species from their last refuges including from locations currently relatively free
from anthropogenic threats or stressors. The reduction and degradation of suitable
habitats, the difficulties of dispersal through aquatic environments, and the lack of
corridors that link freshwater fragments will make it difficult for fully-aquatic
species to move into new, more suitable areas following climate change.
Conversely, certain invasive species will be able to expand their ranges, putting
greater pressure on resident species and accelerate local extinctions (Strayer and
Dudgeon 2010). In addition, climate change is creating concerns about water
security that could precipitate management decisions that further degrade fresh-
water ecosystems (Poff et al. 2015).
7 Observations of Inland Water … 167
Curtailing biodiversity declines and securing freshwater ecosystem services will
require local and regional actions specific to these systems at appropriate scales,
even when the systems cross national boundaries. Many if not most management
and conservation interventions will rightly target freshwater ecosystems rather than
species, yet the design of those interventions and the evaluation of their impact on
achieving biodiversity goals will require information on multiple dimensions of
freshwater biodiversity (i.e., genes, species, populations, communities, and
ecosystem structure and function). Monitoring programs, using both traditional and
recent, high-technology methods, that take into consideration the special features
and structural organisation of inland waters can generate that information.
7.1.3 Freshwater Biodiversity Observations and Global
Targets
It is widely agreed that goals set by parties to the Convention of Biological
Diversity (CBD) to reduce the rate of biodiversity loss by 2010 were not met
(Butchart et al. 2010). It would be hard to know if they were, since an evaluation of
the state of freshwater biodiversity monitoring networks (Revenga et al. 2005) had
earlier identified major shortfalls and gaps in monitoring capacity. One important
finding was that existing data on freshwater species and populations were not
readily accessible or harmonised in a way that they could be used to inform
management decisions (Revenga et al. 2005). Freshwater fishes and water birds
were by far the best studied groups, although there were considerable regional
differences in completeness of data coverage. By contrast, aquatic plants, freshwater
insects, molluscs and crustaceans were poorly known or not assessed in most
regions and especially in the tropics (Balian et al. 2008a, b). Nonetheless, even in
2005 there were some well-established regional and continental assessments of
freshwater biota (Revenga et al. 2005).
More recently, a 2011 evaluation of the Adequacy of Biodiversity Observation
Systems to Support the CBD 2020 Targets (GEO BON 2011) showed that some
progress has been made to address the gaps identified by Revenga et al. (2005).
A global system of freshwater ecoregions has been completed (Abell et al. 2008), a
global database of stream and networks at high spatial resolution has been devel-
oped (Lehner et al. 2008), large systematic biomonitoring programs have been
established (e.g., CSIR 2007; Hatton-Ellis 2008; Davies et al. 2010; USEPA 2013),
and additional regional assessments of freshwater species have been completed
(Freyhof and Brooks 2011; Darwall et al. 2011). To address the past
under-representation of biodiversity targets in the Millennium Development Goals,
their sequel, the Sustainable Development Goals, now more explicitly include
targets that are based on the CBD 2020 targets. Importantly, there have also been
improvements in access to freshwater biodiversity data which we describe below.
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7.1.4 Access and Management of Freshwater
Biodiversity Data
Ready access to freshwater biodiversity data and information from all parts of the
world is fundamental for the success of freshwater biodiversity observation pro-
grams and systems at global, national, regional or local scales. There has been
significant progress in this regard during recent years. For example, the EU-funded
BioFresh project (http://project.freshwaterbiodiversity.eu), which ran from 2010
until 2014, started building a global platform for freshwater biodiversity data. After
the termination of the project, four partner institutes committed to continue the
development of this on-line resource through the Freshwater Information Platform
(http://www.freshwaterplatform.eu) Major components of this platform include the
freshwater metadata journal and meta-database, the freshwater biodiversity data
portal, the Global Freshwater Biodiversity Atlas (see Box 7.1) and the freshwater
blog. The Freshwater Information Platform is an open body and additional global or
continental organisations are welcome to join.
Box 7.1. Global Freshwater Biodiversity Atlas
TheGlobal FreshwaterBiodiversityAtlas (http://atlas.freshwaterbiodiversity.eu)
is a global collection ofmaps to showcase information on freshwater biodiversity
and freshwater ecosystems, and includes background data such as freshwater
resources, stressors and drivers of biodiversity and ecosystem change. It is a
product of collaboration by numerous organisations, initiatives, scientists and
projects active in the freshwater biodiversity community. This online information
source aims to raise awareness about freshwater biodiversity from multiple
perspectives (Fig. 7.1).
As its name suggests, the Atlas includes a collection of published and
open-access freshwater biodiversity maps as well as maps developed by
different organisations from open-access data. The dynamic maps are
accompanied by short articles explaining the maps, including background
information and links to publications and data sources related to the specific
maps. Contact points of the sources of maps are also provided to ease the
access to data and additional information by users.
The atlas provides stakeholders at the science-policy interface, the public
and scientists interested in future conservation and sustainable management,
with comprehensive information about freshwater biodiversity and its drivers
and stressors. It allows those working in freshwater biodiversity to feature
their results and make their research outputs visible to the broader
community.
Despite such initiatives, much freshwater biodiversity data remain difficult to
access. There is a large number of smaller datasets or individual observations of
occurrence data that are not integrated into public repositories even though these
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data may have been used in scientific papers. Together with editors of leading
freshwater journals, BioFresh led a call to make such data available in a stan-
dardised format (De Wever et al. 2012), but this has had limited impact so far.
Adoption of data publishing practices as part of a mandatory archiving policy may
well be required to effect changes in data management practices. In that respect
institutes, research groups or individuals could relatively easily set up a data
publishing infrastructure by making use of the GBIF Integrated Publishing Toolkit
(IPT; http://www.gbif.org/ipt). This could allow the automation of the data pub-
lishing process while allowing authors to retain full control of that data. BioFresh or
national GBIF nodes (see http://www.gbif.org/participation/list for a list of partic-
ipants and associated nodes) are able to provide assistance in setting up such a
system and often also have a central publishing infrastructure for those who do not
have easy access to a server to run the IPT (e.g., http://data.freshwaterbiodiversity.
eu/ipt/ for BioFresh). For datasets under construction or that cannot (yet) be
released for particular reasons, we recommend documenting their existence in the
freshwater metadatabase (see http://data.freshwaterbiodiversity.eu/metadb/bf_mdb_
help.php).
7.1.5 Improving Our Ability to Track Changes Through
Freshwater Biodiversity Observations
Establishing baseline measures for the conservation status of the Earth’s freshwater
biodiversity remains an urgent challenge. This baseline is an essential first step for
Fig. 7.1 Examples of maps in the Global Freshwater Biodiversity Atlas (Source http://atlas.
freshwaterbiodiversity.eu)
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tracking changes in relation to the CBD 2020 targets. Considering the challenges of
assessing the status of a sufficiently large proportion of freshwater species, Revenga
et al. (2005) suggested beginning with a baseline assessment of the extent and
conditions of freshwater habitats. Despite the expansion of monitoring programs
focussed on river and lake conditions and the improvement in remote sensing
technology for tracking wetland extent, a global assessment of the condition and
extent of freshwater ecosystems is yet to be completed. A global assessment of
threats to human water security and river biodiversity, based mostly on
drainage-basin or in-stream indicators, was completed in 2010 (Vörösmarty et al.
2010), providing a coarse picture of the likely extent of imperilment of freshwater
habitats.
Biodiversity observation networks can contribute to addressing these challenges
by helping to coordinate data collection across large areas. A good example of such
harmonisation is the Arctic Freshwater Biodiversity Monitoring Plan (Box 7.2)
which details the need for coordinated assessment of Arctic freshwaters, including
ponds, lakes and rivers as well as their tributaries and associated wetlands, and
provides a framework for improving monitoring efforts in the Arctic region (Culp
et al. 2012a, b). The plan represents an agreement among the Arctic nations on the
approach to be taken to monitor and assess freshwater biodiversity across the
pan-Arctic region. This program is coordinating the efforts of the Arctic countries as
they inventory and collect freshwater monitoring data with the goal of producing
the first status and trends assessment of Arctic freshwater biodiversity, which is
planned for completion in 2017. The initial assessment will evaluate spatial and
temporal trends from contemporary and historical time periods, where data allow,
which means that by the end of this decade there should be sufficient time-series
data to report on changes towards the 2020 CBD targets for the Arctic region.
Furthermore, planned periodic re-assessments will continue to inform management
decisions beyond 2020. In many other regions of the world there are comparable
programs (albeit mostly at much smaller spatial scales) involving the collection of
freshwater biodiversity data in a standardised way at least for each individual site
and often for a group of sites.
One recent example is the Delaware River Watershed Initiative, a collaborative
effort of over 50 organisations working across the Northeast U.S.A.’s 36,570 km2
Delaware River Basin. The initiative has at its core the implementation of stan-
dardised monitoring protocols to assess its impact on water quality (see www.ansp.
org/drwi). Although freshwater species and population data are not being collected
in the service of assessing biodiversity per se, the data are being housed in an
open-access database and may prove useful for evaluating species trends in the
basin over time.
In general, the data collection protocols of such basin-scale efforts are tailored to
the specific goals of individual programs or research efforts, creating challenges for
directly combining the primary data for global or regional assessments. It may,
however, be possible to use these primary data to quantify essential biodiversity
variables representing main components of freshwater biodiversity (e.g., genetic
diversity, community composition, ecosystem function; Pereira et al. 2013).
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Box 7.2. The Arctic Freshwater Biodiversity Monitoring Plan:
Circumpolar Biodiversity Monitoring Program
The Arctic Freshwater Biodiversity Monitoring Plan (CBMP-Freshwater
Plan) details the rationale and framework for improvements in Arctic fresh-
water monitoring, including ponds, lakes, rivers, their tributaries and asso-
ciated wetlands. The framework facilitates circumpolar assessments by
providing Arctic countries with a structure and a set of guidelines for initi-
ating and developing monitoring activities that employ common approaches
and indicators. The CBMP-Freshwater Plan is part of the Circumpolar
Biodiversity Monitoring Program (CBMP) of the Conservation of Arctic
Flora and Fauna (CAFF) that is working with partners to harmonise and
enhance long-term Arctic biodiversity monitoring efforts. A major goal is to
facilitate detection and communication of environmental and biological
change in the Arctic, and stimulate societal responses to significant trends and
pressures (Fig. 7.2).
The CBMP-Freshwater Plan resulted from the collaboration of the CBMP
Freshwater Expert Monitoring Group (represented by Canada, Sweden,
Denmark, Finland, Iceland, Norway, Russia, and USA) and additional
international freshwater scientists with a broad range of expertise.
Contributors assessed the spatial and temporal coverage of available moni-
toring data and identified important elements, including environmental
stressors, indicators, and Focal Ecosystem Components (FECs) to be incor-
porated into the pan-Arctic Freshwater Plan. FECs are biotic or abiotic ele-
ments, such as taxa or key abiotic processes, which are ecologically pivotal,
charismatic or sensitive to changes in biodiversity). The mechanistic link
between an environmental or anthropogenic stressor and the FECs was
identified through ‘impact hypotheses’, i.e. predictive statements that outline
the potential ways in which selected stressors might impact the structure or
function of FECs. Preliminary information on the spatial and temporal cov-
erage of available freshwater monitoring data for FECs was summarised to
identify high-quality data sets that will form the basis for the first report on
status and trends in freshwater biodiversity in the Arctic, which is planned for
completion in 2017. This report will evaluate trends in existing data and
identify gaps in monitoring efforts and scientific knowledge of Arctic
freshwaters. It will also provide recommendations and guidance for more
effective monitoring activities that are coordinated and stressor-targeted. By
establishing common approaches for monitoring and assessment, the
CBMP-Freshwater Plan and the first status and trends report are intended to
improve our ability to detect changes to biodiversity and evaluate stressor
impacts on a circumpolar scale, thus facilitating more effective management
of these systems.
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Fig. 7.2 Arctic freshwater boundaries from the Arctic Council’s Arctic Biodiversity Assessment
developed by CAFF, showing the three sub-regions of the Arctic that are the focus of the
CBMP-Freshwater Plan, namely the high (dark purple), low (purple) and sub-Arctic (light purple),
and the CAFF boundary (grey line) (Source Culp et al. 2012a)
7.2 Observations on Components of Freshwater
Biodiversity
Biological monitoring of fresh or inland waters is developing rapidly. There is a
diverse array of methods to assess many components of freshwater biodiversity
(http://nepis.epa.gov/Exe/ZyPURL.cgi?Dockey=P100AVOF.TXT; see, for exam-
ple, review by Friberg et al. 2011) and there are practical guides for setting up
monitoring programs (e.g., Silk and Ciruna 2005). The priorities for measuring
global freshwater biodiversity were identified by Turak et al. (2016) using and
Essential Biodiversity Variables (EBV) Framework (Pereira et al. 2013). Here we
present some of the important considerations specific to freshwater biodiversity
monitoring described by Turak et al. (2016) together with additional information
that would be useful for biodiversity observation networks. We have organised this
information under the six broad classes of Essential Biodiversity Variables (EBVs;
Pereira et al. 2013): i.e., genetic composition, species populations, species traits,
community composition ecosystem structure, and ecosystem functioning. We stress,
however, that some widely-used indicators for the condition of freshwater ecosys-
tems (e.g., water quality variables) do not fit neatly into these categories.
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7.2.1 The Spatial Context for Freshwater
Biodiversity Observations
In situ observations of freshwater biodiversity provide information about species or
biological communities at discrete locations within a freshwater body (e.g., a river
section, a lake margin, or a portion of an aquifer). The use of these observations to
infer the status of biodiversity across any large area at a given point in time requires
aggregating disparate observations according to relationships between geography
and the physical environment on the one hand and geography and freshwater
biodiversity on the other. These relationships can also indicate how monitoring
efforts can be distributed most efficiently across any given region. Two recent
developments provide a foundation for formulating and applying such relationships
at regional to global scales.
The first of these (as mentioned in Sect. 7.1.3) is the global biogeographic
regionalisation of the world’s freshwaters (Freshwater Ecoregions of the World or
FEOW; www.feow.org; Abell et al. 2008). FEOW was developed based on
freshwater biogeography, defined broadly to include the influences of phylogenetic
history, palaeogeography, and ecology. FEOW development used fish species as
proxies for the distinctiveness of biotic assemblages, with a few exceptions for
extremely data-poor regions and inland seas, where some invertebrates and
brackish-water fish were considered, respectively. FEOW offers a framework for
development of broad-scale conservation strategies and represents a global-scale
knowledge base with the potential for increasing freshwater biogeographic literacy,
but it does not provide species occurrence data at a level of resolution that is
especially useful for monitoring change over time (Abell et al. 2008).
The second important development is the availability of databases and tools such
as HydroBASINS (Lehner and Grill 2013), the most accurate, globally consistent,
digital catchment dataset currently available. It provides rapid access to reliable
information about drainage basins, globally, at twelve levels of spatial resolution,
and includes information on network connectivity. Such landscape units are
probably better suited to mapping patterns of biodiversity across broad regions than
the uniform, arbitrarily-scaled (typically square) grids used to map patterns of
terrestrial or marine biodiversity. These drainage units also have great potential for
planning freshwater conservation initiatives and identifying inland water areas for
protection (e.g., Heiner et al. 2011).
7.2.2 Genetic Composition of Freshwater Biodiversity
Knowledge of the genetic composition and, especially, inter-population variability
of freshwater species is of particular importance as river basins and lakes can be
relatively isolated ‘islands’ separated from each other within a terrestrial or marine
matrix that most freshwater animals cannot traverse. As a result, gene flow is
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limited and populations of the same species may vary considerably in their genetic
composition. This variability has particular applications to the management of
freshwater fisheries where loss of genetic variants may have major consequences
for ecosystem service provision. Knowledge of inter-population genetic variability
can also assist in deciding which populations should be priorities for conservation
action, and may be important for assessing risks from invasive species. At present,
most genetic data for freshwater species are accessible through GenBank (http://
www.ncbi.nlm.nih.gov/genbank/) where fishes, amphibians, waterbirds and mam-
mals are the best documented groups of freshwater organisms.
Recent advances in high-speed environmental DNA technology (see Taberlet
et al. 2012; Goldberg et al. 2015 and references therein) offer great potential for
assessing the presence of species and the genetic diversity of biological commu-
nities directly from their DNA fragments in the water. DNA extracted from water
samples can be used to determine the genetic diversity of the community organisms
that were present in that waterbody within up to two weeks before sample collection
(see Thomsen et al. 2012). The molecular markers used are usually fragments of the
mitochondrial CO1 gene (micro-barcodes), 16s, 18s or 18sV4 rDNA fragments.
Analysis of the mitochondrial CO1 gene is also being used in a global DNA
barcoding initiative to catalogue the Earth’s biota that already includes many
freshwater fishes, amphibians and macroinvertebrates (Hebert et al. 2003; http://
www.barcodeoflife.org). The CO1 gene was selected for barcoding because of its
utility in species identification, but it also shows inter-population polymorphism
and is used to identify genetic variants in commercial fish species (Ardura et al.
2011). Environmental DNA methods offer possibilities for monitoring metagen-
omes (i.e., genetic material recovered directly from environmental samples) of
entire freshwater ecosystems, capturing both the variability among species and that
among populations within species. It also offers new possibilities in freshwater
biodiversity monitoring such as obtaining direct measures of the species diversity
(though not, at present, species abundances) of individual water bodies including
the diversity of microorganisms; enhancing the detection of cryptic, rare or
endangered species without having to physically capture individuals; and early
detection of invasive species at the expansion front. Nevertheless, this technology is
still in its infancy; it would thus be pertinent to caution against over-reliance on it
until issues around its sensitivity are resolved (Iversen et al. 2015).
7.2.3 Observations of Freshwater Species
The information available on the distribution, population sizes and population
structure of freshwater species has greatly improved in recent years, allowing a
general enhancement of regional, national, and global biodiversity observation
networks. The Freshwater Animal Diversity Assessment (FADA; Balian et al.
2008a, b) provides an overview of genus- and species-level diversity of selected
animal taxa groups and macrophytes of the Earth’s inland waters. The raw data
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provided by the 163 experts who undertook the initial FADA is accessible through
an online database (www.fada.biodiversity.be). Despite many obvious taxonomic
and geographic gaps, and hence a need to collect more data (Balian et al. 2008b),
FADA provides a much more detailed overview of freshwater biodiversity than had
been available previously, and generates essential statistics such as the species
richness of major organism groups. In particular, the disproportionate richness of
global freshwaters is striking: the total number of freshwater animal species was
estimated at 125,531 species, representing 9.5 % of 1,324,000 animal species
described thus far. Insects make up the majority (60.4 %), while only 14.5 % are
vertebrates. Furthermore, the 18,235 species of freshwater vertebrates represent
35 % of all vertebrates (about 52,000 species), despite the fact that inland waters
occupy less than 1 % of the Earth’s surface. Most of these vertebrates are fish
(69 %), followed by amphibians (24 %). The total global number of fish species is
presently estimated at 33,715 (Eschmeyer and Fong 2015, based on estimates from
Reid et al. 2013). It is apparent that almost 50 % of all fish species inhabit fresh and
brackish waters (i.e., 15,062 species, 12,470 of which are strictly freshwater).
Freshwater habitats also support 73 % of amphibian species.
The Freshwater Biodiversity Unit of the International Union for the
Conservation of Nature (IUCN) has been leading the development of a global
assessment of the distribution and conservation status of freshwater organisms
(Carrizo et al. 2013). These assessments bring together the most updated taxonomy
and the extensive knowledge from thousands of regional experts. Assessments
undertaken thus far have focused on fishes, molluscs (mainly unionid bivalves),
decapods (crabs, crayfish and shrimps), Odonata (dragonflies and damselflies), and
selected plant families (Carrizo et al. 2013). These taxonomic groups encompass a
range of biogeographic distributions, habitat preferences and feeding habits, thereby
offering a representative view of the ecology and conservation status of freshwater
ecosystems. In addition, many of the assessed taxa are good indicators for envi-
ronmental health in freshwater systems.
Importantly, the IUCN assessments of species are based upon the most com-
prehensive and accurate information available, involving collation of data on tax-
onomic status, ecology, distribution, spatial and temporal trends in abundance, as
well as the threats they face, their use by humans and conservation measures in
place to protect them. The integration of these data results in a classification of
extinction risk according to IUCN Red List categories (Extinct, Extinct in the Wild,
Critically Endangered, Endangered, Vulnerable, Near threatened, Least Concerned,
Data Deficient). The species’ ranges are mapped to HydroSHEDS (http://www.
hydrosheds.org/; Lehner et al. 2008), but in the near future these data will be
transferred to HydroBASINS (http://www.hydrosheds.org/page/hydrobasins), an
updated version of HydroSHEDS that includes a coding system that captures the
hierarchical spatial relationship among basins. All information on species included
in the IUCN database is both widely available and freely accessible through the Red
List of Threatened Species (http://www.iucnredlist.org/). Because these data are
available at basin or sub-catchment units, they can be combined with information
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on population, land use and other types of data that are used for water resource
management.
Modelling techniques that allow mapping of suitable habitats for individual
species are increasingly being applied to freshwater species (e.g., Bush et al.
2014b). These models use species occurrence data together with digital data on
environmental layers to help predict where species might occur, allowing targeted
in situ observations or monitoring of species of particular interest or of conservation
concern. If climatic variables are included among the environmental data, these
models offer the potential to coarsely predict how species distributions may shift in
response to global climate change (e.g., Bush et al. 2014a).
7.2.4 Observations of Freshwater Species Traits
Species traits have widely been used to characterise freshwater assemblages or
communities, and may include aspects of morphology, function, physiology,
behaviour, habitat use, reproduction and life history. Commonly documented traits
include: trophic ecology (or functional feeding groups); oxygen or nutrient
requirements; thermal range, or tolerance to pollutants, acidity, desiccation, tur-
bidity, etc.; preference for particular substrates, flow regimes of microhabitats;
locomotion or dispersal ability; body form; and life span, dormancy, and timing and
frequency of breeding etc. Species-trait databases have been developed in some
regions for certain taxa, most commonly fishes and macroinvertebrates (http://
www.freshwaterecology.info/; http://eol.org/traitbank; http://www.epa.gov/ncea/
global/traits/; Schmidt-Kloiber and Hering 2015), but plankton, diatoms and
macrophytes are also represented. However, such trait-specific data are still lacking
for many taxa and in most parts of the world, and fundamental facts about even the
basic ecology of many common species are lacking, especially in the tropics.
7.2.5 Observations of the Composition of Freshwater
Communities
Information on the composition of freshwater assemblages has been employed with
some success to assess the condition of freshwater ecosystems, and statements about
desirable composition of freshwater biota have been integrated into environmental
legislation in countries in Europe and elsewhere (Friberg et al. 2011). The groups
most widely used in examining the composition of biological communities in
freshwater include macroinvertebrates, benthic algae, macrophytes, phytoplankton
and fishes. Community composition metrics typically provide a quantitative measure
of departure from reference conditions representing taxonomic completeness of the
community (see Hawkins 2006). Reference conditions may be represented by
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relatively undisturbed reference sites or constructed using multiple lines of evidence,
and may include the opinion of expert panels (Stoddard et al. 2006).
When the reference condition is represented by extant reference sites, environ-
mental variables thought to be unaffected by human activities may be used to
predict the probability of occurrence of a taxon at a site based on the site envi-
ronmental characteristics. Taxa that have a high probability of occurring at a
location are considered to be a natural component of the community at a site if the
site’s condition was equivalent to a reference site (i.e., unimpaired). Different
metrics may then be used to quantify the difference between the predicted and
observed community at any putatively impaired or impacted site. The simplest of
these metrics is the number of taxa, which is in essence a measure of taxonomic
completeness. Another widely-used metric is the ratio of average scores of pollution
tolerance of the predicted and observed communities, based upon the combined
pollution tolerance scores assigned to each taxon. Note that assignment of such
tolerances typically requires good knowledge of the ecology of component species
in the community and such information is frequently unavailable.
Widely used metrics of community composition assume that the detection of a
species at a location is determined by the suitability of a habitat for colonisation by that
species together with its ability to get there. Hence species interactions, for example,
predation, competition, parasitism etc., are not incorporated into these assessments.
Despite being integrated into large biomonitoring programs, the data available
on the composition of freshwater biological communities are biased and patchy,
with no data being available for extensive areas of the Earth at any given point in
time. This makes it difficult to determine temporal changes in biodiversity or to
compare the status and trends in biodiversity among regions. However, the data that
are available can be combined with spatially-continuous remotely-derived envi-
ronmental layers to model community-level properties of biodiversity such as
richness (alpha diversity) and compositional turnover (beta diversity) across large
regions (see Ferrier 2011). The applications of these modelling approaches to
regional and global biodiversity observations are discussed in Chap. 10.
7.2.6 Observations of the Structure of Freshwater
Ecosystems
The persistence of freshwater species and communities is greatly influenced by the
spatial arrangements of suitable habitats in the landscape and in particular, the
presence and location of barriers to the movement of freshwater species, including
those introduced by humans (e.g., dams). Observations of ecosystem structure for
tracking changes in freshwater ecosystems include measuring changes in the extent
of inland water habitats such as wetlands, lakes, rivers and aquifers. Remote sensing
technologies for mapping the extent of wetlands and lakes is advancing rapidly (see
Chap. 8). Smaller-scale habitat extent observations may encompass the extent of
pools, riffles, and runs in streams, or the substratum (e.g., grain size) and flow
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characteristics in riffles; the area and depth of large pools in rivers, or the presence
of gravel beds and channel braiding; and the connectivity of floodplains and
backwaters with river channels. Such smaller-scale observations are particularly
useful in mapping habitat needs of single species. For example, salmonid habitats in
rivers can be mapped based on combined measurements of substratum grain size
and water depth, and today’s remote sensing capability can facilitate these obser-
vations (Carbonneau and Piégay 2012). In situ observations of physical and
chemical characteristics of water are also an essential component of assessments of
ecosystem structure in the context of monitoring freshwater biodiversity.
Advances in remote sensing technologies are increasingly enabling these
observations on habitat structure to be made from space and depending on the
ecosystem, with fewer in situ observations (see also Chap. 8). The advent of the
Sentinel constellations (Sentinel-1 and -2 satellites in particular) as part of the
European Copernicus Programme and the NASA Landsat Data Continuity Mission,
will ensure continuous provision of Earth Observation data at high spatial resolu-
tion (10–30 m) and at higher time frequency (3–5 days combining Landsat 8 and
Sentinel-2 satellites). The recent advent of time-series analysis algorithms com-
bined with higher processing capabilities will enable monitoring of seasonal vari-
ations of habitat biophysical characteristics, and support potential development of
early warning systems.
7.2.7 Observations of Freshwater Ecosystem Functioning
The use of indicators of ecosystem functioning, other than those that may be
extrapolated from water-quality data, in monitoring or reporting on the condition of
freshwater ecosystems, is rare. The relationship between biodiversity and ecosys-
tem functioning is a growing research area but will need considerable further
development before it will be possible to include measures of ecosystem func-
tioning in freshwater biodiversity observations or link changes in biodiversity or
ecosystem health to changes in functioning (see Dudgeon 2010). The attributes of
ecosystem function that offer the greatest potential for monitoring changes in
freshwater ecosystems include rates of organic matter processing (especially leaf
litter breakdown in streams), primary production, rates of ecosystem metabolism at
different scales (e.g. small patches of river sections), and aspects of secondary
production such as fishery yields. Functional measures provide information not
provided by measures of community composition. They more directly indicate
changes in ecosystem services and can serve as early warning signs of sub-lethal
effects that may lead to changes in community composition and abundance of
species of conservation concern.
A complicating factor in decisions about whether to use functional attributes in
biodiversity observations (and how to interpret them) is that it is not generally
possible to predict how functioning changes with species loss. Some species may be
‘redundant’ so that their loss has little impact on overall functioning (e.g., a loss of a
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single algal species may have negligible effect on overall algal production).
Conversely, the loss of certain species (e.g., keystone species such as the beaver,
Castor spp.) may have a large effect on functioning even if their loss is reflected (at
least initially) in minor changes in community composition. For most freshwater
species, and virtually all ecosystems, we are not yet in a position to predict the
magnitude of structural redundancy in relation to a given ecosystem function, or to
identify the role of individual species maintaining that function. Thus structure may
change and function remain unchanged (hence structure is a more sensitive indi-
cator and needs to be closely monitored), or function may change before any
structural change has occurred (so function is more sensitive), or there may be no
consistent relationship between the two and so, ideally, both need to be monitored
(Dudgeon 2010). Further complexity arises from the possibility that function does
not respond linearly to changes in environmental conditions: leaf-litter breakdown
rates in streams can increase in response to nutrient enrichment until some critical
level when they begin to decline; primary productivity is likely also to show a
positive or hump-shaped response to nutrient enrichment. Accordingly, our ability
to predict the condition of biodiversity at a site from measurements of ecosystem
functioning alone may be limited, nor are such measures likely to be helpful when
we are concerned with assessing trends in the populations of rare species that may
well be so scarce as to have become functionally ‘redundant.’
7.3 Use of Freshwater Biodiversity Data
in Decision-Making
Efficient investment of resources in protecting freshwater species requires com-
bining actions targeted at the level of ecosystems and landscapes and those that
target individual species of conservation concern. The efforts invested in freshwater
biodiversity observations and the evaluation of monitoring data must take into
account the need to achieve a balance between information needed on individual
species of concern with information on other components of biodiversity (such as
community composition; Box 7.3, Fig. 7.3a).
In prioritising species for monitoring or for repeated or long-term observations,
some of the major factors to consider are the level of threat (IUCN Red List status;
local classifications of species at risk or the relevant protected-species legislation);
regional freshwater conservation targets; community interest in iconic species or
those otherwise of particular concern to humans; and species that are essential as
sources of food or habitat for threatened species.
Actions that can address the threats to freshwater ecosystems across drainage
basins or in broader regions are especially important for conserving biodiversity,
but these actions must be prioritised so that resources are spent where greatest
benefits can be achieved. Freshwater conservation planning tools can help this
prioritisation (Box 7.3 Fig. 7.3b; also see Linke et al. 2011). Such tools require data
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on freshwater species or assemblages, as well as measures of environmental fea-
tures that are intended to serve collectively as surrogates for all freshwater biodi-
versity. The success of actions at the drainage-basin scale is generally assessed
through monitoring programs that use taxonomic composition of assemblages
together with population trends of individual species.
Box 7.3. Multiple use of freshwater biodiversity monitoring data to
support freshwater conservation
Biological monitoring programs in South-Eastern Australia have yielded
extensive data on the composition of river macroinvertebrate and fish com-
munities. These data were used in a variety of ways to support freshwater
conservation in the region.
For example, occurrence records of macroinvertebrate families were used
to develop predictive models that allowed quantitative scoring of river health
at any given river site. These scores were then extrapolated using disturbance
variables as predictors to generate digital layers of river condition (see
Fig. 7.3a).
Another application of the data collected was in bottom-up biological
classifications of rivers based on fish species records and macroinvertebrate
family occurrences from relatively undisturbed reference sites. Digital layers
representing these river classes together with the digital condition layers were
used to generate maps representing spatial priorities for actions aimed at
























Fig. 7.3 Maps showing a patterns in river condition and b spatial priorities management actions
aimed at protecting biodiversity, for the Hunter Catchment Management Region in south-eastern
Australia (Source Turak et al. 2011)
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7.4 Future Directions for Freshwater Biodiversity
Observations
Improved access to freshwater biodiversity data, refinement of frameworks for
regional, national and continental monitoring programs, the widespread application
of freshwater conservation planning tools and methods, and advances in
remote-sensing technology have allowed the development of new programmes to
enhance the freshwater components of national, regional and global biodiversity
observation networks. Some notable examples are given below.
7.4.1 A Global Wetlands Observing System (GWOS)
In 2008 the Scientific and Technical Review Panel of the Ramsar Convention on
Wetlands initiated establishment of a Global Wetlands Observing System (GWOS)
to bring together available information on the status and values of wetlands and
water in a way that can support policy processes and decision making at various
geographic scales. It will describe extent and condition as well as change and trends
over time of a variety of wetland types.
Although GWOS is still in a development phase, several thematic and regional
pilot projects have been implemented already or are ongoing. As an example of a
thematic project, the Japanese Aerospace Exploration Agency’s Global Mangrove
Watch (http://www.eorc.jaxa.jp/ALOS/en/kyoto/mangrovewatch.htm) aims to
contribute to GWOS and support the Ramsar Convention. Examples of regional
pilots have been the European Space Agency-sponsored GlobWetland and
GlobWetland II projects that demonstrated the value of earth observation in map-
ping and monitoring of wetlands. The current GlobWetland Africa project will
demonstrate this on a continental scale for Africa. The Mediterranean Wetlands
Observatory (http://www.medwetlands-obs.org) serves as another regional pilot
project and the Global Freshwater Biodiversity Atlas demonstrates some of the
capabilities GWOS is expected to have when it is established as a global system.
As the first broad implementation of GWOS, the EU Horizon 2020-sponsored
project ‘Satellite-based Wetlands Observation Service’ (http://swos-service.eu/) that
started in 2015 will develop a monitoring and information service for wetlands
tailored to specific policy needs on different levels. The project will bring together
satellite observation data and validation datasets and will use citizen science to
produce maps and metrics on wetlands and make available both these outputs as
well as the toolkit required to produce them.
In the end GWOS will rely on NGOs, inter-governmental organisations, bio-
diversity observation networks, research institutions and government agencies for
data, analyses and the development of tools. Biodiversity observation networks can
contribute to GWOS as suppliers of freshwater biodiversity data. GWOS, in turn,
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can improve the utility of freshwater biodiversity observations by bringing together
policy-relevant information and knowledge to support actions aimed at protecting
freshwater biodiversity.
7.4.2 Citizen Science in Freshwater Biodiversity
Observations
Recent advances in communication technology and the associated proliferation of
citizen science protocols, web-services and phone apps, has opened up new
opportunities for volunteers to collect and upload large volumes of biodiversity data,
especially digital photographs (see Chap. 9). So far these methods have been or are
being successfully applied to freshwater vertebrates only but there is potential to
include other macroscopic taxa. Citizen scientists have been significant contributors
to waterbird observations for over 50 years, with International Waterbird Census
volunteers numbering over 10,000 and covering more than a hundred countries.
Quality control is essential in citizen science and new technologies allow better
quality control of these observations. The Global Amphibian BioBlitz (http://www.
amphibians.org/citizen-science/) has helped to increase recorded observations and
create awareness about amphibian declines. The recently launched Freshwater Fish
BioBlitz (http://www.iucnffsg.org/ffsg-activities-2/global-freshwater-fish-bioblitz/)
offers the possibility of capturing a vast number of observations made by recreational
fishermen, aquarists and other fish enthusiasts.
Citizen science has the potential to make significant contributions to our
knowledge about species distributions and their monitoring. Despite huge advances,
problems with the geographic bias of observations towards developed countries
remain. Improved public engagement in many countries of the world will be
essential for the success of citizen science initiatives, starting with diversifying the
language used for communications, as many people that could contribute obser-
vations do not speak English, which is the primary language used by these
networks.
7.5 Conclusions
Recent developments in freshwater biodiversity observations indicate that there is
potential for evaluating the condition of freshwater biodiversity by 2020 in
‘real-time’ or close to it. Despite the incompleteness of national and continental
assessments, it now seems possible that we have sufficient tools for making periodic
evaluations of freshwater biodiversity across large regions a realistic possibility by
2020. This alone will not ensure protection of freshwater biodiversity but it will
provide evidence for the effectiveness of current management actions in conserving
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freshwater biodiversity. This evidence is essential for getting better results with
existing resources and justifying claims for additional resources.
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Chapter 8
Remote Sensing for Biodiversity
Gary N. Geller, Patrick N. Halpin, Brian Helmuth, Erin L. Hestir,
Andrew Skidmore, Michael J. Abrams, Nancy Aguirre, Mary Blair,
Elizabeth Botha, Matthew Colloff, Terry Dawson, Janet Franklin,
Ned Horning, Craig James, William Magnusson, Maria J. Santos,
Steven R. Schill and Kristen Williams
Abstract Remote sensing (RS)—taking images or other measurements of Earth
from above—provides a unique perspective on what is happening on the Earth and
thus plays a special role in biodiversity and conservation applications. The periodic
repeat coverage of satellite-based RS is particularly useful for monitoring change
and so is essential for understanding trends, and also provides key input into
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assessments, international agreements, and conservation management. Historically,
RS data have often been expensive and hard to use, but changes over the last decade
have resulted in massive amounts of global data being available at no cost, as well
as significant (if not yet complete) simplification of access and use. This chapter
provides a baseline set of information about using RS for conservation applications
in three realms: terrestrial, marine, and freshwater. After a brief overview of the
mechanics of RS and how it can be applied, terrestrial systems are discussed,
focusing first on ecosystems and then moving on to species and genes. Marine
systems are discussed next in the context of habitat extent and condition and
including key marine-specific challenges. This is followed by discussion of the
special considerations of freshwater habitats such as rivers, focusing on freshwater
ecosystems, species, and ecosystem services.
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8.1 Remote Sensing
Every remotely sensed image of Earth can be considered a biological dataset. Each
of these tells a story and a sequence tells the larger story of what is changing over
time. Civilian satellite observations of Earth started over 40 years ago and provide
an excellent historical record to help assess change. This chapter provides an
overview of how remote sensing can be used for biodiversity and conservation
applications, emphasizing change assessment. It focuses on satellite-based remote
sensing because this provides global coverage with regular repeat cycles, sometimes
providing a nearly daily view of the entire Earth, and is often available at no cost.
The potential for applying remote sensing (RS; sometimes referred to as Earth
Observation, or EO, though this term is better used to refer to all kinds of obser-
vations, not just RS) for monitoring biodiversity and guiding conservation efforts
has not been fully realised due to concerns about ease-of-use and cost. Historically,
RS data have not always been easy to find or use because of specialised search and
order systems, unfamiliar file formats, large file size, and the need for expensive and
complex analysis tools. That is gradually changing with increasing implementation
of standards, web delivery services, and the proliferation of free and low-cost
analysis tools. Although data cost used to be a common prohibitive factor, it is no
longer a big stumbling block for most users except where high resolution com-
mercial images are needed.
8.1.1 How Remote Sensing Works
Remote sensing measures the energy that is reflected and emitted from the Earth’s
surface (for a good background on RS basics see https://www.nrcan.gc.ca/sites/
www.nrcan.gc.ca/files/earthsciences/pdf/resource/tutor/fundam/pdf/fundamentals_
e.pdf). Because the properties of materials commonly found on the surface (e.g.,
plants, soils, phyto-plankton-containing surface waters, ice bodies) are known, RS
provides insight into the surface composition. There are also biodiversity-relevant
situations which may not be directly observable with RS but which may be cor-
related with what can be observed. This allows remotely sensed observations to act
as a “proxy” for surface activities if sufficient surface measurements are available to
establish the link. For example, sea surface height can be measured and is correlated
with upwelling and therefore with higher nutrient concentrations that affect the
ecosystem in a variety of important ways.
Optical data such as that from the Landsat series of satellites and many others
are a measure of the amount of light reflected from Earth’s surface. Typically, the
8 Remote Sensing for Biodiversity 189
various wavelengths that are reflected are measured in separate “bands”, each of
which is stored as a separate image layer. Thus a typical “image” file contains a
separate monochromatic image for each band. Creating a natural-looking colour
image requires the user to combine red, green and blue bands. Other band com-
binations can also be used and these can highlight different components of interest
in the image, often using wavelengths beyond what our eyes can see, particularly in
the near-infrared region. Many optical sensors, including Landsat, have a “thermal”
band that measures the long-wave infrared (thermal) radiation emitted from the
Earth’s surface, information particularly useful for estimating surface temperature.
The information available for understanding what is happening on the ground
increases with the number of bands that a sensor has, but not in a directly pro-
portional way. Thus typical “multi-spectral” sensors with 4 to 20 carefully selected
and well-calibrated bands provide a great deal of information, and adding more
bands can help with specific issues. “Hyperspectral” sensors can have more than
200 bands and can provide a wealth of information to help, for example, identify
specific species. Processing such datasets requires special expertise and
satellite-based hyperspectral sensors are not yet common. Other sensor types
include radar and lidar which actively emit electromagnetic energy and measure the
amount that is reflected—these sensors are useful for measuring surface height as
well as tree canopy characteristics and surface roughness. Lidar is generally more
precise than radar and ideal for measuring tree height. Radar is particularly useful
where cloud cover is a problem (for instance, in the biodiversity-rich tropical
rainforests) because it penetrates clouds. However, availability of lidar data is quite
limited, and although radar data are more widely available it may be expensive and
its use is less intuitive than the interpretation of optical images.
8.1.2 Combining Remote Sensing with in situ Observations
Remote sensing is generally most useful when combined with in situ observations,
and these are usually required for calibration and for assessing RS accuracy. RS can
provide excellent spatial and temporal coverage, for example, though its usefulness
may be limited by pixel size which may be too coarse for some applications. On the
other hand, in situ measurements are made at very fine spatial scales but tend to be
sparse and infrequent, as well as difficult and relatively expensive to collect.
Combining RS and in situ observations takes advantage of their complementary
features.
8.1.3 Detecting Change
With the systematic coverage and long time-series provided by satellite observa-
tions, RS is particularly useful for detecting change. RS plays a major role in
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detecting and monitoring global- to local-scale processes that affect ecosystems,
species, and ecosystem services, with effects on genes being an emerging field. RS
data or its derivatives are an important input to models projecting future states and
trends, which can provide an early warning of change and facilitate a timely
response. Note, however, that rates of change may be more important than change
in absolute conditions, making the frequency of repeats in a time-series, as well as
data continuity, very important.
Several key factors require consideration to prevent the appearance of false
positives (detection of change when none exists) or false negatives (failure to detect
significant change). Because some degree of temporal and spatial variance is
inherent in all ecosystems and species distributions and the physical variables that
affect them, it is important to match the temporal and spatial scale of the envi-
ronmental data with that of the ecosystem or species of interest. Such variation can
occur over annual, seasonal, daily, or even hourly scales. Matching appropriate RS
observations to ecological processes or species distributions often requires a
multi-scale approach where one spatial and temporal scale provides information on
a portion of an ecological process or species’ life-history while other scales are
required to observe another portion.
Next, the role of RS in monitoring Terrestrial, Marine, and Freshwater envi-
ronments will be discussed. These are treated individually because they differ in
many physical respects and RS is often applied in rather different ways.
8.2 Terrestrial
Remote sensing plays a major role in mapping and understanding terrestrial bio-
diversity. It is the basis of most land cover/land use maps, provides much of the
environmental data used in species distribution modelling, can characterise
ecosystem functioning, assists in ecosystem service assessment, and is beginning to
be used in genetic analyses. Except in cases of direct observation of species, which
generally require expensive high resolution images, biological RS data are usually
combined with physical data such as elevation or climate (which in fact may be
derived from RS data) and, increasingly, with socio-economic data.
8.2.1 Ecosystems
This section discusses the important role that RS can play in monitoring various
aspects of ecosystems and the services they can provide.
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8.2.1.1 Ecosystem Structure and Composition
Remote sensing is frequently used to generate maps of terrestrial ecosystems, which
are often based on a map that delineates different vegetation types or land uses.
Figure 8.1 is a simple example of an image that has been classified into five
different types of cover based on how the spectral characteristics varied across the
landscape (the UN Food and Agriculture Organization, FAO, has tools and infor-
mation on class determination e.g., http://www.glcn.org, though note that other
classification systems exist). One of the simplest and most common maps shows
areas of forest and of non-forest, the latter often being a result of conversion to other
uses. One point to remember is that it is essential that such maps be calibrated and
validated with ground observations, otherwise the level of mis-classification can be
very high, as well as unknown. Note that even with ground calibration such maps
are often only about 80 % accurate, meaning that one pixel in five is classified
incorrectly. Another point to remember is that spectrally similar vegetation types
will be put in the same class. For example, tree plantations such as oil palm may be
spectrally similar to native vegetation and both could be placed in the ‘forest’ class,
and often are. Also note that classified maps use discrete categories, yet the actual
landscape often varies continuously from one habitat to another, so the cut-off
between classes can be somewhat arbitrary.
Fig. 8.1 Example of a simple classification with five classes. A national park in Thailand is in the
centre of the image—a heart-shaped plateau surrounded by forest on the downslope, and then
agriculture (source Classified Landsat image courtesy of Martin Wegmann)
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In practice there are several classification techniques. The oldest is simply to
visually interpret an image, drawing lines at the vegetation boundaries. Positioning
these boundaries should combine what can be seen in the image with knowledge of
what is known to occur on the ground, thus accurate interpretation requires that the
analyst is familiar with the local vegetation. Software can also be used that auto-
matically creates classes based only on spectral properties—the user can select the
number of classes and what distinguishes them (i.e., how different two pixels must
be before they are placed in different classes). This is called an “unsupervised”
classification because once the number of classes and the difference thresholds are
specified there is no human oversight of the process until the operator labels each
class after the software finishes. A “supervised” classification takes a somewhat
different approach. Here the user “trains” the software by selecting groups of pixels
which are known to correspond to a particular class. A simple example might be to
delineate areas of evergreen forest, deciduous forest, and agriculture based on a
combination of visual interpretation and ground knowledge. For each of these three
classes the software would then find all the other pixels in the image that had similar
characteristics and identify them, allowing a map to be created.
Free software exists to do supervised and unsupervised classification, for
example, https://www.orfeo-toolbox.org/ and http://www.dpi.inpe.br/spring/. One
additional very useful tool is the Rapid Land Cover Mapper (http://lca.usgs.gov/lca/
rlcm/), which provides a very simple way of visually mapping Land Use/Land
Cover and change; it is free though requires ArcGIS ArcMap software. And
increasingly, the open source R statistical software (http://www.r-project.org) is
being used for image analysis, and many classification techniques and other geo-
statistical models can be easily applied to images using existing user-supplied
“packages”.
8.2.1.2 Ecosystem Function
Ecosystem function can be thought of as the “work” that is done by an ecosystem.
In other words, ecosystem function measures and monitors the energy dynamics as
well as exchange of matter within an ecosystem, for example between the biota and
the atmosphere, or within the biota. Examples of ecosystem functions include
primary production, albedo, land surface temperature, evapotranspiration, as well as
functional classifications such as Ecosystem Functional Types that characterise
ecosystems based on similarities in energy dynamics or exchange of matter. To give
a more concrete example, consider net primary productivity (NPP) which is an
Essential Biodiversity Variable for the energy flow through ecosystems. NPP is the
amount of biomass produced by an ecosystem within a defined period. Since plant
biomass has a fairly constant carbon content, this can also be expressed as the
amount of carbon assimilated by photosynthesis minus the carbon released by plant
respiration.
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8.2.1.3 Ecosystem Change
Ecosystem change usually refers to changes in land cover or land use, and identi-
fying and quantifying it is particularly important. Land cover is a measurement of
ecosystem state, and there is only one land cover at a point. Land use is what that
land is used for, by people, and is typically defined by the calendar of activities
which take place. There can be many land uses for any given land cover: for
instance, a forest might simultaneously be used for the harvest of timber and for
recreation and water provision. Land use is hard to detect from space, but it can be
inferred from land cover and other remotely sensed attributes, and validated and
enriched using ground-observed information. Evaluating the conversion of forest to
non-forest is a common application for which images taken at two different times are
compared (Fig. 8.2). The comparison can be done visually or using automated
software; maps can then be made and the number of pixels that have changed
calculated to provide a measure of forest loss. Recently, global maps of forest cover
change at 30 m have become available at no cost, and these will be updated peri-
odically (see http://earthenginepartners.appspot.com/science-2013-global-forest;
and http://www.globalforestwatch.org/). Such maps may prove useful for users
needing forest cover change information, however, local accuracy can vary signif-
icantly so users should be very careful to validate the information for their location.
Beyond just forest conversion it is also possible to map how individual classes of
vegetation or land use are changing, and to indicate what each class is changing into.
This can be useful in trying to understand what the causes and consequences of
change are.
Fig. 8.2 Monitoring forest loss. In this example from Rondonia, Brazil, images from 2000 and
2013 are compared and the difference, indicating loss of forest, is shown in red in the 3rd panel.
A simple two class (“forest” and “clearing”) supervised classification, using software such as that
mentioned, can be used for such analyses. In this example the percentage of pixels classified as
forest in 2000 was 65 %, while in 2013 it was 20 % (with 15 % not falling into either class, e.g.,
clouds and urban areas) (source ASTER images courtesy of NASA and Japan’s METI;
classification courtesy of Michael Abrams)
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8.2.1.4 Ecosystem Services
Ecosystem services are comprehensively covered in Chap. 3; this section focuses
on how terrestrial ecosystem services are measured and monitored remotely.
Ecosystem services are rarely if ever directly sensed with RS, rather, an
ecosystem response is sensed as an indicator of status or change in a service
(Fig. 8.3). Often one remotely sensed variable can be used to infer a range of
ecosystem service changes through different model interpretations and interactions
with other variables. For example, greenness measures such as the Normalized
Difference Vegetation Index (NDVI) indicate plant vigour and potential produc-
tivity and can be used to indicate agricultural output (when the crop species is
known), phenology, and CO2 respiration. System status signals are related to
ecosystem services through a number of pathways because biota are integrators of
many physical and chemical factors in the environment. In other words the bio-
physical dimension of ecosystem services has seen the most application of RS when
estimating provisioning and regulation. There have been few attempts to retrieve
cultural services.
The process of inferring an ecosystem service from a remotely sensed ecosystem
state often requires additional information and a considerable amount of modelling.
For example, to estimate crop production output, information on phenological
stage, water availability, or structure may be required in addition to remotely sensed
greenness level; the modelling capability to combine this information would also be
needed. Ecosystem services that can be estimated through this process include
Fig. 8.3 Remote sensing is used indirectly to evaluate changes in ecosystem services
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productivity; biomass; water availability, timing and quality; ecosystem regulating
processes like those affecting CO2 and methane release; and bio-sequestration rates
(see Fig. 8.3).
8.2.2 Species
Remote sensing can play a particularly important role in helping to understand
where species live and in providing measures of diversity such as species richness.
Several reviews give more detail and provide references on using RS for biodi-
versity studies (for example, see Franklin 2010).
8.2.2.1 Mapping Where Species Live
Although it is possible to use RS to directly see and therefore map where some
species live, this usually requires expensive, very high resolution data, and is
generally only applicable to large organisms or populations of small organisms
which are very dominant in the community. And while the status of some popu-
lations of large animals (e.g., elephants or whales) can be assessed in this way,
traditional methods (e.g., visual surveys from the air) have so far been more cost
effective. Mapping the distribution of some tree species may be possible over
certain areas but again require very high spatial and/or spectral resolution images.
Low-cost (e.g., <US$2000) unmanned aerial vehicles (UAVs) in combination with
photogrammetry software are increasingly being adopted as an effective local-scale
monitoring tool for applications such as identification of land/benthic cover,
wildlife census, and monitoring of illegal activities. Advantages of using UAVs
include very high spatial (<5 cm) and temporal resolution that often permit feature
identification at the species level. More commonly, in situ observations of the
specific locations where a species has been seen are correlated with environmental
variables for those locations to develop a model that describes the set of conditions
where a species is most likely to be found. This is called species distribution
modelling (SDM). Once that model is created it can be combined with environ-
mental data from a broad set of locations to generate a map of the potential dis-
tribution of that species—that is, the area where the environment is apparently
suitable for that species to live. Many environmental variables, such as topography,
land cover, temperature, and precipitation are derived from RS data. Since many are
climate-related, SDM has been used to investigate how climate change could affect
species distributions by substituting forecasted, instead of historical, climate data
into the model. Although useful, correlative SDMs ignore biotic interactions and
assume that a species is in equilibrium with environment; such limitations may be
especially important when projecting species’ distributions into novel environments
such as predicting the impacts of climate change, land use change, and invasive
species.
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8.2.2.2 Plant Functional Types
Because direct detection and mapping of vegetation at the species level can be
difficult, an alternative approach is to use “plant functional types”—groups of
species having similar functionality. The principle is that species with similar
function will have similar physiology and therefore spectral similarities that allow
grouping into spectral or phenotypic—and thus functional—types (Ustin and
Gamon 2010). More specifically, areas with the same ecosystem functional type
have similar energy dynamics and exchange of matter. Creating appropriate com-
binations of functional types allows upscaling into vegetation communities, and
time series of RS datasets can then be used to assess change at the community level,
such as that due to natural or human-caused disturbance, succession, or phenology.
All global maps of land cover implicitly or explicitly use the concept of plant
function types. For instance, a map of “forest cover” is invoking the type “tree”.
Even global maps usually provide more detail than that—“evergreen” versus
“deciduous” and “broadleaf” versus “needleleaf” trees can be reliably discriminated
using RS, based on spectral and phenological characteristics. Field calibration and
validation is, of course, still required to understand and have confidence in the
observed changes.
8.2.2.3 Generating Biodiversity Indices
Measures of community diversity such as species richness and abundance can be
derived using RS at landscape to global scales. Remotely sensed measures of
productivity, water and nutrient status, vegetation structure, phenology, and bio-
chemical diversity are often correlated with diversity metrics for a variety of tax-
onomic groups, but especially for plants. For example, biochemical diversity
extracted from hyperspectral images and structural diversity derived from multi-
spectral imagery have both been used to estimate tree species richness. Reflectance,
surface temperature and NDVI from the MODIS and AVHRR sensors describe
patterns of primary productivity that are related to continental-scale patterns of tree
species richness.
8.2.3 Genes
Landscape genetics is a way to understand how the landscape affects genetic pat-
terns by looking for spatial discontinuities in genetic variation and correlating them
with observed landscape features (e.g., Manel et al. 2003). Remote sensing is a
good way to characterise the landscape and identify specific landscape features, and
thus provides key inputs to these analyses. For example, a landscape genetics
approach might explore how habitat fragmentation patterns (visible using RS)
correlate with genetic discontinuities such as differences between individuals within
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and among habitat patches (measured in situ). Because landscape genetics is spa-
tially explicit, incorporating remotely sensed or other spatial landscape data, the
approach is more powerful than traditional population genetic approaches to
explore the effects of habitat fragmentation on gene flow.
One common landscape genetics method is called least-cost modelling. This
builds on an isolation-by-distance population genetic framework, which examines
the correlation between measures of genetic “distance” (e.g., how genetically
similar or dissimilar two populations are) and the geographic distance separating
populations or individuals (geographic distance can lead to isolation of populations
by limiting gene flow between them). In least-cost modelling, landscape features are
used when determining the easiest (i.e., “least-cost”) routes for gene flow across a
landscape (features such as mountains can obstruct gene flow). Least-cost distances
thus combine knowledge of species habitat preferences with detailed information on
landscape features acquired from RS data, including land use, land cover, or
topography. The length of least-cost routes, as well as linear geographic distances,
are then correlated with genetic distances. If the correlation is stronger with
least-cost distances than with linear distances, then we can infer that something in
the landscape has affected the pattern of genetic variation.
In addition to informing studies that explore how habitat fragmentation affects
genetic variation, a landscape genetics approach can provide guidance to the
selection of conservation areas to maximise adaptive genetic diversity and, thus,
future evolutionary potential. Landscape genetics can also be applied in marine
realms (seascape genetics) using seawater current, water temperature, or other
spatially explicit resource gradient data.
8.3 Marine
Remote sensing of the marine environment is characterised by a number of unique
challenges and complexities. Four primary challenges are: (1) the marine envi-
ronment is profoundly dynamic, with significant change often occurring in
sub-daily time steps (e.g., tides, mobile oceanographic features, diel migrations);
(2) RS observations generally record only surface conditions, however, biophysical
interactions occur throughout the entire water column; (3) the biological entity of
interest is often highly mobile and also responds with lags to the physical envi-
ronment; and (4) the time scales required to properly characterise marine ecosystem
processes often do not match RS data collection cycles.
Remote sensing in the marine environment is generally used to identify patterns
in biophysical features that can be used to infer ecological processes. Biogeographic
patterns in marine data are often the result of multiple interacting processes (e.g.,
terrestrial runoff, interacting water masses, upwelling nutrient movement, subsurface
bathymetric structures, etc.). Often several different RS platforms and measurement
methods must be combined to characterise the processes related to biological pat-
terns. As with terrestrial systems, marine biodiversity observing systems are often
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most successful when RS and in situ measurements are combined. For example, to
develop a model that incorporates the feeding habits of a whale species so that the
areas where it is likely to be found can be predicted (useful, for example, to re-route
ship traffic) requires a lot of location data (aerial and/or ship surveys, or GPS tagging
data) as well as RS data collection. The former provides georeferenced data on where
the whales have been, while the latter provides information on ocean biophysical
condition that the species may be responding to. Gaps in observations are common
(e.g., RS images with cloud cover) and can complicate processing and reduce the
observations available for model development. However, it is not always necessary
to collect new observations because databases containing existing marine species
observations are available and can be used as inputs to such species distribution
models. For example, one of the largest marine species databases is the Ocean
Biogeographic Information System (OBIS) with tens of millions of records and
growing, accessible via the web (http://www.iobis.org/).
Ecological patterns and species distributions often respond to biophysical pro-
cesses at different spatial and temporal scales. Broad, ocean-basin-scale patterns are
often best characterised by recording seasonal patterns observed over multiple years
or even decades of observations and using relatively low spatial resolution (e.g.,
 1 km). These broad scales of analysis may require processing the corresponding
RS observations into standardised “climatologies” of oceanographic features such
as sea surface temperature (SST), ocean colour (chlorophyll-a), and sea surface
height (SSH) or into derived variables such as fronts, eddies or kinetic energy. The
construction of such climatologies allows for the selection and averaging of
observations across multiple time periods so that data gaps can be mitigated. In
contrast, fine-scale observations of ecological patterns or habitat condition often
require instantaneous observations or time series of observations (e.g., benthic reef
habitats monitoring, harmful algal blooms, feeding or spawning events, etc.) at
higher sampling frequencies and spatial resolutions. Such ephemeral ecological
features or events require RS observations tied specifically to the appropriate time
period. To facilitate discussion of these challenges, RS of the marine environment is
divided into three broad categories: habitat extent, habitat condition, and change.
8.3.1 Habitat Extent
Remote sensing offers a unique perspective to map the extent of shallow benthic or
intertidal marine habitats and, in some circumstances, identify and inventory
individual key marine species. However, the quality and accuracy of the infor-
mation extracted from the RS data are closely tied to the level of effort that goes
into collecting the in situ observations used to validate mapped features. A common
method involves direct mapping of the habitat or species using high or medium
spatial resolution images. Examples of benthic habitats that have been mapped
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using RS include coral reefs, seagrass, and kelp forests (Fig. 8.4). However, given
the ever-changing environmental state of the ocean, distinguishing underwater
habitats can be challenging, requiring careful planning and selection of RS data
(i.e., free of sun glint and water column sediment). Recent RS systems such as
Landsat 8 have been designed with new spectral bands that improve water column
penetration. Compared to benthic habitats, the mapping of intertidal habitats such as
mangroves, beaches, mud flats, rocky shores, or salt marshes is less problematic,
Fig. 8.4 An example of freely-available, medium spatial resolution imagery (Landsat ETM+),
here used to map benthic habitats near Abaco Island in the Bahamas. a Original image; b image
overlaid with extracted coral reef and seagrass polygons. The extraction used a tool to assign pixels
with similar spectral, spatial, and/or textural characteristics to the same group, which was then
assigned to one of the classes by the analyst (source Steven Schill)
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but requires coordination of data acquisition with the tides to capture their full
extent. Both benthic and intertidal habitats can be mapped using high (<5 m) or
medium (5–30 m) spatial resolution imagery by applying classification techniques
such as those described in the terrestrial section, automated feature extraction
algorithms, or on-screen digitisation methods. Deeper ocean habitats cannot be
mapped using space-based optical systems, instead requiring submerged active
sensors such as multi-beam sonar, buoy-based instrumentation, and gliders.
Although marine species such as sea turtles, sharks and marine mammals can be
directly observed using very high resolution imagery (<1 m), such images are
expensive and often impractical, particularly for surveying large areas. Similar to
terrestrial systems, species distribution modelling using physical variables (e.g.,
bathymetry, seabed sediment, chlorophyll-a, and SST) can predict the potential
range of a particular species, the location of a particular habitat (e.g., areas of high
productivity), or when combined with a mechanistic model, a biological response.
For example, Fig. 8.5 shows predicted patterns of growth in mussels (Mytilus
edulis) using chlorophyll-a (and SST, though this is not shown in the figure) as
inputs to an energetics model. Similarly, it is sometimes possible to correlate
biological diversity with spectral radiance values. This involves extensive georef-
erenced in situ data coupled with hyperspectral RS data in an attempt to understand
biodiversity patterns over large areas. At broader scales, RS data can be used to
assess the health and functioning of marine ecosystems at regional and global scales
and determine the distribution and spatial variability of several oceanographic
Fig. 8.5 Predictions of mussel growth (cm of shell growth, left panel) in Mount Saint-Michel
Bay, France, using chlorophyll-a (µg/L, right panel, using Sea-WIFS data) and sea surface
temperature (not shown, using NOAA-18 data) as inputs to a bioenergetics model predicting
growth patterns (source Thomas et al. 2011)
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phenomena over time. For example, optical sensors such as MODIS, MERIS, and
SeaWiFS/OrbView-2 monitor ocean colour, temperature, or primary productivity
and can warn of harmful algal blooms or potential coral bleaching events. More
recently, RS data from the SMOS and Aquarius/SAC-D sensors are being used to
estimate patterns of Sea Surface Salinity, for example measuring the extent of
freshwater coastal plumes from rivers and monitoring changes to the global water
cycle.
8.3.2 Habitat Condition
Some of the most common RS measurements of marine ecosystems include the
extent and density (e.g., sparse versus dense seagrass beds) of habitats, but mea-
suring condition is more difficult to assess. This is partly attributed to the high
variability of the marine environment, but also the effort needed to properly gather
and couple in situ with RS data to calculate indices that can be used to estimate
resource condition. These data are often combined into condition indices. For
example, biophysical indices such as benthic complexity or rugosity (roughness)
have been developed and compared to species diversity in marine applications, and
changes in these indices can be indicative of changes in condition due to a dis-
turbance event. SPOT multispectral images have been used to map the spatial
distribution of kelps, which drive the biodiversity of many benthic communities,
and decreased kelp bed extent can also indicate a change in condition. More
generally, there are a variety of indices of biological diversity that use remotely
sensed inputs; since diversity can change with condition this approach can help
monitor condition itself. One rather direct measure that can help assess the con-
dition of a coral reef is its reflectance, which is visible in satellite images; a
bleaching event, such as caused by excessive temperatures, results in a rapid
increase in reflectance as the corals expel their symbiotic zooxanthellae.
Recent calls have been made for the development of indices that reflect the
condition of commercially or ecologically important processes, such as the provi-
sion of nursery habitat, filtration by suspension-feeding invertebrates, sediment
stabilisation in coastal environments by reef-forming species, and conditions that
lead to the formation of blooms of nuisance and disease-causing organisms.
Advancements in ocean colour product calibration are helping to provide water
quality assessments in coastal areas (and large inland fresh or saltwater bodies) and
making it easier to understand and monitor ecosystem conditions. Additionally,
sophisticated condition indices that include multiple parameters such as tempera-
ture, light, pH, wind, seasonality, sediments and nutrients are under development.
202 G.N. Geller et al.
8.3.3 Detecting Change and Issues of Scale
In the marine environment, matching the temporal and spatial scale of the envi-
ronmental data with the ecosystem or species of interest is particularly important
because they are very dynamic due to tides and currents. However, the match
between the biophysical data and species may be multi- or cross-scale. For
example, using species distribution modelling to map the habitat of a migratory
predator species during the foraging season may require relatively high spatial
resolution at high temporal frequency, while understanding where the species
migrates may require lower resolution but larger area coverage. Space-time plots
are a good way to help identify the appropriate match between spatial and temporal
domains: by creating a diagram with spatial and temporal scales on the x and y axes
and plotting ecosystem processes or properties in those coordinates, users can
visualise multi- and cross-scale dynamics, which can aid sampling design and
analysis approaches.
A variety of historical datasets are available to use in change studies, though not
all are RS-based. For example, data from the NOAA AVHRR Pathfinder provides
research-quality sea surface temperature (SST) data beginning in 1981 at a resolution
of 32 km. Retrospective analyses that draw from in situ monitoring and remotely
sensed data provide coverage even farther back in time. To go back even farther, the
International Comprehensive Ocean-Atmosphere Data Set (ICOADS) is useful,
providing data at a 2°  2° resolution from the early nineteenth century (obviously,
not RS-based). Data sets such as the National Centers for Environmental Prediction
(NCEP), NOAA Climate Forecast System Reanalysis (CFSR) and NASA MERRA
(Modern Era Retrospective-Analysis for Research and Applications) provide
extensive coverage at moderate levels of resolution. And recently, NOAA released
an “Optimum Interpolation” (OI) product that provides estimates of SST at 0.25°
resolution, thus providing an excellent means of detecting rates of change.
Combining RS and in situ observations can be a powerful approach for moni-
toring and predicting biodiversity and ecosystem function changes because together
they provide more parameters over more temporal and spatial resolutions. However,
users should be aware that combining both types of observations may lead to
false-negatives or mischaracterised change trajectories because changes observable
by RS may lag behind other significant changes to an ecosystem. For example, RS
can readily observe many structuring species such as large kelps, corals, marsh
grasses and intertidal mussel and oyster beds which may either control patterns of
diversity in species that use them as habitat, or facilitate other species by acting as
ecosystem engineers. However, declines in ecosystem services and functions such
as productivity may precede any observable changes in the cover of structuring
species. Thus, observing the spatial extent of structuring species may often but not
always provide a good measure of biodiversity or ecosystem service change.
8 Remote Sensing for Biodiversity 203
8.4 Freshwater
Although they occupy a relatively small portion of the Earth’s surface, freshwater
systems play a disproportionate role in driving biodiversity, ecological function and
ecosystem services, and freshwater biodiversity is perhaps the most heavily
impacted by human activities. Remote sensing for freshwater biodiversity obser-
vation relies primarily on observation of the processes that drive freshwater bio-
diversity rather than direct observation of the biodiversity itself. These can be
broadly categorised into biophysical/hydrologic factors and landscape/large scale
habitat function and structure. Of these processes, the most readily observable by
RS are:
• Habitat function & structure
– Land use and land cover change in the watershed (catchment), including
deforestation
– Area and location of rivers, lakes, impoundments and wetlands and habitats
such as submerged or emergent macrophytes and riparian forests
– Habitat connectivity along the water body and to adjacent water bodies and
terrestrial ecosystems
• Biophysical/hydrological
– Water body extent (a proxy for volume) and retention time
– Hydro-period (the temporal pattern of high and low water)
– Water column trophic status, especially eutrophication and sediment load
– Submerged vegetation
– Invasive alien species (IAS)
Direct observation of species and habitats is possible in limited cases—with high
spatial and/or spectral resolution data it is possible to directly observe riparian,
wetland, and submerged macrophytes and IAS. Such images tend to be expensive,
however.
8.4.1 Considerations for Remote Sensing of Freshwater
Biodiversity
8.4.1.1 Observing Small Systems from Space: Considering Spatial
Scale
Because freshwater systems are relatively small and sparse on the Earth’s surface,
careful consideration of scale and resolution is required. A pixel is said to be
“mixed” when there are multiple spectral classes contained in the same pixel (e.g., a
30 m pixel that covers a stream and its banks). Pixel mixing can provide a challenge
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to users, but not necessarily a barrier. For example, it is not possible to estimate lake
water quality from a mixed pixel because it is impossible to say how much of the
chlorophyll in the pixel is coming from the water column and how much is coming
from the riparian/upland vegetation on the edge of the lake. However, with spectral
unmixing techniques or other sub-pixel analyses it is possible to estimate how much
of that pixel contains water, which is useful for determining inundation and
hydro-period.
8.4.1.2 Observing Dynamic Systems: Considering Observation Extent
and Frequency
Remote sensing for freshwater biodiversity observation is possible through the
observation of the physical and ecological processes that drive biodiversity.
Freshwater systems, like marine systems, are highly dynamic, and inundation
period, extent and frequency are some of the primary drivers of biodiversity. This
can make RS of biodiversity challenging. For example, a single scene may be
useful in creating a land cover map, but this snapshot will not capture the variability
that drives biodiversity. However, because satellite RS provides regular systematic
observations, users can build time series that capture the dynamism of freshwater
systems. Using RS to understand freshwater biodiversity requires that users con-
sider both spatial and temporal scales of biodiversity-related processes.
Figure 8.6 shows the most observable ecological processes that drive freshwater
biodiversity and the relevant spatial and temporal scales that should be considered
for RS. Multiple processes can be observed using data with similar spatial and
temporal scales, such as habitat area and land use and change. However, the most
effective observations will make use of multiple datasets with different spatial and
temporal characteristics to observe multiple biodiversity drivers (see Box 8.1).
Box 8.1. Freshwater systems detectable from space1
The number of freshwater systems resolved by satellite RS is dependent on
the spatial resolution of the sensor and the size and geometry of the water
body. For example, in Europe, nearly all freshwater systems are detectable
using Landsat-type sensors (30  30 m), and almost half of Europe’s
freshwater systems are still detectable using MODIS-type sensors with
250  250 m resolution. Whereas in Australia only about 10 % of flood-
plains and 3 % of lakes and reservoirs can be detected by MODIS type
sensors (250  250 m) and rivers are not detectable at all. However at the
Landsat pixel scale (30  30 m), over 70 % of Australian reservoirs, lakes,
wetlands and floodplains can be detected.
1To avoid potential mixed pixels, we considered a freshwater system to be “detectable” if it is 4
times larger than the pixel.
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Fig. 8.6 Spatial and
temporal scales for freshwater
biodiversity processes (source
Hestir et al. 2015)
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8.4.2 Approaches for Observing Biodiversity Drivers
For freshwater biodiversity process observations, the most important regions of the
electromagnetic spectrum are the optical region (visible to shortwave infrared; 350–
2500 nm) and the radar region (microwave; 3.75–7.5 cm or 8–4 GHz). Both optical
and radar sensors have their advantages and limitations; these are linked to the
driver to be measured and to the sensor specifications. Combining both methods
typically leads to improved observations.
The level of processing required can vary depending on the biodiversity process
and region of the electromagnetic spectrum. Reflectance and radiance measure-
ments from key spectral bands in the optical region can be helpful in determining
properties of habitat function and structure. Band ratios and other indexes highlight
key reflectance and absorption characteristics, allowing users to better use reflec-
tance and radiance information for mapping habitat area and extent, watershed land
use and forest cover and riparian buffers (Adam et al. 2010).
Radiative transfer inversions are algorithms that use models of light and energy
interaction with materials (e.g., plant canopies, water column) to estimate the
wetland plant biomass and abundance, submerged vegetation and water column
clarity and algal concentrations from RS. By combining RS observations with
hydrologic models and field-based measurements, full process characterisation
through modelling is readily achieved. Fortunately for most biodiversity assess-
ments, regional or global products using many of these approaches already exist,
enabling ease of use in incorporating RS products into freshwater biodiversity
observing systems.
8.4.2.1 Ecosystems
Remote sensing of biodiversity drivers is most successful at the ecosystem level
where many of the processes driving biodiversity are observable.
Habitat Function and Structure
Land use/land cover change and forest cover products are readily available globally
or for most regions of the world, and products should be selected based on the
suitability for a given region and the application. As mentioned earlier, care should
be taken when using such wide-area products to ensure they are sufficiently
accurate and appropriate for local conditions; remember that land use and land
cover products often have average accuracies hovering around 80 % (local accu-
racies can be less). Remote sensing can also directly map the area and extent of
habitat, typically by mapping wetland, floodplain and riparian vegetation, or by
mapping the area of lakes. The latitudinal connectivity of a river—its connection to
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the floodplain and wetlands—is observed directly from identification of the riparian
buffer and from water inundation mapping.
Biophysical/Hydrological Characteristics
Inundation mapping over a time-series of satellite observations provides informa-
tion about the water extent and retention time and the hydro-period for a freshwater
system. Water column trophic status can be determined from estimates of chloro-
phyll, sediment and coloured dissolved organic matter concentration, or from
estimates of water clarity/Secchi depth using optical RS.
Vegetation Community Detection
Vegetation community identification is typically approached through classification
procedures similar to those described in the terrestrial section of this chapter. These
procedures work because they take advantage of a physical characteristic of green
vegetation: strong absorption of red and blue wavelengths by the chlorophyll in the
surface layers, and reflectance in the near infrared from the inner cell structure.
Measuring reflectance in those wavelengths can be related to vegetation properties
such as biomass or stress, which are the first order properties used for mapping the
specialised vegetation communities that occupy different wetland zones and are
good proxies for habitat diversity.
8.4.2.2 Species and Ecosystem Services
To further detail classification to species level or to identify intrinsic species
characteristics or processes, airborne hyperspectral sensors may be needed since
current spaceborne systems do not have sufficient spatial or spectral resolution for
this, and the small size of many wetland communities can make airborne moni-
toring practical. In submerged aquatic plant communities species differentiation
may be possible because the fine spectral bands measured by a hyperspectral sensor
allow for more precise characterisation of individual plant species reflectance. This
type of data can then be linked to intrinsic plant physiological processes. For
example, it is possible to use hyperspectral reflectance characteristics and stable
isotope markers to distinguish native submerged plant species from submerged IAS
because they use different photosynthetic pathways. This information can provide
insight into IAS adaptation traits for freshwater ecosystems (Santos et al. 2012).
Using hyperspectral data, it is also possible to measure the foliar chemistry of
inundated plants or other biotic communities such as the cyanobacteria commonly
associated with harmful algal blooms (HABs). These allow inferences about the
status of freshwater ecosystem services such as safe drinking water, nutrient
cycling/eutrophication and carbon cycling. However, additional datasets are usually
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required for these inferences, such as laboratory samples of foliar chemistry, pho-
tosynthetic rates, respiration rates, stable isotope concentrations, biomass, and other
measurable properties of plant species.
8.5 Conclusions
Remote sensing has a major role to play in monitoring changes in biodiversity and
ecosystems. Space-based RS is typically global and provides periodic, repeat
images that make it particularly appropriate for monitoring. Although, historically,
cost and ease of access has been a problem these barriers have largely disappeared
and continue to diminish. Because of these historical barriers, and because the RS
community and the “traditional” conservation community tend to be separate, the
use of RS has not yet been fully assimilated into standard biodiversity conservation
practices. The RS community needs to continue to reach out to the broader con-
servation community and to simplify access to images and the derived products that
the broader community need. These actions will facilitate greater use and integra-
tion and increase the return on the huge investment in RS infrastructure.
Despite its value, RS does have limitations. Its full value is typically only realised
when combined with in situ measurements, which tend to be labour intensive and
may not be available for a particular area. Given their often sparse nature it is usually
necessary to interpolate between points; interpolation allows the generation of a
surface depicting the characteristics of interest. Clouds are often an obstacle, par-
ticularly in the wet tropics, and although radar sensors can penetrate clouds radar
data is not universally accessible (ESA’s Sentinel-1 is starting to change this), and
radar has its own set of limitations. Hyperspectral data can provide much more
detailed information than typical multispectral sensors such as Landsat or Sentinel-2,
but such data are, currently, available only on a very limited basis.
Limitations aside, RS currently provides a tremendous amount of information of
value for understanding and monitoring biodiversity and how it is changing.
Changes in terrestrial ecosystems that RS can monitor include changes in ecosys-
tem extent, forest extent, health (e.g., by monitoring greenness, though estimating
health can be a challenge) and in functional type. RS also provides a variety of
information that facilitates estimating species distributions, and is an essential input
into models that estimate overall biodiversity and how it is changing. It is also used
in landscape genetic studies that correlate ecosystem patterns with genetic distri-
butions, and in understanding how ecosystem services change over time. Marine
ecosystem monitoring also depends on RS, where it is used to identify patterns in
biophysical features that are correlated with ecological processes. While benthic
ecosystems cannot be monitored from space, intertidal areas such as mangroves and
salt marshes are commonly monitored. As for terrestrial areas, monitoring marine
condition has some limitations, though RS is nonetheless a useful input to marine
condition indices. Monitoring freshwater systems has its own unique challenges
because they tend to be small and are temporally variable; the parameters most
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easily monitored include land use and land cover change within the watershed, the
extent and temporal variability of water bodies, submerged vegetation, water col-
umn trophic status, and sediment and dissolved organic carbon content.
While more can be done to increase access to and use by the broader biodiversity
conservation community, RS plays an essential role in monitoring terrestrial,
marine and freshwater ecosystems. As more and different types of sensors become
available and as coordination with that broader community continues to increase,
RS will play an ever-increasing role, providing global, periodic data that can
improve our understanding of change as well as how society responds.
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Chapter 9
Involving Citizen Scientists in Biodiversity
Observation
Mark Chandler, Linda See, Christina D. Buesching,
Jenny A. Cousins, Chris Gillies, Roland W. Kays, Chris Newman,
Henrique M. Pereira and Patricia Tiago
Abstract The involvement of non-professionals in scientific research and envi-
ronmental monitoring, termed Citizen Science (CS), has now become a mainstream
approach for collecting data on earth processes, ecosystems and biodiversity. This
chapter examines how CS might contribute to ongoing efforts in biodiversity
monitoring, enhancing observation and recording of key species and systems in a
standardised manner, thereby supporting data relevant to the Essential Biodiversity
Variables (EBVs), as well as reaching key constituencies who would benefit
Biodiversity Observation Networks (BONs). The design of successful monitoring
or observation networks that rely on citizen observers requires a careful balancing
of the two primary user groups, namely data users and data contributors (i.e., citizen
M. Chandler (&)
Earthwatch Institute, 114 Western Avenue, Boston, MA 02143, USA
e-mail: mchandler@earthwatch.org
L. See
International Institute for Applied Systems Analysis, Schlossplatz 1, 2361 Laxenburg, Austria
e-mail: see@iiasa.ac.at
C.D. Buesching
Wildlife Conservation Research Unit, Department of Zoology, The Recanati Kaplan-Centre,
University of Oxford, Tubney House, Abingdon Road, Tubney, Abingdon OX13 5QL, UK
e-mail: christina.buesching@zoo.ox.ac.uk
J.A. Cousins
Earthwatch Institute, Mayfield House, 256 Banbury Road, Oxford OX2 7DE, UK
e-mail: jcousins@earthwatch.org.uk
C. Gillies
The Nature Conservancy Australia, 60 Leicester St., Carlton, Australia
e-mail: chris.gillies@tnc.org
R.W. Kays
North Carolina State University and NC Museum of Natural Sciences, Raleigh, NC, USA
e-mail: rwkays@ncsu.edu
C. Newman
WildCRU, Department of Zoology, The Recanati Kaplan-Centre, University of Oxford,
Tubney House, Abingdon Road, Tubney, Abingdon OX13 5QL, UK
e-mail: chris.newman@zoo.ox.ac.uk
© The Author(s) 2017
M. Walters and R.J. Scholes (eds.), The GEO Handbook on Biodiversity
Observation Networks, DOI 10.1007/978-3-319-27288-7_9
211
scientists). To this end, this chapter identifies examples of successful CS programs
as well as considering practical issues such as the reliability of the data, participant
recruitment and motivation, and the use of emerging technologies.
Keywords Citizen science  Essential biodiversity variables  Biodiversity mon-
itoring  Data reliability  Data standards  Emerging technologies
9.1 Citizen Science
The involvement of non-professionals in scientific research and environmental
monitoring, termed Citizen Science (CS), has now become a mainstream approach
for collecting data on earth processes, ecosystems and biodiversity. Although the
term has appeared only more recently as a formal way of referring to these activ-
ities, CS actually has a very long history. In the past, amateur scientists have
contributed a great deal to science, particularly with networks of weather collectors
and ocean monitoring. Famous names such as Alfred Russell Wallace, Thomas
Edison and Gregor Mendel are all prime historical examples of citizen scientists.
With recent changes in technology and social media enabling outreach and
interaction with a much wider audience than ever before, CS is becoming an
increasingly integral part of contemporary scientific research, particularly in terms
of data acquisition. With limited budgets to pay for professional scientists, or to
support government-sponsored environmental monitoring, engaging citizens to help
with ground-based monitoring efforts and the reporting of rare events, makes sense.
By achieving hitherto unrealised levels of large-scale monitoring for features which
remain invisible to remote sensing, CS is likely the most realistic way of covering
much of the planet’s biosphere (Pereira and Cooper 2006; Pereira et al. 2010).
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This chapter provides examples of how CS can contribute to ongoing efforts in
biodiversity monitoring, enhancing observation and recording of key species and
systems in a standardised manner, and supporting the collection of Essential
Biodiversity Variables (EBVs), as well as reaching key constituencies who would
benefit Biodiversity Observation Networks (BONs). Referred to as contributory CS,
which is based on a typology developed by Bonney et al. (2009a, b) and
Miller-Rushing et al. (2012), involving citizens primarily in data collection is the
most common form and probably the simplest starting point for those interested in
developing new CS projects. Other forms of CS are also possible, such as through
the Earthwatch model (http://earthwatch.org/) where members of the public join
research projects; these require more training, direction and supervision of partic-
ipants to ensure systematic data collection for answering specific scientific research
questions.
The design of successful monitoring or observation networks that rely on citizen
observers requires a careful balancing of the two primary user groups, namely data
users and data contributors (i.e., citizen scientists; Pocock et al. 2015). To this end,
this chapter also considers practical issues such as reliability of the data (Buesching
et al. 2014), participant recruitment and motivation (Buesching et al. 2015;
Silvertown et al. 2013), and the use of emerging technologies. All are important
issues that determine whether useable data are collected and how a team of willing
and capable participants is maintained.
9.2 Citizen Science and Biodiversity Observation
Networks (BONs)
The aim of a BON is to help improve information available on the distribution and
change of biodiversity in a given region or associated with a specific theme (e.g., an
ecosystem domain or a particular type of monitoring) (GEO BON 2015a, b). BONs
obtain baseline data, develop monitoring programs to detect change, publish bio-
diversity observations, and help identify the factors underlying the observed
changes. This supports the modelling communities and the development of
ecosystem assessments and future scenarios supporting conservation mitigation
strategies (Akçkaya et al. 2016). CS can contribute to this aim in a number of
different ways, as outlined below.
9.2.1 Monitoring Biodiversity Over Large Spatial
and Temporal Scales
Using citizen scientists in biodiversity monitoring networks significantly expands
the spatial and temporal scale of what is possible, because the additional people
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allows considerably more data to be collected, both in terms of range and quantity.
CS can be a practical way to achieve the geographic coverage required to document
ecological patterns and address ecological questions at scales relevant to regional
population trends, shifts in species range, patterns of migration, impacts of envi-
ronmental processes like Human Induced Rapid Environmental Change (Sih 2013),
spread of infectious disease and invasive species, and national environmental policy
assessment. This is especially important for smaller, rarer or more fragmented
habitats and species that may be hard to detect in coarse or infrequent surveys, but
also for very common and widespread species where the sheer size of the species
range may prove challenging to sample (Buesching et al. 2015). Large-scale CS
projects are thus valuable when attempting to gather data on large geographical
scales, such as engaging participants in national or even global surveys, with
participants collecting data in many locations simultaneously. These projects can
involve very substantial numbers of contributors, and can persist for a long time,
making it possible to map trends. Moreover, CS can lead to the engagement and
coordination of an active and long-lasting community around permanent monitor-
ing sites such as those established by existing BONs (e.g., National Ecological
Observatory Network (NEON) in the USA through its Citizen Science Academy,
Terrestrial Ecosystem Research Network (TERN) sites in Australia who have
partnered with Earthwatch) or long-term research and monitoring plots such as
Hawkwatch Monitoring North America sites. The results can also be used to inform
population management decisions and even international environmental and con-
servation policy.
9.2.2 Mapping Species Location and Abundance
Most biodiversity-oriented CS programs aim to record the location and abundance
of species through time (Table 9.1). These observations are used to monitor pop-
ulation trends and geographic range dynamics (e.g., eBird http://ebird.org/content/
ebird, iNaturalist http://www.inaturalist.org, iSpot http://www.ispotnature.org).
Indeed, close to 50 % of all species occurrence records in GBIF are published from
sources that already publish data collected through CS projects (http://www.gbif.
org). Most of these programs contribute largely to collaborative projects, rely on
high participation rates to reduce data errors (e.g., by 2015 eBird had over 200
million observations contributed to GBIF; http://www.gbif.org), and in many cases
there is little or no formal training required for participation.
Some programs are designed to ensure a balance between providing regular
scientific updates on species location and movements while engaging the public in
enjoyable, hobby-like activities. Some of these programs have stemmed from rapid
biodiversity surveys that involve both researchers and the public, e.g. a BioBlitz
(Lundmark 2003). They are often run in association with local museums, naturalist
clubs and schools on international days of environmental recognition. BioBlitzes
are still immensely popular and continue to contribute to the discovery of new
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species and range extensions. In some countries (e.g., Ireland), nationally organised
Bioblitzes have become an important avenue to collecting biodiversity data as well
as engaging citizens. Environmentally distributed ecological networks (EDENs) are
growing increasingly important in ecology, coordinating research in more disci-
plines and over larger areas than ever before (Craine et al. 2007).
9.2.3 Timing of Nature’s Events
Recently, the potential for broad scale analyses of phenology and migration has
increased considerably due to public interest in conservation and particularly the
development of several online CS projects (Table 9.1). Ranging from national to
international efforts, examples include Nature’s Notebook https://www.usanpn.org/
natures_notebook, which supports large-scale plant phenology observations to
collect ecological data on the timing of leafing, flowering, and fruiting of plants
across the USA, attracting thousands of participants, and Project Budburst in the
USA http://www.budburst.org/, which also has a strong educational focus. In the
UK, Nature’s Calendar http://www.naturescalendar.org.uk/ addresses the lack of
long term phenological data available, as does BirdTrack http://www.bto.org/
volunteer-surveys/birdtrack/about. ClimateWatch http://www.climatewatch.org.au
asks volunteers to record the seasonal behaviour and location of over 180 marine
and terrestrial animals across Australia. Engaging educators in the program has
increased the number of sightings recorded significantly, while raising awareness
about the impacts of climate change. Other national systems include Observatory of
Seasons http://www.obs-saisons.fr/ in France, NatureWatch https://www.
naturewatch.ca/english/ in Canada, and MigrantWatch http://www.migrantwatch.
in and SeasonWatch http://www.seasonwatch.in/ in India. Finally, Journey North
http://www.journeynorth.org is global in scope, aiming to study wildlife migration
and seasonal change via various projects, e.g. the Spring Monarch Butterfly
Migration Monitoring project http://www.learner.org/jnorth/monarch/index.html,
which allows participants to track monarch butterfly migrations each fall and
spring. Collectively, these projects span a vast range of plant and animal species,
using web platforms and mobile apps to record data from the field.
9.2.4 Early Detection and Mapping of Pests
and Invasive Species
CS projects can contribute to finding and tracking invasive species, which is
especially important in detecting early outbreaks of important pests and exotics. At
a more local level, apps developed for Outsmart Invasive Species http://masswoods.
net/outsmart, and IveGot1 http://www.eddmaps.org/florida/report/index.cfm allow
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species observations to be submitted directly from the field in order to help detect
and map the extent of invasive species in Massachusetts and Florida. CS programs
are increasingly working at larger scale such as monitoring marine invasive species
along the east coast of North America (Invasive Tracers, http://www.
InvasiveTracers.com), with a focus on recently introduced non-native crabs, and
tracking the spread of exotic lionfish in the Caribbean (e.g., http://www.reef.org/
programs/exotic/report and http://nas.er.usgs.gov/SightingReport.aspx). In the UK,
the Big Seaweed Search http://www.nhm.ac.uk/nature-online/british-natural-
history/seaweeds-survey/ is asking citizens to record sightings of 12 species of
live seaweed in order to track and monitor the effects of climate change and
invasive species such as wireweed (Polygonum aviculare L.) on the UK’s sea-
weeds. Larger and collaborative government sponsored initiatives have been
developed that bundle together reporting of exotics by CS, verification by experts,
automated notification of agencies to act on potential threats, as well as tools to
manage exotics (http://www.imapinvasives.org).
9.2.5 Desk Assessment and Field Validation of Imagery
CS can help to process large amounts of digital footage created by the recent
explosion of low cost-high resolution video, photographic and satellite imagery.
Previously, such footage would have been too cumbersome to analyse in its entirety
by any single researcher or institution. While automated software can assist in this
process, online crowdsourcing is particularly useful in instances where the human
eye performs better than image analysis algorithms. For example, Digital Fishers
http://digitalfishers.net/ allows volunteers to analyse deep sea video footage and
describe what they see through a web interface that resembles the control panel of a
deep sea submersible. As volunteers become more experienced, they are asked to
improve their descriptions and are rewarded with new facts about deep sea species.
The same video is analysed by multiple volunteers to improve consistency of
descriptions. The program provides the public with an opportunity to see under-
water habitats and rarely sighted deep sea species. Moreover, it continually pro-
vides new ‘missions’ for volunteers to maintain interest while providing researchers
with valuable biodiversity data. Another example is the crowdsourcing of species
from photographs taken by a camera trap, e.g. the Zooniverse Wildcam Gorongosa
project http://www.wildcamgorongosa.org/ and Snapshot Serengeti (Swanson et al.
2015) as well as the multitude of other Zooniverse projects http://www.zooniverse.
org that involve citizens in analysing photographs and images.
Crowdsourcing of digital imagery analysis has been shown to improve existing
online data sets such as global land cover. Geo-Wiki http://www.geo-wiki.org/
involves volunteers in clarifying discrepancies between different land cover maps
from their observations of Google Earth images. This removes areas of ambiguity
for the development of integrated land cover maps and, as a more accurate baseline,
to inform integrated assessment models. Other programs such as ForestWatchers
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http://forestwatchers.net/ ask volunteers to clean satellite images by selecting those
with the least cloud cover, or identify areas of deforestation by marking suspect
areas on a satellite image using online drawing tools. Moreover, other CS programs
such as http://www.tela-botanica.org/page:herbonautes and http://herbariaunited.
org/atHome/ are now engaging citizens to assist in interpreting and digitizing their
museum collections making historic records accessible to wider audiences.
9.2.6 Linking Citizen Science and Large Scale Biodiversity
Monitoring Databases
The global scale of anthropogenic change and the significant variance in its impact
across regions has resulted in international environmental agreements, such as the
Convention on Biological Diversity (Balmford et al. 2005). GEO BON aims to
develop a global observation system that provides regular and timely information
on biodiversity change to the CBD and other users. The examples above demon-
strate the power of CS in data collection and science communication at both local
and regional levels. We think there are three key initiatives that could be developed
to scale up CS efforts to a global level:
• Foster data compatibility, standards, quality, storage and sharing of CS data in
nationally or internationally recognised databases and support CS programs in
choosing which of these are most appropriate for their program. Wiggins et al.
(2013) have produced a guide on data management for CS projects that covers
the full data management cycle and provides best practice guidance on many CS
data issues;
• Identify data that can be collected by CS projects around the world (see
Table 9.1) and carry out a gap analysis to determine where existing and future
CS programs can best compliment or enhance other global data sets. For
example, GEO BON has produced a candidate list of Essential Biodiversity
Variables (Pereira et al. 2013) that may be appropriate to be collected by CS;
and
• Build capacity globally within organisations to develop, lead and sustain CS
programs that achieve sufficient rigor to collect valid data, and meaningfully
engage participants over the spatial and time scales needed.
The first initiative could be realised through inviting CS programs that operate at
scales larger than the local community (i.e., state, national or international pro-
grams) to join the larger scale initiatives (e.g., GEO BON), involving clear linking
mechanisms (e.g., a GEO BON representative) providing guidance to this effect.
For example, this representative could ensure that the data are standardized inter-
nationally, e.g. Darwin Core (GBIF 2012), and assist in identifying the most
suitable national or international databases for storage. Such guidance would reduce
the costs associated with developing web interfaces and web server costs associated
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with housing online databases. The outcome would provide global biodiversity
observatories and the broader scientific community with access to usable, stan-
dardised data and provide a mechanism that can be communicated to the general
public. Institutions wishing to support global biodiversity observatories can also
assist CS by designing and testing both existing and new methods of data collec-
tion, analysis and interpretation, as well as by scaling these to protocols of inter-
national standards. Protocols could then be disseminated to other agencies and
thereby improve both the research and communication quality of CS programs
globally.
The second initiative requires global coordination and mobilisation of efforts.
There has been a proliferation of CS programs in recent years (see list on scis-
tarter.com and citsci.org), which means added competition for human resources. CS
activities are often small scale and respond to local needs. The strength of CS is to
develop and implement new research programs rapidly and can also expose chal-
lenges in linking to other programs with common interests. Often these programs
are regional variations of the same basic theme (e.g., phenology programs such as
Nature’s Calendar, ClimateWatch, Project Budburst). Scistarter and others are
looking into how best to simplify and serve interested participants who may want to
contribute to multiple projects without needing to navigate, sign up and learn how
to interact with different interfaces, tools and systems (Azavea and Scistarter 2014).
Moreover, there are clearly trade-offs between projects focused on the local level
and the needs of larger scale monitoring. A more coordinated approach and global
framework to CS, such as the Wiki model (e.g., Geo-Wiki), would better address
global issues such as climate change, land use, or introduced pests. Such a global
framework would also reduce program operating costs in each participating country
significantly, while simultaneously increasing the value of these data and enhance
educational benefits that link local actions to global consequences. Such a global
framework would also benefit from the identification of gaps where existing and
future CS programs could compliment or enhance global data sets. Danielsen et al.
(2014) have made progress in this area by examining how different approaches can
contribute to the monitoring of the CBD Aichi Targets and 11 other international
environmental agreements, including community-based projects but a comprehen-
sive gap analysis is still lacking.
The third area is currently being addressed in part through the development of
professional CS associations across the globe that are helping to coordinate and
support training and capacity building around the creation and delivery of CS pro-
grams. Moreover, a number of CS toolkits (e.g., Roy et al. 2012; Tweddle et al. 2012;
http://www.birds.cornell.edu/citscitoolkit/toolkit/steps; https://crowdsourcing-toolkit.
sites.usa.gov/) are now available online to assist in the creation of new CS programs.
GEO BON is also developing the BON-in-a-Box toolkit, which includes specific tools
for CS projects aligned with BON efforts.
The rest of this chapter deals with practical issues around implementing CS
programs including data quality, recruitment and motivation of participants, and the
role of emerging technologies.
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9.3 Enhancing Data Reliability and Reuse
CS projects span a spectrum of citizen engagement, from education and raising
awareness on one end, where data collection is not necessarily a key component, to
rigorous CS, where the data collected by citizens will be used for scientific research.
Below we discuss two key aspects for enhancing data reliability: data quality and
data standards.
9.3.1 Data Quality and Control
Accurate species identification including the identification of species through sec-
ondary field signs, such as scat surveys, bird song recording, cetacean calls
(Buesching et al. 2014), is one of the most common and essential components of
many CS projects. Generally, citizen scientists are better at identifying higher
taxonomic categories that show a higher difference in physical characteristics and
can struggle with genera lacking simple distinguishing characteristics among spe-
cies. Another tendency is for participants to misidentify rarer species with limited or
highly localised distributions. While an increase in data quality has been associated
with the length of time and confidence of the person participating in the project (and
the more familiar they become with the species monitored; e.g., Buesching et al.
2014), it is often best to leave difficult species to taxonomists. This generalisation
does not always hold: for some taxa and in some places, the most reliable identifier
may be an experienced and passionate lay person. Some CS systems establish a
hierarchy of observers, and use the more experienced and tested observers to assess
and moderate data supplied by less experienced observers. On the other hand CS
participants are often willing to try and make identifications to a finer level from
photographs than taxonomists are. Part of this issue is that keys and identification
tools are not necessarily geared to advances in technology (e.g., digital camera and
sound recordings) so that CS initiatives may result in a rethink about how tools are
constructed by taxonomists, e.g. the use of Bayesian keys for biological identifi-
cation on mobile devices (Rosewell and Edwards 2009).
In addition to issues of species identification, sources of bias may be present in
the data, such as uneven recording intensity over time, uneven spatial coverage,
uneven sampling effort per visit, uneven species detectability and variation in the
types of data collected (i.e., presence-only versus presence-absence data; Bird et al.
2014; Isaac et al. 2014). Each source of variation has the potential to introduce
substantial bias in trend estimates for individual species (Isaac et al. 2014). These
concerns have encouraged CS practitioners to maximise data quality through
improved sampling protocols and training, data standardisation and database
management, and filtering or subsampling data to deal with error and uneven effort
(Bird et al. 2014). For large projects or for broadly distributed databases it may be
challenging to implement rigid protocols, or to effectively train volunteers or to
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eliminate all sources of error and bias. In these situations new statistical and
high-performance computing tools can help address data-quality issues such as
sampling bias, detection, measurement error, identification, and spatial clustering
(Bonney et al. 2014). Whilst there are a number of proposed methods in the
literature based on filtering the data to remove bias, methods of statistical correction
procedure to treat recorder activities are less frequent but have (according to Isaac
et al. 2014) a greater variety of mechanisms to control for recorder activity (see
Isaac et al. 2014; Bird et al. 2014) for a description of statistical methods). In order
to maximise data quality in citizen science, basic principles of data collection,
management and analysis need to be carefully planned, and collaborations with
statisticians should be considered, potentially leading to the development of new
statistical approaches and survey designs for CS (Bird et al. 2014).
Training is essential and can be through online instruction and quizzes, training
courses, workshops or field sessions. Face-to-face training is the most effective
(e.g., Newman et al. 2003), but it is typically limited to smaller regional projects
although larger scale projects can partner with local organisations to hold regional
workshops. Videos are a particularly powerful way of training participants (e.g.,
http://masswoods.net/outsmart-workflow), as they bring a personal feel, and can
also be re-watched when volunteers need a refresher. McShea et al. (2015) found
that online training with videos was just as effective as in-person training while
Newman et al. (2010) found that online training tools improved the quality of
citizen observations in measuring percentage plant cover. Aside from introductory
training, careful supervision is necessary to minimise observer error and to enhance
volunteer performance (Newman et al. 2003; Buesching et al. 2014). This has
proven to be particularly important in the initial training period, with follow-up
spot-checks and intensive training sessions concentrating on any emergent issues to
do with quality (Buesching et al. 2005, 2014).
Online communities of support such as iSpot and iNaturalist can help citizen
scientists to reduce errors in their identification by drawing on the experience of
others—users upload photographs of a species with a suggested identification and
the online community confirms the identification or suggests other possibilities. The
development of online communities can take several forms including one where
members of the online community can be awarded badges to reflect their individual
abilities and for the taxonomic groupings they are best able to identify. The
maintenance of these communities of practice through recognition and reward
systems is one of the most promising avenues of growth for helping to identify the
more challenging species when using crowdsourced CS projects. iSpot provides
one of the best developed systems for supporting citizens scientists and uses a
multi-dimensional reputation and reward system, which is also used to verify
observations (Silvertown et al. 2015).
In the process of submitting data, automated online forms can be used to
highlight suspect species identification (i.e., species that are outside their known
range) to both the observer as they enter these data and for data users after sub-
mission—see eBird http://ebird.org/content/ebird/ and Project FeederWatch http://
feederwatch.org/ who use such systems (Bonter and Cooper 2012). Asking
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volunteers to upload photographs of the species recorded allows experts to carry out
spot checks and address common identification issues. Innovative smartphone
applications such as Leafsnap http://leafsnap.com/, which uses visual recognition
software to help identify tree species from photographs of leaves, can further
advance accurate species identification. Camera trap based surveys have the added
advantage that all records can be verified by expert review (McShea et al. 2015) or
through consensus identification by multiple crowdsourced volunteers (Swanson
et al. 2015).
Validation can be further enhanced at the data entry phase, with data being
filtered as they are entered in a database, using specific criteria that generate an
instantaneous automated evaluation of data submissions, achieved with a checklist
of species for a certain area and/or species count limits for a given date and location.
Any information added that is inconsistent with predicted values should then be
reviewed by an expert, e.g. depending on the type of survey, verification of an
observation by photo identification, supported by extra information about the
observation from the volunteer including metadata. A subset of these data can also
be requested, or a few participants may be accompanied and their measurements
observed, thus providing another way to understand how they are following the
project protocols.
A number of papers have appeared on the quality of the data collected by citizens.
Some suggest that volunteers are able to collect data of a quality similar to profes-
sionals (Brandon et al. 2003; Engel and Voshell 2002; Fore et al. 2001) while others
showed variable performance; e.g. Gollan et al. (2012) found that volunteers were in
less agreement with benchmark measurements compared to scientists but that this
varied by individual and attribute while Kelling et al. (2015) examined data from
eBird and showed variability in quality between participants. However, those with
high quality submissions also tended to be the ones who contributed the most data.
Techniques like those outlined above as well the big data approaches of Kelling et al.
(2015) are needed to ensure that data quality is controlled for in CS projects.
In addition to the quality of those primary data that are collected (e.g., species
identification), the quality of ancillary data should also be considered, e.g. the
accuracy of land cover/land use maps and other demographic and ecological data
obtained. Mobile apps can be used to help volunteers verify this information or
some data may be checked automatically, e.g. by electronic comparison of entries
against existing map layers and checklists. Feedback to contributors is essential and
can be a valuable component of training or follow-up/refresher training. Statistics
on frequent contributors can contribute to detecting inconsistencies in definitions
and differing interpretation of instructions.
9.3.2 Data Sharing and Standards
CS projects must adopt data uniform standards if these data are to be shared across
multiple projects and networks, nationally or globally. The Darwin Core (DwC) is a
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commonly used metadata standard for biodiversity applications, which consists of a
vocabulary for taxa and their occurrence in nature. The DwC has been adopted by
the Global Biodiversity Information Facility (GBIF). GBIF’s website (http://tools.
gbif.org/) also provides links to a number of tools that can be adopted by CS
projects to facilitate the publishing of biodiversity data for further scientific use.
iNaturalist, for example, was an early adopter of data standards and they now share
their data openly through the GBIF portal.
Another site that promotes the sharing of species and ecosystem data is the
NatureServe network (http://www.natureserve.org/) which has operated for almost
30 years. Using a set of standards and protocols referred to as the natural heritage
methodology, more than 75 distributed databases have been linked successfully,
searchable via a resource discovery tool on the site. NatureServe is also a data
provider to GBIF and provides templates that may be of use to CS projects.
DataONE is a distributed framework that links together 75 data centres, networks
and organisations in order to openly share environmental data. The site includes a
data management guide specifically written for the CS community that discusses
the eight stages within the data management life-cycle including data discovery and
sharing (Wiggins et al. 2013) while more information on standards can be found at
https://www.dataone.org/all-best-practices.
9.4 Recruiting, Motivating and Retaining Participants
There are three key issues in developing a committed community of participants
that will help CS projects collect reliable data successfully. These are the recruit-
ment of contributors; the importance of considering participant motivation in the
project design; and how participation can be retained and supported over the longer
term, as well as ensuring that the experience is safe and well-managed. Much has
been written on these topics and the reader is referred to a number of good guidance
documents and articles (Dickinson et al. 2012; Roy et al. 2012; Pandya 2012;
Tweddle et al. 2012; Van den Berg et al. 2012; Silvertown et al. 2013; Buesching
et al. 2015).
Searchable databases are available from sites such as CS Central (http://www.
birds.cornell.edu/citscitoolkit), SciStarter (http://scistarter.com/) and CS Alliance
(http://www.citizensciencealliance.org/) for finding scientists and other project
partners. Not surprisingly, these sites are dominated by projects for participants in
English. National portals for CS projects also afford important avenues to selecting
projects (e.g., Artportalen.org (Sweden), Observation.org (Netherlands), Atlas of
Living Australia). Most of these sites also provide many resources and best practice
guidelines on CS projects in general. Emerging technologies (see Sect. 9.5) can
also play a potentially powerful role in finding partners, developing virtual com-
munities and appealing to those people with a particular interest in technology.
Simplifying and enhancing how participants can choose and participate in the right
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project(s) is an active area of exploration, especially for larger networks such as
SciStarter (Azavea and SciStarter 2014) or iNaturalist.
Recruitment is necessary so that citizens become aware of a project’s existence.
The starting point for recruitment is to determine who the target audience is (e.g.,
school children vs. bird watchers) and to then tailor the promotion and recruitment
process towards this group (Tweddle et al. 2012).
The creation of a safe and meaningful experience requires careful forethought
about the nature of the participant’s experience, including where, what, when and
how the data will be collected, any inherent risks that may arise and how to avoid,
mitigate or manage those risks. This is especially important when participants may
encounter challenging or hazardous conditions, such as observations which take
place on or near waterbodies, from light aircraft, in remote or risky areas or
involving dangerous or poisonous species. Addressing these considerations early on
with careful planning and a response plan in case problems arise is essential to
creating a sustainable CS program. Earthwatch has created templates for planning
and managing risk on field-based CS projects as part of a broader approach to
developing field-based CS projects (Earthwatch Institute 2013).
For those individuals already engaged with these subjects, promotion and sup-
port via e-mail, newsletters, Facebook and Twitter may be sufficient. Other actions
might, however, be necessary to recruit new participants, such as through the use of
the national, local or regional press or utilizing different types of media (e.g., TV,
radio, print, online) and specialist publications. Holding a launch event, or an event
at an existing festival or fair, can provide valuable face-to-face contact that will
inform potential volunteers about the aims of the project, why their help is
important and what they will gain from the project. These types of events also allow
citizens to interact directly with the scientists involved and establish close rela-
tionships. Word-of-mouth recruitment by existing participants is one of the most
powerful means of growing the base of volunteers for a program (Prestopnik and
Crowston 2012a, b; Tweddle et al. 2012).
With respect to volunteer motivation, there are many studies (Bramston et al.
2011; Bruyere and Rappe 2007; Buesching et al. 2015; Raddick et al. 2013;
Silvertown et al. 2013; Van den Berg et al. 2009) that have examined this aspect of
CS projects. Understanding motivation is a critical prerequisite to developing
successful CS projects. For example, Van den Berg et al. (2009) surveyed volun-
teers enrolled in a conservation program, and revealed a number of motivations
including: the desire to learn more about the science behind the project; enjoyment
of the outdoors; the feeling that they are helping the environment; getting to know
other people with similar interests and as a way to make new friends; and having
fun. The main motivation found by Raddick et al. (2013) in participating in the
Galaxy Zoo CS project was the desire to contribute to science while other moti-
vators included interest in the scientific subject and the possibility of making new
scientific discoveries. Although this list of motivations is far from exhaustive, it
highlights the need to recognise that individuals are motivated by a number of
different drivers and that these may differ across communities and across different
demographic groups. Some communities may feel excluded and identifying the
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barriers to participation is important for finding solutions to widening the partici-
pation (Pandya 2012).
Project design will inevitably involve trade-offs between achieving scientific
goals, e.g. gathering comprehensive, high quality data according to rigorous sci-
entific protocols, and the ease of data collection. If the data collection is too
complex or too time consuming, volunteers often lose their desire to participate and
thus understanding and adapting the program to the skills, expectations and inter-
ests of the volunteers is critical (Roy et al. 2012).
Motivation is also clearly linked to maintaining participation in the longer term
and data quality. Giving rapid feedback and providing regular communication
about their contribution and the outcomes from the project are also excellent tools
to motivate participants (Rotman et al. 2014). This can be done in different ways,
such as through field events, email, phone, newsletters, blogs, discussion forums
and various forms of social media.
Volunteers like the idea of knowing that their work is important and that their
contributions can help scientists make better and more comprehensive analyses
(Rotman et al. 2014). Rewarding citizen scientists is therefore an effective way to
encourage and support participation (Tweddle et al. 2012). A reward system can be
implemented in several different ways, e.g. highlighting the identity of contributors
with observations to acknowledge their contributions explicitly (e.g., in Observado,
iSpot and iNaturalist); providing participants with certificates of recognition
(Dickinson et al. 2012); thanking participants and acknowledging their role, e.g.
through organisation of a closing event, which can also be used to solicit further
inputs and present the project results (Tweddle et al. 2012); providing open access
to all of the non-sensitive records in the database; holding a competition to
encourage participation, e.g. a photography contest (Dickinson et al. 2012); and
recognizing the degree of volunteer expertise (e.g., progressing from amateur to
expert levels in iSpot). Websites should make an effort to provide easy access to
scientific, institutional, managerial and/or legislative products produced from pro-
ject data, and to summarise these in ways of interest to contributors. It may not be
readily apparent to citizens what contributions a few species observations might
make collectively, e.g. to alert authorities to the arrival of invasive/pest species that
appear on a list published under a national or provincial law. Encouraging these
types of outreach and communication activities with citizen scientists may help to
increase motivation.
Corporate engagement, fellowships and sponsorship (such as Earthwatch’s
‘Student Challenge Award Program/Ignite’ for teenagers, the Sustainability
Leadership Program for senior corporate executives (e.g., HSBC Bank) and the
African Fellows program to build capacity among conservation managers) help to
fulfil cross-sector participation. Integrating volunteer service directly into educa-
tional programs is another effective way to recruit and motivate individuals (Van
den Berg et al. 2009). Master Naturalist programs have been established in several
states such as California, Virginia, Texas and Florida that partner universities with
extension services and wildlife management agencies at the state level while the
Conservation Stewards Program has been established in Michigan. These programs
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provide individuals with a certification and require a certain number of volunteer
hours, both as part of the certification and to retain certification in the future. This
type of approach caters towards educational motivations for participation in CS
projects and encourages longer term engagement (Van den Berg et al. 2009).
School children can become highly motivated contributors in the long term to
BONs, becoming networks in and of themselves. The GLOBE (Global Learning
and Research to Benefit the Environment) network is one very successful example
of involving students aged 13–18 in CS (Bowser and Shanley 2013). Enabling
features include the development of learning elements that align with relevant core
curriculum standards. Partnerships between schools and BONs are likely to become
much more important in the future.
9.5 New Tools and Technologies
CS has gained in popularity over the last decade due to the emergence of a number
of new tools and technologies. Web 2.0 and the Internet of Things have radically
changed the way that individuals interact, collaborate and share data online. Good
overviews of the technology available for CS along with the strengths and weak-
nesses are provided in Roy et al. (2012) and Newman et al. (2012). Here we briefly
outline the potential of a range of new tools and technologies that can be used in CS
projects.
9.5.1 Websites and Portals
Websites are now an established media for disseminating information, where many
CS projects have online forms for data collection. Some projects also provide
visualisation and analysis tools and facilities to download the data (see, for
example, eBird http://ebird.org).
In some countries, national level web portals exist, which provide the ability to
customise local projects to suit the needs and interests of key stakeholders (i.e.,
project leads, participants) at the same time as feeding into larger databases using
standardised data collection and curation protocols. Moreover, these web portals
provide extensive training and support to prospective and ongoing programs.
Examples include Artportalen in Sweden, the Norwegian Biodiversity Information
Centre, Observation.org (Netherlands), National Biodiversity Network (UK), Atlas
for Living Australia, India Biodiversity Portal among others. These portals create a
bridge between the needs of large BONs and addressing local needs by reducing
many of the barriers that would facilitate data flow. Namely, these portals provide
many of the tools, systems access to expertise, feedback and other resources that
otherwise make connecting local projects to global programs challenging.
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9.5.2 Mobile Devices
Smartphones and tablets have fundamentally altered CS. Through software appli-
cations or ‘apps’ developed specifically for these devices, training materials can be
disseminated and data collection on the ground is now much easier. Since most of
these mobile devices have an integrated GPS (Global Positioning System), these data
can be spatially referenced automatically, with a specified degree of accuracy.
Constant internet connectivity is not required as these data, collected while in the
field, can be stored locally and then uploaded to a server once a wireless connection is
available. With the high quality cameras that are now a common feature of many
mobile devices, photographic evidence can readily accompany observations, which
makes the verification of species possible. In the context of biodiversity monitoring,
there are many different species identification apps available, e.g. the iNaturalist
(http://www.inaturalist.org/) and iSpot (http://www.ispot.org.uk/) apps, which cover
a broad geographical area, as well as more localised apps to address a specific issue,
e.g. the US Department of Agriculture provides a list of apps for reporting invasive
species locally (http://www.invasivespeciesinfo.gov/toolkit/monitoringsmart.shtml).
Other apps include phenological information for key species (http://www.
climatewatch.org.au; http://www.budburst.org).
9.5.3 Sensors
Mobile devices can also act as sensors for measuring environmental variables, e.g.
the built-in microphone in these devices can be used to measure noise levels (e.g.,
the NoiseTube project; http://noisetube.net/) while new sensors have emerged that
can measure environmental variables where the sensor communicates directly with
the mobile devices using Bluetooth and other wireless technologies, e.g. SenseBox,
which is a DIY sensor box for measuring environmental variables such as weather
and air quality (http://www.sensebox.de/). Citizens can also wear or transport many
of these new devices and take measurements as they move around in space during
their daily routine. In the EU, a number of environmental citizen observatories have
been developed to measure air quality, air pollution, water quality and flooding
(http://www.citizen-obs.eu/). In the USA, Public Lab is a non-profit initiative to
allow communities to develop and mobilise low cost, open source sensors for
environmental monitoring (https://publiclab.org/). Their first project involved
mapping the BP oil spill on the Gulf Coast using balloons, kites and digital cameras
and they now have several ongoing community-led projects. As the Internet of
Things continues to become more prevalent, sensors will become a common part of
everyday citizen life.
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9.5.4 Camera Traps
Camera traps are motion-sensitive sensors that record a photograph or video when
an animal passes in front of it. The photographs can be verified by experts for
accurate species identification. Used by scientists since the 1920s, recent devel-
opments in digital photography and the cost reduction resulting from mass com-
mercial production have finally made them an appropriate tool for citizen use.
Camera traps are used to record which species live where, to estimate their abun-
dance, to establish rarity in the endangered species context, to capture interesting
behaviours or rare events and to potentially put off poachers. Choosing a camera
model can be complicated because they are constantly improving with better
technology becoming available. The website http://trailcampro.com provides an
annual test of commercial units in their ‘trail camera shootout’. Swann et al. (2011)
provide a good overview of different types of cameras, the most frequent types of
problems encountered and a framework for assessing needs, while other guides are
available for Australian and Malaysian contexts (Ancrenaz et al. 2012; Meek et al.
2012). The eMammal project (http://emammal.si.edu/) has developed robust
cyber-infrastructure and software to have volunteers process and upload pictures
directly to a digital archive at the Smithsonian. In their first year, volunteers pro-
cessed over 1.5 million pictures from 1200 camera locations (McShea et al. 2015).
The Snapshot Serengeti project used scientists to set cameras in Africa, but
recruited citizens to help them identify the animals in their 1.2 million pictures
(Swanson et al. 2015). Live image transmission from cameras via phone networks
is relatively expensive, but offers a powerful way to engage the public through the
unpredictable flow of animal pictures to their screen. This has been used, for
example, by the Instant Wild project (http://www.edgeofexistence.org/instantwild/),
which asks volunteers to use a smartphone app or website to identify animals that
have been photographed from camera traps in remote places such as Kenya, Sri
Lanka and Indonesia. @Camtrap live is a similar Twitter feed that streams live
images and commentary from two cameras in the USA.
9.5.5 Social Media and Social Networking
There has been considerable growth in social media and social networking sites. In
2015, Facebook was estimated to have 1.55 billion active monthly users worldwide,
with 1.31 billion accessing the application through their mobile devices (Statista
2015), while Twitter was estimated to have more than 320 million monthly active
users (Twitter 2015). Instagram, which is another popular social media site, had
more than 182.5 million users who uploaded around 58 million photos per day
based on statistics for September 2015 (Statistic Brain Research Institute 2015).
There has been a recent trend away from smaller, local social platforms to these
large global sites, which has implications for CS projects wanting to establish a
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presence via social media. Social networking sites represent a very powerful way
for building and maintaining CS communities and for providing virtual support
mechanisms to a wide geographical audience. Many CS projects already provide
integration via Facebook (e.g., iSpot), while Twitter is used to report sightings of
invasive species in Ontario, (e.g., to @invspecies). Discussion forums and blog
sites have been around for longer but also represent effective methods of virtual
communication while Skype is now being used by teachers live from the field to
reach out to children in their schools.
9.5.6 Gaming
Another approach used in CS for generating participation is ‘gamification’, or the
addition of game elements to existing applications (Deterding et al. 2011). This
approach can help to improve volunteer motivation as a tangible form of recog-
nition by linking their contributions to levels of achievement or badges of expertise.
For example, the iSpot project allows individuals to progress to ‘expert’ status as
they identify more species, as well as a quiz to test oneself (http://www.ispotnature.
org/quiz/try). The Biotracker app, which is used to contribute phenology data to
Project Budburst, and uses badges and a leader board, was shown to attract an
additional user group referred to as Millennials, which is the younger, technolog-
ically experienced generation (Bowser et al. 2013). Other examples of gamification
in CS include Tiger Nation, which tracks the movements of tigers (Mason et al.
2012), and Happy Soft, which uses gamification in species identification
(Prestopnik and Crowston 2012a, b).
9.5.7 Cyber-Infrastructure and Networked Databases
Cyber-infrastructure refers to the IT systems that support various data and system
functions and ensures interoperable data exchange via networked databases.
Functions include support for data storage and management, geospatial analysis
tools, visualisation capability, social networking tools, quality control and training.
Newman et al. (2011) provide a framework that advises CS project managers in
developing and/or selecting data management systems based on the scope, scale,
activities and the system approach taken within a given project. They have also
developed the CitSci.org cyber-infrastructure system as a flexible open source
solution (Wang et al. 2015). Other available cyber-infrastructure systems are
compared by system features in Newman et al. (2011), which may help guide the
choice of a system to meet project needs. More recently, some CS projects have
begun to provide the otherwise expensive cyber-infrastructure to help facilitate
scaling up. For example, iNaturalist lets you create a group within their program,
which allows use of their cyber-infrastructure to record the location and time of any
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sub-group of biodiversity desired, and they offer their code as open access.
Zooniverse has developed a platform for setting up CS projects, which can then be
showcased on the Zooniverse platform for tapping into the Zooniverse network of
users. eMammal is providing the same service for camera traps. Finally, SciStarter
is preparing to upgrade their system to serve as a better basic sign-up infrastructure
for simpler projects.
9.6 Challenges and Opportunities for the Future
CS provides many opportunities for increased data collection and greater
involvement of citizens in scientific research across many areas that are of relevance
to BONs. Indeed every day, new CS programs are launched in every corner of the
globe offering people new opportunities to monitor or track species or environ-
mental events. While this proliferation of projects offers great opportunity, there are
also a number of challenges that will need to be resolved.
There are trade-offs between localised, customised projects focusing on a
restricted taxonomic group or location where the advantages are more local buy-in,
ownership and control, versus more interconnected or networked larger scale
efforts, where there are economies of scale with data that are often more accessible
and shared. How are participants to choose between similar sounding programs?
How can localised programs feed into larger scale initiatives, and vice versa?
Resolving questions around data standards, interoperability of systems, and attri-
bution will be important in creating a more coherent ‘marketplace’ of CS oppor-
tunities. Two promising avenues are opening up. One explores how to simplify the
choice of projects and reduce the barriers to learning new tools and systems for
citizen scientists by improving the front end of engagement by participants (Azavea
and Scistarter 2014). The other is the development of web portals that simplify
much of the data management, processing and sharing across many projects. These
web portals may be national in scope such as Artportalen (Sweden), the National
Biodiversity Network (UK), Atlas of Living Australia and the India Biodiversity
portal; taxonomic in scope (e.g., eBird), observation tool based (e.g., iNaturalist,
iSpot); or EBV based (e.g., National Phenology Network). While many of these
programs are mainly focused on species occurrence data, they bring together tools,
processes and systems that link the local with the large scale databases.
There are also trade-offs between the collection of rigorous or reliable data
gathered in a systematised fashion, on the one hand, and the ease of use or
accessibility of CS programs, on the other (Pocock et al. 2015). Easing data col-
lection protocols and reducing the number of variables collected can reduce barriers
and increase or broaden involvement. Environmental education and other
engagement goals are important but they can simultaneously act to increase the
volume of data collected. Yet, verifiable and reliable data are often seen as essential
for management decision making and scientific research outcomes. Moreover,
ensuring data quality is important in attracting more scientists to use and engage
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with CS programs. More explicit statements about a CS program’s goals, whether
they seek more rigorous science or a broader environmental education effort is an
important step in avoiding confusion, in expectations and outcomes, among par-
ticipants and scientists alike (Pocock et al. 2015). Secondly, the development and
adoption of more robust statistical approaches can help programs reduce sampling
error, allowing a better balance between quantity and quality of data collected
(Isaac et al. 2014; van Strien et al. 2013).
A key challenge in the next few decades is to extend the reach of CS into places
where it has not had a prominent role in the past. Current CS networks are pre-
dominantly active in Europe, North America and some former colonies, such as
Australia, New Zealand and South Africa. Africa, Latin America and Asia are
under-represented. Growing wealth and education in these areas, along with
near-universal penetration of internet services and cell phones, creates an oppor-
tunity to extend CS into these biodiversity-rich regions. The motivations and social
mechanisms to do so may differ from those found in ‘western’ societies, but there is
nevertheless a rich vein of traditional knowledge and interest in biodiversity which
can be tapped.
CS is already playing an important role in ground-based monitoring, comple-
menting and corroborating the global satellite-based observations and more focused
government or institution led efforts. This chapter outlined some of the tools and
opportunities for building on existing and developing new CS initiatives to help
BON efforts increase our understanding of the status and trends of biodiversity.
Perhaps most importantly, a growth of CS programs that engage a broader con-
stituency of people collecting biodiversity information will build the essential social
equity and foster the necessary dialogue that stimulates the political will to make the
decisions necessary for a sustainable and biodiverse planet.
Open Access This chapter is distributed under the terms of the Creative Commons
Attribution-Noncommercial 2.5 License (http://creativecommons.org/licenses/by-nc/2.5/) which
permits any noncommercial use, distribution, and reproduction in any medium, provided the
original author(s) and source are credited.
The images or other third party material in this chapter are included in the work’s Creative
Commons license, unless indicated otherwise in the credit line; if such material is not included in
the work’s Creative Commons license and the respective action is not permitted by statutory
regulation, users will need to obtain permission from the license holder to duplicate, adapt or
reproduce the material.
References
Akçakaya, H. R., Pereira, H. M., Canziani, G., Mbow, C., Mori, A., Palomo, M. G., et al. (2016).
Improving the rigour and usefulness of scenarios and models through ongoing evaluation and
refinement. In S. Ferrier, K. N. Ninan, P. Leadley, R. Alkemade, L. Acosta-Michlik, H.
R. Akcakaya, L. Brotons, W. Cheung, V. Christensen, K. H. Harhash, J. Kabubo-Mariara, C.
Lundquist, M. Obersteiner, H. M. Pereira, G. Peterson, R. Pichs, C. Rondinini, N.
9 Involving Citizen Scientists in Biodiversity Observation 233
Ravindranath, B. Wintle (Eds.), IPBES, 2016: Methodological assessment of scenario analysis
and modelling of biodiversity and ecosystem services. IPBES Secretariat, Bonn, Germany.
Ancrenaz, M., Hearn, A. J., Ross, J., Sollmann, R., & Wilting, A. (2012). Handbook for wildlife
monitoring using camera‐traps. Kota Kinabalu, Malaysia: BBEC II Secretariat. http://www.
bbec.sabah.gov.my/japanese/downloads/2012/april/camera_trap_manual_for_printing_final.
pdf
Azavea and SciStarter. (2014). Citizen science data factory. A distributed data collection platform
for citizen science. Part 1: Data collection platform evaluation. http://www.azavea.com/index.
php/download_file/view/1368/
Balmford, A., Bennun, L., ten Brink, B., Cooper, D., Côté, I. M., Crane, P., et al. (2005). The
convention on biological diversity’s 2010 target. Science, 307, 212–213.
Bird, T. J., Bates, A. E., Lefcheck, J. S., Hill, A., Thomson, R. J., Edgar, G. J., et al. (2014).
Statistical solutions for error and bias in global citizen science datasets. Biological
Conservation, 173, 144–154. http://dx.doi.org/10.1016/j.biocon.2013.07.037
Bohmann, K., Evans, A., Gilbert, M. T. P., Carvalho, G. R., Creer, S., Knapp, M., et al. (2014).
Environmental DNA for wildlife biology and biodiversity monitoring. Trends in Ecology &
Evolution, 29, 358–367.
Bonney, R., Ballard, H., Jordan, R., McCallie, E., Phillips, T., Shirk, J., & Wilderman, C. C.
(2009a). Public Participation in Scientific Research: Defining the Field and Assessing its
Potential for Informal Science Education (A CAISE Inquiry Group Report). Center for
Advancement of Informal Science Education (CAISE), Washington DC, USA. http://caise.
insci.org/uploads/docs/PPSR%20report%20FINAL.pdf
Bonney, R., Cooper, C. B., Dickinson, J., Kelling, S., Phillips, T., Rosenberg, K. V., et al. (2009b).
Citizen science: A developing tool for expanding science knowledge and scientific literacy.
BioScience, 59, 977–984.
Bonney, R., Shirk, J. L., Phillips, T. B., Wiggins, A., Ballard, H. L., Miller-Rushing, A. J., &
Parrish, J. K. (2014). Next steps for citizen science. Science, 343, 1436–1437.
Bonter, D. N., & Cooper, C. B. (2012). Data validation in citizen science: a case study from
Project FeederWatch. Frontiers in Ecology and the Environment, 10, 305–307.
Bowser, A., Hansen, D., He, Y., Boston, C., Reid, M., Gunnell, L., & Preece, J. (2013). Using
gamification to inspire new citizen science volunteers. In Proceedings of Gamification 2013
(pp. 18–25). Presented at Gamification 2013. Stratford, ON, Canada: ACM Press. doi:10.1145/
2583008.2583011
Bowser, A., & Shanley, L. (2013). New visions in citizen science (Case Study Series). Washington,
D.C., USA: The Woodrow Wilson Center.
Bramston, P., Pretty, G., & Zammit, C. (2011). Assessing environmental stewardship motivation.
Environment and Behavior, 43, 776–788.
Brandon, A., Spyreas, G., Molano-Flores, B., Carroll, C., & Ellis, J. (2003). Can volunteers
provide reliable data for forest vegetation surveys? Natural Areas Journal, 23, 254–262.
Bruyere, B., & Rappe, S. (2007). Identifying the motivations of environmental volunteers. Journal
of Environmental Planning and Management, 50, 503–516.
Buesching, C. D., Newman, C., & Macdonald, D. W. (2005). Volunteers in ecological research:
amateur ecological monitors: The benefits and challenges of using volunteers. Bulletin of the
British Ecological Society, 36, 20–22.
Buesching, C. D., Newman, C., & Macdonald, D. W. (2014). How dear are deer volunteers: the
efficiency of monitoring deer using teams of volunteers to conduct pellet group counts. Oryx,
48, 593–601.
Buesching, C. D., Slade, E. M., Newman, C., Ruitta, T., Riordan, P., & Macdonald, D. W. (2015).
Many hands make light work—But do they? A critical evaluation of citizen science. In D.
W. Macdonald, R. Feber (Eds.), Wildlife Conservation on Farmland Volume 2: Conflict in the
Countryside. Oxford and New York: Oxford University Press, 293–317.
Craine, J. M., Battersby, J., Elmore, A. J., & Jones, A. W. (2007). Building EDENs: The rise of
environmentally distributed ecological networks. BioScience, 57, 45–54.
234 M. Chandler et al.
Danielsen, F., Pirhofer-Walzl, K., Adrian, T. P., Kapijimpanga, D. R., Burgess, N. D., Jensen,
P. M., et al. (2014). Linking public participation in scientific research to the indicators and
needs of international environmental agreements: Monitoring environmental agreements.
Conservation Letters, 7, 12–24.
Deterding, S., Sicart, M., Nacke, L., O’Hara, K., & Dixon, D. (2011). Gamification. using
game-design elements in non-gaming contexts. In Proceedings of Gamification 2013 (p. 2425).
Presented at Gamification 2013. Stratford, ON, Canada: ACM Press.
Dickinson, J. L., Shirk, J., Bonter, D., Bonney, R., Crain, R. L., Martin, J., et al. (2012). The
current state of citizen science as a tool for ecological research and public engagement.
Frontiers in Ecology and the Environment, 10, 291–297.
Earthwatch Institute. (2013). Eartwatch field manual (2nd ed.). http://earthwatch.org/Portals/0/
Downloads/Research/scientist-materials/earthwatch-field-manual.pdf
Engel, S. R., & Voshell, J. R. (2002). Volunteer biological monitoring: Can it accurately assess the
ecological condition of streams? American Entomologist, 48, 164–177.
Fore, L. S., Paulsen, K., & O’Laughlin, K. (2001). Assessing the performance of volunteers in
monitoring streams. Freshwater Biology, 46, 109–123.
GBIF. (2012). Darwin Core Quick Reference Guide (version 1.3). Copenhagen, Denmark: Global
Biodiversity Information Facility (GBIF). http://www.gbif.org/resource/80633
GEO BON. (2015a). GEO BON Biannual Progress Report 2014-2015. GEO BON Secretariat,
Leipzig, Germany. http://geobon.org
GEO BON (2015b). National, regional and thematic Biodiversity Observation Networks (BONs):
Background and criteria for endorsement. GEO BON Secretariat, Leipzig, Germany. Available
at http://geobon.org
Gollan, J., de Bruyn, L. L., Reid, N., & Wilkie, L. (2012). Can volunteers collect data that are
comparable to professional scientists? A study of variables used in monitoring the outcomes of
ecosystem rehabilitation. Environmental Management, 50(5), 969–978.
Isaac, N. J. B., van Strien, A. J., August, T. A., de Zeeuw, M. P., & Roy, D. B. (2014). Statistics
for citizen science: Extracting signals of change from noisy ecological data. Methods in
Ecology and Evolution, 5, 1052–1060.
Kelling, S., Fink, D., La Sorte, F. A., Johnston, A., Bruns, N. E., & Hochachka, W. M. (2015).
Taking a “Big Data” approach to data quality in a citizen science project. Ambio, 44(S4), 601–
611. doi:10.1007/s13280-015-0710-4.
Lundmark, C. (2003). BioBlitz: Getting into backyard biodiversity. BioScience, 53(4), 329.
Mason, A. D., Michalakidis, G., & Krause, P. J. (2012). Tiger Nation: Empowering citizen
scientists (pp. 1–5). IEEE.
McShea, W. J., Forrester, T., Costello, R., He, Z., & Kays, R. (2015). Volunteer-run cameras as
distributed sensors for macrosystem mammal research. Landscape Ecology, 31(1), 55–66.
Meek, P., Ballard, G., & Fleming, P. (2012). An introduction to camera trapping for wildlife
surveys in Australia. Invasive Animals Cooperative Research Centre, Canberra. 95 p.
Miller-Rushing, A., Primack, R., & Bonney, R. (2012). The history of public participation in
ecological research. Frontiers in Ecology and the Environment, 10(6), 285–290.
Newman, C., Buesching, C. D., & Macdonald, D. W. (2003). Validating mammal monitoring
methods and assessing the performance of volunteers in wildlife conservation—“Sed quis
custodiet ipsos custodies?”. Biological Conservation, 113(2), 189–197.
Newman, G., Crall, A., Laituri, M., Graham, J., Stohlgren, T., Moore, J. C., et al. (2010). Teaching
citizen science skills online: Implications for invasive species training programs. Applied
Environmental Education and Communication, 9(4), 276–286.
Newman, G., Graham, J., Crall, A., & Laituri, M. (2011). The art and science of multi-scale citizen
science support. Ecological Informatics, 6, 217–227.
Newman, G., Wiggins, A., Crall, A., Graham, E., Newman, S., & Crowston, K. (2012). The future
of citizen science: emerging technologies and shifting paradigms. Frontiers in Ecology and the
Environment, 10, 298–304.
Pandya, R. (2012). A framework for engaging diverse communities in citizen science in the US.
Frontiers in Ecology and the Environment, 10, 314–317.
9 Involving Citizen Scientists in Biodiversity Observation 235
Pereira, H., & Cooper, D. (2006). Towards the global monitoring of biodiversity change. Trends in
Ecology & Evolution, 21(3), 123–129.
Pereira, H. M., Belnap, J., Brummitt, N., Collen, B., Ding, H., Gonzalez-Espinosa, M., et al.
(2010). Global biodiversity monitoring. Frontiers in Ecology and the Environment, 8(9),
459–460.
Pereira, H. M., Ferrier, S., Walters, M., Geller, G. N., Jongman, R. H. G., Scholes, R. J., et al.
(2013). Essential biodiversity variables. Science, 339, 277–278.
Pocock, M. J. O., Newson, S. E., Henderson, I. G., Peyton, J., Sutherland, W. J., Noble, D. G.,
et al. (2015). Developing and enhancing biodiversity monitoring programmes: A collaborative
assessment of priorities. Journal of Applied Ecology, 52(3), 686–695.
Prestopnik, N., & Crowston, K. (2012a). Purposeful gaming & socio-computational systems: A
citizen science design case (p. 75). ACM Press.
Prestopnik, N. R., & Crowston, K. (2012b). Citizen science system assemblages: understanding
the technologies that support crowdsourced science. In Proceedings of the 2012 iConference
(pp. 168–176). ACM Press.
Raddick, M. J., Bracey, G., Gay, P. L., Lintott, C. J., Cardamone, C., Murray, P., et al. (2013).
Galaxy Zoo: Motivations of citizen scientists. Astronomy Education Review, 12(1), 010106.
Rosewell, J., & Edwards, M. (2009). Bayesian keys: Biological identification on mobile devices.
Presented at the ICL2009, Villach, Austria.
Rotman, D., Hammock, J., Preece, J., Hansen, D., Boston, C., Bowser, A., & He, Y. (2014).
Motivations affecting initial and long-term participation in citizen science projects in three
countries. In iConference 2014 Proceedings (pp. 110–124). Presented at the iConference 2014,
iSchools.
Roy, H. E., Pocock, M. J. O., Preston, C. D., Roy, D. B., Savage, J., Tweddle, J. C., & Robinson,
L. D. (2012). Understanding Citizen Science & Environmental Monitoring. Final Report on
behalf of UK-EOF. NERC Centre for Ecology & Hydrology and Natural History Museum,
UK. http://www.ceh.ac.uk/products/publications/documents/citizensciencereview.pdf
Sih, A. (2013). Understanding variation in behavioural responses to human-induced rapid
environmental change: A conceptual overview. Animal Behaviour, 85(5), 1077–1088.
Silvertown, J., Buesching, C. D., Jacobson, S., Rebello, T., & Birtles, A. (2013). Citizen science
and nature conservation. Key Topics in Conservation Biology, 2, 127–142.
Silvertown, J., Harvey, M., Greenwood, R., Dodd, M., Rosewell, J., Rebelo, T., et al. (2015).
Crowdsourcing the identification of organisms: A case-study of iSpot. ZooKeys, 480, 125–146.
Statista. (2015). The Statistics Portal: Number of monthly active Facebook users worldwide as of
3rd quarter 2015 (in millions). http://www.statista.com
Statistic Brain Research Institute. (2015). Instagram Company Statistics. http://www.statisticbrain.
com/instagram-company-statistics/
Swann, D. E., Kawanishi, K., & Palmer, J. (2011). Evaluating types and features of camera traps in
ecological studies: A guide for researchers. In A. O’Connell, J. D. Nichols, & K. U. Karanth
(Eds.), Camera traps in animal ecology: Methods and analyses (pp. 27–44). Dordrecht,
Heidelberg: Springer.
Swanson, A., Kosmala, M., Lintott, C., Simpson, R., Smith, A., & Packer, C. (2015). Snapshot
Serengeti, high-frequency annotated camera trap images of 40 mammalian species in an
African savanna. Scientific Data, 2, 150026.
Tweddle, J. C., Robinson, L. D., Pocock, M. J. O., & Roy, H. E. (2012). Guide to citizen Science:
developing, implementing and evaluating citizen science to study biodiversity and the
environment in the UK. Natural History Museum and NERC Centre for Ecology & Hydrology
for UK-EOF. http://www.ceh.ac.uk/products/publications/documents/CitizenScienceGuide.pdf
Twitter. (2015). Twitter. http://www.twitter.com
Van den Berg, H. A., Dann, S. L., & Dirk, J. M. (2009). Motivations of adults for non-formal
conservation education and volunteerism: Implications for Programming. Applied
Environmental Education and Communication, 8, 6–17.
236 M. Chandler et al.
van Strien, A. J., van Swaay, C. A. M., & Termaat, T. (2013). Opportunistic citizen science data of
animal species produce reliable estimates of distribution trends if analysed with occupancy
models. Journal of Applied Ecology, 50(6), 1450–1458.
Wang, Y., Kaplan, N., Newman, G., & Scarpino, R. (2015). CitSci.org: A new model for
managing, documenting, and sharing citizen science data. PLoS Biology, 13(10), e1002280.
Wiggins, A., Bonney, R., Graham, E., Henderson, S., Kelling, S., Littauer, R., et al. (2013). Data
management guide for public participation in scientific research. DataONE, Albuquerque, NM.
https://www.dataone.org/sites/all/documents/DataONE-PPSR-DataManagementGuide.pdf
9 Involving Citizen Scientists in Biodiversity Observation 237
Chapter 10
Biodiversity Modelling as Part
of an Observation System
Simon Ferrier, Walter Jetz and Jörn Scharlemann
Abstract Modelling provides an effective means of integrating the complementary
strengths of biodiversity data derived from in situ observation versus remote
sensing. The use of modelling in biodiversity change observation, or monitoring, is
just one of a number of roles that modelling can play in biodiversity assessment.
These roles place different levels of emphasis on explanatory versus predictive
modelling, and on modelling across space alone, versus across both space and time,
either past-to-present or present-to-future. One of the most challenging, yet vitally
important, applications of modelling to biodiversity monitoring involves mapping
change in the distribution and retention of terrestrial biodiversity. Unlike many
structural and functional attributes of ecosystems, most biological entities at the
species and genetic levels of biodiversity cannot be readily detected through remote
sensing. Estimating change in these levels of biodiversity across large spatial
extents is therefore benefiting from advances in both species-level and
community-level approaches to model-based integration of in situ biological
observations and remotely sensed environmental data.
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10.1 Introduction
Data on changes in the state of biodiversity on our planet come mostly from two
broad sources: (1) in situ observation of organisms, or attributes of these organisms,
obtained directly through application of various on-ground or in-water biological
survey techniques, or through collection of museum specimens; and (2) remote
sensing of biophysical characteristics of the planet’s surface detected by various
satellite-borne or airborne sensors. These two sources of data have complementary
strengths and weaknesses (Ferrier 2011). In situ observation provides direct
information on a rich array of relevant biological entities and attributes, but the
spatial coverage of such surveys is often very sparse—i.e., sampled locations are
typically separated by expanses of unsurveyed land or ocean. Remote sensing, on
the other hand, provides complete spatial coverage, but has limited capability to
reliably detect or measure many of the biological entities or attributes of interest in
biodiversity monitoring. These complementarities have, over recent decades,
stimulated extensive efforts to develop change-observation methodologies that
better integrate the respective strengths of in situ observation and remote sensing
(Turner 2014).
While approaches to achieving this integration are many and varied, we here
make an initial distinction between two broad strategies, based largely on the extent
to which the biodiversity variable of interest is detectable, and therefore measurable,
through remote sensing. Some types of variables are much easier to measure using
remote sensing than others. For example, variables relating to ecosystem-level
structural properties or functional processes—e.g., percent tree cover, canopy height,
biomass, gross primary productivity (Smith et al. 2014)—tend to be more amenable
to remote measurement than variables relating to species-level or genetic-level
composition (Skidmore et al. 2015). Where variables, or suitable proxies, can be
estimated through reasonably direct analysis or modelling of raw data from remote
sensing, integration with in situ data focuses mainly on calibration and validation—
i.e., using ground-based observations of the same variable as that measured remotely
to calibrate (or train) the interpretation of remote data, and to test the accuracy of
mapping (Baccini et al. 2007). However, in situ/remote sensing integration becomes
considerably more challenging if the biological entity or attribute of interest cannot
be detected readily through remote sensing—as is the case for most elements of
biodiversity at the species and genetic levels.
Imagine, for example, setting out to map change in the distribution of a small
forest-dwelling bird species. Unlike a variable such as percent tree cover, the
presence of this species cannot be estimated directly from remote sensing. This
situation demands an approach to integration that focuses less on linking in situ and
remotely-sensed estimates of the same variable, and more on modelling the rela-
tionship between a variable of interest, measurable only through in situ observation,
and one or more remotely mapped variables thought to be potential drivers of this
variable. In this case modelling might, for example, be used to predict (or infer)
change in the bird’s distribution as a function of the observed relationship between
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in situ data on this species and remote mapping of climate and land-cover change.
In reality the measurability of variables through remote sensing forms a continuous
spectrum, requiring a gradation of approaches to in situ/remote sensing integration.
At one end of this spectrum in situ data are used purely to calibrate and validate
estimates of a variable derived directly from remote sensing. At the other end of the
spectrum, estimation of a variable of interest is made possible only by integrating
in situ and remotely-sensed data through modelling, because the variable is not
directly measurable through remote sensing. In this latter situation in situ data are
used to calibrate and validate a model predicting the variable of interest, rather than
for calibrating and validating observations of the variable itself.
Several other chapters in this book discuss applications of modelling in different
fields of biodiversity monitoring—e.g. for tracking change in freshwater biodi-
versity in Chap. 7, in terrestrial species in Chap. 4, in genetic diversity in Chap. 5,
and in ecosystem services in Chap. 3; and for adding value to remote sensing of
change in Chap. 8. This chapter complements these other treatments by exploring
in greater depth: (1) how the use of modelling in biodiversity monitoring relates to,
and should therefore link with, the broader set of roles that modelling plays in
biodiversity assessment (Sect. 10.2); and (2) the importance of matching employed
modelling techniques to the particular needs of different applications in biodiversity
monitoring, using as a case study the challenge of mapping change in biodiversity
composition (Sect. 10.3).
10.2 Broad Roles of Modelling in Biodiversity Assessment
The use of modelling in biodiversity change observation, or monitoring, is just one
of a number of roles that modelling can play in biodiversity assessment. To make
better sense of this diversity of roles it is useful to first define more precisely what is
actually meant by ‘modelling’ in a biodiversity context. In simple terms, a model is
a set of mathematical equations (e.g., y = a + bx), or logical rules (e.g., if x > c
then y = 1), that link a biodiversity variable of interest (the ‘y’ in these examples;
referred to variously as the ‘dependent’, ‘response’ or ‘outcome’ variable) to one or
more other variables (e.g., environmental drivers) thought to be of importance in
determining, or influencing, this response (referred to variously as ‘independent’,
‘predictor’, or ‘explanatory’ variables). When publications or reports on biodiver-
sity talk about ‘modelling’ they can be referring to either one, or sometimes both, of
two quite different activities. The first of these is what we will call here ‘explanatory
modelling’ (Shmueli 2010). This activity is essentially a form of data analysis, and
involves using available data (observations) both for the biodiversity response
variable of interest, and for the relevant predictor variables, to generate or fit a
model that assesses, and describes, the relationship between these two sets of
variables. In other words, known information on predictor and response variables is
used to derive a model that did not exist prior to this activity. The second activity,
which we here call ‘predictive modelling’ (Shmueli 2010), instead presumes that a
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model describing the relationship of interest is already known, as are observed or
estimated values of the relevant predictor variables, and therefore combines these to
predict previously unknown values of the biodiversity response variable. The model
used to make such predictions can be either an ‘inductive model’ derived through
data analysis, in which case the activities of data analysis and prediction are inte-
grally linked, or a ‘deductive model’ built directly from existing expert knowledge
of the relationship between response and predictor variables (Corsi et al. 2000;
Overmars et al. 2007; Tuanmu and Jetz 2014).
10.2.1 Modelling Across Space Alone
Both explanatory and predictive modelling can be conducted either across geo-
graphical space, or across time, or across both space and time. The various roles
played by modelling in biodiversity assessment involve different combinations of
these possibilities (Figs. 10.1 and 10.2). The most basic roles are those in which
modelling is conducted across space alone, at a single point in time (usually the
present). Explanatory modelling of correlations, or associations, between a biodi-
versity response variable observed at a sample of geographical locations, and a set
Fig. 10.1 Major roles of modelling in biodiversity assessment: explanatory versus predictive
modelling across space versus time (past-to-present and present-to-future), for biodiversity
response variables relating to different levels and dimensions of biological organisation, and
different spatial scales
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of predictor variables measured, or estimated, at these same locations, can help to
shed light on the relative importance of different drivers in determining spatial
patterns in biodiversity, and on the form (shape) of these relationships. The fitting
of correlative species distribution models (SDMs) relating observations of presence,
presence-absence, or abundance of a given species to multiple environmental
variables (e.g., climate, terrain, soil, land-use variables) is probably the best known,
and most widely applied, manifestation of such data analysis (Elith and Leathwick
2009). Other examples include statistical analyses of community-level, or
ecosystem-level, attributes (e.g., species richness, functional diversity) measured at
field sites distributed across different classes of land use or management (de Baan
et al. 2013; Newbold et al. 2015).
Explanatory modelling of drivers affecting the spatial distribution of biodiversity
may be all that is required for some applications—e.g., to inform development of
government policy to reduce the detrimental impact of a particular form of land use
or management. However if the environmental variables used in model fitting are
also mapped across an entire region of interest (e.g., as grids in a GIS) then a model
derived through data analysis can, in turn, provide the foundation for prediction
across geographical space (Miller et al. 2004). In the case of an SDM, this involves
combining the fitted model with environmental values for each grid-cell in the
region to predict occurrence within that cell, thereby producing a complete map of
Fig. 10.2 Major modes of biodiversity modelling, distinguishing between explanatory and
predictive modelling, and between modelling across space alone and modelling across space and
time (either past-to-present or present-to-future). The shaded portion highlights those modes of
most relevance to biodiversity change observation and monitoring
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the predicted distribution of the species of interest. Predictive modelling of biodi-
versity response variables across geographical space can also be undertaken using
models developed through means other than correlative data analysis. For example,
the distribution of a species of interest might be predicted using a simple deductive
model relating the presence or abundance of that species to mapped vegetation (or
land-cover) types and/or classes of land use or management, based on expert
knowledge (Stoms et al. 1992; Pearce et al. 2001; Jetz et al. 2012). Spatial pre-
diction, whether achieved through inductive or deductive modelling, can make a
vital contribution to planning and management applications requiring complete
geographical mapping of biodiversity values (Guisan et al. 2013)—e.g., for the
prioritisation and selection of new protected areas (Ferrier et al. 2002).
10.2.2 Modelling Across Space and Time, Present to Future
Other applications of modelling to policy development, planning and management
require explanatory and/or predictive modelling to be performed not only across
space, but also across time. The use of modelling to predict potential changes in
biodiversity into the future, often referred to as ‘forecasts’ or ‘projections’ (Coreau
et al. 2009), as a function of ongoing impacts of environmental drivers (e.g., climate
and land-use change), has gained particular prominence in recent years (Pereira
et al. 2010; Cook et al. 2014). Such modelling poses special challenges, as there is
usually considerable uncertainty associated with the future trajectories of relevant
environmental drivers, which themselves will be affected by socio-economic events
and decisions that are yet to occur, and are therefore highly unpredictable. These
uncertainties are often addressed through the use of scenarios—i.e., multiple
plausible trajectories for environmental drivers, that account for the reality that not
just one, but many, futures are possible (van Vuuren et al. 2012). Model-based
biodiversity projections under plausible scenarios of change in key drivers can
contribute significantly to policy agenda setting, by helping to characterise and
communicate the potential magnitude of ongoing change in biodiversity, and
therefore the need for action. By extending scenarios to further consider the effects
of alternative policy or management interventions, such projections can also play an
important role in decision support—i.e., helping policy-makers, planners and
managers to choose between possible actions for addressing the problem at hand,
by modelling the difference that each of these alternatives is expected to make to
projected outcomes for biodiversity (Cook et al. 2014).
As for predictive modelling across geographical space, projections of biodi-
versity change into the future can be based on either inductive or deductive mod-
elling (Pereira et al. 2010). When inductive models are employed for future
projection, these are most often derived from correlative data analysis (i.e.,
explanatory modelling) of relationships between biodiversity and environmental
drivers observed across space alone, rather than across time. Using such models to
project changes across time involves space-for-time substitution. This assumes that
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the correlation observed across space between a given biological response variable,
and one or more environmental variables (e.g., between the presence of a species,
and climate and land use), will also hold across time, and can therefore be used to
predict future changes in this response variable as a function of changing envi-
ronmental conditions. While there is often little choice but to rely on space-for-time
substitution for projecting future change in biodiversity, questions are increasingly
being raised and examined around the robustness of this approach (Bonthoux et al.
2013; Araujo and Peterson 2012; Blois et al. 2013).
10.2.3 Modelling Across Space and Time, Past to Present
Modelling change in biodiversity across time is not limited to future projection, but
is also crucially important for observing and analysing change in biodiversity that
has already occurred (past to present). Modelling plays two broad roles in biodi-
versity change observation and monitoring, aligned directly with the distinction
between explanatory modelling and predictive modelling introduced above. Where
changes both in a biodiversity response of interest, and in relevant environmental
drivers, are observed over both space and time, explanatory modelling of
driver-response correlations can be taken to a level of rigour beyond that of
modelling based on observations from across space alone (Kery et al. 2013). In
addition to direct provision of stronger policy-relevant evidence for the impact of
drivers on biodiversity, explanatory modelling based on temporal observations is
also vital to achieving more effective integration of biodiversity monitoring (past to
present) and projection (present to future). Inductive models derived through
analysis of observed changes in biodiversity and environmental drivers over time
are likely to provide a stronger foundation for projecting future change than pro-
jections based purely on space-for-time substitution (Santika et al. 2014). This is
because models fitted to temporal data have potential to better distinguish actual
drivers of change from environmental variables simply exhibiting spatial autocor-
relation with these drivers, and to better account for the effects of dynamic pro-
cesses that may be difficult to detect and describe based on spatial data alone (e.g.,
the phenotypic plasticity of species in the face of environmental change). Even
more importantly, using explanatory modelling to analyse future observations
generated by ongoing biological and environmental monitoring initiatives offers a
powerful means of testing projections made over the same time period, thereby
informing adaptive refinement of models underpinning policy and decision-making
into the future (Ferrier 2012; Rapacciuolo et al. 2014).
The second major role that modelling plays in relation to biodiversity change
observation and monitoring is predictive, rather than explanatory, in nature. Rather
than projecting potential changes in biodiversity into the future (as described in
Sect. 10.2.2), model-based prediction is used here to help fill spatial and temporal
gaps in the coverage of direct observations of biodiversity change past-to-present.
As noted earlier, many biological entities or attributes of interest from a biodiversity
10 Biodiversity Modelling as Part of an Observation System 245
monitoring perspective can be detected only through in situ observation. Locations
at which changes in these variables are measured directly therefore tend to be
distributed very sparsely, and often unevenly, across the planet’s surface. In con-
trast, changes in environmental drivers—e.g. climate, land use—are often more
amenable to detection through remote sensing, and therefore potentially mappable
across large geographical extents. For applications in policy, planning or man-
agement that require complete geographical coverage of information on biodiver-
sity change, predictive modelling can play a valuable role in translating mapped
changes in key drivers, generated through remote sensing, into expected changes in
biodiversity (Lung et al. 2012; Soberon and Peterson 2009). The models under-
pinning such translation can, again, be either deductive or inductive, with the latter
derived from explanatory modelling of biological and environmental data dis-
tributed either across space alone (and therefore constituting another form of
space-for-time substitution), or across both space and time.
The remainder of this chapter explores, in greater depth, this last role of mod-
elling in biodiversity monitoring—i.e., the use of predictive modelling to help map
past-to-present changes in the distribution of biodiversity across large spatial
extents.
10.3 A Key Modelling Challenge: Mapping Change
in the Distribution and Retention of Terrestrial
Biodiversity
Unlike many structural and functional attributes at the ecosystem level, most bio-
logical entities at the species and genetic levels of biodiversity cannot be readily
detected through remote sensing. Notable exceptions include the emerging use of
very high spatial resolution imagery to identify individual organisms of certain
large-bodied, and conspicuous, animal species (e.g., penguins; Fretwell et al. 2012),
and the use of hyperspectral sensors to detect variation in plant species composition
in the top layer of vegetation communities (Leutner et al. 2012). These developments
offer considerable potential for direct derivation of spatially-complete mapping of
temporal change from remote sensing, for at least a subset of biological entities.
However this still leaves a very large proportion of our planet’s biological diversity
that is effectively invisible to satellite-borne remote sensing, both at the species level
and, even more so, at the genetic level. In situ monitoring of change in these
components of diversity at selected locations may provide all the information that is
needed for some applications—e.g., for monitoring the performance of local-scale
management actions (Lindenmayer et al. 2012). Estimating change across large
spatial extents—e.g., across a whole ecoregion, country or continent, or across the
entire planet—poses a much greater challenge for in situ monitoring, particularly if
these changes need to be mapped at relatively fine spatial resolution across the entire
extent of interest (Ferrier 2011; Jetz et al. 2012; Pereira and Cooper 2006). We here
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explore how various modelling approaches can be used to help address this chal-
lenge, by integrating the respective strengths of data generated through in situ and
remote sensing observation techniques.
Our focus is mostly on the terrestrial realm, although many of the modelling
approaches discussed below are also applicable in freshwater and marine systems.
We first consider ‘species-level approaches’ that model and map changes in the
distribution of individual species, and then move on to examine ‘community-level
approaches’ that focus instead on modelling and mapping changes in the distri-
bution and retention of biological diversity within whole communities, without
providing explicit information on the individual species comprising this diversity.
10.3.1 Species-Level Approaches
Interest in techniques for modelling, and thereby mapping, distributions of indi-
vidual species as a function of remotely mapped environmental variables has grown
rapidly over the past 30 years. Particularly strong attention has been directed
towards correlative species distribution modelling (SDM) which uses statistical
model-fitting, or machine learning, to derive explanatory models linking in situ
observations of species occurrence to environmental predictors (Elith and
Leathwick 2009). This largely inductive approach has been complemented, to a
lesser extent, by deductive modelling of distributions based on expert knowledge of
the environmental or habitat requirements of species (Jetz et al. 2012), or by more
mechanistic modelling based on independently acquired evidence of ecophysio-
logical limits or understanding of other relevant ecological factors and processes
shaping species distributions (Kearney et al. 2010).
While the scientific literature on species distribution modelling is now very
extensive (Guisan et al. 2013; Ahmed et al. 2015), a large proportion of these
studies have focused on using such modelling to predictively map distributions
across space alone, or to project potential changes in distribution into the future
under alternative global-change scenarios. The use of this modelling paradigm in
biodiversity monitoring—i.e., to help map past-to-present changes in species dis-
tributions—is surprisingly rare relative to these other applications. A number of
options are nevertheless available for making effective use of species distribution
modelling in monitoring (Fig. 10.3). To simplify the explanation of these options
we will here focus on just two of the main drivers of ongoing changes in biological
distributions—i.e., habitat loss or degradation (linked to changes in land cover and
use) and climate change—both of which are amenable to spatially-complete change
detection and mapping through remote sensing. If remotely-sensed variables
relating to habitat loss or degradation are included as predictors in explanatory
models fitted inductively to species occurrences observed across space alone, then
such models can be used to predictively map distributional changes as a function of
observed change in these variables, through simple space-for-time substitution
(Lung et al. 2012). Alternatively, deductive modelling based on expert knowledge
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of the association between a given species and classes of land cover, or broad
habitat type, can be used to predict changes in the distribution of that species as a
function of remote mapping of these classes over time (Jetz et al. 2007, 2012).
Considerable scope also exists to combine inductive and deductive modelling
approaches in this context—e.g., by using inductive species distribution modelling,
and available occurrence records, to map the ‘natural’ or ‘original’ distribution of a
species as a function of mapped abiotic environmental variables (climate, terrain,
soils etc.), and then using remote sensing and simple deduction to map changes
over time in the portions of this distribution lost through habitat transformation
(Barrows et al. 2008; Rios-Munoz and Navarro-Siguenza 2009).
Using species distribution modelling to predictively map changes in the distri-
bution of species in response to remotely observed changes in climate is rather more
challenging than for changes in land use or cover. There is potential to again
employ space-for-time substitution for this purpose, by using explanatory models
describing relationships between species occurrence and climate across space to
predict changes in distribution across time as a function of observed changes in
climate, mapped either directly from remote sensing, or through model-based
integration of remotely-sensed and in situ climate observations. Many unanswered
questions remain, however, regarding the transferability of climatic associations of
species between space and time (Araujo and Peterson 2012). The impact of a given
change in climate over time—e.g., a 0.5 °C increase in mean annual temperature—
Fig. 10.3 General framework for using modelling to integrate in situ and remotely sensed
observations for mapping change in the distribution and retention of terrestrial biodiversity
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on the occurrence of a given species at a particular location may be substantially
less (or in some cases more) than that observed over space, due to complicating
factors such as time lags in response, capacity for phenotypic plasticity, genetic
adaptation, and biological interactions.
These difficulties point to the desirability of, wherever possible, fitting
explanatory models relating species’ occurrence to climate (and, for that matter, to
land use or cover or abiotic variables such as soil type) using observations gathered
across both time and space, rather than across space alone. Rapidly growing interest
is now being directed towards extending standard techniques for species distribu-
tion modelling to more effectively consider the temporal dimension of observations
(Kharouba et al. 2009; Porzig et al. 2014)—e.g., through the use of dynamic
occupancy modelling (Kery et al. 2013; Tingley and Beissinger 2009). In an ideal
world the fitting of explanatory models to biological and environmental observa-
tions obtained over time at a sample of locations, and the use of these fitted models
to predictively map changes in biological distributions across an entire region of
interest, would occur in parallel (as depicted in Fig. 10.3).
The process described so far is focused on predicting past-to-present change in
the occurrence of a given species at a given location (e.g., grid cell), and thereby
mapping change across all locations within a region of interest. For some appli-
cations this raw spatio-temporal information may need to be subjected to further
aggregation or synthesis to address questions regarding, for example, changes in the
overall state of a species, or of a whole group of species, within a given region. The
most straightforward approach to deriving such aggregate measures is through
simple summation, or averaging, of the predicted occurrence of a species across all
locations (grid cells) in the region and, in turn, across all species in the group of
interest. However it is worth noting in passing that other options exist for incor-
porating additional factors into this process of aggregation and synthesis—e.g., the
use of metapopulation modelling to consider the effects of spatial configuration of
predicted occurrence on the overall persistence of a species (Drielsma and Ferrier
2009), or the incorporation of information on phylogenetic relationships or func-
tional traits into aggregate measures of the state of biodiversity across multiple
species (Fenker et al. 2014).
10.3.2 Community-Level Approaches
In the species-level approaches discussed above, modelling is used to predictively
map changes in the distribution of individual species. We now turn our attention to
so-called ‘community-level approaches’ to modelling, and thereby mapping, chan-
ges in the distribution and retention of biodiversity within whole communities,
without providing explicit information on the individual (named) species comprising
this diversity. These approaches have particular utility in situations where the
number of species in a biological group of interest is so high, and/or the average
amount of information available for each of these species is so low, that species-level
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approaches start to lose tractability—e.g., for arthropods or plants in tropical forests.
To appreciate the role that such approaches can play in mapping biodiversity change,
let us start with a relatively basic challenge—i.e., estimating the loss (or, conversely,
retention) of biological diversity at a single location (grid cell) as a function of
remotely-sensed habitat loss or degradation. If remote sensing is used to classify the
natural habitat within each grid cell in a region as being either intact or removed
(Hansen et al. 2013), then simple deduction may be all that is required to predict the
impact of this state on local biodiversity within that cell—i.e., it can be assumed that
most of the species that were dependent on this habitat will no longer occur at this
particular location. Alternatively, remote sensing can be used to classify locations
into multiple classes of land use or habitat condition/intactness (Martinez and
Mollicone 2012). These classes are expected to have varying levels of impact on
local biodiversity. Prediction of these impacts should ideally be based on explana-
tory modelling of biological data gathered from the different classes, either across
space alone (Souza et al. 2015) or, preferably, across both space and time (Casner
et al. 2014). A particularly noteworthy example of this application of explanatory
modelling is the PREDICTS initiative, which has undertaken an extensive
meta-analysis of land-use impacts on local biodiversity (change in species richness)
based on data for 27,000 species at over 11,000 sites globally (Newbold et al. 2015).
Linking explanatory models such as this to remotely-sensed land-use change
opens up considerable potential to predictively map past-to-present change in local
biodiversity across all grid cells in a region, or even across the entire planet. Change
in local biodiversity is, however, not the only aspect of change that needs to be
considered by community-level approaches to modelling biodiversity change. The
total diversity—e.g., of species—occurring on our planet is a function not just of
the number of species occurring at individual locations (alpha diversity), but also of
differences in the composition of species between these locations (beta diversity)
(McGill et al. 2015). To properly interpret the impacts of habitat loss (and, in turn,
climate change) on retention of overall biodiversity it is therefore highly desirable
to factor beta diversity into any model-based interpretation of remotely-sensed
environmental change. Two broad strategies are available for achieving this, one
using discrete classes to represent spatial pattern in beta diversity, and the other
accounting for beta diversity through modelling of continuous patterns of spatial
turnover in species composition (Ferrier 2011).
10.3.2.1 Discrete Community-Level Approaches
Many different types of discrete classification of communities can be employed in
this context (Ferrier et al. 2009). The only real constraint is that the relevant classes
are mapped across the entire region of interest, and that these classes provide a
reasonable representation of major spatial patterns expected in the distribution of
biodiversity in the absence of habitat loss or degradation. The last part of this
constraint is particularly important. If the effects of habitat degradation are reflected
in the classification itself (e.g., an area of rainforest cleared for domestic grazing is
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treated as a grassland rather than a forest) then it ceases to provide a logical basis
for incorporating consideration of beta diversity into the interpretation of
remotely-sensed environmental change. Mapped ecoregions may serve this purpose
well at coarser spatial scales (Giam et al. 2011), as may mapping of the ‘natural’
extent (prior to anthropogenic alteration) of vegetation communities at finer scales
(Keith et al. 2009).
With recent advances in the availability and resolution of abiotic environmental
layers globally (for climate, terrain, soils etc.) another option growing in popularity
is to derive environmental classes by integrating these layers—either by generating
all unique combinations of expert-defined categories for each environmental vari-
able (Ferrier and Watson 1997; Sayre et al. 2014), or through some form of
automated numerical classification (Mackey et al. 2008). If sufficient biological data
are available—i.e., in situ records for multiple species, well distributed across the
region of interest—then various community-level modelling techniques can also be
used to automatically derive and map environmental classes that best fit observed
biological patterns (Ferrier and Guisan 2006).
Assuming that a mapped classification has been generated using one of the
above approaches, this can be combined with remote mapping of habitat loss or
degradation to estimate change in the retention of biodiversity. Where remote
sensing yields a binary habitat versus no-habitat measure for each grid cell, then the
changing state of a given class (e.g., an ecoregion) can be most simply expressed as
the proportion of cells in that class with intact habitat. If remote sensing instead
yields multiple levels of habitat condition/intactness—e.g., land-use classes trans-
lated into proportional losses of local species richness using results from the
PREDICTS meta-analysis (described above)—then weighted averaging of these
levels across all cells in a class can be used to derive an effective proportion of
habitat remaining in that class (Scholes and Biggs 2005; Pereira and Daily 2006). In
some cases this effective proportion is further adjusted to account for the effects of
the spatial configuration of habitat—e.g., a cell with a given condition value located
within a small isolated habitat fragment is assigned less weight than a cell of the
same value located within a large well-connected area of habitat (Drielsma et al.
2014; Ferrier and Drielsma 2010).
Estimation of the proportion, or effective proportion, of habitat remaining in a
class can be further used to predict the proportion of species, originally occurring
within that class, that are expected to persist if this proportion of habitat is retained
over the longer term. Such prediction is most commonly undertaken using some
form of species-area relationship (SAR) (Ferrier 2002; Pereira and Daily 2006).
SAR-based approaches typically assume that all classes are equally rich in species,
and treat each mapped class (e.g., an ecoregion) as if it is a closed system—i.e., it is
assumed that the species occurring within this class do not also occur in any of the
other classes. The overall proportion of species predicted to be retained within an
entire region of interest is therefore calculated as a simple average of the predicted
proportions of species retained when the SAR is applied separately to each of the
classes within the region (Faith et al. 2008; Proenca and Pereira 2013). Where
estimates are available of the relative species richness of classes, and of the level of
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overlap in species composition between classes (e.g., the proportion of species
occurring in ecoregion m that also occur in ecoregion n) then techniques exist for
incorporating this information directly into SAR-based prediction of the overall
proportion of species retained in a region as a function of remotely-sensed pro-
portions, or effective proportions, of habitat retained in each class (Turak et al.
2011; Leathwick et al. 2010; Faith et al. 2008).
10.3.2.2 Continuous Community-Level Approaches
In the discrete community-level approaches described above, each location (e.g.,
grid cell) in the region of interest is viewed as belonging to a discrete class of
locations that are assumed to be equally similar to one another, and equally different
from locations in other classes, in the species they support. Real-world patterns of
spatial change, or turnover, in species composition are, however, often more com-
plex than can be effectively represented by a discrete classification with hard
boundaries between mapped classes. Continuous community-level approaches
attempt to address this reality by treating the composition of species occurring at
each individual location as being unique, and the proportional overlap, or conversely
distinctiveness, in composition between this location and any other given location
within the region of interest as varying in a continuous manner (Ferrier et al. 2009).
One approach to applying this continuous community-level perspective to pre-
dictive mapping of change in biodiversity, as a function of remotely-sensed changes
in habitat and/or climate, is through the use of generalised dissimilarity modelling
(GDM) (Ferrier et al. 2007). GDM employs in situ occurrence records for all
species in a given biological group (e.g., all plants, reptiles, or land snails) to fit a
non-linear statistical model relating the dissimilarity in species composition
observed between two locations to environmental differences based on
remotely-mapped predictors (climate, terrain, soil etc.). Models fitted with GDM
effectively weight and scale these environmental variables, thereby transforming
multidimensional environmental space in such a way that distances within this
transformed space match observed compositional dissimilarities as closely as
possible. Using fitted GDM models to interpret remotely-sensed change in the
distribution and condition of habitat can be achieved in various ways, but one of the
most straightforward solutions is an extension of the SAR-based approach descri-
bed above for the discrete community-level situation. In this extended approach the
proportion, or effective proportion, of habitat remaining is estimated separately for
each individual grid-cell within a region. This is calculated as a weighted average of
habitat condition in all cells environmentally similar to the cell of interest, with each
cell weighted by the level of similarity predicted by the fitted GDM. SAR-based
estimates of the proportion of species retained relative to each cell can then be
aggregated into an overall estimate of the proportion of species retained within the
region as a whole (or within any required subset of this) factoring in
GDM-predicted compositional dissimilarities between these cells (Ferrier et al.
2004; Allnutt et al. 2008).
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Because continuous community-level approaches, such as GDM, incorporate
abiotic environmental variables directly into the modelling of beta-diversity pat-
terns, this opens up potential to further predict changes in the distribution and
retention of biodiversity as a function of remotely-observed changes in climate.
This can be achieved by invoking space-for-time substitution in a similar manner to
that described earlier for species distribution modelling (Fitzpatrick et al. 2011;
Prober et al. 2012). However it should be noted that employing space-for-time
substitution in community-level approaches is also affected by many of the same
complicating factors identified for species-level applications—e.g., time lags in
response, capacity for phenotypic plasticity, genetic adaptation, and biological
interactions (Blois et al. 2013). This again points to the desirability of fitting
explanatory models relating patterns of biological distribution (in this case, turnover
in species composition) to climate and habitat using observations gathered across
both time and space, rather than across space alone. As for species distribution
modelling, interest is now growing in extending existing community-level mod-
elling approaches to more effectively consider the temporal dimension of biological
observations.
10.4 Conclusion
As outlined in this chapter, modelling can play a crucial role in biodiversity
monitoring by enabling more effective integration of in situ biological data with
remotely-observed changes in key environmental drivers. This integration can
involve both explanatory modelling—i.e., assessing and describing the effect of
drivers on biodiversity through analysis of relationships between observed changes
in biological and environmental data; and predictive modelling—i.e., using mod-
elled relationships to predictively map change in biodiversity across whole regions
as a function of remotely-sensed environmental change.
The most significant challenge now facing applications of modelling to biodi-
versity monitoring is to reduce reliance on models fitted to in situ biological
observations gathered across space alone by making more extensive and effective
use of observations from across both space and time. Recent escalation of interest
in, and uptake of, citizen science initiatives (see Chap. 9) for collecting large
quantities of spatially- and temporally-explicit biological observations offers con-
siderable potential in this regard. In many cases incorporating data generated by
such initiatives into biodiversity modelling will require extension of existing
modelling techniques, or development of whole new techniques (Bird et al. 2014;
Isaac et al. 2014; van Strien et al. 2013). These advances are likely to significantly
strengthen links between explanatory and predictive modelling within the context
of biodiversity monitoring. They are also likely to help strengthen links with
applications of modelling to the projection of future biodiversity outcomes, by
providing a more rigorous foundation both for fitting models employed in such
projections, and for ongoing testing of the accuracy of these projections.
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Chapter 11
Global Infrastructures for Biodiversity
Data and Services
Wim Hugo, Donald Hobern, Urmas Kõljalg, Éamonn Ó Tuama
and Hannu Saarenmaa
Abstract GEO BON regards development of a global infrastructure in support of
Essential Biodiversity Variables (EBVs) as one of its main objectives. To realise the
goal, an understanding of the context within which such an infrastructure needs to
operate is important (for instance, it is part of a larger drive towards research data
infrastructures in support of open science?) and the information technology appli-
cable to such infrastructures needs to be considered. The EBVs are likely to require
very specific implementation guidelines once the community has defined them in
detail. In the interim it is possible to anticipate the likely architecture for a
GEO BON infrastructure, and to provide guidance to individual researchers,
institutions, and regional or global initiatives in respect of best practice. The best
practice guidelines cover general aspects applicable to all research infrastructures,
the use of persistent identifiers, interoperability guidelines in respect of vocabu-
laries, data services and meta-data management, and advice on the use of global
infrastructure services and/or federated, standards-based implementations.
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11.1 An Emerging Culture of Data Sharing, Publication
and Citation
It has been widely accepted that the future usability and availability of research
outputs, and specifically data, will be enhanced by proper description of these
outputs using standardised metadata schemes, supplemented by deposit of the data
in trusted repositories. Despite this, such outputs continue to be poorly described in
practice. In addition, it is also commonly reported that the data supporting scholarly
publication quickly becomes inaccessible or lost (Vines et al. 2014; Goddard et al.
2011). This disparity between what is seen as desirable behaviour, and reality is
about to change, due to three significant drivers:
• Data publication and citation is gainingmomentum (Chavan and Penev 2011). For
a comprehensive review, see the report by a CoDATA1 Task Group (Socha 2013).
• Funders are increasingly demanding the preservation of and continued open
access to tax-funded research outputs.2,3,4
• Controversy in respect of reproducibility of scientific claims5 have led to insis-
tence by journals6 that the data underpinning articles should be made available.
We believe these drivers will rapidly increase the availability of well-described,
well-preserved, and sometimes standardised data services in the future.
11.1.1 Research Infrastructures
The drive towards data publication and citation requires support, hence the growth
and proliferation of Research Data Infrastructures. These are supplemented strongly
by voluntary, community-driven initiatives, and by member-funded bodies that
support standardisation and interoperability.
Infrastructure operates on several levels: it provides governance and collabora-
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architecture and standards infrastructure (e.g., Research Data Alliance9—RDA,
TDWG,10 OGC,11 GEO12), and physical, centralised or federated infrastructure
(GBIF,13 EUDAT,14 and GEOSS15). Some global and regional initiatives span all
of these (for example, the ICSU World Data System,16 and GEO itself), and some
are focused more narrowly on regional or domain-specific infrastructures (for
example, DataOne,17 EU BON,18 Lifewatch,19 and others).
It is worth noting that one of the motivations for the Research Data Alliance is to
provide a cross-disciplinary, global exchange to minimise duplication of effort and
divergence. Hence the landscape is at once characterised by divergent initiatives
resulting from the nature of competitive grant funding and efforts to converge the
impacts of funding these efforts. This is necessary, since divergence results in
multiplicity of approaches, standards, protocols, and vocabularies—not supportive
of interoperability.
11.1.2 Persistent Identifiers and Linked Open Data
Establishment of access to research outputs, either directly or via standardised
services, requires a critical element: the ability to reliably find such objects in the
web. This implies a persistent identifier, and several mechanisms are available to
achieve this.
The biodiversity informatics community requires an identifier architecture that is
capable of resolving two overlapping requirements—that of permanently identify-
ing resources (data, services, and other web-based resources), and that of perma-
nently identifying concepts (taxons, biomes, etc.).
There are several services available for either hosting or providing a minting
framework for persistent identifiers (PIDs). Services that are general in nature, and
allow hosting of PIDs on behalf of anyone, include the foundational Handle
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example by the members of the International Digital Object Identifier
(DOI) Consortium21—allowing value-added services. DOI-based services that are
important to our community include DataCite (linking published data sets and
meta-data through DOIs to journal articles for purposes of citation tracking) and,
CrossRef (more focused on linking DOI-based references across different journals),
and GBIF (allocating DOIs for all published datasets and for search results). Several
other biodiversity-focused initiatives exist, and these are discussed in the section on
‘Specific Implementation Guidelines’ (Barcode of Life,22 Life Sciences Identifier,
and similar, with identifiers.org23 providing an aggregation of such services).
The availability of persistent identifiers assists the construction of Linked Open
Data24 (LOD) networks—making a significant contribution to the Semantic Web.25
11.1.3 Free and Open Data: Licensing and Policy
Delivering interoperable, open access to data and services involves (1) the imple-
mentation of applicable policies and (2) appropriate supporting licenses.
There are likely to be as many policies as there are data custodians and provi-
ders, but this is not really an issue as long as there is general compliance with the
principles of free and open access—as documented by various global programmes
such as the ICSU World Data System,26 GEO,27 and others.
Licenses, however, do need to be standardised, since machine-readability is a
prerequisite for automated processing of data and services in the web. The most
widely adopted candidates for this are the Creative Commons28 family of licenses.
These have been tested in multiple jurisdictions. Note that issues still under dis-
cussion include:
• ‘Legal Interoperability’ (how different licenses combine in automated processes,
and what the resulting license is) (Uhlir 2013),
• Conditions or exceptions to be added to licenses to address legitimate concerns
in respect of privacy, ethics, publication embargoes, endangered species, and
similar.
21Digital Object Identifier: http://www.doi.org/doi_handbook/1_Introduction.html.
22http://www.barcodeoflife.org/.
23http://identifiers.org/.
24Linked Open Data: http://linkeddata.org/.
25https://www.w3.org/standards/semanticweb/.
26ICSU-WDS Data Policy: http://icsu-wds.org/services/data-policy.
27GEO Data Sharing Principles: https://www.earthobservations.org/geoss_dsp.shtml.
28Creative Commons and Data: http://wiki.creativecommons.org/Data.
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GEO BON, being part of GEO, will adopt the GEOSS Data Sharing Principles
(currently under review and likely to be modified slightly). In short, these are:
• There will be full and open exchange of data, metadata and products shared
within GEOSS, recognising relevant international instruments and national
policies and legislation;
• All shared data, metadata and products will be made available with minimum
time delay and at minimum cost;
• All shared data, metadata and products being free of charge or no more than cost
of reproduction will be encouraged for research and education.
11.1.4 Data Citation and Publication
Many of the institutional, technical, and legal hurdles that impeded the growth of
data citation and publication have been addressed, and there is a broad consensus
amongst journal publishers, data centres, and scientists in general on implementa-
tion (Socha 2013). CoDATA29 and RDA30 have played (and continue to play) a
significant enabling role in this process.
Scientists should note that future research would be subject to:
• Planning for deposit and description (through metadata) of research output in a
Trusted Digital Repository31—increasingly required by funders;
• Allocating persistent identifiers to such outputs, as appropriate.
Global coordinated research programmes, such as Future Earth, also attempt to
align their funded outputs with the requirements of free and open access, and to
promote a culture supportive of data publication and citation.
11.1.5 Big Data, Citizen Science, Crowdsourcing,
and Proliferating Sensors
The field of biodiversity observation and monitoring is subject to rapid change both
in regard to the variety of sources and to the volume size of the data that needs to be
described, visualised, understood, preserved, and processed. This is due to a
number of interrelated factors:
29CoDATA Task Group: http://www.codata.org/taskgroups/TGdatacitation/index.html.
30RDA Working Group: https://rd-alliance.org/working-groups/data-citation-wg.html.
31Trusted Digital Repository Checklists: http://www.crl.edu/archiving-preservation/digital-
archives/metrics-assessing-and-certifying-0.
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• Growing Diversity and Productivity of Observation Channels: Increasing
availability of sensor channels lead to larger volumes of usable data. Traditional
channels (remote sensing, gene sequencing, field observation) are increasingly
supplemented by crowd-sourced observations, and the rapidly growing number
of connected smart devices in the internet (Hugo et al. 2011).
• Methods using automated markup for metadata and data mining of existing or
future publications contribute to increasing volumes (Agosti and Egloff 2009).
• Storing Observations: It is becoming increasingly affordable to store and pro-
cess large volumes of data.
• Less Expensive Platforms: It is becoming very affordable to deploy observation
platforms such as aerial drones32 and underwater guided cameras, leading to
large, multidimensional data sets at low cost of acquisition. Similarly, cost
reductions are set to deliver significant and growing volumes of environmental
genomic data addressing aspects of biodiversity which until now have been
inadequately recorded.
These factors all combine to put pressure on the traditional architecture, stan-
dards, and infrastructure arrangements that have evolved to deal with a less
demanding situation. The implications of this growth need to be accommodated in
requirements for a scalable architecture.
11.2 The Network of the Future
GEO BON is by definition a network, and it is important to recognise that the
concept of a network applies on multiple levels: on an institutional and personal
level; as a collaboration network; and with the support of an infrastructure network.
This infrastructure includes networks defined physically through protocols,
schematically and syntactically through registries and catalogues, and semantically
in emergent knowledge networks, ontologies, and vocabularies.
Any future networks, and resulting research data infrastructure, will likely be a
combination of all of these and require governance, best practice conventions,
standards, and reference implementations to work.
11.2.1 A Vision for Future Data and Services
The vision for a future network extends work done earlier by GEO BON (Scholes
et al. 2012), and includes ideas about the generic use cases that it should support.
This is summarised largely in the GEO BON Manifesto33 (Hugo et al. 2013), which
32UNEP: http://www.unep.org/pdf/UNEP-GEAS_MAY_2013.pdf.
33Agreed by GEO BON Workgroup 8 at the Asilomar All Hands meeting, December 2012.
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highlights a set of functions that are expected to be available. These, in turn,
influence architecture and standards that are required to support such a network.
The GEO BON Data Working Group (Working Group 8) has focused on these, and
on developing a working implementation demonstrating the generic use case.
The Manifesto, as set out in updated form below, addresses description, dis-
covery, assessment, access, analysis, and application or reporting, by stating that it
is the interest of any specific community to do the following:
• Ensure that scientific data and services are described properly, preserved
properly, and discoverable;
• Once discovered, the utility, quality, and scope of data can be understood, even
if the data sets are large;
• Once understood; the data can be accessed freely and openly;
• Once accessed, the data can be included within distributed processes, and col-
lated—preferably automatically (Hernandez et al. 2009a, b), and on large scales
(the ‘Model Web’) (Nativi et al. 2013);
• Once processed, the associated mediations and annotations, usefulness, and
knowledge gathered can be re-used.
All of this needs to be implemented against the backdrop of:
• Due recognition to the creators of the data, models, and services;
• The push to extend formal metadata with Linked Open Data and persistent
identifiers;
• The increased availability of crowd-sourced and citizen contributions;
• A proliferation of devices and sensors; and
• The construction of knowledge networks.
11.2.2 The Role of Standards and Specifications
Standards and specifications are intended, from a formal systems engineering
perspective, to reduce the risk of failure. The basic aim of this approach is
‘Predictable Assembly from Certifiable Components’ (Wallnau 2003). The risk of
failure is lowered because assembly is made from components certified to meet the
specifications and standards. In the type of scalable, open architecture envisaged for
GEO BON, the ability of third parties to assemble larger systems from components
using well-defined interfaces is critical as a contributor to the goal of interoper-
ability and scalability.
Data standards in biodiversity are primarily defined by the Biodiversity
Informatics Standards organisation. It is better known by its earlier name
‘Taxonomic Databases Working Group’34 (TDWG). TDWG works with other
34http://www.tdwg.org/.
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standards bodies, such as Open Geospatial Consortium (OGC), and has been
recognised by them.
11.2.3 A Scalable, Interoperable Architecture
A realistic, shorter-term expression of the goals implied by the manifesto can be
summarised as follows (Saarenmaa et al. 2014):
• Allow for data flow from observations through various aggregation and
processing/modelling services, supporting evaluation of EBVs and derived
indicators;
• Automated and streamlined, as appropriate;
• Using a plug-and-play (service-oriented) approach, supported by robust service
provider organisations;
• Coordinated through a GEO BON registry system and linked to the GEOSS
Common Infrastructure;
• Transparent to users through multiple channels, portals and applications.
11.2.3.1 General Requirements for a Biodiversity Information
Architecture
Scalability, access, security, user concurrency and data reliability must be consid-
ered. For scalability, it is expected that tens of thousands of data sources will
ultimately be integrated through GEO BON. They will be hosted in a smaller
number of data repositories. Additionally:
• The infrastructure must incorporate a federated architecture which will allow
many data centres, initiatives, and infrastructures to co-exist and participate;
• While a minimum set of standards is desirable, pragmatism and reliance on
brokering and mediation will be the norm for a considerable time to come;
• Human resource, financial, scalability, and institutional constraints will neces-
sitate building the infrastructure using many small contributions in addition to a
few large, global ones.
The main components in the information architecture can be divided into three
main functions, corresponding to the tasks of (i) data publishing, (ii) data discovery,
and (iii) data access. As a fourth function, various applications and uses can be
envisaged, and for all functions mediation may be required between services and
clients in cases where standardisation of services and vocabularies are not perfect.
There are two options for interoperability architecture, both essentially
‘service-oriented’, with varying degrees of rigour required for implementation.
Firstly, the model proposed by EU BON and others, is based on an Enterprise
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Service Bus (ESB), and allows automation of asynchronous workflow and dis-
tributed processing as envisaged by the Model Web. Secondly, one can serve a
significant proportion of needs with less complex synchronous orchestration, using
mostly RESTful Services. These architectures are not mutually exclusive and are
likely to co-exist within a systems-of-systems environment.
11.2.3.2 Option 1: SOA and ESB
The Service Oriented Architecture (SOA) is a model, which has achieved ‘best
practice’ status within the Open Geospatial Consortium (OGC). Building on SOA
has been recommended also for GEO BON (Ó Tuama et al. 2010) and EU BON
(Saarenmaa et al. 2014). In an SOA, different functionalities are packaged as
component services that can be orchestrated for specific tasks. An Enterprise
Service Bus (ESB), which is a virtual private connector over the Internet, would
connect external data sources using various SOA standards (WSDL,35 SOAP,36
REST37 and BPEL,38 among others). The use of an ESB facilitates the interactions
among data sources, working in a message-centred interaction and providing the
ability to orchestrate web services through the use of workflow handling technology
(e.g., Kepler,39 Taverna40).
11.2.3.3 Option 2: Synchronous, RESTful Services
Some applications do not require orchestration of services to take account of
long-running, asynchronous processes, and may not require authentication if data
services are in the public domain. In these cases, RESTful HTTP calls, stored in
OGC Web Context Documents (XML files defining a collection of RESTful ser-
vices and their roles) should be adequate to collate information in support of a user
requirement. The role that each service plays to achieve the collective outcome will
have to be captured for future use, and can potentially be stored in OGC Web
Context Documents (XML files defining a collection of RESTful services and their
roles), but other methods may also be used.
35Web Services Description language (WSDL); http://www.w3.org/TR/wsdl20/.
36Simple Object Access Profile; http://www.w3.org/TR/soap12-part1/.
37Representational State Transfer; http://www.ibm.com/developerworks/webservices/library/ws-
restful/.
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11.3 Considerations in Respect of Best Practice
11.3.1 Sources of Data and Its Classification
11.3.1.1 Essential Biodiversity Variables
The Essential Biodiversity Variables (EBVs) (Pereira et al. 2013), under development
by GEO BON, provide a critical use case for determining requirements for infor-
mation systems. An EBV is defined as ‘a measurement required for study, reporting,
andmanagement of biodiversity change’. EBVs provide focus in two important ways:
• promote harmonised monitoring by stipulating how variables should be sampled
and measured;
• facilitate integration of data by acting as an abstraction layer between the pri-
mary biodiversity observations and the indicators.
For example (Fig. 11.1), we could build up an aggregated population trend
indicator (for multiple species and locations) from an EBV which estimates pop-
ulation abundances for a group of species at a particular place and which, in turn, is
derived from the primary, raw data which can involve different sampling events and
methodologies.
GEO BON has identified six EBV classes. These are listed in Table 11.1 with
some candidate EBV examples. By analysing the variables/measurements associ-
ated with each EBV, appropriate data standards can be proposed or recommended,
or new and enhanced standards proposed. Of particular relevance are the EBV
definitions and how an EBV is measured. For example, the three EBVs listed for
the Species Populations class, can be broken down as illustrated in Table 11.2. In
fact, the Species Population class EBVs are possibly the most tractable given the
current status of biodiversity informatics, and could act as the initial test case.
In addition to suitable data exchange standards, there is a need to identify
appropriate communication protocols for messaging and data flow between systems,
and, as part of the architecture design, how to automate the data flows for the EBVs.
The EBV on abundances and distributions would need to be measured using
‘counts or presence surveys for groups of species easy to monitor or important for
Fig. 11.1 An EBV acts as an intermediate layer between raw data and indicators
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ecosystem services, over an extensive network of sites, complemented with inci-
dental data’. Such an EBV would be updated at intervals from 1 to 10 years. EBVs
have not yet been implemented, but need to be piloted.
Implementation of these specific EBVs calls for integration of data from sites
such as those of LTER, and other regular surveys, and from historical and recent
data published through GBIF. Integration implies processing services that would
compute abundance trends and changes in distribution for these two types of data:
surveys and incidental. These are shown in Fig. 11.2 as ‘ecological’ and ‘occur-
rence’ domains. Software tools and web services are available to do these com-
putations, for instance from the TRIM,41 BioVeL,42 and EUBrazilOpenBio43
projects. Recent developments within GBIF include support for additional core data
elements from survey data,44 indicating the possibility of incorporating all of these
data sources within a single access infrastructure.



























Source Adapted from Pereira et al. (2013)
Table 11.2 The three EBVs of class species populations with their definitions and
variables/measurements
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The computation of an EBV of this class involves data cleansing and normali-
sation and interpolation of values to offer a modelled data surface. Such EBVs
could be visualised in a portal, which would allow selecting the data sources and
species in question, showing the intermediate steps, and presenting the trend and
change of distribution for individual species or whole groups of organisms.
11.3.1.2 Protocols for Observation
The two largest domains of biodiversity observation are specimen occurrences and
biological (natural resource) surveys. The former is frequently based on sporadic,
opportunistic collection or observation activity, while the latter consists of repeated
sampling at known sites, locations and follows a known protocol from which
quantitative estimates of abundance, and at times additional information, can be
derived. Hence, the latter method is most appropriate for observing change, but the
former can also be used, if the observations sets are large enough and sampling
biases can be eliminated by computation (Ariño 2010). Data potentially available
through both of these domains are very large. GBIF, which already represents the
occurrence domain, currently has mobilised more than 15,000 data sets and is
Fig. 11.2 The GEO BON vision of automated, streamlined data flow, end-to-end, from
observations to Essential Biodiversity Variables (EBVs), using a plug-and-play service-oriented
approach, coordinated through the GEO BON registry system and linked to the GEOSS Common
Infrastructure, and transparent to users through portals. Source Hugo et al. (2013); modified by
Hoffman et al. (2014)
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expanding to index and integrate data from survey datasets. ILTER, which repre-
sents the ecosystem monitoring domain, has 25,000 data sets. Both have the
potential of growing at least ten-fold. In particular, for ecosystem monitoring, much
data exists in government agencies for the environment, forestry, fisheries, and
agriculture, which in many cases have not yet started any data sharing activities.
Biodiversity observation is unique in that for species occurrence, most obser-
vations are made by volunteers. The EUMON project45 estimates that 80 % of
biodiversity monitoring data comes from volunteers. In Finland, for example, there
are 60 different biodiversity monitoring programmes in which 250 person years are
spent annually, and 70 % of this is voluntary work. This pattern is similar to some
extent many other countries—a summary prepared based on a listing of such
volunteer programmes is shown in Fig. 11.3. In the top 15 topics, only astronomy is
unrelated to biodiversity.
Volunteer contributions pose a special challenge in respect of introduction of
observer bias and strict adherence to observation protocols, and may be used in
special circumstances to derive additional EBVs (Kery et al. 2010; Hui and
McGeogh 2014).
Fig. 11.3 Topics covered most often by Citizen Science Programmes (https://en.wikipedia.org/
wiki/List_of_citizen_science_projects#Active_citizen_science_projects). Inset—distribution of
GBIF observation data, a large proportion of which originates from volunteer contributions (http://
www.gbif.org/occurrence)
45http://EuMon.ckff.si/index1.php#2.
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11.3.1.3 Generic Data Families
The GEO BON working group on data integration and interoperability has devel-
oped a classification of generic data families and their interoperability requirements
(Fig. 11.4). Data families are grouped according to variations in their spatial,
temporal and semantic coverages with each unique combination of these, supported
by a vocabulary/ontology, is considered a generic data family. As an example:
occurrence, genome, and ecosystem data families all include a reference to a par-
ticular place and time, but differ in that occurrence data also references a taxon,
genome data references a sequence and ecosystem data references biological
phenomena.
The different types of coverage (spatial, temporal and semantic) and their
attributes are:
• Spatial Coverage: XYZ
• Temporal Coverage: T (continuous or near-continuous); t (discrete)
• Topic or Semantic/Ontological Coverage
Fig. 11.4 Example generic data families and interoperability requirements. The abbreviations are:
S-DB: spatial database; WxS: OGC (Open Geospatial Consortium web services); O&M: OGC
Observations and Measurements model; SOS: OGC Sensor Observation Service; CSV: comma
separated value; DwC: Darwin Core. The leftmost boxes represent typical data families and their
dimensions, the centre shows typical data storage technology, and the rightmost boxes typical
services whereby such data is exchanged. Some data storage technologies support multiple service
standards. Source Hugo et al. (2013)
272 W. Hugo et al.
– P: Phenomenon
mostly physical, chemical, or other contextual data
– B: Biological
– Tx: Species and Taxonomy (with some extensions)
– Al: Allele/Genome/Phylogenetic.
The dimension of a sampling event or specimen applies to all data families.
11.3.2 Published Advice and Guidance
The recommendations from published material discussed here have been incorpo-
rated into the ‘Specific Implementation Guidance’ later in the chapter, as
appropriate.
Recent advances in the availability of standards include the development of
‘Biological Collections Ontology’ (BCO) and the ‘Population and Community
Ontology’ (PCO) (Walls et al. 2014)—bridging a gap in the availability of
vocabularies derived from formal ontology to describe the collection of biodiversity
data, and to formulate more complex relationships between primary data elements
such as evolutionary processes, organismal interactions, and ecological
experiments.
11.3.2.1 Research Data Alliance (RDA)
The Research Data Alliance (RDA) produces community consensus on important
aspects of research data infrastructure in general, and includes representation from
biodiversity and ecosystem data infrastructures.46 This interest group envisages
work in respect of name (vocabulary) services standardisation, with a focus on
taxonomy, and the support of improved interoperability. In more general terms,
RDA has recently endorsed its first sets of formal outputs, and some of these have a
bearing on biodiversity informatics:
• The Data Citation Working Group47 has produced a clear set of guidelines in
respect of implementation of persistent identifiers for data sets.
• The Data Type Registries Working Group48 aims to standardise the description
of complex data types—which in principle includes the ‘data families’ that can
be identified for GEO BON EBVs. This enables processes, visualisations, and
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• The Metadata Standards Catalog Working Group49 has produced a set of
principles, and aim in future to develop a canonical set of metadata elements that
can serve as a broker between different metadata schemas in use by
communities.
• The Practical Policies Working Group50 has published its first recommendations
in respect of 11 important practical policies for repository management, based
on a survey of the research repository community.
11.3.2.2 Global Biodiversity Informatics Conference (GBIC)
The Global Biodiversity Informatics Conference (Copenhagen, 2012)51 assessed
the state of Biodiversity Informatics across four focus areas (Understanding,
Evidence, Data, and Culture), and provided a community consensus on the desir-
able futures for the elements in each of these focus areas (Hobern et al. 2012).
11.3.2.3 GEO Data Management Principles
The GEO Data Management Principles52 were adopted in short form by the
organisation in April 2015, and in full form by the GEO Plenary in November
2015. The 10 principles deal with aspects of discoverability, accessibility, usability,
preservation, and curation.
11.3.2.4 EU BON
EU BON published a review and guidelines for its proposed architecture
(Saarenmaa et al. 2014) that contains a portfolio of recommendations. These rec-
ommendations (39 in all) are strongly supportive of existing projects and initiatives
(Lifewatch, BioVEL, EBONE, INSPIRE, LTER, GBIF, to name a few) and provide
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11.3.2.5 CReATIVE-B and GLOBIS-B
The CReATIVE-B project53 (2011–2014) dealt with the ‘Coordination of Research
e-Infrastructures Activities Toward an International Virtual Environment for
Biodiversity’. CReATIVE-B enabled collaboration between the European
LifeWatch/ESFRI Research Infrastructure and other large-scale research infras-
tructures on biodiversity and ecosystems in other parts of the world. The project
published an integrated Roadmap in 2014 and this serves as high-level guidance in
respect of biodiversity infrastructure and data management activities.
GLOBIS-B has as its main aim the definition of research needs and infrastructure
services required to calculate EBVs, and will do so by fostering collaboration
between scientists, global infrastructure operators, and legal interoperability
experts. GLOBIS-B has produced its first outputs, and a recent publication
(Kissling et al. 2015) details thoughts on interoperability in support of EBVs.
GLOBIS-B correctly identifies a scientific challenge (definition of EBVs) and a
technical one (legal and information technology considerations) that need to be
addressed.
11.3.2.6 EarthCube and DataONE
These are primarily US-based initiatives, though DataONE has participating data
providers from outside the US, and EarthCube has formal collaboration with EU
partners. DataONE publishes and maintains best practice in respect of data man-
agement,54 which was reviewed for inclusion into our guidance, and EarthCube has
recently published a roadmap55 and a supporting architecture56 that also contributed
input by way of principles.
11.4 Specific Implementation Guidelines
References quoted in the following sections are available in the supplementary
materials on the Springer Website. Supplementary materials are also hosted and
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11.4.1 Recommended Data Management Approaches
This section proposes guidelines for biodiversity data management from three
perspectives: that of (1) individual researchers, (2) institutions, projects, or initia-
tives (such as regional BONs), and (3) from the broader community and GEO
BON’s perspective. It focuses on the information technology aspects of the chal-
lenge to provide an infrastructure in support of EBV calculation. The guidelines
support both architectures described above.
For all of these end user categories, we recommend that
• General guidelines in respect of data management be followed (Section A
below, and elaborated in supplementary materials), with indications of defi-
ciencies that may exist;
• Specific guidelines to foster semantic interoperability are followed (Section B
below). These are also supplemented by online materials and deficiencies are
highlighted;
• As a first choice, data be shared in global repositories that serve a specific data
family and is well established (Section C below);
• Other data be published and catalogued using widely adopted interoperable
service standards and content schema—while recognizing that the community,
and especially GEO BON, should play a role in extending such content schema
where deficiencies exist (Section D).
Content schema and vocabularies in support of specific EBVs will be required
once the community has adopted definitions—GEO BON has a critical role in
developing these, and the GLOBIS-B project will make a direct contribution to this
effort.
11.4.2 Section A: General Considerations
These considerations apply to all research data infrastructures (Table 11.3).
11.4.3 Section B: Semantic Interoperability
Guidelines in respect of the use of name services (vocabularies, ontologies, and
persistent identifiers), and development of a knowledge network as it applies pri-
marily to biodiversity informatics (Table 11.4).
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Table 11.6 Guidelines applicable to data families for which distributed systems and federated
access will apply
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11.4.4 Section C: Specialised Global Infrastructure
For some data types and families, it is best practice to publish data and make it
available via established global infrastructures (Table 11.5).
11.4.5 Section D: Aggregators and Open Federated
Infrastructures
The data families and types listed below are best published in a federated manner,
using standardised service protocols and content standards, with reliance on
aggregation of standard metadata implementations to improve accessibility.
GEO BON might consider hosting its own metadata aggregator as a component of
the GEOSS Common Infrastructure (Table 11.6).
11.5 Conclusions
Biodiversity informatics is inherently a global initiative. With a multitude of
organisations from different countries publishing biodiversity data, the foremost
challenge is to make the diverse and distributed participating systems interoperable
in order to support discovery and access to data. A common exchange technology,
e.g. the widely used XML or JSON over HTTP, may allow the syntactic exchange
of data blocks, but participating systems also need to understand the schema and
semantics of the data being delivered in order to process it meaningfully. Unless the
data share a common reference model, the exchange implies brokering, mediation,
or other semantic processing.
The challenge, then, from the perspective of GEO BON, is largely one of
agreeing appropriate content (schematic and semantic) standards for the main data
Table 11.6 (continued)
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families appropriate to each EBV. This will not address all requirements, but should
go a long way towards creating successful interoperability precedents and simplify
the broadening of the scope of application.
11.5.1 What Is Already Achievable?
Researchers, institutions, and regional or global infrastructures or initiatives that
follow the guidelines published in the chapter will already make an immense
contribution to the components of an interoperable, federated system of systems as
envisaged by GEO.
11.5.2 What Needs to Be Improved?
The guidance has indicated for each aspect what role GEO BON can play in
coordinating the solutions to non-ideal situations and development of
community-endorsed standards, and in general this remains a significant
requirement.
If one considers the more specific goal of EBV interoperability: the majority of
EBVs still need to be defined by the GEO BON community, and guidance in
respect of interoperability standards and software to support these is dependent on
these definitions. In practical terms, the tasks at hand are:
• Review the guidance presented here as more EBVs are formalised;
• Identify the main deficiencies in respect of the available interoperability stan-
dards that can be used for GEO BON supported EBVs across data families;
• Define extended content standards for the major data exchange service protocols
(IPT, OGC WxS, NetCDF, Sensor Observation Services), using patterns and
resources that already exist;
• Build mediation tools for mapping of non-standardised data sets, such as those
found routinely in MetaCAT and PlantNet repositories, to services that are
schematically and semantically interoperable; and
• Build schematic translation tools to serve any content standard over any service
syntax.
It remains unclear how large data sets will be made available and included into
an interoperable, orchestrated workflow in an open, free environment—the costs
and time involved in sub-setting and processing the data may prove to be pro-
hibitive, and it should be appreciated that the concept of having a suite of EBVs
available within a distributed, interoperable global system of systems is constrained
in many countries by availability of data sets and resources to gather and maintain
such data sets.
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Despite these constraints, GEO BON hopes to make steady progress in respect
of extending the scope of content standards and services that implement them—
leading to a set of EBVs available to a variety of end users from a variety of
distributed contributors.
Open Access This chapter is distributed under the terms of the Creative Commons
Attribution-Noncommercial 2.5 License (http://creativecommons.org/licenses/by-nc/2.5/) which
permits any noncommercial use, distribution, and reproduction in any medium, provided the
original author(s) and source are credited.
The images or other third party material in this chapter are included in the work’s Creative
Commons license, unless indicated otherwise in the credit line; if such material is not included in
the work’s Creative Commons license and the respective action is not permitted by statutory
regulation, users will need to obtain permission from the license holder to duplicate, adapt or
reproduce the material.
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Chapter 12
Using Data for Decision-Making: From
Observations to Indicators and Other
Policy Tools
Matt Walpole, Melodie A. McGeoch, Philip Bubb and Neil Brummitt
Abstract Previous chapters in this handbook have focused primarily on how to
develop observing systems and generate biodiversity observations. Drawing on
these foundations, this chapter explores the use of such data in decision-making
processes. It reflects on what data might be used for, how it is packaged, what the
challenges are and what to consider in getting it right. It is intended to be a
thought-provoking look at insights gained in communicating biodiversity science
for policy purposes over the last several years. With a particular focus on indicators,
one of the most common forms in which observations are used by decision-makers,
the chapter considers the context in which indicators are used and how they are
developed. It explores the realities of indicator development and use, including
some of the key challenges and ways around them. It also touches on assessments
and assessment processes as another important tool linking science to policy.
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12.1 Introduction
Previous chapters in this handbook have focused primarily on how to develop
observing systems and generate biodiversity observations. Drawing on these
foundations, this chapter explores the use of such data in decision-making pro-
cesses. It reflects on what data might be used for, how it is packaged, what the
challenges are and what to consider in getting it right. It is intended to be a
thought-provoking look at insights gained from communicating biodiversity sci-
ence for policy purposes over the last several years. With a particular focus on
indicators, one of the most common forms in which observations are used by
decision-makers, the chapter considers the context in which indicators are used and
how they are developed. It explores the realities of indicator development and use,
including some of the key challenges and ways around them. It also touches on
biodiversity assessments and assessment processes as another important tool linking
science to policy.
12.1.1 What Are Indicators?
Indicators are communication and decision-support tools. They tell a story to help
stimulate and guide action. They are part of a process, not an end in themselves.
A useful definition of an indicator is that used by the Biodiversity Indicators
Partnership (BIP; http://www.bipindicators.net) as ‘a measure based on verifiable
data that conveys information about more than itself’ (Biodiversity Indicators
Partnership 2011). In essence, this is saying that data requires an external context in
which to be delivered before it becomes valuable as an indicator. As noted by Bubb
(2013, p. 403) ‘indicators are purpose-dependent and so the interpretation or
meaning of the data depends on the issue being examined’.
Consider some examples. One form of biodiversity observation, or measure,
may be about land cover, or the size of a patch of particular habitat. Collected
regularly over space and time, these observations can be amassed to create a
variable (or metric) about habitat or ecosystem extent. An example might be forest
extent. At this stage, this is not an indicator, it is simply data telling us about itself,
i.e., change in forest extent. The way that the data are used, alone or combined with
other ancillary information, will determine its role as an indicator. For example, the
data could be used to generate an analysis of rates of forest loss (or gain) that could
be used to track progress towards a target to reduce such as rates of loss (or one to
achieve certain levels of forest restoration). Alternatively, the data could be trans-
formed into measures of carbon storage in forests that could be used to track
progress towards a target concerned with improving biodiversity contribution to
carbon stocks. Alternatively, in combination with information on the location of
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protected areas, the data could be used to say something about how effective
protected areas are at conserving forests, and to track progress towards a target
concerned with improving the effectiveness of conservation interventions like
protected areas.
In this example, one kind of observation (of forest cover), when collected over
time, creates a change variable (forest extent) which, depending on the context, can
underpin a range of different indicators. This example is not fictional—all of these
targets and indicators exist in the context of the Convention on Biological Diversity
(CBD). Nor is it unique; existing observations on populations, species and
ecosystem services can also all be used in various ways to create multiple indicators
for different purposes. More on this later.
A good indicator has to be scientifically valid (based on reliable, verifiable data
and with a clear relationship between the indicator and its purpose), sensitive to
change in the issue of concern within appropriate timescales and spatial scales, and
produced on a sufficiently regular basis using repeatable methods to track change
over time. A successful indicator is one that is actually used to support
decision-making (Biodiversity Indicators Partnership 2011).
In order for an indicator to be useful to the non-specialist it usually requires a
storyline, a narrative that interprets the meaning of the data on which it is based.
The annually updated Aichi Passport (Chenery et al. 2013; http://www.
bipindicators.net/resource/aichipassport) contains examples of a number of indi-
cators combining time series data (usually presented as a line graph, but sometimes
in other ways such as a pie chart or change map) with narrative storylines
explaining what they mean in the context of the particular Target to which they
relate. At a national level, the UK government’s annual biodiversity indicators
publication (DEFRA 2013; available from https://www.gov.uk/government/
publications/biodiversity-indicators-for-the-uk) includes a traffic light scheme for
illustrating which metrics (termed measures in this publication) indicate improve-
ment, no change, or decline. The Millennium Development Goals (MDG) Annual
Reports (http://www.un.org/millenniumgoals/reports.shtml) provide another
example of how indicators can be communicated as a combination of data and
storylines. Importantly, indicators are designed to effectively communicate infor-
mation that is relevant to one or more policy objectives and to do so in a way that
translates raw data into clear messages. Packaged and communicated in the right
way, information on biodiversity change can have real policy impact.
12.1.2 The Policy Context for Biodiversity Indicators
Ultimately, the value of biodiversity observations and observing systems of the
kind supported and promoted by GEO BON is in their use. There are a variety of
policy contexts in which biodiversity indicators are required to assist in monitoring,
assessing and reporting progress towards targets in plans and strategies.
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At the international level the pre-eminent biodiversity context is the CBD and
the collective commitments that Parties (primarily national governments) have
made. The adoption in 2002 of the 2010 Biodiversity Target led to considerable
effort to identify and develop indicators at a global level (Walpole et al. 2009). At
the same time, Parties to the CBD were expected to report periodically on their own
contributions and progress towards achieving this collective goal. In 2010 a new
Strategic Plan for Biodiversity 2011–2020 was adopted by Parties to the CBD,
including the twenty Aichi Targets (http://www.cbd.int/sp/). In 2014 the first
national reports of progress in implementing the strategic plan, and the first global
assessment of progress towards these targets was delivered (Leadley et al. 2014;
Tittensor et al. 2014), with further reporting and assessment expected later in the
decade.
There are a range of other global biodiversity-related conventions with strate-
gies, goals and targets that require indicators of both national and international
implementation and progress, including the Convention on International Trade in
Endangered Species of Wild Fauna and Flora (CITES; www.cites.org), the
Convention on the Conservation of Migratory Species of Wild Animals (CMS;
http://www.cms.int/) family and the Ramsar Convention on Wetlands of
International Importance (www.ramsar.org). More broadly, biodiversity and
ecosystem service indicators are used in international development contexts, most
notably to track progress towards the Millennium Development Goals up to 2015
(United Nations 2013; Sachs et al. 2009), and the Sustainable Development Goals
subsequently (http://unstats.un.org/sdgs/). Besides these global agreements, there
may be regional commitments for which governments are required to report, such
as the EU Biodiversity Strategy (European Union 2011).
Nationally, biodiversity indicators are required to track progress towards
national goals and targets including those defined within National Biodiversity
Strategies and Action Plans (NBSAPs) (http://www.cbd.int/nbsap/; http://
nbsapforum.net/), as well as for reporting against international commitments.
They may be used more broadly, for public outreach and communication or for
specific sectoral plans and policies, as well as for biodiversity management and
threat reduction. In an innovative example, near real time, publically available
satellite data on deforestation in Brazil has been used to boost law enforcement
efforts that has yielded huge reductions in deforestation rates over the past decade
(Secades et al. 2014). They are also likely to be useful in the context of national
development planning and, increasingly, in national accounting to provide more
balanced, inclusive measures of national wealth and well-being.
It is also worth noting that, for various conservation investment stakeholders,
biodiversity indicators are essential to aid evaluation of the impact and success of
conservation investment actions (Stephenson et al. 2015).
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12.2 Developing Indicators
Developing indicators successfully involves a number of steps. A useful tool for
this process is the biodiversity indicator development framework (Fig. 12.1). This
covers ten steps grouped into three areas: Purpose (actions needed for selecting
successful indicators), Production (steps essential to generate indicators) and
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12.2.1 Starting with the Question
How are good biodiversity observations turned into good indicators? The key, in
fact, is not to start with the data, but rather with the question that decision-makers
need answering. Such questions can be framed in the context of explicit policies,
plans, goals and targets. Are we on track to meet a particular target? Is our policy
moving things in the right or wrong direction? These questions determine the kinds
of indicators required and the kinds of data needed to produce them.
Once the key questions are defined, it is possible to consider which metrics
would most adequately address these questions and what the most robust methods
would be to deliver those metrics. It is also important to consider how they would
be interpreted and what possible misinterpretation or bias might result.
12.2.2 Then Find the Data
Whilst the theory of indicator development appears straightforward, there are often
significant challenges, with data availability (in particular consistent trend data with
reliable baselines) being one. As an example, during the fourth round of national
reporting to the CBD in 2010, Parties were encouraged to use indicators and yet few
presented data or figures as part of their storylines. When surveyed, almost half of
respondents indicated that they did not have, or did not know whether their country
had, indicators relevant to the CBD (Bubb 2013).
This may not be the full story—many countries may have other sources of data
that are not recognised or readily available. For those countries that did report
national indicators, only 15 % noted that source data was primarily obtained from
dedicated biodiversity monitoring systems. It was far more common for data to be
sourced from monitoring systems developed for other purposes and from other
sectors (such as forestry, agriculture or fisheries), or from academic research, sur-
veys and assessments (recognising that one-off, time-bound studies are more useful
in assessment processes than for indicators). Around 10 % obtained data from
external, regional or global sources (Bubb 2013).
This illustrates an important point. Mobilising such existing data, which may
come from a wide range of different types of organisation including universities,
NGOs, government agencies and the private sector, and from a range of sectors, can
be a practical first step (see Box 12.1 for an international example). A number of
countries which were hitherto lacking biodiversity indicators have subsequently
used this approach to develop national biodiversity indicator reports.
Box 12.1. From Ground Zero to an Indicator for Biological Invasions
When the 2010 Biodiversity Target was set calling for an indicator of trends
in invasive alien species there was no obvious option at hand. At the time
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there were no invasion indicators that had been developed for reporting at a
global scale (Genovesi et al. 2013). There were many sources of information,
but no collated body of data with global coverage on which species were
where, and what impact they were having, particularly not for a range of
taxonomic groups (McGeoch et al. 2012). Apart from many local case studies
and a few regional ones (notably for Europe) there were also very few data on
changes in the numbers of species threatening biodiversity over time.
The solution was to tackle the problem from three angles (McGeoch et al.
2010). First, using an operational definition that distinguished alien from
invasive species (McGeoch et al. 2012), a stratified, random subset of
countries was chosen to calculate the number of invasive species per country.
This provided a robust, representative baseline measure of invasion pressure
on countries that can now be tracked over time. Second, the well-known
IUCN Red List Index (http://www.bipindicators.net/rli/2010; Butchart 2008)
was used to illustrate trends in the extinction risk of a subset of species
threatened by invasive species. Finally, information on policy trends relevant
to invasion was used to indicate how countries were responding to the
problem.
In sum, by using a combination of systematic data collation, adaptation of
an existing indicator, and data on policy trends, an informative indicator for
biological invasion was born.
Certain metrics can be used to create multiple indicators for different purposes,
as illustrated earlier for forest extent (see also Box 12.2). This demonstrates the
value and importance of focusing on the key metrics, or Essential Biodiversity
Variables (EBVs; Pereira et al. 2013) that, when cut in certain ways and/or com-
bined with ancillary data, can provide the most information on biodiversity change.
Indicators for many of the Aichi Targets can be derived from a relatively small set
of such metrics (Geijzendorffer et al. 2016; for an example, see Fig. 1.2).
Equally, where metrics can be standardised across scales, there is great potential
for efficiency. Although national priorities are generally to develop indicators for
specific national needs (including national goals and targets), there is a lot to be said
for exploring and enhancing harmonised indicator use as a means of (i) increasing
the availability of data for tracking progress towards broader scale, regional and
global goals and targets and (ii) unlocking the value of global data sets, such as
those in products derived from satellite remote sensing, for wider national use (Han
et al. 2014).
Box 12.2. Indicator Pragmatism: The Living Planet Index
The Living Planet Index (LPI) is a metric of aggregate change in vertebrate
population abundance over time in reference to a baseline year at which the
index is set at a value of 100 (Loh et al. 2005; Collen et al. 2009). It is built up
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from individual population time series sourced from published and grey lit-
erature. The global database currently runs into thousands of such time series,
and the index is calculated from a 1970 baseline to the current day.
The global LPI, like many other metrics used to underpin indicators
(Walpole et al. 2009) is not perfect. The data it is built upon are patchy both
taxonomically and geographically, being particularly rich in data from bird
populations and temperate regions (Collen et al. 2008, 2009), although the
construction of the index attempts to offset these imbalances.
Despite this, it has significant strengths as an indicator in a number of
ways. First, it taps into a vast resource of existing data, and so is cost
effective. Population abundance, for vertebrates at least, is one of the most
commonly collected measures, both in discrete, time-bound studies and from
continuous monitoring. Second, it tells a simple, easily understood message
of overall, aggregate change. The LPI has achieved prominence as a tool for
communicating global biodiversity change to the public via its central role in
WWFs periodic Living Planet Report (WWF 2012). Third, it can be cut in
various ways to answer different questions and provide indicators for different
policy targets. From the global dataset it is relatively simple to draw out
subset analyses, or cuts, of the LPI focusing, for example, on
wetland-dependent species (of relevance to the Ramsar Convention) or
migratory species (of relevance to the CMS) or harvested species (of rele-
vance to sustainable use and human wellbeing concerns). Fourth, it can be
improved with new data sources. Knowing where the data gaps are enables a
focus on filling those gaps, whether through unlocking more existing data or
by investing in new monitoring. Fifth, it can be applied in different settings
and different scales. A national LPI built from within-country studies of
population abundances of different species is simple and cost-effective to
construct. Moreover, the same approach can be applied to create an index of
aggregate change in habitat extent, as has recently been created for wetland
extent for the Ramsar Convention (Dixon et al. 2016).
In the same way, harmonising the use of metrics across policy contexts is not
only an efficient use of resources but also creates greater awareness and potential for
mainstreaming biodiversity into other development sectors. Globally, metrics of
forest change, fisheries, threatened species and protected area coverage have been
used to provide indicators in the context of both the CBD and the Millennium
Development Goals. Nationally, there are increasing efforts to incorporate ‘natural
capital’ (including biodiversity and ecosystem services) into national accounts
(King et al. 2015). The more that biodiversity data can be used in these contexts, the
greater impact it will have on decision-making.
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12.2.3 Trade-Offs and Compromises Between Data
Availability and Policy Needs
In an ideal world, data coverage would be universal, observations would be reg-
ularly repeated and the indicators derived would be tightly linked to the targets or
policy processes for which they were being used, so that even slight changes would
tell a decision-maker in a timely manner what action was required to keep things on
track. In reality, it is never this simple. Data are patchy in space, time and
thematic/taxonomic coverage. Even where gaps can be filled, detecting meaningful
(significant) change is not straightforward, ascribing causes and appropriate action
less so, and sustaining consistent data collection over the long term difficult to
resource. Moreover, policy targets are not always determined with suitable metrics
and indicators in mind, such that their interpretation and translation for monitoring
purposes can be difficult.
This does not mean, however, that we cannot develop useful indicators that
influence policy and action, if we remember that indicators are at heart a com-
munication tool, and if we are very clear about what they are communicating.
Consider the 2010 Biodiversity Target and the metrics used to track progress
towards it. The data were patchy and far from perfectly aligned to the needs of the
headline indicators (Walpole et al. 2009), but were able to tell a compelling story
around pressures, state and responses at global scale (Butchart et al. 2010) that
alerted people to a need for greater action and fuelled the debate that led to a more
comprehensive, explicit Strategic Plan for 2011–2020.
Part of the challenge for 2010 was the relatively late stage at which indicators
began to be considered. Although the 2010 Biodiversity Target was agreed in 2002,
the headline indicators were not agreed until 2006. Concerted effort to populate a
suite of indicators only took place in the last few years before the target deadline,
meaning that indicators had to be adapted from what was available (see Box 12.1
for an example of what was achieved). Post-2010 the need to develop indicators
early in the process, in tandem with targets, has been recognised. Yet we are still
largely retro-fitting indicators to targets rather than creating targets with indicators
in mind. Given that few of the Targets are quantitatively specific, indicators can
largely only communicate whether things are heading in the right direction or not
(Tittensor et al. 2014). This is still policy relevant, however, and of great value to
decision-makers in pointing to where things need particular attention.
Developing indicators can be a journey of gradual improvement. Even if existing
data quality and quantity are not optimal, using what we have can be a major
incentive to leverage governments, scientists and data providers to do better if it
stimulates scrutiny and debate about the robustness of the data and its suitability for
indicators in the context in which it is being used. This has the potential to stimulate
investment and improvement in both data and indicators. Indeed, within the
GEO BON community such scrutiny and investment has yielded innovate new
candidate indicators, based on several of the EBVs, that make use of state of the art
modelling techniques, large datasets and remote sensing (GEO BON 2015).
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The Biodiversity Indicator development Framework (Fig. 12.1) includes steps and
feedback loops concerned with testing and refining indicators in line with the policy
questions posed of them.
12.3 Beyond the Data—Partnerships and Other Enabling
Factors
Data gaps and limitations are not the only challenges for developing and using
indicators, so that focusing solely on improving observing systems will not guar-
antee more evidence-informed decision-making. A lack of funding and human
capacity particularly for data integration, analysis and reporting is a widespread
constraint, hindered further by a lack of awareness, interest, and political will (Bubb
2013).
The fact that data are often derived from multiple institutions signals the
importance of both a co-ordinating body and a functioning network or partnership
within a country. The BIP (see Box 12.3) is a global example of the kind of
partnership approach to indicator development that could be taken nationally, to
bring together the best data sources and providers covering the range of indicator
information needs. Most important, however, is a coordinating body, a national
office or institution responsible for co-ordinating analysis and communication of
biodiversity data (Bubb 2013). Many countries have government bodies for related
sectors such as fisheries, forests, etc., but not often for biodiversity as a whole.
Those which do, including China, South Africa, Brazil and Mexico, are able to
develop and report indicators regularly as an integral part of government processes.
It is also crucial to engage decision-makers from the outset. Whilst starting with
the question is key, having those asking the questions owning the process is equally
important. A key player in any network will be the government statistical office
which in adopting particular metrics signifies an official stamp of approval and
increases the likelihood of government use, as well as credibility and uptake more
widely beyond environment ministries and the biodiversity community.
Box 12.3. The Biodiversity Indicators Partnership
The CBD-mandated Biodiversity Indicators Partnership is a global initiative
to promote and coordinate development and delivery of biodiversity indica-
tors in support of the CBD, Multilateral Environmental Agreements (MEA),
IPBES, national and regional governments and a range of other sectors. The
Partnership brings together over forty organisations, including UN agencies,
NGOs, universities and research bodies, working internationally on indicator
development to provide the most comprehensive information on biodiversity
and related trends worldwide. The BIP was originally established in 2007 to
assist in compiling indicators to track progress towards the 2010 Biodiversity
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Target. This built on earlier work under the CBD to define ‘headline indi-
cators’ for the 2010 Target and of the wider academic community to explore
the state of the science of biodiversity indicators and to identify promising
avenues (Balmford et al. 2005 and related papers in the same journal special
issue arising from a Royal Society discussion meeting on “monitoring wild
nature for the 2010 target”).
The BIP partners provided a range of metrics focusing on biodiversity and
ecosystem service trends, pressures and threats, and responses. Some 31 time
series metrics were gathered. Not all of the CBD headline indicators were
populated (Walpole et al. 2009), but this still represented a large increase in
available data for the Third Global Biodiversity Outlook in 2010 compared to
its predecessor in 2007 prior to the formation of the BIP.
Post-2010, the BIP has reoriented to the Aichi Targets and a focus on
2020. The partnership is strengthening to include a deeper and a wider breath
of data providers. As a result, the BIP was able to deliver a first
indicator-based analysis of progress towards the Aichi Targets using a larger
number of time series metrics than in 2010 (Tittensor et al. 2014). The
partnership also serves to raise awareness of the Targets amongst the
observing community, creates links to other processes and agreements
requiring indicators, and provides opportunities to share global methods and
metrics with national governments and indicator practitioners to help develop
capacity and to harmonise across scales.
The BIP is a complementary mechanism to GEO BON. Whilst GEO BON
focuses on improving biodiversity observations that can be used in policy tools
such as indicators, the BIP focuses on compiling and delivering those indica-
tors for policy users. The two are mutually supporting and closely linked, with
several organisations participating in both networks. Individuals from each
network are also represented in the governance structures of the other.
12.4 A Word on Assessments
Indicators can be used in various ways and in various products, including assess-
ments. Whilst indicators tend to be thought of as relatively continuous monitoring
tools, assessments are more punctuated—one-off or periodic activities intended to
draw together the best available evidence with which to answer a set of specific
questions. In some cases these may focus on progress towards policy targets, as is
the case with the CBD’s periodic Global Biodiversity Assessment, which is heavily
based on indicators. In others they may be more focused on understanding past and
potential future change in a key thematic or sectoral field. The Millennium
Ecosystem Assessment is a good example—it amassed an evidence base to explore
how and why the world’s ecosystems and the benefits they provide to society have
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changed over time, and constructed some future scenarios of how the world might
look given certain broad policy choices. The International Assessment of
Agricultural Knowledge, Science and Technology for Development (IAASTD
2009) is another example of a global assessment designed to answer specific policy
questions, in this case relating to reducing hunger and improving nutrition in
socially and environmentally sustainable ways.
Since its inception in 2012, the Intergovernmental Platform on Biodiversity and
Ecosystem Services, IPBES, has provided a platform for delivering a range of
thematic, regional and global assessments related to biodiversity and ecosystem
services. In 2015, IPBES initiated, in response to requests from governments and
non-governmental stakeholders, a set of regional assessments of biodiversity and
ecosystem services in Africa, the Americas, Asia-Pacific, and Europe and Central
Asia, which will be using indicators drawing from observations. In 2016, IPBES
launched a global assessment which will draw information from the regional
assessments. It will be key to select observations and indicators which allow
comparisons among and within regions as well as aggregation at the global level.
Whilst assessments draw on diverse sources of information, spatio-temporal
biodiversity and ecosystem service metrics are an important element, not only for
revealing past trends and current status, but also, where these can be modelled, for
exploring plausible future scenarios (Collen and Nicholson 2014; Newbold et al.
2015). Yet, as with indicators, assessments can fail as a communication and
decision-making tool for reasons unrelated to the data and observations upon which
they are built.
Assessments tend to be ignored if they are not undertaken with sufficient user
engagement. In that regard they are best conceived of as a process rather than
purely as a product—the key messages, synthesis and technical and regional reports
commonly delivered by assessments are the culmination of, not the starting point
for, communication and engagement. Those assessments which have had the most
significant policy traction tend to be those that have had ‘client’ involvement from
the outset (often governments or intergovernmental bodies).
Examples:
• The 2010 Global Biodiversity Outlook (SCBD 2010), requested by Parties to
the CBD, contributed to renewed, more explicit, more tangible commitments
from the world’s governments in the form of the Strategic Plan for Biodiversity
2011–2020 SP including the Aichi Targets.
• The UK National Ecosystem Assessment (2011), called for by the UK gov-
ernment, provided a significant part of the information base for England’s
Natural Environment White Paper, 2011, which included commitments to invest
in ecosystem services and natural capital locally whilst exploring means to
embed natural capital into accounting processes nationally.
Assessments with a clear audience who are shaping the questions it asks and
who feel part of the process get noticed. It also helps to have policy champions in
government (and preferably beyond the environment sector) who can open doors
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and help to ‘sell’ the assessment to a broader or more influential audience.
Assessments that are built into (or align correctly with) planning processes also
have greater impact since this ensures that their findings are delivered at the right
time when they can be used in new or revised policy.
12.5 Summing up
12.5.1 Take Home Messages
This chapter has considered how biodiversity and related observations generated
and curated using the kinds of methods, structures and processes promoted by
GEO BON and described elsewhere in this book, may be used within
policy-making processes to influence decisions that impact on biodiversity, with a
particular focus on indicators. Packaged and communicated in the right way,
information on biodiversity change can have real policy impact regardless of scale.
Successful examples all rely on the kinds of engagement between scientists/data
providers and policymakers described in this chapter, using data to provide a ser-
vice to decision-makers, with the process and delivery mechanism defined with and
by those decision-makers. Indicators, and assessments, are potentially very pow-
erful policy tools, but in all cases it is crucial to begin with the questions, not the
data and to ensure policy-maker buy-into the process. When it comes to the data, a
lot can be achieved by first using what is there with an eye to how it can be
improved and important gaps filled. This may be by mobilising currently inac-
cessible existing data before investing in new observing systems, and can involve
multiple partners from a range of fields. Nevertheless, however good the data,
information management can be a major bottleneck to progress in delivering timely,
relevant and comprehensive products; ensuring adequate co-ordination of the
process and management of the data, often through a centralised body, should not
be overlooked.
12.5.2 Where to Go for More Information and Support
• The BIP provides various resources via its website www.bipindicators.net,
including guidance documents, indicator fact sheets and national case studies as
well as the Aichi Targets Passport, an annual indicator update also available as a
smart phone app.
• The CBD (www.cbd.int) and the NBSAP Forum (www.nbsapforum.net) both
include resources for planning, including data and indicator use.
• IPBES and Future Earth both have working groups focusing on data, monitoring
and indicators, the latter helping to define the scientific criteria for indicator
development.
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• NatureServe have developed a Biodiversity Indicators Dashboard (http://
dashboard.natureserve.org) which showcases how global datasets can be dis-
aggregated for national use, utilising creative visualisation methods to bring the
data alive.
• GEO BON includes a cross-cutting working group on indicators, which draws
representation from each of the other GEO BON working groups, as well as
additional membership from relevant organisations and individuals worldwide.
The group’s objectives include:
(a) Ensuring the GEO BON community of practice is aware of and able to
respond to user needs, both in terms of information to support indicators
and capacity to generate such information, at national, regional and global
scales,
(b) Incorporating biodiversity information and analyses from GEO BON into
indicator-based policy products designed and delivered to meet user needs,
(c) Linking GEO BON to existing initiatives that improve information delivery
to policy users, such as the Biodiversity Indicators Partnership (BIP), and
(d) Helping to communicate the value of GEO BON to end users.
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Chapter 13
Case Studies of Capacity Building
for Biodiversity Monitoring
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Abstract Monitoring the status and trends of species is critical to their conser-
vation and management. However, the current state of biodiversity monitoring is
insufficient to detect such for most species and habitats, other than in a few localised
areas. One of the biggest obstacles to adequate monitoring is the lack of local
capacity to carry out such programs. Thus, building the capacity to do such
monitoring is imperative. We here highlight different biodiversity monitoring
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efforts to illustrate how capacity building efforts are being conducted at different
geographic scales and under a range of resource, literacy, and training constraints.
Accordingly, we include examples of monitoring efforts from within countries
(Kenya, France, and China), within regions (Central America and the Arctic) and
larger capacity building programs including EDGE (Evolutionarily Distinct and
Globally Endangered) of Existence and the National Red List Alliance.
Keywords Monitoring capacity building  Citizen science and volunteers  Key
biodiversity areas  Public awareness raising
13.1 Introduction
Monitoring the status and trends of species is critical to their conservation and
management. However, the current state of biodiversity monitoring is insufficient to
detect such for most species and habitats, other than in a few localised areas. One of
the biggest obstacles to adequate monitoring is the lack of local capacity to carry
out such programs. Thus, building the capacity to do such monitoring is imperative.
The capacity building needed includes finding stable lead institutions with adequate
funding and staff, and the training of local personnel in the development of new
programs of biodiversity monitoring where gaps currently exist and linking together
existing and planned observation systems around the world (Henry et al. 2008). In
addition, common technical standards among all monitoring efforts are needed,
such that data from the huge variety of national monitoring programs, regional
biodiversity observation networks (RBONs), and global non-governmental organ-
isations (NGOs) can be combined into coherent data sets that allow the assessment
of status and trends of biodiversity across the world (Hoffmann et al. 2014).
However, it is clearly unrealistic to attempt simultaneous monitoring of all species
in all places. Therefore, the first step is to identify and focus on topical priorities for
a given monitoring effort (e.g., species or habitats of special concern) to determine
where to focus initial programs. These efforts can then be subsequently comple-
mented by other local, national and regional monitoring activities determined by
national responsibilities (e.g., Schmeller et al. 2008a, b, 2012) or topical priorities
(Henle et al. 2013).
In this chapter we highlight different biodiversity monitoring efforts to illustrate
how capacity building efforts are being conducted at different geographic scales and
under a range of resource, literacy, and training constraints. Accordingly, we
include examples of monitoring efforts from within countries (Kenya, France, and
China), within regions (Central America and the Arctic) and larger capacity
building programs including EDGE (Evolutionarily Distinct and Globally
Endangered) of Existence and the National Red List Alliance, which are capacity
building frameworks similar in structure to Group on Earth
Observations-Biodiversity Observation Network (GEO BON).
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13.2 Building Monitoring Capacity at the Country Scale
13.2.1 Kenya
Northern Kenya is a region of high biodiversity conservation value. It is a hotspot
of mammalian diversity in Africa and is critical habitat for several endangered and
threatened large mammal species. This region is largely under tribal communal
tenure, and the rich flora and fauna of the region are threatened by heavy and
continuous grazing by domestic livestock, which has caused moderate to severe
land degradation over large areas (Georgiadis et al. 2007).
Several NGOs, the largest of which is the Northern Rangelands Trust (NRT),
have been working to promote wildlife conservation and better land stewardship in
this region. In 2008, NRT and other scientists developed a simple protocol useable
by community members to monitor rangeland condition, which, in turn, determines
the amount and quality of forage for wildlife. These methods were based upon
pastoralists’ traditional knowledge and monitoring practices that were also be
scientifically defensible. Through a series of conversations at which the NGOs,
scientists, and community members were present, all participants agreed that the
indicators currently used by pastoralists to make management decisions were
insufficient, as they were largely focused on livestock condition and grass condi-
tions affected by rainfall. All agreed that a new protocol was needed to capture
information about long-term (>3 year) trends in rangeland functionality. However,
these methods would need to be simple so that they could be learned and used by
community members with low literacy.
With support from the United States Agency for International Development
(USAID-East Africa), a team of scientific experts was assembled, as well as a
diverse advisory panel, to guide this project. This team conducted focus group
interviews with community members representing the Maasai, Samburu, Borana,
Afar, and Karyu ethnic groups in Kenya and Ethiopia. In these interviews,
researchers asked community members to describe the changes in their rangelands
they had observed over the last several decades. The responses were markedly
similar across diverse social and ecological contexts: increased bare ground,
decreased perennial grasses, increased woody vegetation, and increased soil ero-
sion. These observations also matched the general indicators of degradation that
have been observed by scientists working in rangelands around the world.
Researchers then used this traditional knowledge to adapt an existing set of
rangeland monitoring methods (originally developed and thoroughly tested in the
western United States) for the East African context. Notably, the US methods were
simplified by basing them on a stick 1 m long (rather than measuring tapes or other
manufactured tools) and created a single graphical data sheet on which data could
be collected by circling icons. The intent was that these methods could be used by
people who could not read or write but could count and recognise simple icons
(e.g., a picture of a shrub representing a sample point with shrub cover).
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At the same time, it was agreed with NRT and other partners that a person with a
higher level of education would assist with the design for data collection (e.g.,
selecting sites and deciding upon number of replicates), training of the pastoralists,
and the analysis and interpretation of results. To guide this process, a 50+ page
manual was developed to explain the core methods, as well as the key steps to
designing, implementing, and describing results from a monitoring program to the
communities. This guidebook included numerous photos and graphics to illustrate
messages in an accessible format.
The first version of the data collection protocol and the guide book were then
subject to rigorous and critical feedback from a diverse community of development
and conservation practitioners, community members, and scientists through written
feedback, a round-table discussion, and field testing of the methods. Following this
process, the data sheets were modified to eliminate some areas of confusion. The
guidebook was expanded to a 100 page document with additional case studies and
appendices. In 2010, Version II of Monitoring Rangeland Health: A Guide for
Pastoralist Communities and Other Land Managers in Eastern Africa was printed in
full colour on plastic coated paper to provide a durable and appealing product.
Following release of the printed product, several training sessions were held for
the staff of NRT and other key partner organisations. These ‘train the trainer’
sessions helped to further identify areas of confusion and ensure that the senior staff
members were competent in the core field methods (Fig. 13.1).
Guidance was also provided to NRT senior staff as they decided upon a design
for their monitoring program. They were then accompanied to the field when they
introduced the new monitoring methods in the initial five communities. The NRT
Fig. 13.1 Training sessions of the Northern Rangelands Trust in Kenya. Source Jayne Belnap
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staff trained and supervised community members to collect data, while members of
the development team were present to answer any additional questions and observe
issues that arose as these methods were implemented in diverse field conditions.
After one year of using these methods, senior NRT staff returned to the devel-
opment team to discuss possible further simplifications to the core data collection
protocol. In their experience, certain data were confusing to collect and certain other
data were not necessary to answer the management questions set out by community
managers. Some of the simplifications requested were easy to agree upon based on
their objectives, while others were considered oversimplifications by the scientific
team. Through an extended conversation, new, streamlined protocols that all parties
could agree upon were developed and the data sheets modified accordingly
(Fig. 13.2).
The NRT staff were very pleased with this product as a data collection tool that
could be used by community members, but remained concerned that outside “ex-
perts” would be required to analyse and interpret long-term trends, decreasing the
likelihood that these results would feed back into community decision-making.
They therefore asked for assistance in developing a simple Access database tool—
with the objective that a literate community member could enter the data into the
database and generate simple graphical reports (e.g., trends in key indicators, such
as perennial grass cover, over time and over sites). The development team has since
been working with NRT staff and a hired database developer to create this tool.
Fig. 13.2 Data collection sheet developed by the Northern Rangelands Trust in Kenya. Source
Jayne Belnap
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13.2.2 France
To a large extent, biodiversity monitoring in France depends on Citizen Science and
thus its success depends on the efficacy of project implementation at a national
scale. France has many small national NGOs (e.g., French Bird Life group Ligue de
Protection des Oiseaux with about 40,000 members), and these NGOs alone were
not able to launch an ambitious national monitoring initiatives. Thus, success of the
national effort required a larger institution that could lead and coordinate these
smaller efforts. Fortunately, the French National Museum of Natural History
(MNHN) was and is able to perform this role. In addition, this research institution is
under Ministries who are officially designated role to document the state of bio-
diversity in France. Therefore, the success of the national monitoring effort in
France required both building capacity among the smaller NGOs, as well as a
government institution with stable funding and staff to provide a common moni-
toring framework.
Integrating the individual Citizen Science-driven monitoring programs started
with MNHN hosting the bird ringing project, a very successful a partnership
between professional researchers and volunteers. The MNHN also launched a
classical Breeding Bird Survey (BBS), again using the Citizen Science provided by
the smaller NGOs [together, these formed the STOC (Le Suivi Temporel des
Oiseaux Communs − Vigie Nature = Temporal Survey of Common Birds) pro-
gram]. Several factors facilitated the success of these schemes: (1) coupling the
BBS to the already-existing ringing efforts; (2) focusing on common birds, thus
avoiding an overlap with other projects concerned with all species (and thus pro-
portionally more rare species); (3) the concomitant emergence of biodiversity
indicator based monitoring schemes, based on Mean Species Abundance, (e.g., the
Breeding Bird Survey), ensuring considerable political interest in these schemes,
and (4) this effort coincided with citizen science becoming fashionable in France.
With the success of the national bird monitoring effort, two new schemes were
put in place to develop capacity for monitoring other taxa. The first was based on
the same logic as the Breeding Bird Survey: training and motivating skilled ama-
teurs to collect data following a protocol and a sampling design for butterflies, bats
plants, and dragonflies. The second program was developed to train and coordinate
efforts of the general public to monitor garden butterflies and snails, bumblebees,
birds, flower-dwelling insects, and wild plants in cities. All these schemes are
coordinated by the same scientific team based at the MNHN, but each also relies on
a specific NGO partner, which is dedicated to the success of the (specific) partic-
ipant network. The NGO partner trains participants, ensures that each new scheme
capitalises directly on preceding experience to maximise the chance for joint data
analysis, and coordinates all efforts with MNHN. Several characteristics have made
this effort an outstanding success: (1) different monitoring schemes for different
species groups were integrated from the beginning, (2) the same research group was
involved in citizen science schemes for both skilled amateurs and the general
public, (3) strong involvement of researchers in designing citizen science projects
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maximised the chances that the future database will allow sophisticated and robust
statistical analyses of the large datasets and (4) development and training of per-
sonnel in the use of technology to facilitate reliable data where detection or iden-
tification is difficult (e.g., ultrasound recording for bats, photography for spiders and
flower-dwelling insects). Combined, such an organisation is very cost-effective, as
researchers are keen to commit themselves to such projects to ensure good quality
data.
Three additional planned projects will expand the span of national biodiversity
monitoring through citizen science. The first is to implement more experimental
approaches in addition to simple counts. This opens scientific opportunities while
keeping participants motivated to participate by offering renewed ways of looking
at biodiversity. The second project expands citizen science to primary and sec-
ondary schools. Together with educational staff, students will collect ‘real’ data
(i.e., using the same protocol as the general public) during school time (i.e., as part
of the official school program). The ultimate target is for half of French children to
experience citizen science at least once during their schooling. A third project is to
work with farmers, encouraging them to monitor biodiversity on their farms, an
approach that worked well with 400 farmers in the first year of its existence.
Working with local farmer organisations was essential in this effort, but the com-
bined launched of this project with the MNHM guaranteed its integrity and
longevity.
13.2.3 China
The first ecological research station was developed in China in 1978. In 1988, the
China Ecosystem Research Network (CERN) was established by the Chinese
Academy of Sciences. It includes 39 research stations that include ecosystems as
diverse as farmland, forest, grassland, desert, marsh, lake, ocean, and cities. At each
station, the structure, function and dynamic patterns of the ecosystem, as well as
abiotic measures, is recorded. In 2003, the China Forestry Ecosystem Research
Network (CFERN) was established, followed by the China Wetland Ecosystem
Research Network (CWERN) and the China Desert Ecosystem Research Network
(CDERN). In 2005, CFERN, CWERN, and CDERN were combined to form the
China National Ecosystem Research Network (CNERN). In addition to CNERN,
the Ministry of Agriculture also launched the China National Grassland Resource
Monitoring project (CNGRM) in 2005. CNGRM focuses on the monitoring of
vegetation growth, productivity, and utilisation, as well as the effects of disaster
conditions and construction projects on biodiversity. Planning, establishing, and
running such a large network of sites has required stable institutions and funding to
build the needed scientific capacity to organise and guide this effort, as well as to
recruit and train volunteers to help with data collection. For example, in 2012, over
4500 volunteers and professionals were trained and organised to measure 8000
plots in over 450 counties in 23 Chinese provinces. Most of the field workers were
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technical staff of local administrations, complemented by students from agricultural
universities.
While ecosystem level monitoring has been on-going for some time, species
level monitoring networks were established in 2005. These have included a coastal
waterbird project, covering nearly all the wetland sites along coastal areas of the
East and South China Sea (Fig. 13.3), utilizing about 150 volunteers. In 2011, the
Nanjing Institute of Environmental Sciences, under the umbrella of the Ministry of
Environmental Protection of China, began a bird and amphibian monitoring effort.
Again, this project was planned, developed, and coordinated by scientists, but the
field surveys were conducted by workers from colleges, research institutes, muse-
ums, and other organisations that were recruited and trained by the scientists.
Despite these efforts, more biodiversity monitoring is needed at the national
level, covering major ecosystems and indicator species, to better understand the
status and trends of biodiversity in China. In 2014, the Ministry of Environmental
Protection of China began developing a biodiversity monitoring network. Based on
the existing organisations and frameworks, this effort will start with further
development of a bird and amphibian monitoring network (Fig. 13.3). However,
the end goal is a comprehensive national monitoring scheme that covers mammals,
birds, reptiles, amphibians, fishes, and vascular plants, with a special focus on
endangered species. Thus, similar to France, successful monitoring efforts in China
Fig. 13.3 Distribution of biodiversity monitoring sites in China for a the coastal wetland
monitoring scheme of China, b the breeding bird survey of China, c the wintering water bird
survey of China, and d the amphibian monitoring sites of China. Source Cui Peng
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have relied on a stable source of funding (e.g., the government) and the scientific
expertise needed to plan, develop and execute successful monitoring protocols, as
well as to recruit and train volunteers for data collection.
13.3 Building Monitoring Capacity at the Regional
to National Scale
13.3.1 Pan-Arctic
Arctic ecosystems and the biodiversity they support are experiencing growing
pressure from various stressors (e.g., development, climate change, contaminants).
However, established research and monitoring programs have remained largely
uncoordinated, and therefore lack the ability to effectively monitor, understand and
report on biodiversity trends at the pan-Arctic or regional scale (MA 2005). The
maintenance of healthy arctic ecosystems is a global imperative, as the Arctic plays
a critical role in the Earth’s physical, chemical and biological balance.
A coordinated and comprehensive effort for monitoring Arctic ecosystems is nee-
ded to facilitate effective and timely conservation and adaptation actions.
While all Arctic states, as well as a number of non-Arctic states and organisa-
tions, conduct monitoring of various elements of Arctic biodiversity, the lack of
coordination has limited their geographic, thematic, and temporal scope and are not
evenly spread across the Arctic. In particular, northern areas of Canada, Greenland
and Russia have very limited biodiversity monitoring, whereas areas in northern
Scandinavia, the Bering Sea, Aleutian Islands and Iceland have relatively intense,
on-going biodiversity monitoring (Fig. 13.4) and in many cases, long-term datasets.
Given that the area in question is 32 million km2 (three times the size of Europe)
and is comprised of largely remote and extreme ecosystems, it is not surprising that
current biodiversity monitoring efforts are seen as inadequate. Indeed, recent issues
regarding state finances and priorities have made it more difficult to sustain even
existing efforts.
The current situation facing the Arctic demands a well-designed, scaled,
pan-arctic, ecosystem-based approach that not only identifies trends in biodiversity,
but also identifies underlying causes of these trends. It is critical that this infor-
mation be made available, as plans for adaptation and mitigation need development,
which ultimately depend on rigorous, integrated and efficient monitoring programs
that have the power to detect change within a ‘management’ time frame.
To meet these challenges, the Conservation of Arctic Flora and Fauna (CAFF)
Working Group of the Arctic Council launched the Circumpolar Biodiversity
Monitoring Program (CBMP) in 2005. The CBMP is working with over 80 global
partners in building the capacity to expand, integrate and enhance existing Arctic
biodiversity monitoring efforts, thus facilitating more rapid detection, communi-
cation and response to significant trends and pressures. It is strategically linked to a
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number of international conventions and programs including the Convention on
Biological Diversity (CBD), UNEP’s Biodiversity Indicators Partnership and is one
of four recognised regional Biodiversity Observation Networks of the GEO BON
initiative. In order to connect the diversity of biodiversity observing networks, such
as scientific field stations, community-based monitoring programs, theme-based
monitoring networks (e.g., caribou) operating at different scales across the Arctic,
the CBMP is establishing four Expert Monitoring Groups representing major Arctic
themes (Marine, Freshwater, Terrestrial and Coastal). Each group, representing a
diversity of disciplines, is tasked with developing and implementing pan-arctic
integrated biodiversity monitoring plans with a focus on harmonizing existing
monitoring networks and methodologies, as well as rescuing and aggregating
existing data to establish historical baselines. To date three (Marine, Freshwater and
Terrestrial) monitoring plans have been developed and are being implemented. To
facilitate effective reporting and data management, the CBMP has developed a
number of headline indicators targeting CBD 2020 Targets (McRae et al. 2012) as
Fig. 13.4 Distribution of population time series data across the Arctic, 1951–2010. The number
of populations per location is indicated by colour. The red line indicates the core area of the
Circumpolar Biodiversity Monitoring Program. Source Arctic climate impact assessment (2005)
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well as a web-based data portal (Arctic Biodiversity Data Service www.abds.is;
http://www.youtube.com/watch?v=ONdmmIcuqNE) that is improving metadata
and the discovery, access, and interpretation of data to bridge the science-policy
gap. The output from the CBMP biodiversity monitoring plans is being used to
populate both the ABDS and headline indicators which, in turn, are being translated
into policy-targeted reports sub-national, national and regional (e.g., annual Arctic
Report Cards http://www.arctic.noaa.gov/reportcard/index.html) in scope to facili-
tate more timely and effective decision-making.
The CBMP’s approach with regard to developing the pan-Arctic monitoring
plans is to first identify the sub-national, national, and regional reporting mandates
of governments relevant to biodiversity. Implementation of the monitoring plans
will only be sustained if they can provide information that supports these mandates.
The next steps are to (1) develop conceptual models of the ecosystems/biomes in
question and through an iterative process, (2) identify the priority focal ecosystem
components (FECs) and processes that should be monitored, (3) identify the bio-
diversity variables (e.g., attributes) and specific parameters for these FECs that
should be measured, and (4) identify common methodological approaches and
sampling frameworks for measuring these parameters. In most cases, these moni-
toring plans focus on ways to harmonise existing methodologies and data, rather
than standardise them, as many monitoring networks have been using particular
methodologies and data standards for many years and are unlikely to change their
approach. Where new variables are proposed, an opportunity to adopt a specific
methodology and standard is available and recommendations are made.
The implementation of these monitoring plans will then involve building
national or thematic teams that allows for a hierarchical and efficient approach to
connect to the many monitoring networks and practitioners operating at different
scales across the Arctic. The resulting data will be mostly managed within existing
national biodiversity data centres which the ABDS can access via the Internet. This
will provide an efficient means to access the most up to date information on various
aspects of Arctic biodiversity status and trends. The development of the CBMP
grew from a concept team of ten in 2005 to over 80 organisations representing
hundreds of scientists and local resource users around the Arctic in 2013 with a
concurrent ten-fold increase in its budget over this time-span.
13.3.2 Central America
Key Biodiversity Areas (KBAs) are sites of global importance for conservation of
biodiversity. As an important tool in conservation planning, these areas are con-
sidered critical for the persistence of one or more globally threatened species and
are identified using simple standardised occurrence data (Eken et al. 2004). This
approach has been modified to identify important sites for different taxonomic
groups, such as important bird areas (developed by BirdLife—www.birdlife.org);
plant areas (Anderson 2002), butterfly areas (van Swaay and Warren 2003), or for
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specific biomes (e.g., freshwater key biodiversity areas; Darwall et al. 2011). This is
an international effort currently led by the International Union for the Conservation
of Nature (IUCN).
This same process is also being used at the national scale. In Central America,
the NGO Conservation International identified a local partner institution in each of
the seven countries and built up their capacity to identify KBAs in each country.
This required gathering occurrence data for species assessed as Vulnerable,
Endangered, or Critically Endangered by the IUCN Red List, using as many
sources as possible globally. This, in turn, provided each country with a more
complete set of records for species of interest. With the help of Conservation
International, each institution involved then defined the KBAs for these species,
while also defining monitoring objectives. All collected information is entered into
a global database—the World Biodiversity Data Base, currently managed by
BirdLife International—and shared with the relevant authorities of the different
countries and regional bodies (e.g., Central American Commission for the
Environment and Development).
13.4 Building Monitoring Capacity at the National
and Global Scales
13.4.1 International Union for the Conservation of Nature
Programs
The IUCN Red List of Threatened Species is arguably one of the most important
tools for global nature conservation. It facilitates the flow of biodiversity infor-
mation from the point of data collection to policy- and decision-makers around the
world, and drives research into biodiversity conservation. However, such lists at the
national scale are also needed and this will require capacity building within each
country. The production of National Red Lists is gaining momentum (Miller et al.
2007; Zamin et al. 2010), as they provide a valuable tool for national
decision-making and priority-setting for conservation, while also aiding national
reporting against global biodiversity targets such as the Aichi Biodiversity Targets
(Szabo et al. 2012). Integrating global and national Red List processes provides one
way in which we can dramatically increase taxonomic and geographic coverage of
the IUCN Red List (Rodriguez 2008), while national assessments can benefit
greatly from the expertise provided by the IUCN Red List in conducting species
assessments and utilising the data for maximum conservation benefit, thus building
capacity and filling gaps from global to regional scales and vice versa (see also
Schmeller et al. 2014).
Previous efforts promoting National Red Lists have primarily focused on the
establishment of an online resource for Regional and National Red Lists (see www.
nationalredlist.org). The website provides a hub for collating National Red Lists
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and Action Plans from around the world and at present holds in its online library
more than 140 National Red Lists and Action Plans from 33 countries. It also
contains a species database with more than 85,000 national assessments for over
60,000 species. This has also sparked gap analyses in the global coverage of
National Red Lists, which can help in prioritising funding for National Red List
development (Zamin et al. 2010).
While this centralisation has provided a good starting point for promoting
National Red Lists and Action Plans, information flows much more effectively if
regional hubs are established as well, again requiring the recruitment and training of
local personnel. Efforts have recently been made to formalise the development of
National Red Lists (NRLs) under the auspices of the ZSL and IUCN via the newly
created National Red List Alliance (NRLA). The Alliance builds on previous steps
taken at international congresses, e.g., the IUCN World Conservation Congress
2012 in Jeju, South Korea, to promote National Red Lists and seek discussion with
interested partner organisations. The efforts culminated in a workshop held at the
Zoological Society in London in 2013 to formalise the partnership. The aim of the
Alliance is to create a regional network of National Red List partners committed to
supporting the development and implementation of National Red Lists, with
members acting as focal points for National Red Lists. Initial regional hubs will be
established in China, Brazil and South Africa, all of which have at present a strong
presence in terms of National Red List development. It is hoped that the
strengthened network and the joint ownership of the National Red List website will
facilitate capacity building where needed as well as ensure the sharing of
national-level tools and data for compilation and analysis of National Red Lists,
promote the upload of additional species assessments to the National Red List
website, and promote sharing of resources for training and best practice for National
Red List development.
These programs show that in order to achieve a monitoring programme that is
global in coverage but sufficiently resolved spatially to allow national decision
making (Scholes et al. 2012), building networks with strong capacity is of utmost
importance. Networks function most efficiently via key individuals or institutions,
which are inter-linked with each other and which can act as regional hubs to interact
with many individuals/institutions at a more local level.
13.5 The Conservation Leadership Programme
and EDGE of Existence Programme
13.5.1 The Conservation Leadership Programme
An important aspect of building capacity is the training of young professionals. The
Conservation Leadership Programme (CLP—www.conservationleadership
programme.org) is an example of a partnership that has been training
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conservationists for over two decades and now has a broad network of alumni
around the world. The Zoological Society of London (ZSL) has also helped
establish a number of global networks for the purposes of monitoring and con-
servation, mostly through training conservationists in wildlife management
techniques.
13.5.2 EDGE of Existence Programme
The ZSL is also actively working towards conservation of evolutionarily distinct
and globally endangered (EDGE) species. As the reason most of the top 100 EDGE
species are generally ignored conservation is because they occur in countries where
the capacity for effective monitoring and conservation is lacking (primarily
developing countries). Hence, to conserve EDGE species, ZSL has developed a
grassroots capacity building program that focuses on training and supporting
aspiring in-country conservation scientists to establish larger-scale conservation
projects in which long-term monitoring of status and threats to EDGE species and
their habitats will be a major component. This is accomplished by providing two
years funding to study a priority EDGE species, attend regional training courses,
study online modules in relevant topics, receive one-to-one support from a scientific
advisor based at ZSL or a partner organisation, and at the end, attend a two-week
conservation leadership course that includes modules on leadership and manage-
ment, project planning, monitoring and evaluation, facilitation and conflict reso-
lution, communication skills, proposal writing, and writing for publication, as well
as technical one-to-one clinics to help with analysing data and writing up the results
of their Fellowship projects (for details on the fellowship, see www.
edgeofexistence.org/conservation/become_fellow.php). To date, EDGE has sup-
ported 41 EDGE Fellows focusing on 39 EDGE species in 26 countries since 2007,
with 97 % of the Fellows still working in conservation and research. These early
successes of the EDGE of Existence program suggest that targeted funding and
training of key individuals can help to build lasting networks for conservation. The
approach taken here is via a structured Fellowship program, although this approach
can easily be adapted to target key institutions in key countries to expand the global
biodiversity monitoring network.
13.6 Cross Cutting Lessons from Capacity Building
Efforts
The need to monitor biodiversity is becoming increasingly apparent to scientists,
the public, and policy makers around the world. However, because the highest level
of biodiversity is located in developing countries where funding, biodiversity
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institutions and formal skills may be limited, capacity building is especially urgent
in these regions. Whereas each nation and region has its specific challenges in
meeting this need, there are several cross-cutting lessons that can be learned from
past and current efforts. These include: Identify a well-known organisation with a
stable source of adequate funding and staffing to design and implement the mon-
itoring program. This may be a governmental organisation, a network of NGOs, or
other groups. Where possible, this organisation should already have an established
network throughout the region.
• Develop and maintain a simple, efficient internal organisational structure with
roles of team members clearly defined;
• Include people of influence (‘champions’) within national governments and
funding sources in the program’s governance structure;
• Utilise a close partnership among practitioners, NGOs, and scientists in
designing and implementing the monitoring program. Identify talented and
driven individuals and key institutions to receive training or take part in the
monitoring network. Include a mix of young and senior experts in the design
and implementation of the program components to ensure program integrity and
continuity;
• Develop a very focused and detailed implementation plan that is closely adhered
to during the development of the program;
• Focus on harmonizing existing monitoring capacity and information to increase
statistical power and cost-efficiencies, rather than attempting to impose new
standards on existing programs or developing new monitoring programs;
• Ensure a reasonable allocation of funds for data management, analysis and
reporting as well as on communications (program promotion) and fundraising;
• Ensure outputs are relevant to both decision-makers and funders while main-
taining scientific integrity, the latter achieved through having engagement with
not only scientists and local peoples, but also decision-makers and funders in the
program design;
• Heighten public interest and concern to increase funding opportunities;
• Start small and build support for the program through the promotion of early
results that showcase the value-added gains for scientists and decision-makers in
coordinating and scaling existing biodiversity monitoring efforts;
• Develop a program ‘brand’ that positions the program as the source for credible
information on biodiversity monitoring for the region and one whose endorse-
ment is sought after by other monitoring networks;
• Practice regular communication from conception through design, implementa-
tion, testing, and refinement of the monitoring effort. This iterative process is
key to building trust between the scientific development team and the intended
audience of practitioners;
• Where possible, integrate efforts with an international political body that can
provide a more formal mechanism and mandate for engaging scientists, local
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peoples and other monitoring networks and coordinate or take advantage of the
publicity associated with other events, such as the International Polar Year of
2007/08;
• Provide continuing support and mentorship to individuals and organisations
involved in the monitoring effort, especially in developing countries.
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