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Abstract
By introducing a new norm which is equivalent to the usual norm in the phase space, we prove that for
n-dimensional second order dissipative lattices of coupled oscillators with external periodic forces under
Dirichlet, Neumann and periodic boundary conditions, if the system is bounded dissipative and the coupled
coefficients are both large enough, the asymptotic synchronization will occur. And we give a concrete
bounded dissipative second order lattices system. Our results show that the bounds of the difference between
the components of any solution are directly proportional to mn/2 and inversely proportional to the coupled
coefficients, where m is the mesh size and n is the space dimension of lattice points.
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1. Introduction
Recently, various properties of the solutions for lattice dynamical systems have been studied
by many authors, lattice systems arise in many applications, for example, in chemical reaction
theory [10,15,18], image processing and pattern recognition [9,12], material science [6,14], biol-
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1112 J. Ma et al. / J. Math. Anal. Appl. 322 (2006) 1111–1127ogy [5,16,17], electrical engineering [7], laser systems [11], etc. They possesses their own form,
but in some case, they arise as spatial discretizations of partial differential equations. Afraimovich
et al. in [1,2] and Chiu et al. in [8] have discussed the asymptotic synchronization in a lattice
system that can be regarded as a model of coupled nonlinear oscillators, and Zhou in [20] has
considered the global attractor for the lattice systems as the spatial discretizations of correspond-
ing wave equations and reaction–diffusion equations.
We consider the asymptotic synchronization in the following n-dimensional second order
coupled lattice dynamical system:
u¨i + c1(Au˙)i + c2(Au)i + ki u˙i + αiui = fi(ui, u˙i)+ gi(t), (1.1)
where i = (i1, i2, . . . , in) ∈ Znm, Znm = Zn ∩ {1 i1, i2, . . . , in m}, ki > 0, αi , c1, c2 are con-
stants, gi(t) is a continuous T -periodic function on R, fi(ui, u˙i) ∈ C1(R × R,R), fi(0,0) = 0,
u = (ui)i∈Znm is the vector with the components ui and it can be ordered as the following form of
1-dimensional vector in Rmn :
u = (u(1,1,...,1), u(2,1,...,1), . . . , u(m,1,...,1), . . . , u(1,m,...,m), u(2,m,...,m), . . . , u(m,m,...,m))T
= (u1, u2, . . . , uν, . . . , umn)T ∈ Rmn,
where ν = i1 +m(i2 − 1)+ · · · + mn−1(in − 1), 1 i1, i2, . . . , in m, u˙ = (u˙i)i∈Znm .
A is a positive definite symmetric matrix on Rmn with min{λs} = λ0 > 0, λM = max{λs}
for all λs ∈ σ(A), σ(A) denotes the set of eigenvalues of A, and (Au˙)i , (Au)i denote the ith
component of Au˙ and Au, respectively. For convenience, we can reorder λs as follows:
0 < λ0 < λ1  λ2  · · · λmn−1 = λM.
An example of A is A = −Δ, the negative discrete Laplace operator with Dirichlet boundary
condition which is defined as follows:
Dirichlet boundary condition (DB):
u(i1,...,ij−1,0,ij+1,...,in) = u(i1,...,ij−1,m+1,ij+1,...,in) = 0,
∀1 j  n and 1 i1, . . . , ij−1, ij+1, . . . , in m.
We introduce a parameter  in order to characterize the variation in the uncoupled terms in
(1.1), and we assume that
|ki − kj | , |αi − αj | ,
∣∣gi(t)− gj (t)∣∣ , t ∈ R. (1.2)
We are going to fix the constants ki , αi and gi satisfying (1.2), and consider the dynamical
system (1.1) as a function of the parameter c1, c2, which represents the magnitude of the coupling
between the individual subsystems.
Afraimovich et al. in [3] has given a rigorous definition of the synchronization, say, the cou-
pled system is synchronized if the difference between the components of any solution approaches
0 as t → ∞, and the coupled system is asymptotically synchronized if the difference between the
components of any solution becomes small as t → ∞.
Let
g(t) = 1
mn
∑
i∈Zn
gi(t), k = 1
mn
∑
i∈Zn
ki, α = 1
mn
∑
i∈Zn
αi .m m m
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δi = (k − ki)u˙i + (α − αi)ui +
(
gi(t)− g(t)
)
and f (u, u˙), G(t), δ are vectors in Rmn with the ith components fi(ui, u˙i), g(t), δi , respectively,
then (1.1) can be written as
u¨ + c1Au˙ + c2Au+ ku˙+ αu = f (u, u˙)+G(t)+ δ. (1.3)
Afraimovich et al. in [1] discussed the asymptotic synchronization in 2-dimensional coupled
nonlinear oscillators (i.e. n = 2) with external periodic forces under the Dirichlet boundary con-
dition by introducing two variable transformations where fi(u, u˙) = fi(ui), and pointed out that
the asymptotic synchronization will occur if the system is bounded dissipative and the coupled
coefficients c1, c2 are both large enough. Chiu et al. in [8] explored the results obtained by [1],
under Dirichlet, Neumann and periodic boundary conditions, following the technique of [1].
In this paper, we generalize the results of [1,2,8] by considering the n-dimensional system
(1.1) with three boundary conditions in [8]. A new technique following the idea of [20] is used
here. We introduce a new norm which is equivalent to the usual norm in the phase space, by
which the proof can be simplified greatly.
Moreover, we show that for the basic condition (c1, c2) ∈ W(a∗, b∗) (W(a∗, b∗) is defined
in Theorem 2.1), of those two constants a∗, b∗ are independent of the mesh size m and the
space dimension n, and in the gained upper bounds M/c2, M/c1, the constant M is directly
proportional to mn/2, and M = O(mn/2), when mn/2 → ∞.
We also generalize the system (1.1) where replacing fi(ui, u˙i) by a more general nonlinear
term fi(u, u˙) which, in physical sense, represents the ith node’s fraction relative to the speed and
position of the other nodes’ as well as its own. And in this case, a∗ will depend on the m and n
while b∗ is still independent of m and n.
Let a, b be two given positive constants, W(a,b) = {(a, b): c2  a, c1  c2b}, and for any
bounded set V ⊂ Rmn × Rmn , U(t, τ )V denotes the set of solutions (u(t), u˙(t)) of (1.3) which
satisfy (u(τ ), u˙(τ )) ∈ V. If there exists a bounded set ß ⊂ Rmn ×Rmn where ß is independent of
(c1, c2) ∈ W(a,b), such that for any (c1, c2) ∈ W(a,b) and any bounded set V ⊂ Rmn × Rmn,
there is a t1 = t1(c1, c2,V ,ß) such that U(t, τ )V ⊂ ß for t > t1, we say that (1.3) is bounded
dissipative in W(a,b).
Let π be the Poincaré map for (1.3), the map which takes the initial value at t = τ into the
value of solution at t = τ + T . If (1.3) is bounded dissipative, then there must exist a global
attractor of π denoted by Λc1,c2 , that is, Λc1,c2 is a compact invariant set such that the ω-limit
set of any bounded set belongs to Λc1,c2 (see [4,13,19]), so it is easy to see that there is a fixed
point of π on Λc1,c2 . Obviously, this fixed point corresponds to a T -periodic solution of (1.3),
and we denote it by (u∗(t), u˙∗(t)). We will assume
(H) There exist two positive constants a0, b0 which are independent of m and n, such that (1.3)
is bounded dissipative in W(a0, b0).
For any two elements u, v of Rmn , define bilinear form as
(u, v) =
mn∑
uivi, ‖u‖ =
√
(u,u). (1.4)i=1
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with the inner product (· , ·) and norm ‖ · ‖,
Rm
n = (Rmn, (· , ·),‖ · ‖),
then Rmn is a Hilbert space.
In the following sections, we will prove that under the hypothesis (H), the solutions of (1.3)
are asymptotically synchronized, and give an example of type (1.1) which is bounded dissipative.
2. Main result
Theorem 2.1. Under the hypothesis (H), there are two positive constants a∗, b∗ such that, for any
(c1, c2) ∈ W(a∗, b∗), and for any bounded set V ⊂ Rmn × Rmn containing all of the attractors
Λc1,c2 with (c1, c2) ∈ W(a∗, b∗), there is a positive constant M = O(mn/2), which is directly
proportional to mn/2, such that, for any (c1, c2) ∈ W(a∗, b∗), and for any solution (u(t), u˙(t))
of (1.3) with initial values in V , we have
lim sup
t→∞
∥∥u(t) − u∗(t)∥∥M/c2, lim sup
t→∞
∥∥u˙(t)− u˙∗(t)∥∥M/c1. (2.1)
Also ∥∥u∗(t)∥∥M( + |g|M)/c2, ∥∥u˙∗(t)∥∥M( + |g|M)/c1 (2.2)
and
lim sup
t→∞
∣∣ui(t)− uj (t)∣∣ 2M( + |g|M)/c2,
lim sup
t→∞
∣∣u˙i (t)− u˙j (t)∣∣ 2M( + |g|M)/c1, (2.3)
where |g|M = supt
∣∣ 1
mn
∑
i∈Znm gi(t)
∣∣
, and | · | denotes the absolute value of number in R.
From (2.3), we note that if c1, c2 are sufficiently large, then the difference between the com-
ponents of solutions with initial data in V can be made as small as possible for sufficiently
large t , that is, the system (1.1) are asymptotically synchronized. If  = 0, then the system (1.1)
is synchronized.
By (H), there are positive constants G1, G2 such that, for any (c1, c2) ∈ W(a0, b0), the com-
ponents of each solution (u(t), u˙(t)) of (1.3) with initial data in V satisfy∣∣ui(t)∣∣G1, |u˙i (t)|G2. (2.4)
By (1.2) and (2.4),
|δi | |k − ki ||u˙i | + |α − αi ||ui | +
∣∣gi(t)− g(t)∣∣
 1
mn
∑
j∈Znm
|kj − ki ||u˙i | + 1
mn
∑
j∈Znm
|αj − αi ||ui | + 1
mn
∑
j∈Znm
∣∣gj (t)− gi(t)∣∣
G2 + G1 +  = K1, (2.5)
where K1 = G1 +G2 + 1.
We assume below that (c1, c2) ∈ W(a0, b0) and the initial values start in V .
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For our purpose, we introduce a new product and norm. For any two elements u, v of Rmn ,
let us define a bilinear form as follows:
((u, v)) = ((ε2I − ε(c1A + kI)+ c2A + αI)u,v), ‖u‖2 =√((u,u)), (3.1)
where ε is a positive constant. We have the following lemma.
Lemma 3.1. There exist a1 > 0, b∗ > 0 such that for any (c1, c2) ∈ W(a1, b∗), there exists ε > 0
such that ((·)) and ‖ · ‖2 in (3.1) are the inner product and norm in Rmn , respectively. Moreover,
‖ · ‖2 in (3.1) and ‖ · ‖ in (1.4) are equivalent to each other.
Proof. For ∀s ∈ S = [0,mn−1] ∩ Z, set
ξs = c1λs + k  ξ0 = c1λ0 + k, ηs = c2λs + α  η0 = c2λ0 + α
and choose b∗ = max{b0,2/k} and if α > 0, choose a1 = k√α/λ0, else choose a1 = −2α/λ0. It
can be proved that for any (c1, c2) ∈ W(a1, b∗), we have
ηs > 0, ξ2s − 4ηs > 0.
Let
hs(x) = x2 − ξsx + ηs,
and xs be the minimal solution of hs(x) = 0, that is
xs = ξs −
√
ξ2s − 4ηs
2
∈
(
ηs
ξs
,
2ηs
ξs
)
. (3.2)
Let xm = mins∈S{xs}, and choose
ε = xm
4
.
Then by (3.2), we obtain
0 <
ηm
4ξm
< ε  xs
4
 ηs
2ξs
 xs. (3.3)
It is easy to check that hs(x) is rigorous monotonic decreasing in interval (0, xs), therefore
hs(ε) > hs
(
ηs
2ξs
)
= η
2
s
2ξ2s
+ ηs
2
>
η0
2
, hs(ε) < hs(0) = ηs < c2λM + α. (3.4)
Since A is a symmetrical matrix on Rmn , ε2I − ε(c1A + kI) + c2A + αI is also a symmetri-
cal matrix on Rmn and hs(ε) ∈ σ(ε2I − ε(c1A + kI) + c2A + αI). It follows from (3.4) that
hs(ε) > 0, so ε2I − ε(c1A+ kI)+ c2A+αI is a positive definite matrix on Rmn. Consequently,
((·)) and ‖ · ‖2 are the inner product and norm in Rmn.
By c2 > a1 and the definition of a1, it can be concluded that
c2λs + α  c2λs2 +
c2λ0
2
+ α  c2λs
2
, ∀s ∈ Znm. (3.5)
By (3.4), (3.5) and the property of the positive definite matrix, we have that for ∀u ∈ Rmn ,
c2λ0
4
‖u‖2  ((ε2 − ε(c1A+ kI)+ c2A+ αI)u,u)= ‖u‖22  (c2λM + α)‖u‖2, (3.6)
so the norms ‖ · ‖2 and ‖ · ‖ are equivalent to each other. The proof is completed. 
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Let E = Rmn × Rmn , endowed with the inner product and norm as follows: for ∀ϕj =
(uj , vj )
T ∈ E, j = 1,2,
(ϕ1, ϕ2)E = ((u1, u2)) + (v1, v2), ‖ϕ1‖E =
√
(ϕ1, ϕ1)E.
The system (1.3) can be rewritten as the system in Hilbert space E:
ϕ˙ +C(ϕ) = F(ϕ, t), (3.7)
where
ϕ = (u, v)T , v(t) = u˙(t)+ εu(t), F (ϕ, t) = (0, f (u, u˙)+G(t)+ δ)T ,
C(ϕ) =
(
εu − v
c1Av − c1Aεu+ c2Au + k(v − εu)+ αu + ε2u− εv
)
.
Let w = u − u∗, z = v − v∗, ϕ∗ = (u∗, v∗)T , ψ = (w, z)T = ϕ − ϕ∗. Substituting ϕ, ϕ∗ into
(3.7), respectively, we can get two equalities, and taking the difference of these two equalities,
we obtain
ψ˙ + C(ψ) = F1(ψ)+ Fδ, (3.8)
where
F1(ψ) =
(
0, f (u, u˙)− f (u∗, u˙∗))T , Fδ = (0, δ − δ∗)T , δ∗ = δ(u∗, u˙∗, t).
By the mean value theorem,
∣∣(F1(ψ),ψ)E
∣∣=
∣∣∣∣
∑
i∈Zmn
(
fi(ui, u˙i)− fi(u∗i , u˙∗i )
)
zi
∣∣∣∣

∑
i∈Zmn
∣∣(fi(ui, u˙i)− fi(u∗i , u˙i )+ (f (u∗i , u˙i )− fi(u∗i , u˙∗i ))zi)∣∣
=
∣∣∣∣
∑
i∈Znm
f ′i1(ui, u∗i , u˙i )wizi
∣∣∣∣+
∣∣∣∣
∑
i∈Znm
f ′i2(u∗i , u˙i , u˙∗i )w˙izi
∣∣∣∣

( ∑
i∈Znm
f
′2
i1 (ui, u
∗
i , u˙i )w
2
i
)1/2
‖z‖ +
( ∑
i∈Znm
f
′2
i2 (u
∗
i , u˙i , u˙
∗
i )w˙
2
i
)1/2
‖z‖,
where f ′i1, f ′i2 represent the first-order partial derivatives of fi , because of fi ∈ C1(R × R,R)
and (2.4), there must exist Γij , j = 1,2, such that∣∣f ′i1(ui, u∗i , u˙i )∣∣ Γi1, ∣∣f ′i2(u∗i , u˙i , u˙∗i )∣∣ Γi2.
Taking
K2 = max
i∈Znm,j=1,2
{Γij }, (3.9)
we have∣∣(F1(ψ),ψ)E
∣∣K2(‖w‖‖z‖ + ‖w˙‖‖z‖)
K2
(‖w‖‖z‖ + (‖z‖ + ε‖w‖)‖z‖)
K2(1 + ε)
(‖w‖‖z‖ + ‖z‖2).
J. Ma et al. / J. Math. Anal. Appl. 322 (2006) 1111–1127 1117By (3.3),
0 < ε  ηs
2ξs
= c2λs
2(c1λs + k) +
α
2(c1λs + k)
and we can conclude that for ∀(c1, c2) ∈ W(a2, b∗),
0 < ε max
{
1
2b∗
,
a2λ0 + α
2a2b∗λ0
}
= Kε.
Hence, for any (c1, c2) ∈ W(a2, b∗), ε has an positive upper bound Kε , which is independent of
(c1, c2) ∈ W(a2, b∗) and m,n. Let K3 = K2(1 +Kε), then∣∣(F1(ψ),ψ)E
∣∣K3(‖w‖‖z‖ + ‖z‖2). (3.10)
Lemma 3.2. There exists a∗ > 0 such that for any (c1, c2) ∈ W(a∗, b∗) any solution ψ(t) of
(3.8) satisfies(
C(ψ),ψ
)
E
 μ‖ψ‖2E + θ‖z‖2 +
(
F1(ψ),ψ
)
E
, (3.11)
where μ = ε/2, θ = (ξ0 +
√
ξ20 − 4η0)/4.
Proof. Choose
a∗ = max
{
a2,
4K3
bλ0
,
8K3
λ0
}
, (3.12)
then for any (c1, c2) ∈ W(a∗, b∗), by (3.6), (3.10) we have(
C(ψ),ψ
)
E
− μ‖ψ‖2E − θ‖z‖2 −
(
F1(ψ),ψ
)
E
= ((εw − z,w)) + (c1Az − c1εAw + c2Aw + kz − kεw + αw + ε2w − εz, z)
−μ‖w‖22 −μ‖z‖2 − θ‖z‖2 −
(
F1(ψ),ψ
)
E
= (ε − μ)‖w‖22 +
(
(c1A+ kI)z, z
)− (ε +μ+ θ)‖z‖2 − (F1(ψ),ψ)E
 ε
2
‖w‖22 +
(
ξ0 − 32ε − θ −K3
)
‖z‖2 − 2K3√
c2λ0
‖w‖2‖z‖.
By
ξ0
2
− θ =
ξ0 −
√
ξ20 − 4η0
4
= x0
2
 xm
2
= 2ε,
it follows that
ξ0 − 32ε − θ 
ξ0
2
+ ε
2
 ξ0
2
,
and by (3.12), we have
ξ0
4
>
abλ0
4
K3. (3.13)
Hence, it can be concluded that(
C(ψ),ψ
)
E
− μ‖ψ‖2E − θ‖z‖2 −
(
F1(ψ),ψ
)
E
 ε ‖w‖22 +
ξ0 ‖z‖2 − 2K3√ ‖w‖2‖z‖. (3.14)2 4 c2λ0
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ξ0
ξi
 λ0
λi
. (3.15)
By (3.3), (3.5), (3.12) and (3.15), it holds
2 ·
√
ε
2
√
ξ0
4
√
c2λ0
4

√
2
8
√
ηm
ξm
ξ0c2λ0 
1
8
c2λ0 
1
8
a∗λ0 K3,
and consequently,
2 ·
√
ε
2
√
ξ0
4
 2K3√
c2λ0
. (3.16)
By (3.14), (3.16), we have
(
C(ψ),ψ
)
E
−μ‖ψ‖2E − θ‖z‖2 −
(
F1(ψ),ψ
)
E

(√
ε
2
‖w‖2 −
√
ξ0
4
‖z‖
)2
 0.
The proof is completed. 
Lemma 3.3. For any (c1, c2) ∈ W(a∗, b∗), and each solution ψ(t) of (3.8), there exists M1 > 0,
such that
lim sup
t→∞
∥∥ψ(t)∥∥2
E

M21 
2
c2
. (3.17)
Proof. Taking the inner product (·,·)E of (3.8) with ψ(t) we have
1
2
d‖ψ‖2E
dt
+ (C(ψ),ψ)
E
= (F1(ψ),ψ)E + (Fδ,ψ)E. (3.18)
By (2.5),
(Fδ,ψ)E = (δ − δ∗, z) 2mn/2K1‖z‖ m
nK21 
2
θ
+ θ‖z‖2
and by (3.11), (3.18), we find
d‖ψ‖2E
dt
+ 2μ‖ψ‖2E 
2mnK21 
2
θ
.
Then by Gronwall’s inequality,
‖ψ‖2E 
∥∥ψ(0)∥∥2
E
e−2μt + 2m
nK21 
2
2μθ
(
1 − e−2μt).
Letting t → ∞ we have
‖ψ‖2E 
mnK21 
2
μθ
.
By (3.3), (3.5) and (3.15),
μθ = ε
2
ξ0 +
√
ξ20 − 4η0
4
>
ξ0ηm
32ξm
 λ0
32λm
c2λm
2
= c2λ0
64
, (3.19)
therefore, choosing M1 = 8mn/2K1/√λ0, we obtain (3.17). The proof is completed. 
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l =
{
a∗λ0/4(a∗λM + α + K3), α > −K3,
λ0/4λM, α −K3,
then for any c2  a∗, the following inequality holds:
λ0  4l(c2λM + α +K3)/c2. (3.20)
Proof. If α > −K3, i.e., α +K3 > 0, then
l = a∗λ0/4(a∗λM + α + K3) c2λ0/4(c2λM + α +K3),
that is, λ0  4l(c2λM + α +K3)/c2.
If α −K3, i.e., α +K3  0, but c2λM + α +K3 > 0, then
l = λ0/4λM = c2λ0/4c2λM  c2λ0/4(c2λM + α +K3),
that is, λ0  4l(c2λM + α +K3)/c2. The proof is completed. 
Now we give the proof of Theorem 2.1, and we assume below that
c1, c2 ∈ W(a∗, b∗).
By ‖ψ‖2E = ‖w‖22 + ‖z‖2 and (3.6), (3.17), we know that
‖w‖2  ‖ψ‖
2
E
c2λ0/4

4M21
2
c22λ0
, t → ∞.
Choosing
M2 = 2M1√
λ0
= 16m
n/2K1
λ0
> 0, (3.21)
we have
lim sup
t→∞
‖w‖ M2
c2
. (3.22)
It follows from (1.3) that
w¨ + c1Aw˙ + c2Aw + kw˙ + αw = f (u, u˙)− f (u∗, u˙∗)+ δ − δ∗
and taking the inner product (· , ·) of above equality with w˙, we obtain
d‖w˙‖2
2dt
+ ((c1A + kI)w˙, w˙)
= (f (u, u˙)− f (u∗, u˙∗), w˙)+ (δ − δ∗, w˙)− ((c2A + αI)w, w˙). (3.23)
Similar to the proof of (3.10), and by (3.13),
(
f (u, u˙)− f (u∗, u˙∗), w˙)− ((c2A + αI)w, w˙)
K3
(‖w‖‖w˙‖ + ‖w˙‖2)+ (c2λM + α)‖w‖‖w˙‖
 (K3 + c2λM + α)‖w‖‖w˙‖ + ξ0 ‖w˙‖2. (3.24)4
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(δ − δ∗, w˙) 2mn/2K1‖w˙‖ 2m
nK21
2
ξ0
+ ξ0
2
‖w˙‖2,
we obtain
d‖w˙‖2
dt
+ ξ0
2
‖w˙‖2  2(K3 + c2λM + α)‖w‖‖w˙‖ + 4m
nK21
2
ξ0
 (K3 + c2λM + α)
(
c2
c1l
‖w‖2 + c1l
c2
‖w˙‖2
)
+ 4m
nK21 
2
ξ0
. (3.25)
It follows from c2  a∗ that there exists
K4 = max
{
λM + K3 + α
a∗
, λM
}
> 0,
such that K3 + c2λM + α K4c2. By (3.22) we have
(K3 + c2λM + α)c2
c1l
‖w‖2 + 4m
nK21 
2
ξ0

(K4M
2
2/l + 4mnK21/λ0)2
c1
, t → ∞. (3.26)
By (3.20)
ξ0
4
− (K3 + c2λM + α)c1l
c2
= c1
4
(
λ0 − 4l(K3 + c2λM + α)
c2
)
+ k
4
 k
4
> 0. (3.27)
Then substituting (3.26), (3.27) into (3.25) and elementary calculations yield
d‖w˙‖2
dt
+ c1λ0
4
‖w˙‖2  (K4M
2
2/l + 4mnK21/λ0)2
c1
, t → ∞.
By Gronwall’s inequality,
‖w˙‖2  ∥∥w˙(0)∥∥2e−(c1/4)λ0t + 4(K4M22/l + 4mnK21/λ0)2
c21λ0
(
1 − e−(c1/4)λ0t), t → ∞,
thus,
lim sup
t→∞
‖w˙‖2  M
2
3
2
c21
,
where
M3 = 2(K4M
2
2/l + 4mnK21/λ0)1/2
λ
1/2
0
= 4m
n/2K1(64K4/λ1/20 l + 1)1/2
λ0
, (3.28)
that is
lim sup
t→∞
∥∥w˙(t)∥∥ M3
c1
.
Consequently,
lim sup‖w‖ M2 , lim sup‖w˙‖ M3 . (3.29)
t→∞ c2 t→∞ c1
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ϕ˙∗ + C(ϕ∗) = F(ϕ∗, t) = (0, f (u∗, u˙∗)+ G(t)+ δ∗)T .
We processed exactly as before replacing w, z, δ− δ∗ in (3.8) by u∗, v∗, G(t)+ δ∗, and replacing
f (u, u˙) − f (u∗, u˙∗) by f (u∗, u˙∗) = f (u∗, u˙∗) − f (0, . . . ,0), respectively, then noticing that
(u∗(t), u˙∗(t)) is a T -periodic solution, we can obtain that there exist M4 > 0, M5 > 0 such that
‖u∗‖ M4( + |g|M)
c2
, ‖u˙∗‖ M5( + |g|M)
c1
. (3.30)
By (3.29), (3.30), when t → ∞, we have∣∣ui(t) − uj (t)∣∣ ∣∣ui(t)− u∗i (t)+ u∗i (t)− u∗j (t)+ u∗j (t)− uj (t)∣∣

∣∣ui(t)− u∗i (t)∣∣+ ∣∣u∗i (t)∣∣+ ∣∣u∗j (t)∣∣+ ∣∣u∗j (t)− uj (t)∣∣
 2
∥∥w(t)∥∥+ 2∥∥u∗(t)∥∥
 2M2
c2
+ 2M4( + |g|M)
c2
 2(M2 +M4)( + |g|M)
c2
and similarly,
∣∣u˙i (t) − u˙j (t)∣∣ 2(M3 +M5)( + |g|M)
c1
, t → ∞.
Let
M = max{M2 +M4,M3 +M5}, (3.31)
then we have that the inequalities (2.1), (2.2) and (2.3) all hold. The proof of Theorem 2.1 is
completed.
4. Some remarks
Remark 4.1. Considering a∗, b∗ in Theorem 2.1, by (H) and b∗ = max{b0,2/k}, we knew that
b∗ is independent of the mesh size m and the dimension n. By (3.12) and noticing that K3 =
K2(1+Kε) is independent of m and n, so if λ0 is independent of m and n, a∗ will be independent
of m and n. In the case A = −Δ, the negative discrete Laplace operator, λ0 is the first nonzero
eigenvalue of A which is independent of m and n, so a∗, b∗ are independent of both m and n,
correspondingly, c1, c2 are independent of both m and n.
Remark 4.2. Considering the M in Theorem 2.1, by (3.21), (3.28), we knew that if λ0, K1, λM
are all independent of m and n, M2, M3 will be directly proportional to mn/2, and similarly, M4,
M5 will also be directly proportional to mn/2. So by (3.31), it is concluded that M depends on
mn/2, and becomes increasing as mn/2 increasing.
Remark 4.3. Let fi(u, u˙) (fi(· , ·) ∈ C(Rmn × Rmn,R)) replace of fi(ui, u˙i) in (1.1),
(f (u, u˙))i = fi(u, u˙) denote the ith component of f (u, u˙), and still let F1(ψ) = (0, f (u, u˙) −
f (u∗, u˙∗))T . For convenience, we will take some notations the same as those in Section 3. Notic-
ing
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= fi(u, u˙)− fi
(
u∗1...11, u1...12, . . . , um...mm, u˙
)
+ fi
(
u∗1...11, u1...12, . . . , um...m, u˙
)− fi(u∗1...1, u∗1...12, u1...3, . . . , um...m, u˙)
+ · · · + fi
(
u∗1...11, . . . , u∗m...m(m−1), um...mm, u˙
)− fi(u∗1...11, . . . , u∗m...mm, u˙)
+ · · · + fi
(
u∗, u˙∗1...11, u˙∗1...12, . . . , u˙∗m...m(m−1), u˙m...mm
)− fi(u∗, u˙∗)
=
∑
j∈Zmn
(
f ′ij1(u, u˙, u∗, u˙∗)wj + f ′ij2(u, u˙, u∗, u˙∗)w˙j
)
mn/2K2
(‖w‖ + ‖w˙‖),
we have
∣∣(F1(ψ),ψ)∣∣E =
∣∣∣∣
∑
i∈Zmn
(
fi(u, u˙)− fi(u∗, u˙∗)
)
zi
∣∣∣∣
mnK2
(‖w‖‖z‖ + ‖w˙‖|z‖)
mnK2(1 + ε)
(‖w‖‖z‖ + ‖z‖2)
K3
(‖w‖‖z‖ + ‖z‖2),
where f ′ij1, f ′ij2, i, j ∈ Zm
n
, denote the first-order partial derivation of function fi , and satisfy
|f ′ij1|K2, |f ′ij2|K2,
K3 = mnK2(1 +Kε). (4.1)
Thus taking the same process of the proof of Theorem 2.1, we will get the same results in Theo-
rem 2.1. But by (4.1) and (3.12), we will see that a∗ depends on mn and becomes increasing as
mn increase, while b∗ is still independent of m and n.
Remark 4.4. If λ0 = minσ(A) = 0 is simple eigenvalue of A with the corresponding eigenvector
e = {1, . . . ,1} ∈ Rmn , for example A = −Δ denotes the negative discrete Laplace operator with
Neumann or periodic boundary condition which are defined as follows:
Neumann boundary condition (NB):{
u(i1,...,ij−1,0,ij+1,...,in) = u(i1,...,ij−1,1,ij+1,...,in),
u(i1,...,ij−1,m+1,ij+1,...,in) = u(i1,...,ij−1,m,ij+1,...,in),
1 j  n, 1 i1, . . . , ij−1, ij+1, . . . , in m.
Periodic boundary condition (PB):{
u(i1,...,ij−1,0,ij+1,...,in) = u(i1,...,ij−1,m,ij+1,...,in),
u(i1,...,ij−1,m+1,ij+1,...,in) = u(i1,...,ij−1,1,ij+1,...,in),
1 j  n, 1 i1, . . . , ij−1, ij+1, . . . , in m.
We will introduce an orthogonal projector P :Rmn → E0, and for any u = (ui)i∈Znm ∈ Rm
n
,
write u¯ = Pu,
u¯ = u−
(
1
mn
∑
i∈Znm
ui
)
e,
where E0 = P(Rmn) = {e}⊥.
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¨¯ui + c1(A|E0 ˙¯u)i + c2(A|E0 u¯)i + ki ˙¯ui + αiu¯i = f¯i (ui, u˙i )+ g¯i (t), (4.2)
where A|E0 is the limit of A on E0, and it is easy to prove that A|E0 is also positive definite and
the eigenvalues are all positive, f¯ = Pf, g¯i = Pgi .
Using the same method as in Section 3, we can prove that there is M˜ > 0 such that
∣∣u¯i (t) − u¯j (t)∣∣ M˜
c2
,
∣∣u¯i (t)− u¯j (t)∣∣ M˜
c1
,
and
∣∣ui(t) − uj (t)∣∣=
(
u¯ +
(
1
mn
∑
i∈Znm
ui
)
e
)
i
−
(
u¯+
(
1
mn
∑
i∈Znm
ui
)
e
)
j
= ∣∣u¯i (t)− u¯j (t)∣∣ M˜
c2
and likely,
∣∣u˙i (t) − u˙j (t)∣∣ M˜
c1
.
Therefore, in this case, system (1.1) is also synchronized.
Remark 4.5. In order to prove the asymptotic synchronization and synchronization in 2-D lat-
tices of coupled oscillators, the method introducing the two variable transformations is used by
Afraimovich et al. in [1,2] and Chiu et al. in [8]. It is complicated and difficult to be transplanted.
To prove the same question, the method introducing a new norm used in this paper not only can
be understood easily but also can made the proof simplified greatly. Moreover, this method is
transplantable, which can be used to prove the asymptotic synchronization and synchronization
in the more generalized lattices of coupled oscillators than those in [1,2,8] and in higher dimen-
sional space. We even get rid of some limitations in this paper which are necessary in [1,2,8].
5. Example
In this section, we will give an example of style of (1.1) with Dirichlet boundary condition
which is bounded dissipative.
We consider the following second order coupled lattice dynamical system:
u¨i + c1(Au˙)i + c2(Au)i + ki u˙i + αiui + f (ui) = gi(t), (5.1)
where i ∈ Znm, u = (ui)i∈Znm, u˙ = (u˙i)i∈Znm, k > 0, c1, c2, αi are all constants, gi(t) is a T -
periodic function and f satisfies:
f (x)x  νQ(x) 0, ∀x ∈ R, (5.2)
where ν > 0 and Q(x) = ∫ x0 f (s) ds. Obviously, the function f (x) = ∑pi=1 aix2i+1, ai > 0,
p ∈ Z, satisfies (5.2), which has been considered in 2-dimensional system [2,3]. The linear op-
erator A is defined in Rmn by: ∀ui = u(i1,i2,...,in),
(Au)i = 2nu(i1,i2,...,in) − u(i1−1,i2,...,in) − u(i1,i2−1,...,in) − · · · − u(i1,i2,...,in−1)
− u(i1+1,i2,...,in) − u(i1,i2+1,...,in) − · · · − u(i1,i2,...,in+1). (5.3)
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analogue of the following continuous strongly damped wave equation:
∂2u
∂t2
− c1Δ∂u
∂t
− c2Δu + k(x)∂u
∂t
+ α(x)u + f (u) = g(x, t),
where Δ denotes the continuous Laplace operator.
We endow the system (5.1)–(5.3) with Dirichlet boundary condition (DB).
Let k = 1
mn
∑
i∈Znm ki , α = 1mn
∑
i∈Znm αi , δ˜i = (k − ki)u˙i + (α − αi)ui, and δ˜ is the vector on
Rm
n
whose ith component is δ˜i , then (5.1) can be rewritten as
u¨ + c1Au˙ + c2Au + ku˙ + αu + f (u) = δ˜ + g˜(t), (5.4)
where
f (u) = (f (ui))i∈Znm ∈ Rm
n
, g˜(t) = (gi(t))i∈Znm ∈ Rm
n
.
We still assume that λs ∈ σ(A), λ0 = min(σ (A)).
Theorem 5.1. There exist a0, b0 > 0 which are independent of m and n such that, the system (5.1)
with (DB) is bounded dissipative in W(a0, b0), hence, in this case, the results of Theorem 2.1 hold
to system (5.1) with (DB).
Proof. Obviously, the operator A is symmetric, and by (DB), we can conclude that λ0 > 0. Set
‖ · ‖, ‖ · ‖2 the same form as that in (1.4) and (3.1), respectively, hence, proceeding exactly the
proof of Lemma 3.1, it is easy to prove that there exist a∗0 , b0 > 0 which are independent of m
and n, such that the for any (c1, c2) ∈ W(a∗0 , b0), the Lemma 3.1 holds. We use below directly
the results and the notations in Lemma 3.1, and assume below that (c1, c2) ∈ W(a∗0 , b0).
Suppose v(t) = u˙(t) + εu(t), ϕ(t) = (u(t), v(t))T , then (5.4) can be rewritten as
ϕ˙ +C(ϕ)+ F˜1(ϕ) = F˜2(ϕ, t), (5.5)
where C(ϕ) has the same form as before, and F˜1(ϕ) = (0, f (u))T , F˜2(ϕ, t) = (0, δ˜ + g˜(t))T .
Taking the inner product (· , ·)E of above equality with ϕ yields
1
2
d‖ϕ‖2E
dt
+ (C(ϕ),ϕ)
E
+ (f (u), v)= (δ˜, v)+ (g˜(t), v).
Choosing kM = max{ki}, αM = max{|αi |}, which implies that k  kM , |α| αM , the following
inequality holds:
‖δ˜‖ =
[ ∑
i∈Znm
(
(k − ki)u˙i + (α − αi)ui
)2]1/2

[ ∑
i∈Znm
(
4k2Mu˙
2
i + 8kMαm|u˙i ||ui | + 4α2Mu2i
)]1/2

(
4k2M‖u˙‖2 + 8kMαM‖u˙‖‖u‖ + 4α2M‖u‖2
)1/2
= 2kM‖u˙‖ + 2αM‖u‖ 2kM‖v‖ + 2(kMε + αM)‖u‖.
Similar to Section 3, ε has a positive upper bound which is independent of m, n and we can still
denote it as Kε . Therefore,
‖δ˜‖ K˜3
(‖v‖ + ‖u‖),
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have
(δ˜, v) ‖δ˜‖‖v‖ K˜3
(‖v‖2 + ‖u‖‖v‖) K˜3‖v‖2 + 2K˜3√
c2λ0
‖u‖2‖v‖.
Proceeding exactly the part of the proof of Lemma 3.2 as before yields that there exists
a0  a∗0 independent of m and n such that for any (c1, c2) ∈ W(a0, b0), we have(
C(ϕ),ϕ
)
E
−μ‖ϕ‖2E − θ‖v‖2 − (δ˜, v)

(
C(ϕ),ϕ
)
E
−μ‖ϕ‖2E − θ‖v‖2 − K˜3‖v‖2 −
2K˜3√
c2λ0
‖u‖2‖v‖ 0.
By (5.2),(
f (u), v
)= (f (u), u˙)+ ε(f (u),u)
=
∑
i∈Znm
(
f (ui)u˙i + εf (ui)ui
)
 d
dt
(∑
i
Q(ui)
)
+ εν
∑
i
Q(ui)
and
(
g˜(t), v
)
 ‖g˜(t)‖
2
4θ
+ θ‖v‖2,
we have
d
2dt
(
‖ϕ‖2E + 2
∑
i
Q(ui)
)
+ μ‖ϕ‖2E + εν
∑
i
Q(ui)
‖g˜(t)‖2
4θ
,
then noticing that g˜(t) is not only independent of c1 and c2, but also continuous T -periodic, it is
easy to see that ‖g˜(t)‖ has a positive upper bound independent of any c1 and c2, which is denoted
as Kg˜ . Let ν0 = min{2,2ν}, and by ε = 2μ, we have
d
dt
(
‖ϕ‖2E + 2
∑
i
Q(ui)
)
+μν0
(
‖ϕ‖2E + 2
∑
i
Q(ui)
)

K2
g˜
2θ
.
Then by Gronwall’s inequality,
‖ϕ‖2E + 2
∑
i
Q(ui)

(∥∥ϕ(0)∥∥2
E
+ 2
∑
i
Q
(
ui(0)
))
e−μν0t +
K2
g˜
2μν0θ
(1 − e−μν0t ), t > 0.
By 2
∑
i Q(ui)  0, and using the method by which we proved (3.19), we obtain that for any
(c1, c2) ∈ W(a0, b0),
1
μθ
<
64
c2λ0
 64
a0λ0
, (5.6)
hence,
lim sup‖ϕ‖2E 
K2
g˜
<
32K2
g˜
. (5.7)
t→∞ 2ν0μθ ν0a0λ0
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ß0 =
{
ϕ = (u, v)T ∈ E: ‖ϕ‖E  8Kg˜√
ν0a0λ0
}
,
(5.7) implies that ß0 is a bounded absorbing set in E for system (5.5), i.e., any solutions of (5.5)
starting from any bounded set V in E enter into the set ß0 after some finite time (depending
on V ), that is, the system (5.1) is bounded dissipative in W(a0, b0). The proof is completed. 
By (3.6), (5.6), (5.7) and ‖ϕ‖2E = ‖u‖22 + ‖v‖2, u˙ = v − εu, we have that for ∀(c1, c2) ∈
W(a0, b0),
‖u‖ 2‖u‖2√
c2λ0

8
√
2Kg˜
ν
1
2
0 a0λ0
, t → ∞
and
‖u˙‖ ‖v‖ + ε‖u‖ 4
√
2Kg˜√
ν0a0λ0
+ Kε 8
√
2Kg˜
ν
1
2
0 a0λ0
, t → ∞.
Choosing
M¯ = max
{ 8√2Kg˜
ν
1/2
0 a0λ0
,
4
√
2Kg˜√
ν0a0λ0
+ Kε 8
√
2Kg˜
ν
1/2
0 a0λ0
}
> 0,
for ∀(c1, c2) ∈ W(a0, b0) we have
lim sup
t→∞
‖u‖ M¯, lim sup
t→∞
‖u˙‖ M¯,
Noticing that for (c1, c2) ∈ W(a0, b0), Kg˜ , Kε , ν0, λ0, α are the constants independent of c1, c2,
hence, M¯ is independent of (c1, c2) ∈ W(a0, b0). Consequently, the results of Theorem 2.1 hold
to the system (5.1) with (DB).
For the example of the system (1.1) with Neumann or periodic boundary condition we refer
to Afraimovich et al. [2].
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