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Abstract
Finding the best model that describes a high dimensional dataset, is a daunting task. For
binary data, we show that this becomes feasible, if the search is restricted to simple models.
These models – that we call Minimally Complex Models (MCMs) – are simple because they are
composed of independent components of minimal complexity, in terms of description length.
Simple models are easy to infer and to sample from. In addition, model selection within the
MCMs’ class is invariant with respect to changes in the representation of the data. They
portray the structure of dependencies among variables in a simple way. They provide robust
predictions on dependencies and symmetries, as illustrated in several examples. MCMs may
contain interactions between variables of any order. So, for example, our approach reveals
whether a dataset is appropriately described by a pairwise interaction model.
“All models are wrong, but some models are useful” [1]. This is specially true in statistical infer-
ence of high dimensional data. The spectacular advances in machine learning have shown that very
complex models, such as deep neural networks [2], can be very “useful” in learning hidden features
in high dimensional data, making it possible to generalise from examples. Models that encode the
Laws of Nature, refer to a different notion of “usefulness”. As argued by Wigner [3], they describe
regularities – such as how bodies fall under the effect of gravity – in a simple form that involves
few variables. These regularities occur in ways that are independent of many conditions which
could affect them. Simple models, such as Newton’s law, tell us more about independence than
about dependence. Their simplicity reflects specific principles – such as invariances, symmetries
and conservation laws – that are easy to falsify.
The complexity of a statistical model can be defined unambiguously in terms of Minimum
Description Length (MDL) [4]. This predicts how models should be penalised because of their
complexity, within Bayesian Model Selection (BMS). The complexity is a measure of the number
of different dataset that can be described by a model [5]; Beretta et al. [6] have analysed the MDL
complexity of the exponential family of spin models. They argue that the simplest models are
those for which statistical dependencies concentrates on the smallest subset of variables, which are
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Figure 1: Number of spin models as a function of the system size n for different families of
models: All spin models (green), all Minimally Complex Models (MCMs, violet), all Independent
Models (IM, orange), and all models with a Single Complete Component (SCM, dark blue – see
Appendix B for details on the enumeration). The added asterisk indicates the corresponding subsets
of models (e.g. MCMs or IMs) in a given basis of independent operators. For comparison, we also
report the number of models with pairwise interactions (PM∗). The number of IM and the number
of MCMs grows exponentially with n, roughly as 2n
2
, whereas the number of PM* grows as 2n
2/2.
Note that values on the y-axis are the logarithm base ten of the number of models. For instance,
at n = 9 there are of the order of 10153 models, but only 1020 MCMs which include 1018 IM and
105 MCM∗; for n = 9 there are 1013 PM∗.
independent of all the others. Conversely, pairwise spin models (also known as Ising models) – which
have been used to model a variety of systems from neuronal activity [7, 8] to voting outcomes [9] –
turn out to be very complex. Simple models are also very easy to infer [6]. By contrast, statistical
inference of pairwise spin models is known to be computationally challenging [10, 11, 12, 13, 14].
The main aim of this paper is to show that these properties makes BMS possible within a
remarkably broad class of simple models of binary variables. The class of Minimally Complex Models
(MCMs) on which we focus on, are composed of independent components of minimal complexity.
Apart from being simple and easy to infer, these models enjoy properties that makes statistical
inference invariant under changes in the representation of data. Finally, inferred MCMs can also
be sampled with minimal computational effort.
In what follows, after defining MCMs, we develop heuristics to explore the set of all MCMs, in
order to extract the best simple models from a dataset. These results are illustrated on four test
cases. This shows how the approach unveils invariances and symmetries which are consistent with
the phenomena discussed.
2
1 Bayesian Model Selection of Spin Models
In what follows, a dataset sˆ = (s(1), . . . , s(N)) is a set of N independent observation of spin config-
urations s = (s1, . . . , sn), where si = ±1. We assume that each configuration s(i) is independently
drawn from an unknown distribution, which we aim to infer. In order to do so, we define the family
of distributions
p(s | g,M) = 1
ZM(g)
e
∑
µ∈M g
µφµ(s) , (1)
where M = {µ1, . . . , µM} is a set of M = |M| interactions of arbitrary order. The operators
φµ(s) =
∏
i∈µ si are the product spin operators associated to each interaction µ of M, while the
conjugate parameter gµ modulates the strength of the interaction (see Appendix A for details).
Finally, the partition function ZM(g) ensures normalisation. For example, pairwise spin models
contain interactions φµ(s) = sisj between pairs of spins.
(1) defines a complete family of models capable of describing all possible patterns of binary
data, with an appropriate choice of the set M of operators [15]. In absence of prior knowledge on
the system, one must ideally compare the performance of all spin models to find which one best
describes a dataset sˆ. In the Bayesian approach, the best model M is the model that achieves the
largest posterior probability P (M| sˆ), which is obtained with Bayes’ theorem after computing the
evidence [16]:
P (sˆ |M) =
∫
RM
dg
N∏
i=1
p
(
s(i) | g,M
)
p0 (g |M) , (2)
where p0(g |M) is a prior distribution over the parameters. We’ll assume an uniform prior over the
models M. So the most likely model given the data is also the one that maximises the evidence.
Furthermore, we’ll assume that p0(g |M) takes the form of Jeffreys’ prior [17]. With this choice, it
has been shown [5] that the modelM that maximises the evidence (2) is also the one that provides
the most succinct description of the data, asymptotically for N → ∞, according to Minimum
Description Length (MDL) [18, 19, 4]. For N →∞, one finds [5]
logP (sˆ |M) '
N→∞
logP (sˆ | gˆ,M)− K
2
log
(
N
2pi
)
− cM, (3)
where gˆ are the maximum likelihood parameters and cM is the complexity of model M. Yet,
computing the evidence in (2) or the complexity cM for a generic spin modelM is computationally
challenging [6]. In addition, there are 22
n−1 possible modelsM to compare. Indeed, there are 2n−1
possible interactions φµ(s) among n variables, each of which can be present or not in M. Such a
super-exponential growth of the number of models with n makes the exhaustive search among all
spin models rapidly unfeasible, even for very small systems (see Fig. 1). A possible solution to this
hurdle is to restrict model selection to a class of models, such as pairwise models. In this class,
model selection turns into a problem of graph reconstruction [10, 12], that aims at identifying the
network of interactions among spins. A plethora of methods and results have been derived within
this framework [11, 14, 13]. Here we focus on a different class of models, that we call minimally
complex models (MCMs).
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Figure 2: Examples of MCMs. Models are represented by diagrams: single spin variables are
dots, full in presence of a local field, empty otherwise; pairwise interactions are blue lines; 3-spin
interactions are orange triangles; and 4-spin interactions are light blue polygons including four
spins. The top row shows an independent model (which is composed of independent operators),
and the models that are obtained from gauge transformations T . Also these models are independent
models. The second row shows an independent complete component (ICC) and two of its gauge
transformed models. The third row shows a MCM composed of two ICC, and two models obtained
by gauge transformations.
2 Minimally Complex Models (MCMs)
The class of MCMs is defined by Eq. (1) with a set of operators
M =
⋃
a∈A
Ma, (4)
that can be decomposed in A = |A| independent complete components (ICC) Ma. Here complete
means that for any µ, ν ∈Ma the operator φµ⊕ν ≡ φµφν also belongs to Ma. Independence refers
to the fact that the sets Ma do not overlap, i.e. Ma
⋂Ma′ = ∅ for all a 6= a′ ∈ A.
The completeness property of Ma implies that all operators φ ∈ Ma can be generated by a
set of ra basis operators ba = (φ
1
a, . . . , φ
ra
a ), in the sense that any φ
µ ∈ Ma can be expressed as a
product of a subset of the basis operators φja, in a unique way. For this to be the case, ba has to
be a set of independent operators, which means that none of the operators in ba can be obtained
as a product of other operators in ba. For example, b = {s1, s2, s3} and b′ = {s1, s1s2, s1s2s3} are
sets of independent operators, whereas M12 = {s1, s2, s1s2} is not. Note that M12 is complete,
whereas b and b′ are not. The choice of the basis of an ICC is not unique. Indeed b and b′ both
form possible basis of the same ICC that contains all operators that can be generated from s1, s2
and s3.
The maximal number ra of independent operators inMa is called the rank ofMa. The number
of operators in Ma is 2ra − 1, hence the number of parameters of model M is
M =
∑
a∈A
(2ra − 1). (5)
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Let us now discuss the properties of MCMs. First we observe that, for all MCMs, the distribution
p(s | g,M) =
∏
a∈A
pa (ba(s) | ga,Ma) (6)
factorizes over the ICCs when expressed in terms of the basis operators ba(s). An important
consequence of this is that the evidence of any MCM for any dataset sˆ factorizes over its ICCs. In
addition (see Appendix C), the evidence of each ICC is remarkably simple to compute, as well as
that of a MCM, which is given by
P (sˆ|M) = 1
2Nn
∏
a∈A
2NraΓ(2ra−1)
Γ(N + 2ra−1)
∏
ba
Γ(kba +
1
2 )
Γ( 12 )
. (7)
Here kba is the number of times that the basis operators take the value ba over the dataset. The
maximum likelihood distribution also takes the very simple form Eq. (6) with
pa (ba | gˆa,Ma) =
kba
N
. (8)
This makes sampling from the maximum likelihood distribution a very easy task (see later and
Appendix C.1). We refer to the Appendix C for the derivation of these results.
Second, the class of MCMs is invariant under gauge transformations (GTs) [6]. A GT is a
bijection of the set of states s → s′ into itself, where s′(s) = (φ1(s), . . . , φn(s)) and {φ1, . . . , φn)
is a set of n independent operators. This transformation also maps the set of operators into itself,
and hence a GT is a bijection of the set of models into itself. Notice that the order of an operator
φ, i.e. the number of spins that occur in it, is not invariant under GTs (see Fig. 2 for examples of
GTs with n = 4). However, the mutual relation of operators within a model is preserved under a
GT, in the sense that if φ1 and φ2 are two operators and φ1+2 = φ1φ2, then the gauge transformed
operator φ′1+2 is still the product of the transformed operators φ
′
1 and φ
′
2. In particular, under
a GT an ICC maps into an ICC in the new variables and, as a consequence, when a GT applied
to a MCM returns a MCM (with the same rank sequence). On the contrary, the class of pairwise
models is not invariant under GTs. In BMS, invariance under GTs of the class of models considered
ensures that the outcome of the inference process is independent of the gauge in which the data is
expressed.
Finally, Beretta et al. [6] argues that the family of MCMs are also simple in terms of description
length. More precisely, the models with M = 2r − 1 parameters, that achieve the minimal value
of the complexity cM are ICCs. So MCMs are a combination of independent components that are
minimally complex in a precise information theoretic sense.
These properties provides ground for restricting BMS to the set of MCMs. First, Eq. (6) shows
that finding the best MCM provides sharp predictions on the independencies and symmetries, as
we shall see. Second, invariance under GTs ensures that the predictions are independent of the
ways in which the data is represented. Finally, the fact that the computation of the evidence is
easy greatly simplifies the BMS task. Yet the number of MCMs is still astronomically large, even
for moderate values of n (see Fig. 1). In order to find the MCM with maximal evidence, we need
to resort to heuristics. We approach this task in two steps: First we find the best model among
those with ra = 1 for all a ∈ A, which we call independent models (IM). The maximisation of the
evidence over the class of IMs is straightforward, since it requires to find the set b∗ of n most biased
independent operators, on the dataset sˆ (see Appendix C.2). Once the best IM is singled out, we
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explore the sub-set of MCMs that admit the best IM as a basis. This entails partitioning the vector
b∗ of the most biased independent operators into the ICC Ma. The outcome of this algorithm
can be represented as a factor graph with three layers (see Fig. 3 b), one connecting the original
variables s with the basis vector b∗, and the other connecting the latter to the ICCs Ma. Note
that the number of IMs is not much smaller than the number of MCMs, whereas the number of
MCMs with the same basis (denoted as MCM* in Fig. 1) is much smaller. This makes exhaustive
search possible for moderate system sizes (n ≤ 20). Larger systems require further heuristics, that
we shall discuss below.
2.1 MCM selection for small systems
As an illustration of the method outlined above, let us consider the US Supreme Court dataset
studied in Ref. [20]. The dataset is composed of the voting data of the n = 9 justices of the
Rehnquist Court on 895 debated cases. For each case, each judge casts a vote si = +1 to support
the case or si = −1 to reject it. Ref. [20] showed that a fully connected pairwise model is able to
correctly explain higher order features of the data. Ref. [21] further analysed the data within a
more general scheme, showing that pairwise interactions are indeed prevalent in this dataset.
The size of the dataset is sufficiently small to allow us to perform exhaustive search of the best
IM. Interestingly, we find that the most relevant independent operators of the dataset, displayed in
Fig. 3, are pairwise, although the selection procedure takes into account interactions of all orders.
This confirms the prevalence of low order interactions. With the only exception of the single spin
interaction on CT, all interactions in the best IM are pairwise. Notice that a complete basis of
n operators can generate all operators, including those with an odd order of interactions. The
fact that the single spin operator is much weaker than the other interactions suggests that this
system is approximately consistent with a symmetry under spin reversal. This is consistent with
the fact that cases discussed by the Supreme Court are those where normal courts cannot decide,
i.e. that they are a priori undecided. Pairwise interactions connect judges with similar political
orientation [20] and the network defined by them spans the whole spectrum of political orientation,
from either extremes. Interestingly, the strength of the interactions increases towards the extremes
of political spectrum, and is weaker at the center. The MCM can be found from the best IM by
using algorithms for generating all possible partitions of a given set [22]. There are 26443 different
MCMs that can be generated from a given IM with n = 9. The result, shown as shaded circles
in Fig. 3, indicates that the best MCM is composed of three ICC. The first is composed of the
sole interaction between AS and CT. This suggests that AS voting behaviour, conditional on that
of CT, is independent of all the others. The second component groups three interactions between
judges on the extreme left of the spectrum. This suggests that, conditional on the vote of SB, the
voting behaviour of RG, JS and DS is independent of the behaviour of all other judges. The third
component groups all other interactions.
As a comparison, Fig. 3 also shows the best MCM that can be obtained from the basis operator
of the IM composed of all single spin interactions (i.e. for b = s). This divides the judges into
two independent components with different political orientation. Yet the evidence of this model
(logP (sˆ|M) = −3156.71) is considerably smaller than that of the MCM build from the best IM
b∗ (logP (sˆ|M) = −3300.97). The best MCM identified by our algorithm has MMCM = (25 − 1) +
(33− 1) + 1 = 39 operators, which is smaller than the number of parameters Mpair = 9× 10/2 = 45
of a fully pairwise model, such as that used in [20].
We refrain from discussions on the political science implications of these results. Our aim here is
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Figure 3: Analysis of the US Supreme Court Data. Top. The best MCM: Justices are repre-
sented by circles labelled by their initials: Ruth Bader Ginsburg (RG), John P. Stevens (JS), David
Souter (DS), Stephen Breyer (SB), Sandra Day O’Connor (SO), William Rehnquist (WR), Anthony
Kennedy (AK), Clarence Thomas (CT), Antonin Scalia (AS). Colours represent their political ori-
entation, from Ref. [20]. All the 9 most relevant independent interactions of the system but one
are pairwise interactions, represented as links between the nodes of different width, representing
the strength of the interaction. The last (and weakest) is a single spin interaction (represented
as a square) on CT. The strongest interaction has 〈sCT sWR〉 ' 0.86, whereas the weakest has
〈s|rmCT 〉 ' −0.45. Shaded circles denote the best MCM in the basis of these interactions. Dotted
squares indicate the best MCM in the basis of the original spin variables. Bottom. Factor graph
representation of the interactions. Spin variables s are represented by circles. The inference pro-
cedure first identifies the best basis b∗ of independent operators, denoted by squares, and then the
most likely clustering of these into ICCs Ma (triangles).
7
to underlie how extracting the MCM from a dataset can lead to a number of interesting hypothesis
on the voting behaviour of the judges of the US Supreme Court, grounded on the data.
2.2 Heuristics for larger systems
When n is large and exhaustive search is unfeasible, we resort to heuristics. In order to find the
best IM b∗, we start from an initial guess (e.g. b = s), and we build all interactions up to order
k. Among these, we identify the set b′ of n independent operators that is maximally biased, and
replace b → b′. We repeat this procedure until convergence (i.e. when b′ = b). Although the
exploration of the space of IM is limited by the choice of k, the iteration of this procedure is able,
in principle, to explore the space of operators to any order.
Next, we apply an hierarchical merging procedure to find the optimal MCM. We start from
the IM based on the basis operators b∗ identified above, which is an MCM with n ICC of rank
ra = 1. We merge two ICCs Ma and Ma′ in all possible ways. Among these, we identify the pair
that yields a maximal increase of the evidence (Eq. 7) and merge the corresponding ICCs. This
procedure generates an approximation of the MCM that achieves a maximal value of the evidence
along the hierarchical merging process, when the number of components varies from n to one.
We applied this algorithm to several datasets, with iterative search of the best basis up to
k = 4th order. Fig. 4 reports the resulting MCM for the Big Five Personality Test [23]. The test
consists of n = 50 questions that are designed to probe the personality of individuals along five
different dimensions, that have been suggested as the main traits describing individual’s personality.
These are extraversion, neuroticism, agreeableness, conscientiousness and openness to experience.
Each factor is estimated by the answer to a subset of ten questions, that can be either positively
or negatively associated with the trait1, on a scale from one (disagree) to five (agree). Data on
N = 1013558 samples were taken from [24], to which we refer for more detailed information. We
transformed each answer in binary format, depending on whether it was more positively or nega-
tively associated with the trait, with respect to the average score across the whole sample. For this
dataset, inference on the class of MCMs can reveal whether the data confirms the hypothesis that
these questions probe the respondent’s personality along five dimensions and how are these dimen-
sions associated with the questions of the test. The results are shown in Fig. 4 (top). Also in this
case, the best basis b∗ contains exclusively single body and two body operators. With the exception
of one interaction2, all are confined to questions relative to the same trait. We find five ICCs Ma.
One groups all interactions related to agreeableness, supporting the claim that the answers to the
ten questions related to this trait are independent of the answers to other questions. Two other
ICC are localised on interactions related only to conscientiousness and neuroticism, respectively.
Extraversion is also strongly related to a single ICCMa, although this also contains one interaction
related to openness. The last ICC mixes significantly traits related to conscientiousness to those
related to openness. Taken together, this analysis confirms the presence of five independent traits
that overlap significantly with the structure of the Big Five traits [23]. The discrepancies could be
used to improve the design of personality tests.
We applied the same analysis to a dataset that reports the neural activities of n = 65 neurons,
simultaneously recorded from the medial-Enthorinal cortex (mEC) of a rat, while roaming in a
1For example, agreeableness is probed by questions such as “I sympathise with others’ feelings” and “I insult
people”.
2We find a pairwise interaction between the question “I’m full of ideas”, that should probe openness to experience,
and “I have little to say”, that probes (negatively) extraversion.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in th EC data, sorted according to their MSR scores, are shown ogether with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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max: 54.4 Hz
min: 2.1 Hz
FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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max: 24.5 Hz
min: 0.3 Hz
FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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min: 0.3 Hz
FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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min: 1.8 Hz
FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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min: 0.0 Hz
FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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max: 11.9 Hz
min: 0.0 Hz
FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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max: 21.6 Hz
min: 0.0 Hz
FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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max: 12.1 Hz
min: 0.1 Hz
FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in t e mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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max: 18.6 Hz
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted a cording to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, a d the maximum and minimum firing.
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
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FIGURE S4. RNs in the mEC exhibit spatially selective firing compared to non-RNs. The spatial firing
rate maps of the 65 neurons in the mEC data, sorted according to their MSR scores, are shown together with
the calculated spatial sparsity, spx, the grid score, g, and the maximum and minimum firing.
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Figure 4: Factor grap represe tation of the best MC for th Big Five Personality Test dataset
(top) and for the Grid Cell dataset (bottom). For the latter, we show for each neuron, the spatial
rate map that shows the intensity of the neuron’s activity in different positions of the box.
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Figure 5: Left panel (a) Evidence as a function of the number A = |A| of ICCs in the MCM
during the merging process. The maximum is attained at A = 18. The inset shows sample digits
drawn from the maximum likelihood distribution at different values of A. The top row refers to
the original data (A = 1) whereas the latter to the best MCM (A = 18). Right panels: the
distribution of the size of the ICCs |Ma| (top) and of the order of the operators in the best IM at
A = 18 (bottom).
1.5 × 1.5mt square box [25]. This data has been analysed with different techniques, including
network reconstruction based on pairwise binary models (see e.g. [26, 27]). The mEC is one of
the regions responsible for spatial cognition, thanks to the activity of specialised neurons, called
grid cells [25]. These allow higher regions of the brain to decode the animal’s position thanks to
their exquisite tuning to firing when the animal is at the nodes of an hexagonal grid. In a multi-
electrode recording of the simultaneous activity of a population of neurons it would be useful to
discern which neuron is involved in which function. Inference of MCMs responds precisely to this
question. The data contain the recording of n = 65 neurons for about 20 minutes. It was discretised
in N = 62644 intervals of 20ms. In each interval, si = +1 if neuron i was active in that interval
and si = −1 otherwise. The population of neurons include 27 grid cells, 5 interneurons and one
border cell (which is supposed to respond when the rat is close to the border of the box). Most of
the operators in the best IM are single body operators, apart from five two-body interactions, one
five and one six-body interaction. The prevalence of single body interactions is a consequence of
the fact that most of the time neurons are silent. The neural activity separates in 8 independent
components, two of which are shown in Fig. 4 (bottom). The smallest contains three grid cells, with
grids of different scale but similar orientation. The largest includes the five interneurons, which
participate in the higher order interactions. This suggests that interneurons play a specific role
in the coordination of neural activity that may not be captured by an analysis based on pairwise
interactions alone.
Finally, we performed BMS, based on our heuristics, on the MNIST database [28]. This is
composed of N = 60000 images of hand-written digits. In order to reduce the dataset to a man-
ageable size, given our computational resources3, we coarse grained the data in cells of 2× 2 pixels,
3All calculations were performed on a laptop computer.
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that were transformed into binary values by applying a threshold4. We focus on a central zone of
n = 11 × 11 = 121 pixels. Fig. 5 (left) plots the evidence as a function of the number A = |A| of
ICC at different stages of the hierarchical merging procedure. This achieves a maximum at A = 18.
The structure of the inferred MCM at A = 18 is rather complex, with several high order interactions
(see 5 right bottom panel c), which are grouped in relatively large ICCs (5 right top panel b).
The main aim of this exercise is to test the efficiency of the inferred MCMs in generalisation. For
this purpose, we sample digits from the maximum likelihood distribution at different values of A. In
order to generate a sample s, we i) generate a random value of ba for each a ∈ A, and ii) we compute
s by the inverse GT that relates b∗ to s. In step i), we exploit the fact that computing ba on a
randomly drawn digit from the dataset sˆ generates values of ba which are distributed according
to Eq. (8). Hence a value of the operators of the best IM b = {ba, a ∈ A} can be generated
in a straightforward manner from A independent draws from the dataset. Step ii) is achieved by
inverting the GT that relates b to s. As shown in the Appendix C.1, this requires the inversion of an
n× n binary matrix (modulo 2), which can be performed once. Therefore, sampling the likelihood
of the inferred model is remarkably simple. Notice that, for A = 1 this procedure amounts to
sampling the original digits from the dataset. For A > 1, sampling generates new patters, as shown
in the inset of Fig. 5 a). Although the sample images contain some structure, their resemblance to
digits fades away as A increases, as the entropy of the corresponding distribution increases.
Discussions
Finding the best model that describes a dataset, within Bayesian model selection, is a daunting
task. We show that this task simplifies considerably when the selection is restricted to the class of
MCMs. These are simple models, in terms of their description length complexity, and they are easy
to infer. BSM within MCMs probes interaction of arbitrary order and can reveal the presence of
high order interactions or confirm that a dataset is accurately described in terms of low order ones.
In addition, MCMs disentangle independent components of statistically dependent variables. As
such, it can be a useful preprocessing step to divide the inference problem into smaller problems,
that can be analysed in more detail. Finally, the invariance under GTs of the class of MCMs,
ensures that the inference process is independent of how the data is represented5. This is not true
when model selection is restricted to classes (e.g. pairwise models) that are not invariant under
GTs. In this case, it may be hard to say whether the structure of the inferred model reflects
statistical dependencies in the data or the constraints on the class of models considered.
Our approach departs from the literature on graphical model reconstruction [10, 29, 12, 13]
in important ways. The latter aims at retrieving a model from a dataset generated from it, by
identifying which interactions among a pre-assigned set (e.g. pairwise) are present. We do not make
any assumptions on the interactions present in the models. Most importantly, we do not assume that
data is generated from a specific model. Our aim, indeed, is to find the most likely simple model, that
4If the sum of the grey levels of the four pixels exceeds 400, the coarse grained pixel is assigned the value one,
otherwise it is zero. Our code employs bitwise operations on 16 bytes integers, thus limiting the size of the systems
we could handle to n ≤ 128.
5Consider, for a purely illustrative purpose, an idealised problem of inference in a gene regulatory network. Assume
that whether gene i is expressed (si = +1) or not (si = −1) depends on whether its ti transcription regulators are
bound (σi,a = +1) or not (σi,a = −1) to the regulator binding region, i.e. that si = fi(σi,1, . . . , σi,ti ) is a boolean
function of the σi,a’s. If the relation between s and σ is a GT, then our approach ensures that inference of the gene
regulatory network based on a dataset sˆ of gene expression should give the same results as inference based on a
dataset σˆ of binding on regulatory regions.
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may inform us on the structure of dependencies (and independencies) in a real dataset. A critical
aspect in graphical model reconstruction is parameter estimation, for which different approximate
algorithms have been proposed [14]. We find that there is no need to infer the parameters of models
in order to perform model selection within MCMs. This is a huge computational advantage, that
makes the selection independent on how good the parameters can be fitted. Finally, the set of
models that can be compared in BMS within the class of MCMs is much larger than the number
of possible pairwise models usually considered.
In summary, this paper, offers a novel perspective in statistical inference of high dimensional
data. Further extensions beyond binary variables, as well as the development of more efficient
heuristics for maximising the evidence of MCMs, are promising avenues of future research.
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A Background: useful results and definitions
This section provides a summary of definitions and results from Ref. [6] that are used in the main
text and in this document. We refer the reader to Ref. [6] for comments and proofs of the results
recalled in this section.
Spin operator and spin model. A spin model is a probabilistic model that describes the
state of a system of binary variables, called spins. The model assumes the existence of interactions
between the spins that constrain the states of the system. As no spatial organisation is assumed,
interactions can be of arbitrary order and of arbitrary range. To mathematically define a spin
model, each interaction of the model is associated with a spin operators.
More precisely, consider a system of n spin variables, s = (s1, · · · , sn), that take random binary
values si = ±1. We consider product spin operators
φµ(s) =
∏
i∈µ
si (9)
where i ∈ µ is a shorthand to denote a all spins in a non-empty set. In practice, µ = 1, 2, . . . , 2n −
1 can be taken as an integer, and the spins i ∈ µ those corresponding to ones in the binary
representation of µ. Hence, the number of spin operators is 2n − 1. With the addition of the
constant operator φ0(s) = 1 for all s, the operators φµ form a group, in the sense that the product
φµφν = φµ
⊕
ν of any two operators is an operator6. It is also a complete and orthogonal basis for
all functions, because
∑
s
φµ(s)φν(s) = 2nδµ,ν ,
2n−1∑
µ=0
φµ(s)φµ(s′) = 2nδs,s′ . (10)
Hence any function F (s) =
∑
µ≥0 f
µφµ(s) defined on the spin configurations can be represented as
a linear combination of spin operators, with coefficients given by fµ = 21−n
∑
s φ
µ(s)F (s). These
completeness relations hold also on the space defined by a subset of the spins, or of independent
6In the binary representation
⊗
corresponds to the XOR operation.
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operators (see later). Notice that the square of any spin variable si and of any operator is equal to
one.
A spin model is a maximum entropy model, whose Hamiltonian is a linear combination of the
elements of a setM of spin operators. The probability distribution over the spin variables s under
a spin model M is therefore:
P (s | g,M) = 1
ZM(g)
exp
( ∑
µ∈M
gµ φ
µ(s)
)
, ZM(g) =
∑
s
e
∑
µ∈M gµ φ
µ(s) (11)
where g = {gµ, µ ∈ M} is a vector of real parameters and where the partition function ZM(g)
ensures normalisation. Each parameter gµ modulates the strength of the interaction associated
with the operator φµ(s). In an n-spin system, there are 2n− 1 different spin operators, hence there
are 22
n−1 different spin models that can be constructed. Each model is identifies with the set M
of spin operators that it contains.
Set of independent operators The operators φµ in a set I are said independent if none of
the operators of the set can be obtained as a product of any subset of other operators of the set
I. For example, the sets {s1, s2, s3} and {s1, s1s2, s1s2s3} are two examples of such set, whereas
{s1, s2, s1s2} is a counter-example, because any operator in this set equals the product of the two
other operators. In an n-spin system, , the set Is = {s1, . . . , sn} is set of independent operators.
All the operators of the system are generated as products of the n basis spin elements (s1, · · · , sn).
Since there is no other independent operator, a set of independent operators can have at maximum
n elements.
Gauge transformation If I = {φ1(s), . . . , φn(s)} is a set of n independent operators, the trans-
formation s → s′ where s′i(s) = φi(s) establishes a one to one mapping between the set of states
onto itself. This also establishes a bijection of the set of operators onto itself and of the set of
models. Following Ref. [6], we call this a gauge transformations (GTs). A GT can be thought of as
a change of basis from the original spin representation to a new one. Fig. 2 shows some examples
of gauge transformations.
Ref. [6] shows that a GT leaves the partition function ZM(g) of a model invariant up to per-
mutation of its parameters. Likewise, the Fisher Information matrix
Iµ,ν(g) = ∂gµ∂gν logZ(g) (12)
enjoys the same invariance property. This shows that the model complexity
cM =
∫
dg
√
detI(g) (13)
is invariant under GTs. This allows to classify all models into equivalence classes, characterised by
the same complexity cM (see [6]).
Independent Models An Independent Model (IM) is a spin model defined by a set of r indepen-
dent spin operators, Mind = {φ1, . . . , φk}, where necessarily k ≤ n. A model with r single-body
interactions Mind = {si1 , . . . , sik}, with i1 < i2 < . . . < ik, is a straightforward example of an
independent spin model. All the IM with k interactions can be obtained by gauge transformations
of this model. Among all models with k operators, independent models achieve the maximal value
of the complexity, which is given by k log pi [6].
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Independent Complete Component Models An Independent Complete Component (ICC)
model M is such that for any µ, ν ∈ M also the product operator µ⊗ ν ∈ M. An ICC model
has 2r − 1 operators, where the rank r is the maximal number of independent operators in M. In
other words, an ICC is a model with all the 2r − 1 operators generated by a basis of r independent
operators, where r ≤ n. The ICC model with r = n is called the complete model. A GT transforms
an ICC model into an ICC model (see Fig. 2 for examples), so they all have the same complexity.
Minimally Complex Models A MCM is a model composed of independent complete compo-
nents (ICC):
M =
⋃
a∈A
Ma, (14)
where each Ma is an ICC with rank ra, and Ma
⋂Ma′ = ∅ for all a 6= a′ ∈ A. A GT maps the
class of MCMs into itself, preserving the ranks ra.
B Enumeration
The number of independent models All IM with r interactions can be obtained by gauge
transformations of the model I = {s1, . . . , sr}. Therefore their number equals the number of GTs
that transforms this model into different ones, and it is given by:
Nind(n, k) = 1
k!
k−1∏
i=0
(
2n − 2i) . (15)
This corresponds to the number of ways of choosing r independent operators in the set of all possible
2n − 1 operators, divided by the number of possible permutations of these r elements. The first
operator can be chosen in 2n− 1 ways. After choosing i independent operators, the i+ 1st operator
can be chosen among 2n− 2i ones, because 2i operators are dependent on the first i operators. For
large values of n, the number of IM grows as 2nk/k! . Summing over possible values of k (from
k = 0 to n), we evaluate that the total number of independent models grows roughly as 2n
2
, which
is faster than the number of pairwise models in the original basis ∼ 2n(n+1)/2.
The number of Independent Complete Components of rank r All ICC of rank r can be
generated by GT, excluding those that involve only the operators in M. The number of ICCs is
given by
NICC(n, r) =
r−1∏
i=0
2n − 2i
2r − 2i . (16)
Here the numerator
∏r−1
i=0 (2
n − 2i) counts the number of ways of choosing the r basis operators of
the ICC. The denominator
∏r−1
i=0 (2
r − 2i) counts the number of GT that transforms the basis of
the ICC, leaving M invariant.
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The number of Minimally Complex Models For a MCM with mr ICC of rank r, one can
use the previous result
NMCM(n, {mr}) =
n∏
r=1
1
mr!
[
r−1∏
i=0
2n − 2i
2r − 2i
]mr
, (17)
where the factor 1/mr! accounts for permutations among ICC of the same size. In order to count the
number of MCMs with n spins, it is necessary to sum over all the classes of MCMs with different
degeneracies mr. These correspond to the number of partitions of R =
∑
r rmr elements, and
summing over all R ≤ n. For instance, R = 8 admits 22 partitions which are:
8, 71, 62, 611, 53, 521, 5111, 44, 431, 422, 4211, 41111, 332, 3311,
3221, 32111, 311111, 2222, 22211, 221111, 2111111, 11111111 . (18)
The partition “8” corresponds to the class of MCMs that contains only one single ICC with rank
r = 8. The partition “422” is the class of MCMs formed of three ICC models, with mr = 0 except
for m2 = 2 and m4 = 1.
The number of Minimally Complex Models with the same basis For a given choice of
of the basis operators, the number of MCM∗ models that share the same basis, can be generated
corresponds to the number of partitions of the set of n basis vectors in all possible ways. This is
given by the Bell number Bn.
C Bayesian model selection for MCMs
Let us consider an ICC M with rank r. Let b(s) = {b1(s), . . . , bn(s)} be a basis of independent
operators. Consider an ICC modelM, such that all operators µ ∈M can be generated as products
of the first r elements of this basis b≤r = {b1, . . . , br}. In this basis, model M can be written as
P (s|g,M) = 1
ZM(g)
e
∑
µ∈M g
µφµ(s) = 2r−nq (b≤r(s)) , (19)
where q(b≤r) is a normalised probability distribution over b≤r ∈ {±1}r. A direct transformation
between the 2r − 1 parameters g and the parameters q(b≤r) is obtained by taking the logarithm of
Eq. (19), multiplying by φµ(s) and summing over s. Using the orthogonality relation, we find
gµ =
1
2n
∑
s
φµ(s) log q (b≤r(s)) , ∀µ ∈M. (20)
Notice that this equation, for µ 6∈ M yields gµ = 0 because the function q (b≤r(s)) can be expressed
solely in terms of the operators µ ∈M.
Statistical inference is more easily done in the q-representation, i.e. in terms of the distribution
q(b≤r). The result can then be projected in the original representation using Eq. (20), and the GT
that maps the representation in terms of b to the original spin representation s.
The likelihood function for a given dataset sˆ is simply
P (sˆ|g,M) = 2N(r−n)
∏
b≤r
q(b≤r)
kb≤r (21)
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where
kb≤r =
N∑
i=1
δb≤r,b≤r(s(i)) (22)
is the number of times that the basis operators take the value b≤r on the dataset. Therefore, the
maximum likelihood estimate of q is given by
qˆ(b≤r) =
kb≤r
N
. (23)
The calculation of the evidence is likewise straightforward. We first exploit the invariance of
Jeffreys prior under reparametrization [17], that in the q-representation takes the form
P0(q|M) = Γ(2
r−1)
pi2r−1
∏
b≤r
√
q(b≤r)δ
∑
b≤r
q(b≤r)− 1
 , (24)
where we denote with q the vector of 2r probabilities q(b≤r). This, combined with the expression
of the likelihood (21), yields
P (sˆ|M) =
∫
dgP (sˆ|g,M)P0(g|M) (25)
=
∫ 1
0
dq2N(r−n)
∏
b≤r
q(b≤r)
kb≤r (26)
= 2N(r−n)
Γ(2r−1)
Γ(N + 2r−1)
∏
b≤r
Γ(kb≤r + 1/2)√
pi
. (27)
This calculation easily generalises to MCMs, were the first componentM1 is associated to the first
r1 basis vectors ba=1 = b≤r1 , the second to the next r2 basis vectors ba=2 = {br1+1, . . . , br1+r2},
and so on. The likelihood, the prior and the evidence factorizes over the different components,
because
P (s|g,M) = 2
∑
a ra−n
∏
a∈A
qa (ba(s)) . (28)
This leads to the expression of the evidence of a MCM given in the main paper.
C.1 Sampling from the most likely MCM
The expression of the best inferred model reads
P (s|gˆ,M) = 2
∑
a ra−n
∏
a∈A
kba(s)
N
. (29)
In order to sample a configuration s from this model, for each ICC a ∈ A, we draw a configuration
s(ia) from the dataset sˆ, uniformly at random. We then compute ba(s
(ia)) for this configuration.
Eq. (29) ensures that this this procedure produces a sample value of ba with the correct distribution.
We then concatenate all the vectors ba obtained in this way from independent draws of s
(ia), in
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order to obtain a sample value of the basis vector b = (b1, . . . , bA). Finally we perform an inverse
GT and obtain a sample value of s = s(b).
The last passage involves the inversion of an n× n binary matrix modulo 2. Indeed, spins can
be represented as si = (−1)xi , with xi = 0 or 1. A spin configuration s corresponds to a string of
n bits x. Basis operators bj = (−1)yj can also be represented in terms of a bit string y. Then the
GT b(s) corresponds to a matrix
y = Bˆx (30)
where summation is performed modulo 2. Here Bj,i = 1 if the basis operator bj contains spin si.
In this way, we find yj = 1 if and only if the number of negative spins that contribute to bj in
configuration s is odd. Therefore, in order to obtain the value of s that corresponds to a value of the
basis b, we need to invert the matrix Bˆ, and compute x = Bˆ−1y. This step can be done once, by
Gaussian elimination. In summary, sampling from the best MCM requires drawing A independent
configurations s(ia) from the dataset sˆ and a matrix multiplication, modulo 2.
C.2 Finding the best independent model
An independent model is a model where all componentsMa only contain one operator ba(s), where
b = (b1, . . . , bn) is a set of independent operators. Let us focus on the case where the number of
components A = n equals the number of spins. Model selection within this class, only requires to
compare the likelihoods of the different models, because the complexity terms are the same. The
log-likelihood of an independent model takes the simple form
logP (sˆ|gˆ,M) = −N
n∑
a=1
H[ma] (31)
where
H[m] = −1 +m
2
log
1 +m
2
− 1−m
2
log
1−m
2
(32)
and
ma =
1
N
N∑
i=1
ba(s
(i)) (33)
is the bias of operator ba. The function H[m] is maximal for m = 0 and it achieves its minimal
value H[m] = 0 when m = 1 or m = −1. This implies that the most likely independent model is
given by the most biased set b of independent operators.
The algorithm to find these operators is a recursive one: Let b1 be the most biased operator
φµ, i.e. the one with the largest average value of |φµ| in the dataset. Add the next most biased
operator b2. The third operator b3 is the most biased one, excluding the operator b1b2, which is
not independent from the previous two. Proceeding in this way, at step r, let b<r = (b1, . . . , br−1)
be the set of independent operators already identified. This divides the set of all operators in the
subset I<r(b<r) that are combinations of the operators b<r and the set I≥r(b<r) of operators that
are independent of b<r. Choose the most biased operator br ∈ I≥r(b<r) and add it to the set b<r.
This gives b<r+1 = (b<r, br). Iterate until r = n.
In order to show that this procedure generates the best independent model, consider replacing
br with any other operator b. Since b is a complete basis for all operators, b has to be expressed in
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terms of them. With some abuse of notation, we write this as
b =
∏
a∈b
ba = brbb−r. (34)
The second relation expresses the fact that the operator br necessarily appears in this product,
because the new basis b′ with br replaced by b, has to be complete. In Eq. (34) bb−r stands for the
product of the other operators in b excluding br, that generate b.
It follows that the bias of the new operator
mb =
1
N
N∑
i=1
b(s(i)) =
1
N
N∑
i=1
br(s
(i))bb−r(s(i)) ≤ mr. (35)
The last inequality derives from the fact that, by construction, br is the most biased operator among
all those that contain br.
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