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Contact processes - and, more generally, interacting particle processes - can serve as models for a 
large variety of statistical problems, especially if we allow some simple modifications that do not 
essentially complicate the mathematical treatment of these processes. We begin a statistical study of 
the supercritical contact process that starts with a single infected site at the origin and is conditioned 
on survival of the infection. We consider the statistical problem of estimating the parameter A of the 
process on the basis of an observation of the process at a single time t. We propose an estimator of A 
and show that it is consistent and asymptotically normal as t --> oo. 
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1. Introduction 
A d-dimensional contact process is a simplified model for the spread of a biological 
organism or an infection on the lattice 7l.d . At each time t :;::. 0, every point of the lattice (or 
site) is either infected or healthy. As time passes, a healthy site is infected at Poisson rate ..1. 
by each of its 2d immediate neighbours which is itself infected; an infected site recovers 
and becomes healthy at Poisson rate 1. Given the set of infected sites £1 at time t, the 
processes involved are independent until a change occurs. If the process starts with a set 
A c 7l.d of infected sites at time t = 0, then £1 will denote the set of infected sites at time 
t:;::. 0 and g: : t:;::. 0} will denote the contact process. For example, g~d : t:;::. 0} or {£)0} : t:;::. 0} will denote the processes starting with every site infected, or with a single 
infected site at the origin. If the starting set is chosen at random according to a probability 
distribution a, then the process will be written as { £~ : t :;::. 0} . If we do not want to specify 
the initial state of the process at all, we simply write g 1 : t :;::. 0}. 
We also need a compact notation for the state of a single site x E 7l.d at time t. For any 
contact process s 1, we write 
£t(x) = l g, (x) = { ~ if x is infected at time t, if x is healthy at time t, (1.1) 
thus using the same symbol £1 for both the set of infected points and its indicator function. 
Of course s:(x) and s~(x) will refer to the processes £1 and s~ in the same manner. 
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The first thing to note about the contact process is that for all non-empty A C 71..", the 
infection will continue forever with positive probability if and only if A exceeds a certain 
critical value Ad. Such a process is called supercritical. Thus, if we define the random 
hitting time 
TA = inf{t: £1 = 0}, A c 71..", (1.2) 
with the convention that rA = oo if £1 =/=- 0 for all t ~ 0, then for the supercritical contact 
process 
lfJl(rA = oo) > 0 
for every non-empty A c 71..". Moreover, if A has infinite cardinality lA I = oo, then 
lfJl(rA = oo) = 1. 
(1.3) 
(1.4) 
In the supercritical case, the process £7d that starts with all sites infected converges in 
distribution to the so-called upper invariant measure v = VJc. Here convergence in 
distribution means convergence of probabilities of events defined by the behaviour of the 
process on finite subsets of 71..", and 'invariant' refers to the fact that the process 
{!;~ : t ~ 0} is stationary. In particular, the distribution of !;~ is equal to v for all t. 
Obviously, v is also invariant under integer-valued translations of 71..". The long-range 
behaviour of the supercritical contact process { £1 : t ~ 0} for arbitrary non-empty A c 71.." 
is described by the complete convergence theorem. Let f£1 denote the probability 
distribution of £1 and 00 the distribution that assigns probability 1 to the empty set. 
Theorem 1.1. Let A C 71.." and A> ),d· Then, as t ____, oo, 
f£1 -2:". lfJl(rA < oo)o0 + lfJl(rA = oo)vJc. (1.5) 
For a proof see Liggett (1999, p. 55). 
If A >Ad and A = 71..", the process £7d survives forever with probability 1 by (1.4) and 
converges exponentially to the limit process, that is, for positive C and y and all t ~ 0, 
0 ~ P(£7d(x) = 1) - P(l;"(x) = 1) ~ Ce-yr (1.6) 
(Liggett 1999, p . 57). 
Another major result concerning the contact process is the shape theorem. To formulate 
this result we first have to describe the graphical representation of contact processes due to 
Harris (1978). This is a particular coupling of all contact processes of a given dimension d 
and with a given value of A, but with every possible initial state A or initial distribution a. 
Consider space-time 71.." X [0, oo). For every site x E 71.." we define on the line x X [0, oo) a 
Poisson process with rate 1; for every ordered pair (x, y) of neighbouring sites in 71.." we 
define a Poisson process with rate A. All of these Poisson processes are independent. 
We now draw a picture of 71.." X [0, oo) where, for each site x E 71..", we remove the 
points of the corresponding Poisson process with rate 1 from the line x X [0, oo ); for each 
ordered pair of neighbouring sites (x, y) we draw an arrow going perpendicularly from the 
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line x X [0, oo) to the line y X [0, oo) at the points of the Poisson processes with rate A 
corresponding to the pair (x, y). 
For any set A c 7l_d, define ~: to be the set of sites that can be reached by starting at 
time 0 at some site in A and travelling until time t along unbroken segments of lines 
x X [0, oo) in the direction of increasing time, as well as along arrows. Clearly, g: : t ;, 0} is distributed as a contact process with initial state A. By choosing the initial 
set at random with distribution a, we define g~ : t ;, 0}. The obvious beauty of this 
coupling is that for two initial sets of infected sites A c B, we have ~1 c ~: for all t ;, 0. 
Unless indicated otherwise, we shall assume that all contact processes are defined 
according to this graphical construction. We shall also restrict attention to the supercritical 
case and assume that A > Ad throughout. 
Before formulating the shape theorem we need to introduce some notation. Let II · II 
denote the L00 norm on ~d , that is, 
llxll = max lx; l 
J.,;;, J.,;;, d 
for x =(xi, ... , xd) E ~d, and let Q = (x E ~d : ll xl l ~ t} denote the unit hypercube centred 
at the origin. For A, B c ~d, A EB B= {x + y : x E A , y E B} will denote the direct sum of 




Thus for the process { ~;o } : t ;, 0} that starts with a single infected site at the origin, H 1 
is obtained by taking the union of the sites that have been infected up to or at time t, and 
replacing these sites by unit hypercubes centred at these sites in order to fill in the space 
between neighbouring sites. Similarly, K 1 is the filled-in version of the set of sites where 
~;o} and ~~t coincide. We are now in a position to formulate the shape theorem (cf. Durrett 
1991 ; Bezuidenhout and Grimmett 1990). 
Theorem 1.2. There exists a bounded convex subset U of ~d with the origin as an interior 
point and such that, for any E E (0, 1), 
(1 - E)tU c H1 n K1 c H1 c (1 + E)tU, (1.9) 
eventually almost surely on the event { y {O} = oo} where ~;o} survives forever. 
The shape theorem describes the growth of the set of infected sites if the process ~;o} 
survives forever. Roughly speaking, the convex hull of the set of infected sites will grow 
linearly in time as t ---+ oo and acquire an asymptotic shape tU, where U is a fixed convex 
set with the origin as an interior point. Inside this set, say in (1 - E)tU, the smallest and the 
largest possible process ~;o} and ~?" are equal eventually a.s., and this must mean that, for 
large t , their distribution is close to the equilibrium distribution v. Together, the complete 
convergence theorem and the shape theorem describe the peculiar type of convergence of 
the supercritical contact process to its limiting distribution. The infection spreads at a 
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constant speed and, relatively soon after it has reached a site x, equilibrium will set in at 
that site. 
A third important property of the contact process is its self-duality. If, in the graphical 
representation, time is run backwards and all arrows representing infection of one site by 
another are reversed, then the new graphical representation has precisely the same 
probabilistic structure as the original one. In particular, 
ifll(~1 n B-=!=- 0) = ifll(~~ n A -=!=- 0), for all A, B c 7l..d and t ;?: 0. ( 1.1 0) 
With A = {0} and B = 7l_d this yields 
ifll (r{O} > t) = ifll(~7d (O) = 1) 
which, letting t ___, oo in the supercritical case, reduces to 
ifll ( r{o} = oo) = ifll ( ~~ (0) = 1). 
Combining this with (1.6), we see that if A > Ad, then 
ifll(t < r{o} < oo) ~ ce-Y1 (1.11) 
(cf. Liggett 1999, p. 57). 
In this paper we shall study the estimation problem for the parameter A of the 
supercritical contact process ~;o } , given that it does, not die out. Based on an observation of 
~)0} at a single time t , we derive an estimator A ;o} and show that it is consistent and 
asymptotically normal as t ___, oo. 
The informal description of the convergence of the contact process immediately suggests 
a way to derive an estimator of the parameter A. If ~;o} survives forever, then observing 
~)0} (x) for all sites x contained in (1 - E)tU is asymptotically the same as observing the 
limit process ~~(x) on this set. This asymptotic 'equivalence' of~~ and ~;o } on (1- E)tU 
should allow us to derive an estimator of A based on the limit process ~~(x) for sites 
x E (1 - E)tU, and hope that this estimator will also work for the process ~;a}. The 
advantage of deriving the estimator under ~~ is that we can use the stationarity of this 
process to set up the estimating equation. 
For D C 7l_d , define the total number of infected sites in the set D at time t as 
n1(D) = L ~~(x) , (1.12) 
x E D 
and the total number of pairs of neighbouring sites for which one site is healthy and lies in D 
and the other is infected as 
where 
kt(D) = L kr(x) , 
x E D 
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Here lx- Yl = 2.::;1x;- Y; l denotes the L 1 distance between sites x andy. When we need to 
specify the initial state of the process we shall use an appropriate notation. For example, n)0} 
and k)0} will indicate that we are referring to the process £)0} . Similarly, for the process £~ , 
we write n~(x) and k~. 
For the £~ process, £~(x) increases by 1 at rate Ak~(x) and decreases by 1 at rate £~(x). 
As £~ is stationary, this implies that AIEk~ (x) = IE£~ (x) and, since £~ is spatially translation-
invariant, we have 
A _ IE £~(x) _ IE£~(0) 
- IEk~(x)- IEk~ (O) · (1.15) 
Notice that these expectations are independent of t because of the stationarity of £~ . For 
t ~ 0, let At c 7l_ d be finite sets of cardinality IA11 ----+ oo as t ----+ oo. It seems reasonable to 
expect that some form of the law of large numbers will ensure that, as t ----+ oo, 
and 
k~(A t ) = 2.:::xEA, k~(x) "' IEk~(O). 
IAtl IAtl 
This would imply that n~(A 1 ) / k~(A 1 ) is a plausible estimator of A on the basis of an 
observation of the process £~ at a single time t. If, in addition to IA1 I ----+ oo, we also require 
that A1 c (l - E)tU for some E > 0, then the shape theorem suggests that, conditional on £)0} 
surviving forever, the probabilistic behaviour of £) 0} and £~ should be asymptotically the 
same on the set At c 7l_d . But this indicates that if we observe the process £{0} instead of£~ , 
then n)0}(A 1)/ k)0}(At) would be a plausible estimator of A based on £)0}, p~ovided that £)0} 
survives. Unfortunately, the set U is unknown - as is t in many applications - and hence we 
cannot implement this estimation procedure directly. However, the shape theorem also 
suggests that if £)0} survives forever, the convex hull C(£)0}) of the set £)0} of infected sites 
behaves asymptotically like tU. Hence we may expect that if we define a mask 
C1 = (1- o)c(.;;o}), 
for some o > 0, and £)0} survives, then IC1 n 7l_dl----+ oo and C1 C (1- E)tU for some f > 0. 
Combining these ideas, we arrive at 
{0} ( ~{o } = ~ {o } (C1 ) = n1 Ct) 
I I k)O}(Ct) (1.16) 
as a plausible estimator of A on the basis of an observation of £)0} at a single time t. In fact 
we shall use masks C1 which are obtained by shrinking the set C(£)0} ) in a more general 
manner than through multiplication by 1 - o (cf. Section 3). 
The aim of this paper is to prove that ~ j o} is a consistent and asymptotically normal 
estimator of A on the event where £)0} survives forever. To do this we not only have the 
considerable problem of making the above heuristic argument precise, but in order to prove 
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the asymptotic normality, we also have to show that, for the .;)o} process conditional on 
survival, distant sites evolve almost independently. The technical tools for dealing with 
these problems are provided in Fiocco and van Zwet (2003). 
We should stress at this point that shrinking C(.;)0}) to obtain the mask C1 is absolutely 
essential to obtain an estimator that works well in practice. Without shrinking, the mask 
will contain the boundary area of the set of infected points where equilibrium has not yet 
set in and the infected points are therefore less dense. This has the effect of lowering the 
estimator of ll. Simulation shows that the resulting negative bias is considerable and that 
20-40% of the sites have to be removed by shrinking to eliminate this bias ( cf. Fiocco 
1997). From a theoretical point of view we shall find that without shrinking - i.e. if a = 0 
and hence C1 = C(.;)0}) - we can still show consistency of the estimator i )0J, but not its 
asymptotic normality. 
2. Technical tools 
In this section we provide the reader with a number of tools that will be used in this paper 
for establishing the properties of i )0}. These results may be found in Fiocco and van Zwet 
(2003). Let C(.;)0J) be the convex hull of the set of infected sites. Theorems 1.3- 1.5 in 
Fiocco and van Zwet (2003) provide eventually almost sure bounds on this set, and 
probability bounds for the lower inclusion for H 1 n K 1 as well as C(.;)0}) in (1.9) and (2.1). 
Theorem 2.1. For every E E (0, 1 ), 
(1 - E)tU C C(.;)0J) C (1 + t. )tU (2.1) 
eventually a.s. on the set { T{O} = oo}. Moreover, for every E E (0, 1) and r > 0, there exists a 
positive number A r,c such that, for every t > 0, 
ifl>((1 - E)tU c Ht n Kt iT {O} = oo) ~ 1 - A ,,ct-r 
ifl>((1 - E)tU C C(.;)0})1r{O} = oo) ~ 1 - A,.,ct-r. 
Before formulating the next result we need to introduce some notation. Let H = { 0, 1 }2 d 
denote the state space for the contact process. For f : H ---> IRi and x E 7l_d, define 
L'lf (x) = sup{lf(17)- f(~) l : J7 , ~ E Hand 17(y) = ~(y) for ally =J x} , (2.2) 
lllfl ll = L L'l j (X) . 
xEZ d 
For R1, F2 c 7l_ d, let d(R1, R2) denote the L 1 distance of R1 and R2 : 
d 
d(R,, R2) = inf lx- Yl = inf L lx; - Yi l· 
x E R1,y E R2 xE R1 ,y E Rz i=l 
Let 
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DR = {.f : H ____, IR, lllf ll l < oo, f(lJ) depends on 1J only through 1J n R}, (2.3) 
that is, DR is the class of functions f with lllf ll l < oo such that f(lJ) depends on 1J only 
through lJ(x) with x E R. 
Theorem 2.2. There exist positive numbers y and C such that for every R1, R2 c ll.d, 
f E DR1 g E R2 , and t ~ 0, 
l cov(f(;~\ g(;~")) I :S Clllflll· g llle-yd(Rt ,Rzl. (2.4) 
In particular, there exist positive numbers y and C such that, for all t ~ 0, and x, y E ll.d, 
l cov(;~" (x). ;~" (y)) 1 :S ce-y[x-y[. (2.5) 
and 
(2.6) 
Proof. The first part of the theorem is Theorem 1.7 in Fiocco and van Zwet (2003), and is 
proved in Section 3 of that paper. Inequalities (2.5) and (2.6) follow because lllfl ll = Il l g ill = 1 
and 8, respectively. D 
Obviously (2.5) and (2.6) imply that a 2(n~" (D)) and a 2(k~d (D)) are of order ID I for 
large D. The following theorem extends this results to all moments of even order. 
Theorem 2.3. For any k = 1, 2, ... , there exists a number Ck > 0 such that for every 




Proof. The proof follows from Theorem 4.1 in Fiocco and van Zwet (2003). D 
Let ~;" denote a process distributed as ;~" conditioned on { T{o} = w}. Theorem 1.6 in 
-z z" Fiocco and van Zwet (2003) asserts that we can couple the processes ; 1 and ; 1 in such a 
way that they coincide on tU except on a set of exponentially small probability. We shall 
not explicitly describe this coupling, other than to note that it is not in accordance with the 
graphical representation since the two processes are defined on essentially different subsets 
of the sample space. We repeat the theorem for the reader's convenience: 
zd -z" z" _zd Theorem 2.4. There exist a coupling (e; 1 , e;1 ) of (;1 , ; 1 ) and positive constants C and 
y such that for all t > 0, 
( t ll.d _ t.Z" ) -y t [FD eSt n tU - eSt n tU > 1 - Ce . 
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Let ~;o} denote a process which is distributed as ; ;o} conditioned on { r{o} = oo}. The 
final result in this section is a restatement of Theorem 1.8 in Fiocco and van Zwet (2003) 
and asserts that for this process, distant sites evolve almost independently for large t. 
Theorem 2.5. For every E E (0, 1) and r > 0 there exist a positive number A r,<• as well as 
positive constants C and y, such that, for all t > 0 and all f and g satisfYing f E DR, with 
R1 C (1 - E)tU n 7l_d, and g E DR2 with R2 C 7l_d, 
l cov(f(~;o} ), g(~;o} )) l ~ lllfl ll · lll g lll (ce - yd(R2 ,R2l + Ar,< rr). (2.9) 
3. Shrinking 
As we have argued in the Introduction, we choose the mask C1 for computing the estimator 
i)O} as a shrunken version of the convex hull C(;)0}) that is guaranteed to lie in (1 - E)tU 
with large probability. As an example we discussed the choice C1 = (1 - o)C(;)0}), about 
which we shall have more to say later in this section (see Example 3.2). However, we also 
noted that it is possible to consider more general methods of shrinking, and this is the topic 
of the present section. 
For a set A c fRd the interior of A is denoted by A and the discrete cardinality of A as 
lAID= lA n 7!..dl· Define a shrinking operation as follows. 
Definition 3.1. Suppose that to any convex set V C [Rd there corresponds a convex set 
v- C fRd. Then the map V --+ v- is called a shrinking if, for every convex V and W with 
0 E V, 
and 
v- c v, 
v c w '* v- c w-, 
l(tV)- ID --+ oo as t--+ oo, 






Property (3.3) guarantees that if V contains a ball centred at the ongm and hence tV 
grows linearly in t in any direction, then the number of lattice points in (tV)- tends to 
infinity. By a standard argument one finds that (3.4) is equivalent to the following condition: 
if 0 E V, then for every o > 0 there exist E > 0 and to > 0 such that 
1
1[(1 + E)tV]-ID- 1 1 ~ 0 
1[(1 - E)tV] - ID for all t ~ to. 
We shall base the estimator of A. on a shrunken version C1 of C(;;o}), that is, 
(3.5) 
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and 
{0}( ) ~{o} = ~ {o } (C,) = n1 Ct . 




The set defined in (3 .6) is caped the random mask or window. Notice that 0 is an interior 
point of U and hence of C(~;o ) eventually a.s., so that C, satisfies (3 .1 )-(3.4) eventually a.s. 
Since we are concerned with limit behaviour of ~)0 l as t ___, oo, this is sufficient for our 
purpose. 
Together (3.6), (3.7) and Definition 3.1 will allow us to prove consistency of ~ )0l on the 
set where ~)0 l survives forever. However, in order to prove strong consistency of ~ )0 l , we 
0 
need to strengthen assumption (3.3) and require that if 0 E V, then 
1. . f l(tV)- ID O 1mm i > . 
l -->00 t' 
for some o > 0, 
To prove asymptotic normality of our estimator given { r {o} = oo} 
that if 0 E V, then 
v- c(l-o)V, 
(3.8) 
we need to assume 
(3.9) 
while at the same time strengthening (3.3) in a different direction and requiring that 
as t ___, oo. (3.1 0) 
We end this section by presenting various ways of shrinking that one may wish to apply 
to the convex hull of the set of infected sites C(~)0 l ) in order to obtain the mask C1• 
Example 3.1 v- = V. This satisfies Definition 3.1 as well as (3.8) and (3.10), but not (3.9). 
In this case we do not shrink but simply choose C, = C(~)0 l ) for computing ~)0l. 
Example 3.2 v- = (1 - o) V, 0 < o < 1. Obviously Definition 3.1 as well as (3.8)- (3.1 0) 
are satisfied. In determining the mask C1 = (1 - o)C(~)0l) we have to face the problem that 
we observe the set ~)0l, but not necessarily the location of the origin. As C1 is determined by 
shrinking C(~)0l ) towards the origin, we have to estimate the origin and shrink towards this 
estimated origin instead. An obvious estimate of the origin is the coordinatewise average of 
all sites in C(~)0l ), that is, the centre of gravity of this set of sites. In view of Theorem 2.1 
and the fact that the set U is obviously symmetric with respect to the origin, it is easy to see 
that the estimate of the origin has error o p( t) on the set where ~)0 l survives forever. But this 
implies that shrinkipg C(~)0l ) towards the estimated rather than the true origin will notA affect 
the consistency of A )0l in the conclusion of Theorem 4.1. The asymptotic normality of A )0l in 
Theorem 5.1 will not be affected either by a slightly more complicated argument. 
Example 3.3 v- = peeling( V). This type of shrinking avoids the estimation of the origin of 
the picture. For an arbitrary convex set V c IRd, the peeling procedure starts with the set 
Vo = C( V n &:.d), the convex hull of the lattice points of V. Notice that, in the particular case 
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we are considering, V = C(~)01) and hence Vo = V. The peeling of V is now obtained by 
removing all lattice points in the L 1 contour of V0 , constructing the convex hull of the 
remaining lattice points of Vo, and repeating this procedure k times until a fraction a of the 
lattice points in V0 has been removed. This amounts to stripping away the k outermost layers 
of the blob. Obviously peeling satisfies Definition 3.1 as well as (3.8) - (3 .10). In view of the 
problems encountered in Example 3.2, we prefer peeling over multiplication by 1 - o as a 
shrinking operation. For more details on peeling, see Fiocco (1997). 
Example 3.4 v- = B{ c, r}· The mask is computed by taking a Euclidean ball inside the set of 
infected sites with centre c and radius r, where the centre is estimated by taking the 
coordinatewise average of all sites in C(~)0 } ) and the radius r is computed by averaging the 
L1 distances between the estimated centre and the sites in (C)~)0 } ) . 
It should be clear from these four examples that we have a great deal of freedom in 
choosing our mask as a shrunken version of C(~)0} ). In order to satisfy (3.1)- (3.4), we 
mainly have to watch out that we do not remove all but a bounded number of lattice points 
of C ( ~) 0} ), and that for large sets the fraction a of lattice points deleted depends on the 
size of the set in a smooth manner. Conditions (3 .8) and (3 .1 0) are not likely to be violated 
for any sensible procedure either. Assumption (3.9) asserts that the shrinking is non-trivial. 
Simulation of the estimator for dimension d = 2 indicates that for best results, the 
optimal fraction a of sites to be deleted by shrinking should generally be between 0.2 and 
0.4, and should decrease for increasing t. For a = 0, i.e. without shrinking, the performance 
of the estimator is generally disastrous. On theoretical grounds one can argue that a should 
be chosen proportional to t - 1• 
4. The estimation problem: Consistency 
In the proof of the consistency of i)0} we shall not follow the same route as we did in 
Section 1 to arrive at the estimator i )0} ( C1). Rather than introducing a new coupling to 
compare ~)0} on { r {O} = oo} with ~~, we shall simply employ the standard graphical 
representation for comparison with ~~d instead. In Theorem 2.1 we showed that on 
{ r {o} = oo}, C(~)0} ) can be bracketed between two non-random convex sets. By applying 
the shape theorem (Theorem 1.2) we reduce the problem to one concerning the ~~" process 
on a non-random convex set and then show that the difference between the random and the 
non-random masks is negligible. 
Let A1 C 7l_d be a finite non-random set with IA1 1 -----+ oo as t -----+ oo. By analogy with 
(1.12) and (1.13), define 
n~d (A ,) = L ~~d (x) (4.1) 
xEA, 
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k~d (A 1) = L k~d (x), k~d ex) = o - s~d cxn L s~d (y). (4.2) 
xEA, lx - y l= l 
Lemma 4.1. Suppose that fort~ 0, the sets A, C 7l_d satisfY A1 C A1• if t < t', IA1 1 < oo and 
lA, I ____, oo for t ____, oo. Then, as t ____, oo, 
Moreover, if, for some o > 0, 
then, as t ____, oo, 
n~d (A,) !__, IEsv(O), 
lA, I 







Proof. We shall only prove (4.3) and (4.6) . The proof of (4.4) and (4.7) is almost exactly the 
same. 
By Theorem 2.3 and the Markov inequality, 
(4.8) 
for every k = 1, 2, ... and appropriate Ck,, > 0. By (1.6), 
IEnf}~~) = IEs~d (O) ____, IEsv(O) (4.9) 
as t ____, oo. Since IA1 1 ____, oo, this proves (4.3). 
For every E > 0 and A c 7l_d, we have 
I' c!~~,l n~: .(A) - n~' (A) I "" ciAI) "' I'( 2 "" ciA I), ( 4.1 0) 
where Z has a Poisson distribution with IEZ = f-1 = c·h· IAI, where c = 1 V 2dX To see this, 
note that between time t and t + h a change at any particular site in A occurs at rate at most 
c. As 
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we find that if h :;;; E/ (4c), then 
IP(Z :? EI AI) :;;; e2fl- <IAI :;;; e- ciAI/2. ( 4.11) 
Take to = 0 and define to < t1 < t2 < . .. recursively by 
tm+I = (tm + c/(4c)) 1\ inf{t > tm: At- of. At+}, 
where 
At-= IimAs = U As, 
sTt s<t 
At+ = lim As = n As. 
sl t s>t 
Hence tm+I is obtained by adding to tm until one either arrives at tm + E/(4c) or encounters a 
change in At. Because A1 is non-decreasing, this implies that by passing from tm to tm+I, one 
either increases t by t/(4c) or IAt l by at least 1. It follows that tm --+ oo as m--+ oo. To see 
this, note that either tm --+ oo or IA1'" I --+ oo. Since IA1 I < oo for all t, we must have tm --+ oo 
in both cases. Obviously there exists 0 :;;; k :;;; m- 1 such that tm :? kt / (4c) and 
IAtm+l:? IAtml:? IAtm- 1:? m- k- 1. By (4.5) this implies that 
1. . fIAt -1 lmlll __ m _ > 0 
m m0' 
for o' = 0 1\ 1. It follows from (4.8) that, for every k = 1, 2 ... , 
IP(I n~~:.t ) - [~~: (0) 1:? E) :;;; Ck,, m- a'k , ( 4.12) 
and the same is true with A 1'" replaced by A 1'" - or Atm+· 
As tm+l - tm :;;; E/(4c) and At= Atm+ for tm < t < tm+!, (4.10) and (4.11) yield 
[p> ( sup I n?d (At)- n?: (Atm+)l :? EIAtm+l ) :;;; e- <IAtm +l /2 
l m<t< t m+l 
< e-cCm"'/2 
~ , ( 4.13) 
for some C > 0 and m > mo . By (4.12) with k > 1/ o', (4.13) and the Borei - Cantelli lemma 
we find 
ntd (A1) ll.d IAt l - [~~ (0) ____, 0 a.s., 
and, together with ( 4.9), this proves ( 4.6). D 
Lemma 4.1 allows us to prove both the consistency and the strong consistency of ~ ;o} as 
t --7 00. 
Theorem 4.1. Let ~;o} ( Ct) be the estimator of A, for the process ~;o} defined in (3.6)- (3.7) 
and Definition 3.1. Then on the set where ~)O} survives forever, 
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If, in addition, (3.8) holds, then 
1)0}( C,) ----. A 
a.s. on the set where ~)0} survives forever. 
as t-----> oo. 




Proof. Choose o > 0 and £ > 0 such that (3.5) is satisfied for some t0 > 0. Define 
At= [(1- ~:)tU] - n 7!_d and Bt = [(1 + ~:)tU] - n 7!_d. By Theorem 2.1, (3.2) and (3.6), 
A1 c C1 n 7l_d c B1 eventually a.s. on { r{o} = oo }, and then (3.5) ensures that 
n)0}(At) ~ n)0 }(Ct) ~ {n )0 }(At) + IBt\A,I} ~ n)0 }(At) + oiAt l· 
Again by (3.5), it follows that 
(1 + o)- 1 liminf n)0}(A1)/IA11 ~ liminf n)0}(Ct)/ 1Ctl 
/ ----'" 00 / - H)() 
By (3.1)-(3.3), At satisfies the assumptions for (4.3) to hold and as A1 C (1 - ~:)tU, 
Theorem 1.2 implies that n)0}(A1) = nr (A 1) eventually a.s. on {r{O} = oo}. Letting t -----> oo 
and then o -----> 0, we find that nj0}(C1)/ICt l .!... IE~v(O) on {r{o} = oo}. In exactly the same 
way one may use (4.4) to prove that k)0}(C1)/IC11 -4 IEk~(O) on {r{O} ----. oo}, and (4.14) 
follows by combining these results and using (1.15). By using (4.6) and (4.7) instead of 
( 4.3) and ( 4.4), one establishes ( 4.15) under the additional condition (3.8). D 
Remark 4.1. By (4.14), 
IP{ Ii)o} -AI ~ ~: l r { o } = oo} _____. 0 as t----. oo, ( 4.16) 
for every £ > 0. From a statistical point of view this appears unsatisfactory since we shall 
never know whether the process will survive forever and hence whether x;o} will be close to 
A even for very large t. However, for the supercritical contact process ( 4.16) is obviously 
equivalent to 
( 4.17) 
for every E > 0, and this statement does have statistical relevance. Of course our result does 
not provide any information in the subcritical case (A ~Ad). 
5. The estimation problem: Asymptotic normality 
This section is devoted to the proof of a conditional central limit theorem for the estimator 
1)0} = l)0}(C1) based on the random mask C1• First, we establish the joint asymptotic 
normality of 
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IA ~ I - ' 12 ( n7d (At) - 1Ati1E£v(O), k7d (At) - IAtiiEe(O)) 
for a non-random mask A1 C 7l.d, with IA11 < jf for all t;:. 0 but IA11 ---+ oo as t ---+ oo. Next 
we show that this result carries over to the ~;o process, that is, the £)0} process conditioned 
on {r{O} = oo}. This proves the asymptotic normality of the estimator A)0 }(A1) given 
{ rl0} = oo} for a non-random mask A1• Then we show that the contribution to the 
standardized estimator which is due to the randomness of the mask C1 = [C(£)0})]- vanishes 
as t ---+ oo . The asymptotic normality of 
1Cti-I /2(A)0}(Ct) - A) 
given { r l0} = oo} then follows. 
A very general central limit theorem for a translation-invariant random field was proved 
by Bolthausen (1982) under mixing conditions. Let ~(x), x E 71.", denote a real-valued 
translation-invariant random field, that is, {S(x) : x E 7l.d} is a collection of random 
variables and the joint law of the ~(x) is invariant under integer-valued shifts in 7l.d. It is 
assumed that IE~2(x)<oo. For x = (x1, ••• ,xd), y=(y1, • • • ,yd)E7l.d, define the L00 
distance of x and y as 
p(x, y) = max lx; - Yil· 
1 -:S;i~ d 
Let An C 7l.d, n = 1, 2, ... , with IAn l < oo for all n , IAnl ---+ oo as n ---+ oo and 
Here 
I&An I ---+ 0 
I An i 
as n ---+ oo . 
&An = {x E An: 3 y E 7l.d\An with p(x, y) = 1} 
denotes the L00 contour of An in 7l.d . Consider 




If C c 7l.d, let Be be the a-algebra generated by {S(x), x E C}. For C,, C2 c 7l.d, let 
p(C,, C2) = inf{p(x, y) : x E C" y E C2}. 
For m E N, k, l E N U { oo }, define the mixing coefficients 
ak,t(m) = sup{ IIP(B, n B2)- IP(B ,)IP(B2)1 : B; E B e;, IC, I ~ k, (5.3) 
IC2I ~ l, p(C" Cz);:. m}. 
Let N(f.1, a 2) denote the univariate normal distribution with expectation ,u and variance a 2 
and N(f.1, L) the bivariate normal distribution with expectation vector 11 and covariance 
matrix L. Part of Bolthausen's theorem reads as follows. 
Lemma 5.1. Suppose that, as m ---+ oo, 
363
Parameter estimation for the supercritical contact process 1085 
00 L md- Ia k, t(m) < oo, fork+ l :;;:; 4, (5.4) 
rn= I 
(5.5) 
and that, for some o > 0, 
00 
1EI~(x) l 2+o < oo and L md- 'au(m)OJ(2+o) < oo . (5 .6) 
rn= I 
Then Lxadl cov(~(O), ~(x)) l < oo. If, in addition, a 2 = L xEZd cov(~(O), ~(x)) > 0 and (5.1) 
holds, then IAni- '12 Sn / a converges in distribution to N(O , 1). 
For our purposes we have to modify this result slightly. First of all, we allow a different 
stationary random field ~ n (x) for each n, so that Sn becomes 
Sn = L (~n (X) - IE~n (O)). 
xE A n 
As a result, we also have to replace the assumptions of the lemma by versions which are 
uniform in n. This means that in the assumptions of the lemma we replace a k,t(m) by the 
supremum over n of expression (5.3) for ~ n (x). Similarly, the integrability of l~ n (x)IZ+o in 
(5 .6) is replaced by the uniform integrability of l~ n (x)l 2+6 . Then Bolthausen's proof goes 
through to show that SUPnLxEZdl cov(~ n (O), ~ n (x))i < oo and that IAn l- ' i 2Sn/an .12, N(O, 1), 
provided that lim inf a~ > 0, where a~ = L xEZd cov(~n (O), ~n (x)) . 
A second modification of Lemma 5.1 concerns assumption (5.5) . It is clear from 
Bolthausen's proof that (5.5) may be replaced by 
as l ____, oo . (5.7) 
With these modifications, Lemma 5.1 allows us to prove: 
Lemma 5.2. Choose E E (0, 1) and At C 7l.d for t ;;;: 0 such that 
At C (1- E)tU, IAtl ----+ oo, and I8Ati/1 Atl ----+ 0 as t ----+ oo. (5.8) 
As t ----+ oo, the conditional distribution of the random vector 
IAtl - 1/ 2 (I.:<s}0}(x) - IEs v(O)), l::<k1°}(x) - IE e(O))) 
xEA 1 xEA 1 
(5 .9) 
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aT = L cov(~v(O), ~v(x)), a~ = L cov(e(O), kv(x)), 
x E7fd x E7Ld 
(5.11) 
Proof. The lemma concerns the process ~;o } which is distributed as ~)0 l conditioned on 
{r{O} = oo}, restricted to the set (1 - E)tU. By Theorems 1.2 and 2.4 we may first replace 
this process by the conditional process ~?" and then by the unconditional process ~?" . 
Similarly, we may replace IE~v(O) by IE~?" co) since 1 At i 1 /2 IIE~?" co) -IE~v(O)I = 
O(tdl2e- Y1)---+ 0 by (1.6). The same holds for IEkv(O) and 1Ek7" (0). Hence, it suffices to 
prove that 
IAtl - ' /2 (L ( ~?d (x) - IE~? " (0)), L ( k?" (x) - 1Ek?" (0))) · 
xEAt xEAt 
is asymptotically N(O, ~). 
Let u and u be real numbers and define 
l;t(x) = u~?" (x) + uk?" (x). 
Clearly {l;1(x), x E zd} is a real-valued, translation-invariant random field for each t. 
Consider 
St = L(l;t(X)- IE l; ,(O)). 
x E A , 
The fact that S1 depends on a real-valued index t ---+ oo, instead of an integer n ---+ oo as in 
our version of Bolthausen 's result, is of course immaterial in what follows. Note that 
ll; 1(x) ~ lui + 4 lv l so that all moments of ll;tCx)l are bounded independent oft. 
Let us write akt1(m) for the quantity defined in (5.3) computed for (; 1• By Theorem 2.2 
and because p(x, y) ~ d(x, y) = "'£1= 1lxi - Yi l, there exist positive C and y such that 
aklt(m) ~ Ckle-Y111 , 
independent oft. This means that assumptions (5.4), (5.6) and (5.7) are satisfied uniformly in 
t. Note that (5.5) is not satisfied since we cannot allow l = oo, but, as we have indicated, 
(5.7) serves just as well. Hence, we have proved that 
I A~ I - 1 12a ~ 1 L ( u ( ~?" (x)- IE~zd (0)) + u ( k?d (x)- IEk?d (0))) 
xEA 1 
has a standard normal limit distribution provided that lim inf a; > 0. Here 




By (1.6) the terms in (5.13) converge to cov(u~v(O) + uk~(O), u~v(x) + uk~(x)) as 
t ---+ oo, and by Theorem 2.2 the terms are bounded by C'exp{ - y"'£ 1,;; i,;;dlxil}, independent 
of t. It follows that the sum also converges, so a; tends to 
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(5.14) 
Hence S1 is asymptotically N(O, a 2(u, v)) if a 2(u, v) > 0 and asymptotically degenerate at 0 
if a 2(u, v) = 0. The lemma is proved by the Cramer- Wold device. D 
To prove the joint asymptotic normality of n)0}(C1) and k)0}(Ct) - and hence of 1 ;o}(C1) 
- conditional on { r {o} = oo }, we have to consider the difference between these quantities 
computed for the random mask C1 and a non-random mask which is close to C1• For E > 0 
and t > 0, define 
(5 .15) 
that is, A1 and B1 consist of the sites in the shrunken versions of the sets (1 - E)tU and 
(1 + E)tU respectively, where the shrinking operation V ---+ v- is defined in Definition 3.1. 
Lemma 5.3. For E E (0, 1) define A1 and B1 as in (5.15) and let D1 = (B1\A1) n C1, with 
C1 = [C(£)0})] - as given by (3 .6) and Definition 3.1. If the shrinking operation V---+ v-
satisfies (3.9) for some o E (0, 1), then, for every z > 0, 
limlimsup IP ( IA11- I/2 12:)£)0l (x)- IE£v(O))I ~ zlr{O} = oo) = 0, (5.16) 
c___,.O l-----"00 xED, 
Proof. We shall only prove (5.16) as the proof of (5.17) is almost the same. As before, we 
write ~;o} for the conditional process (.;;o} 1-r{O} = 00 }; ]'] will denote the conditional 
probability lfll(· lr {O} = oo). 
Without loss of generality we assume that t:;;; o/4 so that (1- o)(1 +E):;;; 1- 3oj4 and, 
by (3 .9), 
Bt = [(1 + E)tur n 71..d c (1 - o)(1 + E)tu c ( 1 - 3:) tu. (5.18) 
As ID11 :;;; IB11 = O(td) and IA11---+ oo, we note that in (5 .16) we may replace IE£v(O) first by 
IE£7" (0) because of (1.6) and then by IE~~d (0) because of Theorem 2.4, and finally by IE~ )o} (0) 
in view of Theorem 2.1. Hence, in order to prove (5.23), it is enough to show that 
Define 
C7 = [C({~;o} U (1- E)tU} n (1 + E)tUr 
-{0} 
By (2.1), (1- E)tU C C(£1 ) C (1 + E)tU, and hence 
(5.20) 
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c( a;o} U (1 - c)tU} n (1 + c)tU) = c(~;o } U (1 - c)tU) 
=C(cc~;o} u (l- ~::)w) =C(~;01 ) 
eventually a.s. (IP). It follows that 
(5.21) 
eventually a.s. (iP). Obviously this implies that 
xE D1 xE Bt\ A t 
= L ( ~;o} (x) - IE~; o} (x)) I c7 (x) 
x EB 1\A 1 
eventually a.s. (IP). Instead of (5.19), it is therefore sufficient to show that 
. . ( L/21 '""" -{0} -{0} I ) hmhmsup iP IA11- ~ (~1 (x) -IE~1 (x))I c; (x) ~ z = 0. 
E-----t 0 t --+ C>O 
xE B 1\ A 1 
Clearly this will follow if we prove that 
(5.22) 
By (5.20) the random set c'; is determined by the random set {~;o} U 
(1 - ~::)tU} n (1 + c)tU which is bracketed by the non-random convex sets (1 - c)tU and 
(1 + c)tU. It follows that c '; is determined by the values of ~)0 } (y) for sites 




with R = {(1 + ~::)tU\(1- ~::)tU} n 7l.d (5.24) 
and DR defined by (2.3). 
The expected value in (5.22) can be written as 
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L IE (~~o} (x) -IE~;o} (x)) (~;o } (x') -IE~;o}(x ' ))Ic; (x)Ic; (x') (5.25) 
x,x'EB1\A 1 
- {0} -{0} -{0} 
with fx (S 1 ) = !; 1 (x) - 1El;1 (x) and g x defined by (5.23). Obviously 
f x · f x• E D {x,x'} • gx · g x• E DR, (5.26) 
in view of (5.24). If x , x' E B1\ A1, then (5.18) ensures that {x, x'} c (1 - 3o j 4)tU and, 
because E ~ o/ 4, (5 .24) implies that R c {(1- o j 4)tU Y . Hence, if d(-, ·) denotes L1 
distance, then 
d({x, x'} , R) ~ b'gt for all x, x ' E B1 \ A1, (5.27) 
where b'g is a positive number depending only on o. Finally, we use (2.2) to compute 
l l lfxf~lll = 2, (5 .28) 
for an appropriate constant a > 0. Combining (5.25)- (5.28) and invoking Theorem 2.5 with 
r = 3d, we obtain 
~ IAt l- 1 L IEfx(~;o } )fx'(~;o } )IEgx(~;o} )gx· (~; o } ) + M 1 
x,x'E B,\A 1 
-{0} -{0} 
lcov(l; 1 (x), !;1 (x'))l + M,, 
where the remainder term M 1 satisfies, for appropriate positive c0 and c6, 
as t ---t oo, 
since IBt \ Atl ~ IBrl ~ 1(1 + E)tUID ~ 10 + o j 4)tUID = O(td) and IArl ---t 00 by (3.3). 
To prove (5.22) , it therefore remains to be shown that 
lim lim sup IA1 l- 1 
(----:l- 0 / ----:l- OC 
~ I ( -{0} -{0} ) I L...,; cov !;1 (x), !;1 (x') = 0. (5 .29) 
x,x'EB,\ A, 
Invoking Theorem 2.5 once more, this time with r = d + 1, we find that, for x , x' E B1\ A1, 
x =/= x', and appropriate cg > 0, 
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since x, x' E B1 \A1 implies lx - x' l = 0( t). It follows that 
for some c;r; > 0, as I:xEZ"\{O} Ixl -(d+ I) converges. Hence, (5.29) holds if 




- = 0. 
"_,o t---; oo At 
But since At = [(1 - E)tU] - n 7l_d and Bt = [(1 + E)tU]- n 7l_d, this is a consequence of (3 .5). 
This proves (5.29) and the lemma. D 
We are now in a position to prove the main result of this paper. 
Theorem 5.1. Let i )0}(Ct) be the estimator of A for the process £)0} defined in (3 .6)- (3.7) 
and Definition 3.1. If the shrinking operation V---+ v- satisfies (3.9) for some a E (0, 1) as 
well as (3.1 0), then, as t ---+ oo, the conditional distribution of 
(5.30) 
given that { r{o} = oo }, converges weakly to N(O, o 2 ). Here 
(5.31) 
where OJ, 02 and 01 .2 are given by (5.11). 
Proof. In the proof we write ~;o} for the conditional process C£)0} lr{O} = oo }. For t ~ 0, 
define At and Bt by (5.15). Since 0 E U, we have At C (1- E)tU by (3.1) and 
[(1 - E)tU]----+ [Rd by (3.10). Because [(1- E)tU]- is bounded and convex, it follows that 
I8Ati/1At l ---+ 0 as t---+ oo by an easy argument. Hence A1 satisfies condition (5.8) of Lemma 
5.2 and we find that, for every E E (0, 1), the random vector 
has a limiting N(O, L) distribution with L given by (5.10)- (5.11). 
In view of (3.9), we may apply Lemma 5.3 to obtain 
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(5.33) 
as f---+ 0 for every z > 0. Here D1 = (B1\A1) n C1. Notice that by (2.1) and (3.2) we have 
A1 c C1 n 7l_d c B1 and hence 
(5.34) 
eventually a.s. on { rl0} = oo }. 
Next we note that IBri/IAr l ---+ 1 by (3.5) and hence ICr i/ IAr l ---+ 1 eventually a.s. on 
{ r l0} = oo} as t ---+ oo. It now follows by a standard argument that the limit distribution of 
(5.32) will remain unchanged if A1 is replaced by C1 and IArl by IC1 1. Finally, (3.7) and 
another standard argument establish the theorem. D 
6. The asymptotic variance of i ~o} ( Ct) 
If the variance a 2 of the normal limit distribution in Theorem 5.1 were known, then this 
would allow us to assess the accuracy of the estimator or to set up asymptotic confidence 
intervals for A of the form 
:;ro} I 1-1 ; 2 '{o} I 1-1 ; 2 AI (Cr) - Uaj2 Cr D a<}, < At (Cr) + Uaj2 Cr D a, (6.1) 
where Ua is the upper a-point of the standard normal distribution. This asymptotic confidence 
interval would be valid provided that ; )o} survives forever, but, as we pointed out in Remark 
4.1, it is enough that ; )01 =f. 0, that is, that the process has survived up to time t. 
Since a 2 is unknown we have to find an estimator of a 2 . One way to achieve this would 
be to estimate a 2 = a 2(A) as a function of A by simulating ;)01 a large number of times for 
each A, each time computing the value of i )0} ( C1) and using I C1 I 0 times the sample 
variance of these values as an estimate of a 2(A). One could then use a 2(i)01(C1)) as an 
estimate of a 2 . Of course in any particular instance it would be enough to carry out these 
simulations only for A = i )01(C1). 
An alternative way to estimate a 2 would be to use the observed process ; )01 itself. First, 
we subdivide the mask C1 into k subsets C1 1, ... , C1 k of (approximately) equal size and 
compute the values i )01(C1.i) for i = 1, ... : k. We then use k- ' ICrln times the sample 
variance of these values as an estimate of a 2 . 
An obvious advantage of the second method is that it is not as dependent on the model 
as the first. It is quite conceivable that the estimator i )01 ( C1) is a useful statistic in a much 
broader class of models than the contact process. In this case the second method is more 
likely to produce a sensible result than the first. 
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