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Abstract: The traditional way of entering data into a computer is through the keyboard. However, this is 
not always the best nor the most efficient solution. In many cases automatic identification may be an 
alternative. Various technologies for automatic identification exist, and they cover needs for different 
areas of application. OCR is one of the technology of automatic identification and is explained here. 
Optical character recognition is needed when the information should be readable both to humans and to 
a machine and alternative inputs cannot be predefined. In comparison with the other techniques for 
automatic identification, optical character recognition is unique in that it does not require control of the 
process that produces the information. Optical recognition is performed off-line after the writing or 
printing has been completed, as opposed to on-line recognition where the computer recognizes the 
characters as they are drawn. Both hand printed and printed characters may be recognized, but the 
performance is directly dependent upon the quality of the input documents. This paper presents a 
literature study on Binarization of ancient document images. 
I. INTRODUCTION 
The more constrained the input is, the better will 
the performance of the OCR system be. However, 
when it comes to totally unconstrained 
handwriting, OCR machines are still a long way 
from reading as well as humans. However, the 
computer reads fast and technical advances are 
continually bringing the technology closer to its 
idea. The main principle in automatic recognition 
of patterns, is first to teach the machine which 
classes of patterns that may occur and what they 
look like. In OCR the patterns are letters, numbers 
and some special symbols like commas, question 
marks etc., while the different classes correspond to 
the different characters. The teaching of the 
machine is performed by showing the machine 
examples of characters of all the different classes.  
II. COMPONENTS OF AN OCR SYSTEM 
A typical OCR system consists of several 
components. The first step in the process is to 
digitize the analog document using an optical 
scanner. When the regions containing text are 
located, each symbol is extracted through a  
segmentation process. The extracted symbols may 
then be preprocessed, eliminating noise, to 
facilitate the extraction of features in the next step. 
 
 
Figure: Components of OCR System 
The identity of each symbol is found by comparing 
the extracted features with descriptions of the 
symbol classes obtained through a previous 
learning phase. Finally   contextual information is 
used to reconstruct the words and numbers of the 
original text.   
III. OPTICAL SCANNING 
Through the scanning process a digital image of the 
original document is captured. In OCR optical 
scanners are used, which generally consist of a 
transport mechanism plus a sensing device that 
converts light intensity into gray-levels. Printed 
documents usually consist of black print on a white 
background. Hence, when performing OCR, it is 
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common practice to convert the multilevel image 
into a bilevel image of black and white. 
 
Figure  : Problems In Thresholding: Top: Original 
Greylevel Image, Middle: Image Thresholded With 
Global Method, Bottom: Image Thresholded With An 
Adaptive Method. 
IV. LOCATION AND SEGMENTATION 
Segmentation is a process that determines the 
constituents of an image. It is necessary to locate 
the regions of the document where data have been 
printed and distinguish them from figures and 
graphics. For instance, when performing automatic 
mail-sorting, the address must be located and 
separated from other print on the envelope like 
stamps and company logos, prior to recognition.  
The main problems in segmentation may be 
divided into four groups: 
• Extraction of touching and fragmented 
characters. 
Such distortions may lead to several joint 
characters being interpreted as one single character, 
or that a piece of a character is believed to be an 
entire symbol. Joints will occur if the document is a 
dark photocopy or if it is scanned at a low 
threshold. Also joints are common if the fonts are 
serifed. The characters may be split if the document 
stems from a light photocopy or is scanned at a 
high threshold. 
• Distinguishing noise from text. 
Dots and accents may be mistaken for noise, and 
vice versa. 
• Mistaking graphics or geometry for text. 
This leads to nontext being sent to recognition. 
• Mistaking text for graphics or geometry. 
In this case the text will not be passed to the 
recognition stage. This often happens if characters 
are connected to graphics. 
 
Figure : Degraded Symbols 
V. PREPROCESSING 
The image resulting from the scanning process may 
contain a certain amount of noise. Depending on 
the resolution on the scanner and the success of the 
applied technique for thresholding, the characters 
may be smeared or broken. Some of these defects, 
which may later cause poor recognition rates, can 
be eliminated by using a preprocessor to smooth 
the digitized characters. The smoothing implies 
both filling and thinning. Filling eliminates small 
breaks, gaps and holes in the digitized characters, 
while thinning reduces the width of the line.  
However, to find the rotation angle of a single 
symbol is not possible until after the symbol has 
been recognized. 
 
Figure : Normalization and smoothing of a symbol. 
VI. FEATURE EXTRACTION 
The objective of feature extraction is to capture the 
essential characteristics of the symbols, and it is 
generally accepted that this is one of the most 
difficult problems of pattern recognition. The 
techniques for extraction of such features are often 
divided into three main groups, where the features 
are found from: 
• The distribution of points. 
• Transformations and series expansions. 
• Structural analysis. 
The different groups of features may be evaluated 
according to their sensitivity to noise and 
deformation and the ease of implementation and 
use. The results of such a comparison are shown in 
the following  table.  The criteria used in this 
evaluation are the following: 
Robustness. 
1) Noise. 
Sensitivity to disconnected line segments, bumps, 
gaps, filled loops etc. 
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2) Distortions. 
Sensitivity to local variations like rounded corners, 
improper protrusions, dilations and shrinkage. 
3) Style variation. 
Sensitivity to variation in style like the use of 
different shapes to represent the same character or 
the use of serifs, slants etc. 
4) Translation. 
Sensitivity to movement of the whole character or 
its components. 
5) Rotation. 
Sensitivity to change in orientation of the 
characters. 
• Practical use. 
1) Speed of recognition. 
2) Complexity of implementation. 
3) Independence. 
The need of supplementary techniques. Each of the 
techniques evaluated in the following  table are 
described in the next sections. 
 
Table : Evaluation of feature extraction techniques. 
Template-matching and correlation techniques 
These techniques are different from the others in 
that no features are actually extracted. Instead the 
matrix containing the image of the input character 
is directly matched with a set of prototype 
characters representing each possible class. The 
distance between the pattern and each prototype is 
computed, and the class of the prototype giving the 
best match is assigned to the pattern.  
Feature based techniques 
In these methods, significant measurements are 
calculated and extracted from a character and 
compared to descriptions of the character classes 
obtained during a training phase. The description 
that matches most closely provides recognition. 
The features are given as numbers in a feature 
vector, and this feature vector is used to represent 
the symbol. 
Distribution of points 
This category covers techniques that extracts 
features based on the statistical distribution of 
points. These features are usually tolerant to 
distortions and style variations. Some of the typical 
techniques within this area are listed below. 
Zoning 
The rectangle circumscribing the character is 
divided into several overlapping, or non 
overlapping, regions and the densities of black 
points within these regions are computed and used 
as features. 
Moments 
The moments of black points about a chosen 
centre, for example the centre of gravity, or a 
chosen coordinate system, are used as features. 
Crossings and distances 
In the crossing technique features are found from 
the number of times the character shape is crossed 
by vectors along certain directions. This technique 
is often used by commercial systems because it can 
be performed at high speed and requires low 
complexity. When using the distance technique 
certain lengths along the vectors crossing the 
character shape are measured. For instance the 
length of the vectors within the boundary of the 
character. 
n-tuples 
The relative joint occurrence of black and white 
points (foreground and background) incertain 
specified orderings, are used as features. 
Characteristic loci 
For each point in the background of the character, 
vertical and horizontal vectors are generated. The 
number of times the line segments describing the 
character are intersected by these vectors are used 
as features. 
 
Figure : Zoning 
Transformations and series expansions. 
These techniques help to reduce the dimensionality 
of the feature vector and the extracted features can 
be made invariant to global deformations like 
translation and rotation. The transformations used 
may be Fourier, Walsh, Haar, Hadamard, 
Karhunen-Loeve, Hough, principal axis transform 
etc. 
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Figure : Elliptical Fourier descriptor 
In these features are therefore characterized as 
having a low tolerance to noise. However, they are 
tolerant to noise affecting the inside of the 
character and to distortions. 
VII. STRUCTURAL ANALYSIS 
During structural analysis, features that describe 
the geometric and topological structures of a 
symbol are extracted. By these features one 
attempts to describe the physical makeup of the 
character, and some of the commonly used features 
are strokes, bays, end-points, intersections between 
lines and loops. Compared to other techniques the 
structural analysis gives features with high 
tolerance to noise and style variations. However, 
the features are only moderately tolerant to rotation 
and translation. Unfortunately, the extraction of 
these features is not trivial, and to some extent still 
an area of research. 
 
Figure : Strokes extracted from the capital letters F, H 
and N. 
Classification 
The classification is the process of identifying each 
character and assigning to it the correct character 
class. In the following sections two different 
approaches for classification in character 
recognition are discussed. For instance, if we know 
that a character consists of one vertical and one 
horizontal stroke, it may be either an “L” or a “T”, 
and the relationship between the two strokes is 
needed to distinguish the characters. A structural 
approach is then needed. 
Decision-theoretic methods 
The principal approaches to decision-theoretic 
recognition are minimum distance classifiers, 
statistical classifiers and neural networks. Each of 
these classification techniques are briefly described 
below. 
Matching 
Matching covers the groups of techniques based on 
similarity measures where the distance between the 
feature vector, describing the extracted character 
and the description of each class is calculated. 
Different measures may be used, but the common 
is the Euclidean distance.  
Optimum statistical classifiers 
In statistical classification a probabilistic approach 
to recognition is applied. The idea is to use a 
classification scheme that is optimal in the sense 
that, on average, its use gives the lowest probability 
of making classification errors. A classifier that 
minimizes the total average loss is called the 
Bayes’ classifier. Given an unknown symbol 
described by its feature vector, the probability that 
the symbol belongs to class c is computed for all 
classes c=1...N. The symbol is then assigned the 
class which gives the maximum probability. For 
this scheme to be optimal, the probability density 
functions of the symbols of each class must be 
known, along with the probability of occurrence of 
each class. The latter is usually solved by assuming 
that all classes are equally probable. The density 
function is usually assumed to be normally 
distributed, and the closer this assumption is to 
reality, the closer the Bayes’ classifier comes to 
optimal behaviour. 
Neural networks 
Recently, the use of neural networks to recognize 
characters (and other types of patterns) has 
resurfaced. Considering a back-propagation 
network, this network is composed of several layers 
of interconnected elements.  
Structural Methods 
Within the area of structural recognition, syntactic 
methods are among the most prevalent approaches. 
Other techniques exist, but they are less general 
and will not be treated here. 
Syntactic methods 
Measures of similarity based on relationships 
between structural components may be formulated 
by using grammatical concepts. The idea is that 
each class has its own grammar defining the 
composition of the character. Suppose that we have 
two different character classes which can be 
generated by the two grammars G1 and G2, 
respectively. Given an unknown character, we say 
that it is more similar to the first class if it may be 
generated by the grammar G1, but not by G2. 
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VIII. POST PROCESSING 
Grouping 
The result of plain symbol recognition on a 
document, is a set of individual symbols. However, 
these symbols in themselves do usually not contain 
enough information. Instead we would like to 
associate the individual symbols that belong to the 
same string with each other, making up words and 
numbers. The process of performing this 
association of symbols into strings, is commonly 
referred to as grouping.  
Error-detection and correction 
Up until the grouping each character has been 
treated separately, and the context in which each 
character appears has usually not been exploited. 
However, in advanced optical text recognition 
problems, a system consisting only of single-
character recognition will not be sufficient. Even 
the best recognition systems will not give 100% 
percent correct identification of all characters, but 
some of these errors may be detected or even 
corrected by the use of context. There are two main 
approaches, where the first utilizes the possibility 
of sequences of characters appearing together. This 
may be done by the use of rules defining the syntax 
of the word, by saying for instance that after a 
period there should usually be a capital letter. Also, 
for different languages the probabilities of two or 
more characters appearing together in a sequence 
can be computed and may be utilized to detect 
errors. 
IX. RESEARCH WORK REVIEWED 
RELATED TO DOMAIN 
Ioannis Pratikakis1 et al. (2014) [4] has discussed a 
contest. The general target of the contest is to 
distinguish current developments in document 
image binarization for both machine-printed and 
manually written record images utilizing 
assessment execution measures that obey document 
image investigation and recognition. The contest 
details have been described incorporating the 
assessment measures used and also the execution of 
the 23 submitted routines as well as a short 
depiction of every strategy. Abdenour Sehad et 
al.(2014) [5] has present a capable scheme for 
binarization of ancient and degraded document 
images, grounded on texture qualities. The 
suggested technique is an adaptive threshold-based. 
It has been calculated by using a descriptor centred 
on a co-occurrence matrix and the scheme is 
verified objectively, on DIBCO dataset degraded 
documents furthermore subjectively, utilizing a set 
of ancient degraded documents offered by a 
national library. The outcomes are acceptable and 
assuring, present an improvement to classical 
approaches. Hossein Ziaei Nafchi et al.(2014) [6] 
has concluded that the pre-processing and post 
processing phases meaningfully advance the 
performance of binarization approaches, 
particularly in the situation of harshly degraded 
ancient documents. An unverified post processing 
technique is presented founded on the phase-
preserved denoised image and also phase 
congruency features extracted from the input 
image. The central part of the technique comprises 
of two robust mask images that can be used to cross 
the false positive pixels on the production of the 
binarization technique. Firstly, a mask with an 
extreme recall value is attained from the denoised 
image with the help of morphological procedures. 
In parallel, a second cover is acquired dependent 
upon stage congruency features. At that point, a 
median filter is utilized to evacuate noise on these 
two masks, which then are utilized to rectify the 
yield of any binarization strategy. Jon Parker et 
al.(2013)[7] has studied that regularly documents 
of notable noteworthiness are ran across in a state 
of deterioration. Such archives are regularly 
examined to all the while history and announce a 
disclosure.Changing over the data found inside 
such reports to open information happens all the 
more rapidly and inexpensively if a programmed 
technique to upgrade these corrupted archives is 
utilized as opposed to improving each one 
document image by hand. A novel mechanized 
image upgrade approach that indulges no 
preparation information was introduced. The 
methodology was valid to images of typewritten 
text in addition to hand written text or both. 
Konstantinos Ntirogiannis et al.(2011) [8] has 
analysed that document image binarization is of 
incredible value in the document image 
examination and recognition pipeline as it disturbs 
further phases of the recognition procedure. The 
assessment of a binarization technique helps in 
examining its algorithmic conduct, and also 
confirming its adequacy, by giving qualitative and 
quantitative sign of its execution. A pixel-based 
binarization assessment approach for recorded 
handwritten/machine-printed document image has 
been proposed. .In the proposed assessment 
procedure, the review and accuracy assessment 
measures are fittingly adjusted utilizing a weighting 
plan that decreases any potential assessment 
unfairness. Extra execution measurements of the 
proposed assessment plan comprise of the rate rates 
of broken and missed content, false alerts, 
foundation commotion, character amplification, 
and combining. 
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