Abstract. This article deals with the following data assimilation problem: construct an analytical approximation of a numerical constitutive law in three-dimensional nonlinear elasticity. More precisely we are concerned with a micro-macro model for rubber. Macroscopic quantities of interest such as the Piola-Kirchhoff stress tensor can be approximated for any value of the strain gradient by numerically solving a nonlinear PDE. This procedure is however computationally demanding. Hence, although conceptually satisfactory, this physically-based model is of no direct practical use. The aim of this article is to circumvent this difficulty by proposing a numerical strategy to reconstruct from in silico experiments an accurate analytical proxy for the micro-macro constitutive law.
Introduction
In this article we address a problem which exhibits at the same time very standard and rather unusual features: data assimilation in nonlinear elasticity for a micro-macro constitutive law.
Let us start with the features which make our problem a standard one in mechanical engineering: we wish to reconstruct an analytical constitutive law from a set of experiments. In particular, we aim at reconstructing a function (the energy density) from a set of samples (the experiments). Such problems are quite standard in elasticity. We refer the reader to the review paper [5] . Most of the constitutive laws used in rubber elasticity (or more generally in computational mechanics) are phenomenological (see for instance [18, 3, 19, 7] ): the law is supposed to have a specific analytical form characterized by some explicit parameters. For the constitutive law to be of any use, these parameters have to be fitted. This is where things get complicated. On the one hand, the more parameters the more accurate the phenomenological law. On the other hand, the more parameters the more difficult the data assimilation problem. There is a wide choice of measurements which can be used to estimate the parameters, see for instance [5] and the references therein. For nonlinear materials, few theoretical results are available, and parameter identification methods are often based on direct measurements of the stress associated with a homogeneous strain and give satisfactory results only for a very small number of parameters. It is for instance rather well-admitted that Ogden's laws have the potential to model rubber elasticity quite well [18, 3, 7] . Yet for reasonable sets of experimental data, there may be several possible sets of fitted parameters which give similar results on the set of data but which yield completely different behaviors in other regimes of interest, as shown in [20] . Hence, although methods have been developed to fit parameters in Ogden's laws [18, 23, 9, 20 ], Ogden's laws are not so used in practice. The associated inverse problem is indeed often ill-posed: the observations obtained by mechanical experiments are too partial to characterize the constitutive law. Although this inverse problem is standard, there is up to now no fully satisfactory way to solve it in practice.
Let us turn now to the unusual features of this problem. Unlike purely phenomenological constitutive laws, the model under investigation here is based on some physical grounds at the scale of the polymer-chain network [11] . In particular the micro-macro constitutive law is obtained by a rigorous thermodynamic limit starting from a physically-based (without phenomenological parameters) model [2] . As a by-product of the analysis, we learn that the associated micro-macro energy density satisfies some formula, which involves the solution of a nonlinear elasticity problem on a sequence of domains of increasing size (see Theorem 1 in Section 2). This is the so-called cell-problem in stochastic homogenization. Although this energy density is not analytical, it can be numerically approximated at any deformation gradient, as shown in [11] . Hence it seems there is no need for data assimilation. Things are unfortunately not that simple and the solution method used to approximate the energy density is computationally very demanding. One cannot afford to include it into a nonlinear elasticity software. This is where data assimilation comes into the picture again: given a set of data generated by solving numerically the cell-problem we wish to construct an analytical approximation of the micro-macro constitutive law.
In this article we shall show that the specific features of our problem make the "standard inverse problem" recalled above much nicer. Data assimilation in rubber elasticity may be an ill-posed problem because the sets of data which are available are often too partial (engineering stress for uniaxial and biaxial tractions for instance). In particular all the regimes cannot be tested by mechanical experiments. On the contrary, for the micromacro model and the numerical approximation method of the associated energy density we are dealing with here, any strain gradient can be considered: we have at our disposal an arbitrary amount of data at arbitrary values of the strain gradient. This opens the door to the use of reliable and efficient data assimilation methods. In addition, the analysis of the model and of its thermodynamic limit performed in [2] is a very good guide to restrict the class of admissible energy densities in which to solve the inverse problem -which is the aim of our study.
The article is organized as follows. In Section 2 we briefly recall the micro-macro model for rubber, its structural properties and the link with analytical constitutive laws. In the following section, we describe the inverse problem to be solved and the numerical solution method used (an evolutionary algorithm). Section 4 is dedicated to the calibration and test of the method, for different analytical energy densities and with exact and noisy data. In the last section, we apply the method to the micro-macro model of interest. The numerical results are very good, both qualitatively and quantitatively. In particular they draw the link between a physical model based on "first principles" (the micro-macro model) and phenomenological constitutive laws for rubber.
Model and parametrization
2.1. Homogenization of a discrete model for rubber. In this subsection we recall the discrete stochastic homogenization results of [2] which have allowed us to study the thermodynamic limit of a discrete model for rubber in [11] . To this aim, we have to make precise the model for the polymer-chain network, and for the associated energy functional. The polymer-chain network is modelled by a stochastic lattice. Definition 1. We say that a stochastic point process L in R 3 (that is a sequence of random points in R 3 ) is admissible if:
• (regularity) There exist r ≥ r > 0 such that almost surely: -any two points of L cannot be closer than r (hard-core property), -any ball of radius r contains at least one point of L (non-empty space property); • (stationarity) L and x + L have the same statistics for all x ∈ R 3 ; • (ergodicity) L is ergodic.
We further assume that the Delaunay tessellation T of R 3 into tetrahedra associated with L (that is, the vertices of T are given by L) is almost surely unique (see [8] ).
In particular the edges of the Delaunay tessellation represent the end-to-end vectors of the polymer-chains. For rigorous definitions of admissible stochastic lattices and their Delaunay tessellations, we refer the reader to [1] and [12] , and to the references therein. Let us also introduce a rescaling of L and T . For all ε > 0, we set L ε := εL, which satisfies Definition 1 with εr and εr in place of r and r, and with T ε := εT in place of T .
Given a tessellation T ε of R 3 , one may define the space S(T ε ) of continuous and piecewise affine deformations u ε on T ε . Such deformations u ε are such that their gradients ∇u ε are piecewise constant on T ε . In particular, for every element T ε (tetraedron) of the tessellation T ε , det ∇u ε|T ε measures the ratio of volume between u ε (T ε ) and T ε .
We are now in position to associate an energy with any deformation field u ε ∈ S(T ε ), on an open bounded domain D of R 3 . We consider two contributions: an energy associated with the changes of length of the edges of the tessellation, and an energy associated with the changes of volume of the elements of the tessellation. More precisely, denoting by E d the set of edges of T , we define the energy of u ε ∈ S(T ε ) on D by
where e = (e 1 , e 2 ) (e 1 and e 2 are the two vertices of the edge e), W nn : R + × R + → R + is the energy of the deformed edges, and W vol : R → R + is the volumetric energy. Denote by M 3 (R) the set of 3 × 3-real matrices. We make the following assumptions on W nn and W vol : Hypothesis 1. There exist p > 1 and a positive constants C such that for all r ≤ γ ≤ r, λ ≥ 0, and Λ ∈ M 3 (R),
In terms of mechanical properties these assumptions that have to be made for the analysis have two unphysical features: polymer-chains have infinite extensibility and the volumetric term does ensure the non-interpenetrability of matter. We then have the following convergence result (see [1, Theorem 5] ). Theorem 1. For all ε > 0, let L ε and T ε be the rescaled stochastic point process and the associated Delaunay tessellation of Definition 1. For every open bounded subset D of R 3 with a Lipschitz-continuous boundary, we consider the energy F ε (u ε , D) defined by (1) for u ε ∈ S(T ε ), and extended by +∞ on W 1,p (D) \ S(T ε ), for p > 1, W nn , and W vol as in Hypothesis 1.
where W V : M 3 (R) → R + is quasiconvex, satisfies a standard growth condition of order p, and is given by the asymptotic homogenization formula: for all Λ ∈ M 3 (R),
In addition, if L is isotropic in the sense that for all rotations R ∈ SO(3), L and R(L) have the same statistics, then W V is an isotropic energy density.
Let us comment on Theorem 1. When W nn and W vol are properly chosen (see [11] ), the discrete model corresponds to a (simplified) thermodynamic description of polymerchain networks. At the thermodynamic limit (that is when the typical size of the network goes to zero), the description of the material becomes continuous, and the obtained model is hyperelastic and characterized by the energy density W V . Formula (5) is the starting point for numerical approximations of W V (see Subsection 5.1). For the unfamiliar reader, from the above "Γ-convergence result" (and its generalization to the case when Dirichlet boundary conditions are considered, see [2] ), we deduce that given a boundary value problem on D and a minimizer u ε of the discrete energy at scale ε > 0, u ε converges in L p (D) as ε → 0 to a minimizer u ∈ W 1,p (D) of the continuous energy with energy density W V , the same boundary conditions, and external loads. This fully justifies the passage to the limit as ε → 0 in the static setting: not only the energy does converge, but also the minimizers. As shown in [11] the model obtained at the thermodynamic limit is in very good agreement with the classical mechanical experiments by Treloar.
As stated in Theorem 1, we do not only have an existence result for W V , but also some qualitative properties of W V : it is quasiconvex in the sense of Morrey (see for instance [7] for the application of quasiconvexity to nonlinear elasticity), and isotropic provided the stochastic network is isotropic. To complete this picture it is desirable to further characterize W V , and ideally obtain an analytical formula (or at least proxy) which could be used in standard nonlinear elasticity softwares. As we shall see in the following subsection, one may derive additional properties for W V , and restrict the general class of functions it belongs to.
2.2.
Structure properties of the homogenized energy density. In [2] , we have proved that provided the discrete model is frame-invariant and the stochastic network statistically isotropic, the homogenized model is hyperelastic, and the associated energy density W V frame-invariant and isotropic. Energy densities satisfying these properties do have a specific structure. This is the famous Rivlin-Eriksen representation theorem (see for instance [7, 
Theorem 2. The energy density of a frame-invariant and isotropic hyperelastic material is a function of the principal invariants of the Cauchy-Green strain tensor. In particular, it is a symmetric function of the principal stretches of the strain tensor.
As a consequence of Theorem 1, the energy density W V is quasiconvex. Quasiconvexity is a property which ensures the lower-semicontinuity of integral functionals with respect to the weak topology of W 1,p (D). Although it is a crucial property for abstract existence theories, quasiconvexity is a very difficult property to handle since it does not admit any local characterization (see [16] ). We make a first simplification here by looking for approximations of W V in a restricted class of quasiconvex functions: the class of polyconvex functions. Polyconvexity is a notion introduced by Ball in [3] which plays a fundamental role in the existence theory for nonlinear elasticity. It is an intermediate notion between quasiconvexity and convexity defined as follows.
Definition 2. A function W : M 3 (R) → R + is said to be polyconvex if Λ → W (Λ) can be written as a convex function of Λ and of its minors.
Recall that convex functions are polyconvex, and polyconvex functions are quasiconvex. Since a polyconvex function can be seen as a convex function in a larger space and since convexity is local (a twice-differentiable function is convex if and only if its Hessian is non-negative), polyconvexity is a local property, and is therefore easier to handle than quasiconvexity. As emphasized in [10] the specific form of the discrete model for rubber considered here (see Subsection 5.1) is closely related to polyconvexity. In particular if the affine assumption held, that is if the infimum in (5) was attained for u(x) = Λ·x, W V would be a polyconvex function. Yet, as illustrated in [11] the affine assumption does not hold. Furthermore, unlike quasiconvexity, polyconvexity is not preserved by homogenization (see for instance [6, 4] ). Hence it is not clear whether replacing quasiconvexity by polyconvexity is justified (see however the conjecture in [10] ).
At this stage we would like to find an analytical approximation of W V in the class of polyconvex, isotropic, and frame-invariant energy densities. To proceed we need a characterization of this manifold (that we shall denote by P). Using the density of convex polynomials in the set of convex functions on bounded domains for the norm of the supremum, we directly deduce the density of polyconvex polynomials in the set of polyconvex functions. Yet it is not an easy task to characterize the set of polyconvex polynomials in terms of their coefficients, which is a huge handicap for the numerical practice of parameter identification. This is where Ogden's laws come into the picture.
2.3. From homogenized energy densities to Ogden and Gent constitutive laws. As a first practical example of polyconvex functions, Ball considers in his seminal paper [3] the case of the Ogden laws introduced in [18] to model frame-invariant isotropic rubber materials. Relying on the Rivlin-Eriksen representation theorem, Ogden has proposed a restricted class of energy densities:
where λ 1 , λ 2 and λ 3 are the square-root of the eigenvalues of the Cauchy-Green strain tensor Λ T Λ (or singular values of Λ),
and W 2 is a convex function. This class of constitutive laws is rather large, although its intersection with P is not dense in P for the topology of the local uniform convergence (see Section 4.2). The interest of Ogden's laws is the following: Ball has obtained in [3] (see also [7, ) a rather simple set of conditions which ensures the polyconvexity of Ogden's laws:
This is of utmost interest to solve the identification problem with the constraint of polyconvexity (at least in this subclass of polyconvex Ogden's laws).
Ogden laws are not a priori monitored to model finite-chain extensibility in the sense that such laws cannot blow up at finite deformation (if the determinant remains close to 1). To allow for such blows up of the energy, we consider an additional term in the form of the Gent law
which is polyconvex as soon as C 1 ≥ 0 and C 2 > 3. The final form we shall consider is thus a mixed Ogden-Gent law:
The second constraint requires that W og/ge be minimal at identity:
The class of functions in which we shall approximate W hom is the following: OgdenGent's laws (7) satisfying the conditions (6) and (8), with W 2 : (0, +∞) → R given by
which is a variant of the Helmholtz energy density (replacing a single constant K by two constants K 1 and K 2 ensures that one can impose the identity to be a natural state of (7)). This manifold is rather complex. Let k 1 and k 2 be arbitrary yet fixed, and set n = 2(2 +
, we denote by W p og/ge the associated mixed Ogden-Gent law.
Inverse problem and numerical solution method
In this section, we present a numerical method to solve the identification problem: we introduce a cost function and describe the evolutionary algorithm chosen to minimize this cost function.
3.1. Available data, cost function and integration rule. In order to find the Odgen constitutive law (7) which best approximates W V , we have to identify the corresponding set of parameters p = (p 1 , p 2 ) ∈ R n . This is done by minimizing a well-chosen cost function E depending on the difference between quantities associated with the energy density W p og/ge (seen as a function of p) and the corresponding quantities obtained by "in silico experiments" (namely numerical approximations of W V ).
Since we are interested in boundary value problems, the important quantity is not the energy density W V itself, but rather its derivatives. The numerical approximation method of the discrete model allows one to evaluate W V (Λ) at any deformation gradient Λ. Since it relies on a Newton algorithm, this method provides as outputs approximations of:
the first Piola-Kirchhoff stress tensor and
the elasticity tensor (Hessian).
These approximations are the observations for the inverse problem. Since the material is isotropic and frame-invariant, W V is characterized by its values on diagonal matrices Λ = diag(λ 1 , λ 2 , λ 3 ) and we only consider such deformation gradients. In particular, the associated Piola-Kirchhoff stress tensor is diagonal and we denote by {Π i } 1≤i≤3 its diagonal entries. We also denote by {H ij } 1≤i,j≤3 the entries
of the Hessian (which is positive for strongly elliptic materials).
With this preliminary, we are in position to introduce the cost function we shall consider:
where η ≥ 0 is a (small) regularization parameter, and Π p and H p stand for the first PiolaKirchhoff stress tensor and Hessian associated with the Ogden law W p og of parameter p. In the cost function, we have chosen to restrain the values of the admissible deformations Λ = diag(λ 1 , λ 2 , λ 3 ) to entries typically in the intervals (1/6, 6) (deformation up to 500%) and (1/3, 3) (deformation up to 300%). In the rest of this paragraph we focus on the interval (1/6, 6). In order to give a bigger weight to strain gradients in small deformations (λ i close to 1), we introduce the following importance measure on (1, 6):
where κ > −1 and K κ is a normalization factor such that :
The parameter κ can be chosen such that, for some fixed x 0 ∈ (1, 6), we have
that is the weights given to the intervals (1, x 0 ) and (x 0 , 6) are the same. This is a convenient way to give more importance to the small deformation regime. For the applications, we set x 0 = 1.5. On Figure 1 , the weight function (x − 1) κ is plotted for different values of κ. The formula (11) defines µ κ on (1, 6) and we extend this function to (1/6, 1) by setting µ κ (1/x) = µ κ (x) for all x ∈ (1, 6). Thus, the measure µ κ gives equal weight to compression and extension.
In the case of quasi-incompressible materials, the nonlinear constraint det Λ = λ 1 λ 2 λ 3 1 has to be taken into account. To this end, we consider the reduced principal strains
As primary variables we take J, ν 1 =
and ν 2 =ν 2 , and restrict J to (1 − δ, 1 + δ), for some small δ > 0. Finally, we define the following global cost function:
Note that, by symmetry of c, we take into account all the possible deformation gradients Λ = J 1/3 diag(ν 1 ,ν 2 ,ν 3 ) with ν 1 , ν 2 , ν 3 ∈ (1/6, 6) such thatν 1ν2ν3 = 1. The identification problem consists in finding p ∈ R n that minimizes F under the constraints (6) and (8) .
We then approximate the integral in J with a standard three points integration rule and the integrals in ν 1 and ν 2 by the Jacobi integration rule of order m ∈ N, that is for all f continuous,
where x k , for k ∈ {1, . . . , m}, are the roots of the (0, κ)-Jacobi polynomial of degree m (after mapping (−1, 1) to (1, 6) ) and ω k are the corresponding weights.
The minimization problem we are considering is then as follows:
3.2. Numerical method. The minimization problem considered here has the following three properties:
• the cost function F is not convex and defines a rather complex energy landscape with numerous local minima; • the cost function F is twice-differentiable;
• the set of parameters is a nonlinear implicitly defined manifold. Due to the complexity of the energy landscape, Newton-type algorithms get trapped into local infima. To illustrate this difficulty, we display in Table 1 the outputs of a Newton algorithm for the reconstruction of an Ogden law (without the nonlinear constraint that the function be minimal at identity), depending on the initial guess. As can be seen, if the initial guess is close to the solution, then the algorithm converges. If not, the algorithm does not always converge, and when it does, it is not necessarily to the right solution. In order to circumvent (or at least reduce) this difficulty, we shall appeal to a stochastic optimization procedure -namely, an evolutionary algorithm.
The general procedure is as follows. Assume momentarily that we minimize F without the constraints (6) and (8), and that the minimizerp of F on R n is unique. Instead of directly looking forp in R n , we look for a probability measureμ ∈ M(R n ) which minimizes µ → R n F(p)dµ(p). Of course, by uniqueness of the minimizer,μ = δp, the Dirac mass atp. The strategy is now to approximateμ by a sequence of Gaussian measures G k , characterized by their means m k ∈ R n , their covariance matrices C k ∈ SO n (R), and their standard deviation σ k ∈ R + . The sequence G k is an approximation ofμ if lim k→∞ G k =μ weakly in the sense of measures.
The evolutionary algorithm is characterized by its updating procedure, that is the construction of G k+1 knowing G k . Let S > s > 0 be integers. Given a sampling p k 1 , . . . , p k S of G k , we select the s best search points p k i (that is those s points among the S search points which yield the s minimal values of F). The mean m k+1 of G k+1 is then obtained by taking a (suitable) weighted average of the s best search points, the covariance matrix C k+1 is chosen so that the s search points are a suitable sampling of a Gaussian measure with this covariance matrix C k+1 . It remains to choose the standard deviation σ k+1 . The larger σ k+1 , the more regions of the energy landscape will be potentially visited. Yet, G k →μ requires σ k → 0. The choice of σ k+1 is therefore crucial. Once G k+1 is defined, one generates randomly S samples p k+1 i
. We use the Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) algorithm. For the precise update of G k , we refer the reader to the Appendix and to [14] .
Let us now describe precisely how the CMA-ES algorithm is used in our context. We first neglect the constraint (8) that the Odgen energy density be minimal at identity. The cost function F has a very specific structure, and the parameters
In particular, since the dependence of F upon p 2 is quadratic (after taking F to the square), it makes sense to consider the reduced cost function
The infimum can indeed be effectively computed by deterministic methods (recall that we have neglected the constraint (8) that W p og is minimal at identity). Since inf p∈R n s. t. (6) F(p) = inf
one may either apply the CMA-ES algorithm to F or F r . There are two main differences: the nonlinearity of the functionals (F r is much more nonlinear than F since the minimizers p 2 are themselves nonlinear functions of p 1 ) and the dimension of the parameters (2+k 1 +k 2 for F r , 2(2 + k 1 + k 2 ) for F).
In both cases we impose the constraint (6) on the parameters p 1 by penalization so that the search space remains the linear space R 2+k 1 +k 2 , and not {p ∈ R 2+k 1 +k 2 such that (6)}.
This picture would be complete if we did not have to deal with the constraint (8) that W p og be minimal at identity. In order to take this constraint into account, we use a splitting method, and add a projection step to the algorithm: we proceed by prediction-correction to take into account the constraint (8) . This amounts to minimizing a different functional F r defined as follows. Given p 1 , we letp 2 be a minimizer of F(p 1 , ·) on [0, +∞) 2+k 1 +k 2 , and setp = (p 1 ,p 2 ) ∈ R n . If Wp og satisfies (8), we set F r (p 1 ) := F r (p 1 ). Otherwise, we "project" Wp og on the set of Ogden laws satisfying (8) . To this aim, we let γ > 0 be the unique minimizer of t → Wp og (tId) on R, which we may compute by a Newton algorithm (the problem is strictly convex), and finally define
where 
When this condition does not hold, the splitting procedure only gives an upper bound on the minimum.
Let us make a further comment: nothing prevents the algorithm to split a term a i (λ
This issue is more pronounced for the minimization of the F than for the minimization of F r .
Since the algorithm is stochastic, one may perform several independent realizations. To enhance the precision, one may use the values of the parameters obtained at convergence of the evolutionary algorithm as initial guess for a Newton algorithm. The CMA-ES algorithm would then somehow only be used as a "black-box" to select the right region of the energy landscape to focus on -this coupling of the deterministic and evolutionary algorithms is minimal.
4. Calibration and first tests of the method 4.1. Exact law. In this section we test the data assimilation algorithms on the example of mixed Ogden-Gent laws (7) . In particular, we consider a mixed Odgen-Gent law, generate the associated data and try to recover the coefficients of this law by minimizing F and F r using the evolutionary algorithm. The aim of this section is to illustrate four facts:
• The minimization of the reduced error functional F r yields more precise results than the minimization of F, and allows one to recover more coefficients than with F (recall that for the same law, F r has less unknowns than F).
• For general laws with less than 14 coefficients to be fitted, an integration rule with m = 3 is sufficient.
• The use of the Hessian significantly improves the reconstruction.
• The inverse problem is stable in the sense that it does not amplify errors (errors on the recovered coefficients are of the same order than errors on the sampling of the law).
We consider the cases when C 1 is equal to zero or not (that is, whether there is a contribution of type Gent) separately. In a first series of tests, we compare the minimization of F r and F, using η = 0 and m = 3. In Tables 2 and 3 , the first line displays the coefficients of the exact Ogden law (cf. C 1 = 0) to recover. The row error gives the value of F (or F r ) at convergence, in function of the number of coefficients k 1 and k 2 used for the reconstruction. The complete procedure is as follows: we iteratively increase k 1 and k 2 in order to reduce the error F (or F r ), and stop when the error stops decreasing (and at comparable final error we choose the law with the less coefficients). As can be seen on Tables 2 and 3 , the minimization of F r indeed yields more precise coefficients and avoids the issue of splitting a single term of the law into two terms (as it is the case in the last line of Table 2 for α 2 and α 3 ). Similar tests are conducted for mixed Ogden-Gent laws (i. e. C 1 = 0), and the same conclusions hold true, cf. Tables 4 and 5 .
On Tables 7 and 8 we report the errors F r and F at convergence and the maximum and the mean of the relative errors on the coefficients of the best approximation, in function of the number of terms 2(1 + k 1 + k 2 ) of the exact Ogden law (cf. C 1 = 0). Tables 9 and 10 display the corresponding results for mixed Ogden-Gent laws (in which case the number of terms of the exact law is 2(2 + k 1 + k 2 )). Coefficients reported on Table 6 are chosen such that for all 1 ≤ i ≤ k 1 and for all 1 ≤ j ≤ k 2 , the terms a i x α i 0 and b j x α j 0 are of the same order of magnitude. As expected, minimizing F r instead of F allows one to recover correctly Ogden laws with larger k 1 and k 2 , although we cannot go beyond k 1 = k 2 = 4 (that is, 18 coefficients) in practice.
In a second series of tests we have checked the influence of m and η on the recovery of the coefficients. To this aim we have chosen an Ogden law with k 1 = k 2 = 4 (that is, with the first 18 coefficients given in Table 6 ) and a mixed Ogden-Gent law with k 1 = k 2 = 5 (that is, with the first 24 coefficients given in Table 6 ). We report on Tables 11 and 12 the maximum of the relative errors on the coefficients obtained by minimizing F r in function of m and η for m ∈ {3, 5} and η ∈ {0, 10 −2 , 10 −1 , 1}. Both parameters have a significant influence on the precision of the reconstruction. Table 2 . Data assimilation on an Ogden law (C 1 = 0) by minimizing F (η = 0 and m = 3). Table 3 . Data assimilation on an Ogden law (C 1 = 0) by minimizing F r (η = 0 and m = 3).
In order to check the robustness of the algorithm, we have performed the same tests with the addition of noise on the data (by independent and identically distributed random variables on each data, of the order of a few percents). This is an important property since the data we shall use to reconstruct the micro-macro law are noisy (in the sense that we have random realizations and numerical errors). The results for typical realizations are diplayed in Table 13 for an Ogden law, and in Table 14 for a mixed Ogden-Gent law. For Ogden laws, these tests show that the algorithm is rather robust, and that the problem is stable. For mixed Ogden-Gent laws however, the reconstruction is not robust if C 2 is perturbed. Indeed, this changes the position of the singularity, which has dramatic effects on the reconstruction. 4.2. Arruda-Boyce model. As a first example of an energy density which does not belong to the subspace P of Ogden laws, we consider the Arruda-Boyce model. Although it does not fit modern experimental data very well -cf. [13] for experimental comparisons and [15, 22] for more theoretical explanations -, this constitutes a first nontrivial test of the parametrization of polyconvex laws. This constitutive law is analytical and given by
where I 1 = trace Λ T Λ and W 3 is as in (9) for some n, β, N ∈ R + , and
Typical coefficients are displayed on Before we turn to the numerical tests, let us mention that the first two terms of the Arruda-Boyce constitutive law (17) can be written in the form of an Ogden law since I 1 = λ 2 1 + λ 2 2 + λ 2 3 (where the λ i are the eigenvalues of the matrix Λ T Λ). The coefficients are given by
. Table 4 . Data assimilation on a mixed Ogden-Gent law (with C 1 = 0) by minimizing F (η = 0 and m = 3). Table 5 . Data assimilation on a mixed Ogden-Gent law (with C 1 = 0) by minimizing F r (η = 0 and m = 3). Table 6 . Coefficients used for validation tests (C 1 = 0 for Ogden laws, C 1 = 0 for mixed Ogden-Gent laws).
In particular, the higher N is, the closer the Arruda-Boyce is to an Ogden law. We therefore expect the coefficients obtained by the reconstruction procedure to be close to these coefficients (at least for large N ). Since we do not expect the function This could be a limitation of the choice of the Ogden laws. Table 9 . Data assimilation on a mixed Ogden-Gent law (C 1 = 0) by minimizing F and F r (with η = 0 and m = 3). 0.0% 0.0% Table 10 . Data assimilation on a mixed Ogden-Gent law (C 1 = 0) by minimizing F and F r (with η = 1 and m = 5). Table 11 . Relative error on the coefficients by minimizing F r in function of η and m for an Ogden law (for
The results of the data assimilation algorithm for the Arruda-Boyce constitutive laws of Table 15 are displayed on Tables 16 and 17 . The tests confirm that the higher N , the better the reconstruction. We observe that the quality of the reconstruction saturates for k 1 = 2 and k 2 = 1 (and we do not display the results for higher k 1 , k 2 ).
In order to illustrate the error on mechanically meaningful quantities, we have plotted the stress tensor of the Arruda-Boyce constitutive law and of the associated Ogden law (obtained by the reconstruction procedure) for two typical mechanical experiments: uniaxial deformation (see Figure 2 ) and pure shear (see Figure 3) . The results are in a a a a a a a m η 0 10 −2 10 −1 1 3 81% 73% 75% 12% 5 86% 69% 0.0% 0.0% Table 12 . Relative error on the coefficients law by minimizing F r in function of η and m for a mixed Ogden-Gent law (for k 1 = k 2 = 5). Table 13 . Recovery process for an Ogden law with noisy data (with m = 3, η = 0, k 1 = 2 and k 2 = 1). Table 14 . Recovery process for a mixed Ogden-Gent law with noisy data (with m = 3, η = 0, k 1 = 2 and k 2 = 1). , λ). Piola Kirchhoff stress components Π 3 (on the left) and Π 1 = Π 2 (on the right) in function of λ in log-scale.
excellent agreement and Ogden's laws capture very well the behavior of the Arruda-Boyce model, even for moderate N (whereas this is not guaranteed theoretically). 2.00 Table 17 . Approximation of the Arruda-Boyce model (with n/β = 0.2653, N = 254.4, K 1 = 2.442, K 2 = 2.575) by an Ogden laws, using m = 3 and η = 0. . Piola Kirchhoff stress components Π 1 (on the left) and Π 2 (on the right) in function of λ in log-scale.
Application to the micro-macro model for rubber
In this section we turn to the main application of the data assimilation procedure introduced in this article: the analytical reconstruction of the micro-macro constitutive law of [11] .
5.1. Generation of the data. Our aim is to approximate Λ → W V (Λ) with the help of (a variant of) formula (5):
with W nn given by
where θ is the inverse of the Langevin function, and N e related to e through N e = |e| 2 ,
and where B(R) is the ball of radius R > 0 centered at the origin. The physical parameters to be fixed are the typical length e of the edges of the network (that is, the average of the lengths of all the edges of the tessellation), the typical number of monomers N per chain (related to the characteristic length l of a monomer through the identity N = e l 2 ) and n β in (19) , and K in (20) . We refer the reader to [11] for the physical and mechanical justifications of the model. Typical values in the simulations are chosen in function of R so that the ratio of the contributions of the chains and of the volumetric effect is constant (this does not change the value of W V at the limit). We denote by N R and by |B(R)| the number of edges and the volume of B(R), respectively. We will take:
This choice of n β makes the contribution to the energy of the N R N monomers be of order |B R |0.27 MPa (such a rescaling makes the number of monomers per unit volume to fixed in the simulations -which is needed to compare polymers with different N since the network is not at the packing limit, see [11, Remark 2] ). These correspond to the typical values considered in the Arruda-Boyce model to fit Treloar's experiments.
For the numerical approximation procedure one has to pick a large -though finite -R 1, and minimize F 1 (·, B R ) on the set of continuous and piecewise constant functions on T ∩ B R whose values on the boundary coincide with the affine deformation x → Λ · x. To this aim, one needs to know T ∩B R . Yet, T is a Delaunay tessellation associated with a point process on the whole space R 3 . We therefore need to approximate the point process itself on the domain B R . The point process we consider on R 3 is the thermodynamic limit of the random parking measure associated with unit balls (that we will refer to as the "parking lattice"), which is rigorously defined as the limit of point processes on finite domains in [21] . As shown in [12] , the parking lattice is stationary, ergodic, isotropic, almost surely general (the associated Delaunay tessellation is unique), and satisfies the hard-core and non-empty space conditions required by Theorem 1. Hence, formula (18) makes sense. The approximation of the parking lattice on finite domains B R is as follows. For all R > 0, we make a uniform mesh of the sphere S R of radius R (with triangles of side ∼ 1) and consider a hard-core Poisson point process (with minimal distance 1) in B R−1 up to the packing limit (that is, until one cannot add any other point: due to the hard-core constraint, there is an easy upper bound on the number of points which can be accepted). In particular, for such a point process, any two points are at least at distance 1, and any ball of radius 1 has at least one point. We denote by T R a Delaunay tessellation associated with the mesh of S R and the points in B R−1 . As proved in [12] , although T R does not coincide with T ∩ B R , we still have
This is the final variant of (5) we consider, and which has the advantage to be practically computable.
The numerical approximation of (22) is made in two steps:
• We first generate the deterministic set of points on ∂B R and a realization of the stochastic set of points in B R−1 . The latter is generated iteratively. Points are randomly picked in B R−1 . The first point is accepted. When another point is picked, either it is at distance less than 1 from a point which has already been accepted and it is discarded, or it is at distance at least 1 from all the other points and it is accepted. The algorithm stops when B R−1 is packed, that is, when no additional point can be accepted. Given the deterministic set of points on ∂B R and the realization of the random set of points in B R−1 we then construct an associated Delaunay tessellation of B R . Note that this choice characterizes the relation between the number N R of chains in the volume B(R), and N R /|B(R)| tends to a deterministic limit as R → ∞.
• In a second step, we solve the minimization problem associated with (22) for R finite and the Delaunay tessellation of B R (well-defined as the minimization of a smooth coercive function on a finite-dimensional space) by a Newton algorithm. It is classical in nonlinear elasticity (see for instance [17] , and [24] ) provided the addition of the energy of the edges (which are "non-standard" one-dimensional elements). Continuation methods are also used to ensure the convergence of the Newton algorithm. In practice, we also consider several independent realizations of the stochastic set of points and make an empirical average of the approximations of W V obtained. This enhances the convergence with respect to the randomness. In the tests reported here, we have taken 10 independent realizations of the random parking measure with 59,500 points.
For notational convenience, we define W nn :
At the end of the minimization algorithm, the homogenized energy W V is approximated by the spatial average on B R of the energy density of the minimizer u R which has been numerically obtained:
The Piola-Kirchhoff stress tensor is given by the spatial average on B R of the associated local Piola-Kirchhoff stress tensor (provided the minimizer is isolated, and the local Hessian strongly elliptic):
The approximation of the Hessian D 2 Λ 2 W V (Λ) is obtained from the implicit definition of W V by solving in addition 9 linear systems (see [11] ).
5.2.
Data assimilation in moderate deformation. In this paragraph we test the data assimilation procedure for deformations up to 200%, that is, we take admissible deformations in the set of diagonal matrices with entries in (1/3, 3) and consider N = 250 in (21) . We first observe that the quality of the reconstruction saturates for k 1 = 2 and k 2 = 1 (and we do not display the results for higher k 1 , k 2 ). Likewise, the coefficient C 1 for the contribution of the form of the Gent law is always set to zero by the algorithm, which shows that the reconstruction based on the cost function we considered does not favor the Gent law -this may come from the difficulty to capture precisely the blow up due to finite extensibility in the numerical approximations of W V ). The results of the data assimilation procedure are displayed in Table 18 for η = 0 and m = 3, where Π is the relative error on the Piola stress tensor, and H is the relative error on the Hessian. As can be seen, the Hessian is better approximated than the Piola stress tensor, so that the regularization procedure with η > 0 does not improve the reconstruction. To illustrate these results on mechanical quantities of interest, we have proceeded as for the Arruda-Boyce model and plotted the stress tensor of the micro-macro constitutive law and of the associated Ogden law (obtained by the reconstruction procedure) for two typical mechanical experiments: uniaxial deformation on Figure 4 and pure shear on Figure 5 . The reconstruction is in very good agreement in moderate deformation. Table 18 . Approximation of the micro-macro model (with n/β = 0.27, N = 250, K = 2.575) by Ogden laws, using m = 3, η = 0 (reconstruction on (1/3,3) ). 
, λ). Piola Kirchhoff stress components Π 3 (on the left) and Π 1 = Π 2 (on the right) with respect to λ in log-scale.
5.3.
Data assimilation in large deformation. In this paragraph we consider deformations up to 500%, that is, we take admissible deformations in the set of diagonal matrices with entries in (1/6, 6). We first observe that the quality of the reconstruction saturates for k 1 = 2 and k 2 = 1 (and we do not display the results for higher k 1 , k 2 ). The results are qualitatively different for N = 26.5 and N = 250 (see the two sets of data in (21)). In particular, whereas the Hessian is better approximated than the stress tensor for N = 250 and η = 0, it is not the case for N = 26.5, see Tables 19 and 20 . In the latter, a regularization using the Hessian with η > 0 allows one to improve the approximation of the Hessian, without compromising the approximation of the stress tensor (see Table 21 ).
The stress tensors of the micro-macro constitutive law and of the associated Ogden law (obtained by the reconstruction procedure) are displayed for uniaxial deformation on Figures 6 and 8 and for pure shear on Figures 7 and 9 . Note that the reconstruction is better in large deformation for N = 250 than for N = 26.5. This is due to the finite Table 19 . Approximation of the micro-macro model (with n/β = 0.27, N = 250, K = 2.575) by Ogden laws, using m = 3 and η = 0 (reconstruction on (1/6,6)). Table 20 . Approximation of the micro-macro model (with n/β = 0.27, N = 26.5, K = 2.575) by Ogden laws, using m = 3 and η = 0 (reconstruction on (1/6,6)). Table 21 . Influence of η on the approximation of the micro-macro model (with n/β = 0.27, N = 26.5, K = 2.575) by Ogden laws, using m = 3 (reconstruction on (1/6,6)).
5.4.
An example of ill-posed problem for the reconstruction using Treloar's data. In this last subsection we come back to the problem of estimating parameters of an Ogden law starting from standard mechanical measurements, such as the Treloar data (the engineering stresses in uniaxial compression, uniaxial traction, and pure shear). The paramaters of the Arruda-Boyce (n/β = 0.265, N = 26.98, K 1 = 2.439, K 2 = 2.575) and of the micro-macro (n/β = 0.27, N = 26.5, K = 2.575) models considered here have been chosen to match Treloar's experiments (see [11] ). On Figure 10 , we have plotted the outputs of these experiments (engineering stress for three types of deformation) for the Ogden's law approximating the Arruda-Boyce model, and for the Ogden's law approximating the micro-macro model. As can be seen on these graphs, the two Odgen's laws yield very close results.
However, the engineering stress does not characterize the law. In particular two laws may at the same time be close in terms of Treloar's experiments and quite different on the full Piola-Kirchhoff stress tensor. We have plotted the stress tensor of the two Odgen's laws for two typical mechanical experiments: uniaxial deformation (see Figure 11 ) and pure shear (see Figure 12 ). As can be seen, they do not match as well as for the engineering stress.
This illustrates that the engineering stress usually measured in mechanical experiments is not sufficient to identify a single empirical Ogden's law, and completes the analysis of . Piola Kirchhoff stress components Π 1 (on the left) and Π 2 (on the right) with respect to λ in log-scale. [20] . The micro-macro model considered in this article does not suffer from this since we have access to the full Piola stress tensor, and the reconstruction procedure is efficient.
To conclude, we have presented a method to reconstruct an analytical constitutive law starting from the numerical approximation of an implicit constitutive law obtained by a rigorous upscaling of a polymer physics model. The choice of the parametrized space of constitutive laws for the reconstruction procedure is crucial. In this article we have considered the explicit subspace of polyconvex Ogden laws constructed by Ball [3] . The results are qualitatively and quantitatively convincing. They could however be improved in two respects. First, it is already clear from the approximation of the Arruda-Boyce model that the Ogden laws do not reproduce equally well the behavior of elastomers depending on the physical parameter N (the typical number of monomers per polymer-chain). Indeed, for small to moderate N , the energy of polymer-chains grows faster than any polynomial close to the finite extensibility limit, which reduces the range of validity of Ogden's laws. Yet, the addition of a term of Gent type does not improve the reconstruction. It is not clear to us whether this is due to the difficulty of approximating numerically the blow up of W V , λ). Piola Kirchhoff stress components Π 3 (on the left) and Π 1 = Π 2 (on the right) with respect to λ in log-scale.
or to the fact that the homogenized energy density W V may not have the form of a Gent law (there is no reason why this precise form should be preserved by homogenization). This should be investigated more thoroughly in view of the practical importance of the Gent law. A second aspect concerns more subtle properties such as the Rivlin effect, which is a nonlinear effect at small deformation. Whereas this effect is not captured by the Arruda-Boyce model, it is captured to some extent by the micro-macro model (see [11] ). The reconstructed Ogden law for the micro-macro model does not reproduce this effect. In order to further improve the reconstruction procedure, the parametrized space of Ogden laws needs to be enriched. The difficulty of this promising program lies in the qualitative properties we required on the laws (and in particular quasiconvexity in the form of polyconvexity). 
