Alternating transition systems are a general model for composite systems which allow the study of collaborative as well as adversarial relationships between individual system components. Unlike in labeled transition systems, where each transition corresponds to a possible step of the system (which may involve some or all components), in alternating transition systems, each transition corresponds to a possible move in a game between the components. In this paper, we study refinement relations between alternating transition systems, such as "Does the implementation refine the set £ of specification components without constraining the components not in £ ?" In particular, we generalize the definitions of the simulation and trace containment preorders from labeled transition systems to alternating transition systems. The generalizations are called alternating simulation and alternating trace containment. Unlike existing refinement relations, they allow the refinement of individual components within the context of a composite system description. We show that, like ordinary simulation, alternating simulation can be checked in polynomial time using a fixpoint computation algorithm. While ordinary trace containment is PSPACE-complete, we establish alternating trace containment to be EXPTIME-complete. Finally, we present logical characterizations for the two preorders in terms of ATL, a temporal logic capable of referring to games between system components.
Introduction
A central issue in a formal approach to design and analysis of reactive systems is the notion of refinement. The relation "¤ £ ." For this purpose, we propose definitions of simulation and trace containment that are parameterized by names of components. The resulting alternating refinement preorders allow us to check refinement with respect to any subset of the system components.
Composite systems can be viewed as multi-agent systems [Sha53, HF89] . While in labeled transition systems, each transition corresponds to a possible step of the system (which may involve some or all components), in multi-agent systems each transition corresponds to a possible move in a game between the components (which are called agents). We model multi-agents systems by alternating transition systems (ATS), proposed in [AHK97] . In each move of the game between the agents of an ATS, the choice of an agent at a state is a set of states, and the successor state is determined by considering the intersection of the choices made by all agents. Unlike labeled transition systems, ATS can distinguish between collaborative and adversarial relationships among components. For example, the environment is typically viewed adversarially, meaning that a component may be required to meet its specification no matter how the environment behaves. Then, a refinement of the component must not constrain the environment. By contrast, if two components collaborate to meet a specification, then a refinement of one component may constrain the other component.
Before we explain alternating refinement relations, let us consider the simulation refinement that is defined via games played on the graphs of labeled transition systems. To determine whether the initial state¨of system ¤ . We present several results that support the claim that our definition of alternating simulation is a natural, and useful, generalization of Milner's simulation. First, when restricted to ATS with a single agent-i.e., to labeled transition systems-the two notions coincide. Second, we show that for finite ATS, deciding ¤ -simulation, for a given set ¤ of agents, is solvable in polynomial time. Third, we present a logical characterization of alternating simulation. In [AHK97] , we proposed alternating temporal logic as a language for specifying properties of system components. In particular, ATL and ATL are the alternating versions of the branching temporal logics CTL and CTL . Besides universal (do all computations satisfy a property?) and existential (does some computation satisfy a property?) requirements of CTL, in ATL one can specify alternating requirements: can a component resolve its choices so that the satisfaction of a property is guaranteed no matter how the environment resolves its choices? We show that an ATS . This result, which generalizes the relationship between ordinary simulation and the universal fragment of CTL (or CTL ), allows us to carry over alternating temporal logic properties from the specification to the implementation.
The second refinement relation studied in this paper is trace containment. For labeled transition systems, the specification . As is the case for the corresponding relations on labeled transition systems, alternating simulation implies alternating trace containment, but not vice versa. Checking alternating trace containment corresponds to checking inclusion between sets of £ -languages (i.e., between sets of sets of traces). Our solution is based on a novel application of tree automata in which £ -languages are represented as trees. We show that the problem of deciding alternating trace containment is EXPTIME-complete, and we give a logical characterization of alternating trace containment using a fragment of ATL .
Alternating Transition Systems
In ordinary transition systems, each transition corresponds to a possible step of the system. In alternating transition systems (ATS, for short), introduced in [AHK97] , each transition corresponds to a possible move in the game between the underlying components of the system. We refer to the components as agents. In each move of the game, every agent chooses a set of successor states. The game then proceeds to the state in the intersection of the sets chosen by all agents. Equivalently, each agent puts a constraint on the choice of the successor state, and the game proceeds to a state that satisfies the constraints imposed by all the agents.
Formally, an alternating transition system is a 6-tuple . We model the composition of the two processes by the following ATS
f & 2( is therefore as follows:
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, and for all positions
Alternating Simulation
We generalize simulation between labeled transition systems to alternating simulation between ATS. Consider fixed sets ¤ of propositions and¨of agents, and two ATS (1)
Note that since 
Recall that a labeled transition system corresponds to an ATS with the single agent ! #
. Our definition of alternating simulation then coincides with Milner's definition of simulation between labeled transition systems [Mil71] . This is because
iff there exists a relation where
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Intuitively, while the joint behavior of 
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-simulation, for every set
and for every set [HHK95] , and a witnessing relation for simulation can be computed using a symbolic fixpoint procedure [Mil90] . We show that alternating simulation can also be computed in polynomial time, as well as symbolically. . Hardness in PTIME follows from the PTIME-hardness of ordinary simulation on labeled transition systems [BGS92, KV98] .
Checking alternating simulation

Given two ATS
Theorem 3. The alternating-simulation problem is PTIME-complete.
Proof. Consider two ATS
Recall that alternating simulation can be used on labeled transition systems to specify both directions of simulation. Since the complexity of the simulation problem 
Alternating Trace Containment
We now study the refinement relation on ATS that corresponds to trace containment on labeled transition systems. Consider an ATS Recall that a labeled transition system corresponds to an ATS with the single agent ¥ "
. Our definition of alternating trace containment then coincides with ordinary trace containment between labeled transition systems. This is because when ¥ " is the only agent, then for every strategy
, the set 
Remark. In the definition of alternating trace containment, the strategy of an agent may depend on an unbounded amount of information, namely, the full history of the game up to the current state. If we consider instead memoryless strategies -that is, strategies
, which depend only on the current state of the game-then the alternating trace-containment relation we obtain is different. On the other hand, as the definition of alternating simulation is local, Lemma 1 holds also for memoryless strategies.
As in the nonalternating case, while alternating simulation implies alternating trace containment, the converse direction does not hold. 
means that when the automaton is in state¨0 and reads the letter )
, it can either send two copies, in states¨1 and¨2, to direction 1 of the tree, or send a copy in state¨2 to direction 1 and two copies, in states¨2 and¨3, to direction 2. Thus, the transition function may require the automaton to send several copies to the same direction, or allow it not to send any copy to some directions.
A run of the alternating automaton on the input 
That is, from the state , the automaton chooses a set , respectively, and the language containment problem for alternating Büchi tree automata can be solved in exponential time [VW86, MS95] , the EXPTIME upper bound follows.
For the lower bound, we use a reduction from 
¤
-LTL is 2EXPTIME-complete [AHK97], the EXPTIME lower bound follows.
Logical Characterizations
Simulation and trace containment between labeled transition systems can be logically characterized by temporal logics. We give logical characterizations of alternating simulation and alternating trace containment.
Alternating temporal logic
Alternating-time temporal logics are introduced in [AHK97] as a formalism for specifying properties of individual system components. The alternating-time temporal logic ATL is defined with respect to a finite set ¤ of propositions and a finite set¨of agents. Its syntax is very similar to the syntax of CTL , only that each occurrence of a path quantifier is parameterized by a set of agents. There are two types of formulas in ATL : state formulas, whose satisfaction is related to a specific state, and path formulas, whose satisfaction is related to a specific computation. We present here a subset of ATL formulas in positive normal form. The subset, which subsumes CTL but is not closed under negation, is called ATL The logic ATL ¨ c onsists of the set of state formulas generated by the above rules. The logic ATL¨, which is an alternating-time extension of CTL, is the fragment of ATL
