It takes place in a more general work about three-valued (partial) 
Introduction
Situation of the work.
It is well-known that the usual semantics for logic programs without negation: least model, least fixpoint of the immediate "consequence" operator cannot be used for logic programs with negation. The ways of studying negation in logic programming can be divided in two ways (which can interfere). The trust one is to consider partial models, for example the well-founded semantics of Van Gelder [26] , the weak well-founded semantics of Fitting [I1] . In this approach, negation is not allowed in the head of the rules. The weak well-founded semantics of Fitting is the least model of the completed program and the least fixpint of its operator. In the completed program, negation plays a particular part since ~p is added to the program where p is a predicate symbol appearing in the program without being in the head of a role. The second way is to consider a partial kind of programs where the use of negation is restricted. For example, stratifiable programs studied by Apt, Blair and Walker [1] , have a minimal supported model. Less strong constraints than stratification were also introduced: local stratification by Przymusinski [22] , effective stratification by Bidoit and Froidevaux [4c] . For a good survey on negation in logic programming, the reader is sent to [4d] . We have chosen to use partial logic because it generalizes all the results obtained for logic programs without negation: intersection of models property, least model, least fLXpoint of the immediate "consequence" operator, and finally the completness of the SLDNF resolution which was proved by Kunen [13b] . This logic gives a symmetry to the negation by introducing a third truth value Indef'mite with the order I < F, I < T; the truth values True and False are on the same level and the Indefinite truth value plays the part played by False in classical logic. We have tried to preserve this symmetry without treating negation in a particular way: we do not use negation as failure, we give the semantics of the program itself and not the semantics of its completion even if we can get Fitting's results in our theory and we allow the head of the rules to be negative literals. We first give the least three-valued model's semantics which seems very natural since it computes all the ground literals which are logical consequences of the program and is also computed by "forward chaining". The logic being partial, this semantics can seem too weak since there are only few logical consequences. The aim of this paper is to find an answer to this weakness by giving another semantics: the optimal model.
Presentation of the paper.
The first section of this paper is devoted to introduce the theory in which the work takes place. Our theory was conceived to give an answer to the problem of negation in logic programming. This answer, although not being faithful to the negation as failure, provides a good logical and algebrical theory for programs with negation. This theory has similar properties to those obtained for logic programming without negation. It may be considered, even in its conception as an extension of the theory used for logic programs without negation. This parallel lies in the introduction of a third u~th value Indefinite and another implication connective denoted by ~. This connective is neither Lukasiewicz' one as in Lassez and Maher [14] nor the usual Kleene's one. The formula P -o Q thus has another expressivity than the formula ~PvQ. With this third truth value Indefinite and this implication connective, we obtain the intersection models property. The set of Herbrand interpretations associated with the third value Indefinite is denoted by IHT(L). The members of the set IHT(L) are partial functions from the set of the ground atoms to the set {T, F}, not being defined where they take the Indefinite value. In the first section, we try to present our formalism both as an extension of the case of programs without negation and as an adaptation of Manna and Shamir's formalism.
In the second section, we have also extended the "consequence" operator of Van Emden and Kowalski [25] to a "consequence" operator associated with programs with negation, taking in account the inconsistent programs. The models of a program are exactly the post-fixpoints of this operator. We thus provide the first denotational semantics of a consistant program. It is the least fixpoint of the "consequence" operator. Since the least fixpoint and the least post-fixpoint of a monotonic operator are the same, the least threevalued model of a consistent program is exactly the least fixpoint of the "consequence" operator associated with it. It is also the set of all the ground literals which are logical consequences of a program.
This least model is unique and defined for every consistent program: there is no restriction on the logic studied programs like stratification [4] . Nevertheless, it is a partial model and may contain too many few logical consequences. Another denotational semantics is provided by the structure of the set of three-valued Herbrand interpretations (Fitting [9] , Manna et Shamir [16] , [17] ). The union of two Herbrand three-valued interpretations is not a three-valued Herbrand interpretation except when it is a consistent union. Thus the set of three-valued Herbrand interpretations, denoted by IHT(L), is not a complete lattice as in the bivalued case but only a semi-complete one: -every nonempty subset of IHT(L) has a glb (greatest lower bound) -every consistent subset has a lub (lowest upper bound) The members of the set IHT(L) are partial functions from the set of the ground atoms to the set {1", F}, not being defined where they take the Indefinite value. The "consequence" operator is a monotonic functional defined on the set of partial functions from the set of ground atoms to the set {True, False}. The theory of Manna and Shamir [16] , [17] , may be adapted in two ways and provides two other semantics for a logic program with negation.
In the third section, we present the first one: the optimal fixpoint of our "consequence" operator, which is a monotonic functional defined on the set of partial functions from the set of ground atoms to the set {True, False}. It is defined as the greatest consistent operator's fixpoint and coincides with the greatest fixpoint less than or equal to the intersection of all the maximal fixpoints.
The fourth and last section is devoted to the second one which is easier and better-suited to our theory. It is the optimal model of a program or the optimal post-fixpoint of the operator. It can be defined as the intersection of all the maximal post-fixpoints which is a post-fixpoint and thus a model, while the intersection of all the maximal fixpoints is not necessarly a fixpoint. We then show that it coincides with the greatest consistent model.
We will see with some examples, that the least model and the optimal one are distinct while they coincide in Lassez and Maber's theory [14] . This gives a special interest to this notion which generally stictly contains the least model.
Partial functions and partial logic
We try to present our formalism both as an extension of the ease of programs without negation and as an adaptation of Manna and Shamir's [16] , [17] formalism. The notion of partial functions (taking the ca value where not being defined) gives place to partial logic. In a three-valued Herbrand interpretation of our logic, the ground atoms of the language do not necessarly get a truth value belonging to [True, False}. In that case, they can get the truth value Indefinite. The following definition gives the notion of three-valued Herbrand interpretation.
We denote the set of all the ground atoms by herfL) and the set of all the ground literals by Her(L). Definition 1.I -A three-valued interpretation is a subset i of the set Her(L) such that:
Vato ~ her(L), ato ~ i implies that --,ato ~ i The set of all the three-valued Herbrand interpretations is denoted by IHT(L).
Remarks: 1) We may consider a three-valued Herbrand interpretation as a partial function from her(L) to {T, F}. If tvi(ato) is the truth value of an atom ato w.r.t, an interpretation i, we can assume that if ato ¢ i and ---~ato ¢~ i, then ato does not get a truth value belonging to {T, F} but tvi(ato) = I. If ato ¢ i then tvi(ato) = True or if--,ato ~ i, then tvi(ato) = False. There is thus a bijection 0 between the set IHT(L) and the set of the partial functions from her(L) to IT, F}, denoted by PF(her(L), {T, F}). The mapping ~ is naturally defined by ~(i) = tvi.
2) As in Manna and Shamir [16] , [17] , the order on the set {T, F, I} is the order induced by I ~ T, I g F. The set {T, F, I} may also be denoted by [T, F} +. The corresponding order on IHT(L), which is the order making ~ monotonic, is the set inclusion order on IHT(I.,), denoted by ~ or ~ as well.
3) The usual notion of Herbrand interpretation, used for programs without negation, which is a member of the set 2her(L), may be considered as a particular case of a threevalued one in the following way: -A bivalued Herbrand interpretation is a three-valued one such that:
Vato The truth value of --1 is defined by ~T = F, -,F = T, ~I = I, the truth value of P ~ Q is defined as usual by the truth value of ~PvQ and the truth value of P e:~ Q by the truth value of (P =:, Q)A(Q ~ P). 
The mapping V: IHT(L) --~ [Partial Functions from For(L) to {7",

FJJ, such that O(i) = tvi is monotonic for the set inclusion order on IHT(L) and the order induced by I ~ T, 1 ~_ F on the set of the partial functions from For(L) to {T, FJ.
Proof We have to show that if the formula for uses the symbols A, V, ~, =~, ¢:~, V, 3, then i ~j implies that tvi(for) < tvj(for). By induction on for. ¢ Remarks: -In Przysmusinski [21] , we do not have this monotony property, since the order on {T, F, I} is the order induced by F < I < T.
-This monotony property will enable us to deduce some important properties about the programs whose bodies' rules belong to For(L). But we must first give another expressivity to the implication connective.
-If we keep the connective ~, in the formulas lit ~ for of a program with negation, we do not yet have the intersection model property We are now going to extend the logical language L by adding a new implication connective to it. It is neither Lukasiewicz nor Kleene's one, but is denoted by --% in order to give another expressivity to the implication connective. Remarks: -This connective was introduced in Delahaye [7] and in Shepherdson [23] .
-This connective is called non monotonic: a) Considered as an application from {T, F, I} 2 to {T, F, I}, with the order induced by I < F, I < T, on these sets, we do not have -- We then have the following intersection model property: Proof Pr is a set of rules like lit 6-for, with lit being a literal and the formula for using the symbols 3, V, ^, v, ~, --,, ¢=~. Let (ie)e E E, be a family of Herbrand three-valued models of Pr.
If i = h e e E(ie), we must show that, for every ground instance, lit 6-for of any rule of Pr, tvi(lit 6-for) = True. The only case to check is when tvi(for) = True according to the truth table of--*. tvi(for) = True implies that tVie(for) = True, for each ie, by the monotony property, since the formula for uses the symbols 3, V, ^, v, ---,, ~, ¢~ and i ~ ie. As ie is a model of Pr, tVie0i0 = True, for each ie, which means that lit E ie for each ie, because lit is a literal and it follows that lit ¢ i = N e E E(ie) , and so tvi(lit) = True, which implies that tvi(iit for) = True. So the least Herbrand three-valued model of a consistent program with negation is the intersection of all its Herbrand models.,
We now want to characterize this least Herbrand model as a least fixpoint of an operator associated with a program with negation. We are now able to define the "consequence" operator which is associated with a Pr program with negation. Tpr(Contra ) = Contra.
A monotonic
This operator provides a denotational semantics of a Pr program as it is said in the following theorem. 2) This operator may b¢ related to Van Emden and Kowalski's one [25] when Pr is a program without negation, having rules like ato 6-for, where the formula for uses the symbols 3, V, ^, v with the mapping pos by Bpr = pos-loTprOpoS which implies that lfp(Bpr) = pos-a(lfp(Tpr)) and lbm(Pr) = pos-1(ltm(Pr)) (Dclahaye [7] , Thibau [24] ). It can also be related to Fitting's operator when Pr is a program with only positive rules like ato 6-for, where the formula for uses the symbols ^, v, --,, ~, ¢=~, V, 3 (Fitting [9] ). For this relation, we must complete the program (T~lahaye [7] , Thibau [24] ). In our theory, the specification is the program itself and our operator provides a denotational semantics of the program itself while the fixpoints of Fitting's operator are the models of the completed program.
Theorem 2.1 I) Tpr is monotonic and has a least fixpoint denoted by lfp(Tpr).
2) Pr is consistent ¢=~ lfp(Tpr) ~ Contra. In this case: a) an interpretation i E IHT(L) is a model of Pr ¢~ Tpr(i) ff i.
17) IfP~pr ) = ltm(Pr) = f'~models of Pr).
3) We have an operational semantics of a program by computing this least three-valued model. With purely syntactical operations on interpretations and programs, every bivalued interpreter may be transformed into a three-valued one (Delahaye [7] , Thibau [24] ). This has been done for Prolog interpreters (Delahaye-Matthieu [8] ) and is actually a classical method used for expert systems working in forward chaining.
Another denotational semantics to palliate the weakness of partial logic.
This least three-valued model, which gives a first denotational semantics for a program with negation, seems a too weak notion in three-valued logic. With this logic, we do not obtain enough logical consequences. If Pr is the following program:
The least model is {~q(a)}; it does not contain ~p(a) while it seems natural to have -~p(a) in the intended model of Pr since p(a) gives a contradiction by giving both q(a) and --<l(a) in a model of the program. The weakness of this partial logic is that ~p(a) is not a logical consequence of Pr as in bivalued logic. (It essentially comes from the fact that the formula P -o Q is not logically equivalent to --,Q ---> ---,P, while P ~ Q is logically equivalent to -,Q =~ ---.P).
We want to have an intended model to provide another semantics. According to Kunen [12] , the semantics of a logic P program, is not the least fixpoint of the T operator but T1"¢0, which is not always a model of P. We prefer to give another model of Pr for another denotational semantics than the least fixpoint.
The first idea, to provide another denotational semantics which contains more informations on a Pr program with negation, was to adapt Manna and Shamir theory for our Tpr operator. This will be done in the next section. However the optimal fL~point of Tpr will not be chosen for another denotational semantics. We prefer the notion of optimal model which seems better-suited to our programs since their models are not the fixpoints of Tpr but its post-fixpoints.
3 The results of Manna and Shamir for our Tpr operator [16] Since we are interested in a denotational semantics of a consistent program, from now on, we only consider consistent programs.
In the whole section, we assume that the studied three-valued program is consistent.
The considered set is IHT(L); IHT(L) being the set of the Herbrand three-valued interpretations, which are the partial functions from her(L) to {T, F} (taking the truth value Indefinite, where not being defined). This set is not a complete lattice on the contrary of the set of the bivalued interpretations: an union of three-valued Herbrand interpretations is no more a three-valued Herbrand interpretation except if it is a consistent union. The set of Tpr'S fixpoints is FP(Tpr) = {f e IHT(L)/f = Tpr(f) }.
The set of Tpr'S consistent fixpoints is CFP(Tpr) = {f e FP(Tpr)/f is consistent with any fixpoint of Tpr}.
The set of Tpr'S maximal fixpoints is MAX(Tpr) = {f ¢ FP(Tpr)/Vg ¢ FP(Tpr),
f<g~f--g}. The set of Tpr'S pre-fixpoints is PRE(Tpr) = { f e IHT(L)/f < Tpr(f) }.
The set of Tpr'S post-fixpoints is POST(Tpr) = {f¢ IHT(L)/Tpr(f) < f}. 
b) This greatest element is also equal to max(CFP(Tpr)) = opt(Tpr).
For the whole theory of the maximal fixpoint of a monotonic functional on a set of partial functions, and the proofs of these propositions, the reader may read, Manna et Shamir [161, [17] .
Remarks: -The optimal fixpoint of Tpr may be obtained in two ways, one from the maximal fixpoints, the other one from the consistent f'Lxpoints.
-If lfp(Tpr ) is a total function, i.e. ;~ I everywhere, then lfp(Tpr) = opt~pr), since lfp(Tpr) < opt(Tpr).
-If opt(Tpr) is maximal, since Vg ¢ MAX(Tpr), opt(Tpr) < lmax(Tpr) < g, we have opt(Tpr) = g and there is only one maximal fixpoint, opt(Tpr).
-As lfp(Tpr) ~ opt(Tpr), the optimal fixpoint of Tpr may be more interesting than the least one since it contains more informations about a program, if these two notions do not coincide. In our theory, they do not generally coincide as it is shown in the following example.
The optimal fixpoint of Tpr is not the same as its least fixpoint for the following Pr program:
The models' lattice of Pr is the following: CFP(Tpr) = {0, {p(a)} }.
opt(Tpr) ffi {p(a)}. lfP~pr) = @.
While for Lassez and Maher's operator [14] , these two notions coincide. This especially comes from the fact that, the interpretation constantly equal to True, is always a model of a program with Horn clauses. It follows that neither the least model nor the opional model of a program (which are both included in the maximal interpretation constantly equal to True), take the False math value. The negative informations, which result from the completed program, are not really represented in this semantics model. So this semantics does not seem well-suited to logic programming with negation.
However, for the following Pr program:
The optimal fixpoint is {-,q(a)}; it still does not contain -,p(a) while it seems natural to have ~p(a) in the intended model of Pr. This is why we try to find another denotational semantics which is is an extension of the Manna and Shamifs theory.
As we have seen that f is a model of Pr ¢=~ f ¢ IHT(L) and Tpr(f) ~ f, we are now about to adapt the previous theory to the post-fixpoint of a monotonic operator defined on a set of partial functions. This will be even easier since an intersection of models of Pr (of post-fixpoints ofTpr ) is still a model of Pr while an intersection of fixpoints of Tpr is not necessarly a trLxpoint of Tpr.
Making the analogy with the theory of Manna and Shamir [16] , we now may define the notions of consistent, maximal and optimal models.
4. An extension of these results to the models of a program with negation Another denotational semantics than the least model: the optimal model To show that MAXMOD(Pr) is nonempty, we prove the following proposition. To show that Imax(Pr) £ optS), we show that lmax(Pr) is consistent, which ends the demonstration since Imax(Pr) is a model of Pr and opt(Pr) is the greatest consistent model. Let f be a model of Pr, then 3g e MAXMOD(Pr), such that f ~ g, according to the proposition 4.1. As lmax(Pr) ~ g, fund lmax(Pr) are consistent., Remarks 1) The optimal model of a Pr program really defines another denotational semantics than the least model of Pr (the least fixpoint of Tpr) and the optimal fixpoint of Tpr. (se¢ ex. below) 2) When the three-valued maximal and the bivalued models are the same, which is the case of pure PROLOG programs, the optimal model is the set of all the ground literals which arc the bivaluext logical consequences of Pr.
The following programs show both that opt(Pr) and lfp(Tpr) are distinct, and that opt(Pr) and opt(Tpr) are distinct. For the following Pr program:
q(x) 6.-p(x) --q(a) opt(Pr) = {--¢l(a),-,p(a)} while ltm(Pr) = lfp(Tpr) = {-,q(a)} and opt(Tpr) = {-q(a)}.
We finally obtain ~p(a) in the optimal model which seems natural as we said previously. So the optimal model may define another denotational semantics than the least fixpoint. It gives a eoneurrent semantics of the intended model of Apt, Blair and Walker [1] for a logic program with negation. Although it is a partial model, it is unique and defined for every consistent program with negation. It is an adaptation of the optimal fLxpoint of an operator which has already been introduced in Fitting [9] and in Manna and Shamir [16] . However, in Fitting's theory, the fixpoints of his operator are exactly the models of the completed program. Since in our theory, the specification of a Pr program is the program itself, and its models are the post-fixpoints of the associated "consequence" operator, the notion of optimal model or optimal post-fixpoint seemed a natural extension to us to study logic programs with negation. We will have to study whether it is or not computable in the predicate case and give good algorithms in the propositional case.
