We prove a global stability estimate for the time-dependent X-ray transform on simple manifolds with dimension greater than or equal to 2. We do this by extending a known result by Begmatov for stability of the time dependent X-ray transform in R + t × R 2 . We give some examples of stability and injectivity results in relationship to the Dirichlet-toNeumann problem.
Introduction to notational conventions
We start by setting up some standard notation. We will be considering compact Riemmanian manifolds M with a metric g. These manifolds all have a boundary and are smooth. The Einstein summation convention we use for the rest of this paper. Since we are considering wave equations, we let the Laplace-Beltrami operator be written as
in local coordinates with g(x) = g ik (x) , and g ik (x) = g ki (x) −1 .
Following standard notation also found in [10] , the tangent vector fields we denote as ( ∂ ∂x 1 , .., ∂ ∂x n ). The inner product and norms on the tangent space T x M we denote by g(X, Y ) = X, Y g = g jk α j β k , |X| g = X, X 1 2 g , where
Now when f is a C 1 function on M, the gradient of f is defined as the vector field ∇ g f so for all the vector fields X in the space of vector fields on the manifold X (M) we have X(f ) = ∇ g f, X g , which is in the corresponding local coordinates
The metric tensor induces a Riemannian volume form which we denote by,
which allows us to define norms analogous to the Euclidean norms. For any analogous norm, we simply replace the standard Euclidean norm with the Riemannian volume form and take the completion of the C ∞ ([0, T ] × M) function on the manifold.
The definition of the X-ray transform on the manifolds is a type of line integral. We start with x ∈ M and ω ∈ T x M so we want to consider the inward pointing geodesics. The geodesic γ x,ω (t) has the inital conditions γ x,ω (0) = x,γ x,ω (0) = ω, and by definition, is unique. We consider the sphere bundle SM = {(x, ω) ∈ T M; |ω| g = 1}.
(1.2)
Because we want to consider inward pointing geodesics only, the submanifold of inner vectors we define as ∂ + SM = {(x, ω) ∈ SM, x ∈ ∂M, + ω, ν(x) < 0}.
Here ν(x) is the normal vector at x. Now the length of the geodesic segment we call τ (x, ω) with corresponding initial conditions (x, ω) ∈ ∂ + SM. We assume the M satisfies a nontrapping condition. We mean that M has the property:
• There is a T such that for all (x, ω) ∈ ∂ + SM there is a τ (x, ω) ≤ T such that γ x,ω (t) is in the interior of M for 0 < t < τ (x, ω), and intersects the boundary ∂M transversally when t = τ (x, ω).
This hypothesis is the weakest assumption on the geometry for the Gaussian beam ansatz to be well-defined in this setting. It was originally introduced in [28] . For convenience since we are using global measurements anyways, we will later also assume the second fundamental form is positive definite on every point of ∂M, so the manifold is a convex non-trapping manifold.
In local coordinates, the definition of the X-ray transform on time dependent functions f (t, x) we are using is as follows:
( 1.3)
The right hand side of (1.3) is a smooth function on the space ∂ + SM because the integration bound τ (x, ω) is a smooth function on ∂ + SM and so is the integrand. In Waters' [43] previous work, the solution u(t, x) to the initial-boundary value problem
was considered with f λ (t, x) being a Gaussian beam-like function. In [43] , the dynamical Dirichlet-to-Neumann map was used to recover the X-ray transform.
The Dirichlet-to-Neumann map we call Λ g,q and denote as
with operator norm
All of the results are formulated modulo gauge invariance, so we consider the metric g to be fixed.
In [43] the X-ray transform of a time dependent potential from the Dirichletto-Neumann map was recovered. It built on the work of Bellasoued and Dos Santos Ferreira [10] and also by Kenig and Salo [23] . The proof in [43] used the localization properties of Gaussian beams which have been recently successful in attacking problems of a geometric nature, see Bao and Zhang [6] , [23] , Lassas et. al, [14] and [42] . The goal here is to finish the recovery of the potentials in the most general time dependent and geometric settings for the time dependent Xray transform to be well-defined. In order to do this, we extend a known result of Begmatov in R + t × R 2 , [7] . We prove that in general, the time dependent X-ray transform is enough to recover a space-time
The methodology of using the X-ray transform for stability estimates for initial boundary value problems is not new. For example, Stefanov and Uhlmann proved uniqueness of conformal factors for simple manifolds in [36] , [34] . The related paper by Montalto [25] proves stability for time independent wave equation coefficients on simple manifolds using reflections. As corollary, [25] also proved stability for elliptic equation coefficients vis a vis the same arc-length transformation in [14] and [43] . Stefanov and Uhlmann also proved L 2 based stability estimates for time independent ray transforms in [35] for simple manifolds. Bellasoued and Dos Santos Ferriera [10] recover time indendent coefficients for simple metrics using Green's theorem. In the time dependent case, Stefanov [33] and later Sjöstrand and Ramm [29] established uniqueness for potentials in R n . Uniqueness results for time independent coefficients are also given by Isakov [20] , Rakesh [26] , and Rakesh and Symes [27] . More recently, Salazar [32] proved uniqueness for time dependent vector valued potentials using smooth functions as good kernels in R n , see also [31] . Both [43] and [32] use Green's theorem to produce the ray transform as in Sylvester and Uhlmann [38] in R 3 and Alessandrini and Sylvester [1] in R n . However, there is no impediment to using reflections to recover the coefficients as in [25] or [6] .
Other nice examples of ray transform recovery for equations which are not hyperbolic are given by Bal and Jollivert [3] , [4] , Ammari et al. [2] and Novikov and Isaev [19] . Recently the recovery of potentials in the elliptic case was shown to be equivalent to the hyperbolic case under certain hypotheses on the metric (naturally when the potentials are time independent) [14] . For the elliptic case, one could refer to the work on limiting Carleman weights by Bukhgeim and Uhlmann [12] , Klibanov and Pamyatnyk [24] . One could also see the books by Choulli [13] , Uhlmann [40] and Isakov [21] for a review of recent literature.
In [43] , the time dependent X-ray transform in general geometric settings was produced from boundary value measurements with only single measurments on the boundary and stability as the goal. To follow [43] , the authors show that the time dependent X-ray transform allows for the recovery of a time and spatially dependent coefficient. The point is to identify the minimal assumptions for recovery of time dependent coefficients from any standard optics ansatz without introducing singularities on the ray paths. In [43] , it was shown the bicharacteristic flow identifies the time variable with one of the spatial variables. However, because of the presence of the angular variable which becomes hidden in Fermi coordinates, the problem of recovering functions from the time dependent ray transform is in fact, nonsingular.
The argument here is based off a stability result in R + t × R 2 by Begmatov [7] and follows it quite closely. For the results on more general manifolds, we use the machinery of geodesic tubes, which are generalizations of the simple-manifolds. The tubes made their presence in the earliest work identifying the minimal assumptions for the Gaussian beam ansatz to be well defined in Ralston's paper [28] . The idea of using geodesic tubes was recently used by [23] and [14] who used complex geometric optics to further show this is a nice coordinate system for examining X-ray transforms.
With all this in mind, we last left the reader in [43] with the following question: What information can be gained about the potentials from the time dependent X-ray transform?
We let the length of the longest maximal geodesic in M be denoted as diam g (M). We let F (t,x)→(τ,ξ) denote the Fourier transform in time and space. We define the Fourier transform on C ∞ ([0, T ] × M) functions as
As in Waters' previous work [43] , Kenig and Salo [23] and Lassas et. al, [14] , this will allow us to transfer computations of integrals done on the manifold to R + t × R n . We prove the following theorem:
where a > n + 1 and C 1 , C 2 , C 3 are constants that depend on T , the metric g,
A conditional type of Hölder stability estimate was proved in one of the author's last work [43] : Theorem 2. For any compact Riemannian manifold satisfying the nontrapping admissibility criterion above (•), and any initial conditions (x, ω) ∈ ∂ + SM, there exists a finite ǫ 0 > 0, such that the condition
holds. As before, I g denotes the geodesic X-ray transform associated to (M, g) and
so that the constant C is not too large. The variable β is a constant such that β ∈ (0, 1).
The combination of the new theorems is the following logarithmic stability estimate:
Theorem 3. For any simple Riemmanian manifold and global boundary conditions, ∃ǫ, ǫ 0 such that ǫ, ǫ 0 ∈ (0, 1) and the condition
implies for some β 0 ∈ (0, 1) that
holds. For simplicity we consider
The constant C depends only on the metric g, the C ∞ ([0, T ]×M) norm of the potentials, T and diam g (M). We assume the dependence on time is as in the previous theorem.
Proof. From Theorem 1 we have the estimate:
with a > n + 1. We already have a smallness condition on the X-ray transform implied by Theorem 2 which was proved in [43] . We set
. We then have
We would like the first term to satisfy the inequality 13) where ǫ ∈ (0, 1). Taking the logarithm of both sides, this implies 14) because log R ≤ R, if R > 1. This last condition is certainly fufilled if
We would also like to sandwich the first term to give R a lower bound 16) this is naturally possible when R ≥ log(x ǫ−1 ). The result is that R lies in the interval 17) which is possible provided x is sufficiently small. Recall we have used the fact that x a1 < x a2 if x ∈ (0, 1) and a 2 < a 1 combined with the smallness condition on the ray transform. Combining the inequality (1.13) with (1.17), we obtain
Noticing that the logarithmic term dominates because of the smallness condition on the norm of the ray transform we obtain the desired result. A form of Hölder conditional stability was proved by [25] for simple manifolds and time independent coefficients, and in a less techinical form for time independent potentials in R n by Bao and Yun [5] . In general, some type of Hadamard well-posedness is all we can expect from such an inverse boundary value problem, see the introduction in [13] .
This uniqueness result is the most general for time dependent and geometric settings for the Ansatz and the ray tansform to be well-defined. The time dependent parameter is not analytic as in [17] where a unique continuation theorem developed by Tataru [39] was used. We offer this as constructive alternative to the machinery of the boundary control method devoped by Eskin [16] , [15] and orginally introduced by Belishev [8] and Belishev and Kurylev [9] .
However the theorem still suffers from the caveat that measurements must be made on the entirety of the boundary of the manifold. The main theorem to isolate the ray transform in [43] does not require measurements on the entirety of the boundary to isolate any single ray or collection of rays in the time dependent setting for stability. It would be interesting if local stability results for time dependent ray transforms existed on more general manifolds, as in the recent work for the time independent case by Uhlmann and Vasy [41] , or as in the earlier work in the time independent case as in Isakov and Sun [22] . For a much more complete account of known injectivity results for the X-ray transform please see the introduction to the paper by Lassas et, al. [14] .
Fermi Coordinates and Simple manifolds
We would like to classify which manifolds we can transfer to R n without destroying the corresponding stability estimates for those manifolds. We start with the following Lemma, Lemma 1. Let S 0 be an Riemannian manifold without boundary but with compact closure, equipped with a metric g 0 . If γ is a unit speed geodesic which does not loop over itself, then there are only finitely many places where the geodesic can self-intersect.
Proof Sketch. If the geodesic self intersects in infinitely many points, then it has an accumulation point which is in violation of the fundamental theorem of ordinary differential equations.
In order to make sense of such geodesics, we follow the work of [23] and Gray [18] . Supposing that Γ is a geodesic in an n dimensional Riemannian manifold, we can fix an arclength parametrization of Γ as γ(r) with initial conditions (x, ω) ∈ ∂SM + . We let the basis for the tangent space be denoted as {γ(0), v 2 , .., v n }. Using the book [18] , we fix an orthogonal frame E 2 (r), .., E n (r) to the normal bundle N Γ which is then translated along the geodesic curve. This process is known as parallel transport, and determines a system of coordinates on the manifold. Letting x ′ = (x 2 , .., x n ), in this coordinate system |x ′ | = x 2 2 + ... + x 2 n is the geodesic distance from x to Γ, and ∂ r is the unit normal to the hypersurfaces {x : d(x, Γ) = C} where C is some constant. These sets for small values of C are known as geodesic tubes. For example if we take a point which is on the geodesic, say p = F (r, 0) and another point say
, provided the map F is defined as follows:
The mapping has the following properties, which is Lemma 7.3 in [23] and repeated here for completeness.
Lemma 2. Let F be a C 1 map from a neighborhood of (a, b) × {0} ∈ R n into a smooth manifold such that F restricted to (a, b) × {0} is injective and also DF (r, 0) is invertible whenever r ∈ (a, b). If we have that
Proof. For all r in the set [a 0 , b 0 ] there is an ǫ r > 0 which is given to us by the inverse function theorem so that F when restricted to (r − ǫ r , r + ǫ r ) × B ǫr (0) is a C 1 diffeomorphism. As the interval [a 0 , b 0 ] is compact, there is a covering of the interval I l with finitely many other intervals. Since we have that
by definition, F restricted to each of the sub-intervals is bijective. We then rescale so that the intervals do not overlap unless adjacent to each other-i.e, I l ∩ I k = ∅ unless |l − k| ≤ 1. As the geodesic γ(r) = F (r, 0) is by definition injective, then γ(I l ) ∩ γ(I k ) = ∅, unless also |l − k| ≤ 1. Let
and we note that F restricted to U is a diffeomorphism as in [23] .
For manifolds with boundary, we can embed them into a slightly larger manifold without boundary, and extend the geodesics to be unit speed in the larger manifold as in [23] . We can repeat the proofs in the main sections above anywhere where F is a global C 1 diffeomorphism. A global change of coordinates ensures that the integralŝ
make sense when transfered to R + t × R n . To see which kinds of manifolds M satisfy the required conditions. We define the class of simple manifolds as follows. We say M is a simple manifold if it satisfies the following criterion:
Definition: A compact Riemannian manifold (M, g) is simple if the boundary M is strictly convex with respect to g; the manifold satisfies the condition (•) for any x ∈ M; and the map for a closed convex set
is a global C 1 diffeomorphism. The convexity of the boundary insures the heuristic that geodesics with initial conditions in ∂SM + do not glide along the boundary. In [43] , it was possible to recover the X-ray transform under weaker hypotheses. To see why this is true, let M 0 be a simple manifold, and M be a geodesically convex manifold. Let the convex sets U 0 and U in R n cover the pre-image of F of some geodesic in M 0 and M, respectively. In summary, we have the following almost commutative diagram:
where ψ is an embedding dictated by Sard's theorem and i is the standard inclusion map. Here we have assumed diam g0 (M) ≥ diam g (M). In [43] we could move from M to U, because F −1 is not injective at only finitely many points. The ray transform is a line integral, so information lost at finitely many points is a set of measure zero in the original integrand. However, for stability of the time dependent ray transform we only have information in the set U 0 , and we cannot move back to M because the preimage of ψ may have many critical values.
Proof of Theorem 1
We prove Theorem 1 in R + t × R n , by extending the result of [7] in R + t × R 2 . By the last section, we can then use a map of Fermi coordinates F to prove the result anywhere F is globally injective. This characterizes all simple manifolds. As in one of the author's previous work, we start with the X-ray transform as defined by (1.3) . We know that in R n , the Fourier transform in the x = (x 1 , x 2 , .., x n ) variables is related to the definition of the X-ray transform as follows
Here we have that (x, ω) ∈ ∂SU + , where U for this section is just some bounded closed convex subdomain of R n . (Eventually we will consider it as corresponding to the pre-image of M). Change of coordinates withx = x + tω leads to the following
The right hand side is the Fourier transform in all the variables evaluated at (−ω · ξ, ξ). This equation maybe rewritten as
We abbreviate for the rest of this paper
We would like a bound on |f (τ, ξ)| in terms off (−ω · ξ, ξ). Again, we modify the arguments a bit, but the essential idea is in [7] in R + t × R 2 . We do this by dividingf (τ, ξ) into two regions, similar to Salazar [32] . We consider sets of the form {(τ, ξ) : |τ | ≤ |ξ|} and {(τ, ξ) : |τ | > |ξ|}.
We begin with the bounds on the first set, which are the easiest. In the second region we then have the following estimate:
Lemma 4. In the region where {(τ, ξ) : |τ | > |ξ|}, we have the bound
We would like to use an analytic extension argument for the Fourier transform. In order to do so, for the second region, we first need a theorem from Rudin [30] . and p(x) ∈ L 2 (R), then there is an h(w) with h(w) ∈ L 2 (−A, A) and
where p(z) agrees with p(x) on the real axis.
In order to compute bounds on the extension, we also need a Lemma on harmonic measure as in [7] :
s Lemma] In the complex plane C we consider the strip, for some fixed a > 0 4) and the rays
We set G = {r 1 ∪ r 2 } c in S. The set G is then the strip with two rays cut out along the real axis. Let µ(z, E, G) be the harmonic measure of a set E with respect to G. Let ∼ denote the equivalence relation bounded above and below by multiples of the left hand side. We then have
Now that we have the tools needed, we can begin the proof of Lemma 4.
Proof of Lemma 4. We considerf (τ, ξ), for τ and ξ ′ = (ξ 2 , .., ξ n ) fixed for the moment. We havef (τ, ξ 1 +iξ 1 , ξ ′ ) =f E (τ, ξ) satisfies the hypothesis of the Theorem 4 in [30] as above. Setting w = x 1 , we know
sincef E (τ, ξ) must agree withf (τ, ξ) on the real axis. Here h(w) is the Fourier transform in all but the variable, x 1 . Of course, we have h(w) ∈ L 2 (−A, A) for some A ≥diam δij (U). We wish to use the three lines lemma on the extension, so it is important to know we can compare the harmonic measure on the boundary to the standard arclength measure as per Begmatov's Lemma 5. We have from the three lines lemma as in [11] ,
where the lines in the limits are defined as
and
The rays p 1 , p 2 are a subset of {(τ, ξ) : |τ | ≤ |ξ|}. We already computed upper bounds forf (τ, ξ) in this region in Lemma 3. We let
We can make this comparision because the harmonic measure when restricted to the ξ 1 + i0 axis is absolutely continuous with respect to the Lebesgue measure, again by Begmatov's Lemma, [7] . We apply Theorem 4 as previously to the relation (3.7) to obtain the bound
Here the constant C depends on the L 2 (−A, A) norm of h(w) with h(w) as defined above. Again from the three lines lemma, this results in the following estimate
. This estimate holds true for all hyperplanes τ = 0. When τ = 0 this forces ω in the definition of I g f to be zero, and then it no longer lies in the span i {ω} i as in Lemma 1. Thus we can exclude the hyperplane τ = 0.
Proof of Theorem 1. From Lemma 3, the bound on the ray transform in the region {(τ, ξ) : |τ | ≤ |ξ|} is |f (τ, ξ)| = |f (ξ · ω, ξ)| We now have enough tools to bound f (t, x) in terms of the X-ray transform and known quantities involving R. The Fourier inversion formula [37] states that for f (t, x) ∈ C Exactly as in [7] we split the above into integral into B R and B c R , where B R is the ball {(τ, ξ) : |τ | 2 + |ξ| 2 < R}, assuming R > 1. We can estimate in the complement of the ball: provided a > n + 1 (cf. Appendix). We know it is possible to find such an a because f (t, x) has all of its derivatives bounded, and multiplication by the variables |ξ| and τ in Fourier space corresponds to differentiation ∇ x and ∂ t . It is a well known fact the Fourier Transform preserves the Schwartz functions, [30] Theorem 19.21. We split the interior of the ball into two regions. In the first region BR∩{(τ,ξ):|τ |<|ξ|} |f (τ, ξ)| dτ dξ ≤ CR n+1 ||I g f || C 0 (∂SU + ) (3.12) and in the second region BR∩{(τ,ξ):|τ |<|ξ|} |f (τ, ξ)| dτ dξ ≤ ||I g f || and used the map F −1 to transfer the limits of integration to R + t × R n , the result would not change. The inequality we came to is of sup norm type (modulo constants) on both sides of the inequality, so the change of coordinates does no harm. This change of coordinates is not always possible for all types of norm inequalities.
