Long wavelength limit for the quantum Euler-Poisson equation by Liu, Huimin & Pu, Xueke
ar
X
iv
:1
51
1.
00
36
6v
1 
 [m
ath
.A
P]
  2
 N
ov
 20
15
LONG WAVELENGTH LIMIT
FOR THE QUANTUM EULER-POISSON EQUATION
HUIMIN LIU AND XUEKE PU
Abstract. In this paper, we consider the long wavelength limit for the quantum Euler-
Poisson equation. Under the Gardner-Morikawa transform, we derive the quantum
Korteweg-de Vries (KdV) equation by a singular perturbation method. We show that the
KdV dynamics can be seen at time interval of order O(ǫ−3/2). When the nondimensional
quantum parameter H = 2, it reduces to the inviscid Burgers equation.
1. Introduction
In this paper, we consider a one-dimensional two species quantum plasma system made
by one electronic and one ionic fluid, in the electrostatic approximation [11]. For simplicity,
we only consider the continuity and momentum equations and ignore the energy transport
equation, which are sufficient to describe the classical ion-acoustic waves [26]. The system
is governed by the following equations

∂tne + ∂x(neue) = 0, (1.1a)
∂tni + ∂x(niui) = 0, (1.1b)
∂tue + ue∂xue =
e
me
∂xφ− 1
mene
∂xP +
~
2
2m2e
∂x
(
∂2x
√
ne√
ne
)
, (1.1c)
∂tui + ui∂xui = − e
mi
∂xφ, (1.1d)
∂2xφ =
e
ǫ0
(ne − ni), (1.1e)
where ne,i are the electronic and ionic number densities, ue,i the electronic and ionic veloci-
ties, φ the scalar potential, me,i the electron and ion masses, −e the electron charge, ~ = h2π ,
where h is Planck’s constant and ǫ0 the vacuum permittivity. The electron fluid pressure
P = P (ne), modeled by the equation of state for a one dimensional zero-temperature Fermi
gas, is given by
P =
mev
2
Fe
3n20
n3e, (1.2)
where n0 is the equilibrium density for both electrons and ions, and vFe is the electrons
Fermi velocity, related to the Fermi temperature TFe by mev
2
Fe
= κBTFe , where κB is the
Boltzmann constant. Throughout this paper, we assume such a cubic law for the electron
fluid pressure, which is the most important significant physical case, as pointed out by
Jackson [9, 13].
Equations (1.1a) and (1.1b) represent conservation of charge and mass. Equations (1.1c)
and (1.1d) account for momentum balance. The third order term in (1.1c), proportional
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to ~2, takes into account the influence of quantum diffraction effects. However, the motion
of ion can be taken as classical in view of the high ion mass in comparison to the electron
mass. Accordingly, (1.1d) contains no quantum terms. Finally, (1.1e) is Poisson’s equation,
describing the self-consistent electrostatic potential.
Take the following rescaling,
x¯ =
ωpex
vFe
, t¯ = ωpit, n¯e =
ne
n0
, n¯i =
ni
n0
,
u¯e =
ue
cs
, u¯i =
ui
cs
, φ¯ =
eφ
κBTFe
,
(1.3)
where ωpe and ωpi are the corresponding electron and ion plasma frequencies and cs is the
quantum ion-acoustic velocity, given by
ωpe =
(
n0e
2
meǫ0
)1/2
, ωpi =
(
n0e
2
miǫ0
)1/2
, cs =
(
κBTFe
mi
)1/2
. (1.4)
In addition, consider nondimensional parameter H = ~ωpe/κBTFe . Physically, H is the ratio
between the electron plasmon energy and the electron Fermi energy. Using the new variables
and dropping bars for simplifying natation, we obtain from (1.1c)
me
mi
(∂tue + ue∂xue) = ∂xφ− ne∂xne + H
2
2
∂x
(
∂2x
√
ne√
ne
)
. (1.5)
Since me/mi ≪ 1, we let the left-hand side of (1.5) to be zero and then integrate about x
with the boundary conditions ne = 1, φ = 0 at infinity, to obtain
φ = −1
2
+
1
2
n2e −
H2
2
√
ne
∂2x
√
ne. (1.6)
This last equation is the electrostatic potential in terms of the electron density and its
derivatives. Even when the quantum diffraction effects are negligible (H = 0), the electron
equilibrium is given by a Fermi-Dirac distribution and not by a Maxwell-Boltzmann one.
Applying the rescaling (1.3) to (1.1b), (1.1d) and (1.1e), we have by dropping the bars

∂tni + ∂x(niui) = 0, (1.7a)
∂tui + ui∂xui = −∂xφ, (1.7b)
∂2xφ = ne − ni, (1.7c)
Equations (1.7a)-(1.7c), together with (1.6), provide a reduced model of four equations with
four unknown quantities, ni, ui, ne and φ. This reduced model is the basic model to be
studied in the following, which will lead to the quantum Korteweg-de Vries (KdV) equation
(2.7) under the Gardner-Morikawa transform [4, 31].
Obviously, the reduced system (1.6)-(1.7) admits the homogeneous equilibrium solution
(ne, ni, ui, φ) = (1, 1, 0, 0). Global existence of smooth solutions around the equilibrium is
an outstanding difficult problem for the Euler-Poisson problem. Without quantum effects,
Guo [6] firstly obtained global irrotational solutions with small velocity for the 3D electron
fluid, based on the Klein-Gordon effect. Then, Jang, Li, Zhang and Wu [14,15,22] obtained
global smooth small solutions for the 2D electron fluid in Euler-Poisson system. Very recently,
Guo, Han and Zhang [9] finally completely settled this problem and proved that no shocks
form for the 1D Euler-Poisson system for electrons. For Euler-Poisson equation for ions, Guo
and Pausader [8] constructed global smooth irrotational solutions with small amplitude for
ion dynamics. For the Euler-Poisson system (1.7) with quantum effects, there is no existence
result, to the best knowledge of the authors.
3To access weakly nonlinear solutions for the quantum ion-acoustic system (1.6)-(1.7), a
singular perturbation method can be applied to the weakly nonlinear classical waves, which
finally leads to the quantum KdV equation. For details, see Section 2. To this aspect, one
may refer to the recent papers [10, 21, 27]. In particular, Guo and Pu established rigorously
the KdV limit for the ion Euler-Poisson system in 1D for both the cold and hot plasma case,
where the electron density satisfies the classical Maxwell-Boltzmann law. This result was
generalized to the higher dimensional case in [27], and the 2D Kadomtsev-Petviashvili-II
(KP-II) equation and the 3D Zakharov-Kuznetsov equation are derived for well-prepared
initial data under different scalings. Almost at the same time, [21] also established the KdV
limit in 1D and the Zakharov-Kuznetsov equation in 3D from the Euler-Poisson system.
Han-Kwan [12] also introduced a long wave scaling for the Vlasov-Poisson equation and
derived the KdV equation in 1D and the Zakharov-Kuznetsov equation in 3D using the
modulated energy method. For other studies for the Euler-Poisson system or related models,
the interested readers may refer to [2, 3, 5, 23, 24, 28], to list only a few. For derivation of
the KdV equation from the water waves without surface tension, see [29] and the references
therein.
In the present paper, we will continue to study the long wavelength limit for the reduced
system (1.7) for ions with quantum effects. Under the Gardner-Morikawa transform, the
quantum KdV equation is derived when H > 0 and H 6= 2. But when H = 2, the quantum
KdV equation (2.7) reduces to the inviscid Burger’s equation. The formal derivation of
the quantum KdV equation can be found in [11] and is given in the next section. The
main interest in this paper is to make such a formal derivation rigorous. To do so, we
need to obtain uniform (in ǫ) estimates for the remainders (nǫeR, n
ǫ
iR, u
ǫ
iR) and then recover
the uniform estimates of φǫR from the relation (1.6). To apply the Gronwall inequality to
complete the proof, we define the triple norm
|||(Ni, Ne, U)|||2ǫ =‖(Ni, Ne, U)‖2H2 + ǫ‖(∂3xNe, ∂3xU)‖2L2
+ ǫ2‖∂4xNe‖2L2 + ǫ3‖∂5xNe‖2L2 + ǫ4‖∂6xNe‖2L2,
(1.8)
which depends on the parameter ǫ in the Gardner-Morikawa transform. But we regardH as a
fixed constant. After careful computations, we finally close the estimates in this triple norm,
which gives uniform (in ǫ) estimates for the remainders (Ni, Ne, U) in H
2 and completes the
proof. The main result is stated in Theorem 2.5. Furthermore, this implies that
sup
[0,ǫ−3/2τ ]
∥∥∥∥∥∥

 (ni − 1)/ǫ(ne − 1)/ǫ
ui/ǫ

−KdV
∥∥∥∥∥∥
H2
≤ Cǫ, (1.9)
for some C > 0 independent of ǫ > 0, for any fixed τ > 0 of order O(1). Here the ‘KdV’
stands for the first approximation of (ni, ne, ui) under the Gardner-Morikawa transform in
(2.1). It shows that the KdV dynamics can be seen at time interval of order O(ǫ−3/2). The
result also applies to the case when H = 2, where the inviscid Burger’s equation is derived.
The results in this paper can be generalized to the following general cases. Firstly, for
definiteness, we let the electron pressure satisfies the cubic law in (1.2), but the result
in this paper can be generalized to general γ-law, which will lead to a different relation
between φ and ne in (1.6). Secondly, the ion momentum equation (1.1d) does not contain
ion pressure, which generally depends on ion density with the form Pi(ni) = Ti lnni. This
paper corresponds to the cold ion case Ti = 0. But the result in this paper can be generalized
to general case Ti > 0, and indeed, the proof will be slightly simpler since in this case, the
system is Friedrich symmetrizable. The result in this paper can be also generalized to the
general γ-law of the ion pressure, i.e., when Pi(ni) = Tin
γ
i for γ ≥ 1. For clarity, we will not
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mention these general cases in the rest of the paper and concentrate on the case P (ne) ∼ n3e
in (1.2) and zero ion temperature case Ti = 0.
This paper is organized as follows. In Section 2, we present the formal derivation of the
quantum KdV equation (2.7) and state the main result in Theorem 2.5. In Section 3, we
present uniform estimates for the remainders in (2.13). The main estimates are stated in
Proposition 3.1 and 3.2. Finally, we complete the proof in Section 4.
2. Formal expansion and Main results
2.1. Formal KdV expansion. By the classical Gardner-Morikawa transformation [4, 31]
x→ ǫ 12 (x− t), t→ ǫ 32 t, (2.1)
we obtain from (1.7) the parameterized system

ǫ∂tni − ∂xni + ∂x(niui) = 0,
ǫ∂tui − ∂xui + ui∂xui = −∂xφ,
ǫ∂2xφ = ne − ni,
(2.2)
where ǫ is the amplitude of the initial disturbance and is assumed to be small compared with
unity and (1.6) is rescaled into the following relation
φ = −1
2
+
1
2
n2e −
ǫH2
2
√
ne
∂2x
√
ne.
We consider the following formal expansion around the equilibrium solution (ni, ne, ui) =
(1, 1, 0), 

ni = 1+ ǫn
(1)
i + ǫ
2n
(2)
i + ǫ
3n
(3)
i + ǫ
4n
(4)
i + · · · ,
ne = 1+ ǫn
(1)
e + ǫ2n
(2)
e + ǫ3n
(3)
e + ǫ4n
(4)
e + · · · ,
ui = ǫu
(1)
i + ǫ
2u
(2)
i + ǫ
3u
(3)
i + ǫ
4u
(4)
i + · · · .
(2.3)
Plugging (2.3) into (1.7), we get a power series of ǫ, whose coefficients depend on
(n
(k)
i , n
(k)
e , u
(k)
i ) for k = 1, 2, · · · .
At the order O(1), the coefficients are automatically balanced.
At the order O(ǫ), we obtain
(S0)


−∂xn(1)i + ∂xu(1)i = 0, (2.4a)
−∂xu(1)i = −∂xn(1)e , (2.4b)
0 = n(1)e − n(1)i . (2.4c)
This enables us to assume the relation
(L1) : n(1)e = n(1)i = u(1)i , (2.5)
which makes (2.4) valid and shows that the mode is quasi-neutral in a first approximation.
Then only n
(1)
i needs to be determined.
At the order O(ǫ2), we obtain
(S1)


∂tn
(1)
i − ∂xn(2)i + ∂xu(2)i + ∂x(n(1)i u(1)i ) = 0, (2.6a)
∂tu
(1)
i − ∂xu(2)i + u(1)i ∂xu(1)i = −∂xn(2)e − n(1)e ∂xn(1)e +
H2
4
∂3xn
(1)
e , (2.6b)
∂2xn
(1)
e = n
(2)
e − n(2)i . (2.6c)
5Differentiating (2.6c) with respect to x, and then adding the resultant and (2.6a) to (2.6b)
together, we deduce that n
(1)
i satisfies the quantum Kortweg-de Vries equation
∂tn
(1)
i + 2n
(1)
i ∂xn
(1)
i +
1
2
(1− H
2
4
)∂3xn
(1)
i = 0, (2.7)
where we have used the relation (2.5). We note that the system (2.5), (2.7) are self-contained,
which do not depend on (n
(j)
i , n
(j)
e , u
(j)
i ) for j ≥ 2. We also note that (2.7) is different from
the classical KdV equation due to the presence of the parameter H . When H 6= 2, it can be
transformed into the classical KdV equation, while when H = 2, it reduces to the inviscid
Burger’s equation, which is drastically different from the KdV equation. For derivation of
KdV from water waves, see [20].
Much of the properties of the KdV equation follow from the interplay between advection
and dispersion. One can see that the quantum effects can even invert the sign of dispersion
for large H . However, this sign is immaterial since we can apply the transform t→ −t, x→
x, n
(1)
i → −n(1)i . This implies that for H > 2, the localized solutions (bright solitons) with
n
(1)
i > 0 of the original equation correspond also to localized solutions, but with inverted
polarization (n
(1)
i < 0, dark solitons) and propagating backward in time. But when H = 2,
the dispersive term vanishes, which eventually yields the formation of a shock in the Burger’s
equation. For details of the solitons, one may refer to [11].
When H 6= 2, we have the following existence theorem [18,19].
Theorem 2.1. Let H 6= 2 and s˜1 ≥ 2 be a sufficiently large integer. Then for any given
initial data n
(1)
i0 ∈ H s˜1(R), there exists τ∗ > 0 such that the initial value problem (2.7) has a
unique solution n
(1)
i ∈ L∞
( − τ∗, τ∗;H s˜1(R)). Furthermore, by using the conservation laws
of the KdV equation, we can extend the solution to any time interval [−τ, τ ].
There is also an existence theorem for H = 2, see [25, 30].
Theorem 2.2. Let H = 2 and s˜2 ≥ 2 be a sufficiently large integer. Then for any given
initial data n
(1)
i0 ∈ H s˜2(R), there exists τ˜∗ > 0 such that the initial value problem (2.7) with
H = 2 has a unique solution n
(1)
i ∈ L∞
(
0, τ˜∗;H
s˜2(R)
)
with initial data n
(1)
i0 .
To find out the equation satisfied by (n
(2)
i , n
(2)
e , u
(2)
i ) assuming (n
(1)
i , n
(1)
e , u
(1)
i ) is known
form (2.5) and (2.7), we express (n
(2)
i , n
(2)
e , u
(2)
i ) in terms of (n
(1)
i , n
(1)
e , u
(1)
i ) from (2.6),
(L2) :


n(2)e = n
(2)
i + ∂
2
xn
(1)
e , (2.8a)
u
(2)
i = n
(2)
i + g
(1), g(1) = −
∫ x
0
g
(1)(t, ξ)dξ,
g
(1) = −∂tu(1)i + ∂ξ(n(1)i u(1)i ), (2.8b)
which makes (2.6) valid. Thus only n
(2)
i needs to be determined.
At the order O(ǫ3), we obtain
(S2)


∂tn
(2)
i − ∂xn(3)i + ∂xu(3)i + ∂x(n(1)i u(2)i + n(2)i u(1)i ) = 0, (2.9a)
∂tu
(2)
i − ∂xu(3)i + ∂x(u(1)i u(2)i ) = −∂xn(3)e − ∂x(n(1)e n(2)e )
+
H2
4
(∂3xn
(2)
e − 2∂xn(1)e ∂2xn(1)e − n(1)e ∂3xn(1)e ), (2.9b)
∂2xn
(2)
e + n
(1)
e ∂
2
xn
(1)
e + (∂xn
(1)
e )
2 − H
2
4
∂4xn
(1)
e = n
(3)
e − n(3)i . (2.9c)
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Differentiating (2.9c) with respect to x, and then adding the resultant and (2.9b) to (2.9a)
together, we deduce that n
(2)
i satisfies the linearized inhomogeneous quantum KdV equation
∂tn
(2)
i + 2∂x(n
(1)
i n
(2)
i ) +
1
2
(1− H
2
4
)∂3xn
(2)
i = G
(1), (2.10)
where we have used (2.8) and G(1) depending on only n
(1)
i . Again, the system (2.10) and
(2.8) for (n
(2)
i , n
(2)
e , u
(2)
i ) are self contained, which do not depend on (n
(j)
i , n
(j)
e , u
(j)
i ) for j ≥ 3.
Inductively, at the order O(ǫk), we obtain a system (Sk−1) for (n(k−1)i , n(k−1)e , u(k−1)i ),
from which we obtain
(Lk) : n(k)e = n(k)i + h(k−1), u(k)i = nki + g(k−1), (2.11)
where h(k−1) and g(k−1) depend only on (n
(j)
e ) for 1 ≤ j ≤ k − 1. Thus we need only to
determine n
(k)
i . At the order O(ǫ
k+1), we obtain a system (Sk) for (n(k)i , n(k)e , u(k)i ), from
which we obtain the linearized inhomogeneous KdV equation for n
(k)
i ,
∂tn
(k)
i + 2∂x(n
(1)
i n
(k)
i ) +
1
2
(1− H
2
4
)∂3xn
(k)
i = G
(k−1), k ≥ 3, (2.12)
where G(k−1) depends only on n
(1)
i , n
(2)
i , · · · , n(k−1)i , which are “known” from the first (k −
1)th steps. Also, it is important to note that the system (2.11) and (2.12) for n
(k)
i , n
(k)
e , u
(k)
i
are self contained, which do not depend on (n
(j)
i , n
(j)
e , u
(j)
i ) for j ≥ k + 1.
For the solvability of (n
(k)
i , n
(k)
e , u
(k)
i ) for k ≥ 2, we state the following
Theorem 2.3. Let k ≥ 2, s˜k ≤ s˜1−3(k−1) be sufficiently large integers and n(k)i0 ∈ H s˜k(R).
Then when H 6= 2, the initial value problem (2.12) with initial data n(k)i0 has a unique solution
n
(k)
i ∈ L∞(−τ, τ ;H s˜k(R)) for any τ > 0. When H = 2, the initial value problem (2.12) has
a unique solution n
(k)
i ∈ L∞(0, τ˜∗;H s˜k(R)), where τ˜∗ is given in Theorem 2.2.
The proof of Theorem 2.3 is standard. Based on this theorem, we will assume that these
solutions (n
(k)
i , n
(k)
e , u
(k)
i ) for 1 ≤ k ≤ 4 are as smooth as we want. The optimality of s˜k will
not be addressed in this paper.
2.2. Main result. To show that n
(1)
i converges to a solution of the KdV equation as ǫ→ 0,
we must make the above procedure rigorous. Let (ne, ni, ui) be the solution of the scaled
system (1.3) of the following expansion


ni = 1 + ǫn
(1)
i + ǫ
2n
(2)
i + ǫ
3n
(3)
i + ǫ
4n
(4)
i + ǫ
3Ni,
ne = 1 + ǫn
(1)
e + ǫ2n
(2)
e + ǫ3n
(3)
e + ǫ4n
(4)
e + ǫ3Ne,
ui = ǫu
(1)
i + ǫ
2u
(2)
i + ǫ
3u
(3)
i + ǫ
4u
(4)
i + ǫ
3U,
(2.13)
where (n
(1)
i ,n
(1)
e ,u
(1)
i ) satisfies (2.4) and (2.5), (n
(k)
i ,n
(k)
e ,u
(k)
i ) satisfies (2.11) and (2.12) for
2 ≤ k ≤ 4, and (Ni, Ne, U) is the remainder. To simplify the notation slightly, we set

n˜i = n
(1)
i + ǫn
(2)
i + ǫ
2n
(3)
i + ǫ
3n
(4)
i ,
n˜e = n
(1)
e + ǫn
(2)
e + ǫ2n
(3)
e + ǫ3n
(4)
e ,
u˜i = u
(1)
i + ǫu
(2)
i + ǫ
2u
(3)
i + ǫ
3u
(4)
i .
(2.14)
7After careful computations, we obtain the following remainder system for (Ni, Ne, U),

∂tNi − 1− ui
ǫ
∂xNi +
ni
ǫ
∂xU + ∂xn˜iU + ∂xu˜iNi + ǫR1 = 0, (2.15a)
∂tU − 1− ui
ǫ
∂xU + ∂xu˜iU = −ne
ǫ
∂xNe − ∂xn˜eNe
+
H2
4
[3ǫ2(∂xn˜e)2
n3e
∂xNe − 2ǫ∂
2
xn˜e
n2e
∂xNe +
3ǫ4∂xn˜e
n3e
(∂xNe)
2
−2ǫ∂xn˜e
n2e
∂2xNe +
ǫ6
n3e
(∂xNe)
3 − 2ǫ
3
n2e
∂xNe∂
2
xNe +
1
ne
∂3xNe
+
ǫ
n3e
(R32 +R42)
]
+ ǫR1,22 , (2.15b)
2∂xn˜e∂xNe + ǫ
2(∂xNe)
2 +
ne
ǫ
∂2xNe + ∂
2
xn˜eNe +R13
−H
2
4
[
− 12ǫ
3(∂xn˜e)
3
n4e
∂xNe +
14ǫ2∂xn˜e∂
2
xn˜e
n3e
∂xNe − 3ǫ∂
3
xn˜e
n2e
∂xNe
−18ǫ
5(∂xn˜e)
2
n4e
(∂xNe)
2 +
7ǫ2(∂xn˜e)
2
n3e
∂2xNe +
7ǫ4∂2xn˜e
n3e
(∂xNe)
2
−4ǫ∂
2
xn˜e
n2e
∂2xNe −
12ǫ7∂xn˜e
n4e
(∂xNe)
3 +
14ǫ4∂xn˜e
n3e
∂xNe∂
2
xNe
−3ǫ∂xn˜e
n2e
∂3xNe −
3ǫ9
n4e
(∂xNe)
4 +
7ǫ6
n3e
(∂xNe)
2∂2xNe −
2ǫ3
n2e
(∂2xNe)
2
−3ǫ
3
n2e
∂xNe∂
3
xNe +
∂4xNe
ne
+
R23 +R33
n4e
]
=
Ne −Ni
ǫ2
, (2.15c)
where 

R1 = ∂x(n(1)i u(4)i ) + ∂x[n(2)i (u(3)i + ǫu(4)i )] + ∂x[n(3)i (u(2)i
+ǫu
(3)
i + ǫ
2u
(4)
i )] + ∂x(u
(4)
i u˜i)− ǫ∂tn(4)i ,
R12 = −∂tu(4)i + u(1)i ∂xu(4)i + u(2)i (∂xu(3)i + ǫ∂xu(4)i )
+u
(3)
i (∂xu
(2)
i + ǫ∂xu
(3)
i + ǫ
2u
(4)
i ) + u
(4)
i ∂xu˜i,
R22 = n(1)e ∂xn(4)e + n(2)e (∂xn(3)e + ǫ∂xn(4)e )
+n
(3)
e (∂xn
(2)
e + ǫ∂xn
(3)
e + ǫ2n
(4)
e ) + n
(4)
e n˜e,
R32 = R32(n(1)e , n(2)e , n(3)e , n(4)e ),
R42 = R42(ǫNe),
R13 = R13(n(1)e , n(2)e , n(3)e , n(4)e ),
R23 = R23(n(1)e , n(2)e , n(3)e , n(4)e ),
R33 = R33(Ne),
(2.16)
where R42 and R33 are smooth functions of Ne, and do not involve any derivatives of Ne. The
mathematical key difficulty is to derive uniform in ǫ estimates for the remainder (Ne, Ni, U).
For convenient usage, we give the following
Lemma 2.4. For α = 0, 1, · · · integers, there exists some constant C = C(‖n(i)e ‖Hs˜i ) such
that
‖R1,R1,2,32 ,R1,23 ‖Hα ≤ C, α = 0, 1, · · · , (2.17)
‖R42‖Hα ≤ Cǫ‖Ne‖Hα , α = 0, 1, · · · ,
‖R33‖Hα ≤ C‖Ne‖Hα , α = 0, 1, · · · ,
(2.18)
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and
‖∂tR42‖Hα ≤ Cǫ‖∂tNe‖Hα , α = 0, 1, · · · ,
‖∂tR33‖Hα ≤ C‖∂tNe‖Hα , α = 0, 1, · · · .
(2.19)
Recalling the fact that H1 is an algebra, the estimate for Lemma 2.4 is straightforward.
The details are hence omitted. Our main result of this paper is the following
Theorem 2.5. Let s˜i be sufficiently large and (n
(1)
i , n
(1)
e , u
(1)
i ) ∈ H s˜1 be a solution con-
structed in Theorem 2.1 for the quantum KdV equation with initial data (ni0, ne0, ui0) ∈ H s˜1
satisfying (2.5). Let (n
(j)
i , n
(j)
e , u
(j)
i ) ∈ H s˜j (i=2,3,4) be solutions of (2.11) and (2.12)
constructed in Theorem 2.3 with initial data (nji0, n
j
e0, u
j
i0) ∈ H s˜j satisfying (2.11). Let
(Ni0, Ne0, U0) satisfy (2.15) and assume
ni0 = 1 + ǫn
(1)
i0 + ǫ
2n
(2)
i0 + ǫ
3n
(3)
i0 + ǫ
4n
(4)
i0 + ǫ
3Ni0,
ne0 = 1 + ǫn
(1)
e0 + ǫ
2n
(2)
e0 + ǫ
3n
(3)
e0 + ǫ
4n
(4)
e0 + ǫ
3Ne0,
ui0 = ǫu
(1)
i0 + ǫ
2u
(2)
i0 + ǫ
3u
(3)
i0 + ǫ
4u
(4)
i0 + ǫ
3U0.
Then for any τ > 0, there exists ǫ0 > 0 such that if 0 < ǫ < ǫ0, the solution of the EP system
(2.2) with initial data (ni0, ne0, ui0) can be expressed as
ni = 1 + ǫn
(1)
i + ǫ
2n
(2)
i + ǫ
3n
(3)
i + ǫ
4n
(4)
i + ǫ
3Ni,
ne = 1 + ǫn
(1)
e + ǫ
2n(2)e + ǫ
3n(3)e + ǫ
4n(4)e + ǫ
3Ne,
ui = ǫu
(1)
i + ǫ
2u
(2)
i + ǫ
3u
(3)
i + ǫ
4u
(4)
i + ǫ
3U,
such that for all 0 < ǫ < ǫ0,
sup
[0,τ ]
{
‖(Ni, Ne, U)‖2H2 + ǫ‖(∂3xNe, ∂3xU)‖2L2 + ǫ2‖∂4xNe‖2L2 + ǫ3‖∂5xNe‖2L2
+ǫ4‖∂6xNe‖2L2
}
≤Cτ
(
1 + ‖(Ni0, Ne0, U0)‖2H2 + ǫ‖(∂3xNe0, ∂3xU0)‖2L2
+ ǫ2‖∂4xNe0‖2L2 + ǫ3‖∂5xNe0‖2L2 + ǫ4‖∂6xNe0‖2L2
)
.
(2.20)
From (2.20), we see that the H2-norm of the remainder (Ni, Ne, U) is bounded uniformly
in ǫ. Note also the Gardner-Morikawa transform (2.1), we see that
sup
[0,ǫ−3/2τ ]
∥∥∥∥∥∥

 (ni − 1)/ǫ(ne − 1)/ǫ
ui/ǫ

−KdV
∥∥∥∥∥∥
H2
≤ Cǫ, (2.21)
for some C > 0 independent of ǫ > 0. Here ‘KdV’ is the equation satisfied by the first
approximation (n
(1)
i , n
(1)
e , u
(1)
i ).
The basic plan is to first estimate some uniform bound for (Ne, U) and then recover the
estimate for Ni from the estimate of Ne by the equation (2.15). We want to apply the
Gronwall lemma to complete the proof. To state clearly, we first introduce
|||(Ne, U)|||2ǫ =‖(Ne, U)‖2H2 + ǫ‖(∂3xNe, ∂3xU)‖2L2 + ǫ2‖∂4xNe‖2L2 + ǫ3‖∂5xNe‖2L2 + ǫ4‖∂6xNe‖2L2.
(2.22)
As we will see, the zeroth order, the first order to the second order estimates for (Ne, U) and
the third order estimates for ǫ(Ne, U) all can be controlled in terms of |||(Ne, U)|||2ǫ .
For convenience, we introduce the following lemma
9Lemma 2.6 (Commutator Estimate). Let m ≥ 1 be an integer, and then the commutator
which is defined by the following
[∇m, f ]g := ∇m(fg)− f∇mg, (2.23)
can be bounded by
‖[∇m, f ]g‖Lp ≤ ‖∇f‖Lp1‖∇m−1g‖Lp2 + ‖∇mf‖Lp3‖g‖Lp4 , (2.24)
where p, p2, p3 ∈ (1,∞) and
1
p
=
1
p1
+
1
p2
=
1
p3
+
1
p
4
.
Proof. The proof can be found in [1, 16–19], for example. 
3. Uniform energy estimates
In this section, we give the energy estimates uniformly in ǫ for the remainder (Ne, Ni, U),
which requires a combination of energy method and analysis of the remainder equation
(2.15). To simplify the proof slightly, we assume that (2.15) has smooth solutions in [0, τǫ]
for τǫ > 0 depending on ǫ. Let C˜ be a constant independent of ǫ, which will be determined
later, much larger than the bound |||(Ne, U)(0)|||2ǫ of the initial data. It is classical that there
exists τǫ > 0 such that on [0, τǫ],
‖Ni‖2H2 , |||(Ne, U)|||2ǫ ≤ C˜. (3.1)
As a direct corollary, there exists some ǫ1 > 0 such that ne and ni are bounded from above
and below, say 12 < ni, ne <
3
2 and ui is bounded by |ui| < 12 when ǫ < ǫ1. Since R42,R33 are
smooth functions of Ne, there exists some constant C1 = C1(ǫC˜) for any α, β ≥ 0 such that∣∣∣∂α
n
(j)
e
∂βNe(R42,R33)
∣∣∣ ≤ C1 = C1(ǫC˜),
where C1(·) can be chosen to be nondecreasing in its argument. We will show that for any
given τ > 0 there is some ǫ0 > 0, such that the existence time τǫ > τ for any 0 < ǫ < ǫ0.
The purpose of this section is to prove Proposition 3.1 and 3.2. Since the proof of Propo-
sition 3.1 will be almost the same to that of Proposition 3.2, we will omit the proof of
Proposition 3.1. In Subsection 3.1, we first show three lemmas that will be frequently used
later. In Subsection 3.2 and Subsection 3.3, we present and prove the two main propositions,
while estimates of some crucial terms are postponed to Subsection 3.4 and Subsection 3.5.
3.1. Basic estimates. We first prove the following Lemma 3.1-3.3, in which we bound Ni
and ∂tNe in terms of Ne.
Lemma 3.1. Let (Ni, Ne, U) be a solution to (2.15) and α ≥ 0 be an integer. There exist
some constants 0 < ǫ1 < 1 and C1 = C1(ǫC˜) such that for every 0 < ǫ < ǫ1,
C−11 ‖∂αxNi‖2 ≤‖∂αxNe‖2 + ǫ‖∂α+1x Ne‖2 + ǫ2‖∂α+2x Ne‖2
+ ǫ3‖∂α+3x Ne‖2 + ǫ4‖∂α+4x Ne‖2 ≤ C1‖∂αxNi‖2.
(3.2)
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Proof. When α = 0, taking inner product of (1.17c) with Ne and integration by parts, we
have
‖Ne‖2 + ǫ‖∂xNe‖2 + ǫ
2H2
4
∫
1
ne
(∂2xNe)
2
=ǫ2
∫
(n˜e + ǫ
2Ne)(∂
2
xNe)Ne −
ǫ2H2
2
∫
(∂x
1
ne
)∂2xNe∂xNe −
ǫ2H2
4
∫
(∂2x
1
ne
)∂2xNeNe
+ 2ǫ2
∫
∂xn˜e(∂xNe)Ne + ǫ
4
∫
(∂xNe)
2Ne + ǫ
2
∫
∂2xn˜eN
2
e + ǫ
2
∫
R13Ne
− H
2
4
{
− 12ǫ5
∫
(∂xn˜e)
3
n4e
(∂xNe)Ne + 14ǫ
4
∫
∂xn˜e∂
2
xn˜e
n3e
(∂xNe)Ne
− 3ǫ3
∫
∂3xn˜e
n2e
(∂xNe)Ne − 18ǫ7
∫
(∂xn˜e)
2
n4e
(∂xNe)
2Ne + 7ǫ
4
∫
(∂xn˜e)
2
n3e
(∂2xNe)Ne
+ 7ǫ6
∫
∂2xn˜e
n3e
(∂xNe)
2Ne − 4ǫ3
∫
∂2xn˜e
n2e
(∂2xNe)Ne − 12ǫ9
∫
∂xn˜e
n4e
(∂xNe)
3Ne
+ 14ǫ6
∫
∂xn˜e
n3e
∂xNe(∂
2
xNe)Ne − 3ǫ3
∫
∂xn˜e
n2e
(∂3xNe)Ne − 3ǫ11
∫
1
n4e
(∂xNe)
4Ne
+ 7ǫ8
∫
1
n3e
(∂xNe)
2(∂2xNe)Ne − 2ǫ5
∫
1
n2e
(∂2xNe)
2Ne − 3ǫ5
∫
1
n2e
∂xNe(∂
3
xNe)Ne
+ ǫ2
∫ R23 +R33
n4e
Ne
}
+
∫
NeNi
= :
23∑
i=1
Ai .
(3.3)
Since 12 < ne <
3
2 and H is a fixed constant, there exists a fixed constant C such that
ǫ2H2
4
∫
1
ne
(∂2xNe)
2 ≥ Cǫ2‖∂2xNe‖2.
Thus the LHS of (3.3) is equal or greater than C(‖Ne‖2 + ǫ‖∂xNe‖2 + ǫ2‖∂2xNe‖2). Next,
we estimate the RHS of (3.3). For A1, since n˜e is known and bounded in L
∞, there exists
some constant C such that
A1 = ǫ
2
∫
(n˜e + ǫ
2Ne)(∂
2
xNe)Ne
≤ C(1 + ǫ2‖Ne‖L∞)(ǫ‖Ne‖2 + ǫ3‖∂2xNe‖2)
≤ C(1 + ǫ2‖Ne‖H1)(ǫ‖Ne‖2 + ǫ3‖∂2xNe‖2)
≤ C(1 + ǫ2C˜)(ǫ‖Ne‖2 + ǫ3‖∂2xNe‖2)
≤ C(ǫ‖Ne‖2 + ǫ3‖∂2xNe‖2),
where we have used Ho¨lder’s inequality, Sobolev embeddingH1 →֒ L∞, the priori assumption
(3.1) and Cauchy inequality.
Note that ∣∣∣∣∂x
(
1
ne
)∣∣∣∣ ≤ C (ǫ|∂xn˜e|+ ǫ3|∂xNe|) , (3.4)
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and ∣∣∣∣∂2x
(
1
ne
)∣∣∣∣ ≤ C(ǫ+ ǫ3(|∂xNe|+ |∂2xNe|) + ǫ6|∂xNe|2). (3.5)
Since ∂xn˜e, ∂
2
xn˜e are bounded in L
∞, similar to A1, we have
A2∼16,18∼20 ≤ C1(ǫ‖Ne‖2 + ǫ2‖∂xNe‖2 + ǫ3‖∂2xNe‖2).
Now we estimate A17. By integration by parts, we obtain
A17 = −3ǫ
3H2
4
∫
(∂x
∂xn˜e
n2e
)∂2xNeNe −
3ǫ3H2
4
∫
∂xn˜e
n2e
∂2xNe∂xNe.
Similar to (3.4), we have ∣∣∣∣∂x
(
∂xn˜e
n2e
)∣∣∣∣ ≤ C(1 + ǫ3|∂xNe|). (3.6)
Similar to A1, by applying Ho¨lder’s inequality, Sobolev embedding H
1 →֒ L∞, the priori
assumption (3.1) and Cauchy inequality again, we have
A17 ≤ C1(ǫ‖Ne‖2 + ǫ2‖∂xNe‖2 + ǫ3‖∂2xNe‖2).
The term A21 can be similarly bounded by
A21 ≤ C1(ǫ2‖∂xNe‖2 + ǫ3‖∂2xNe‖2).
According to the form of R23 and R33 in (1.18), by applying Cauchy inequality, we have
A22 ≤ C1‖Ne‖2.
By Young inequality, we have ∫
NeNi ≤ δ‖Ne‖2 + Cδ‖Ni‖2,
for arbitrary δ > 0. Hence, there exists some ǫ1 > 0 such that for 0 < ǫ < ǫ1,
‖Ne‖2 + ǫ‖∂xNe‖2 + ǫ2‖∂2xNe‖2 ≤ C1‖Ni‖2. (3.7)
Taking inner product of (1.17c) with ǫ∂2xNe and ǫ
2∂4xNe, applying Ho¨lder inequality and
integration by parts, we have similarly
ǫ‖∂xNe‖2 + ǫ2‖∂2xNe‖2 + ǫ3‖∂3xNe‖2 ≤ C1‖Ni‖2, (3.8)
and
ǫ2‖∂2xNe‖2 + ǫ3‖∂3xNe‖2 + ǫ4‖∂4xNe‖2 ≤ C1‖Ni‖2. (3.9)
By the estimates (3.7), (3.8) and (3.9), we obtain
‖Ne‖2 + ǫ‖∂xNe‖2 + ǫ2‖∂2xNe‖2 + ǫ3‖∂3xNe‖2 + ǫ4‖∂4xNe‖2 ≤ C1‖Ni‖2. (3.10)
On the other hand, from the equation (2.15c), there exist some C such that
‖Ni‖2 ≤ C1(‖Ne‖2 + ǫ‖∂xNe‖2 + ǫ2‖∂2xNe‖2 + ǫ3‖∂3xNe‖2 + ǫ4‖∂4xNe‖2). (3.11)
Putting (3.7)-(3.11) together, we deduce the inequality for α = 0.
For higher order inequalities, we differentiate (2.15c) with ∂αx and then take inner prod-
uct with ∂αxNe, ǫ∂
α+2
x Ne and ǫ
2∂α+4x Ne separately. The Lemma then follows by the same
procedure of the case α = 0. 
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Recall |||(Ne, U)|||ǫ in (2.22). We remark that only ‖Ni‖H2 can be bounded in terms of
|||(Ne, U)|||ǫ and no higher order derivatives of Ni are allowed in Lemma 3.1. In fact, we only
need 0 ≤ α ≤ 2 in Lemma 3.1.
Lemma 3.2. Let (Ni, Ne, U) be a solution to (2.15). There exist some constants C and
C1 = C1(ǫC˜) such that
‖ǫ∂tNi‖2 ≤C
(‖Ne‖2H1 + ‖U‖2H1 + ǫ‖∂2xNe‖2 + ǫ2‖∂3xNe‖2
+ ǫ3‖∂4xNe‖2 + ǫ4‖∂5xNe‖2
)
+ Cǫ,
(3.12)
and
‖ǫ∂txNi‖2 ≤C1(‖Ne‖2H2 + ‖U‖2H2 + ǫ‖∂3xNe‖2 + ǫ2‖∂4xNe‖2
+ ǫ3‖∂5xNe‖2 + ǫ4‖∂6xNe‖2) + Cǫ.
(3.13)
In terms of |||(Ne, U)|||ǫ, we can rewrite (3.12) and (3.13) as
‖ǫ∂tNi‖2H1 ≤ C1|||(Ne, U)|||2ǫ + Cǫ.
Proof. From (2.15a), we have
ǫ∂tNi = (1− ui)∂tNi − ni∂xU − ǫ∂xn˜iU − ǫ∂xu˜iNi − ǫ2R1.
Since 12 < ni <
3
2 and |ui| < 12 , taking L2-norm yields
‖ǫ∂tNi‖2 ≤‖(1− ui)∂xNi‖2 + ‖ni∂xU‖2 + ǫ2‖∂xu˜iNi‖2 + ǫ2‖∂xn˜iU‖2 + ǫ4‖R1‖2
≤C(‖∂xNi‖2 + ‖∂xU‖2) + Cǫ2(ǫ2 + ‖Ni‖2 + ‖U‖2).
Applying Lemma 3.1 with α = 1, we deduce (3.12). To prove (3.13), we take ∂x of (2.15a)
to obtain
‖ǫ∂txNi‖2 ≤ C(‖U‖2H2 + ‖Ni‖2H2) + Cǫ6
∫
|∂xNi|2|∂xU |2 + Cǫ4.
We note that
Cǫ6‖∂xU‖2L∞‖∂xNi‖2 ≤ Cǫ6‖U‖2H2‖Ni‖2H1 ≤ C(ǫC˜)‖U‖2H2 .
Applying Lemma 3.1 with α = 2, we deduce (3.13). The Lemma then follows from Lemma
3.1. 
Lemma 3.3. Let (Ni, Ne, U) be a solution to (2.15) and α ≥ 0 be an integer. There exist
some constants C1 = C1(ǫC˜) and ǫ1 > 0 such that for every 0 < ǫ < ǫ1,
ǫ4‖∂t∂α+4x Ne‖2 + ǫ3‖∂t∂α+3x Ne‖2 + ǫ2‖∂t∂α+2x Ne‖2
+ ǫ‖∂t∂α+1x Ne‖2 + ‖∂t∂αxNe‖2 ≤ C‖∂t∂αxNi‖2 + C1.
(3.14)
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Proof. The proof is similar to that of Lemma 3.1. When α = 0, by first taking ∂t of (2.15c)
and then taking inner product with ∂tNe and integration by parts, we have
‖∂tNe‖2 + ǫ
∫
ne(∂txNe)
2 +
ǫ2H2
4
∫
1
ne
(∂t∂
2
xNe)
2
=− ǫ
∫
∂xne∂txNe∂tNe + ǫ
∫
∂tne∂
2
xNe∂tNe −
ǫ2H2
2
∫
(∂x
1
ne
)∂t∂
2
xNe∂txNe
− ǫ
2H2
4
∫
(∂2x
1
ne
)∂t∂
2
xNe∂tNe −
ǫ2H2
4
∫
(∂t
1
ne
)∂4xNe∂tNe
+ 2ǫ2
∫
∂t(∂xn˜e∂xNe)∂tNe + ǫ
4
∫
∂t
(
(∂xNe)
2
)
∂tNe + ǫ
2
∫
∂t(∂
2
xn˜eNe)∂tNe
+ ǫ2
∫
∂tR13∂tNe −
H2
4
{
− 12ǫ5
∫
∂t
[(∂xn˜e)3
n4e
∂xNe
]
∂tNe
+ 14ǫ4
∫
∂t
[∂xn˜e∂2xn˜e
n3e
∂xNe
]
∂tNe − 3ǫ3
∫
∂t
[∂3xn˜e
n2e
∂xNe
]
∂tNe
− 18ǫ7
∫
∂t
[ (∂xn˜e)2
n4e
(∂xNe)
2
]
∂tNe + 7ǫ
4
∫
∂t
[ (∂xn˜e)2
n3e
∂2xNe
]
∂tNe
+ 7ǫ6
∫
∂t
[∂2xn˜e
n3e
(∂xNe)
2
]
∂tNe − 4ǫ3
∫
∂t
[∂2xn˜e
n2e
∂2xNe
]
∂tNe
− 12ǫ9
∫
∂t
[∂xn˜e
n4e
(∂xNe)
3
]
∂tNe + 14ǫ
6
∫
∂t
[∂xn˜e
n3e
∂xNe∂
2
xNe
]
∂tNe
− 3ǫ3
∫
∂t
[∂xn˜e
n2e
∂3xNe
]
∂tNe − 3ǫ11
∫
∂t
[ 1
n4e
(∂xNe)
4
]
∂tNe
+ 7ǫ8
∫
∂t
[ 1
n3e
(∂xNe)
2∂2xNe
]
∂tNe − 2ǫ5
∫
∂t
[ 1
n2e
(∂2xNe)
2
]
∂tNe
− 3ǫ5
∫
∂t
[ 1
n2e
∂xNe∂
3
xNe
]
∂tNe + ǫ
2
∫
∂t
[ 1
n4e
(R23 +R33)
]
∂tNe
}
+
∫
∂tNi∂tNe
= :
25∑
i=1
Bi .
(3.15)
Estimate of the LHS of (3.15). Since 12 < ne <
3
2 and H is a fixed constant, there exists
a fixed constant C such that
ǫ
∫
ne(∂txNe)
2 +
ǫ2H2
4
∫
1
ne
(∂t∂
2
xNe)
2 ≥ C(ǫ‖∂txNe‖2 + ǫ2‖∂t∂2xNe‖2).
Thus the LHS of (3.15) is equal or greater than C(‖∂tNe‖2 + ǫ‖∂txNe‖2 + ǫ2‖∂t∂2xNe‖2).
Next, we estimate the righthand side terms. For B1, by applying Ho¨lder’s inequality, Cauchy
inequality and Sobolev embedding H1 →֒ L∞, we have
B1 = ǫ
2
∫
(∂xn˜e + ǫ
2∂xNe)∂txNe∂tNe
≤ Cǫ(1 + ǫ2‖∂xNe‖L∞)(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2)
≤ C(ǫC˜)(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2)
≤ C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2),
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where we have used (3.1). Similarly,
B2 ≤ C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2) + C1.
By (3.1), Sobolev embedding theorem and Cauchy inequality, we have
B3 +B4 ≤ C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2 + ǫ3‖∂t∂2xNe‖2),
where we have used (3.4) and (3.5).
Estimate of B5. Similar to (3.4), we note that
|∂t 1
ne
| ≤ C(ǫ|∂tn˜e|+ ǫ3|∂tNe|). (3.16)
Therefore, we have
B5 ≤ ǫ2‖∂4xNe‖(ǫ‖∂tn˜e‖L∞ + ǫ3‖∂tNe‖L∞)‖∂tNe‖
≤ ǫ2C˜(ǫC + ǫ3‖∂tNe‖H1)‖∂tNe‖
≤ C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2) + C1.
Estimate of B6. By direct computation, we have
∂t(∂xn˜e∂xNe) = ∂txn˜e∂xNe + ∂xn˜e∂txNe,
which yields that
‖∂t(∂xn˜e∂xNe)‖ ≤ C(‖∂xNe‖+ ‖∂txNe‖),
where C is a fixed constant. By applying Ho¨lder inequality and Young inequality, we have
B6 ≤ C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2) + C1.
B8 is similar to B6.
Estimate of B7. We note that
‖∂t[(∂xNe)2]‖ ≤ C(‖∂xNe‖L∞‖∂txNe‖).
Thus, we have
B7 ≤ C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2),
thanks to Ho¨lder inequality, Cauchy inequality and Sobolev embedding H1 →֒ L∞ and (3.1).
Estimate of B9. Since R13 is known, thus by Cauchy inequality, we have
B9 ≤ C1ǫ‖∂tNe‖2 + C1.
Estimate of B20. By direct computation, we have
∂t
[
1
n4e
(∂xNe)
4
]
= ∂t
(
1
n4e
)
(∂xNe)
4 +
4
n4e
(∂xNe)
3∂txNe.
Similar to (3.16), we have ∣∣∣∣∂t
(
1
n4e
)∣∣∣∣ ≤ C(ǫ + ǫ3|∂tNe|). (3.17)
Thus by applying Ho¨lder inequality, Sobolev embedding H1 →֒ L∞ and (3.1) again, we have
B20 ≤ Cǫ11‖∂t[ 1
n4e
(∂xNe)
4]‖‖∂tNe‖
≤ Cǫ11‖∂xNe‖4L∞(ǫ+ ǫ3‖∂tNe‖)‖∂tNe‖+ Cǫ11‖∂xNe‖3L∞(‖∂tNe‖‖∂txNe‖)
≤ C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2) + C1.
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The estimates of B10∼13, B15 and B17 are similar to that for B20.
Estimate of B21. By direct computation, we have
∂t
[
1
n3e
(∂xNe)
2∂2xNe
]
= ∂t
(
1
n3e
)
(∂xNe)
2∂2xNe +
2
n3e
∂xNe∂
2
xNe∂txNe +
1
n3e
(∂xNe)
2∂t∂
2
xNe.
Thus similarly, we have
B21 ≤Cǫ8‖∂t
[ 1
n3e
(∂xNe)
2∂2xNe
]‖‖∂tNe‖
≤Cǫ8[‖∂xNe‖2L∞‖∂2xNe‖L∞(ǫ + ǫ3‖∂tNe‖) + ‖∂xNe‖L∞‖∂2xNe‖L∞‖∂txNe‖
+ ‖∂xNe‖2L∞‖∂t∂2xNe‖]‖∂tNe‖
≤C1‖Ne‖2H2(1 + ǫ‖∂3xNe‖2)ǫ‖∂tNe‖2
+ C1(‖Ne‖2H2 + ǫ‖∂3xNe‖2)(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2)
+ C1‖Ne‖2H2((ǫ‖∂tNe‖2 + ǫ3‖∂t∂2xNe‖2))
≤C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2 + ǫ3‖∂t∂2xNe‖2) + C1.
The estimates of B14, B16, B18 and B19 are similar to that for B21.
Estimate of B23. By direct computation, we have
∂t
[
1
n2e
∂xNe∂
3
xNe
]
= ∂t
(
1
n2e
)
∂xNe∂
3
xNe +
1
n2e
∂txNe∂
3
xNe +
1
n2e
∂xNe∂t∂
3
xNe
=: G1 +G2 +G3.
Thus B23 is divided three terms
B23 =
3ǫ5H2
4
3∑
i=1
∫
Gi∂tNe =: B231 +B232 +B233.
The first two terms B231 and B232 can be easily estimated by C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2).
For the last term B233, we integrate by parts and use Ho¨lder inequality, Cauchy inequality
and (3.1) again to obtain
B233 =− 3H
2
4
ǫ5
∫ (
(∂x
1
n2e
)∂xNe +
1
n2e
∂2xNe
)
∂t∂
2
xNe∂tNe
− 3H
2
4
ǫ5
∫
1
n2e
∂xNe∂t∂
2
xNe∂txNe
≤C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2 + ǫ3‖∂t∂2xNe‖2),
where we also have used (3.4). Thus we have
B23 ≤ C1(ǫ‖∂tNe‖2 + ǫ2‖∂txNe‖2 + ǫ3‖∂t∂2xNe‖2).
B22 is similar to B23.
Estimate of B24. Since R23 is known, by using (2.19) in Lemma 2.4, we have
B24 ≤ C1(1 + ǫ‖∂tNe‖2).
Estimate of B25. Applying Young inequality, we have
B25 =
∫
∂tNi∂tNe ≤ γ‖∂tNe‖2 + Cγ‖∂tNi‖2,
16 HUIMIN LIU AND XUEKE PU
where for arbitrary small γ > 0. Hence, we have shown that there exists some ǫ1 > 0 such
that for 0 < ǫ < ǫ1, we have
‖∂tNe‖2 + ǫ‖∂txNe‖2 + ǫ2‖∂t∂2xNe‖2 ≤ C‖∂tNi‖2 + C1. (3.18)
Similarly, taking ∂tx of (2.15c) and then taking inner product with ǫ∂txNe, we have
ǫ‖∂txNe‖2 + ǫ2‖∂t∂2xNe‖2 + ǫ3‖∂t∂3xNe‖2 ≤ Cα2‖∂tNi‖2 + ǫ‖∂tNe‖2 + C1. (3.19)
Taking ∂t∂
2
x of (2.15c) and then taking inner product with ǫ
2∂t∂
2
xNe, we have
ǫ2‖∂t∂2xNe‖2 + ǫ3‖∂t∂3xNe‖2 + ǫ4‖∂t∂4xNe‖2 ≤Cα3‖∂tNi‖2 + ǫ2‖∂txNe‖2
+ ǫ‖∂tNe‖2 + C1.
(3.20)
Putting (3.18), (3.19) and (3.20) together, let C = max{Cα1 , Cα2 , Cα3}, we obtain
‖∂tNe‖2 + ǫ‖∂txNe‖2 + ǫ2‖∂t∂2xNe‖2 + ǫ3‖∂t∂3xNe‖2 + ǫ4‖∂t∂4xNe‖2 ≤ C‖∂tNi‖2 + C1.
Thus we have proven (3.14) for α = 0. The case of α ≥ 1 can be proved similarly. 
3.2. Zeroth, first and second order estimates. The zeroth, first and second order esti-
mates can be summarized in the following
Proposition 3.1. Let (Ni, Ne, U) be a solution to (2.15) and γ = 0, 1, 2, then
1
2
d
dt
‖∂γxU‖2 +
1
2
d
dt
[∫
ne
ni
(∂γxNe)
2 + ǫ
∫
n2e
ni
(∂γ+1x Ne)
2 +
ǫ2H2
4
∫
1
ni
(∂γ+2x Ne)
2
]
+
1
2
ǫH2
4
d
dt
[∫
(∂γ+1x Ne)
2
neni
+ ǫ
∫
1
ni
(∂γ+2x Ne)
2 +
ǫ2H2
4
∫
1
n2eni
(∂γ+3x Ne)
2
]
≤C1(1 + ǫ|||(Ne, U)|||4ǫ)(1 + |||(Ne, U)|||2ǫ ).
(3.21)
This proposition can be proved after long tedious calculations, which can be done by the
same procedure that used in the proof of Proposition 3.2. Hence we omit the details here
for simplicity.
3.3. Third order estimates.
Proposition 3.2. Let (Ni, Ne, U) be a solution to (2.15) then
ǫ
2
d
dt
‖∂3xU‖2 +
ǫ
2
d
dt
[∫
ne
ni
(∂3xNe)
2 + ǫ
∫
n2e
ni
(∂4xNe)
2 +
ǫ2H2
4
∫
1
ni
(∂5xNe)
2
]
+
ǫ
2
ǫH2
4
d
dt
[∫
1
neni
(∂4xNe)
2 + ǫ
∫
1
ni
(∂5xNe)
2 +
ǫ2H2
4
∫
1
n2eni
(∂6xNe)
2
]
≤C1(1 + ǫ2|||(Ne, U)|||6ǫ)(1 + |||(Ne, U)|||2ǫ ).
(3.22)
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Proof. We take ∂3x of (2.15b) and then take inner product of ǫ∂
3
xU . We obtain
ǫ
2
d
dt
‖∂3xU‖2 −
∫
∂3x
(
(1− ui)∂xU
)
∂3xU + ǫ
∫
∂3x
(
∂xu˜iU
)
∂3xU
=−
∫
∂3x
(
ne∂xNe
)
∂3xU +
ǫH2
4
∫
∂3x
(∂3xNe
ne
)
∂3xU − ǫ
∫
∂3x
(
∂xn˜eNe
)
∂3xU
+
H2
4
{
3ǫ3
∫
∂3x
( (∂xn˜e)2
n3e
∂xNe
)
∂3xU − 2ǫ2
∫
∂3x
(∂2xn˜e
n2e
∂xNe
)
∂3xU
+ 3ǫ5
∫
∂3x
(∂xn˜e
n3e
(∂xNe)
2
)
∂3xU − 2ǫ2
∫
∂3x
(∂xn˜e
n2e
∂2xNe
)
∂3xU
+ ǫ7
∫
∂3x
( (∂xNe)3
n3e
)
∂3xU − 2ǫ4
∫
∂3x
(∂xNe∂2xNe
n2e
)
∂3xU
+ ǫ2
∫
∂3x
(R32 +R42
n3e
)
∂3xU
}
+ ǫ2
∫
(∂3xR1,22 )∂3xU
= :
11∑
i=1
Fi .
(3.23)
Estimate of the LHS of (3.23). First, we estimate the second term on the LHS of (3.23).
Using commutator notation (2.23) to rewrite it as
−
∫
∂3x
(
(1− ui)∂xU
)
∂3xU = −
∫ (
[∂3x, 1− ui]∂xU + (1− ui)∂4xU
)
∂3xU =:M1 +M2
We first estimate M1. By commutator estimate of Lemma 2.6, we have
‖[∂3x, 1− ui]∂xU‖ ≤ ‖∂x(1− ui)‖L∞‖∂3xU‖+ ‖∂3x(1 − ui)‖‖∂xU‖L∞ .
Thus by Ho¨lder inequality, Cauchy inequality and Sobolev embedding theorem H1 →֒ L∞,
we have
|M1| ≤‖[∂3x, 1− ui]∂xU‖‖∂3xU‖
≤C(1 + ǫ2‖∂xU‖2L∞)(ǫ‖∂3xU‖2) + Cǫ(1 + ǫ2‖∂3xU‖2)(‖∂xU‖2L∞ + ǫ‖∂3xU‖2)
≤C1
(
1 + ǫ2(‖U‖2H2 + ǫ‖∂3xU‖2)
)
(‖U‖2H2 + ǫ‖∂3xU‖2)
≤C1(1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ ,
(3.24)
where |||(Ne, U)|||2ǫ is given in (2.22). Next, we estimateM2. By integration by parts, we have
|M2| = |1
2
∫
∂x(1 − ui)(∂3xU)2|
≤ C(1 + ǫ2‖∂xU‖L∞)(ǫ‖∂3xU‖2)
≤ C(1 + ǫ2‖U‖H2)(ǫ‖∂3xU‖2),
(3.25)
where we have used Sobolev embedding theorem H1 →֒ L∞. In light of (3.24) and (3.25), we
find the second term on the LHS of (3.23) can be bounded by C(1+ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ .
The third term on the LHS of (3.23) is bilinear in the unknowns and can be bounded by
ǫ
∫
∂3x(∂xu˜iU)∂
3
xU ≤ C(‖U‖2H2 + ǫ‖∂3xU‖2) ≤ C|||(Ne, U)|||2ǫ .
Next, we estimate of the RHS of (3.23). We first estimate the terms Fi for 3 ≤ i ≤ 11.
Estimate of F3. Since F3 is bilinear in the unknowns, it can be bounded by
F3 ≤ C(‖Ne‖2H2 + ǫ‖∂3xNe‖2 + ǫ‖∂3xU‖2),
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where we have used Cauchy inequality.
Estimate of F8. Using commutator notation (2.23), we write
F8 =
ǫ7H2
4
∫ {
[∂3x,
1
n3e
](∂xNe)
3 +
1
n3e
∂3x
(
(∂xNe)
3
)}
∂3xU =: F81 + F82.
By commutator estimates (2.24) in Lemma 2.6, we have
‖[∂3x,
1
n3e
](∂xNe)
3‖ ≤ ‖∂x( 1
n3e
)‖L∞‖∂2x
(
(∂3xNe)
3
) ‖+ ‖∂3x( 1n3e )‖‖∂xNe‖3L∞ .
By direct computation and Sobolev embedding theorem, we note that
‖∂x( 1
n3e
)‖L∞ ≤ C(ǫ + ǫ3‖∂xNe‖L∞) ≤ C(ǫ+ ǫ3‖Ne‖H2), (3.26)
and
|∂3x(
1
n3e
)| ≤C(ǫ + ǫ3(|∂xNe|+ |∂2xNe|+ |∂3xNe|)
+ ǫ6(|∂xNe|2 + |∂xNe||∂2xNe|) + ǫ9|∂xNe|3),
(3.27)
which yields that
‖∂3x(
1
n3e
)‖ ≤C(ǫ+ ǫ3(‖∂xNe‖+ ‖∂2xNe‖+ ‖∂3xNe‖)
+ ǫ6(‖∂xNe‖L∞‖∂xNe‖+ ‖∂xNe‖L∞‖∂2xNe‖)
+ ǫ9‖∂xNe‖2L∞‖∂xNe‖
)
.
(3.28)
By direct computation, we have
‖∂2x
[
(∂xNe)
3
] ‖ ≤ C(‖∂2xNe‖2L∞‖∂xNe‖+ ‖∂xNe‖2L∞‖∂3xNe‖). (3.29)
Therefore, by (3.26), (3.28) and (3.29), and using Ho¨lder inequality and Sobolev embedding
H1 →֒ L∞, we can obtain
F81 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ )(1 + |||(Ne, U)|||2ǫ ). (3.30)
On the other hand, by direct computation, we have
‖∂3x
[
(∂xNe)
3
] ‖ ≤C(‖∂2xNe‖2L∞‖∂2xNe‖
+ ‖∂xNe‖L∞‖∂2xNe‖L∞‖∂3xNe‖+ ‖∂xNe‖2L∞‖∂4xNe‖).
(3.31)
By applying Ho¨lder inequality and Sobolev embedding theorem again, we have
F82 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ . (3.32)
Adding the estimates (3.30) and (3.32), we have
F8 ≤ C1(1 + ǫ2|||(Ne, U)|||5ǫ )|||(Ne, U)|||2ǫ .
The estimates of F4 ∼ F6 are similar to F8 and can be bounded by
F4∼6 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)|||(Ne, U)|||2ǫ .
Estimate of F9. Using commutator notation (2.23), we have
F9 =
ǫ2H2
2
∫ {
[∂3x,
1
n2e
]∂xNe∂
2
xNe +
1
n2e
∂3x(∂xNe∂
2
xNe)
}
∂3xU =: F91 + F92.
By commutator estimates (2.24) of Lemma 2.6, we have
‖[∂3x,
1
n2e
]∂xNe∂
2
xNe‖ ≤ ‖∂x(
1
n2e
)‖L∞‖∂2x
(
∂xNe∂
2
xNe
) ‖+ ‖∂3x( 1n2e )‖‖∂xNe∂2xNe‖L∞ .
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By direct computation, we note that ‖∂x( 1n2e )‖L∞ , |∂
3
x(
1
n2e
)| and ‖∂3x( 1n2e )‖ have similar esti-
mates to (3.26), (3.27) and (3.28). Hence we have
‖∂2x(∂xNe∂2xNe)‖ ≤ C(‖∂xNe‖L∞‖∂4xNe‖+ ‖∂2xNe‖L∞‖∂3xNe‖). (3.33)
Therefore, by Ho¨lder inequality and Sobolev embedding theorem, we obtain
F91 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)|||(Ne, U)|||2ǫ , (3.34)
where we have used (3.26), (3.27) and (3.28). On the other hand,
‖∂3x(∂xNe∂2xNe)‖ ≤ C(‖∂xNe‖L∞‖∂5xNe‖+ ‖∂2xNe‖L∞‖∂4xNe‖+ ‖∂3xNe‖L∞‖∂3xNe‖).
Therefore, by applying Ho¨lder inequality again, we have
F92 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ . (3.35)
Adding the estimates (3.34) and (3.35), we have
F9 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ )|||(Ne, U)|||2ǫ .
F7 is similar to F9. From equation (2.17) and (2.18) in Lemma 2.4, we can obtain
F10 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ ,
F11 ≤ C1(1 + ǫ|||(Ne, U)|||).
Estimate of F1 + F2. By direct computation, we have
F1 + F2 =
∫ {
∂2x(ne∂xNe)−
ǫH2
4
∂2x
(
∂3xNe
ne
)}
∂4xU
=
∫ (
ne∂
3
xNe −
ǫH2
4
∂5xNe
ne
)
∂4xU +
∫ ( 2∑
α=1
Cα2 ∂
α
xne∂
3−α
x Ne
)
∂4xU
− ǫH
2
4
∫  2∑
β=1
Cβ2 ∂
β
x
(
1
ne
)
∂5−βx Ne

 ∂4xU
= :
3∑
i=1
Ki.
Estimates of K2 and K3. By integration by parts, we have
K2 = −
∫ ( 2∑
α=1
Cα2 ∂
α+1
x ne∂
3−α
x Ne +
2∑
α=1
Cα2 ∂
α
xne∂
4−α
x Ne
)
∂3xU.
K3 =
ǫH2
4
∫ ( 2∑
β=1
Cβ2 ∂
β+1
x (
1
ne
)∂5−βx Ne +
2∑
β=1
Cβ2 ∂
β
x
1
ne
∂6−βx Ne
)
∂3xU.
For K2, we have
K2 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ .
Combining (3.4), (3.5) and (3.27), we obtain
K3 ≤ C1(1 + ǫ2|||(Ne, U)|||3ǫ)|||(Ne, U)|||2ǫ ,
where we have used Ho¨lder inequality and Sobolev embedding theorem.
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Estimates of K1. By (2.15a), we have
∂4xU =
1
ni
{
∂3x((1− ui)∂xNi)− ǫ∂t∂3xNi
−
3∑
β=1
Cβ3 ∂
β
xni∂
4−β
x U − ǫ∂3x(∂xn˜iU)− ǫ∂3x(∂xu˜iNi)− ǫ2∂3xR1
}
= :
6∑
i=1
Ei .
Accordingly, K1 is decomposed into
K1 =
6∑
i=1
∫
(ne∂
3
xNe −
ǫH2
4
1
ne
∂5xNe)Ei =:
6∑
i=1
K1i. (3.36)
We first estimate the terms K1i for 3 ≤ i ≤ 6 and leave K11 and K12 in the next two
subsections. By Lemma 3.4 and Lemma 3.5 in the next two subsections, we have
K11 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ)(1 + |||(Ne, U)|||2ǫ ),
K12 ≤− ǫ
2
d
dt
[∫
ne
ni
(∂3xNe)
2 + ǫ
∫
n2e
ni
(∂4xNe)
2 +
ǫ2H2
4
∫
1
ni
(∂5xNe)
2
]
− ǫ
2
ǫH2
4
d
dt
[∫
1
neni
(∂4xNe)
2 + ǫ
∫
1
ni
(∂5xNe)
2 +
ǫ2H2
4
∫
1
(ne)2ni
(∂6xNe)
2
]
+ C1(1 + ǫ
2|||(Ne, U)|||6ǫ )(1 + |||(Ne, U)|||2ǫ).
Estimate of K13. It can be decomposed that
K13 =
∫ (
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe
) 3∑
β=1
Cβ3 ∂
β
xni∂
4−β
x U.
When β = 1, 2, K13 can be easily bounded by C1(1 + ǫ
2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ by Ho¨lder
inequality, Cauchy inequality and Lemma 3.1. When β = 3, by integration by parts, we have
K13 =−
∫ (
∂x(
ne
ni
)∂3xNe −
ǫH2
4
∂x(
1
neni
)∂5xNe
)
∂2xni∂xU
−
∫ (ne
ni
∂4xNe −
ǫH2
4
1
neni
∂6xNe
)
∂2xni∂xU
−
∫ (ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe
)
∂2xni∂
2
xU
= : K131 +K132 +K133.
By direct computation, we have∣∣∣∣∂x
(
1
neni
)∣∣∣∣ ,
∣∣∣∣∂x
(
ne
ni
)∣∣∣∣ ≤ C (ǫ+ ǫ3(|∂xNe|+ |∂xNi|)) . (3.37)
Therefore, by Ho¨lder inequality, Sobolev embedding H1 →֒ L∞ and Lemma 3.1, we have
K131 ≤ C1
(
1 + ǫ2(‖∂xNe‖2L∞ + ‖∂xNi‖2L∞ + ‖∂xU‖2L∞)
) (
ǫ‖∂3xNe‖2 + ‖∂2xNi‖2 + ǫ3‖∂5xNe‖2
)
≤ C1
(
1 + ǫ2(‖Ne‖2H2 + ‖Ni‖2H2 + ‖U‖2H2)
)
(ǫ‖∂3xNe‖2 + ‖∂2xNi‖2 + ǫ3‖∂5xNe‖2)
≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ .
On the other hand, by Ho¨lder inequality and Lemma 3.1, K132 and K133 can be bounded by
C1(1 + ǫ
2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ . Thus K13 is bounded by C1(1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ .
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Estimate of K14. By Ho¨lder inequality and Lemma 3.1, K14 can be bounded easily by
C1|||(Ne, U)|||2ǫ .
Estimate of K15. By applying integration by parts and (3.37), we have
K15 =− ǫ
∫ (
∂x(
ne
ni
)∂3xNe −
ǫH2
4
∂x(
1
neni
)∂5xNe
)
∂2x(∂xu˜iNi)
− ǫ
∫ (ne
ni
∂4xNe −
ǫH2
4
1
neni
∂6xNe
)
∂2x(∂xu˜iNi)
≤C1(1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ ,
where we have used Ho¨lder inequality and the Lemma 3.1.
Estimate of K16. Since R1 is known, thus we have
K16 ≤ C1(ǫ‖∂3xNe‖+ ǫ3‖∂5xNe‖).
Summarizing all the estimates, we complete the proof of Proposition 3.2. 
3.4. Estimate of K11. Next we estimate K11 in (3.36).
Lemma 3.4 (Estimate of K11). Let (Ni, Ne, U) be a solution to (2.15) then
K11 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ)(1 + |||(Ne, U)|||2ǫ ).
Proof. Recall that in (3.36),
K11 =
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)∂
3
x
(
(1− ui)∂xNi)
)
=
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)
3∑
γ=0
Cγ3 ∂
3−γ
x (1− ui)∂γ+1x Ni.
When γ = 0, 1, by Ho¨lder inequality, Sobolev embedding H1 →֒ L∞ and Lemma 3.1,
K11|γ=0,1 ≤ C1(1 + ǫ2(ǫ‖∂3xU‖2))(‖Ni‖2H2 + ǫ‖∂3xNe‖2 + ǫ3‖∂5xNe‖2)
≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ )(1 + |||(Ne, U)|||2ǫ ).
By integration by parts for γ = 2 and (3.37), we have
K11|γ=2 =3
∫
(∂x(
ne
ni
)∂3xNe −
ǫH2
4
∂x(
1
neni
)∂5xNe)∂xui∂
2
xNi
+ 3
∫
(
ne
ni
∂4xNe −
ǫH2
4
1
neni
∂6xNe)∂xui∂
2
xNi
+ 3
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)∂
2
xui∂
2
xNi
≤C(1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ ,
where we have used Ho¨lder inequality and Lemma 3.1.
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In the following we estimate K11 for γ = 3, by (2.15c), we have
∂4xNi =∂
4
xNe − ǫ∂4x(ne∂2xNe)− 2ǫ2∂4x
(
∂xn˜e∂xNe
)− ǫ4∂4x((∂xNe)2)− ǫ2∂4x(∂2xn˜eNe)
− ǫ2∂4xR13 +
H2
4
[
− 12ǫ5∂4x
( (∂xn˜e)3
n4e
∂xNe
)
+ 14ǫ4∂4x
(∂xn˜e∂2xn˜e
n3e
∂xNe
)
− 3ǫ3∂4x
(∂3xn˜e
n2e
∂xNe
)− 18ǫ7∂4x( (∂xn˜e)2n4e (∂xNe)2
)
+ 7ǫ4∂4x
( (∂xn˜e)2
n3e
∂2xNe
)
+ 7ǫ6∂4x
(∂2xn˜e
n3e
(∂xNe)
2
)− 4ǫ3∂4x(∂2xn˜en2e ∂2xNe
)− 12ǫ9∂4x(∂xn˜en4e (∂xNe)3
)
+ 14ǫ6∂4x
(∂xn˜e
n3e
∂xNe∂
2
xNe
)− 3ǫ3∂4x(∂xn˜en2e ∂3xNe
)− 3ǫ11∂4x( 1n4e (∂xNe)4
)
+ 7ǫ8∂4x
( 1
n3e
(∂xNe)
2∂2xNe
)− 2ǫ5∂4x( 1n2e (∂2xNe)2
)− 3ǫ5∂4x( 1n2e ∂xNe∂3xNe
)
+ ǫ2∂4x
(∂4xNe
ne
)
+ ǫ2∂4x
(R23 +R33
n4e
)]
=:
22∑
i=1
Fi .
Accordingly, K11|γ=3 is decomposed into
K11|γ=3 =
22∑
i=1
∫ (ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe
)
(1− ui)Fi =:
22∑
i=1
Ji .
Estimate of J1. By integration by parts, we have
J1 = −1
2
∫
(∂3xNe)
2∂x
(ne(1− ui)
ni
)
+
ǫH2
8
∫
(∂4xNe)
2∂x(
1− ui
neni
).
By direct computation, we have∣∣∣∣∂x 1− uineni
∣∣∣∣ ,
∣∣∣∣∂xne(1− ui)ni
∣∣∣∣ ≤ C (ǫ+ ǫ3(|∂xNe|+ |∂xNi|+ |∂xU |)) . (3.38)
Hence by Ho¨lder inequality, Sobolev embedding H1 →֒ L∞ and Lemma 3.1, we have
J1 ≤C(1 + ǫ2(‖Ne‖2H2 + ‖Ni‖2H2 + ‖U‖2H2))(ǫ‖∂3xNe‖2 + ǫ2‖∂4xNe‖2)
≤C((1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ).
Estimate of J2. By integration by parts, we have
J2 =− ǫ
∫ [(
∂x
ne(1− ui)
ni
)
∂3xNe −
ǫH2
4
(
∂x
1− ui
neni
)
∂5xNe
] 3∑
α=0
C3α∂
α
xne∂
5−α
x Ne
− ǫ
∫ [ne(1− ui)
ni
∂4xNe −
ǫH2
4
1− ui
neni
∂6xNe
] 3∑
β=0
C3β∂
β
xne∂
5−β
x Ne
= : J21 + J22.
Using the equation (3.38), and by Ho¨lder inequality and Sobolev embedding theorem,
J21 ≤ C((1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ).
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When β = 0, 1, 2, J22 can be easily estimated by C(1 + ǫ
2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ . When
β = 3, by integration by parts, we have
J22 =
ǫ
2
∫ [(
∂x
n2e(1− ui)
ni
)
(∂4xNe)
2 − ǫH
2
4
(
∂x
1− ui
ni
)
(∂5xNe)
2
]
.
Similar to (3.38), we have∣∣∣∣∂xn2e(1− ui)ni
∣∣∣∣ ≤C (ǫ+ ǫ3(|∂xNe|+ |∂xNi|+ |∂xU |)) ,∣∣∣∣∂x 1− uini
∣∣∣∣ ≤C (ǫ+ ǫ3(|∂xNi|+ |∂xU |)) .
(3.39)
Therefore, J22 can be estimated by C(1 + ǫ
2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ . As a result, J2 can
be estimated by C(1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ . J3 ∼ J5 can be also estimated by C(1 +
ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ .
Estimate of J17. Using commutator notation (2.23), we have
J17 =− 3ǫ
11H2
4
∫ (ne(1− ui)
ni
∂3xNe −
ǫH2
4
1− ui
neni
∂5xNe
)
×
{
[∂4x,
1
n4e
](∂xNe)
4 +
1
n4e
∂4x(∂xNe)
4
}
=: J171 + J172.
By commutator estimates (2.24), we have∥∥∥∥
[
∂4x,
1
n4e
]
(∂xNe)
4
∥∥∥∥ ≤
∥∥∥∥∂x
(
1
n4e
)∥∥∥∥
L∞
‖∂3x(∂xNe)4‖+
∥∥∥∥∂4x
(
1
n4e
)∥∥∥∥ ‖∂xNe‖4L∞.
By direct computation, we have∥∥∥∥∂4x
(
1
n4e
)∥∥∥∥ ≤C(1 + ǫ3(‖∂xNe‖+ ‖∂2xNe‖+ ‖∂3xNe‖+ ‖∂4xNe‖)
+ ǫ6(‖∂xNe‖L∞‖∂xNe‖H2 + ‖∂2xNe‖L∞‖∂2xNe‖)
+ ǫ9(‖∂xNe‖2L∞‖∂2xNe‖+ ‖∂xNe‖2L∞‖∂xNe‖)
+ ǫ12‖∂xNe‖‖∂xNe‖3L∞
)
,
(3.40)
and
‖∂3x(∂xNe)4‖ ≤C(‖∂xNe‖2L∞‖∂2xNe‖L∞‖∂3xNe‖
+ ‖∂xNe‖L∞‖∂2xNe‖2L∞‖∂2xNe‖+ ‖∂xNe‖3L∞‖∂4xNe‖).
(3.41)
Therefore, using (3.26), (3.40) and (3.41), by Ho¨lder inequality and Sobolev embedding
theorem, we obtain
J171 ≤ C1(1 + ǫ2|||(Ne, U)|||8ǫ)|||(Ne, U)|||2ǫ . (3.42)
On the other hand, by direct computation, we have
‖∂4x(∂xNe)4‖ ≤C
(‖∂2xNe‖3L∞‖∂2xNe‖+ ‖∂xNe‖L∞‖∂2xNe‖2L∞‖∂3xNe‖
+ ‖∂xNe‖‖∂3xNe‖2L∞ + ‖∂xNe‖2L∞‖∂2xNe‖L∞‖∂4xNe‖
+ ‖∂xNe‖3L∞‖∂5xNe‖
)
.
(3.43)
Therefore, by applying Ho¨lder inequality again, we have
J172 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)|||(Ne, U)|||2ǫ . (3.44)
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Adding the estimates (3.42) and (3.44), we have
J17 ≤ C1(1 + ǫ2|||(Ne, U)|||8ǫ )|||(Ne, U)|||2ǫ .
J7 ∼ J10, J12, J14 are similar to J17.
Estimate of J19. Using commutator notation (2.23), we have
J19 =
1
2
ǫ5H2
∫ (
ne(1− ui)
ni
∂3xNe −
ǫH2
4
1− ui
neni
∂5xNe
)
×
{
[∂4x,
1
n2e
](∂2xNe)
2 +
1
n2e
∂4x
(
(∂2xNe)
2
)}
=: J191 + J192.
By commutator estimates (2.24), we have
‖[∂4x,
1
n2e
](∂2xNe)
2‖ ≤ ‖∂x 1
n2e
‖L∞‖∂3x(∂2xNe)2‖+ ‖∂4x
1
n2e
‖‖∂2xNe‖2L∞ .
By direct computation, we have
‖∂3x(∂2xNe)2‖ ≤ C(‖∂3xNe‖L∞‖∂4xNe‖+ ‖∂2xNe‖L∞‖∂5xNe‖). (3.45)
Therefore, using (3.26), (3.40) and (3.45), by Ho¨lder inequality and Sobolev embedding
theorem, we can obtain
J191 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ)|||(Ne, U)|||2ǫ . (3.46)
On the other hand, by direct computation, we have
‖∂4x(∂2xNe)2‖ ≤ C(‖∂4xNe‖L∞‖∂4xNe‖+ ‖∂3xNe‖L∞‖∂5xNe‖+ ‖∂2xNe‖L∞‖∂6xNe‖). (3.47)
Therefore, by applying Ho¨lder inequality again, we have
J192 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ . (3.48)
Adding the estimates (3.46) and (3.48), we have
J19 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ )|||(Ne, U)|||2ǫ .
J11, J13, J15, J18 are similar to J19.
Estimate of J21.
J21 =
ǫ2H2
4
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)(1− ui)∂4x(
∂4xNe
ne
) =: J211 + J212 .
By integration of parts twice and commutator notation (2.23), we have
J211 =
ǫ2H2
4
∫ (
ne(1 − ui)
ni
∂5xNe + 2∂x(
ne(1− ui)
ni
)∂4xNe + ∂
2
x(
ne(1 − ui)
ni
)∂3xNe
)
× ([∂2x, 1ne ]∂4xNe +
1
ne
∂6xNe
)
.
By commutator estimates (2.24) of Lemma 2.6, we have
‖[∂2x,
1
ne
]∂4xNe‖ ≤ ‖∂x
1
ne
‖L∞‖∂5xNe‖+ ‖∂2x
1
ne
‖‖∂4xNe‖L∞ .
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By direct computation, we have
‖∂2x(
ne(1− ui)
ni
)‖ ≤C(ǫ+ ǫ3(‖∂xNe‖+ ‖∂xNi‖+ ‖∂xU‖)
+ ǫ6(‖∂xNe‖L∞‖∂xNi‖+ ‖∂xNi‖L∞‖∂xU‖+ ‖∂xNe‖L∞‖∂xU‖
+ ‖∂xNe‖L∞‖∂xNe‖+ ‖∂xNi‖‖∂xNi‖L∞ + ‖∂xU‖L∞‖∂xU‖)
)
.
(3.49)
Therefore, by applying Ho¨lder inequality, Sobolev embedding theorem and Lemma 3.1,
J211 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)|||(Ne, U)|||2ǫ .
By integration by parts and commutator notation (2.23), we have
J212 =
ǫ3H4
16
∫
(
1− ui
neni
∂6xNe + ∂x(
1− ui
neni
)∂5xNe)([∂
3
x,
1
ne
]∂4xNe +
1
ne
∂7xNe)
=: J2121 + J2122.
Similar to J211, using (3.26) and (3.28), Sobolev embedding, Cauchy inequality and Lemma
3.1, we have
J2121 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ )|||(Ne, U)|||2ǫ . (3.50)
By integration by parts, we have
J2122 =− ǫ
3H4
16
∫ (
1
2
∂x(
1− ui
n2eni
) +
1
ne
∂x(
1
neni
)
)
(∂6xNe)
2
+
∫
∂x
(
1
ne
∂x(
1− ui
neni
)
)
∂5xNe∂
6
xNe.
Note that
‖∂x
(
1
ne
∂x(
1− ui
neni
)
)
‖L∞ ≤C(ǫ+ ǫ3(‖∂xNe‖L∞ + ‖∂xNi‖L∞ + ‖∂xU‖L∞)
+ ǫ6(‖∂xNe‖2L∞ + ‖∂xNi‖2L∞ + ‖∂xU‖2L∞
+ ‖∂xNe∂xNi‖L∞ + ‖∂xNe∂xU‖L∞ + ‖∂xNi∂xU‖L∞)).
(3.51)
Thus, by (3.37), (3.39), Ho¨lder inequality, Sobolev embedding theorem and Lemma 3.1,
J2122 ≤ C(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ . (3.52)
Adding the estimates (3.50) and (3.52), we have
J21 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ )|||(Ne, U)|||2ǫ .
J16 and J20 are similar to J21 and can be bounded by C1(1 + ǫ
2|||(Ne, U)|||4ǫ )|||(Ne, U)|||2ǫ
Estimate of J22. By using (2.17) and (2.18) in Lemma 2.4, similarly we have
J22 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ )|||(Ne, U)|||2ǫ .
The proof of Lemma (3.4) is then complete. 
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3.5. Estimate of K12. Next, we estimate K12 in (3.36).
Lemma 3.5 (Estimate of K12). Let (Ni, Ne, U) be a solution to (2.15), then there holds
K12 ≤− ǫ
2
d
dt
[∫
ne
ni
(∂3xNe)
2 + ǫ
∫
n2e
ni
(∂4xNe)
2 +
ǫ2H2
4
∫
1
ni
(∂5xNe)
2
]
− ǫ
2
ǫH2
4
d
dt
[∫
1
neni
(∂4xNe)
2 + ǫ
∫
1
ni
(∂5xNe)
2 +
ǫ2H2
4
∫
1
(ne)2ni
(∂6xNe)
2
]
+ C1(1 + ǫ
2|||(Ne, U)|||6ǫ )(1 + |||(Ne, U)|||2ǫ),
Proof. Recall that in (3.36)
K12 = −ǫ
∫ (
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe
)
∂t∂
3
xNi.
By the (2.15c), we have
∂t∂
3
xNi = ∂t∂
3
xNe − ǫ∂t∂3x
(
ne∂
2
xNi
)
+
ǫ2H2
4
∂t∂
3
x
(∂4xNe
ne
)
− 2ǫ2∂t∂3x
(
∂xn˜e∂xNe
)− ǫ4∂t∂3x((∂xNe)2)− ǫ2∂t∂3x(∂2xn˜eNe)
− ǫ2∂t∂3xR1(3) +
H2
4
{
− 12ǫ5∂t∂3x
( (∂xn˜e)3
n4e
∂xNe
)
+ 14ǫ4∂t∂
3
x
(∂xn˜e∂2xn˜e
n3e
∂xNe
)
− 3ǫ3∂t∂3x
(∂3xn˜e
n2e
∂xNe
)− 18ǫ7∂t∂3x( (∂xn˜e)2n4e (∂xNe)2
)
+ 7ǫ4∂t∂
3
x
( (∂xn˜e)2
n3e
∂2xNe
)
+ 7ǫ6∂t∂
3
x
(∂2xn˜e
n3e
(∂xNe)
2
)− 4ǫ3∂t∂3x(∂2xn˜en2e ∂2xNe
)− 12ǫ9∂t∂3x(∂xn˜en4e (∂xNe)3
)
+ 14ǫ6∂t∂
3
x
(∂xn˜e
n2e
∂xNe∂
2
xNe
)− 3ǫ3∂t∂3x(∂xn˜en2e ∂3xNe
)− 3ǫ11∂t∂3x( 1n4e (∂xNe)4
)
+ 7ǫ8∂t∂
3
x
( 1
n3e
(∂xNe)
2∂2xNe
)− 2ǫ5∂t∂3x( 1n2e (∂2xNe)2
)− 3ǫ5∂t∂3x( 1n2e ∂xNe∂3xNe
)
+ ǫ2∂t∂
3
x
(R2(3) +R3(3)
n4e
)}
=:
22∑
i=1
Di .
Accordingly, K12 is decomposed into
K12 = −
22∑
i=1
ǫ
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)Di =:
22∑
i=1
Ii .
Estimate of I1.
I1 = −ǫ
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)∂t∂
3
xNe =: I11 + I12.
By integration by parts, we have
I11 = −ǫ
∫
ne
ni
∂3xNe∂t∂
3
xNe
= − ǫ
2
d
dt
∫
ne
ni
(∂3xNe)
2 +
ǫ
2
∫
(∂t
ne
ni
)(∂3xNe)
2.
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By direct computation, we have
‖∂tne
ni
‖L∞ ≤ C
(
ǫ+ ǫ3(‖∂tNe‖L∞ + ‖∂tNi‖L∞)
)
. (3.53)
Thus by Sobolev embedding H1 →֒ L∞ and Lemma 3.2-3.3, we have
ǫ
2
∫
(∂t
ne
ni
)(∂3xNe)
2 ≤ C‖∂t ne
ni
‖L∞(ǫ‖∂3xNe‖2)
≤ C1(1 + ǫ2(‖ǫ∂txNe‖2 + ‖ǫ∂txNi‖2))(ǫ‖∂3xNe‖2)
≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ .
Applying integration by parts again twice, we have
I12 =− H
2
4
ǫ2
2
d
dt
∫
1
neni
(∂4xNe)
2 +
H2
4
ǫ2
2
∫
∂t(
1
neni
)(∂4xNe)
2
− ǫ
2H2
4
∫
∂x(
1
neni
)∂4xNe∂t∂
3
xNe
= : I121 + I122 + I123 .
Note that the estimate of ‖∂t( 1neni )‖L∞ is similar to that for (3.53), thus similarly I122 can
be estimated by C1(1 + ǫ
2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ . By (3.37), Sobolev embedding theorem
and Cauchy inequality, we have
I123 ≤ C
(
1 + ǫ2(‖∂xNe‖2L∞ + ‖∂xNi‖2L∞)
)
(ǫ2‖∂4xNe‖2 + ǫ2‖ǫ∂t∂3xNe‖2)
≤ C(1 + ǫ2(‖Ne‖2H2 + ‖Ni‖2H2))(ǫ2‖∂4xNe‖2 + ǫ2‖ǫ∂t∂3xNe‖2)
≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ ,
where we have used Lemma 3.1-3.3. Therefore, we obtain
I1 ≤− ǫ
2
d
dt
∫
ne
ni
(∂3xNe)
2 − H
2
4
ǫ2
2
d
dt
∫
1
nine
(∂4xNe)
2
+ C1(1 + ǫ
2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ .
(3.54)
Estimate of I2. Recall that
I2 = ǫ
2
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)∂t∂
3
x(ne∂
2
xNe) =: I21 + I22 .
Estimate of I21. By integration by parts, we have
I21 = ǫ
2
∫
ne
ni
∂3xNe∂t∂
3
x(ne∂
2
xNe)
= −ǫ2
∫
ne
ni
∂4xNe∂t∂
2
x(ne∂
2
xNe)− ǫ2
∫
(∂x
ne
ni
)∂3xNe∂t∂
2
x(ne∂
2
xNe)
=: I211 + I212.
Estimate of I211. By direct computation, we have
I211 =− ǫ2
∫
n2e
ni
∂4xNe∂t∂
4
xNe − ǫ2
∫
ne
ni
(∂4xNe)
2∂tne
− ǫ2
∫
ne
ni
∂4xNe∂t
(
2∂xne∂
3
xNe + ∂
2
xne∂
2
xNe
)
= : I2111 + I2112 + I2113.
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Note that the estimate of ‖∂t(n2e/ni)‖L∞ is similar to (3.53), thus by integration by parts,
I2111 = − ǫ
2
2
d
dt
∫
n2e
ni
(∂4xNe)
2 +
ǫ2
2
∫
∂t(
n2e
ni
)(∂4xNe)
2
≤ − ǫ
2
2
d
dt
∫
n2e
ni
(∂4xNe)
2 + C1(1 + ǫ
2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ .
By Ho¨lder inequality, Cauchy inequality, Sobolev embedding theorem and Lemma 3.1-3.3,
we have
I2112 + I2113 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ .
By (3.37) and direct computation, we have
I212 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ )(1 + |||(Ne, U)|||2ǫ).
Estimate of I22. By direct computation, we have
I22 =− ǫ
3H2
4
∫
1
neni
∂5xNe∂t∂
3
x(ne∂
2
xNe)
=− ǫ
3H2
4
∫
1
neni
∂5xNe∂t
(
ne∂
5
xNe +
3∑
β=1
Cβ3 ∂
β
xne∂
5−β
x Ne
)
=− ǫ
3H2
4
∫
1
ni
∂5xNe∂t∂
5
xNe −
ǫ3H2
4
∫
1
neni
∂tne(∂
5
xNe)
2
− ǫ
3H2
4
∫
∂5xNe
neni
∂t
( 3∑
β=1
Cβ3 ∂
β
xne∂
5−β
x Ne
)
= : I221 + I222 + I223.
By integration by parts in t, we have
I221 = −H
2
4
ǫ2
2
d
dt
∫
1
ni
(∂5xNe)
2 +
H2
4
ǫ2
2
∫
(∂5xNe)
2∂t
1
ni
.
Note that
‖∂t 1
ni
‖L∞ ≤ C(ǫ + ǫ3‖∂tNi‖L∞). (3.55)
Therefore, by Sobolev embedding theorem and Lemma 3.2, we have
H2
4
ǫ2
2
∫
(∂5xNe)
2∂t
1
ni
≤ C1(1 + ǫ2‖ǫ∂tNi‖2H1)(ǫ3‖∂5xNe‖2)
≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ .
Similarly, by Sobolev embedding theorem and Lemma 3.2-3.3, we have
I222 ≤ C1(1 + ǫ2‖ǫ∂tNe‖2H1)(ǫ3‖∂5xNe‖2) ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ .
By Cauchy inequality, Sobolev embedding theorem and Lemma 3.1-3.3, we have
I223 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ )|||(Ne, U)|||2ǫ .
Therefore, we have
I2 ≤− ǫ
2
2
d
dt
∫
n2e
ni
(∂4xNe)
2 − H
2
4
ǫ2
2
d
dt
∫
1
ni
(∂5xNe)
2
+ C1(1 + ǫ
2|||(Ne, U)|||2ǫ)(1 + |||(Ne, U)|||2ǫ ).
(3.56)
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Estimate of I3.
I3 = − ǫ
3H2
4
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)∂t∂
3
x(
∂4xNe
ne
) =: I31 + I32.
Estimate of I31. By integration by parts twice,
I31 =− ǫ
3H2
4
∫
ne
ni
∂5xNe∂tx(
∂4xNe
ne
)− ǫ
3H2
2
∫
∂4xNe∂x(
ne
ni
)∂tx(
∂4xNe
ne
)
− ǫ
3H2
4
∫
∂3xNe∂
2
x(
ne
ni
)∂tx(
∂4xNe
ne
)
= : I311 + I312 + I313.
By direct computation, we have
I311 =− ǫ
3H2
4
∫
1
ni
∂5xNe∂t∂
5
xNe
− ǫ
3H2
4
∫
ne
ni
∂5xNe
(
(∂t
1
ne
)∂5xNe + (∂t
1
ne
)∂t∂
4
xNe + (∂tx
1
ne
)∂4xNe
)
= : I3111 + I3112.
By integration by parts in t, Sobolev embedding, (3.55) and Lemma 3.2, we have
I3111 =− 1
2
ǫ3H2
4
d
dt
∫
1
ni
(∂5xNe)
2 +
ǫ3H2
4
∫
∂t(
1
ni
)(∂5xNe)
2
≤− 1
2
ǫ3H2
4
d
dt
∫
1
ni
(∂5xNe)
2 + C1(1 + ǫ
2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ .
Note that
‖∂t 1
ne
‖L∞ ≤ C(ǫ + ǫ3‖∂tNe‖L∞), (3.57)
and
‖∂tx 1
ne
‖L∞ ≤ C
(
ǫ+ ǫ3(‖∂tNe‖L∞ + ‖∂xNe‖L∞) + ǫ6‖∂tNe‖L∞‖∂xNe‖L∞
)
. (3.58)
By Sobolev embedding H1 →֒ L∞, Cauchy inequality and Lemma 3.2-3.3, we have
I3112 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)(1 + |||(Ne, U)|||2ǫ ).
Therefore, we obtain
I311 ≤ −1
2
ǫ3H2
4
d
dt
∫
1
ni
(∂5xNe)
2 + C1(1 + ǫ
2|||(Ne, U)|||2ǫ )(1 + |||(Ne, U)|||2ǫ ).
By direct computation, we have
I312 = − ǫ
3H2
2
∫
∂4xNe∂x(
ne
ni
)∂tx(
∂4xNe
ne
)
= − ǫ
3H2
2
∫
∂4xNe∂x(
ne
ni
)
( 1
ne
∂t∂
5
xNe + ∂t
1
ne
∂5xNe + ∂x
1
ne
∂t∂
4
xNe + ∂tx
1
ne
∂4xNe
)
.
By Sobolev embedding, Cauchy inequality and Lemma 3.2-3.3, we have
I312 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ )(1 + |||(Ne, U)|||2ǫ),
where we have used (3.37), (3.57) and (3.58). I313 is similar to I312, thus we have
I31 ≤ −1
2
ǫ3H2
4
d
dt
∫
1
ni
(∂5xNe)
2 + C1(1 + ǫ
2|||(Ne, U)|||2ǫ )(1 + |||(Ne, U)|||2ǫ ). (3.59)
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Estimate of I32. By integration by parts, we have
I32 =
ǫ3H2
4
ǫH2
4
∫
1
neni
∂5xNe∂t∂
3
x(
∂4xNe
ne
)
= − ǫ
3H2
4
ǫH2
4
∫
1
neni
∂6xNe∂t∂
2
x(
∂4xNe
ne
)− ǫ
3H2
4
ǫH2
4
∫
(∂x
1
neni
)∂5xNe∂t∂
2
x(
∂4xNe
ne
)
=: I321 + I322.
By direct computation, we have
I321 =− ǫ
3H2
4
ǫH2
4
∫
1
neni
∂6xNe∂t∂
6
xNe
− ǫ
3H2
4
ǫH2
4
∫
1
neni
∂6xNe
(
(∂t
1
ne
)∂6xNe + 2(∂tx
1
ne
)∂5xNe
+ 2(∂x
1
ne
)∂t∂
5
xNe + (∂
2
x
1
ne
)∂t∂
4
xNe + (∂t∂
2
x
1
ne
)∂4xNe
)
= : I3211 + I3212.
By integration by parts in t, we have
I3211 = −1
2
ǫ3H2
4
ǫH2
4
d
dt
∫
1
n2eni
(∂6xNe)
2 +
1
2
ǫ3H2
4
ǫH2
4
∫
∂t(
1
n2eni
)(∂6xNe)
2.
Similar to (3.53), ‖∂t(1/n2eni)‖L∞ has same bound with ‖∂t(ne/ni)‖L∞ . Therefore, by
Sobolev embedding H1 →֒ L∞ and Lemma 3.2-3.3, we have
1
2
ǫ3H2
4
ǫH2
4
∫
∂t(
1
n2eni
)(∂6xNe)
2 ≤ C(1 + ǫ2(‖ǫ∂tNe‖2L∞ + ‖ǫ∂tNi‖2L∞))ǫ4‖∂6xNe‖2
≤ C(1 + ǫ2|||(Ne, U)|||2ǫ)|||(Ne, U)|||2ǫ .
By direct computation, we have
‖∂t∂2x
1
ne
‖L∞ ≤C
(
ǫ+ ǫ3(‖∂xNe‖L∞ + ‖∂tNe‖L∞ + ‖∂t∂2xNe‖L∞)
+ ǫ6(‖∂xNe‖L∞‖∂tNe‖L∞ + ‖∂xNe‖2L∞ + ‖∂tNe‖L∞‖∂2xNe‖L∞)
+ ǫ9‖∂tNe‖L∞‖∂xNe‖2L∞
)
.
(3.60)
By (3.26), (3.57), (3.58) and (3.60), we have
I3212 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)(1 + |||(Ne, U)|||2ǫ ),
where we have used Sobolev embedding theorem, Lemma 3.2 and 3.3. Thus, we have
I321 ≤ −1
2
ǫ3H2
4
ǫH2
4
d
dt
∫
1
n2eni
(∂6xNe)
2 + C1(1 + ǫ
2|||(Ne, U)|||4ǫ )(1 + |||(Ne, U)|||2ǫ). (3.61)
By integration by parts, we have
I322 =− ǫ
3H2
4
ǫH2
4
∫
∂5xNe(∂x
1
neni
)∂t∂
2
x(
∂4xNe
ne
)
=
ǫ3H2
4
ǫH2
4
∫
∂6xNe(∂x
1
neni
)∂t∂x(
∂4xNe
ne
)
+
ǫ3H2
4
ǫH2
4
∫
∂5xNe(∂
2
x
1
neni
)∂t∂x(
∂4xNe
ne
)
= : I3221 + I3222.
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By direct computation, we have
I3221 =
ǫ3H2
4
ǫH2
4
∫
∂6xNe(∂x
1
neni
)
( 1
ne
∂t∂
5
xNe + (∂t
1
ne
)∂5xNe
+ (∂x
1
ne
)∂t∂
4
xNe + (∂tx
1
ne
)∂4xNe
)
.
By (3.4), (3.37), (3.57) and (3.58), Sobolev embedding theorem and Lemma 3.2-3.3, we have
I3221 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)(1 + |||(Ne, U)|||2ǫ ).
By direct computation, we have
‖∂2x(
1
neni
)‖L∞ ≤C
(
ǫ+ ǫ3(‖∂xNe‖L∞ + ‖∂xNi‖L∞) + ǫ6(‖∂xNe‖L∞‖∂xNi‖L∞
+ ‖∂xNe‖2L∞ + ‖∂xNi‖2L∞)
)
.
(3.62)
Thus by (3.4), (3.57), (3.58) and (3.62), Sobolev embedding theorem and Lemma 3.1-3.3, we
have
I3222 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)(1 + |||(Ne, U)|||2ǫ ).
Therefore, we have
I322 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ )(1 + |||(Ne, U)|||2ǫ). (3.63)
Adding (3.61) and (3.63), we have
I32 ≤ −1
2
ǫ3H2
4
ǫH2
4
d
dt
∫
1
n2eni
(∂6xNe)
2 + C1(1 + ǫ
2|||(Ne, U)|||4ǫ)(1 + |||(Ne, U)|||2ǫ ). (3.64)
Combining to (3.59) and (3.64), we have
I3 ≤− 1
2
ǫ3H2
4
d
dt
∫
1
ni
(∂5xNe)
2 − 1
2
ǫ3H2
4
ǫH2
4
d
dt
∫
1
n2eni
(∂6xNe)
2
+ C1(1 + ǫ
2|||(Ne, U)|||4ǫ)(1 + |||(Ne, U)|||2ǫ ).
(3.65)
Thus combining (3.54), (3.56) and (3.65), we obtain
3∑
i=1
Ii ≤ −1
2
d
dt
{∫
ne
ni
(∂2xNe)
2 + ǫ
∫
n2e
ni
(∂3xNe)
2 +
ǫ2H2
4
∫
1
ni
(∂4xNe)
2
}
− 1
2
ǫH2
4
d
dt
{∫
1
neni
(∂3xNe)
2 + ǫ
∫
1
ni
(∂4xNe)
2 +
ǫ2H2
4
∫
1
n2eni
(∂5xNe)
2
}
+ C1(1 + ǫ
2|||(Ne, U)|||4ǫ )(1 + |||(Ne, U)|||2ǫ ).
By Lemma 3.2-3.3, we have
I4,5,6,7 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ )(1 + |||(Ne, U)|||2ǫ).
Estimate of I18. By direct computation, we have
I18 =
3H2
4
ǫ12
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)∂
3
x
{
(∂t
1
n4e
)(∂xNe)
4 + 4
1
n4e
(∂xNe)
3∂txNe
}
=: I181 + I182 .
Estimate of I181. Using commutator notation (2.23), we have
∂3x(∂t(
1
n4e
)(∂xNe)
4 = [∂3x, ∂t(
1
n4e
)](∂xNe)
4 + ∂t(
1
n4e
)∂3x
(
(∂4xNe)
4
)
.
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By commutator estimate (2.24), we have
‖[∂3x, ∂t(
1
n4e
)](∂xNe)
4‖ ≤ ‖∂tx( 1
n4e
)‖L∞‖∂2x(∂xNe)4‖+ ‖∂t∂3x(
1
n4e
)‖‖∂xNe‖4L∞ .
Note that the estimate of ‖∂tx( 1n4e )‖L∞ is similar to that for (3.58). We note that
‖∂2x(∂xNe)4‖ ≤ C(‖∂xNe‖2L∞‖∂2xNe‖L∞‖∂2xNe‖+ ‖∂xNe‖3L∞‖∂3xNe‖), (3.66)
and
‖∂t∂3x(
1
n4e
)‖ ≤ C(ǫ+ ǫ3(‖∂xNe‖+ ‖∂tNe‖+ ‖∂2xNe‖+ ‖∂txNe‖
+ ‖∂t∂2xNe‖+ ‖∂t∂2xNe‖) + ǫ6(‖∂xNe‖2 + ‖∂tNe‖‖∂xNe‖L∞
+ ‖∂xNe‖L∞‖∂txNe‖+ ‖∂tNe‖L∞‖∂2xNe‖+ ‖∂tNe∂3xNe‖+ ‖∂txNe‖L∞‖∂2xNe‖
+ ‖∂xNe‖L∞‖∂t∂2xNe‖) + ǫ9(‖∂xNe‖2L∞‖∂xNe‖+ ‖∂tNe‖‖∂xNe‖L∞
+ ‖∂tNe‖L∞‖∂xNe‖L∞‖∂2xNe‖+ ‖∂txNe‖‖∂xNe‖2L∞
+ ǫ12‖∂tNe‖L∞‖∂xNe‖2L∞‖∂xNe‖
)
.
(3.67)
Thus by (3.58), (3.57), (3.66), (3.67) and (3.41), Sobolev embedding theorem and Lemma
3.2-3.3, we have
I181 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ )(1 + |||(Ne, U)|||2ǫ).
Estimate of I182. Using commutator notation (2.23), we have
∂3x(
1
n4e
(∂xNe)
3∂txNe) = [∂
3
x,
1
n4e
](∂xNe)
3∂txNe) +
1
n4e
∂3x((∂xNe)
3∂txNe).
By commutator estimate (2.24) of Lemma 2.6, we have
‖[∂3x,
1
n4e
](∂xNe)
3∂txNe)‖ ≤‖∂x( 1
n4e
)‖L∞‖∂2x((∂xNe)3∂txNe)‖
+ ‖∂3x(
1
n4e
)‖‖∂xNe‖3L∞‖∂txNe‖L∞ .
By direct computation, we have
‖∂2x((∂xNe)3∂txNe)‖ ≤ C(‖∂xNe‖L∞‖∂2xNe‖2L∞‖∂txNe‖
+ ‖∂xNe‖2L∞‖∂3xNe‖L∞‖∂txNe‖+ ‖∂xNe‖2L∞‖∂2xNe‖L∞‖∂t∂2xNe‖
+ ‖∂xNe‖3L∞‖∂t∂3xNe‖),
(3.68)
and
‖∂3x((∂xNe)3∂txNe)‖ ≤ C(‖∂xNe‖L∞‖∂2xNe‖L∞‖∂3xNe‖L∞‖∂txNe‖
+ ‖∂2xNe‖3L∞‖∂txNe‖+ ‖∂xNe‖L∞‖∂2xNe‖2L∞‖∂t∂2xNe‖
+ ‖∂xNe‖2L∞‖∂4xNe‖L∞‖∂txNe‖+ ‖∂xNe‖2L∞‖∂3xNe‖L∞‖∂t∂2xNe‖
+ ‖∂xNe‖2L∞‖∂2xNe‖L∞‖∂t∂3xNe‖+ ‖∂xNe‖3L∞‖∂t∂4xNe‖).
(3.69)
Thus by (3.26), (3.28), (3.68) and (3.69), Sobolev embedding theorem and Lemma 3.2-3.3,
we have
I182 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ )(1 + |||(Ne, U)|||2ǫ).
Therefore, we have
I18 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ)(1 + |||(Ne, U)|||2ǫ ).
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The estimates of I8 ∼ I11, I13 and I15 are similar to that for I18.
Estimate of I21. By direct computation, we have
I21 =
3H2
4
ǫ6
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)∂
3
x
{
(∂t
1
n2e
)∂xNe∂
3
xNe +
1
n2e
∂t(∂xNe∂
3
xNe)
}
=: I211 + I212.
Estimate of I211. Using commutator notation (2.23), we have
∂3x((∂t
1
n2e
)∂xNe∂
3
xNe = [∂
3
x, ∂t
1
n2e
]∂xNe∂
3
xNe + (∂t
1
n2e
)∂3x
(
∂xNe∂
3
xNe
)
.
By commutator estimate (2.24) in Lemma 2.6, we have
‖[∂3x, ∂t(
1
n2e
)]∂xNe∂
3
xNe‖ ≤‖∂tx(
1
n2e
)‖L∞‖∂2x(∂xNe∂3xNe)‖
+ ‖∂t∂3x(
1
n2e
)‖‖∂xNe‖L∞‖∂3xNe‖L∞ .
Note that the estimate of ‖∂tx( 1n2e )‖L∞ is similar to that for (3.58). By direct computation,
we note that
‖∂2x(∂xNe∂3xNe)‖ ≤ C(‖∂3xNe‖L∞‖∂3xNe‖+ ‖∂xNe‖L∞‖∂5xNe‖+ ‖∂2xNe‖L∞‖∂4xNe‖),
(3.70)
and
‖∂3x(∂xNe∂3xNe)‖ ≤ C(‖∂3xNe‖L∞‖∂4xNe‖+ ‖∂x2Ne‖L∞‖∂5xNe‖+ ‖∂xNe‖L∞‖∂6xNe‖).
(3.71)
Thus by (3.58), (3.67), (3.70), (3.71) and (3.57), Sobolev embedding theorem and Lemma
3.2-3.3, we have
I211 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ )(1 + |||(Ne, U)|||2ǫ).
Estimate of I212. Using commutator notation (2.23), we have
I212 =
3H2
4
ǫ6
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)∂
3
x
{ 1
n2e
∂t(∂xNe∂
3
xNe)
}
=
3H2
4
ǫ6
∫
(
ne
ni
∂3xNe −
ǫH2
4
1
neni
∂5xNe)
{
[∂3x,
1
n2e
]∂t(∂xNe∂
3
xNe)
+
1
n2e
∂t∂
3
x(∂xNe∂
3
xNe)
}
=:I2121 + I2122.
By commutator estimate (2.24) in Lemma 2.6, we have
‖[∂3x,
1
n2e
]∂t(∂xNe∂
3
xNe)‖ ≤‖∂x(
1
n2e
)‖L∞‖∂2x(∂t(∂xNe∂3xNe))‖
+ ‖∂3x(
1
n2e
)‖‖∂t(∂xNe∂3xNe)‖L∞ .
By direct computation, we have
‖∂t(∂xNe∂3xNe)‖L∞ ≤ C(‖∂txNe‖L∞‖∂3xNe‖L∞ + ‖∂xNe‖L∞‖∂t∂3xNe‖L∞ , (3.72)
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and
‖∂t∂2x(∂xNe∂3xNe)‖ ≤C(‖∂xNe‖L∞‖∂t∂5xNe‖+ ‖∂2xNe‖L∞‖∂t∂4xNe‖
+ ‖∂3xNe‖L∞‖∂t∂3xNe‖+ ‖∂4xNe‖L∞‖∂t∂2xNe‖
+ ‖∂5xNe‖L∞‖∂txNe‖.
(3.73)
Thus by (3.26), (3.41), (3.72) and (3.73), Sobolev embedding theorem and Lemma 3.2-3.3,
I2121 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)(1 + |||(Ne, U)|||2ǫ ).
By integration by parts, we have
I2122 =− 3H
2
4
ǫ6
∫ {
∂x(
1
neni
)∂3xNe −
ǫH2
4
∂x(
1
n3eni
)∂5xNe
}
∂t∂
2
x(∂xNe∂
3
xNe)
− 3H
2
4
ǫ6
∫ { 1
neni
∂4xNe −
ǫH2
4
1
n3eni
∂6xNe
}
∂t∂
2
x(∂xNe∂
3
xNe).
By direct computation, we note that ∂x
1
n3eni
has same estimate with (3.37), thus by (3.73),
Sobolev embedding theorem and Lemma 3.1-3.3, we have
I2122 ≤ C1(1 + ǫ2|||(Ne, U)|||2ǫ)(1 + |||(Ne, U)|||2ǫ ).
Therefore, we have
I212 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ )(1 + |||(Ne, U)|||2ǫ),
and hence
I21 ≤ C1(1 + ǫ2|||(Ne, U)|||6ǫ)(1 + |||(Ne, U)|||2ǫ ).
The estimates of I12, I14, I16, I17, I19 and I20 are similar to that of I18. According to the
Lemma 2.4, we have
I22 ≤ C1(1 + ǫ2|||(Ne, U)|||4ǫ)(1 + |||(Ne, U)|||2ǫ ).
The proof of Lemma 3.5 is then complete. 
4. Proof of Theorem 2.5
Proof of Theorem 2.5 . Adding Propositions 3.1 with γ = 0, 1, 2 and Proposition 3.2
together, we obtain
1
2
d
dt
(‖U‖2H2 + ǫ‖∂3xU‖2L2) +
1
2
d
dt
{∫ ne
ni
(
2∑
i=0
|∂ixNe|2 + ǫ|∂3xNe|2)
}
+
1
2
d
dt
{∫
ǫ(
n2e
ni
+
H2
8neni
)(
3∑
i=0
|∂ixNe|2 + ǫ|∂4xNe|2)
}
+
3H2
16
d
dt
{∫ ǫ2
ni
(
4∑
i=0
|∂ixNe|2 + ǫ|∂5xNe|2)
}
+
H2
8
d
dt
{∫ ǫ3
n2eni
(
5∑
i=0
|∂ixNe|2 + ǫ|∂6xNe|2)
}
≤C(1 + ǫ2|||(Ne, U)|||6ǫ)(1 + |||(Ne, U)|||2ǫ ).
(4.1)
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Integrating the inequality (4.1) over (0, t) yields
|||(Ne, U)(t)|||2ǫ ≤ C|||(Ne, U)(0)|||2ǫ +
∫ t
0
C1(1 + ǫ
2|||(Ne, U)|||6ǫ )(1 + |||(Ne, U)|||2ǫ)ds
≤ C1|||(Ne, U)(0)|||2ǫ +
∫ t
0
C1(1 + ǫ
2C˜)(1 + |||(Ne, U)|||2ǫ )ds,
where C is an absolute constant.
Recall that C1 depends on |||(Ne, U)|||2ǫ through ǫ|||(Ne, U)|||2ǫ and is nondecreasing. Let
C′1 = C1(1) and C2 > C supǫ<1 |||(uǫR, φǫR)(0)|||2ǫ . For any arbitrarily given τ > 0, we choose
C˜ sufficiently large such that C˜ > e4C
′
1τ (1+C2)(1+C
′
1). Then there exists ǫ0 > 0 such that
ǫC˜ ≤ 1 for all ǫ < ǫ0, we have
sup
0≤t≤τ
|||(Ne, U)(t)|||2ǫ ≤ e4C
′
1τ (C2 + 1) < C˜. (4.2)
In particular, we have the uniform bound for (Ne, U),
sup
0≤t≤τ
(
‖(Ne, U)‖2H2 + ǫ‖(∂3xNe, ∂3xU)‖2L2
+ ǫ2‖∂4xNe‖2L2 + ǫ3‖∂5xNe‖2L2 + ǫ4‖∂6xNe‖2L2
)
≤ C˜.
(4.3)
On the other hand, by Lemma 3.1 and (4.3), we have
sup
0≤t≤τ
‖Ni‖2H2 ≤ C˜.
It is now standard to obtain uniform estimates independent of ǫ by the continuity method.

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