Consider power allocation for Secondary User (SU) packet transmissions over multiple channels with variable Primary User (PU) arrival rates in cognitive radio networks. Two problems are studied in this paper: The first one is to minimize the collision probability with PUs and the second one is to maximize the data rate while keeping the collision probability bounded. It is shown that the optimal solution for the first problem is to allocate all power onto the best channel based on a certain criterion. The second problem with a per-channel power budget constraint is proven to be NP-hard and therefore a pseudo-polynomial time solution for the problem is proposed. When a total power budget for all channels is imposed in the second problem, a computationally efficient algorithm is introduced. The proposed algorithms are validated by numerical experiments.
INTRODUCTION
Spectrum access in Cognitive Radio Networks (CRNs) can be implemented in an Opportunistic Spectrum Access (OSA) manner [1] , where SUs transmit over a frequency band only if none of the PUs is transmitting in that band. By utilizing spectrum sensing, the SUs can decide to transmit if the sensing result indicates that all PU transmitters are inactive at this band.
In distributed CRNs with OSA approach, Medium Access Control (MAC) protocols usually work in a competing manner whereby the SUs compete for access opportunities, with the winning SU using the available channels while other SUs have to wait for the next competition. When multiple available channels exist, channel assembling technique can be utilized by the winner in order to support higher data rate and further improve spectrum utility, as discussed in [2] [3] [4] [5] . Traditionally, waterfilling is adopted for power allocation among multiple channels. However, this approach may lead to high probability of collision between SU and PU activities. If such collision happens, i.e., PUs appear during an SU packet transmission, SUs must release the channel immediately in order to make room for PUs, resulting a possible cost to SUs. Recently, the authors of [6] introduced a risk-return model for SUs in which the cost of this collision in a given band is modeled as a rate loss depending on the power level allocated to this band. Under this model, the optimal power allocation strategy turns out to be similar to the traditional waterfilling. However, in practice, the full impact of such collision is much more than just the wasted transmission power or the associated rate loss. It includes other important ramifications, such as the resulted SU packet loss, the delay and the overhead in the handshake process between SU communication pairs. Hence, modeling this collision just as a rate loss is insufficient.
In this work, we directly minimize or constrain the collision probability. Specifically, we consider two optimal power allocation problems for the case where SUs access the channels in a competing manner and only the winner can utilize the vacant channels for packet transmission after competition. One problem is to minimize the collision probability of an SU packet with PUs. The other one is to maximize the data rate given the upper bound of SU packet collision probability.
The rest of the paper is organized as follows. The system model is given in Sec. 2 while the optimal power allocation problems are described and analyzed in Sec. 3. Then various algorithms are designed to solve the problems in Sec. 4. Numerical results and corresponding discussions are presented in Sec. 5, before the paper is concluded in Sec. 6.
SYSTEM MODEL
For notational convenience, we use the notation SU to indicate a secondary user communication pair in the following paragraphs. Assume that there are M channels available to the winner after channel competition and sensing. Suppose a PU service requires only one channel and all of these channels have identical bandwidth B. Due to hardware constraint, an SU can assemble up to N channels for a packet transmission. Those channels can be either neighboring to each other or separated in the spectrum domain. Therefore, considering channel availability and hardware constraint, the SU can utilize up to min{M, N } channels for a packet transmission.
When OFDM is utilized, each of those channels contains further S subchannels corresponding to the subcarriers in the system. The channel state, noise density and the SU's allocated power for the jth subchannel in channel i is denoted by h i,j , n i,j , and p i,j respectively, where i ∈ I, I = {1, · · · , M } and j ∈ J, J = {1, · · · , S}. Each subcarrier has equal bandwidth b, where Sb = B. If a transmission scheme other than OFDM is performed where there are no subchannels, h i,j , n i,j , and p i,j will become h i , n i , and p i respectively.
Assume that the arrival of the PU services follows Poisson process with rate λ i in channel i, i ∈ I. In a period τ , the probability that there is no PU arrival in channel i is given by P i (τ ) = e −λiτ . Assume further that PU services are independent among different channels. Therefore, the probability that there is no PU arrival in a given channel set C s during period τ , denoted by P Cs (τ ), is obtained by
If there is no collision with PUs, the time required to transmit an SU packet, denoted as T , is given by
where L p is the packet length and the denominator is the achieved capacity. Without loss of generality, we merge n i,j b and |h i,j | 2 by defining h
where i ξ i ≤ min{M, N }. ξ i indicates whether channel i is utilized by an SU packet transmission or not. It is assumed that the set of assembled channels for an SU packet is fixed during its transmission. Based on Eqs. (1), (2), and (3), the probability that a packet is transmitted without collision with a PU activity can be formulated as
OPTIMIZATION PROBLEMS AND ANALYSIS

Minimizing the collision probability
Based on the above system model and for a given power budget, the optimization problem of minimizing the probability that an SU packet will collide with PUs, i.e., minimizing 1 − P r , can be derived as
where p t is the total power budget. As illustrated in (6), two cases for power constraint are considered, either there is a total power budget or there exists a power constraint for each channel. The condition i ξ i ≥ 1 is introduced so that at least one band is used by the winning SU to send its packet. For a fixed set of selected channels and the packet length, the probability that an SU packet collides with PUs will be reduced if the data rate 1 increases. Since waterfilling is the optimal power allocation scheme for the total power budget case, once the channels are selected, waterfilling must be utilized. Similarly, in the per-channel power constraint case, the maximum power should be used in each of the selected channels, while among subchannels within a particular channel the power is still allocated in the waterfilling manner.
Proposition 1 The optimal solution for problem (5) is to allocate the whole power to only one channel i which gives the minimum value of
is the solution of waterfilling for channel i with p t .
Proof
We prove it by contradiction. Assume that i ξ i = ℓ ≥ 2, i.e., ℓ channels are utilized as the optimal solution in the total power constraint case. Without loss of generality, we assume that those ℓ channels are sorted from low to high according to their
values, where i ∈ {1, · · · , ℓ} and i j p i,j = p t . By dropping channel ℓ, i.e., setting p ℓ,j = 0, ∀j, we have
which is a contradiction since it gives us a better optimal point with smaller number of channels 2 . Similar result can be applied to the single channel power constraint case.
Maximizing the data rate with a collision probability constraint
Another formulation is to maximize the data rate while keeping the collision probability below a threshold value. Then the optimization problem becomes
where γ 0 = − log(1 − P rc0 )/L p and P rc0 is the maximum tolerable level of the collision probability.
If we ignore the hardware constraint in (11) and consider only the per-channel power constraint, the problem becomes
Proposition 2 The optimization problem (12)-(13) which is a special case of the optimization problem (9)-(11) is NP-hard.
Proof Let p ′ i,j be the solution of (12)-(13) and let us also
where p * i,j denotes the waterfilling solution in channel i with power budget p t . Thus, the problem becomes
For channel i with λ i −γ 0 v i ≤ 0, we must set q i = 1, because this choice of variable satisfies the constraint and increases the value of objective function. On the other hand, for the channels that satisfy λ i − γ 0 v i > 0, we must solve the following optimization problem:
s.t.
′′ v j q j and I ′′ = I − I ′ is the complement of set I ′ . Clearly, (15) is a knapsack problem. Furthermore, we can start from an instance of a knapsack problem and reduce it to the equivalent power allocation problem (12)-(13) in polynomial time. Hence, the power allocation problem (12)-(13) is NP-hard.
ALGORITHMS FOR POWER ALLOCATION
In what follows, we propose two different algorithms for the data rate maximization problem under various power constraints.
Power allocation with a per-channel power constraint
For the per-channel power constraint case, based on our discussion in the proof of Proposition 2, we can re-formulate the problem as
where w i = λ i − γ 0 v i denotes the weight of channel i. Inspired by the dynamic programming algorithm for the knapsack problem, we propose a pseudo-polynomial time algorithm as follows. Define m(i, x, n) to be the maximum value of the objective function that can be attained with weight less than or equal to x, given channels (or items in the knapsack problem) selected from set {1, 2, . . . , i} with at most n channels. It is easy to see that the following equations hold: 
Since neither w i nor v i are required to be integers, a topdown approach in dynamic programming is utilized. Therefore, the final result, i.e., m(M, 0, min{M, N }), can be calculated in a recursive manner through dynamic programming.
Power allocation with a total power constraint
We now introduce a highly efficient heuristic algorithm for the total power constraint case as illustrated in Algorithm 1. This algorithm is based on the fact that a channel with a smaller
, ∀i ∈ I and j p i,j = p t , may better satisfy the probability constraint.
Define [R, p] := wf (m, n, p) as the waterfilling function using from the m-th to the n-th channels with power budget p, where R is the resulted capacity and p is the resulted power allocation vector. In this algorithm, firstly waterfilling is done for each of channel individually with the total power budget. By doing so, we can check the feasibility of the problem and sort the channels from low to high according to λ i L p / S j=1 b log(1 + h ′ i,j p i,j ), ∀i ∈ I and j p i,j = p t . Let this new ordered channel set be I o . Based on the resulted ranking, we form a set with channel index from the first one to the largest possible one, i.e., to make the set have as many channels as possible while keeping the probability and the hardware constraints satisfied. The reason is that with a total power budget, the larger number of channels we utilize, the higher the capacity it can potentially achieve through waterfilling.
Algorithm 1 : A sub-optimal algorithm 
NUMERICAL RESULTS AND DISCUSSIONS
In this section, the performance of the proposed algorithms are evaluated via numerical experiments. In both of the perchannel and the total power budget constraint cases, two scenarios when N ≥ M and N < M are investigated. The default parameters are summarized in Table 1 . In order to evaluate the performance of the proposed algorithms, an exhaustive search algorithm is considered as the benchmark. All the illustrated results are the average values of over 100 runs. 
Per-channel power constraint case
The pseudo-polynomial time algorithm is compared with the exhaustive search algorithm in two aspects: The achieved data rate and the computational complexity represented by the machine running time. In our numerical experiments we observed that the pseudo-polynomial time algorithm always finds the optimal solution. Therefore we do not plot these results explicitly. The running time with respect to the number of channels M is plotted in Fig. 1 when N ≥ M , i.e., with sufficient hardware on SUs. As observed from Fig. 1 , when the number of total channels grows, the time used by exhaustive search increases dramatically. We have also observed that the pseudo-polynomial time algorithm consumes slightly more time than the exhaustive search does when M is small, i.e, M < 7 in this example, although not observable in the current plotting. It means that when only a few channels are available, the exhaustive search method is a good option. However for a large M , the pseudopolynomial time algorithm through dynamic programming is preferable. Similar results have been observed when N < M however not illustrated here due to page limit. 
Total power constraint case
In Fig. 2 , we illustrate the capacity as a function of the mean value of the PU arrival rate among channels in the total power budget case. The total power budget is 8×10 −2 W, and the PU Poisson arrival rate among different channels, λ i , is uniformly distributed with the mean valueλ and the variance of 300, while other parameters follow the default values.
Two cases, N = M = 10, and N = 6 while M = 10, are studied. From Fig. 2 , we can observe that the capacity of the algorithms in both cases is relatively stable initially and decreases as the average PU arrival rate increases. When the mean arrival rate of PU service is small, most of the channels can be utilized for packet transmission while the collision probability constraint is satisfied. When the mean PU arrival rate becomes larger, the number of channels that can make the probability constraint satisfy decreases. Given the same total power budget constraint, with smaller number of assembled channels, i.e., less bandwidth, the capacity will be reduced.
Comparing the capacity of the sub-optimal and the exhaustive search algorithms, the capacity of the sub-optimal algorithm is quite close to that of the exhaustive search method.
Furthermore, with respect to computational complexity, the number of times for executing the waterfilling algorithm is only proportional to M using the sub-optimal algorithm while it is exponential to M in the exhaustive search method.
CONCLUSIONS
In this paper, power allocation in CRNs is considered from two aspects, minimizing the collision probability with PUs and maximizing the data rate with constraint collision probability. The optimal solution of the first problem is provably to put full energy on the single best channel while the second problem is proven to be NP-hard in the per-channel power constraint case. Therefore a dynamic programming method is proposed for power allocation with a per-channel power constraint. A highly efficient heuristic algorithm is introduced for power allocation with a total power constraint. As expected, the numerical results demonstrate that the dynamic programming achieves the optimized result, and that the heuristic algorithm is capable of achieving a data rate close to the global optimal value at very low computational complexity.
