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The 0–1 multidimensional knapsack problem (0–1 MKP) is a well-known (and stronglyNP-hard) combinatorial opti-
mization problem with many applications. Up to now, the majority of upper bounding techniques for the 0–1 MKP have
been based on Lagrangian or surrogate relaxation. We show that good upper bounds can be obtained by a cutting plane
method based on lifted cover inequalities (LCIs). As well as using traditional LCIs, we use some new ‘global’ LCIs, which
take the whole constraint matrix into account.
 2007 Elsevier B.V. All rights reserved.
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A 0–1 Multidimensional Knapsack Problem (0–1 MKP) is a problem of the form:0377-2
doi:10.
* Co
E-mmaxfcTx : Ax 6 b; x 2 f0; 1gng;
where c 2 Znþ is the objective function vector, A 2 Zmnþ is the matrix of constraint coefficients, and b 2 Zmþ is
the vector of right-hand sides. In other words, the 0–1 MKP is the special case of integer programming in
which all variables are binary, all constraints are of ‘less-than-or-equal-to’ type, and all objective and con-
straint coefficients are positive integers.
There is a vast literature on the 0–1 MKP. For detailed surveys on applications, complexity results, approx-
imation algorithms, heuristics, upper bounds and exact algorithms, we refer the reader to Fre´ville [10], Kel-
lerer et al. [23] and Fre´ville and Hanafi [11]. We mention only that the 0–1 MKP is strongly NP-hard
[13], though, if the number of constraints is bounded by a constant, it can be solved in pseudo-polynomial
time by dynamic programming. Current exact methods can run into difficulties even for instances with
n 6 200 and m 6 5, although larger instances can be solved if they have special structure.217/$ - see front matter  2007 Elsevier B.V. All rights reserved.
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research on upper bounds has tended to concentrate on Lagrangian, surrogate (and composite) relaxations.
We will show that, in fact, very good upper bounds can be obtained with a cutting plane approach. As poten-
tial cutting planes we consider lifted cover inequalities (LCIs), which are already well known in the integer pro-
gramming literature. However, we also propose a stronger class of inequalities, which we call ‘global’ LCIs,
which take the whole constraint matrix into account.
Surprisingly, despite the fact that LCIs are known to be effective cutting planes, and are even included in
many commercial integer programming packages, we are only aware of two works in which they are applied to
the 0–1 MKP. Gabrel and Minoux [12] performed experiments with a very restricted form of LCIs, the so-
called extended cover inequalities, and Bektas and Oguz [4] used only cover inequalities, with no lifting at all.
The rest of the paper is structured as follows. In Section 2, we review the literature on LCIs and show how
they relate to the 0–1 MKP. In Section 3, we introduce the global LCIs and explain how lifting can be per-
formed effectively. Then, in Section 4, we consider the separation problem associated with the various inequal-
ities, i.e., the problem of detecting when an inequality in a given class is violated by the solution of a given LP
relaxation. In Section 5, we present extensive computational results using the standard OR-LIB instances.
Finally, some concluding remarks are given in Section 6.
Throughout the paper, we use the following notation and terminology. The feasible region of the linear pro-
gramming relaxation of the problem will be denoted byP :¼ fx 2 ½0; 1n : Ax 6 bg;
where n, A and b are assumed to be fixed throughout the paper. The convex hull of feasible integer solutions
will be denoted byPI :¼ convfx 2 f0; 1gn : Ax 6 bg:
We will assume that the ith knapsack constraint, i.e., the ith inequality in the system Ax 6 b, takes the formXn
j¼1





:Then, we havePI 
\m
i¼1
Qi  Pand for most problems of practical interest both containments are strict.
2. Lifted cover inequalities
2.1. Motivation
In theory, it is possible to optimise a linear function over
Tm
i¼1Qi in pseudo-polynomial time. This can be
done, for example, by Lagrangian decomposition [17], or by using the so-called Fenchel cuts [5]. However,
for large n, these methods are far too time-consuming. A more practical method, originally suggested by
Crowder et al. [8] in the context of general 0–1 integer programs, is to approximately optimise over
Tm
i¼1Qi
via the following cutting plane method:
1. Solve the initial LP relaxation by primal simplex.
2. Let x* be the solution vector. If x* is integer, output the optimal solution and stop.
3. For each i, attempt to find inequalities which are valid for Qi and violated by x*.
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5. Add the violated inequalities to the LP as cutting planes.
6. Re-optimise the LP by dual simplex and go to step 2.
This method relies on having knowledge about valid inequalities for 0–1 knapsack polytopes. Crowder
et al. found that one particular class of valid inequalities, the lifted cover inequalities, were very effective.
These inequalities were first discovered independently in 1975 by Balas [2] and Wolsey [24], and have since
been studied and generalised by many authors (see, e.g., [1]). Gu et al. [14] obtained particularly good com-
putational results applying LCIs to general 0–1 integer programs, and we will be using their algorithmic
framework as a ‘benchmark’.
2.2. Definition
Consider a 0–1 knapsack polytope of the formQ :¼ convfx 2 f0; 1gn : aT x 6 bg;
where in this subsection and the next we drop the i subscript. We say that the set C  N ¼ f1; . . . ; ng is a cover
if it satisfies
P
j2Caj > b. Given any cover C, the cover inequality
P
j2Cxj 6 jCj  1 is clearly valid for Q. More-
over, the strongest cover inequalities are obtained when the cover C is minimal, in the sense that no proper
subset of C is also a cover.
In general, even minimal cover inequalities do not induce facets of Q. To make them facet-inducing, one
must compute appropriate left-hand side coefficients for the variables in N n C, a process called lifting. The





ajxj 6 jCj  1;where the lifting coefficients aj satisfy 0 6 aj 6 jCj  1. Normally, lifting is done sequentially, i.e., one variable
at a time.
Example. Suppose the knapsack constraint isx1 þ x2 þ 2x3 þ 2x4 þ 3x5 6 3:
Since {1,2,3} forms a minimal cover, the cover inequality x1 þ x2 þ x3 6 2 is valid. Now, to lift x4, we can
solve the 0–1 knapsack problemmax
X3
j¼1
xj : x1 þ x2 þ 2x3 þ 2x4 6 3; x4 ¼ 1; x 2 f0; 1g4
( )
:Since the optimum to this is 1, x4 receives a lifting coefficient of 2 1 ¼ 1, giving the lifted inequality
x1 þ x2 þ x3 þ x4 6 2. Next, to lift x5, we can solve the 0–1 knapsack problemmax
X4
j¼1
xj : x1 þ x2 þ 2x3 þ 2x4 þ 3x5 6 3; x5 ¼ 1; x 2 f0; 1g5
( )
:Since the optimum to this is 0, x5 receives a lifting coefficient of 2 0 ¼ 2, giving the LCI
x1 þ x2 þ x3 þ x4 þ 2x5 6 2.
In general, different lifting sequences may give rise to different LCIs. Suppose, for example, that the knap-
sack constraint is7x1 þ 6x2 þ 4x3 þ 5x4 þ 5x5 6 14;
and the initial cover C is {1,2,3}. One can check that lifting x4 before x5 yields the LCI x1 þ x2 þ x3 þ x4 6 2,
whereas lifting in the reverse order yields the LCI x1 þ x2 þ x3 þ x5 6 2.
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have presented results which make lifting much easier. First, Balas and Zemel [3] showed how to compute, in
linear time, upper and lower bounds for the lifting coefficients which differ by at most one. For some variables,
the upper and lower bounds coincide and the lifting coefficient is therefore immediately determined. Second,
Zemel [26] presented a dynamic programming algorithm to compute exact lifting coefficients for the remaining
variables. The algorithm runs in OðjCjjN n CjÞ time, and is very fast in practice. Finally, Gu et al. [16] showed
how to strengthen the Balas–Zemel bounds without significantly increasing the time taken to compute them.
As a result, even more lifting coefficients can be quickly fixed, leaving less work for Zemel’s algorithm to do.
We make use of all three of these developments in our cutting plane algorithm.
2.3. Down-lifting
Lifting can be viewed in the following way: we first take the face of Q defined by the equations xj = 0 for all
j 2 N n C. The cover inequality Pj2Cxj 6 jCj  1 induces a facet of this face. We then rotate this cover
inequality to make it a facet of the original knapsack polytope. As noted by Wolsey and others [14,21], an
analogous procedure can be performed with faces defined by equations of the form xj = 1. More precisely,
for any cover C and any subset D  C, the inequalityX
j2CnD





























bjxj 6 jC n Dj þ
X
j2D
bj  1:The process of computing coefficients for the variables fixed at 1 (i.e., the variables in D) is sometimes called
down-lifting. The computation of coefficients for the variables fixed at 0 (i.e., the variables in N n C) is some-
times referred to as ‘up-lifting’.
Example. Suppose the knapsack constraint is x1 þ 2x2 þ 2x3 þ 3x4 6 5, and we choose C = {1,2,4} and
D = {4}. The cover inequality x1 þ x2 6 1 is (trivially) valid for the restricted polytopeconvfx 2 f0; 1g2 : x1 þ 2x2 6 2g:




xj : x1 þ 2x2 þ 2x3 þ 3x4 6 5; x4 ¼ 0; x 2 f0; 1g4
( )
:Since the optimum to this is 3, x4 receives a lifting coefficient of 3 1 ¼ 2. The resulting LCI,
x1 þ x2 þ x3 þ 2x4 6 3, induces a facet of the original knapsack polytope.
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using up-lifting alone. Computational results in Gu et al. [14] show that using down-lifting as well as up-lifting
leads to a much more effective cutting plane algorithm. We will follow other authors in calling an LCI ‘simple’
if it has been derived without down-lifting.
A word of caution, however, must be made about down-lifting. If we choose a set D  C such that
maxj2NnDaj > b
P
j2Daj, then it will not be possible to perform up-lifting before down-lifting. One solution
to this difficulty is to remove one or more items from the set D.
Example. Suppose the knapsack constraint is x1 þ x2 þ 2x3 þ 3x4 6 4, and we choose C = {1,2,4} and
D = {4}. The cover inequality x1 þ x2 6 1 is (trivially) valid for the restricted polytopeconvfx 2 f0; 1g2 : x1 þ x2 6 1g:
If we now want to up-lift x3, we need to solvemaxfx1 þ x2 : x1 þ x2 þ 2x3 6 1; x3 ¼ 1; x 2 f0; 1g3g:
But this problem is infeasible. To avoid this difficulty, then, we could set D = ; instead. The resulting (simple)
LCI would then be x1 þ x2 þ x4 6 2.
As in the case of up-lifting, it is not actually necessary to solve a sequence of 0–1 knapsack problems to
perform down-lifting. Gu et al. [16] claim that Zemel’s algorithm can be adapted to compute all down-lifting
coefficients in OðjCjn3Þ time. Although this is polynomial, it is time-consuming in practice. A faster and
simpler alternative for down-lifting is to solve the LP relaxation of the auxiliary 0–1 knapsack instances, which
takes only Oðn2Þ time in total. Of course, one should round down the optimal value of each lifting LP to the
nearest integer, both to make the LCI as strong as possible, and to avoid having fractional lifting coefficients.3. Global lifted cover inequalities
3.1. Motivation
As mentioned above, the idea of using facets of the knapsack polytope to tackle more complex 0–1 integer
programs was already present in Crowder et al. [8]. They argued that, provided the constraint matrix A is
sparse, the intersection of the individual Qi should give a reasonable approximation toPI itself. They also gave
convincing empirical evidence that this was so.
In most instances of the 0–1 MKP, however, the constraint matrix A is dense. In this situation, we cannot
expect that valid inequalities derived from individual rows will always be useful, and it seems more sensible to
attempt to derive valid inequalities which somehow take into account the global structure of the problem. We
can of course resort to general-purpose cutting planes such as Gomory cuts, but these perform poorly for the
0–1 MKP [19]. Inequalities of a more ‘combinatorial’ nature seem to be needed. Some explorations in this
direction have been performed, for example, by Martin and Weismantel [20]. Here, we consider the most
straightforward generalization of the LCIs.
3.2. Definition
The 0–1 MKP has the following nice property: to check if the inequality
P
j2Cxj 6 jCj  1 is valid for PI , it
suffices to check if it is valid for Qi for some i (that is, whether the set C is a cover for at least one of the indi-
vidual knapsack constraints). This property is not shared by general 0–1 integer programs. Indeed, in general
it isNP-hard in the strong sense to check if such an inequality is valid, even for jCj ¼ 1, as is easily shown.
Given a cover inequality
P
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vidual Qi. By analogy with the standard LCIs, we say that a GLCI is simple if D = ;.
3.3. Lifting
In order to compute exact (i.e., best possible) up-lifting and down-lifting coefficients for GLCIs, one can
solve a sequence of 0–1 MKP instances, as illustrated in the following example.
Example. Suppose n = 5 and m = 3, and that our system Ax 6 b takes the form:x1 þ x2 þ x3 þ x5 6 2;
x2 þ x3 þ x4 þ 2x5 6 3;
x1 þ x4 þ x5 6 2:The set C = {1,4,5} forms a cover (third row). Suppose we set D = {5}. The restricted system, which we shall
denote by A0x 6 b0, becomesx1 þ x2 þ x3 6 1;
x2 þ x3 þ x4 6 1;
x1 þ x4 6 1:Immediately, we see that {1,4} forms a cover for the third row, giving the initial cover inequality x1 þ x4 6 1.
Now, to up-lift x2, we solve the 0–1 MKP:maxfx1 þ x4 : A0x 6 b0; x2 ¼ 1; x3 ¼ 0; x 2 f0; 1gng:
Since the optimum is 0, we have shown that the inequality x1 þ x2 þ x4 6 1 is valid for the restricted polytope.
In a similar way, we can uplift x3 to yield x1 þ x2 þ x3 þ x4 6 1. Finally, to down-lift x5 we solve the 0–1 MKP:maxfx1 þ x2 þ x3 þ x4 : Ax 6 b; x5 ¼ 0; x 2 f0; 1gng:
Since the optimum is 3, x5 receives a lifting coefficient of 3 1 ¼ 2. The resulting GLCI, which induces a facet
of PI , is x1 þ x2 þ x3 þ x4 þ 2x5 6 3.
The above lifting method is too time-consuming to be of use in practice, since computing even a single lift-
ing coefficient requires the solution of a 0–1 MKP. Our solution to this difficulty, as for the LCIs, is simply to
solve the LP relaxation of these 0–1 MKP instances, and round down to the nearest integer. In fact, this idea
appeared already in Wolsey [25], in the context of general 0–1 integer programs, but has apparently never been
tested computationally.
Although the resulting GLCIs are no longer guaranteed to induce facets of PI , they can still be much stron-
ger than standard LCIs, as the following example shows.
Example. Suppose our 0–1 MKP has n2
 
constraints of the form xj þ xk 6 1 for all 1 6 j < k 6 n.
Consideration of the first constraint yields the trivial cover inequality x1 þ x2 6 1. Now suppose we lift x3. The
solution of the LPmaxfx1 þ x2 : Ax 6 b; x3 ¼ 1; x 2 ½0; 1ng
has a value equal to 0. Therefore, x3 receives a lifting coefficient of 1, giving the inequality x1 þ x2 þ x3 6 1.
Similarly, when we lift x4 we obtain a lifting coefficient of 1, giving the inequality x1 þ x2 þ x3 þ x4 6 1.
Repeating this argument yields the GLCI x1 þ    þ xn 6 1.
This example also shows that the resulting GLCIs can have unbounded rank in the sense of Chva´tal [6],
since the rank of the inequality x1 þ    þ xn 6 1 is log2n.
Although this method for computing lifting coefficients involves a sequence of n jC n Dj ‘auxiliary’ LPs to
produce a single GLCI, each LP is obtained from the previous one by changing only one objective coefficient
and two bounds. Moreover, the early LPs in the sequence have a very small number of variables. Using a
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it takes to solve the LP relaxation of the original 0–1 MKP. Thus, the computational burden is not excessive.
3.4. Enhancements
The above lifting scheme, based on LP relaxations, can be enhanced in at least two ways:
(i) After one or more rounds of a cutting plane algorithm, many GLCIs may have already been generated.
These previously generated cuts can be added to the auxiliary LPs which are used to calculate the lifting
coefficients. Although the size of the LPs to be solved is increased, this might be outweighed by the pos-
sibility of generating better lifting coefficients.
(ii) Suppose that a lower bound L is available, obtained by running any heuristic for the 0–1 MKP. Then
one could add an additional inequality cTxP Lþ 1 to the auxiliary LPs. We will call this inequality
the optimality constraint. The resulting GLCIs will not in general be valid for PI, but they will cut off
only feasible integer solutions which are no better than the one we already have. (A similar idea was used
by Nobili and Sassano [22] for producing lifting coefficients in the context of set covering.) A potential
problem with this idea is that the auxiliary LPs can be infeasible. We discuss how to deal with this issue
in Section 4.2.
We report results obtained with these ideas in Section 5.
4. Separation
To use a class of valid inequalities as cutting planes, one must solve the associated separation problem, i.e.,
the problem of detecting when an inequality in that class is violated by the solution of a given LP relaxation. In
this section, we review some of the separation techniques that have been suggested for cover inequalities and
their variants, and propose some new ones.
4.1. Local lifted cover inequalities (LCIs)
Crowder et al. [8] showed that the separation problem for cover inequalities (without lifting) can be formu-
lated as a 0–1 knapsack problem. Since the knapsack problem is itselfNP-hard, they recommended simply
inserting items into the cover in non-decreasing order of the ratio ð1 xj Þ=aij (where x 2 ½0; 1n is the current
fractional solution and i is the index of the knapsack constraint in question). Later, it was proven that the
separation problem for cover inequalities isNP-hard [9], and the same is true for standard LCIs [15,18].
Gu et al. [14] suggested a rather different, and simpler, greedy heuristic for building the initial cover: simply
insert items in non-increasing order of xj . They provide computational results which illustrate the superiority
of their approach compared to that of Crowder et al. and we confirm this in Section 5. A possible explanation
is that the method used by Crowder et al. tends to lead to covers of smaller cardinality, which in turn leads to
more restricted lifting possibilities.
To our knowledge, the only paper which presents results for down-lifting is Gu et al. [14]. They present a
particularly effective separation heuristic for LCIs, which, when specialised to the 0–1 MKP, becomes the
following:
1. Take the current LP solution vector, x*. Let N 0 ¼ fj 2 N : xj ¼ 0g and N 1 ¼ fj 2 N : xj ¼ 1g.
2. Sort the variables in non-increasing order of xi (breaking ties arbitrarily).
3. For i ¼ 1; . . . ;m, do the following:
3.1. Let Si be the ‘support’ of the ith knapsack constraint, i.e., Si :¼ fj 2 N : aij > 0g.
3.2. Insert variables in Si into C in non-increasing order of xi , until a cover is obtained.
3.3. Make the cover minimal: delete elements from C as long as the property of being a cover is preserved.
3.4. Set D ¼ C \ N 1.
3.5. Construct the cover inequality
P
j2CnDxj 6 jC n Dj  1, which is valid for the restricted polyhedron.
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3.7. If the resulting inequality is not violated, stop.
3.8. Down-lift the variables in D.
3.9. Up-lift the variables in ðSi \ N 0Þ n C in arbitrary order.
3.10. Output the violated LCI.We found that the following refinements to this general scheme led to improvements in practice:
• In step 3, for a given i, if we haveX
j2SinN0
aij 6 bi;then x* is easily shown to belong to the knapsack polytope Qi. Therefore, it is impossible for a violated LCI
to be obtained from that row of the problem. Therefore, we immediately skip that row. Note that, as a re-
sult of this test, C \ N 0 ¼ ; always holds.
• In step 3.3, we omit elements from the cover in non-decreasing order of x*-value. This is a greedy heuristic
motivated by the fact that, if we delete element j, the violation of the cover inequality increases by 1 xj .
• If the down-lifting coefficients in step 3.8 all turn out to be 1, down-lifting will have been a waste of time. To
reduce the chance of this happening, we set D = ; in step 3.4 if either:
– Si n ðC [ N 0Þ ¼ ; (there would be no variables to uplift in step 3.6), or
–
P
j2Caij maxj2Cfaijg þmaxj2SinðC[N0Þfaijg 6 bi (all up-lifting coefficients would be 0 in step 3.6).
• Suppose that D 6¼ ;. If we encounter the difficulty mentioned in Section 2.3, i.e., if one of the coefficients on
the left-hand side of the reduced knapsack inequality exceeds the right-hand side, we remove one or more
items from D. More precisely, we compute the reduced knapsack capacityb0i ¼ bi 
X
j2D
aijand the maximum weight of the items to be up-lifted:amax :¼ max
k2SinðD[N0Þ
aik:If amax > b
0
i, we iteratively remove items from D until amax 6 b0i. As a greedy heuristic, we remove items from
D in non-decreasing order of aij.
• If, after the above steps, D = ;, we simply up-lift all variables using the bounds of [3,16] and the algorithm
of [26]. We up-lift variables in Si n ðC [ N 0Þ first, and check if the inequality is violated. If so, we proceed to
up-lift the variables in ðSi \ N 0Þ n C.
• If on the other hand D 6¼ ;, we use the bounds of [3,16] and the algorithm of [26] in step 3.6 only. In steps
3.8 and 3.9, on the other hand, we compute approximate lifting coefficients by solving the LP relaxation of
the auxiliary 0–1 knapsack problems, and rounding down to integers, as explained in Section 2.3.4.2. Global lifted cover inequalities (GLCIs)
After experimenting with various heuristics for GLCI separation, we decided in the end to use a scheme
which is very similar to the one described in Section 4.1. Specifically, we use exactly the same method to pro-
duce our initial covers (one for each row) and our down-lifting sets, and an analogous lifting order: first up-lift
variables in N n ðC [ N 0Þ, then down-lift variables in D, then up-lift variables in N 0 n C.
There is, however, one important difference. We sometimes have to remove additional items from D to pre-
vent having undefined lifting coefficients for items in N n ðC [ N 0Þ. This is because an item in this set, though it
may have a small coefficient aij in the row under consideration, might have a very large weight in one of the
other rows in the system. We implement this reduction in a simple greedy manner.
There is another issue. As mentioned in Section 3.4, if the optimality constraint cTxP Lþ 1 is added to the
auxiliary lifting LPs, it is possible to encounter infeasibility when computing up-lifting coefficients. Our solu-
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exists no integer solution with a profit larger than L that satisfies xk = 1 and xj = 1 for all j 2 D. Thus, in this
situation, one can simply generate the ‘special’ cover inequality xk þ
P
j2Dxj 6 jDj, which is easily seen to be
violated. Note that, when D = ;, the inequality reduces to xk 6 0, and therefore we can eliminate the variable
xk from the entire problem. Similarly, if infeasibility occurs while up-lifting a variable xk in step 3.9, one can
immediately eliminate the variable xk.5. Computational experiments
To evaluate the performance of the various inequalities and separation routines, we designed and coded a
cutting plane algorithm and conducted extensive computational experiments on a set of standard 0–1 MKP
test instances. The cutting plane algorithm took the following simple form:
1. Solve the initial LP by primal simplex. If the solution is integer, stop.
2. Call one or more separation algorithms for LCIs and/or GLCIs.
3. If any violated inequalities are found, add them to the LP, re-optimise the LP by dual simplex and go to 2.
4. Output the final upper bound and stop.
The algorithm was implemented in Microsoft Visual Studio.NET 2003 and called on functions from ver-
sion 10.0 of the ILOG CPLEX Callable Library. All the experiments were performed using a PC with an Intel
Pentium IV, 2.8 GHz processor and 512 MB RAM.
The set of instances used in our experiments was presented in Chu and Beasley [7] and contains 90 instances
in total, all of which have 100 variables. This set is divided into three different subsets of 30 instances with 5, 10
and 30 constraints. Each subset is further divided based on the tightness ratio a, which takes the values 0.25,
0.50 and 0.75 (10 instances in each case).
Table 1 shows some relevant information for these instances. There is one row for each set of 10 instances.
The first two columns show the number of constraints, m, and the tightness ratio, a. The following three col-
umns show the average, over the given 10 instances, of the profit of the integer optimum, the upper bound
given by the initial LP relaxation, and the average percentage difference between the two (sometimes called
the integrality gap). To our knowledge, the values for m = 30 (computed using CPLEX) have never been dis-
played before in the literature.
The last two columns in Table 1 are intended to represent some kind of ‘benchmark’ for the evaluation of
the strength of the LCIs and GLCIs. The column headed ‘G&M’ reports the average percentage of the inte-
grality gap closed by the Gabrel and Minoux [12] method, based on exact separation of extended cover
inequalities. The column headed ‘LR’ reports the average percentage gap closed by using the best possible













maxfcTx : x 2 P \ Qig:1
relevant data concerning the 90 Chu and Beasley instances
a (%) Optimum Initial UB %Gap G&M LR
25 24197.2 24438.4 0.99 3.45 6.43
50 43252.9 43449.5 0.45 4.69 10.33
75 60470.9 60663.8 0.32 5.15 10.58
25 22601.9 22960.5 1.59 0.62 1.45
50 42660.6 43000.8 0.80 1.28 2.68
75 59555.4 59844.2 0.48 0.57 2.62
25 21660.4 22305.3 2.97 0.00 0.00
50 41440.4 41994.8 1.34 0.00 0.03
75 59201.8 59693.6 0.83 0.00 0.10
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Boyd [5].
We remark that computing the best possible bound obtainable by Lagrangian decomposition, i.e., the opti-
mum over
Tm
i¼1Qi, seems to be out of the question for these instances (using current methods).
Table 1 reveals that the average integrality gap, and so the difficulty of the instances, is positively correlated
with the number of constraints, and negatively correlated with the tightness ratio. The extended cover inequal-
ities do not close a significant amount of gap; in fact they close no gap at all for m = 30. Lagrangian relaxation
closes a significant amount of gap for m = 5, but a negligible amount for larger m. This is probably due to the
fact that the interaction between different constraints becomes important when m is large.
In the following three subsections, we report results obtained with the various lifted cover inequalities.5.1. Local lifted cover inequalities (LCIs)
Table 2 reports the computational results obtained using local (i.e., traditional) LCIs only. For each set of
10 instances, and for six different separation strategies, we report the percentage of the integrality gap that was
closed by the addition of LCIs. The columns headed ‘simple’ (respectively, ‘general’) correspond to the case in
which only up-lifting is performed (respectively, both up- and down-lifting). The columns headed ‘CJP’
(respectively, ‘GNS’) correspond to the case in which the Crowder, Johnson and Padberg method (respec-
tively, the Gu, Nemhauser and Savelsbergh method) is used to select the initial cover. The columns headed
‘BOTH’ correspond to the following strategy: the Crowder et al. method is applied only when the Gu et al.
method fails.
Results are not given for m = 30, since no violated LCIs were found in that case. Moreover, we do not
report running times since they are negligible (less than 0.03 seconds).
Several conclusions can be drawn from these results. The Gu et al. method of cover selection is clearly supe-
rior to the Crowder et al. method. The use of down-lifting is also clearly worthwhile. This confirms statements
made in [14]. Also, as expected, the gap closed is smaller when m = 10 than when m = 5, since the LCIs do not
take into account the interaction of different constraints. Interestingly, the extended cover inequalities close a
slightly larger gap than the LCIs, despite the fact that they are less general. However, this is to be expected,
since the Gabrel and Minoux separation algorithm is exact (and time-consuming), whereas we are using a heu-
ristic for LCI separation.
We also experimented with several other strategies for the separation of LCIs, but they did not give sub-
stantially better results. In any case, the gaps closed by the LCIs are not impressive.5.2. Global lifted cover inequalities (GLCIs)
Results obtained from the application of global LCIs are given in Table 3. As expected, GLCIs perform
significantly better than local LCIs. In fact, for m = 10 and m = 30, they even outperform Lagrangian
relaxation.
The computational time required for GLCIs is quite short as well. More precisely, for m = 5 (respectively,
10, 30), the mean computational time for the combined separation scheme (BOTH) for GLCIs is 0.20 (respec-Table 2
Percentage gap closed by LCIs using different separation strategies
a (%) m Simple LCIs General LCIs
CJP GNS BOTH CJP GNS BOTH
25 5 2.46 2.82 2.86 2.79 3.24 3.50
50 5 2.97 3.46 3.87 3.75 4.67 4.85
75 5 3.47 3.61 3.82 4.35 5.67 5.85
25 10 0.39 0.36 0.38 0.48 0.56 0.59
50 10 0.69 0.65 0.74 1.00 1.18 1.30
75 10 0.15 0.21 0.21 0.29 0.56 0.56
Table 3
Percentage gap closed by GLCIs using different separation strategies
a (%) m Simple GLCIs General GLCIs
CJP GNS BOTH CJP GNS BOTH
25 5 2.55 4.25 4.28 3.31 5.85 6.41
50 5 3.12 3.69 4.11 4.22 6.88 6.90
75 5 3.84 4.61 4.63 4.58 5.89 6.12
25 10 0.50 2.92 2.92 0.90 5.61 5.61
50 10 0.72 1.84 1.86 1.45 5.37 5.39
75 10 0.29 0.35 0.35 0.58 2.79 2.85
25 30 0.09 1.39 1.39 0.31 2.44 2.44
50 30 0.03 0.55 0.56 0.51 4.64 4.64
75 30 0.00 0.22 0.22 0.29 3.75 3.75
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time taken to solve the 0–1 MKP instances to optimality by branch-and-bound or branch-and-cut.
We also experimented with various combined strategies, using local and global LCIs in different orders, but
the results obtained were not promising.
5.3. Enhanced GLCIs
In Section 3.4, we mentioned two simple ways in which the lifting coefficients for GCLIs could be improved.
The following three tables include results from the application of these ideas, both alone and in combination.
Table 4 corresponds to the idea of appending previously generated covers to the auxiliary lifting LPs. The gap
closed from the application of GLCIs is improved in this way, though not substantially.
Although one might expect the enlargement of the auxiliary LPs to increase the overall computational time
required, in practice the observed times were on average similar to those mentioned in Section 5.2. Indeed, a
general point is that the overall computing time is rather unpredictable, affected by the interaction between
factors such as cut quality, cut density, number of cuts generated, and number of rounds of separation
performed.
Table 5 includes the results obtained by adding the optimality constraint cT xP Lþ 1 to the auxiliary LPs.
The lower bound value L could have been derived using any primal heuristic for the 0–1 MKP. Here, however,
we chose to set L to the profit of the optimal integer solution to the 0–1 MKP, so that the results displayed
represent the best possible bounds that could be obtained by the application of this idea (with our separation
heuristics of course). For m = 5 and m = 10, there is a significant improvement in the gap closed. However,
this does not hold for m = 30. The mean computational time for m = 5 and m = 10 was slightly higher (0.3
and 0.95 seconds, respectively), while for m = 30 it was slightly lower (3.75 seconds).Table 4
Percentage gap closed by GLCIs using different separation strategies when the lifting LPs include the previously generated covers
a (%) m Simple GLCIs General GLCIs
CJP GNS BOTH CJP GNS BOTH
25 5 2.55 4.25 4.28 3.31 6.11 7.92
50 5 3.12 3.69 4.11 4.22 6.94 6.96
75 5 3.84 4.61 4.63 4.58 5.60 5.83
25 10 0.50 2.92 2.92 0.90 5.61 5.59
50 10 0.72 1.84 1.84 1.45 5.37 6.46
75 10 0.29 0.35 0.35 0.61 2.79 3.12
25 30 0.09 1.37 1.37 0.31 2.74 2.74
50 30 0.03 0.40 0.41 0.60 4.89 4.89
75 30 0.00 0.22 0.22 0.29 3.90 3.90
Table 5
Percentage gap closed by GLCIs using different separation strategies when the lifting LPs include the optimality constraint
a (%) m Simple GLCIs General GLCIs
CJP GNS BOTH CJP GNS BOTH
25 5 4.27 5.45 5.78 6.31 8.38 9.10
50 5 5.95 5.85 6.70 9.47 10.83 11.29
75 5 7.70 8.21 8.66 11.95 12.37 13.54
25 10 1.10 2.46 2.87 2.32 6.83 7.07
50 10 2.40 2.62 3.16 3.37 7.31 7.35
75 10 1.35 1.76 2.10 3.49 6.20 6.33
25 30 0.00 1.32 1.34 0.00 2.55 2.34
50 30 0.07 0.53 0.53 0.61 4.60 4.31
75 30 0.07 0.51 0.52 0.32 4.73 3.77
Table 6
Percentage gap closed by GLCIs using different separation strategies when the lifting LPs include the previously generated covers and the
optimality constraint
a (%) m Simple GLCIs General GLCIs
CJP GNS BOTH CJP GNS BOTH
25 5 4.24 5.88 6.24 7.11 14.08 14.69
50 5 6.21 6.43 7.56 12.53 14.19 14.59
75 5 8.06 8.47 9.55 16.57 19.92 21.81
25 10 1.11 2.99 4.03 2.71 8.58 8.72
50 10 2.60 3.14 3.45 5.33 9.27 10.94
75 10 1.63 2.09 2.81 5.09 10.03 10.62
25 30 0.00 1.31 1.31 0.00 2.55 2.55
50 30 0.07 0.47 0.47 0.71 4.60 4.99
75 30 0.07 0.52 0.53 0.31 4.73 4.73
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and m = 10, the improvement is quite substantial. For m = 30, even though there is still an improvement, it is
not as significant. Using this configuration, the computational times were the highest observed: 1.40, 4.05 and
6.15 seconds, respectively, for m = 5, m = 10 and m = 30. In our view, however, this increased computational
time is justified by the improvement achieved in terms of the gap closed. We also applied this specific lifting
strategy to a series of easier (uncorrelated) instances contained in the mknap1 dataset of the OR-library. For
all seven instances in this dataset we were able to quickly close 100% of the integrality gap.
6. Concluding remarks
We have seen that LCIs can be successfully applied to the 0–1 MKP for the derivation of upper bounds.
Local LCIs can be useful for instances with a small number of constraints, but they perform poorly for
instances with many constraints. Global LCIs perform reasonably well in all cases, since they can capture
more information contained in the constraint matrix. Moreover, the computational burden for their deriva-
tion is not excessive.
Adding the previously generated covers to the auxiliary LPs can improve the upper bounds derived. Fur-
ther improvement can be achieved by adding an optimality constraint to the auxiliary LPs as well, assuming
that a lower bound is available.
Our preferred separation scheme not only combines heuristic ideas that were present in Crowder et al. [8]
and Gu et al. [14], but also includes a series of refinements. Of great importance in this scheme is to produce
general LCIs instead of simple LCIs, i.e., to use down-lifting, whenever possible.
K. Kaparis, A.N. Letchford / European Journal of Operational Research 186 (2008) 91–103 103The upper bounds that we obtain using the enhanced version of GLCIs dominate, to our knowledge, all of
the available upper bounds in the literature for the 0–1 MKP. Nevertheless, we believe that there is room for
improvement. One idea that merits investigation is the use of generic knapsack facets (such as Fenchel cuts [5])
in combination with GLCIs. Since generation of generic knapsack facets is time-consuming, one might gen-
erate them only when LCI or GLCI separation fails.
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