This paper establishes new Foster-type criteria for a Markov chain on a general state space to be Harris recurrent, positive Harris recurrent, or geometrically ergodic. The criteria are based on drift conditions involving stopping times rather than deterministic steps. Meyn and Tweedie (1994) developed similar criteria involving random-sized steps, independent of the Markov chain under study. They also posed an open problem of finding criteria involving stopping times. Our results essentially solve that problem. We also show that the assumption of ψ-irreducibility is not needed when stating our drift conditions for positive Harris recurrence or geometric ergodicity.
Introduction
The classical Foster criterion is well known for verifying whether an irreducible Markov chain on a countable state space is positive recurrent. Intuitively, this criterion assumes that the chain tends to drift (in unit steps) towards some small subset of the state space, and the chain does not wander too far when it makes a one-step transition out of this set.
This paper addresses the following issue. Can we find analogous drift criteria for Markov chains on general state spaces that are based on steps that may be larger than one or on random steps? Specifically, are there drift criteria that are sufficient for Harris recurrence, positive Harris recurrence, or geometric ergodicity?
The first study that addressed such issues was Filonov [3] (see also [7] ). Filonov gave a sufficient drift condition for a Markov chain on a countable space to be ergodic for steps that are stopping times. Meyn and Tweedie [6] obtained similar results for Markov chains on arbitrary state spaces for deterministic steps. They also derived a sufficient condition involving steps that are conditionally independent of the Markov chain (given a fixed initial state), with tail probabilities that satisfy a certain property. Because of this property, their random statedependent drift criterion is not a generalization of their deterministic version.
In this paper, we present new Foster-type drift conditions involving steps that are stopping times with respect to a filtration that preserves the Markovian property of the Markov chain under study. In Theorem 3, we provide a sufficient condition for a Markov chain on a general state space to be Harris recurrent. It is based on a drift condition for steps that are stopping times with respect to a suitable filtration. Theorems 2.1(i) and 2.2(i) in [6] An important feature of our Theorems 4, 5, and 6 for establishing positive Harris recurrence and geometric ergodicity is that they do not require the Markov chain to be ψ-irreducible. Costa and Dufour [1] also showed that the ψ-irreducibility assumption is not needed for the one-step drift condition for positive Harris recurrence. Another subtlety in their drift condition is that it uses extended real-valued test functions -our conditions, and those in [6] , simply use real-valued test functions.
Preliminaries
We will study the type of Markov chain discussed in [5] . Let X := {X n } ∞ n=0 be a Markov chain with respect to a filtration F := {F n } ∞ n=0 on an arbitrary state space E equipped with a countably generated σ -field E (for example, E could be a Polish space equipped with its Borel σ -field E ). The underlying probability space for the process is ( , A, P).
We will frequently use stopping times of the form τ A := inf{n ≥ 1 : X n ∈ A}, A ∈ E . A set C ∈ E is petite if there exist a nontrivial measure µ on E and a probability measure α on the nonnegative integers such that
The Markov chain X is ψ-irreducible if there exists a nontrivial measure ψ on E such that
A Harris recurrent Markov chain has a unique invariant measure (up to constant multiple), and the chain is positive Harris recurrent if the measure is finite.
The Markov chain X is geometrically ergodic if there exists a function M : E → R + and a ρ < 1 such that sup
We will use the following results from [6] .
Theorem 1. Suppose that the Markov chain X is ψ-irreducible.
(i) ([6, Theorem 3.
1(i)].) The Markov chain X is Harris recurrent if there is a petite set
(ii) ([6, Theorem 3.
2(i)].) The Markov chain X is positive Harris recurrent if and only if there is a petite set
.) The Markov chain X is geometrically ergodic if it is aperiodic and there exist a petite set C ∈ E and a κ > 1 such that 
Results
For the following results, we assume that the underlying probability space for the Markov chain X has the additional structure that there is a shift operator θ : → such that X n (ω) = X 0 (θ n ω), where θ 0 = I (the identity mapping on ) and θ n = θ • θ n−1 , n ≥ 1. If ( , A) is the canonical probability space (i.e. the sequence space E ∞ equipped with the product σ -field), then θ is just the usual shift operator for sequences.
Associated with a stopping time τ , define random variables 0
Note that each τ n is an F -stopping time and, by the strong Markov property (which holds because our time index is discrete), the process X n := X τ n , n ≥ 0, is also a Markov chain with respect to the filtration F τ := {F τ n } ∞ n=0 . In addition to the first entrance time τ A to the set A, we will use
Our first result provides a sufficient condition for X to be Harris recurrent.
Theorem 3.
Suppose that the Markov chain X is ψ-irreducible and there exist an f : E → R + that is unbounded off petite sets, a finite F -stopping time τ ≥ 1, and a petite set C such that
Then X is Harris recurrent.
Proof. Proceeding as in the proof of [6, Theorem 2.1(i)], define U n = f (X n ) 1 {σ C ≥n} , where 1 {·} is the indicator function. Clearly, σ C is an F τ -stopping time. This fact, along with our drift condition (1) gives
This implies that U := {U n } ∞ n=0 is a nonnegative supermartingale with respect to the filtration F τ , so it converges almost surely (a.s.) to a finite limit. Notice that if σ C < ∞ a.s., then the limit must be zero a.s.
Consider the set N given in Theorem 2, and suppose that it is nonempty (otherwise we would be done). Notice that, while on the set N = {X k ∈ N, k ≥ 0}, we only have to consider the case when lim n→∞ f (X n ) = ∞ a.s. on N , since f is unbounded off petite sets and P x (X n ∈ G infinitely often) = 0 for any petite set G ⊆ N and any x ∈ N , by Theorem 2 (if the limit inferior is finite with positive probability, then the contrapositive of the second part of Theorem 2 allows us to conclude that the chain is Harris recurrent). Therefore, lim n→∞ f (X n ) = ∞ a.s. on N , which means that σ C < ∞ a.s. on N (notice the use
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1197 of the supermartingale U ). Since τ n < ∞ a.s. for each n, we also know that σ C < ∞ a.s. on N . Now assume that N c is nonempty (if it is empty, then our proof is complete by Theorem 1(i)). From Theorem 2, we know there is a petite set D ⊂ N c such that ψ(D) > 0, since ψ(N) = 0. From Harris recurrence on N c , it follows that P x (σ D < ∞) = 1, x ∈ N c . However, for all paths not in N , it follows that σ D < ∞ a.s. for any initial point y, because N c is an absorbing set.
From [5, Theorem 5.5.5], we know that C ∪ D is petite. Thus, for any x ∈ E,
which, using Theorem 1(i), completes the proof.
The following lemma will be used in the rest of our proofs.
Lemma 1. If there is a petite set
Proof. Since C is petite, there exist a probability measure α(·) and a nontrivial measure ψ such that
Fix y ∈ E. Since P y (τ C < ∞) > 0, there exists an integer n 0 such that P y (X n 0 ∈ C) > 0. Thus, for any set B ∈ E such that ψ(B) > 0,
The following result is an extension of [4, Theorem 1] to the random-drift setting. Conditions (3)-(6), below, are similar to conditions (L1)-(L4) in [4] . 
Theorem 4 is a generalization of many standard methods. When η = τ , we have the general state space analogue of Filonov's result. In particular, if η = τ = g(X 0 ) for some function g and f is bounded on C, we end up with Meyn and Tweedie's criterion found in [6] . Another special case of Theorem 4 is Dai's method [2] , which involves the use of fluid limits; see [4] for details on how this method is equivalent to satisfying certain drift criteria.
Proof of Theorem 4. In addition to our sequence {τ n } ∞ n=0 , we introduce another sequence, {η n } ∞ n=0 , where η 0 = 0 and, for n ≥ 0, η n+1 = η n + η • θ τ n . Note that, by induction,
Let ν := inf{n ≥ 0 : τ n ≥ σ C }. This is an F τ -stopping time since it is easy to see that {ν ≤ n} ∈ F τ n . We will now show that {Y ν∧n } ∞ n=0 is an F τ -supermartingale, where
Notice that, on the set {ν > n},
Using (7), we obtain
The first inequality follows from (6), since ν > k implies that X 0 (θ τ k ω) / ∈ C. After taking limits, while using (8) and σ C ≤ τ ν , we see that, for x / ∈ C,
For x ∈ C, we obtain
Now, by (9),
Using this with (2), (5), and (10), we have
Then X is positive Harris recurrent by Lemma 1 and Theorem 1(i).
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Our next result provides sufficient conditions for X to be geometrically ergodic.
Theorem 5. The Markov chain X is geometrically ergodic if it is aperiodic and there exist an
f : E → [1, ∞), an F -stopping time τ ≥ 1, a petite set C, and a constant κ > 1 such that
Proof. This proof is similar to the proof of Theorem 4. Let Y n := κ τ n f (X τ n ). Then, on the set {ν > n},
This shows that {Y ν∧n } ∞ n=0 is a nonnegative supermartingale with respect to
Letting n → ∞ and applying the monotone convergence theorem, we have
Combining these observations yields E x [κ τ C ] < ∞ for all x ∈ E, so again Lemma 1 tells us that X is ψ-irreducible. Therefore, X is geometrically ergodic by Theorem 1(iii).
It is also worth pointing out that a 'supermartingale' approach helps to derive another drift condition for geometric ergodicity that is analogous to [ 
Proof. The proof of this result is very similar to the proofs of Theorems 4 and 5.
Remark 1. Theorems 3, 4, and 5 should allow us in principle to use tools from optimal stopping theory (see [8] ) to determine whether or not various Markov chains are stable. In [8] , the following examples were studied in detail:
s(x) = inf τ If we could guarantee the existence of an optimal stopping time τ * , then we would only have to show that {x : P x (τ * = 0) > 0} is petite. To do this, we would have to find a nontrivial upper bound h of the payoff function s and show that h(x) < f (x) for all x outside a petite set.
Remark 2.
It is well known that the converse to Theorem 4 is also true (let τ = 1, and consult [5, Chapter 11]). Analogously, here is a converse to Theorem 3.
Proposition 1.
If the Markov chain X is Harris recurrent, then there exist an f : E → R + unbounded off petite sets, a finite stopping time τ ≥ 1, and a petite set C such that, for x / ∈ C,
Proof. By ψ-irreducibility, we know from [5, Theorem 5.5.5] that there exists an increasing sequence of sets {C n } where C n is petite for each n and ∞ n=1 C n = E. Let r be an integer large enough that ψ(C r ) > 0. Then τ C r < ∞ almost surely, for any initial starting point x ∈ E. Now consider the real-valued function f (x) := min{n ≥ 1 : x ∈ C n }, x ∈ E. Clearly f is unbounded off petite sets. Moreover, E x [f (X τ Cr )] ≤ r < f (x), x / ∈ C r .
