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DERIVATIVE FORMULAS FOR BESSEL, STRUVE AND
ANGER–WEBER FUNCTIONS
ROBERT E. GAUNT
Abstract. We derive formulas for the derivatives of general order for the
functions z−νhν(z) and zνhν(z), where hν(z) is a Bessel, Struve or Anger–
Weber function.
1. Introduction and preliminary results
Formulas for the derivatives of general order for the functions z−νhν(z) and
zνhν(z), where z and ν are complex numbers and hν(z) is a Bessel, Struve or
Anger–Weber function are established. In particular, the functions, hν(z), that
we obtain formulas for are the Bessel functions Jν(z), Yν(z), Iν(z) and Kν(z); the
Hankel functions H
(1)
ν (z) and H
(2)
ν (z); the Struve functions Hν(z) and Lν(z); the
Anger–Weber functions Jν(z) and Eν(z). For definitions and properties of these
functions see, for example, [4, 5].
The pair of simultaneous equations
Fν−1(z) + Fν+1(z) = 2F ′ν(z) + fν(z),(1.1)
Fν−1(z)− Fν+1(z) = 2ν
z
Fν(z) + gν(z),(1.2)
where fν(z) and gν(z) are arbitrary functions of the complex numbers ν and z,
form a generalisation of the recurrence identities that are satisfied by the modified
Bessel functions Iν(z) and Kν(z), and the modified Struve function Lν(z). These
identities can be found in [4, 5]. Also, the pair of simultaneous equations
Gν−1(z)−Gν+1(z) = 2G′ν(z) + fν(z),(1.3)
Gν−1(z) +Gν+1(z) =
2ν
z
Gν(z) + gν(z),(1.4)
where fν(z) and gν(z) are, again, arbitrary functions of ν and z, form a generalisa-
tion of the recurrence identities that are satisfied by the Bessel functions Jν(z) and
Yν(z), the Hankel functions H
(1)
ν (z) and H
(2)
ν (z), the Struve function Hν(z), and
the Anger–Weber functions Jν(z) and Eν(z). Again, these identities can be found
in [4, 5].
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The simultaneous equations (1.3) and (1.4) were studied by [3], in which it was
shown that the functions fν(z) and gν(z) must satisfy the relation
fν−1(z) + fν+1(z)− 2ν
z
fν(z) = gν−1(z)− gν+1(z)− 2
z
(zgν(z))
′;
and it has been shown by [6] that, if this relation is satisfied, the system can be
reduced to a pair of soluble difference equations of the first order. We may apply
similar arguments to the simultaneous equations (1.1) and (1.2) to show that the
functions fν(z) and gν(z) must satisfy the relation
fν−1(z)− fν+1(z)− 2ν
z
fν(z) = gν−1(z) + gν+1(z)− 2
z
(zgν(z))
′;
and that, if this relation is satisfied, the system can be reduced to a pair of soluble
difference equations of the first order.
From equations (1.1) and (1.2), one can easily deduce the following formulas:
d
dz
(
Fν(z)
zν
)
=
Fν+1(z)
zν
+
gν(z)− fν(z)
2zν
,(1.5)
d
dz
(zνFν(z)) = z
νFν−1(z)− 1
2
zν(fν(z) + gν(z)).(1.6)
Similarly, from equations (1.3) and (1.4), we have:
d
dz
(
Gν(z)
zν
)
= −Gν+1(z)
zν
+
gν(z)− fν(z)
2zν
,(1.7)
d
dz
(zνGν(z)) = z
νGν−1(z)− 1
2
zν(fν(z) + gν(z)).(1.8)
Again, formulas (1.5)–(1.8) form a generalisation of the well–known formulas (see
[4, 5]) for the first-order derivatives of Bessel, Struve and Anger–Weber functions.
However, as far as this author is aware, there do not exist simple formulas in the
literature for the n-th order derivatives of the functions z±νFν(z) and z±νGν(z).
This gap in the literature is filled in by this paper, and we apply these general for-
mulas to obtain formulas for the n-th order derivatives of z±νhν(z), where hν(z) is
a Bessel, Struve or Anger–Weber function. It should be noted that the proofs of our
results rely heavily on the fact that the Bessel, Struve and Anger-Weber functions
satisfy the simultaneous equations (1.1), (1.2) and (1.3), (1.4), and therefore anal-
ogous results for the generalized hypergeometric function and other general special
functions are beyond the scope of this paper. This investigation was motivated by
occurrence of the n-th order derivatives of z−νIν(z) and z−νKν(z) in the study of
Stein’s method for variance-gamma approximation (see [1, 2]), for which the simple
formulas obtained in this paper proved to be particularly useful.
2. Ancillary results
Before stating our main results, we establish a result for the coefficients that
are present in the formulas. The coefficients Ank (ν) and B
n
k (ν) are defined, for
n ∈ N = {0, 1, 2 . . .}, k = 0, 1, . . . , n, and all complex numbers ν, expect the
integers −(k + 1),−(k + 2), . . . ,−(2k − 1),−(2k + 1),−(2k + 2), . . . ,−(k + n− 1),
and −(k + 2),−(k + 3), . . . ,−2k,−(2k + 2),−(2k + 3), . . . ,−(k + n), respectively,
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as follows:
Ank (ν) =
(2n)!(ν + 2k)
∏k−1
j=0 (2ν + 2j + 1)
22n−k(2k)!(n− k)!∏nj=0(ν + k + j) ,(2.1)
Bnk (ν) =
(2n+ 1)!(ν + 2k + 1)
∏k−1
j=0 (2ν + 2j + 1)
22n−k(2k + 1)!(n− k)!∏nj=0(ν + k + j + 1) ,(2.2)
where we set
∏−1
j=0(2ν + 2j + 1) = 1.
Remark 2.1. The coefficients Ank (ν) and B
n
k (ν) are equal to zero if and only if k ≥ 1
and ν = − 12 − l, where l = 0, 1, . . . , k − 1.
Remark 2.2. Let (x)n denote the Pochhammer symbol (x)n = x(x+1) · · · (x+n−1).
Then straightforward calculations yield the following alternative expressions for the
coefficients Ank (ν) and B
n
k (ν):
Ank (ν) =
(12 )n
(ν + 1)n
(−1)k(−n)k(ν)k(ν + 12 )k(ν+22 )k
(12 )k(
ν
2 )k(ν + n+ 1)kk!
,
Bnk (ν) =
(32 )n
(ν + 2)n
(−1)k(−n)k(ν + 12 )k(ν + 1)k(ν+32 )k
(32 )k(
ν+1
2 )k(ν + n+ 2)kk!
.
We shall not make further use of these expressions, but we do note that the
Pochhammer symbol is one of the main tools for complex analysis of generalized
hypergeometric functions, such as the Bessel functions, meaning that these repre-
sentations may be useful in future applications of the differentiation formulas that
are derived in this paper.
Lemma 2.3. Let n ∈ N. Then Ank (ν) and Bnk (ν) are related as follows
Bnk (ν) =
ν + k
ν + 2k
Ank (ν) +
k + 1
ν + 2k + 2
Ank+1(ν), 0 ≤ k ≤ n− 1,(2.3)
Bnn(ν) =
ν + n
ν + 2n
Ann(ν),(2.4)
An+10 (ν) =
1
2(ν + 1)
Bn0 (ν),(2.5)
An+1k+1(ν) =
2ν + 2k + 1
2(ν + 2k + 1)
Bnk (ν) +
2k + 3
2(ν + 2k + 3)
Bnk+1(ν), 0 ≤ k ≤ n− 1,(2.6)
An+1n+1(ν) =
2ν + 2n+ 1
2(ν + 2n+ 1)
Bnn(ν),(2.7)
and satisfy
(2.8)
n∑
k=0
Ank (ν) =
n∑
k=0
Bnk (ν) = 1.
Proof. Identities (2.3)–(2.7) can be verified by simply substituting the definitions
of Ank (ν) and B
n+1
k+1 (ν), as given by (2.1) and (2.2), into both sides of the identities.
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We now prove identity (2.8). From (2.5), (2.6) and (2.7), we have that
n+1∑
k=0
An+1k (ν) =
1
2(ν + 1)
Bn0 (ν) +
n−1∑
k=0
{
2ν + 2k + 1
2(ν + 2k + 1)
Bnk (ν)
+
2k + 3
2(ν + 2k + 3)
Bnk+1(ν)
}
+
2ν + 2n+ 1
2(ν + 2n+ 1)
Bnn(ν)
=
n∑
k=0
{
2ν + 2k + 1
2(ν + 2k + 1)
+
2k + 1
2(ν + 2k + 1)
}
Bnk (ν) =
n∑
k=0
Bnk (ν).
A similar calculation shows that
∑n
k=0 B
n
k (ν) =
∑n
k=0 A
n
k (ν). SinceA
0
0(ν) = B
0
0(ν) =
1, the result follows. 
3. Main results
We are now able to prove our main results. To simplify the formulas, we define
the functions pν,l(z) and qν,l(z), for l ∈ N and ν ∈ C, by
pν,l(z) =
ν
2(ν + l)
gν+l(z)
zν
− fν+l(z)
2zν
, qν,l(z) = − ν
2(ν − l)z
νgν−l(z)− 1
2
zνfν−l(z).
We use the convention 00 := 1, so that p0,0(z) =
1
2 (g0(z) − f0(z)) and q0,0(z) =
− 12 (f0(z) + g0(z)). Also, for N ≥ 1, we write [N ] for the set {1, 2, . . . , N}, and
write −[N ] for the set {−1,−2, . . . ,−N}. We take [0], [−1], −[0] and −[−1] to be
the empty set. Finally, we let h(n)(z) denote the n-th derivative of h(z).
Theorem 3.1. Suppose that Fν(z) satisfies the simultaneous equations (1.1) and
(1.2), and that Gν(z) satisfies the simultaneous equations (1.3) and (1.4). Also,
suppose that pν,l(z), qν,l(z) ∈ C2n(C), for all l ∈ {0, 1, . . . , 2n}. Then for n ∈ N,
d2n
dz2n
(
Fν(z)
zν
)
=
n∑
k=0
Ank (ν)
Fν+2k(z)
zν
+
n−1∑
j=0
j∑
k=0
A
j
k(ν)p
(2n−2j−1)
ν,2k (z)
+
n−1∑
j=0
j∑
k=0
B
j
k(ν)p
(2n−2j−2)
ν,2k+1 (z), ν ∈ C \ (−[2n− 1]),(3.1)
d2n+1
dz2n+1
(
Fν(z)
zν
)
=
n∑
k=0
Bnk (ν)
Fν+2k+1(z)
zν
+
n∑
j=0
j∑
k=0
A
j
k(ν)p
(2n−2j)
ν,2k (z)
+
n−1∑
j=0
j∑
k=0
B
j
k(ν)p
(2n−2j−1)
ν,2k+1 (z), ν ∈ C \ (−[2n]),(3.2)
d2n
dz2n
(zνFν(z)) =
n∑
k=0
Ank (−ν)zνFν−2k(z) +
n−1∑
j=0
j∑
k=0
A
j
k(−ν)q(2n−2j−1)ν,2k (z)
+
n−1∑
j=0
j∑
k=0
B
j
k(−ν)q(2n−2j−2)ν,2k+1 (z), ν ∈ C \ [2n− 1],(3.3)
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d2n+1
dz2n+1
(zνFν(z)) =
n∑
k=0
Bnk (−ν)zνFν−2k−1(z) +
n∑
j=0
j∑
k=0
A
j
k(−ν)q(2n−2j)ν,2k (z)
+
n−1∑
j=0
j∑
k=0
B
j
k(−ν)q(2n−2j−1)ν,2k+1 (z), ν ∈ C \ [2n],(3.4)
d2n
dz2n
(
Gν(z)
zν
)
=
n∑
k=0
(−1)n+kAnk (ν)
Gν+2k(z)
zν
+
n−1∑
j=0
j∑
k=0
(−1)k+jAjk(ν)p(2n−2j−1)ν,2k (z)
+
n−1∑
j=0
j∑
k=0
(−1)k+j+1Bjk(ν)p(2n−2j−2)ν,2k+1 (z), ν ∈ C \ (−[2n− 1]),(3.5)
d2n+1
dz2n+1
(
Gν(z)
zν
)
=
n∑
k=0
(−1)n+k+1Bnk (ν)
Gν+2k+1(z)
zν
+
n∑
j=0
j∑
k=0
(−1)k+jAjk(ν)p(2n−2j)ν,2k (z)
+
n−1∑
j=0
j∑
k=0
(−1)k+j+1Bjk(ν)p(2n−2j−1)ν,2k+1 (z), ν ∈ C \ (−[2n]),(3.6)
d2n
dz2n
(zνGν(z)) =
n∑
k=0
(−1)n+kAnk (−ν)zνGν−2k(z)
+
n−1∑
j=0
j∑
k=0
(−1)k+jAjk(−ν)q(2n−2j−1)ν,2k (z)
+
n−1∑
j=0
j∑
k=0
(−1)k+jBjk(−ν)q(2n−2j−2)ν,2k+1 (z), ν ∈ C \ [2n− 1],(3.7)
d2n+1
dz2n+1
(zνGν(z)) =
n∑
k=0
(−1)n+kBnk (−ν)zνGν−2k−1(z)
+
n∑
j=0
j∑
k=0
(−1)k+jAjk(−ν)q(2n−2j)ν,2k (z)
+
n−1∑
j=0
j∑
k=0
(−1)k+jBjk(−ν)q(2n−2j−1)ν,2k+1 (z), ν ∈ C \ [2n],(3.8)
where we use the convention that
∑−1
k=0 ak = 0.
Proof. We begin by proving formulas (3.1) and (3.2) and do so by induction on n.
It is certainly true that (3.1) holds for n = 0 and (3.2) holds for n = 0 by (1.5).
6 ROBERT E. GAUNT
Suppose now that (3.2) holds for n = m, where m ≥ 0. We therefore have
d2m+1
dz2m+1
(
Fν(z)
zν
)
=
m∑
k=0
Bmk (ν)
Fν+2k+1(z)
zν
+
m∑
j=0
j∑
k=0
A
j
k(ν)p
(2m−2j)
ν,2k (z)
+
m−1∑
j=0
j∑
k=0
B
j
k(ν)p
(2m−2j−1)
ν,2k+1 (z), ν ∈ C \ (−[2m]).(3.9)
Our inductive argument will involve differentiating both sides of (3.9) and to do so
will shall need a formula for the first derivative of the function z−νFν+α(z), where
α ∈ N. Applying (1.5) and (1.2) we have, for all ν 6= −α,
d
dz
(
Fν+α(z)
zν
)
=
d
dz
(
zα · Fν+α(z)
zν+α
)
=
Fν+α+1(z)
zν
+
αFν+α(z)
zν+1
+
gν+α(z)− fν+α(z)
2zν
=
Fν+α+1(z)
zν
+
α
zν+1
· z
2(ν + α)
(Fν+α−1(z)− Fν+α+1(z)
− gν+α(z)) + gν+α(z)− fν+α(z)
2zν
=
2ν + α
2(ν + α)
Fν+α+1(z)
zν
+
α
2(ν + α)
Fν+α−1(z)
zν
+
ν
2(ν + α)
gν+α(z)
zν
− fν+α(z)
2zν
=
2ν + α
2(ν + α)
Fν+α+1(z)
zν
+
α
2(ν + α)
Fν+α−1(z)
zν
+ pν,α(z).(3.10)
With this formula we may differentiate both sides of (3.9) to obtain
d2m+2
dz2m+2
(
Fν(z)
zν
)
=
m∑
k=0
Bmk (ν)
(
2ν + 2k + 1
2(ν + 2k + 1)
Fν+2k+2(z)
zν
+
2k + 1
2(ν + 2k + 1)
Fν+2k(z)
zν
+ pν,2k+1(z)
)
+
m∑
j=0
j∑
k=0
A
j
k(ν)p
(2m−2j+1)
ν,2k (z) +
m−1∑
j=0
j∑
k=0
B
j
k(ν)p
(2m−2j)
ν,2k+1 (z)
=
m+1∑
k=0
A˜mk (ν)
Fν+2k(z)
zν
+
m∑
j=0
j∑
k=0
A
j
k(ν)p
(2m−2j+1)
ν,2k (z)
+
m∑
j=0
j∑
k=0
B
j
k(ν)p
(2m−2j)
ν,2k+1 (z), ν ∈ C \ (−[2m+ 1]),
where
A˜m+10 (ν) =
1
2(ν + 1)
Bm0 (ν), A˜
m+1
m+1(ν) =
2ν + 2m+ 1
2(ν + 2m+ 1)
Bmm(ν)
A˜m+1k+1 (ν) =
2ν + 2k + 1
2(ν + 2k + 1)
Bmk (ν) +
2k + 3
2(ν + 2k + 3)
Bmk+1(ν), k = 0, 1, . . . ,m− 1.
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We see from Lemma 2.3 that A˜m+1k (ν) = A
m+1
k (ν), for all k = 0, 1, . . . ,m + 1. It
therefore follows that if (3.2) holds for n = m then (3.1) holds for n = m+ 1.
We now suppose that (3.1) holds for n = m, where m ≥ 1. If we can show that
it then follows that (3.2) holds for n = m then the proof will be complete. Our
inductive hypothesis is therefore that
d2m
dz2m
(
Fν(z)
zν
)
=
m∑
k=0
Amk (ν)
Fν+2k(z)
zν
+
m−1∑
j=0
j∑
k=0
A
j
k(ν)p
(2m−2j−1)
ν,2k (z)
+
m−1∑
j=0
j∑
k=0
B
j
k(ν)p
(2m−2j−2)
ν,2k+1 (z), ν ∈ C \ (−[2m− 1]).
We may use the formula (3.10) to differentiate the functions z−νFν+2k(z), for k ≥ 0,
and thus use a similar argument to the first part to obtain
d2m+1
dz2m+1
(
Fν(z)
zν
)
=
m∑
k=0
B˜mk (ν)
Fν+2k+1(z)
zν
+
m∑
j=0
j∑
k=0
A
j
k(ν)p
(2m−2j)
ν,2k (z)
+
m−1∑
j=0
j∑
k=0
B
j
k(ν)p
(2m−2j−1)
ν,2k+1 (z), ν ∈ C \ (−[2m]),
where
B˜mm(ν) =
ν +m
ν + 2m
Amm(ν), B˜
m
k (ν) =
ν + k
ν + 2k
Amk (ν) +
k + 1
ν + 2k + 2
Amk+1(ν),
and k = 0, 1, . . . ,m − 1. We see from lemma 2.3 that B˜mk (ν) = Bmk (ν), for all
k = 0, 1, . . . ,m. It therefore follows that if (3.1) holds for n = m then (3.2) holds
for n = m, which completes the proof of formulas (3.1) and (3.2).
We now prove formulas (3.3) and (3.4). Using (1.6) and (1.2) and a similar
calculation to the one used to obtain (3.10), we have, for all ν 6= α,
(3.11)
d
dz
(zνFν−α(z)) =
−2ν + α
2(−ν + α)z
νFν−α−1(z) +
α
2(−ν + α)z
νFν−α+1(z) + qν,α(z).
Comparing (3.11) with (3.10), we can see that the formula for d
2n
dz2n (z
νFν) will be
similar to formula (3.1), with the only difference being that we replace the terms
z−νFν+α(z) by zνFν−α(z), the terms Alk(ν) and B
l
k(ν) by A
l
k(−ν) and Blk(−ν),
and the terms p
(l)
ν,α(z) by q
(l)
ν,α(z). Formulas (3.5), (3.6), (3.7) and (3.8) can be
verified using similar calculations. 
We now apply Theorem 3.1 to obtain formulas for the derivatives of any order
for the functions z−νhν(z) and zνhν(z), where hν(z) is a Bessel, Struve, or Anger–
Weber function. The formulas for Bessel functions are particularly simple:
Corollary 3.2. Let Cν(z) denote Jν(z), Yν(z), H
(1)
ν (z), H
(2)
ν (z) or any linear
combination of these functions, in which the coefficients are independent of ν and
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z. Then for n ∈ N,
d2n
dz2n
(
Cν(z)
zν
)
=
n∑
k=0
(−1)n+kAnk (ν)
Cν+2k(z)
zν
, ν ∈ C \ (−[2n− 1]),
d2n+1
dz2n+1
(
Cν(z)
zν
)
=
n∑
k=0
(−1)n+k+1Bnk (ν)
Cν+2k+1(z)
zν
, ν ∈ C \ (−[2n]),
d2n
dz2n
(zνCν(z)) =
n∑
k=0
(−1)n+kAnk (−ν)zνCν−2k(z), ν ∈ C \ [2n− 1],
d2n+1
dz2n+1
(zνCν(z)) =
n∑
k=0
(−1)n+kBnk (−ν)zνCν−2k−1(z), ν ∈ C \ [2n].
Now let Lν(z) denote Iν(z), e
νpiiKν(z) or any linear combination of these functions,
in which the coefficients are independent of ν and z. Then for n ∈ N,
d2n
dz2n
(
Lν(z)
zν
)
=
n∑
k=0
Ank (ν)
Lν+2k(z)
zν
, ν ∈ C \ (−[2n− 1]),
d2n+1
dz2n+1
(
Lν(z)
zν
)
=
n∑
k=0
Bnk (ν)
Lν+2k+1(z)
zν
, ν ∈ C \ (−[2n]),
d2n
dz2n
(zνLν(z)) =
n∑
k=0
Ank (−ν)zνLν−2k(z), ν ∈ C \ [2n− 1],
d2n+1
dz2n+1
(zνLν(z)) =
n∑
k=0
Bnk (−ν)zνLν−2k−1(z), ν ∈ C \ [2n].
Proof. We have that Cν(z) satisfies the system of equations (1.3) and (1.4), with
fν(z) = gν(z) = 0 (see [4], Section 10.6). Hence, the formulas involving Lν(z) follow
immediately from taking pν,l(z) = qν,l(z) = 0 in formulas (3.5)–(3.8) of Theorem
3.1. The formulas involving Lν(z) are derived similarly. 
Corollary 3.3. The n-th derivatives of the functions z−νHν(z) and zνHν(z) sat-
isfy formulas similar to (3.5)–(3.8), with the only difference being that the terms
p
(m)
ν,l (z) and q
(m)
ν,l (z) are replaced by t
m
ν,l(z) and u
m
ν,l(z), respectively, functions t
m
ν,l(z)
and umν,l(z) are defined, for l,m ∈ N, by
tmν,l(z) =
(2ν + l)(12 )
ν+l+1
√
pi(ν + l)Γ(ν + l + 32 )
(l)mz
l−m,
umν,l(z) =
l(12 )
ν−l+1
√
pi(l − ν)Γ(ν − l + 32 )
(2ν − l)mz2ν−l−m,
where (x)n denotes the Pochhammer symbol (x)n = x(x+ 1) · · · (x+ n− 1).
Similarly, the n-th derivatives of the functions z−νLν(z) and zνLν(z) satisfy
formulas similar to (3.1)–(3.4), with the only difference being that the terms p
(m)
ν,l (z)
and q
(m)
ν,l (z) are replaced by t
m
ν,l(z) and u
m
ν,l(z).
The n-th derivatives of the functions z−νJν(z) and zνJν(z) satisfy formulas
similar to (3.5)–(3.8), with the only difference being that the terms p
(m)
ν,l (z) and
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q
(m)
ν,l (z) are replaced by t
m
ν,l(z) and u
m
ν,l(z), respectively, where the functions v
m
ν,l(z)
and wmν,l(z) are defined, for l,m ∈ N, by
vmν,l(z) = −
ν
pi(ν + l)
sin(pi(ν + l))(−ν − 1)mz−ν−m−1,
wmν,l(z) =
ν
pi(ν − l) sin(pi(ν − l))(ν − 1)mz
ν−m−1.
The formulas for the Weber function Eν(z) are similar, with the only difference
being that sin(pi(ν + k)) is replaced by 1− cos(pi(ν + k)), for k ∈ Z.
Proof. We first establish the formulas for the n-th derivatives involving Struve
functions. The function Hν(z) satisfies the system of equations (1.3) and (1.4),
with fν(z) = −gν(z) = − (
1
2
z)ν√
piΓ(ν+ 3
2
)
(see [4], Section 11.4). Therefore
p
(m)
ν,l (z) =
dm
dzm
(
ν
2(ν + l)
gν+l(z)
zν
− fν+l(z)
2zν
)
=
(2ν + l)(12 )
ν+l+1
√
pi(ν + l)Γ(ν + l + 32 )
dm
dzm
(zl)
=
(2ν + l)(12 )
ν+l+1
√
pi(ν + l)Γ(ν + l + 32 )
(l)mz
l−m = tmν,l(z).
Similarly, we can show that q
(m)
ν,l (z) = u
m
ν,l(z). We then apply formulas (3.5)–(3.8) of
Theorem 3.1, and this gives the desired formulas for the derivatives of the functions
z−νHν(z) and zνHν(z). The formulas involving Lν(z) are derived similarly.
The Anger–Weber functions Jν(z) and Eν(z) satisfy the system of equations
(1.3) and (1.4), with fν(z) = 0, gν(z) = − 2piz sin(piν), and fν(z) = 0, gν(z) =
− 2
piz
(1 − cos(piν)), respectively (see [4], Section 11.10). We then apply Theorem
3.1 and some simple calculations, as we did in the proof of formulas for the n-th
derivatives involving Struve functions, to obtain the desired formulas. 
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