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Resumen: En este art´ıculo se presenta una aproximacio´n a la conexio´n automa´tica
de modelos predicativos en castellano e ingle´s. El objetivo es establecer la diﬁcultad
de la tarea y medir el rendimiento de diferentes te´cnicas y me´todos semi-automa´ti-
cos. Por un lado perseguimos la reduccio´n del esfuerzo para el enriquecimiento de
dichos recursos y por otro al aumento de su cobertura y de su consistencia. Para
ello combinamos la anotacio´n manual con dos me´todos automa´ticos para establecer
correspondencias entre las distintas unidades sema´nticas.
Palabras clave: Sema´ntica Le´xica, Desambiguacio´n sema´ntica, Lexico´n Verbal
Abstract: This paper presents an approach for the automatic connection between
predicate model resources in Spanish and English. The objective is to assess the
diﬃculty of the task and to evaluate the performance of diﬀerent techniques and
semi-automated methods. On the one hand we are pursuing a reduction in the eﬀort
for the enrichment of these resources, on the other, to increase their coverage and
consistency. Thus, we combine manual annotation and two automatic methods in
order to establish correspondences between the various semantic units.
Keywords: Lexical Semantics, Word Sense Disambiguation, Verbal Lexicon
1. Introduccio´n
La construccio´n de recursos le´xicos a nivel
sema´ntico de amplia cobertura resulta muy
costosa, debido a la complejidad de la infor-
macio´n que contienen y a su necesario volu-
men. Adema´s, en muchos casos, los desarro-
lladores siguen criterios y objetivos distintos,
cuando no inconsistentes.
Los modelos de predicados tales como
FrameNet1 (Baker, Fillmore, y Lowe, 1997),
VerbNet (Kipper, 2005), PropBank (Palmer,
Gildea, y Kingsbury, 2005) para el ingle´s o
SenSem2 (Alonso et al., 2007) para el caste-
llano son recursos ba´sicos en la mayor´ıa de
tareas avanzadas de PLN, como Sistemas de
∗ Esta investigacio´n se ha llevado a cabo gracias a
los proyectos TIN2006-1549-C03-02 del Ministerio de
Educacio´n y Ciencia y FFI2008-02579-E/FILO del
Ministerio de Ciencia e Innovacio´n
1http://framenet.icsi.berkeley.edu/
2http://grial.uab.es/recursos.php
Pregunta Respuesta, Recuperacio´n de la In-
formacio´n o Reconocimiento de Implicacio´n
Textual. La mayor´ıa de los sistemas que dis-
ponen de cierta capacidad de comprensio´n del
lenguaje natural requieren de conocimiento
sema´ntico a nivel de predicado. Este tipo de
conocimiento permite identiﬁcar a los par-
ticipantes de un evento en particular, inde-
pendientemente de su realizacio´n en el texto.
As´ı, usando estos modelos, pueden armoni-
zarse en una representacio´n sema´ntica comu´n
diferentes feno´menos lingu¨´ısticos que expre-
san el mismo evento, como las transforma-
ciones de activa/pasiva, alternancias verba-
les o nominalizaciones. En los u´ltimos an˜os se
han desarrollado varios sistemas de Ana´lisis
Sema´ntico Superﬁcial y Etiquetado de Roles
Sema´nticos utilizando estos recursos (Gildea
y Jurafsky, 2002; Carreras y Ma`rquez, 2004;
Carreras y Ma`rquez, 2005; Pradhan et al.,
2007; Ruppenhofer et al., 2010).
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Sin embargo, la construccio´n de mode-
los lo suﬁcientemente grandes y suﬁcientem-
mente ricos para el procesamiento sema´nti-
co de amplia cobertura requiere del esfuer-
zo de grandes grupos de investigacio´n duran-
te largos periodos de desarrollo. Es por esto
que la cobertura de los recursos de los que se
disponen actualmente sigue siendo limitada.
Adema´s, si se desea disponer de estos recur-
sos en diferentes idiomas se debe invertir el
mismo esfuerzo para cada uno de ellos (Sub-
irats y Petruck, 2003).
La transferencia entre recursos sema´nticos
presenta diversos problemas, como por ejem-
plo distintas granularidades en la segmenta-
cio´n del signiﬁcado, de forma que muchas ve-
ces resulta dif´ıcil encontrar correspondencias
entre los inventarios de sentidos de los dife-
rentes recursos. No obstante, e´sta es una v´ıa
de gran potencial para enriquecer y mejorar
los recursos sema´nticos de una lengua con los
recursos de otra.
Siguiendo la l´ınea de trabajos anteriores
(ver Seccio´n 2), presentamos una primera
aproximacio´n a la integracio´n parcial de Fra-
meNet y SenSem. El objetivo es evaluar la
diﬁcultad de la tarea y el rendimiento de di-
ferentes te´cnicas y me´todos semi-automa´ticos
que pueden contribuir a la reduccio´n del es-
fuerzo y al aumento de su consistencia.
En la primera seccio´n presentamos una
descripcio´n de los recursos sema´nticos utiliza-
dos, junto con algunas menciones a trabajos
previos en la integracio´n de los mismos. En
segundo lugar describimos la metodolog´ıa ge-
neral seguida en esta primera aproximacio´n,
basada en la combinacio´n de anotacio´n ma-
nual con dos me´todos automa´ticos: desambi-
guacio´n de sentidos y modelos de clasiﬁca-
cio´n supervisada para establecer correspon-
dencias entre sentidos y frames sema´nticos.
En la Seccio´n 4 explicaremos los dos me´todos
automa´ticos aplicados y presentamos sus re-
sultados. Detallamos los aspectos relevantes
de la anotacio´n manual en la Seccio´n 5. Fi-
nalmente presentamos las conclusiones a las
que hemos llegado en esta investigacio´n y las
l´ıneas de trabajo futuro.
2. Recursos sema´nticos
Los recursos sema´nticos que se quieren
interconectar son de dos lenguas diferentes,
SenSem para el castellano y FrameNet pa-
ra el ingle´s. Para ello utilizamos un tercer
recurso, el Repositorio Central Multilingu¨e
(del ingle´s Multilingual Central Repository o
MCR) (Atserias et al., 2004), que entre otros
muchos recursos sema´nticos incorpora word-
nets para estas dos lenguas.
SenSem (Alonso et al., 2007) es un ban-
co de datos verbal compuesto por una ba-
se de datos le´xica verbal3 y un corpus4 de
700.000 palabras, correspondientes a 25.000
frases y sus contextos. La base de datos se
ha construido de forma inductiva a partir del
corpus anotado a nivel sinta´ctico -categor´ıa
y funcio´n sinta´ctica- y a nivel sema´ntico -
sentido verbal, clase eventiva verbal, pape-
les sema´nticos y sema´ntica oracional. La base
de datos SenSem tiene como unidad principal
el sentido verbal con informacio´n sinta´ctico-
sema´ntica. Concretamente, el sentido verbal
incluye la deﬁnicio´n del sentido, los esquemas
de subcategorizacio´n, las estructuras oracio-
nales en las que participa (agentiva, antiagen-
tiva, pasiva, etc), su asociacio´n a un synset
de WordNet, la clase eventiva le´xica, los pa-
peles sema´nticos, en algunos casos sino´nimos,
ejemplos y la frecuencia de aparicio´n del sen-
tido en el corpus. La base de datos contempla
un total de 998 sentidos.
FrameNet (Baker, Fillmore, y Lowe,
1997) es un recurso sema´ntico que contiene
descripciones y anotaciones de corpus de pa-
labras del ingle´s siguiendo el paradigma de
Frame Semantics (Fillmore, 1976). En este
paradigma, un marco o frame corresponde a
un escenario que implica la interaccio´n de un
conjunto de participantes t´ıpicos que desem-
pen˜an un papel especial en dicho escenario.
FrameNet agrupa palabras (lexical units, en
lo sucesivo LUs) en frames sema´nticos cohe-
rentes, y cada frame se caracteriza por su lista
de participantes (frame elements, en lo suce-
sivo FEs). En FrameNet, los diferentes sen-
tidos de una misma palabra esta´n asignados
a frames diferentes. Actualmente, FrameNet
contiene ma´s de 10.000 LUs agrupadas en 825
frames. Ma´s de 6.100 de estos LUs propor-
cionan, adema´s, ejemplos de corpus anota-
dos con informacio´n lingu¨´ıstica. Las LUs de
un frame pueden ser nombres, verbos, adjeti-
vos y adverbios que representan un conjun-
to coherente de sentidos estrechamente re-
lacionados que puede considerarse como un
pequen˜o campo sema´ntico. Por ejemplo, el
frame Education Teaching contiene LUs que
representan la actividad docente y sus par-
3http://grial.uab.es/adquisicion/
4http://grial.uab.es/search/
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ticipantes. Este frame es evocado por LUs
como student.n, teacher.n, learn.v, instruct.v,
study.v, etc. Este frame tambie´n deﬁne los
participantes sema´nticos de esa actividad (o
FEs) como student, subject o professor, que
son participantes sema´nticos del frame y sus
correspondientes LUs.
Una de las diferencias esenciales entre es-
tos dos recursos, adema´s de la lengua, es
que FrameNet esta´ basado en clases (frames)
mientras que los sentidos de SenSem no es-
tan asociados a clases verbales. SenSem se
ha construido unidad por unidad sin tener
en cuenta ninguna generalizacio´n sema´nti-
ca a la que pudiera pertenecer un sentido.
Adema´s, FrameNet incorpora un conocimien-
to mucho ma´s espec´ıﬁco, SenSem utiliza pa-
peles sema´nticos que generalizan ma´s la fun-
cio´n de los elementos que acompan˜an al pre-
dicado. Por otro lado, la cobertura de ambos
recursos es muy diferente, SenSem contiene
998 sentidos correspondientes a los 250 ver-
bos ma´s frecuentes del espan˜ol (Davies, 2006)
y FrameNet, para el ingle´s, tiene una cober-
tura de unas 10.000 unidades le´xicas.
El recurso que utilizamos para conectar
ambos recursos es WordNet 5 (Fellbaum,
1998). WordNet es de lejos la base de cono-
cimiento ma´s utilizada en tareas de Procesa-
miento de Lenguaje Natural (PLN). Contie-
ne informacio´n codiﬁcada manualmente so-
bre nombres, verbos, adjetivos y adverbios
del ingle´s y esta´ organizada en base a la
nocio´n de synset. Un synset es un conjun-
to de palabras con la misma categor´ıa mor-
fosinta´ctica que se pueden intercambiar en
un determinado contexto. Un synset suele
describirse ma´s detalladamente mediante una
glosa y mediante las relaciones sema´nticas
expl´ıcitas con otros synsets.
Por los beneﬁcios que se obtienen de in-
tegrar varios recursos le´xicos verbales, se ha
trabajado en la integracio´n entre WordNet
y FrameNet (Burchardt, Erk, y Frank, 2005;
Johansson y Nugues, 2007; Pennacchiotti et
al., 2008; Tonelli y Pianta, 2009; Tonelli y
Pighin, 2009; Laparra y Rigau, 2009), Word-
Net, FrameNet y VerbNet (Shi y Mihalcea,
2005), FrameNet, VerbNet y PropBank (Giu-
glea y Moschitti, 2006) o WordNet, VerbNet
y PropBank (Pazienza, Pennacchiotti, y Zan-
zotto, 2006). En algunos casos se menciona
la idea de integrar recursos de diferentes len-
5http://wordnet.princeton.edu/
guas, gracias al ILI de WordNet (Johansson
y Nugues, 2007).
3. Metodolog´ıa
El objetivo ﬁnal de nuestro experimento
es interconectar FrameNet y SenSem para
transferir informacio´n sema´ntica del primero
al segundo. Para ello, aplicaremos me´todos y
te´cnicas automa´ticos para reducir el esfuer-
zo manual de conexio´n. Dado que la tarea de
conectar estos recursos es compleja, es pro-
bable que los me´todos automa´ticos no pro-
porcionen buenos resultados. Para evaluar la
diﬁcultad de la tarea, se llevo´ a cabo la anota-
cio´n manual de parte de las correspondencias
entre sentidos de SenSem y frames de Frame-
Net, tal como se explica en la Seccio´n 5. Se
obtuvo el grado de acuerdo entre jueces y se
estudiaron los problemas a resolver.
Por otro lado, experimentamos con dos
me´todos automa´ticos para ayudar a la cone-
xio´n: desambiguacio´n automa´tica de sentidos
y aprendizaje automa´tico de clasiﬁcadores.
La investigacio´n se piensa desarrollar en
los siguientes pasos:
1. Conexio´n de FrameNet con Word-
Net, mediante un algoritmo automa´tico
de interpretacio´n sema´ntica de las pala-
bras (en ingles Word Sense Disambigua-
tion) basado en el conocimiento. Este al-
goritmo toma las LUs asociadas a cada
frame de FrameNet y las asocia a un syn-
set de WordNet (ver Seccio´n 4.1).
2. Conexio´n de SenSem con Frame-
Net a trave´s de los synsets asociados
a cada sentido de SenSem y los synsets
asociados a las LUs de FrameNet por el
procedimiento automa´tico del punto an-
terior.
3. Validacio´n manual de una parte
(45%) de las correspondencias entre fra-
mes de FrameNet y sentidos de SenSem
(ver Seccio´n 5).
4. Aprendizaje de clasiﬁcadores a par-
tir de ejemplos positivos y negativos de
correspondencias frame – sentido de Sen-
Sem generadas en el punto anterior (ver
Seccio´n 4.2).
5. Uso de clasiﬁcadores para pre-
validar correspondencias que todav´ıa
no hab´ıan sido validadas manualmente
(55%).
6. Validacio´n manual de las correspon-
dencias pre-validadas por los clasiﬁcado-
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res en el punto anterior, para evaluar el
rendimiento de los clasiﬁcadores.
En total, mediante este procedimiento a
trave´s de WordNet se han encontrado 329 pa-
res candidatos a correspondencia entre frame
y sentido6, cubriendo un 42% de los frames
de FrameNet y un 44% de los sentidos de
SenSem asociados a un synset7. De estas 329,
181 (un 55%) fueron validadas como corres-
pondencias efectivas.
4. Me´todos automa´ticos de
soporte
4.1. Desambiguacio´n automa´tica
de sentidos: algoritmo SSI
Partiendo del trabajo de (Cuadros y Ri-
gau, 2008), hemos implementado una versio´n
del algoritmo Structural Semantic Interco-
nections (SSI) (Navigli y Velardi, 2005). SSI
es una aproximacio´n iterativa incremental de
desambiguacio´n sema´ntica basada en el cono-
cimiento. El algoritmo SSI es muy simple y
consiste en una fase de inicializacio´n y una
serie de pasos iterativos.
Dado W, una lista ordenada de palabras,
el algoritmo procede de la siguiente forma.
Durante la fase de inicializacio´n, todas las pa-
labras monose´micas se incluyen en el conjun-
to I de palabras interpretadas, y las palabras
polise´micas se introducen en el conjunto P
(todas ellas pendientes de ser interpretadas).
En cada paso, se interpreta una palabra del
conjunto P utilizando las palabras del con-
junto I, seleccionando el sentido de la palabra
que sea ma´s cercano a los sentidos de las pala-
bras ya interpretadas del conjunto I. Una vez
que el sentido de una palabra es selecciona-
do, la palabra se elimina del conjunto P y se
incluye en I. El algoritmo termina cuando no
hay ma´s palabras pendientes en el conjunto
P.
Para medir la distancia de un synset (de la
palabra que se interpreta en cada paso) a un
conjunto de synsets (los sentidos de las pala-
bras ya interpretados en I), el algoritmo SSI
original utiliza una base de conocimiento pro-
pia derivada semi-automa´ticamente que inte-
gra varios recursos en l´ınea (Navigli, 2005).
6Hay que tener en cuenta que so´lo 9.325 LUs, son
reconocidos por WordNet (un total del 92%) corres-
pondientes a so´lo 672 frames.
7SenSem tiene diversos sentidos que no han sido
asociados a ningu´n synset, para ellos el me´todo de
conexio´n a trave´s de WordNet no se aplica.
Con el ﬁn de evitar una explosio´n exponen-
cial de posibles caminos entre synsets, no se
consideran todos estos caminos. El algoritmo
SSI original utiliza una grama´tica de relacio-
nes entrenada sobre SemCor para ﬁltrar ca-
minos inapropiados y procurar un peso a los
caminos apropiados.
SSI-Dijkstra (Cuadros y Rigau, 2008) cal-
cula varias veces el algoritmo de Dijkstra. El
algoritmo de Dijkstra es un algoritmo vo-
raz que calcula el camino ma´s corto entre
un nodo y el resto de nodos de un grafo. La
librer´ıa BoostGraph8 puede ser utilizada de
manera muy eﬁciente para calcular la distan-
cia ma´s corta entre dos nodos en grafos de
gran taman˜o.
Adema´s, en nuestro caso hemos utilizado
parte del conocimiento disponible en recur-
sos pu´blicos para construir un gran grafo con
99.635 nodos (synsets) y 636.077 arcos (el
conjunto de las relaciones directas entre syn-
sets obtenida de WordNet9 (Fellbaum, 1998)
y eXtended WordNet10 (Mihalcea y Moldo-
van, 2001)).
En la tabla 1 se puede ver el resultado del
proceso de desambiguacio´n sema´ntica que he-
mos aplicado sobre algunos LUs del frame
Education Teaching. Tambie´n se incluye el
grado de polisemia de cada palabra (#senti-
dos), y la deﬁnicio´n (glosa) del sentido (Syn-
set) seleccionado por el algoritmo.
Evaluado sobre el mismo conjunto de eva-
luacio´n que el utilizado por (Tonelli y Pian-
ta, 2009) este algoritmo obtiene una Precisio´n
del 78%, un Recall del 63% y un F1 del 69%
(Laparra y Rigau, 2009).
4.2. Clasiﬁcadores para conectar
sentidos y frames
Como se explica en la Seccio´n 5, en una
fase anterior se validaron manualmente 150
de las 329 correspondencias entre sentidos
y frames propuestos a trave´s de los synsets
asociados a cada recurso 4.1. Esta valida-
cio´n proporciono´ 106 ejemplos positivos y 44
negativos de correspondencias frame–sentido.
Estos ejemplos se usaron para entrenar dife-
rentes clasiﬁcadores que, dado un par frame–
sentido, puedan distinguir si se puede estable-
cer una conexio´n entre ellos. Estos clasiﬁca-





Laura Alonso, Irene Castellón, Egoitz Laparra y German Rigau
298
Procesamiento del Lenguaje Natural, núm. 43 (2009)
Lexical Unit synset #senses Gloss
education.n 00567704-n 2 “activities that impart knowledge”
teacher.n 07632177-n 2 “a person whose occupation is teaching”
instruct.v 00562446-v 3 “impart skills or knowledge”
study.v 00410381-v 6 “be a student; follow a course of study;
be enrolled at an institute of learning”
student.n 07617015-n 2 “a learner who is enrolled in an educational institution”
pupil.n 07617015-n 3 “a learner who is enrolled in an educational institution”
Cuadro 1: Resultado parcial del proceso de desambiguacio´n de LUs del frame Educa-
tion Teaching.
tos a correspondencia restantes, para aliviar
la tarea de anotacio´n manual y para estudiar
hasta que´ punto el uso de clasiﬁcadores pod´ıa
resultar u´til.
Los pares de ejemplo fueron caracteriza-
dos mediante sus roles y Frame Elements
(FEs) asociados al sentido. Para cada ejem-
plo se creo´ un vector cuyas dimensiones eran
los posibles elementos de frame (FE) y sus
roles. El valor en la n-e´sima dimensio´n de es-
te vector era 1 si el rol o FE estaba asociado
al sentido o frame del par, y 0 si no lo estaba.
Para caracterizar los frames se asocia-
ron al frame no solamente sus propios FEs,
sino tambie´n los FEs de los frames herada-
dos, segu´n se desprende de la jerarqu´ıa de
frames de FrameNet. Por ejemplo, a par-
tir del FE Speaker asociado al frame Com-
municate categorization se le asociaron tam-
bie´n los elementos de frame Expressor, Sen-
tient entity y Cognizer, asociados a los frames
de los cuales hereda sus propiedades Commu-
nicate categorization.
Se han aplicado distintos sistemas de
aprendizaje automa´tico usando el entorno
Weka (Witten y Frank, 2005): Support Vec-
tor Machines (SVM), clasiﬁcadores bayesia-
nos (Naive Bayes), a´rboles de decisio´n (J48)
y basados en reglas de decisio´n (JRip). Al te-
ner pocos ejemplos anotados, se realizo´ una
evaluacio´n por validacio´n cruzada (ten-fold
cross-validation), y se tomo´ el factor kappa
como indicador de la ﬁabilidad del clasiﬁca-
dor automa´tico para reproducir la clasiﬁca-
cio´n humana.
Como se puede ver en el Cuadro 2, SVM
obtienen los mejores resultados, alcanzando
una buena coincidencia con la clasiﬁcacio´n
humana, con un factor kappa de κ = 0,71, lo
cual indica buena ﬁabilidad del clasiﬁcador.
A partir de estos ejemplos iniciales, pa-
rece que los clasiﬁcadores obtenidos podr´ıan
ser u´tiles en un paso de pre-validacio´n de las





Cuadro 2: Resultados obtenidos por distintos
clasiﬁcadores a partir de 150 ejemplos posi-
tivos y negativos de correspondencias frame
– sentido, evaluados mediante ten-fold cross-
validation.
correspondencias establecidas mediante los
synsets de WordNet. En la siguiente seccio´n
detallamos el uso de los clasiﬁcadores en pre-
validacio´n.
5. Anotacio´n manual
Dos lingu¨istas han validado manualmen-
te los 329 pares entre un sentido de SenSem
y un frame de FrameNet para los que se en-
contro´ una equivalencia mediante los synsets
de WordNet asociados a cada uno de ellos.
En una primera fase, se validaron 150 pares
frame–sentido y se encontro´ correspondencia
para el 70%. De esta primera fase de valida-
cio´n se generaron los 106 ejemplos positivos
y 44 negativos con los que se entrenaron los
clasiﬁcadores descritos en la Seccio´n 4.2.
Con estos clasiﬁcadores se pre-validaron
los 179 pares todav´ıa no validados por huma-
nos. Los anotadores humanos validaron estos
179 pares, y se encontro´ correspondencia pa-
ra el 42% (un total de 75 pares). Esta segun-
da validacio´n sirvio´ para evaluar el funciona-
miento de los clasiﬁcadores, comparando las
conexiones propuestas automa´ticamente por
los clasiﬁcadores con las de los humanos.
Como vemos en el Cuadro 3, el acuerdo
entre jueces y clasiﬁcadores es bajo, proba-
blemente por discrepancias entre los ejemplos
de los cuales se aprendieron los modelos y los
ejemplos a los cuales se aplicaron los modelos.
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Para empezar, observamos que el porcentaje
de correspondencias encontradas en la prime-
ra fase es mucho mayor que el encontrado en
la segunda (70% vs. 42%). Para tratar de
mejorar la consistencia de la anotacio´n ma-
nual, realizamos un estudio del acuerdo entre
los jueces humanos y una casu´ıstica detallada
de los pares a conectar, que presentamos en
las siguientes dos secciones.
5.1. Acuerdo entre anotadores
humanos
Para evaluar el grado de acuerdo entre
anotadores humanos, 35 casos fueron valida-
dos por ambos anotadores. Inicialmente, el
porcentaje de acuerdo entre ambos anota-
dores fue del 71%. El coeﬁciente kappa de
acuerdo entre jueces (Carletta, 1996) obteni-
do fue de κ = 0, 42, con un rango entre 0,13
y 0,71 en el intervalo de 95% de conﬁanza.
Este valor indica acuerdo moderado entre los
anotadores.
Para mejorar el grado de acuerdo entre
jueces se establecieron algunas pautas para
determinar la correspondencia entre un frame
y un sentido. Se estudiaron los casos ma´s con-
ﬂictivos y se explicito´ el proceso de toma de
decisiones para los casos ma´s frecuentes. Se
muestran algunos ejemplos en la Seccio´n 5.2.
Despue´s de establecer estas pautas, el por-
centaje de acuerdo llego´ al 94%, con κ = 0, 88
(entre κ = 0, 72 y κ = 1, 04 para 95% de con-
ﬁanza). Este valor indica buena ﬁabilidad de
la anotacio´n humana, es decir, que diferentes
anotadores tienden a producir los mismos re-
sultados para diferentes anotaciones. Por lo
tanto, parece que la tarea puede resolverse
con un importante grado de acuerdo, siem-
pre que se cuente con pautas expl´ıcitas para
establecer correspondencias, como suele suce-
der en las tareas de anotacio´n sema´ntica por
humanos.
Como consecuencia de este ana´lisis de re-
sultados, hemos creado unas directrices para
mejorar la consistencia de la anotacio´n. Estas
directrices se usara´n para mejorar la consis-
tencia del conjunto de ejemplos de aprendi-
zaje, y as´ı mejorar el funcionamiento de los
clasiﬁcadores.
5.2. Ana´lisis de casos
Los dos anotadores humanos estudiaron
diferentes pares de correspondencia sentido
– frame para establecer unas pautas que ayu-
den a la consistencia de la anotacio´n humana.
En primer lugar, recordemos que la rela-
cio´n se establece siempre entre un frame, es
decir una clase gene´rica del ingle´s, y una uni-
dad le´xica del castellano. Sin embargo, los
me´todos automa´ticos detectan candidatos a
correspondencia mediante synsets asociados
a la unidad le´xica del castellano y a las uni-
dades le´xicas asociadas a la clase gene´rica del
ingle´s. Muy a menudo, las unidades le´xicas
asociadas a un frame son hipo´nimos de ese
frame, as´ı que la correspondencia propuesta
involucra en realidad a una unidad le´xica del
ingle´s muy especializada y al sentido asocia-
do al mismo synset, tambie´n muy especiali-
zado. En estos casos, no se puede establecer
una correspondencia entre el sentido y el fra-
me que contiene a la unidad le´xica, como se
puede ver en los dos primeros ejemplos de la
Figura 1.
Pero la diferencia en granularidad de las
unidades tambie´n se da en el sentido inverso,
es decir, a menudo encontramos sentidos de
SenSem que son ma´s generales que el frame
al cual han sido asociados, como se ve en el
u´ltimo ejemplo de la Figura 1. En el caso del
frame “Trust”, se trata siempre de una comu-
nicacio´n (trasmisio´n de informacio´n), mien-
tras que en espan˜ol, “creer 3” esta´ deﬁnido
tanto como una comunicacio´n como por un
comportamiento, caso que no esta´ contem-
plado en el esquema Trust. En estos casos,
la solucio´n pasa por o bien doblar la unidad
del castellano para poder realizar una rela-
cio´n un´ıvoca o bien relacionar la entrada con
dos esquemas.
6. Conclusiones y Trabajo Futuro
Hemos presentado un estudio de me´todos
y te´cnicas para establecer una metodolog´ıa
para integrar los modelos sema´nticos verba-
les de diferentes lenguas, FrameNet del ingle´s
y SenSem del castellano. El objetivo ﬁnal es
conectar los predicados verbales de SenSem
con FrameNet.
Hemos estudiado la diﬁcultad intr´ınseca
de establecer correspondencias entre sentidos
de SenSem y frames de FrameNet. Hemos es-
tudiado casos conﬂictivos y hemos obtenido
el grado de acuerdo entre jueces. Hemos con-
seguido aumentar la ﬁabilidad del grado de
acuerdo mediante algunos criterios que au-
mentan la consistencia de la anotacio´n.
Con el objetivo de reducir el coste de pro-
ducir recursos tan complejos y aumentar la
consistencia de la conexio´n manual entre am-
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SVM Naive Bayes J48 (a´rboles de decisio´n)
Cuadro 3: Descripcio´n del acuerdo entre jueces humanos (ﬁlas, manual) y clasiﬁcadores au-
toma´ticos (columnas, auto) para validar correspondencias entre pares frame–sentido, para los
clasiﬁcadores SVM (Support Vector Machines), Naive Bayes y J48 (a´rboles de decisio´n).
Frame synset Sentido
Arriving: An object Theme moves in the direction of a
Goal. The Goal may be expressed or it may be understood
from context, but its is always implied by the verb itself.
unidad le´xica: come
1262658 acercar 5: Arrimarse a alguieno a algo.
Trust: A Cognizer thinks that the Information given by a
particular Source is correct. The speciﬁc Content or Topic
of the Information may also be described.
unidad le´xica: believe
0461554
creer 2: Dicho de la religio´n, te-
ner la esperanza de un mundo
mejor o de la existencia de un
dios.
Trust: (´ıdem anterior)
unidad le´xica: trust 0488417
creer 3: Estar seguro que algo
o alguien obrara´ correctamente o
que no nos engan˜ara´.
Figura 1: Ejemplos de diferentes granularidades entre los sentidos de SenSem y los frames de
FrameNet. Se muestra tambie´n la LU de FrameNet a partir de la cual se ha realizado la corres-
pondencia, y el synset asociado a la LU y al sentido.
bos dos recursos, hemos aplicado dos te´cni-
cas automa´ticas: desambiguacio´n de sentidos
y clasiﬁcacio´n de los pares sentido–frame can-
didatos a conexio´n. Se han aplicado te´cnicas
de desambiguacio´n de sentidos a las unida-
des le´xicas de FrameNet, para asociarles au-
toma´ticamente un synset de WordNet. Se es-
tablecen como candidatos a conexio´n los pa-
res de frames y sentidos asociados al mismo
synset. El 55% de estos candidatos fueron va-
lidados como correspondencias.
Adema´s, se aprendieron clasiﬁcadores pa-
ra determinar automa´ticamente si un candi-
dato era efectivamente una correspondencia.
Los clasiﬁcadores aprendidos ofrecieron resul-
tados muy variables, probablemente debido a
que los ejemplos de aprendizaje fueron gene-
rados por dos jueces sin consenso previo en
los criterios de anotacio´n. Despue´s del ana´li-
sis de resultados se crearon unas directrices
para mejorar la consistencia de la anotacio´n.
El primer paso del trabajo futuro sera´ la
creacio´n de ejemplos ma´s consistentes pa-
ra mejorar el aprendizaje de clasiﬁcadores.
Despue´s aplicaremos estos clasiﬁcadores para
conectar las unidades de FrameNet y SenSem
que no se asociaron mediante corresponden-
cias entre synsets. Se generara´n candidatos
con el producto cartesiano de todas las uni-
dades no conectadas, esos candidatos sera´n
pre-validados mediante clasiﬁcadores y vali-
dados manualmente. Una vez validadas, es-
tas correspondencias pasara´n a engrosar el
conjunto de ejemplos a partir de los cuales
se aprenden los clasiﬁcadores, lo cual deber´ıa
mejorar el funcionamiento de los mismos.
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