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This paper considers a Markovian epidemic process for the spread of an infectious disease with fatal risk. The 
model includes as extreme cases two classical models, the general epidemic (for those diseases that confer 
immunity after infection) and the fatal epidemic (for those diseases that lead inevitably to death). Our purpose 
is to derive the joint exact distribution of the final state and severity of the disease process. These statistics provide 
a measure of the total damage caused by the epidemic. The approach followed relies on the construction of a 
family of martingales and then the use of a nonstandard family of polynomials. The two special models above are 
discussed separately. 
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1. Introduction 
In a recent paper (Lefevre and Picard, 1992), we developed a new model of Markovian 
type, called the epidemic model with fatal risk, to describe the spread of an infectious disease 
that can be fatal. Roughly, a closed homogeneously mixing population is subdivided in four 
classes: susceptibles, infectives, immunes and dead (as a result of infection). In the course 
of time, any infective present can meet, independently of the others, individuals among the 
surviving ones at the global rate p. A susceptible, if ever contacted, becomes infectious. 
Each infective is prone to be removed at the rate p. When this happens, the individual either 
is permanently immunized, with probability 7r, or he dies, with probability 1 - n. The 
epidemic terminates as soon as there are no more infectives in the population. 
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Specifically, let S,, I,, Z, and V, be the numbers of susceptible, infected, immune and dead 
individuals at time t, t E W +. Initially, S,, = n, IO = m and Z, = V, = 0; for t E W +, S, + Z, + 
2, + V, = n + m. The epidemic process is represented by {(S,, I,, 2,)) t E W +}, which is 
assumed to be a continuous-time Markov chain. Given (S,, I,, Z,) , three state transitions can 
occur during the time increment (t, t + dt): the immunization of an infective, with the 
probability 
P(Sf+d,=s,Zt+dr=i-l,Zt+dt=~+l 1 S,=s,Z,=i,Z,=z) 
=r$dt+o(dt), (1.1) 
the death of an infective, with the probability 
P(S,+dr=srzt+~r=i-l,Z,+~r=ZIS,=S,~,=irZt=Z) 
=(I--r)pidt+o(dt), (1.2) 
or the infection of a susceptible, with the probability 
p(St+dr =s- 1, z,+&=i+ 1, Zr+&=Z 1 s,=s, z,=i, Zt=z) 
= [@il(s+i+z)] dt+o(dt) , (1.3) 
where k, p > 0 and 0 < rr < 1. The disease process will continue until the instant T = inf{ t : 
I,= O}. We underline that by ( 1.3), the contact rate for any given pair of susceptible and 
infective is equal to p/ (s + i + z). This is justified by the fact that there are s + i + z individ- 
uals still alive at t, so that each infective present can make that many contacts during (t, 
t+dt). 
We note that the epidemic model generalizes two classical models that are obtained by 
putting 7~= 1 or 0 in ( 1.1), ( 1.2) and ( 1.3). When rr= 1, infectives are ultimately immu- 
nized, and the process then corresponds to the general epidemic (see, e.g., Bailey, 1975). 
Observe that since here, S, + Z, + Z, = n + m, t E W +, the contact rate per pair of individuals 
reduces to p/ (n + m) ; this rate is thus constant over time (and often denoted by p) . When 
rr=O, infectives are removed by death, and the process then is equivalent to the fatal 
epidemic (see, e.g., Ball and O’Neill, 1992). This time, the contact rate per pair of individ- 
uals becomes p/ (S, + I,) ; that rate, however, is not really simpler. Now, for the general case 
where 0 < rr < 1, the epidemic process with fatal risk might be suitable in a variety of real- 
life situations. It could be used, for instance, to describe the spread of certain viral diseases 
among humans or animals, certain fatal diseases for which the existing medical treatment 
is not always effective, or certain non-fatal diseases for which the treatment has sometimes 
dangerous effects. 
In our previous work, we investigated the deterministic version of the model and several 
problems concerning the stochastic version. In particular, attention was paid to the threshold 
behaviour of the epidemic and the influence of rr on the disease propagation. The object of 
the present paper is to derive the joint exact distribution of the final state and severity of the 
epidemic. By final state, we mean the numbers of individuals at time T, when the infection 
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becomes extinct; i.e., (ST, Z,, V,) with S,+ Z,+ V,= n + m. The final severity, denoted by 
A, represents the area under the trajectory of the infectives from time 0 to T; i.e., A*= 
jgZu du. Clearly, these two statistics provide a measure of the total damage caused by the 
disease. The methodology adopted is similar to that introduced by Picard ( 1980) and 
developed extensively by the authors (see, e.g., Picard and Lefkvre, 1990). Firstly, we 
construct a family of martingales that include, at T, the final state and severity. Secondly, 
we use a family of polynomials defined and studied by Lefevre and Picard ( 1990) to 
express, in an explicit way, the joint distribution of these statistics. An attractive merit of 
that method is to highlight the algebraic structure of the distribution. Moreover, the approach 
can be easily extended to account for more than two possible fates for the infectives. 
The paper is structured as follows. Section 2 gives some results about the polynomials 
mentioned above. In Section 3, we derive the distribution of the final state and severity for 
the general case with 0 < 7r< 1. In Section 4, we pursue the analysis in the particular case 
7~= 1; the distribution of interest takes here a simplified form. Section 5 deals with the 
extreme case r= 0; the problem now becomes more difficult and it is solved by taking the 
limit as rr+ 0. 
2. Preliminaries: A family of polynomials 
We start by recalling briefly the definition and some properties of a non-standard family of 
polynomials. Introduced initially by Gontcharoff ( 1937) for one variable, these polynomials 
have been revisited and extended to several variables by Lefkvre and Picard ( 1990). 
Definition2.1.Forj=l,...,J,letUU’={u~,~,.,,, (i,,...,i,)~N’}beagivenfamilyofreal 
numbers. To U”‘,..., UcJ’ is attached a unique family of polynomials Gkl. ..,kJ(x, ,. . ., 
x, 1 U”‘,..., UcJ’) of degrees k, in x,,. . ., kJ in x,, (k,,. . ., kJ) E [NJ, defined recursively by 
G 0 ,_... 0(X,>...> XJ ( UC’),..., ucJ’) = 1 , 
andwhenk, +...+k,>l, 
G kr.....4 (x I,..., x, 1 UC’),..., W’) 
where D(k,,. . ., kJ) denotes the set of indexes {(i,,. . ., iJ), with 0 < i, <k,,. . ., 0 < iJ < k,, 
andi,+...+i,<k, +...+k,}. 
Note that G kl ,,.., k,(...) in (2.1) depends only on the u!;‘,!..,,, with (i ,,... , iJ) ED(k,, . . . . 
kJ) . For ( r,, , rJ) E NJ, let G:;.‘:, :;iy’ ( . . . ) be the partial derivative of Gk,,. .,kJ( . ) of orders 
r, inx ,,.,., r,inx,. 
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Properties2.2.(a)For(k ,,..., k,)and(r ,,..., r,)EW, 
G::,‘...:;~:“(~ll,‘,!.,,n,..., d:!..,,., I U”‘,... , W’) =S,,,,;~.S,,r,, 
and this property characterizes the family of polynomials. 
(b) Any polynomial Rk ,,..,, k,(x, ,..., xJ) of degrees k, in x,,. .., kJ in x,, (k,, 
admits an Abel expansion 
(2.2) 
. . . , kJ) E NJ, 
R ki,...,kl (x ,,...,xJ)= $ ;,=,, ..’ c ‘::[.-::~~‘(~!~I.,..,~,~...~ UI:!....) 
I,, = 0 
XGk I,..., k,(X,...., xJ 1 u”‘,..., ucJ’) . 
(c) ForO<r,<k, ,..., O<r,<k,, 
(2.3) 
G(“....,‘J) 
kl....,kJ (x I,..., XJ 1 u”‘,..., U’J’) 
= Gk, --r ,,,.., +Jx, ,.. ., x, ( E”,..-~YJ’ I),. . ., E”,- -.nUfJ’) , 
,,,here E’l,---JJ#i) = {u !!iil....,rJ+r~9 (hT..., iJ) E OuJ>. 
(d) Fora, ,..., a,andb ,,..., b,EW, 
~2.4) 
G kl,..., k ,(a,X, +b,,...,a,x.,+b, 1 U,U”‘+b I,..., U.,u’J’+bJ) 
-6 ..@G,, kJ , (x ,,.... XJ 1 u”‘,..., ucJ’) , (2.5) 
where aIJ”‘+ bj= {a I uG) J ll....,iJ +bj, (i ,,..., iJ) EITI~}. 
(e) The polynomials can be determined explicitly when for j = 1, . . . , J, u i:,!, ,,., is a linear 
function of ( i, , . . . , iJ) E NJ. In particular, iffor j= 1,. ., J, u~~,!,,,~, = u(‘), a constunt for 
(i ,,..., iJ) E NJ, then 
G kl....,k.i (x I ,..., XJ ( I/“),..., U’“‘) 
(k,,..., kJ) EU’J~. 0 (2.6) 
The polynomials used subsequently have J = 2 variables, denoted by x and y. When 7~= 1, 
however, one variable will be sufficient for the discussion. This will be shown as a conse- 
quence of the following property. 
Property 2.3. Put J= 2. If U c2) issuchthatu!2! E~!~’ 11.12 12 3 independent of i, for (i,, i2) E [N*, 
then 
Gkl,kz(x, y ( u”‘, uc2’) =G,,(x 1 {U!,:h, i, EN)) 
XG,,(yI {uj:‘,i2E[N)), (k,,k2)EN2. (2.7) 
Proof. Let us denote by Pk,,kz(~, y) the right-hand side of (2.7). This is a polynomial of 
degrees k, in x and k2 in y, such that, by hypothesis, we have for (r,, r2) E N2, 
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e-F’ (u (1) I, rI2-2’ u::.ig> =G::“(d,‘,I, I {u;,::zt i, EN) 
xG:,'Z'(u&f' 1 {uj:), i, E(N)) (2.8) 
From (2.2), we see that the product in (2.8) is non-null, and then takes the value 1, iff 
k, = T, and k, = r,. Applying again (2.2), we deduce the identity (2.7). 0 
3. The final state and severity distribution when 0 < m < 1 
Hereafter, we consider the epidemic model when the fatal risk does exist but is not certain; 
in other words, we suppose that 0 < rr < 1 in ( 1. 1 ), ( 1.2) and ( 1.3). Let us concentrate our 
attention on the end T of the epidemic. Our goal is to obtain the joint exact distribution of 
the final state (ST, 2, V,) and the final severity A,. 
3.1. A family of martingales and some direct implications 
We are going to construct a family of martingales that include, at T, the statistics of interest. 
For reasons of convenience, we now describe the epidemic by the process ((S,, I,, L,), 
t E W + >, where L, = S, + I, + 2, represents the total number of individuals still alive at t. Note 
that this process has its values in 
SB={(s, i, 1) EN”: O<s<n, O<i<n+m-s, s+i<l<n+m} . 
Let Y,, t E W +, be the a-field generated by {(S,, I,,, L,), II E [ 0, t] }. We choose to look 
for martingales {M,, Y,; t E W + } with M, of the form 
M.=f(S,,I,.L,)exp(-tijI.,du). 
0 
(3.1) 
where 6)~ IR + andfis some appropriate function from 9 to W+. The first step consists in 
obtaining a sufficient condition on f to construct such martingales. To this end, we proceed 
as in Picard ( 1980). Clearly, {M,, Y,; t E W ’ } is a martingale iff for any given s E W +, 
dE(M, ( cY,Y) /dt = 0 , t 2 s . (3.2) 
Writing the expression for this derivative, we find that to guarantee (3.2)) it suffices that 
the valuesf( s, i, 1) verify the difference equations 
(@ill)lf(s- 1, i+ 1, I) -f(s, i, l)] +7rj_bilf(s, i- 1, I) -f(s, i, l)] 
+ (1 -7r)pilf(s, i- 1, 1- 1) -f(s, i, l)] =&f(s, i, I), (s, i, I) EG, (3.3) 
where & = B n (i > 1 } is the state space as long as infection is possible. 
The next step is to derive explicit solutions to (3.3). We begin by taking any two integers 
k, in [ 0, n] and k, in [ 0, n + m] . We then put forward forf(s, i, 1) the formula 
f(s, i, l)=~,~,~l~~~,A~+~~~‘~~~~*, (s,i,l)EG, (3.4) 
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where for i,j~ N, i t,, =i( i- 1) ... (i-j+ 1) with iltrl = 1, and A and bare some adequate 
positive constants. Substituting (3.4) in (3.3) yields, after simplification by 
ih”+‘-k’ 
v > 
l),,,, -s[k,] I1 +7Tp(1/A- 
+(l-rr)ll[(l-l)Lkz,lvh-lrkz,lS,k,] =o~y[k,]l,kZ,, I) Eg*, 
with 9* as {(s, E N 0 < < n, + 1 1~ n + m}. This can be rewritten as 
= 0 (s I)ELZ%r*, 1 3 (3.6) 
which will be fulfilled by putting the term into brackets equal to 0 for all I= 1,. . ., n + m. 
Thus, we impose that 
-pk,-(l-7r)/_Lk*/VA=o0 (3.7) 
~/_~(1/A-1)+(1-n-)~(1/uA-1)-8=0. (3.8) 
When k, = 0 and k, > 0, the condition (3.7) cannot be satisfied. Otherwise, the system (3.7), 
(3.8) admits indeed a solution A, v depending on k,, k2 and, in general, 8. Specifically, if 
k, >O and k2>0, 
A-hk,,k2(e)=~~k,l[pk, +(p+WJ 3 
v= vk,,,z(@=(~- l)[pk, +(/J+‘%k,l/r@, 
If k, =k2=0, 
(3.9) 
(3.10) 
u= uo,,, = any real p , (3.11) 
A = A,),,)( 0, p) is such that pA,,,,,( 8, p) = p( rrp+ 1 - n) / (p + 0) . (3.12) 
We point out that by (3.12), AO,,,( 13, p) is defined only when p # 0. To summarize, we have 
proved the following result. 
Proposition3.1.Fork,=l,..., n,k,=O ,..., n+mandtlEW+, 
(3.13) 
with Ak,.kz( 0) and v~,,~>( 0) given in (3.9) and (3. lo), constitutes afamily ofn(n +m + 1) 
martingales. Furthermore,,for any p E W and 0~ W +, 
{ 
[p(~p+l-~)/(p++)]S’+“pZ,exp (-OjI~,du),.Y,;itR+} (3.14) 
0 
is another martingale. 0 
Now, T, the end of the epidemic, is a stopping time with respect to {Y, t E 52 +}, finite 
a.s. and such that IT= 0 a.s. By the optional sampling theorem for martingales, we deduce 
from Proposition 3.1 the result below. 
Proposition3.2. Fork,= I,..., n, k,=O ,..., n+mand OEWf, 
~~ST,,k,l~T.,kzl[~k,.kZ(~)lSr~k’[ k,.kz(@lLr--kzex~( -@%I> 
=&A@ 3 
with g,, ,,,( f3) = 0 andfor k2 > 0, 
g,,.kz(W =nlk,~(n+m)l,,l[hk,.lr? (@I ,z tn--k,, vk,,lr( ,jj ,n+nt-kz . 
(3.15) 
(3.16) 
Furthermore, for any p E W and 0~ b? +, 
E{[p(~p+ I-~)l(~+0)lS7pZTexp( -eA,)> 
=[p(%-p+l-7r)/(p+8)]“+“‘. Cl (3.17) 
We note that from (3.15) with 0= 0, we can determine recursively the final state prob- 
abilities P(S,=s, LT= I), s= I,..., n and 1 =s,.. ., n Sm. Indeed, let us range these proba- 
bilities with (s, I) in the order (n, n+m) ,..., (n, n); (n- I,n+m) ,..., (n- 1, n- 1); . . . . 
( 1, n + m) ,. ., ( 1, 1). Consider the relations (3.15) with the (k,, k2) taken in the same 
order. Then, these relations constitute a lower triangular system of linear equations in the 
unknown probabilities. A powerful method to exploit further (3.1.5), together with (3.17), 
is developed in Section 3.2. 
Concerning the remaining probabilities P( &= 0, L,= 1), I= 0,. . ., n + m, we will show 
later in (3.36) how they can be evaluated form the others through (3.17) with 8=0. 
Formula (3.17) allows us to get also simple noteworthy relations between the moments of 
(S,, A,) or (S, G). 
Corollary 3.3. For 8 E W + , 
E{exp( -BA,)/[~/(~+8)]“+“‘-s’}= 1 , 
which implies,for i E IN, 
(3.18) 
(3.19) 
with, in particular, 
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E(A,) = [n+m-E(S,)]/p. (3.20) 
Moreouer, fir i = 1,. . . , n + m, 
(3.21) 
with, in particular, 
E(ZT) =7r[n+m-E(ST)] . (3.22) 
Proof. Choosing p = 1 in (3.17) yields (3.18), which can be viewed as a Wald’s identity 
for the epidemic. By differentiating i ( >, 0) times with respect to 8 and then putting @= 0, 
we obtain (3.19); for i= 1, this becomes (3.20). Now, let us take @=O in (3.17). Then 
the ith (i,<n +m) derivative with respect to p calculated at p= 1 provides (3.21), with 
(3.22) for i= 1. 0 
3.2. Using the polynomials to obtain the joint distribution 
For X, YE W and 0~ R+, let 9(x, y, @) be the joint generating function Laplace transform 
of (ST, L, AT) : 
q$x, y, 0) =E[xSTyLTexp( -0A,)] . (3.23) 
From (3.15) and (3.17), we are now in a position to obtain an expression for cp(x, y, @), 
provided y # 0, in terms of a special family of polynomials (2.1) with two variables. 
Proposition 3.4. For x E W, y E W0 and 8 E W + , 
d&Y, e)=[~(ny+~-~)~(~++)l”+” 
+ 2 ‘*E g~~,~~(~)G~,,~*(x, y I U”‘(& r), ~‘*‘t~)) 9 (3.24) 
ki=l kz=l 
where theg,,,k(8) aredefinedin (3.16), U”‘(8,y) is thefamily{ul,!i),(e,~), i, E 10, nl, 
izE [0, n+m]}, with 
(3.25) 
the A,,,;,( 0) and A,,( 0, y) being giuen by (3.9) and (3.12), and UC2’( 0) is the family 
{u~,~~~(@, i, E [0, n], iZE [0, n+m]}, with 
(3.26) 
the v;,,;~( 0) being given by (3.10). 
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Proof. By Property 2.2(b), we can write for any families UC” and Cl’*’ that 
xG,,,~~(x, y 1 U”‘, u”‘) (3.27) 
Let us choose UC”= U”‘( 8, y) defined in (3.25) and UC’)= U’*‘( 0) defined in (3.26). 
Splitting the set of indices in (3.27) and then inserting (3.15), we obtain that 
+E{~T![Ao.o(~~ u)ls’ev( -f&l 
xGo.,,(x, Y I U”‘(@ y), U’*)(fV)> . (3.28) 
We now examine the term E{ ...} in the right-hand side of (3.28). Definition 2.1 and the 
result (2.6) show successively that 
=G,,(Y I id::, i2 E lo, n+mll) =yLTI(L7.!) (3.29) 
From (3.12), (3.29) and applying (3.17), we deduce that this E{...) thus reduces to 
[~(7~y+l--)/(~+H)]~+“‘,hencetheformula(3.24). Cl 
We underline that in (3.24), the family U”‘( 0, y) does depend on the argument y, but 
only through the elements u$,:: ( 0, y) = A,,,“( 8, y) , i, E [ 0, n + m] . This particularity has 
two major implications. Firstly, since by (3.12), A,,()( 8, y) is not defined at y = 0, formula 
(3.24) is valid, as indicated, when y # 0. Secondly, differentiating (3.24) with respect toy 
is complicated and, actually, we cannot do it. However, these difficulties disappear if we 
begin by taking the first derivative with respect to x. Indeed, from (3.23) and using Property 
2.2(c),weobtainthatforx~W,y~W,and8~W’, 
EL&-x S7-‘yLTexp( -0A,)] 
&,,kz(@G,,-,,,(JG y ( E’.“U”‘(& y), E’.‘U”)(@) . (3.30) 
Butby (3.25), E’.“U”)(&y) isthefamily{hi,,j,(0), i, l [l,n],i,~[O,n+m]}, which 
depends no longer on y. For clarity in the notation, we will suppress the argument y to write 
E’.‘U’“( 0). As a consequence, formula (3.30) is of standard form: it is defined too at 
y = 0 and its derivatives with respect to y can be easily computed. The corollary below is 
immediate from (3.24) and (3.30). 
Corollary 3.5. For 8 E IF2 + , 
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E[exp( -@A,)] = [p/(p+ f?)]“‘” 
E[l(s,=o, exp(-@%)I = h~(~+~)l’~+“’ 
+ t nc gk,,kp(@uG kl.k>(O, 1 ( u”‘(& I), uc2’( 6)) . (3.32) 
k,=l kz=l 
E[ l(Sr=k) ‘=I’( - OA,) 1 
= i k$k ;g gk,.kz(0)Gk,-k.kz (0, 1 1 EkW”‘(8), Ek,oU’2’(o)) , (3.33) 
E[ l(Sr=k,Lr=l) exP( - e&) 1 
l=k,..., n+m, 
E(ST,[k, ‘%,,/I) 
gk,.kz(0)Gkl-k,kz-LI( 1, 1 1 Ek”u”)(o)> Ek”u’2’(o)>, 
l=O,..., n+m. (3.35) 
Proof. In (3.24)) choosing x = y = 1 leads to (3.3 1) and x = 0, y = 1 to (3.32). Differenti- 
ating (3.30) k - 1 ( > 0) times with respect to X, applying Property 2.2(c) and then putting 
x = 0, y = 1 yields (3.33). Similarly, differentiating (3.30) k - 1 ( > 0) times with respect 
to x and 1 (>O) times with respect to y and taking x=y=O or x=y= 1, 19=0 leads to 
(3.34) and (3.35), respectively. q 
Note that (3.31) gives the Laplace transform of A, and (3.32), (3.33) the joint distri- 
bution Laplace transform of (ST, AT). Concerning the law of (ST, LT, A,), it is provided by 
(3.34) when ST= k > 0, but the similar expectations for ST= 0 are still missing. These terms, 
however, can be computed from the others as follows. 
Corollary3.6.Forl=O, . . ..n+mand HEW+, 
E[ l(sT=cI,LT=I) exp(- @%I 1 
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7j-q I- Tr)k-j 
XE[l(ST=k.Lr=k+l-_l) exp( -@WI . (3.36) 
Proof.For x, YEW and HEW+, let I,!I(x, y, 0) be the joint generating function Laplace 
transform of (S, Z,, A,). Now, fix any such y and 8, and consider I/J(X, y, f3) as a function 
of X. Obviously, for k E [ 0, n] , 
@)(O> y, 0) =k! E[ l<Sr=kjy “exp( - OAT) 1 , (3.37) 
and we observe that by (3.17), 
$[p(TY+l--)/(p+e),Y, el=[r*(~+l-~)/(~++)l’~+m. 
Applying MacLaurin’s formula to @( ...) in (3.38), we then obtain that 
E[ l~,,=,,yZTexp( - @%-) 1 
(3.38) 
=[/L(7Ty+1-7r)/(p+8)]“+” 
- 2 [~(~+I-~)/(~+$_)]kE[l~Ss=k~yZrexp(-BA,)l. (3.39) 
k=l 
Further, remembering that LT= ST+ Z,, successive derivatives of (3.39) in y calculated at 
y=O yield (3.36). q 
Coming back to Corollary 3.5, (3.35) provides the joint factorial moments of (S, LT) 
of orders kE [ 1, n] and 1 E [0, IZ +mJ, respectively. When k=O and I> 1, the similar 
expectations correspond to the factorial moments of &. As shown below, they can be 
evaluated from the others by first computing the joint factorial moments of (S, Z,) . We 
notice that these latter moments are non-null if their orders, k and 1 respectively, say, are 
such that kE [0, n], 1~ [0, nfm] and k+l<n+m. 
Corollary 3.7. For l= I,. . . , n + m, 
I 
W&J,,) = 
1 
= c) E(ST.[,-j]Z7;u]) , j=max(O,l--nl 
where the non-null factorial moments of (ST, Z,) f o or d ers k 2 1 and I> 1 are obtained as 
the solution to the system of linear equations 
=QST,,k,& .[I] 13 ke [ 1, n], 1~ [ 1, nfm] and k+l<n+m, (3.41) 
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and the factorial moments of Z, are then deduced from the relations (3.2 1) . 
Proof. We recall that for S, z, 1 E N, 
’ 1 
(s+z),t, = c . s[t-jlqj]~ 
,=o Cl (3.42) 
Therefore, putting in (3.42) s = ST, z = Z, and then taking the expectation leads to (3.40). 
Let us now derive the formulae (3.41) . Thanks to (3.42)) we can write, for k> 1 and 12 0, 
I 
HST,Ik, &,I,]) = 
1 
c c) 
E(S s z ). T.Ikl T.[r-jl T.Yl (3.43) 
j=max(O.l-n) 
But it is known that for s, k, j E N, 
j j 
s[!f]sb] = C i kb-i]S[k+i] 
i-0 0 (3.44) 
Inserting (3.44) in the right-hand side of (3.43) then yields (3.41). We observe that (3.41) 
constitutes a system of n [ m + (n - 1) /2] linear equations in the unknown expectations 
E( Sr,,k,Zr,,rl), k E [ 1, n] , 1 E [ 1, n + m] and k + 1 <n + m. When the equations and these 
expectations are ranged in the order [ (k = 1, I), . . . , (k = max( n, n + m - I), 1) 1, successively 
for 1 = 0, 1,. . . , n + m - 1, the system (3.4 1) becomes lower triangular and can be solved 
recursively. Finally, to apply (3.40), it remains to determine the moments E(Z,t,i), 1 E 
[ 1, n + m] These can now be easily obtained from the n + m relations (3.21) . 0 
4. The general epidemic model (n= 1) 
When r= 1, susceptibles if ever infected will become ultimately immunized. Thus, at any 
time t, there are L, = n + m individuals alive in the population. Because of this characteristic, 
the above analysis can be slightly simplified. In particular, the joint generating function 
Laplace transform of (Sr, AT) will be expressed in terms of a special family of polynomials 
(2.1) with one variable. 
These results for the general epidemic have been obtained previously by Picard ( 1980). 
In fact, a similar but simpler argument can then be directly applied to the model. It is 
instructive, however, to show that they can be derived too from Propositions 3.2 and 3.4. 
Proposition 4.1. For k = 0,. . . , n and 9 E W’ , 
~~S~,~~l~~,~%~lS’e~p~-~~~~~=~I~l~~~~~~lntm~ 
with 
hk(%)=p(n+m)/[/3k+(p+%)(n+m)]. 
(4.1) 
(4.2) 
Furthermore, for x E W and 8 E K?+, 
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E[xSTexp( - OAT)] = 2 Q[L(@l n+m--kGk(~ 1U(e)) , 
k=O 
with 
U(8)={h,(8), iE[O,n]}. 
(4.3) 
(4.4) 
Proof. We begin by establishing the relations (4.1) . Observe that in (3.4), 1 is here equal 
to n + m. Therefore, (3.6) is verified if we impose, instead of (3.7) and (3.8), that 
-@,+/J(lIh-l)(n+m)-B(n+m)=O. (4.5) 
For k, = 0,. . . , IZ, (4.5) gives A = A k, ( 0) such as defined in (4.2). Inserting this A in ( 3.4) 
and applying the sampling theorem then yields (4.1) . 
Let us verify that (4.1) can be deduced from Proposition 3.2. Indeed, putting rr= 1 in 
(3.9)and(3.10)gives,fork,~[l,n] andk,E[O,n+m], 
Ak,,kr( ‘% = /-M [Pk, + (P+ e)k,l > 
Vk,.k2(“) =O 7 
(4.6) 
(4.7) 
and inserting (4.6) and (4.7) in (3.15) leads to (4.1) for kE [ 1, n]. In the same way, 
(3.11) and (3.12) become 
vo,o = P E R say , 
A,,(e, P) =Ao,,(e) = p/(p+ 0) , 
(4.8) 
(4.9) 
and (3.17) then is equivalent to (4.1) for k = 0. Accordingly, we are now allowed to bring 
similar adaptations in Proposition 3.4. From (4.6), (4.7) and (4.9), let us construct the 
families U’“( 0, y) and UC2’( 0) defined in (3.25) and (3.26). We point out that U’“( 0, 
y) = U ( ‘) ( 0) is independent of y, and all the elements of fJC2’ ( 0) are equal to 0. Moreover, 
for x, y E W and 0E W+, formula (3.24) reduces to 
E[xSTy”+“’ exp( - OAT> 1 
n = fFyi(p+ ew+m + c ~~k,~(IZ+~)![~k,.n+m(~)l”~m-k’ 
k, = I
x Gkl.n+m(Xy Y 1 u”‘(e), u(2’(@) . (4.10) 
Let us examine the polynomials G,_+,,,( ...), k, E [ 1, n], in (4.10). Since the u!:/~( 0) are 
independent of i,, we have by Property 2.3 that 
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~G,+,(Y I {@‘W, ie [O, n+mll) . (4.11) 
But the uis’( 0) = 0, and from (4.2) and (3.25) with (4.6) and (4.9), we see that 
u:,:)+,,,( t9) = A,( e), in [ 0, n]. Thus, by the result (2.6) and using (4.4), we obtain for 
(4.11), 
G k,.n+m(~, Y I uYe), u(W)) =G,,b 1 we)) ~n+vn+m. (4.12) 
Combining (4.10) and (4.12) then leads to (4.3). •i 
We observe that for k taken in the order n, II - 1,. . . , 1, the relations (4.1) with 0 = 0 
constitute a lower triangular system of linear equations in the final state probabilities 
P(S,=s), s=n, n-- I,..., 1. The remaining probability P(S,=O) is then given by l- 
P($= 1) -... - P( S,= n) . Moreover, for k = 0, (4.1) reduces exactly to Wald’s identity 
(3.18). To close, we emphasize that differentiating (4.1) is straightforward and will yield, 
inter alia, an explicit expression for the joint distribution Laplace transform of (ST, AT). 
5. The fatal epidemic model (n=O) 
When rr= 0, the removal of an infective corresponds necessarily to its death. Thus, at any 
time t, 2, = 0 and L, = S, + I,. This has crucial effects on the above study. Concerning the 
martingales of Proposition 3.1, the conditions (3.7) and (3.8) imply here that k, = k2 = 0, 
and then v,,” = p E W and phO.“( 8, p) = p / ( p + 0). Therefore, the family of martingales 
(3.13) does no longer exist, but the martingale (3.14) with n= 0 remains valid. As for the 
relations of Proposition 3.2, only (3.17) still holds true and it reduces to the identity (3.18). 
This is not sufficient to obtain, as in Proposition 3.4, the joint law of (ST, A,). 
We pursue our discussion by first constructing an alternative family of martingales for 
themodel.Fork=O,...,nande~W+,let 
ak,j(@=p(k+j)/[/3k+(p+8)(k+j)], j=l,...,n+m-k. (5.1) 
Proposition5.1.Fork=0,...,nand8EWt, 
(5.2) 
with the akj( 0) given by (5.1), constitutes a family of n + 1 martingales, which implies 
(5.3) 
We point out that putting 19 = 0 in the relations (5.3) for k = n,. . . , 1 provides, as (4.1) 
when rr= 1, a lower triangular system of linear equations in the unknown probabilities 
P( S,= s), s = n,. , 1. The remaining probability P( ST= 0) then follows directly. Note also 
that for k = 0, the martingale (5.2) and its implication (5.3) are equivalent to (3.14) and 
(3.17) with rr=O. Thus, Wald’s identity (3.18) holds for any Tin [0, 11. 
Now, contrary to the previous situations where OTT> 0, it is not possible to express from 
(5.3 ) the joint distribution of (S, A,) in terms of a special family of polynomials (2.1) . 
A more general approach, however, can be applied successfully, and it will be developed, 
with other applications, in a forthcoming paper. Hereafter, we are going to derive that 
distribution by taking the limit as rr -+ 0 of the results obtained for 0 < rr < 1. 
Specifically, we begin by reexamining the joint generating function Laplace transform 
of (S, A,) when n> 0. We established that it is given by the formula (3.24) with y = 1. 
:xpression. Clearly, for i, E 
3.26) as 
Let us point out the dependence in rrof the different terms in this e 
landi,~[O,n+m],wecanwrite(3.25)withy=land( 10, n 
(5.9) 
with 
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Proof. We start as with Proposition 3.1. However, since L, = S, + I,, we are here building 
martingales of the form (3.1) withf(&, L,) substituted forf( S,, I,, L,). We are so led to 
look for valuesf( s, I) that verify the equations 
(Psll)If(s- 1, 0 -f(& 03 + PU(& I-- 1) -f(% 01 
=ss(s, I), (3, 0 E9* 1 (5.4) 
where g* is the set defined in (3.5). Let us now construct explicit solutions to (5.4). 
Choose any integer k E [ 0, n] . We then propose forf( s, 1) an expression of the type 
f(s, 0 =st,,b(l), (& 0 ES”, 
where b(I) is some adequate function. Inserting (5.5) in (5.4), we obtain 
(5.5) 
s,~l{-pkb(l)+~z[b(l-l)-b(l)]-B~b(l)}=O, (S,1)E9*. (5.6) 
If 1 <k, then s <k so that sLkl = 0 and (5.6) is satisfied. Thus, (5.6) requires that 
[ pk+ (p+ @/lb(l) = plb(l- 1) , l=k+ l,..., n+m (5.7) 
Taking, by convention, b(k) = 1, the solution of (5.7) is given by 
i-k 
b(l) =b(Z, k, 0) = n ~~(8) , I=k+ l,..., n+m, (5.8) 
j-l 
with akj(@ defined in (5.1). From (3.1), (5.5) and (5.8), we then deduce the results 
announced. 0 
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d,‘,i)z( e> = 
-t 
&l[pi, +(p+O)iZ] ifi, >O, 
1 
ifi, =0, 
(5.10) 
and 
with 
u!*?(~)=[(~-l)l~]u!2?(e) 11.12 I,,!* * (5.11) 
##V = 
{ 
[/3i,+(~+@i2]lpil ifi,>O, 
0 
ifi, =O. 
(5.12) 
For j = 1, 2, we denote by V w ( 13) the family of these u y.t.* ( t9). From ( 3.16), we see that 
gk,.k.(0),k,E[l,n] andk,E[O,n+m],isoftheform 
g,,.,,(e) =hk,,h( e)(7T- I y+m-W-kl , (5.13) 
with 
~k~,k~~~~~~[kl~~l2+m~~k~~~u~~,~~~e~in+m~k~~U~~~~~e~~n+m~kz. (5.14) 
Thus, the limit as rr--, 0 of theg,,,,,( 0) is equal either to 0 or to 00. Moreover, the asymptotic 
study of &&, 1 1 W(e, l), U’*‘( 0)) is found to be complex. 
We now show that the analysis becomes much simpler when considering the joint 
distribution Laplace transform of (ST, A,). 
Proposition5.2.Fork=l,...,nand BEW+, 
E[ lcSr=+ exp( - e&) 1 
XGk,_k,kz_j(O, 0 ( Ekw”( e), _@‘v’*‘( e)) , (5.15) 
with V”‘( @, V’*‘( 0) andh k,,_(8) given in (5.10), (5.12) and (5.14). Furthermore&or 
em+, 
E[ lcsT=oj exp( - e&> 1
= [pi(p+ e)ln+m- 2 [d(~+e)ikE[i(ST=k) exP(-@%)I . (5.16) 
k=l 
Proof. Choose any kE [ 1, n] and suppose for the moment r> 0. From (3.33), (5.9), 
(5.11) and (5.13), we obtain 
= i k ‘E && e)( 7T- l)n+m-k+-kl 
’ k,=k kz=l 
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xG,,+JO, 1 1 TE~,~V(‘)(~), [(F~)/~]E~*~V(~)(~)) . (5.17) 
By Property 2.2 (d) , we have 
Gkl-k,kz(O, 1 1 ,rrEk,oV(‘)(0), [(7~-l)l~]E~,~V(~)(@) 
=?Tk’-k[(Fl)17r]kZ 
xG,+k,kz(O, ?‘r/(r--1) 1 ~k~o~~1~(,),~k~o~~2~(~)). 
Putting, for x E W, 
R,(A 0) = 2 ‘F hkj,k2(@ 
k, =k kz=l 
(5.18) 
xG,,_,,,(o,X 1 Ekvov(‘)(6), Ek”vc2)(@) , (5.19) 
we deduce from (5.17), (5.18) and (5.19) that 
E[lC+kj eXp(-8AT)] =(l/k!)~-k(~-l)n+mRk[7r/(7T-l), 61 . (5.20) 
Now, let us take the limit in (5.20) as r+ 0. We observe that Qk( r, 0) defined as 
Qk(n, 6)+-l) “+mRk[ d( T- l), e] ) (5.21) 
is a polynomial in 7~ of degree n+m. Since the two members of (5.20) must remain 
bounded as n+ 0, we obtain that at the limit, 
_!?[ lCSr=k) eXp( -OAT)] = (ll/~!)~Q:~)(o, 0) . (5.22) 
But from (5.21), we have 
Qk( T, e) = (T- lym c [d(7i-- i)]j~p(o, e)lj! 
,=o 
Thus, we find from (5.23) that 
Qik’(O, e) =k!( - l)n+m-k 
n+m--j 
k-j 
Rj$(O. e)/j!. 
(5.23) 
(5.24) 
Moreover,applyingProperty2.2(~), wegetfrom (5.19) thatRY’(0, 0) in (5.24) isgiven 
by 
R!%O, 0) = 2 nF hk&(o) 
kl=k kz=j 
xGk,_k~kz-j(O, 0 I Ek+“‘(e), Ek,‘V’2’(e)) (5.25) 
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Combining (5.22), (5.24) and (5.25) leads then to (5.15). Consider now the term 
E[ l~sT=Oj exp( - BAT)]. We have seen that the relation (3.17) is still valid when rr=O. 
Consequently, by the same argument as for Corollary 3.6, we deduce (5.16) from the 
formula (3.39) with rr=O. Cl 
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