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1. INTRODUCTION
Consider the fully nonlinear equations of evolution in a Banach space X
du
q A t , u , u s 0, 0 F t F T , .
1dt  .
u 0 s f , .
 .where T ) 0, f g X, and A is a nonlinear mapping of a subset D A of
w x0, T = X = X into X.
The initial-value problem has been extensively investigated by a number
w x of authors, e.g., Kato 5 for the ``quasi-linear'' case which also gives the
.general theory of nonlinear evolution governed by accretive operators ,
w x w xEvans 4 for the nonlinear case, and Crandall and Souganidis 2 for the
fully nonlinear case. There is a vast and growing literature related to the
subject of this paper. We do not attempt to survey it here. For further
w x w xreferences see 2 , and the survey paper of Kato 6 which contains several
references.
In this paper our purpose is to extend Crandall and Souganidis's results
 .which give the existence of G-mild solutions of 1 and regularity proper-
ties of solutions. We prove Theorems 1 and 3 which give the same results
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w x  .  .  .  .as the ones in 2 , but under weaker assumptions A2 , A3 and A6 , A3
about the continuity and boundedness of the mapping A. Moreover, we
get new existence results in Theorems 2 and 4 under a much weaker
 .condition A5 on the boundedness of the mapping A, although we assume
 .  .a slightly stronger assumption on the function h in A4 and A7 . We also
discuss the regularity properties of the solutions.
2. ASSUMPTIONS AND RESULTS
We first formulate the typical assumptions.
 . < <N There is a Banach space Z ; X whose norm ? satisfiesZ
< < < <  .? F ? and a nonempty subset G of Z such that for every t, w gX Z
w x < < < <0, T = G, ? is a norm on X equivalent to ? with a constant C,t, w X
 4that is, for x g X _ 0
< < < < < < < < 4max ? r ? ? r ? F C.X t , w , t , w X
< <  .Moreover, ? varies nicely with t, w in the sense that there is at, w
w . w .constant n and a nondecreasing function r : 0, ` ª 0, ` such that
 .r 0 s 0 and
< < < < < < < < < < < < 4max ? r ? , ? r ? F 1 q n z y w q r s y r t .  .s , z t , w t , w s , z Z
 4  .  . w xfor x g X _ 0 and s, z , t, w g 0, T = G.
 . w x  .A1 0, T = G = G ; D A . Moreover, there exists a constant v
w xg R such that for any y, x, x g G, t g 0, T , and l G 0
< < < <x y x q l A t , y , x y A t , y , x G 1 y lv x y x . .  .  . . t , y t , y
 . w xFor the explanation of N see 2 . The t-dependence in the norm was
first used in the study of the functional delay equations via nonlinear
 .semigroup methods by Webb Nonlinear Anal. 5, 1981 . Now for conve-
 . w x  .nience, we define, for t, y g 0, T = G, by A t, y the mapping x ª
 .   ..   .  .4 w xA t, y, x on the domain D A t, y s x g X : t, y, x g D A . From 4
  ..it follows that for 0 F t F T , y g G we have D A t, y = G and the
 .operator A t, y q v I restricted to G is accretive with respect to the norm
def y1< <  .   ..? , and if l ) 0 and lv - 1, J t, y s I q l A t, y is well-definedt, y l
and one-to-one. Now we have a preliminary result.
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 .  .LEMMA 1. Let N and A1 hold. If l ) 0 and lv - 1, then
y1< < < <J t , y x y J t , y x F 1 y lv x y x , .  .  .t , y t , yl l
2 .
y1< < < <J t , y x y x F 1 y lv A t , y x , .  .  .t , y t , yl
 . w xfor t, y g 0, t = G and x, x g Z.
The proof is trivial, and we omit it here.
The next assumptions concern the continuity and boundedness of the
w x  .mapping A: 0, T = G = G ª X. The idea which gives A2 comes from
w x4 .
 . w xA2 There exists a strongly integrable function h: 0, T ª X, a
w . w .nondecreasing, continuous function K : 0, ` ª 0, ` , and a constant L )
0 such that
< < < < < < < <A s, y , x y A t , y , x F L y y y q K x h t y h s .  .  .  .  .X X X X
for 0 F s, t F T and y, y, x g G.
 . w x .A3 A 0, T = G = G ; Z. Moreover, there exists a constant L,
and a point xU g G such that
< <A t , x* x F L . X
w x  < < 4for any t g 0, T , x g x g G; x F M , where M is a constant de-X f f
< < < < 1 <  . <  < < . <  . <pending on T , C, f , v, h , A 0, f f , K f and h 0 , and isX L X X X
defined in the subsequent Lemma 2.
 .  .  .The conditions N and A1 ] A3 do not in themselves imply existence.
By they imply the existence of G-mild solutions if some kind of approxi-
mate solutions exist. We first give the definition of G -approximate solu-«
tions. We concentrate here on the semi-implicit approximate scheme.
 .  .  .DEFINITION 1. Let N and A1 ] A3 hold. Suppose f g G, 0 F T F0
 . w xT , and « ) 0. A G -approximate solution of 1 on 0, T consists of a« 0
 4 w xpartition P : 0 s t - t - ??? - t of 0, t and a step function« 0 1 N N
w x¨ : 0, t ª G such thatN
 .  .i max t y t - « , 0 F T y t - « ,i iy1 0 N
1FiFN
 .ii each t is a Lebesgue point of h andi
N
ti < <h t y h s ds - « , .  . H Xi
tiy1is1
 .  .  . <  . <iii ¨ t s ¨ t for t - t F t , i s 1, . . . , N, and ¨ 0 y f - « ,i iy1 i
 .iv if
¨ t y ¨ t .  .i iy1




< <t y t f - « . . Zi iy1 i
1
Now we can give one of the main results of this paper.
 .  .  .THEOREM 1. Let N and A1 ] A3 hold. Assume that f g G, and for
 . w x w xeach « ) 0, 1 has a G -approximate solution u on 0, T defined on 0, T« « «
 . w xso T y « F T F T . Then there exists a u g C 0, T ; X such that«
< <lim sup u y u s 0.X«
« x0 0FtFT«
Before giving the other main result, we first state the following condi-
tions.
 . w xA4 There exists a measurable function h: 0, T ª X of essentially
w . w .bounded variation, a nondecreasing, continuous function K : 0, ` ª 0, ` ,
and a constant L ) 0 such that
< < < < < < < <A s, y , x y A t , y , x F L y y y q K x h t y h s .  .  .  .  .X X X X
for 0 F s, t F T and y, y, x g G.
 . w x .A5 A 0, T = G = G ; Z. Moreover, there exists a constant L,
 . w xand a point t*, x* g 0, T = G such that
< <A t*, x* x F L . X
w x  < < 4for t g 0, T , x g x g G; x F M , where M is a constant dependingX f f
< < < < 1 <  . <  < < . <  . <on T , C, f , v, h , A 0, f f , K f , and h 0 , and is defined inX L X X X
the following Lemma 3.
 .  .  .  .THEOREM 2. Let N , A1 , A4 , and A5 hold. Assume that f g G,
 . w xand, for each « ) 0, 1 has a G -approximate solution u on 0, T defined« «
w x  . w xon 0, T so T y « F T F T . Then there exists a u g C 0, T ; X such that« «
< <lim sup u y u s 0.X«
« x0 0FtFT«
3. PROOFS OF THE THEOREMS
The heart of the proofs of Theorems 1 and 2 lies in the estimates of
< <u y u where u and u are the G and G -approximate solutions ofX« h « h « h
initial value problems
uX q A t , u , u s 0, u 0 s f , .  .
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and
uX q A t , u , u s 0, u 0 s c , .  .
respectively. We first recall the standard notations for the relevant analy-
sis. Assume that partitions P and P , etc., are given below,« h
 4i P s 0 s s - s - ??? - s F T , . « 0 1 M
 4P s 0 s t - t - ??? - t F T ,h 0 1 N
ii g s s y s , d s t y t , . j j jy1 k k ky1
iii u t s u s s x , on s , s , .  .  . « « j j jy1 j
u t s u t s y , on t , t , 3 .  .   .h h k k ky1 k
iv u 0 s x , u 0 s y , .  .  .« 0 h 0
x y xj jy1
v q A s , x , x s f , .  .j jy1 j jg j
y y yk ky1 q A t , y , y s g . .k ky1 k kdk
 .In the above, it is assumed that s and t are Lebesgue points of h in A2j k
 .or A4 , 1 F j F M, 1 F k F N, and
i x , y g G, . j k
ii T y s - « , T y t - h , g - « , d - h , . M N j k
< < < <iii x y f - « , y y c - h , . X X0 0
M N
< < < <iv g f - « , d g - h , 4 .  . Z Zj j k k
js1 ks1
M sj
< <v h t y h s dt - « , .  .  . H Xj
sjy1js1
N
tk < <h t y h t dt - h . .  . H Xk
tky1ks1
The following are key lemmas in this paper which give a priori estimates
< < < < < < < <for x , y , y y y , and x y x , and the recursive estimateX X X Xj k k ky1 j jy1
< < < <for x y y and x y y .s , x t , yj k j kj j k k
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 .  .  .  .LEMMA 2. Assume that N , A1 , A2 , and A3 hold, and f, c g G.
 . < < Then there exists a constant M or M depending only on T , C, f orXf c
< < . <  . <  <  . < . < < 1 < <  < < .c , A t , f f or A t , c c , v, h , and x or y suchX X X L X X0 0 0 0
that
< < < < < <x F M , x y x F « 1 q L q LM q L x* , 5 . .X X Xj f j jy1 f
and
< < < < < <y F M , y y y F h 1 q L q LM q L x* . 6 . .X X Xk c k ky1 c
< <Proof. Without loss of generality, we assume that « - 1, h - 1, « v -
< <1, and h v - 1.
 .  .  .We use N and A2 with x s f, y s f, and s s t , then, for t, y g0
w x0, T = G,
< <A t , y f . t , y
< <F C A t , y f . X
< < < <F C A t , f f q A t , y f y A t , f f .  .  . .X X0 0
< < < < < < < <F C A t , f f q CL y y f q CK f h t y h t .  .  . .X X X X0 0
< < < <F K q K y q K h t , .t , y X0 1 2
where K , K , and K are constants depending only on C,0 1 2
 < < . <  . < <  . <  .  .  .K f , h t , and A t , f f . Therefore, by A2 , 2 , and 3 ,X X X0 0
< <x y f s , xj j jy1
< <s J s , x x q g f y f .  . s , xg j jy1 jy1 j j j jy1j
< <F J s , x x q g f y J s , x f .  . . s , xg j jy1 jy1 j j g j jy1 j jy1j j
< <q J s , x f y f . s , xg j jy1 j jy1j
y1 < < < <F 1 y g v g f q x y f .  .s , x s , xj j j jy1j jy1 j jy1
y1 < <q g 1 y g v A s , x , f .  . s , xj j j jy1 j jy1
y1 y1< < < <F Cg 1 y g v f q 1 y g v x y f .  .Z s , xj j j j jy1 j jy1
y1 < < < <q g 1 y g v K q K x q K h s . .  .s , x Xj j 0 1 jy1 2 jj jy1
y1 y1< < < <F Cg 1 y g v f q 1 y g v x y f .  .Z s , xj j j j jy1 j jy1
y1 < < < <q g 1 y g v K q CK f q K x y f . . X s , xj j 0 1 1 jy1 j jy1
< <qK h s . . X2 j
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Let
< <a s x y f ,s , xj j j jy1
y1 y1< <b s Cg 1 y g v f q g 1 y g v .  .Zj j j j j j
< < < <= K q CK f q K h s , . .X X0 1 2 j
then
y1
a F 1 y g v 1 q g K a q b . .  .j j j 1 jy1 j
Iterating the inequality above gives
j
y1a F 1 q g K 1 y g v a .  .j i 1 i 0
is1
j j
y1q 1 q g K 1 y g v b . .  .  k 1 k i
ksiq1is1
But for j G 1
j j
y1 g K 2 < v <g K q2 < v <. s ys .k 1 k 1 jq1 iy11 q g K 1 y g v F e e s e . .  . k 1 k
ksi ksi
Therefore, we have
< <x y f s , xj j jy1
K1q2 < v <. sjq 1ys 0 . < <F e x y f s , x0 j jy1
j j
y1q 1 q g K 1 y g v .  .  k 1 k
ksiis1
< < < < < <= Cg f q g K q CK f q K h s . 4 .Z X Xi i i 0 1 2 i
M
K q2 < v <.T1 < < < < < <F Ce x y f q g f q K q CK f T .X Z X0 i i 0 1
is1
M sT i
< < < <qK h t dt q K h t y h s dt . .  .  .H X H X2 2 i 50 siy1is1
Hence
< < K1q2 < v <.T < <x y x F M q CK Te f ,s , x Xj 0 0 1j jy1
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< < 1where M is a constant depending on K , K , K , T , C, and h . LetL0 0 1 2
2 < < K1q2 < v <.T < <M s CM q C 1 q f q K Te f , .X Xf 0 1
thus
< < < < < < < <x F C x y x q x y f q f F M . .X s , x s , x s , xj j 0 0 fj jy1 j jy1 j jy1
 .  .  .Using N , A2 , A3 , we also have
< <x y x Xj jy1
< <s g f y g A s , x , x . Xj j j j jy1 j
< < < U < < U <F g f q g A s , x x y A s , x x q A s , x x .  .  . .Z X Xi i j j jy1 j j j j j
U U< < < < < <F g f q g A s , x x q L x y x .Z X Xi i j j j jy1
< U <F « 1 q L q LM q L x . 7 . .Xf
 .  .It is 5 . Similarly, we get 6 .
 .  .  .  .LEMMA 3. Assume that N , A1 , A4 , and A5 hold, and f, c g G.
 .  .Then there exist constants M or M and M or M depending only onf c 1 2
< <  < < . <  . <  <  . < . < U <T , C, f or c , A t , f f or A t , c c , v, Var h, x , andX X X X X0 0
< <  < < .x or y such thatX X0 0
< < < <x F M , x y x F M « , 8 .X Xj f j jy1 1
< < < <y F M , y y y F M h . 9 .X Xk c k ky1 2
Proof. In this case, the proof for the first part of the two inequalities is
similar with the one of Lemma 2, details of which we omit.
 .  .  .To complete the proof, we use N , A4 , and A5 ,
< <x y x Xj jy1
< <s g f y g A s , x , x . Xj j j j jy1 j
< < < U < < U <F g f q g A s , x x y A s , x x q A s , x x .  .  . .Z X Xi i j j jy1 j j j j j
U U< < < < < <F g f q g A s , x x q L x y x . .Z X Xi i j j j jy1
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<  U . <  .For any j, let a s A s , x x . from A4 we haveXi i j
< U < < < < <a F A s , x x q K x h s y h s .  .  . .X X Xi iy1 j j i iy1
< <F a q K M h s y h s . .  . . Xiy1 f i iy1
Iterating the above inequality gives
i
< <a F a q K M h s y h s . .  . .  Xi 0 f k ky1
ks1
Thus
< <x y x Xj jy1
< < < U < < U <F g f q g A s , x x q K M Var h q L x y x .  . .Z X Xj j j 0 j f jy1
< < < U U < < < < U <F g f q g A t , x , x q K x h t y h s .  . .  .Z X X Xj j j j j 0
< U <qK M Var h q L x y x . . X .f jy1
 . < U <  .Take M s 1 q L q 2 K M Var h q L x q LK M , then we haveX1 f f
< < < <x y x F M « . Similarly we have y y y F M h.X Xj jy1 1 k ky1 2
Now, with Lemma 2 we can prove Theorem 1. The proof is similar to the
w xone in 2 .
 .Proof of Theorem 1. Since G 2 x ª A t , y x q v x and G 2 x ªk k
 . < < < <A s , x x q v x are accretive with respect to the norm and ,t , y s , xj j k k j j
respectively, for 1 F j F M, 1 F k F N we have
0 F x y y , A t , y x q v x y A t , y y y v y , .  .j k k k j j k k k k t , yk k
and
0 F x y y , A s , x x q v x y A s , x y y v y . .  .j k j j j j j j k k s , xj j
Therefore
x y x y y yjy1 j k ky1
< <0 F v x y y q x y y , q x y y ,t , yj k j k j kk k g fj k t , yt , y k kk k
< <q A t , y x y A s , x x q A t , y y y A t , y y .  .  .  . t , yk k j j jy1 j k ky1 k k k k k k
q x y y , f y g ,j k j k t , yk k
x y x y y yjy1 j k ky1
< <0 F v x y y q x y y , q x y y ,s , xj k j k j kj j g d s , xj ks , x j jj j
< <q A s , x x y A s , x x q A t , y y y A s , x y .  .  .  . s , xj j j j jy1 j k ky1 k j j k j j
q x y y , f y g .j k j k s , xj j
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 .  .From A2 and A3 , the above inequalities lead to
< < y1 < < < <0 F v x y y q g x y y y x y y .t , y t , y t , yj k j jy1 k j kk k k k k k
y1 < < < <q d x y y y x y y .t , y t , yk jy1 k j kk k k k
2 < < < < < <q C L x y y y CK x h t y h s .  . .t , y X Xjy1 k j k jk k
< <q CL y y y q x y y , f y g , 10 .Xk ky1 j k j k t , yk k
and
< < y1 < < < <0 F v x y y q g x y y y x y y .s , x s , x s , xj k j jy1 k j kj j j j j j
y1 < < < <q d x y y y x y y .s , x s , xk jy1 k j kj j j j
2 < < < < < <q C L x y y q CK y h t y h s .  . .s , x X Xj ky1 k k jj j
< <q CL x y x q x y y , f y g . 11 .Xjy1 j j k j k s , xj j
 .  .  .Invoking N and using 5 and 6 , we have
< <? t , yk k
< < < <F 1 q n y y y q r t y r t ? .  . .Z t , yk ky1 k ky1 ky 1 ky1
U< < < <F 1 q n d g q d L q LM q L x q r t y r t .  . .Z X .k k k c k ky1
< <= ? ,t , yky 1 ky1
and
< <? s , xj j
< < < <F 1 q n x y x q r s y r s ? .  . .Z s , xj jy1 j jy1 jy 1 jy1
U< < < <F 1 q n g f q g L q LM q L x q r s y r s .  . .Z X .j j j f j jy1
< <= ? .s , xjy 1 jy1
Let
< < < U <a s n d g q f L q LM q L x q r t y r t , .  . .Z X .k k k k c k ky1
< < < U <b s n g f q g L q LM q L x q r s y r s , .  . .Z X .j j j j f j jy1
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and
< <h s C K M q K M h t y h s .  . .  . . Xj , k f c k j
U< < < <qL 1 q L q LM q LM q L x « q h q f y g . . .X Xc f j k
 w x.  .  .In an obvious way cf. 2 , from 10 and 11 , if
< < < <a s max x y y , x y y , 4s , x t , yj , k j k j kj j k k
then, for 1 F j F M, 1 F k F N,
vg dj k
1 y aj , k /g q dj k
g dj kF a q aj , ky1 jy1, kg q d g q dj k j k
vg d a bj k k j2 2q C L q a q C L q aj , ky1 jy1, k /  /g q d d gj k k j
g dj kq h . 12 .j , kg q dj k
Let
j k
y1 y12 2B s 1 q b q C Lg , C s 1 q a q C Ld . .  . j i i k i i
is1 is1
It is clear that
U2 < <exp y C L q n L q LM q LM q L x t q s y n « q h . . .X .f c k j
y r s q r t .  . j k
F B C F 1. 13 .j k
Set
A s B C a .j , k j k j , k
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 .Then multiplying 12 by B C yields the relationj k
vg d g d g dj k j k j k
1 y A F A q A q h .j , k j , ky1 jy1, k j , k /g q d g q d g q d g q dj k j k j k j k
14 .
 .Iterating the inequalities between the first and third terms in 7 and using
 .4 yield
< < < < < <x y y F x y x q x y yX X Xj 0 j 0 0 0
j j
< < < < < <F g f q L q LM q L x* g q x y y . Z X Xi i f i 0 0
is1 is1
< < < <F f y c q L q LM q L x* s q 2« q h . .X Xf j
Similarly, we have
< < < < < U <y y x F f y c q L q LM q L x t q « q 2h , .X X Xk 0 c k
which in turn implies that
U< < < <A F C f y c q L q LM q LM q L x s q 2 « q h , . .X Xj , 0 f c j
and
< < < <A F C f y c q L q LM q LM q L x* t q 2 « q h . . .X X0, k f c k
w x w . w .The results in 1 imply that there exists a function g : 0, ` ª 0, ` with
 .g 0q s 0 such that
A F K p , b s, t q g « q h 15 .  .  .  .j , k
for s - s F s , t - t F t , wherejy1 j ky1 k
< <p s, t s C K M q K M h t y h s , .  .  . .  . . Xc f
< < < U <b r s C f y c q L q LM q LM q L x r , .  .X X .f c
K p , b s, t .  .
t¡ v s v  tyt .e b t y s q e p t , t y s q t dt , if t G s, .  .H
0~s
t
v t v  tyt .e b s y t q e p t y s q t , t dt , if s G t . .  .H¢
0
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 .Using the lower bound in 13 we finally get
< <x y y F Ca F C 1rD K p , b s, t q g « q h .  .  . . .Xj k j , k j , k
 .for s - s F s , t - t F t , where D is the left-hand side of 13 . Ifj, kjy1 j ky1 k
 .  . .  .f s c , then b 0 s 0, and so K p, b t, t s 0. Therefore, 15 implies
 .that if u is a G -approximate solution of 1 for each « then« «
< <lim sup u y u s 0.X« h
« , h x0  .0FtFmin T , T« h
So the u converges uniformly as « x0 to a limit u.«
With Lemma 3 we can prove Theorem 2 by the same method.
 .  .Remark 1. By taking K r to be a constant function in A2 and
<  . <  . w xL s sup A t, x, x in A3 , then we get the results in 2 .X
w xRemark 2. We can get Kato's classical results 6 about quasi-linear
 w x.evolution equations from Theorems 1 and 3 see 2 .
 .Remark 3. From 7 we know that the G-mild solutions given by
Theorems 1 and 2 are Lipschitz continuous with the constant L q LM qf
< U < w xL x . Moreover, with Lemmas 2 and 3, by the same way as 2 we canX
also get the regularity properties for the G-mild solutions given by Theo-
 .  .  .rems 1 and 2. For example, assume that N , A1 , and A3 hold, u is a
 . w xG-mild solution of 1 on 0, T , and t is a right Lebesgue point of h. If0
  ..  .A t , u t q v I is m-accretive in X and D u t exists, then0 0 R 0
D u t q A t , u t , u t s 0. .  .  . .R 0 0 0 0
4. FURTHER RESULTS
We can get more general results by the same techniques in Section 3,
which generalize Theorems 1 and 2. We first give the conditions.
 . w xA6 There exists a strongly integrable function h: 0, T ª X, a
w . w .nondecreasing, continuous function K : 0, ` ª 0, ` , and a constant L )
0 such that
< <A s, y , x y A t , y , x .  . X
< < < < < < < <F L y y y q K x 1 q A t , y , x h t y h s .  .  .  . .X X X X
for 0 F s, t F T and y, y, x g G.
JIABIN ZHAO652
 . w xA7 There exists a measurable function h: 0, T ª X of essentially
w . w .bounded variation, a nondecreasing, continuous function K : 0, ` ª 0, ` ,
and a constant L ) 0 such that
< <A s, y , x y A t , y , x .  . X
< < < < < < < <F L y y y q K x 1 q A t , y , x h t y h s .  .  .  . .X X X X
for 0 F s, t F T and y, y, x g G.
Following are the results.
 .  .  .  .THEOREM 3. Let N , A1 , A3 , and A6 hold. Assume that f g G,
 . w xand for each « ) 0, 1 has a G -approximate solution u on 0, T defined on« «
w x  . w x0, T so T y « F T F T . Then there exists a u g C 0, T ; X such that« «
< <lim sup u y u s 0.X«
« x0 0FtFT«
In fact, with a slight modification of the proof for Lemma 2, we can get
 < < 4  < < 4the same a priori estimates for max x , max x y x , and so on. InX Xj j jy1
this case, we can also prove the result in the same way as in the proof of
 .Theorem 1. But in order to get the recursive inequality 14 , we must
<  . <  .estimate A t , x , x . Indeed, from the condition A6 , we haveXj jy1 j
< < < U < < U <A t , x , x F A t , x , x y A t , x , x q A t , x , x .  .  .  .X X Xj jy1 j j jy1 j j j j j
< U <F L q L x y x Xjy1
< U <F L q LM q L x .Xf
Similarly, we have
 .  .  .  .THEOREM 4. Let N , A1 , A5 , and A7 hold. Assume that f g G,
 . w xand for each « ) 0, 1 as a G -approximate solution u on 0, T defined on« «
w x  . w x0, T so T y « F T F T . Then there exists a u g C 0, T ; X such that« «
< <lim sup u y u s 0.X«
« x0 0FtFT«
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