We develop a flexible discrete-time hedging methodology that minimizes the expected value of any desired penalty function of the hedging error within a general regimeswitching framework. A numerical algorithm based on backward recursion allows for the sequential construction of an optimal hedging strategy. Numerical experiments comparing this and other methodologies show a relative expected penalty reduction ranging between 0.9% and 12.6% with respect to the best benchmark.
Introduction and literature review
For a derivatives trading and risk management activity to be sustainable, hedging is paramount.
In practice, portfolio rebalancing is performed in discrete time and the market is typically incomplete, implying that most contingent claims cannot be replicated exactly. Thus, to implement a hedging policy, the challenge is twofold: a model must be specied and hedging strategy objectives must be set.
From a modelling perspective, this article adopts a regime-switching environment. One widely studied class of regime-switching models views log-returns as a mixture of Gaussian variables. These models, introduced in nance by Hamilton (1989) , have been shown to improve the statistical t and forecasts of nancial returns. They reproduce widely documented empirical properties such as heteroskedasticity, autocorrelation and fat tails. In this framework, the option pricing problem must deal with incomplete markets and requires the specication of a risk premium. Among signicant contributions, Bollen (1998) presents a lattice algorithm to compute the value of European and American options. Hardy (2001) nds a closed-form formula for the price of European options. The continuous-time version of the Gaussian mixture model is studied by Mamon & Rodrigo (2005) who nd an explicit value for European options by solving a partial dierential equation. Elliott et al. (2005) price derivatives by means of the Esscher transform under the same continuous-time model. Bungton & Elliott (2002) derive an approximate formula for American option prices. Beyond the Gaussian mixture models, extensions address GARCH eects (Duan et al., 2002) and jumps (Lee, 2009a) , for example. hedging is the cornerstone of any hedging strategy since it allows for perfect replication.
Based on the rst derivative of the option price with respect to the underlying asset price, it requires a full characterization of the risk-neutral measure. Many authors discuss the implementation of delta hedging in discrete-time and/or incomplete markets (Duan, 1995, among others). It should be stressed, however, that delta hedging is subject to model misspecication. Nevertheless, it stands as a relevant benchmark when it comes to assessing the performance of a hedging strategy.
Another approach is super-replication (e.g. El Karoui & Quenez, 1995, and Karatzas 1997) . It identies the cheapest trading strategy whose terminal wealth is at least equal to the derivative's payo. Since the option buyer alone carries the price of the hedging risk, the initial capital required is often unacceptably large. Eberlein & Jacod (1997) show that, under many models, the initial capital required to super-replicate a call option is the price of the underlying asset itself.
An alternative to super-replication is Global Hedging Risk Minimization (GHRM), which consists in identifying trading strategies that replicate the derivative's payo as closely as one that minimizes a measure of the costs related to non-initial investments in the portfolio (Schweizer, 1991 The proposed framework can accommodate portfolio restrictions such as no short-selling.
Portfolios can be rebalanced more frequently than the regime-switch timeframe. Second, from an implementation perspective, a numerical algorithm based on backward recursion allows for the sequential construction of an optimal hedging strategy. Numerical experiments challenge our model with existing methodologies. The relative expected penalty reduction obtained with this paper's optimal hedging approach, in comparison with the best benchmark, ranges between 0.9% and 12.6% in the dierent cases exposed.
This paper is organized as follows. In Section 2, the market model and the hedging problem are described. In Section 3, the hedging problem is solved. Section 4 presents a numerical scheme to compute the solution to the hedging problem. Section 5 presents the market model used for the simulations and provides numerical results. Section 6 concludes the paper.
2 Market specications and hedging
Description of the market
Transactions take place in a discrete-time, arbitrage-free nancial market. Denote by ∆ t the constant time elapsing between two consecutive observations. Two types of assets are traded. The risk-free asset is a position in the money market account with a nominal amount normalized to one monetary unit. The time−n price of the risk-free asset is
where r is the annualized risk-free rate. The price of the risky asset, starting at S (2) 0 , evolves according to
where Y n is the risky asset's cumulative return over the time interval [0, n]. S n denotes the column vector S
(1)
n and S 0:n stands for the whole price process up to time n.
The nancial market is subject to various regimes that aect the dynamics of the risky asset's price. These regimes are represented by an integer-valued process {h n } N n=0 taking values in H = {1, 2..., H} where h n is the regime prevailing during time interval ]n, n + 1].
The joint process (Y, h) has the Markov property 2 with respect to the ltration {F n }
N n=0
satisfying the usual conditions, where
meaning that the distribution of (Y n+1 , h n+1 ) conditional on information F n is entirely determined by Y n and h n . 3 This assumption is consistent with Hamilton (1989) and Duan et al. (2002) , among others. The transition probabilities of the regime process h are denoted
Because regimes h are not observable, a coarser ltration {G n } N n=0 modelling the information available to investors is required, that is, G n = σ (Y 0:n ).
2 A stochastic process {X n } has the Markov property with respect to ltration F if ∀n, x,
3 Equivalently, the process ( S, h) has the Markov property with respect to ltration F.
2.2
The hedging problem A market participant (referred to as the hedger) wishes to replicate (or hedge) the payo φ(S 
for some functionφ (·).
To implement the replication, the hedger adopts G−predictable self-nancing 
The solution is referred to as the optimal hedging strategy. Admittedly, g, φ, θ and S (2) need to be well-behaved and integrable enough for this expectation to exist.
is a self-nancing hedging strategy if ∀n ≥ 1, θ n S n = θ n+1 S n . 5 To ease notation, V n (v 0 , Y 0:n , θ 1:n ) is denoted by V n . 6 Or a weaker version of it asking for V n to be positive. Another possibility is to choose g(x) = 1 {x≥z} where z is a constant. Such a penalty function induces the minimization of the probability that the hedging shortfall is greater than z. 
for some constants α 1 , α 2 , γ 1 , γ 2 , p ≥ 0 and q ≥ 0. This specication encompasses both symmetric and asymmetric penalties and allows dierent penalty weights to be put on the Below, f X ( x) denotes the joint probability density function (pdf ) of a random vector X. In some cases, if some components of X are discrete-type random variables, f X ( x) is a mixed pdf. Similarly, f X| Y ( x| y) denotes the pdf of X conditional upon Y = y. All proofs are provided in Appendix A.
Denition 3.1 The conditional probability η i,n of being in regime i at time n given the cumulative returns Y 0:n is the G n −measurable function
As a special case,
denotes the set of conditional probabilities at time n.
Those η are the state variables required in the construction of a Markov process with respect to ltration G. Theorem 3.1 provides a recursion formula allowing for an ecient computation of those probabilities. 7 Theorem 3.1 The conditional probabilities are given recursively by
Moreover, if Y n+1 and h n+1 are conditionally independent upon F n , then
Corollary 3.1 states that those conditional probabilities are the natural extension for the cumulative returns to retrieve the Markov property.
has the Markov property with respect to G. 7 An alternative recursion formula is presented in Rémillard et al. (2010a) . However, the current formula is preferred for two main reasons. First, η i,n lying in [0, 1] makes it numerically more stable. Second, it benets from a dimension reduction since η H,n = 1 −
Finally, the next corollary extends the previous one to include the hedging portfolio value.
In the general case of predictable hedging strategies, this inclusion unfortunately destroys the Markov property. However, if asset reallocation is solely determined by the information about current cumulative return and portfolio value as well as the recursive conditional probabilities (as dened in Theorem 3.1), then the Markov property can be retrieved. This property is crucial, from a numerical point of view, to obtaining an implementable algorithm.
Corollary 3.2 For any admissible hedging strategy θ ∈ Θ , the conditional distribution of
Moreover, if the condition that θ n+1 is σ (Y n , η n , V n ) −measurable for any n is added, then
has the Markov property with respect to G.
A recursive construction
In this section, an optimal hedging strategy is constructed. Let Ψ * N be the hedging penalty at time N,
and for any n ∈ {0, 1, ..., N − 1}, let Ψ * n be the smallest possible expected hedging penalty Ψ * n := min
where θ n:N = θ n , ..., θ N .
Remark 3.1 One assumes sucient regularity in g, φ and the distribution of {Y n } N n=0 such that, for all n, the minimum in (4) is attained.
Equation (4) is stated as a minimization over N − n portfolio vectors. Theorem 3.2 presents a way to optimize these portfolios one at a time.
Theorem 3.2 For any n ∈ {0, 1, ..., N − 1} , the smallest expected penalty at time n may be computed using a recursive argument:
Furthermore, let θ * (n+2):N denote one of the possible admissible hedging strategies that minimize the expected penalty at time n + 1, that is,
Then,
is a solution to the following equation:
This means that the optimal admissible hedging strategy may be built up using a backward induction construction.
Equations (5) and (6) involve conditional expectations with respect to all past return realizations. Theorem 3.3 shows that it is possible to remove path-dependence and appeal only to conditional expectations with respect to the current state variables {Y n , η n , V n } N n=0 .
Theorem 3.3 Assume that for all n, constraints on the portfolio θ n+1 depend only on the value of (Y n , η n , V n ). Then, ∀n ≤ N, Ψ * n is σ(Y n , η n , V n )−measurable. Moreover, there exists an optimal self-nancing hedging strategy θ * n that solves (1) 
Since Ψ *
Finally, the next theorem combines Theorems 3.2 and 3.3 to optimize one portfolio vector at a time, searching on the space of hedging strategies for which {Y n , η n , V n } N n=0 has the Markov property with respect to G. These two features make the algorithm numerically tractable.
Theorem 3. 4 The Bellman Equation There exists a self-nancing hedging strategy θ * n that solves problem (1) and the following set of recursive equations:
Furthermore, the minimal expected penalty can be computed as follows:
Finally, min
The proof of Theorem 3.4 is a direct consequence of Theorems 3.2 and 3.3 and the denition of Ψ n .
Lattice implementation
Analytical solutions to Theorem 3.4's equations are unlikely to be found for general penalties. Therefore, numerical approximations must be considered in order to implement the algorithm. The numerical application of the hedging algorithm is discussed in this section.
Dimensionality reduction
Since H j η j,n = 1, the variable η H,n provides no additional information. Therefore, η n = (η 1,n , ..., η H,n ) can be replaced with η n := (η 1,n , ..., η H−1,n ) in Theorem 3.4. This reduces the dimension of the problem, which is an important numerical issue. Similarly, since for self-nancing strategies 2
n = V n , the optimization over θ n+1 is in fact equivalent to optimizing only over θ n+1 := θ (2) n+1 .
Grid values
To compute the minimal expected penalty Ψ n and optimal portfolio position θ n+1 from Theorem 3.4, one resorts to a grid whose nodes correspond to a discrete subsample of all possible values of (Y n , η n , V n ). 
where (λ
) are positive stretching factors.
Algorithm solving the Bellman equation
A numerical algorithm allowing for the computation of the minimal expected penalty and the optimal portfolio position at each time step is given in this section. First, dene two grids of dierent sizes (one ner and one coarser) containing a discrete subset of values for (Y n , η n , V n ).
On the coarse grid
Assume that (Y n , η n , V n ) = (y, η, v) . According to Theorem 3.4, the goal is to evaluate Equation (9) at each node (y, η, v) of the grid:
. Because the amount invested in the riskless asset is the value of the portfolio minus the investment in the risky asset, the time-(n + 1) value of the hedging portfolio, seen from the grid point (Y n , η n , V n ) = (y, η, v), is
Therefore, the expected penalty at time n and at grid point (y, η, v) satises
(from Equation ( In general, there is no closed-form solution for this integral and it is evaluated numerically.
Therefore, the support of Y n+1 is partioned in M intervals with boundaries
where the weights ω y,j,n i are This gure illustrates the quadrature for the log-return distribution.
Because the maximization is time-consuming, especially if it must be done at all nodes of the lattice, the research area is reduced to a discrete set O of values:
Since the backward induction on time leads to a numerical approximation Ψ n+1 of Ψ n+1 , the latter is replaced by former in Equation (11) in applications.
Step 1: Rough estimate of optimal hedging strategy A rough estimate of the optimal hedging strategy iŝ θ y, η,v n+1 = arg min
By construction, the z * i do not match the grid's discretization of next period return Y n+1 .
For this reason, interpolation is required to evaluate each of the Ψ y, η,v n+1 θ n+1 , z * i whose arguments most likely lie between the grid nodes. This step proceeds with multivariate linear interpolation. 8 8 This approximation of Ψ n+1 is not involved in further iterations. Therefore, while high precision is not a crucial issue at this step, computational speed is.
On the ner grid
Step 2 : Smoothing of the hedging strategy From step 1, one gets an approximate portfolio positionθ * n+1 for every node of the coarse grid at time n. For every value of (y, η, v) on the ner grid, one computes the hedging portfolio positionθ y, η,v n+1 using smoothing splines based onθ n+1 .θ n+1 is now used as the nal estimation of the optimal hedging portfolio position.
Step 3 : Recalculation of the value function A ner partition of the distribution of Y n+1 and the corresponding weights, denoted byz * i andω i , i = 1, ...,M , serve for the approximation of the minimal expected penalty function with the new portfolio positionθ n+1 . Thus, mimicking Equation (11),
The subsequent iteration of the three-step algorithm will call this new approximation forΨ n .
Thus, to minimize the accumulation of errors, the interpolation is performed with natural splines. 9 5 Numerical results
The model
As in Hamilton (1989) , the regime process is assumed to be a Markov chain, implying that the conditional distribution of h n+1 given F n is the same as if it were conditioned upon h n . The model can accomodate a regime shift timeframe which is coarser than the rebalancing schedule. In that context, τ represents the number of periods between two possible regime transitions and {h n } N n=0 becomes a time inhomogenuous Markov chain with probability transition matrix
where I H×H is the identity matrix.
A basic model based on two regimes (H = 2) serves as benchmark to test the proposed algorithm. Conditioned on the actual regime h n = i, the one-period log-return n+1 = Y n+1 − Y n has a Gaussian distribution with mean µ i ∆ t and variance σ 2 i ∆ t .
The application of Theorem 3.4 relies on the following relations:
, where η 2,n = 1 − η 1,n and f n+1 |hn ( n+1 |j) is the Gaussian density function
The conditional distribution of n+1 |(Y n , η n , V n ) is a mixture of two Gaussian distributions:
where Φ is the standard normal cumulative distribution function.
Moreover, the following boundaries can be used for η in the algorithm of Section 4:
Proposition 5.1 For all j, n, min
The proof is in Appendix B.
Estimation
Regime switches potentially occur each week and rebalancing is performed weekly (∆ t = 1/52, τ = 1) or daily (∆ t = 1/260, τ = 5). Table 1 .
A p-value of 34.4% for the Cramer-Von-Mises parametric bootstrap goodness-of-t test (see Genest & Rémillard, 2008) for the regime-switching process indicates that the model is not rejected. The rst (second) regime represents an economy in expansion (recession):
returns exhibit a positive (negative) mean with a low (high) volatility. The risk-free rate is set to r = 2%. The annualized estimated parameters of the model of Section 5 are presented. A time series from January 1, 2000 to December 31, 2010 of the weekly price of the S&P 500 is used. Estimation is performed with the EM algorithm.
Hedging strategies
The option to be hedged is a European at-the-money call option with payo φ(S N ) = max(0, S N − E). The initial index value is S 0 = 1,257.64, which is the value of the S&P 500 on December 31, 2010. The option strike is E = 1,257. The maturity of the option is 12
weeks.
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The initial probability of being in regime 1 is set to η 0 = 0.2318. The following penalty functions are under consideration:
g(x) = x 2 1 {x>0} short quadratic, (14) g(x) = x 2 1 {x<0} long quadratic,
where x represents the hedging errorφ(Y N )−V N . The quadratic penalty sanctions departures from the option payo. The short (long) quadratic penalty is designed for the option seller (buyer), since it does not penalize prots; only losses are sanctioned. 10 That is, N = 60 periods for daily rebalancing and N = 12 for weekly rebalancing.
The restrictions considered on the portfolio positions are that ∀n, θ n ∈ [0, 1], thereby preventing short sales and excessive leverage.
Benchmarks
In order to compare the hedging model presented in this paper, benchmarks must be set. In the following, the optimal hedging strategy presented in Section 3 is referred to as "minimal expected penalty hedging" (MEPH).
The most common hedging strategy relies on delta hedging. In this case, a pricing kernel is required to compute the deltas. The rst two benchmarks examine two pricing models.
Black-Scholes delta hedging (BSDH)
The classic Black-Scholes delta with a modied volatility determines the position held in the underlying asset:
where ζ is the asymptotic stationary volatility of log-returns n in the case τ = 1:
P * is the stationary distribution associated with the transition matrix P . In the case τ > 1, the stationary distribution for the regimes does not exist in general because of the cyclical nature of the Markov chain transition probabilities. Nevertheless, Equation (16) is used as the presumed market volatility. The characterization of the hedging position is explicit and does not require a lattice approximation.
The initial capital used for hedging is the option price given by the Black-Scholes formula with the volatility given by (16) . The Black-Scholes hedging methodology can be seen as a naive benchmark that would be applied by a hedger who ignores the presence of regimes in the market.
Hardy delta hedging (HDH)
In Hardy (2001)'s two-regime model, the risk-neutral dynamics of one-period log-returns n+1 follow a mixture of Gaussian distributions. The delta hedging strategy commands that:
where f i n (R) is the probability, given current regime i, that the number of periods between times n and N spent in the rst regime is R. Probabilities f i n (R) can be computed recursively (see Hardy, 2001) . With this benchmark, the initial capital used for hedging is the option price. The hedger acknowledges the existence of regimes, but assigns an arbitrary risk premium to price options. LetΘ be the set of all F-predictable self-nancing strategies. 12 The FRQH strategy
Forecast regime quadratic hedging (FRQH)
With this benchmark, the hedging problem is based on the terminal date. Therefore, no assumption related to the risk premium is needed, which implies in particular that this strategy works with any initial capital. However, it comes at the price of using a lattice approach to compute the strategy. The hedger acknowledges the existence of regimes. However, the hedging objective is restricted to the quadratic penalty. Furthermore, the uncertainty surrounding regime forecasts is not taken into account.
11 Delta hedging under this model is investigated in Augustyniak & Boudreault (2012) . 12 By contrast, the MEPH strategy is G-predictable.
Lattice parameters
The grid's stretching factors are (λ The number of grid nodes for each variable on the ner grid (step 3) is:
More nodes are put on the rst step of the recursion as it can be computed faster because of explicit formulas. 13 For the coarse grid in step 1, only a subset of the nodes of the ner grid in step 3 are retained. The proportion of nodes kept in the coarse grid from the ner grid across dimensions Y n , η n and V n is 1/3, 1/3 and 1/4. A rst observation is that the MEPH grid estimate is relatively close to the simulated expected penalty. This conrms the accuracy of the numerical implementation.
In all six cases considered, the MEPH strategy signicantly reduces the expected penalty.
The magnitude of the penalty dispersion is comparable across all hedging strategies. This table reports estimated expected penalties and standard errors for the optimal hedging versus the benchmarks for penalty functions (13)- (15). 10 6 paths of the stock price are simulated under the Gaussian market of Section 5 with parameters of Table 1 , and the hedging algorithms are applied to each path.
The models compared are the minimal expected penalty hedging (MEPH), the Black-Scholes delta hedging (BSDH), the Hardy delta hedging (HDH) and the forecast regime quadratic regime (FRQH). The grid estimate of expected penalties for the optimal hedging is taken directly from the solution of the Bellman
The simulation parameters are found in Section 5.2, 5.3, and 5.5.
As for the quadradic penalty, the MEPH reduces the expected penalty by 6.0% in the weekly case and by 0.9% in the daily case with respect to the best benchmark, namely BSDH for weekly and FRQH for daily. The short (long) quadratic penalty is specically designed for the call option seller (buyer). The MEPH reduces the expected penalty by 12.6% (3.8%) in the weekly case and by 4.5% (3.7%) in the daily case with respect to the best benchmark.
The latter diers across penalties and rebalancing frequencies. For the weekly case, the second best strategy is HDH for the long quadratic penalty and BSDH otherwise. In the daily case, as regime forecasts are more accurate, the FRQH method performs better than the other two benchmarks. In terms of RMSE, the quadratic MEPH strategy slightly dominates all other benchmarks for both weekly and daily rebalancing. This is consistent with the quadratic objective of reducing the occurrence of large deviations of the hedging portfolio from the derivative. These equivocal results are due mainly to the mismatch between the penalty function and these risk measures. If a specic risk measure is the ultimate objective, the penalty function should be designed accordingly. Indeed, our methodology precisely permits to adapt the 14 The 95th and 99th percentiles and TVaR are smaller than those of all benchmarks (except for the 99%
TVaR of the HDH with daily rebalancing).
hedging strategy to the desired performance criterion.
To illustrate this exibility, Figure 3 shows the eect of the penalty choice on the MEPH hedging error distribution. (13)- (15) and the benchmarks. The simulation parameters are found in Section 5.2, 5.3, and 5.5. For RMSE, extreme percentiles and TVaRs, the gure in bold characters indicates the best performing strategy. This table reports descriptive statistics for hedging errors for the optimal hedging with penalties (13)- (15) and the benchmarks. Proof of Corollary 3.1. Applying the Law of iterated expectations,
By Lemma A.1, since σ( η n ) ⊆ σ(Y n , η n ) ⊆ G n , P h n = i G n = P h n = i Y n , η n .
Moreover, since {Y n , h n , η n } 
n+1 (exp(r(n + 1)∆ t ) − exp(rn∆ t )) + θ Hence, V n+1 is σ Y n+1 , Y n , V n , θ n+1 −measurable. Furthermore, by Equation (18), Lemma A.1 and the fact that σ( η n ) ⊆ σ(Y n , η n , V n , θ n+1 ) ⊆ G n , P h n = i G n = P h n = i Y n , η n , V n , θ n+1 . = E P (Y n+1 , η n+1 , V n+1 ) ∈ D| Y n , h n , η n , V n , θ n+1 G n (Corollary 3.1)
P (Y n+1 , η n+1 , V n+1 ) ∈ D| Y n , h n = j, η n , V n , θ n+1 P h n = j| Y n , η n , V n , θ n+1 (Eq. (20)) = P (Y n+1 , η n+1 , V n+1 ) ∈ D| Y n , η n , V n , θ n+1 (Bayes' Law). 
implying that Ψ * n+1 = min E Ψ * n+1 |Y n , η n , V n , that is, the set of admissible hedging strategies Θ may be restricted to keep only strategies that also satisfy that θ n+1 is σ (Y n , η n , V n ) −measurable.
QED B Appendix
The following proof applies to the simple market of Section 5.
Proof of Proposition 5.1.
The case η j,n+1 ≤ max u∈H P u,j is similar.
