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Abstract 
In augmented reality, virtual objects are presented as if they were a part of the real world. In 
mobile audio augmented reality, sounds presented with headphones are perceived as if they 
originated from the surrounding environment. This thesis investigates potential applications 
of mobile audio augmented reality and different methods that are needed in these applications. 
The two main topics studied are distance presentation and spatial audio guidance. 
Reverberation is known to be an important factor affecting the perceived distance of sound 
sources. Here, a practical method for modifying the perceived distance of virtual sound sources 
is investigated, where the temporal envelopes of binaural room impulse responses (BRIRs) are 
modiﬁed. In a listening test, speech sources were presented using these modiﬁed BRIRs. The  
results show that the perceived distance is controlled most effectively by modifying an early-
to-late energy ratio with the ﬁrst 50–100 ms of the BRIR included in the early energy. 
Presenting large distances in an audio augmented reality environment is difﬁcult, since 
people underestimate the distances of distant sound sources and very distant sound sources 
cannot even be heard. In a user study, the presentation of points of interest (POIs) outdoors 
using auditory distance cues was compared with a voice saying the distance in meters. The re- 
sults suggest that distances should be given in meters if fairly accurate distance estimates are 
needed without prior training. With training, however, the user study participants were able to 
estimate the distances of the POIs fairly accurately based on the provided auditory distance 
cues, performing the task faster than when the distances were presented in meters. 
In addition to the presentation of POIs, another type of spatial audio guidance is investigated: 
using spatialized music to guide pedestrians and cyclists to their destination. Two forms of 
guidance, route and beacon guidance, were tested in different environments. The user studies 
showed that music guidance is a pleasant and effective aid for navigation. Both route and bea- 
con guidance were effective methods, but suitable for different environments and circum- 
stances. 
This thesis also investigates a mobile teleconferencing scenario, where participants can move 
freely from one location to another. With hear-through headphones, co-located participants 
can hear each other naturally. To avoid transmitting the speech of the participants to other par- 
ticipants in the same room – as this would be perceived as an echo – acoustic co-location detec- 
tion is applied. In a user study, utilization of acoustic co-location detection was shown to im- 
prove the clarity of communication. Together, the studies presented in this thesis provide 
methods and guidelines for the development of mobile audio augmented reality applications. 
Keywords Audio augmented reality, spatial audio, auditory distance perception, guidance, 
navigation, communication 
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Sammandrag 
I förstärkt verklighet presenteras virtuella objekt som om de var en del av verkligheten. I med 
ljud förstärkt verklighet uppfattas ljud presenterade med t.ex. hörlurar som om de anlände från 
olika ställen i omgivningen. Denna avhandling undersöker potentiella mobila applikationer av 
med ljud förstärkt verklighet och olika metoder som behövs i dessa applikationer. Huvudtema- 
na för avhandlingen är presentation av avstånd och vägledning med hjälp av spatialt ljud. 
Efterklang är en faktor som inverkar på det uppfattade avståndet till en ljudkälla. Här under- 
söks en praktisk metod för att inverka på det uppfattade avståndet till virtuella ljudkällor ge- 
nom att modiﬁera enveloppen på binaurala rumsimpulssvar. I ett experiment presenterades 
människoröster med hjälp av dessa modiﬁerade impulssvar. Resultaten visar att det uppfattade 
avståndet kan kontrolleras effektivast genom att modiﬁera förhållandet mellan tidig och sen 
energi, där de första 50–100 ms av impulssvaret räknas som tidig energi. 
Att presentera långa avstånd med ljud i förstärkt verklighet är svårt, eftersom människor un- 
derskattar avstånden till avlägsna ljudkällor och mycket avlägsna ljudkällor inte ens kan höras. 
I en användarstudie där intressepunkter presenterades utomhus jämfördes utnyttjandet av 
olika akustiska faktorer som inverkar på det uppfattade avståndet till en ljudkälla med att en 
röst sade avståndet i meter. Resultaten antyder att avstånd borde ges i meter för att de skall 
kunna uppskattas relativt noggrannt utan träning. Med hjälp av träning kunde dock deltagarna 
i användarstudien uppskatta avstånden till intressepunkterna tämligen noggrannt på basen av 
akustiska faktorer. Detta gjorde de snabbare än när avstånden gavs i meter. 
Förutom presentationen av intressepunkter undersöks här också en annan typ av vägledning 
med hjälp av spatialt ljud: musik hörd från en viss riktning använd för att leda fotgängare och 
cyklister till sin destination. Två former av vägledning, fyr- och ruttvägledning, testades i olika 
omgivningar. Användarstudierna visade att musikvägledning är ett angenämt och effektivt 
hjälpmedel för navigation. Både fyr- och ruttvägledning var effektiva metoder, men de passade 
olika bra i olika omgivningar. 
I denna avhandling studeras också ett mobilt telekonferensscenario, där deltagarna kan röra 
sig fritt från en plats till en annan. Med hjälp av akustiskt transparenta hörlurar kan deltagare 
i samma rum höra varandra normalt. På basen av mikrofonsignaler bestäms det vilka deltagare 
som beﬁnner sig i samma rum, och deras tal skickas inte till andra i samma rum, eftersom det 
skulle uppfattas som ett eko. I en användarstudie visades detta förbättra kommunikationens 
klarhet. Tillsammans presenterar studierna i denna avhandling metoder och riktlinjer för ut- 
vecklandet av framtida mobila applikationer av med ljud förstärkt verklighet. 
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Publication I: “Adjusting the perceived distance of virtual speech
sources by modifying binaural room impulse responses”
The article investigates modiﬁcation of the temporal envelope of binaural
room impulse responses as an efﬁcient and practical method for adjusting
the perceived distance of virtual sound sources. In an experiment, partic-
ipants were asked to judge the relative distances of virtual speech sources
presented over headphones, with different parts of the utilized binaural
room impulse responses either ampliﬁed or attenuated. The results in-
dicate that modiﬁcation of an early-to-late energy ratio, where approxi-
mately 50–100 ms of the impulse response is included in the early energy,
alters the perception of distance more effectively than modiﬁcation of the
direct-to-reverberant energy ratio.
The present author conceived the idea, designed and conducted the ex-
periment, and analyzed the results. The present author wrote the article
with feedback provided by Prof. Tapio Lokki.
Publication II: “Auditory distance presentation in an urban
augmented reality environment”
The article investigates the presentation of distances of points of inter-
est in an outdoor augmented reality environment using audio. In a user
study, presenting distances with a combination of several auditory dis-
tance cues was compared with a voice saying the distance in meters. Giv-
ing the distance in meters resulted in fairly accurate and precise distance
estimates without prior training, but the participants could after a short
period of training also make fairly good distance estimates utilizing only
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auditory distance cues. Using auditory distance cues for distance presen-
tation can thus be recommended in applications where it is beneﬁcial to
limit the length of the presented messages and where high precision is
unnecessary.
The present author designed and conducted the experiment, as well as
analyzed the results. The present author wrote the article with feedback
provided by Prof. Tapio Lokki.
Publication III: “Guided by music: pedestrian and cyclist navigation
with route and beacon guidance”
The article investigates pedestrian and cyclist navigation where the user
follows the direction of spatialized music to reach the destination. Two
different guidance types, route and beacon guidance, were evaluated in
three different user studies. Most participants in the user studies were
able to easily navigate using the auditory cues and enjoyed the experience.
Route and beacon guidance were found to be appropriate for different sit-
uations depending on the preferences of the user.
The navigation software and hardware used in the user studies were
provided by Nokia Technologies. The present author had the main re-
sponsibility for planning and conducting the user studies, with Dr. Riitta
Väänänen participating in much of the process. The present author ana-
lyzed the results and wrote approximately 90% of the article.
Publication IV: “Continuous mobile communication with acoustic
co-location detection”
The article proposes an acoustic co-location detection algorithm for mobile
communication applications, in particular. The algorithm infers the co-
location of two persons based on the signals from microphones that they
carry. The algorithm was ﬁrst evaluated with recordings of different mo-
bile communication scenarios, where co-location was correctly identiﬁed
most of the time. The algorithm was then integrated into a voice-over-IP
conferencing system and evaluated in a user study, where it was shown to
improve the clarity of communication.
The acoustic co-location detection algorithm was invented and imple-
mented by Dr. Sampo Vesa, while Jussi Virolainen and Jussi Mutanen
8
Author’s Contribution
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sponsible for making the recordings for evaluating the co-location detec-
tion algorithm, while the evaluation was performed by Dr. Sampo Vesa.
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alyzed the results. The present author wrote approximately 80% of the
article.
9
Author’s Contribution
10
List of Acronyms
AAR Audio Augmented Reality
ACLD Acoustic Co-Location Detection
AR Augmented Reality
BRIR Binaural Room Impulse Response
GPS Global Positioning System
HRIR Head-Related Impulse Response
HRTF Head-Related Transfer Function
ILD Interaural Level Difference
IQR Interquartile Range
ITD Interaural Time Difference
MFCC Mel-Frequency Cepstral Coefﬁcient
POI Point Of Interest
RIR Room Impulse Response
RMS Root Mean Square
RMSE Root Mean Square Error
VAD Virtual Auditory Display
VoIP Voice over IP
11
List of Acronyms
12
List of Symbols
θ elevation angle
ϕ azimuth angle
CT clarity, measured as an early-to-late energy ratio
d distance
D/R direct-to-reverberant energy ratio
E¯ time-averaged energy
E/L early-to-late energy ratio
h(t) impulse response
n number of observations or pairs
p p-value
rij correlation between i and j
S sign test statistic
t time
td point in time immediately after the direct sound
V circular variance
W Wilcoxon rank sum test statistic
Z Z-statistic
13
List of Symbols
14
1. Introduction
Augmented reality is the extension of the real world with virtual objects
(Azuma, 1997). This thesis discusses methods and applications of extend-
ing our acoustic environment with virtual sound sources.
1.1 Motivation
Most research on augmented reality has focused on augmenting our vi-
sual perception of the world around us, while comparatively very little
research has been done on audio augmented reality. However, audio aug-
mented reality has huge potential, both in combination with visually aug-
mented reality and on its own.
One of the greatest advantages of audio is that sounds can be heard from
any direction, whereas our ﬁeld of view is limited. Current smartphone-
based visual augmented reality applications are even further limited by
the camera and the display of the device. Compared with such systems,
auditory displays leave the hands and visual attention free for other tasks.
The aim of this thesis is to provide methods and knowledge for the de-
velopment of future audio augmented reality applications. The usefulness
of the developed methods is evaluated through real-time applications and
user studies. These studies also provide insight into some of the percep-
tual aspects of mobile audio augmented reality applications. By exam-
ining both methods and applications thereof, the thesis provides a broad
investigation of the subject that helps to pave the way for the widespread
use of mobile audio augmented reality technology.
15
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Figure 1.1. The main concepts covered by the publications included in this thesis and
the relationship between them. The arrows show which publications provide
methods for mobile audio augmented reality and which publications apply
different augmented reality methods and technologies.
1.2 Scope of the thesis
Figure 1.1 illustrates the main concepts covered by this thesis and how
these are interconnected. The methods presented in the thesis are the
distance presentation methods investigated in Publications I and II, and
the acoustic co-location detection method of Publication IV. The applica-
tions that are studied are two different types of spatial audio guidance in
Publications II and III, and mobile communication in Publication IV.
Distance presentation methods and spatial audio guidance applications
To produce an auditory event somewhere in the space surrounding a lis-
tener, the percept of both direction and distance must be produced. While
auditory localization in azimuth and elevation has been extensively stud-
ied, distance perception has received comparatively little attention (Za-
horik et al., 2005). Even less research has focused on developing methods
for presenting virtual sound sources at different distances. Publication
I presents a practical method for distance presentation in mobile audio
augmented reality applications, by modifying the early-to-late energy ra-
tio of binaural room impulse responses. In doing so, the study also sheds
some new light on the perception of distance.
16
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Publication II combines this method with other auditory distance cues
and investigates how these together can be utilized in an outdoor aug-
mented reality environment to present the location of different points of
interest. The main research question here is how we can take auditory
distance cues that naturally produce auditory events at relatively short
distances and use them to present points of interest at much larger dis-
tances. This study thus investigates both distance presentation methods
and spatial audio guidance applications of augmented reality. The utiliza-
tion of auditory distance cues is also compared with the simple alternative
of having a voice announcing the distance to the points of interest.
Whereas the user study in Publication II focuses on the localization of
points of interest in a static setting, Publication III utilizes mobile audio
augmented reality technology to provide spatial audio guidance for pedes-
trians and cyclists. The study investigates if and how music can be used
as a pleasant sound to guide users to their destination: the music is heard
from the direction where the user should be heading.
Acoustic co-location detection methods and mobile communication
applications
Publication IV presents another application of audio augmented reality
technology: communication. Augmented reality methods lend themselves
well to mobile teleconferencing, where some participants are co-located
and some are at different locations. In this type of application, partici-
pants should be able to hear other participants at the same location un-
hindered, while the voices of participants at other locations could be pre-
sented with spatial audio, as though they were among the participants
at the same location. Since co-located participants are able to hear each
other naturally, co-location should be detected and audio should not be
transmitted between these participants. In this study, the application of
acoustic co-location detection was investigated in a mobile teleconferenc-
ing scenario.
The distance presentation method of Publication I is useful in many differ-
ent augmented reality and spatial audio applications, such as the presen-
tation of points of interest investigated in Publication II. While the mo-
bile communication application used to evaluate the acoustic co-location
detection method in Publication IV currently did not utilize spatial au-
dio, the inclusion of spatial audio would both make the conversation more
17
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natural and improve speech intelligibility. Distance presentation meth-
ods could be added, e.g., to indicate the proximity of the other partici-
pants, such as co-workers at a construction site. The navigation using
music guidance in Publication III, on the other hand, is an example of an
application where this type of distance presentation method might be dis-
advantageous: large modiﬁcations of the reverberation might reduce the
enjoyability of the music, while only providing a vague indication of the
remaining distance to the destination.
The applications studied in this thesis all beneﬁt from one of the ba-
sic principles of mobile audio augmented reality: sounds from the envi-
ronment should be heard together with the sounds presented over head-
phones. The reasons may, however, differ slightly depending on the appli-
cation. In some applications, such as the presentation of points of interest
(Publication II), virtual sound sources are added to the surrounding en-
vironment. In navigation applications (Publication III), sounds from the
surroundings should be heard for safety reasons. In teleconferencing ap-
plications (Publication IV), co-located participants should be heard natu-
rally at the same time as remote participants are heard over headphones.
The publications included in this thesis provide methods for mobile au-
dio augmented reality applications as well as examples of applications
that utilize these and other audio augmented reality techniques. To-
gether, they will hopefully serve as an incentive for an increasing number
of applications utilizing such methods and techniques.
1.3 Structure of the thesis
Chapter 2 discusses augmented reality and mobile audio augmented real-
ity, in particular. General methods, technology, and applications of audio
augmented reality are presented. Chapter 3 deals with distance presen-
tation in audio augmented reality, presenting the results of Publications I
and II. Chapter 4 presents the use of audio augmented reality techniques
for spatial audio guidance and, in particular, the music guidance applica-
tion investigated in Publication III. In Chapter 5, mobile communication
applications of augmented reality are discussed and the results of Publi-
cation IV presented. Finally, Chapter 6 summarizes the research ﬁndings
and presents possible directions for further research.
18
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1.4 Ethics statement
The participants in the listening tests and user studies performed in Pub-
lications I, II, III, and IV were informed about the procedures of the stud-
ies and volunteered to participate. The gathered data were anonymized so
that they cannot be linked back to the individual participants. The stud-
ies did not expose the participants to exceptionally strong stimuli or put
the participants at a risk of harm beyond the risks encountered in normal
life. According to the instructions of the Aalto University Research Ethics
Committee, an ethical review was therefore not required.
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2. Augmented Reality
Augmented reality (AR) is deﬁned by Azuma (1997) as having three dis-
tinct features:
1. It combines real and virtual.
2. It is interactive in real time.
3. It is registered in three dimensions.
Another way to say this might be: in augmented reality, virtual objects
are superimposed on our perception of the real world, having a location
in the real world that is retained regardless of how we move or rotate.
A stricter interpretation might also imply that the virtual objects should
augment the real world in a meaningful way.
Most augmented reality research has dealt with visual augmented re-
ality. Visual augmented reality can be achieved with the aid of, e.g., see-
through displays, allowing the user to see both the real world and vir-
tual objects superimposed on it. Mobile visual augmented reality can be
achieved using head-mounted displays or simply by using a smartphone
as a camera-based “see-through” display.
2.1 Audio augmented reality
Audio can be used to aid the visual modality in multimodal AR applica-
tions, but audio may also be used alone in unimodal audio augmented
reality (AAR) applications. Such applications leave the visual sense com-
pletely free to observe the surrounding world. Utilizing the auditory
modality also exhibits some notable differences compared with the visual
modality.
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Sarter (2006) explains the differences between auditory and visual chan-
nels of information presentation. First, our auditory perception has an
omnidirectional character: we can perceive sounds from any direction any
time. Secondly, sounds typically have a transient nature: a written sign
can be read many times as long as it is visible, but a spoken sentence can
only be heard once, unless it is repeated. Lastly, while we can shut out
visual messages by closing our eyes or looking the other way, more dras-
tic measures are required to shut out auditory messages. Kolarik et al.
(2015) mentions a further difference: sound can normally travel around
obstructing objects.
In augmented reality, the omnidirectional character of auditory percep-
tion is often an advantage compared with visual approaches. Applications
can draw the user’s attention and spatially present information in any di-
rection any time. This advantage becomes even greater if we consider
smartphone-based applications, where visual output is limited not only to
the ﬁeld of view but additionally to a small display. Virtual sound sources
can also be perceived even if they are located behind other virtual or real
objects. The transient nature of many sounds, on the other hand, may or
may not be an advantage, depending on the application. Similarly, the
fact that the auditory sense is our primary warning sense may be used to
our advantage, but also misused (Edworthy and Hellier, 2005).
2.2 Mobile audio augmented reality
The architecture of a mobile audio augmented reality system is illus-
trated in Fig. 2.1. The hardware comprises acoustically transparent
(hear-through) headphones, sensors for extracting orientation, location,
and possibly context information, and a device, such as a smartphone,
running the AAR application and providing a user interface for interact-
ing with the application. The acoustically transparent headphones allow
the user to hear the surrounding acoustic environment as well as virtual
sound sources that augment it. These virtual sound sources are produced
by applying spatial audio rendering techniques to the audio that is pre-
sented by the application. Utilizing information about the surrounding
acoustic environment as well as the location and the orientation of the
user, the sounds are presented so that they are perceived to originate
from speciﬁc locations in the real world surrounding the user.
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Figure 2.1. The architecture of a mobile audio augmented reality system.
2.2.1 Virtual auditory display
A sound that is heard by a human listener is affected by the path from
the sound source to the eardrums. The head as well as the pinnae affects
the sound reaching the eardrums in different ways. In addition, sound
reaches the listener both through a direct path and through reﬂections via
different surfaces. All these modiﬁcations to the sound emitted from the
source not only help the listener to tell from where the sound originated,
but also provide information about the space surrounding the source and
the listener.
By means of spatial audio rendering techniques, the same types of mod-
iﬁcations can be applied to sounds presented over headphones, to give the
listener the perception that the sound originates not from the headphones,
but from somewhere in the space surrounding the listener. This type of
system is called a virtual auditory display (VAD) (Shinn-Cunningham,
1998).1 AAR applications thus utilize VAD techniques to present virtual
sound sources that are superimposed on the surrounding acoustic envi-
ronment.
Presentation of direction
The two main cues used for localization in the horizontal plane are the
interaural level difference (ILD) and the interaural time difference (ITD).
The interaural level difference is due to the head shadowing the ear fur-
ther away from the sound source. The interaural time difference is due to
1The terms virtual acoustic display (Wenzel, 1992) and virtual audio display
(Brungart, 2002) have also been used.
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Figure 2.2. A head-centric coordinate sys-
tem, showing the azimuth ϕ,
elevation θ, and distance d of
a point P in space, relative to
the centre of the head. The
median plane and the hori-
zontal plane are also shown.
Figure 2.3. The cone of confusion. In-
teraural level and time differ-
ences provide ambiguous lo-
calization cues. For a sin-
gle ILD or ITD, the sound
source may lie somewhere on
the surface of a cone.
the longer travel time to the ear further away. The interaural level and
time differences are thus zero if the sound source is located in the median
plane (see Fig. 2.2).
Adding ILD or ITD cues to sounds presented over headphones results
in what is called lateralization (Plenge, 1974; Begault and Wenzel, 1992;
Durlach et al., 1992). Depending on the cues, the sound is perceived as
coming from the left or the right earpiece of the headphones, or some-
where between them. In other words, the sound is not perceived as com-
ing from a direction outside the head, but rather from a source inside the
head.
Instead of using only ILD and ITD cues, it is in many cases beneﬁcial
to present users with all the sound localization cues that are naturally
available. Apart from the two mentioned cues, humans utilize other cues
that aid in both horizontal and vertical localization. Many of these cues
are due to the pinna affecting the temporal and spectral characteristics of
sound entering the ear canal through reﬂections, shadowing, dispersion,
diffraction, interference, and resonance (Blauert, 1997, p. 63). By utiliz-
ing these cues in addition to the ILD and ITD cues to present sounds, the
sounds can be perceived as originating from outside the head. However,
successful externalization of auditory events does not depend solely on
these pinna cues. Utilizing pinna cues does not guarantee that the sound
source is perceived outside the head, and neither are pinna cues always
necessary to achieve externalized sound sources (Durlach et al., 1992).
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Since low-frequency sound diffracts effectively around the head, inter-
aural level differences serve as a localization cue mainly at higher fre-
quencies. Interaural time differences, on the other hand, serve as a local-
ization cue mainly at low frequencies, since the phase differences these
produce are ambiguous at higher frequencies. At frequencies in between,
from 1000 to 4000 Hz, localization accuracy decreases (Rossing et al.,
2002, p. 90). Pinna cues, which are available only at high frequencies,
modify the spectrum of sound. Thus, prior knowledge about the spectrum
is required to utilize these cues, unless additional cues are provided by
head movements (Durlach et al., 1992).
The head-related transfer function (HRTF) and its time-domain coun-
terpart, the head-related impulse response (HRIR), contain all these cues
for a sound source in a speciﬁc direction. HRIRs are either simulations or,
more often, measurements of the impulse response from a sound source
to the ear canals of either a human subject or a dummy head. By convolv-
ing a sound with HRIRs measured in a certain direction, the sound can
be presented with headphones so that the listener perceives it as arriving
from that direction. While HRIRs are measured under anechoic condi-
tions, binaural room impulse responses (BRIRs) also include sound that
reaches the listener through reﬂection from different surfaces in a rever-
berant space. Even though the reﬂected sound, which arrives after the
direct sound due to the longer path it travels before reaching the listener,
contains localization cues of its own, the auditory system is able, within
certain limits, to fuse the reﬂected sound to the perception of the direct
sound. Consequently, the localization cues of the direct sound dominate
the perception – a phenomenom called the precedence effect (Litovsky
et al., 1999). However, if a reﬂection is strong enough and sufﬁciently
separated in time from the direct sound, it is perceived as a separate echo.
Figure 2.4 shows two examples of BRIRs: one from a mildly reverberant
ofﬁce room and the other from a highly reverberant hall. BRIRs, as well as
room impulse responses (RIRs) in general, can be divided into three parts:
the direct sound, early reﬂections, and late reverberation. The boundary
between early reﬂections and late reverberation is not clearly deﬁned.
Instead, there is a gradual transition from the discrete early reﬂections
to the approximately diffuse sound ﬁeld created by the late reverberation.
This transition time, often called mixing time, can be estimated based
on either objective measures or perceptual characteristics of the impulse
response (Lindau et al., 2010). The mixing time generally increases as the
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(a) A mildly reverberant ofﬁce room.
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(b) A highly reverberant hall.
Figure 2.4. Two examples of binaural room impulse responses, taken from the Aachen
Impulse Response Database (Jeub et al., 2009, 2010). The ﬁrst 250 ms of the
responses of the right ear are shown.
room volume increases, as can be observed by comparing the two spaces in
Fig. 2.4. The larger and more reverberant a space is, the slower the decay
rate of the late reverberation also is. The properties of early reﬂections
and late reverberation are discussed in more detail in Chapter 3.
The beneﬁt of using HRTFs instead of the much more simple ILD and
ITD cues is the ability to present sound sources that are perceived outside
the head and at both different azimuths and different elevations (Begault
and Wenzel, 1992) (see the coordinate system in Fig. 2.2). Additionally,
sound sources in front of and behind a listener (e.g., at 30° and 150° az-
imuth) produce identical ILD and ITD cues, so the listener is not able to
unambiguously localize the sound source without additional cues. In fact,
the ILD and ITD cues imply that the sound source is somewhere on the
surface of a cone, the so called cone of confusion (Fig. 2.3). HRTFs con-
tain cues that help the listener to establish whether the sound source is in
front of or behind him or her, or somewhere else on the cone of confusion.
The main disadvantage of using HRTFs lies in the increase in complexity
and required processing power.
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Different databases of measured HRTFs are freely available. Two pop-
ular alternatives are the CIPIC (Algazi et al., 2001) and Listen (Warusfel,
2003) databases. Other options include databases by Gardner and Martin
(1994), Blauert et al. (1998), Qu et al. (2009), Wierstorf et al. (2011), and
Gómez Bolaños and Pulkki (2012). Since HRTF measurements are done
in discrete directions, an interpolation scheme is also needed for produc-
ing HRTFs representing directions between these (Gamper, 2013). This
is especially important for sound sources that move with respect to the
listener.
Externalization
While the use of HRTFs instead of simple ILD and ITD cues should pro-
duce virtual sound sources that are perceived to be outside the head, this
is not always the case. On the contrary, it is common that virtual sound
sources presented straight in front of or behind the listener are instead
perceived to be inside the head (Begault and Wenzel, 1992, 1993). This is
referred to as in-the-head localization, or the lack of externalization.
Reverberation has been shown to improve externalization, and can be
applied, e.g., using BRIRs. Both Begault et al. (2001) and Catic et al.
(2015) found that early reﬂections (approximately the ﬁrst 80 ms of the
BRIRs) are sufﬁcient for achieving externalization; late reverberation is
not necessary. Catic et al. also found monaural reverberation cues to
be sufﬁcient for externalization of lateral (ϕ = 30°) sound sources, while
binaural reverberation cues were needed to provide externalization for a
frontal (ϕ = 0°) source. Head orientation tracking (discussed under Sec-
tion 2.2.2) has also been shown to improve externalization in some cases
(Brimijoin et al., 2013), but not in others (Begault et al., 2001). The use of
individualized HRTFs, i.e., HRTFs measured for the individual in ques-
tion, had no effect on externalization in the experiments of Begault et al.
(2001), but other studies have found that the degree of externalization
varies between different HRTFs (Seeber and Fastl, 2003; McMullen et al.,
2012).
Front-back confusion
Since the primary localization cues, the ILD and the ITD, provide am-
biguous information about the location of a sound source, confusion often
arises in virtual auditory displays, where other localization cues, includ-
ing visual cues, might be imperfect or completely missing. In particular,
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it is common for a virtual sound source in front of the listener to be per-
ceived in the corresponding position behind the listener (and, less com-
monly, vice versa), since the two positions have the same ILD and ITD.
Similarly, up-down reversals might also take place due to this ambiguity.
This type of reversals seem to be less common than front-back reversals
(Wenzel et al., 1993; Bronkhorst, 1995; Carlile et al., 1997), although a
large degree of up-down reversals has been observed under some condi-
tions (Wenzel, 2001).
If the listener and the sound source stay still, the ILD and the ITD do
not change either. Thus, they indicate that the sound source is somewhere
on a cone of confusion (Fig. 2.3). However, if the listener rotates his or her
head, the ILD and the ITD change accordingly, giving rise to a new cone
of confusion. The change of the ILD and the ITD associated with the head
rotation serves as a cue for the listener to infer the correct position of
the sound source, which is located where the new and the old cones of
confusion meet.
Wightman and Kistler (1999) and Begault et al. (2001) have shown that
head rotation indeed reduces front-back reversals. Wightman and Kistler
showed that front-back confusion also diminishes if the listener is able to
move the sound source, since this equally results in a predictable change
in the ILD and the ITD. On the other hand, if the source moves without
the listener interacting with it, the front-back confusion remains.
Mariette (2007) investigated the mitigation of front-back confusion by
body motion, in the absence of head rotation cues. The participants in the
experiment walked short distances, during which the azimuth and the
distance to virtual sound sources presented over headphones changed.
The results displayed signiﬁcantly improved front-back localization when
the azimuth changed at least 12° or the distance change was more than
21% of the initial distance. Mariette notes that these changes corre-
spond with the resolution of the spatial audio rendering and speculates
that increasing the resolution would allow smaller azimuth and distance
changes to mitigate front-back confusion. In the experiment, the partic-
ipants were told to make their best guess concerning the location of the
sound source, instead of indicating where they perceived it to be. Thus,
it is unclear if body motion actually resolved perceptual front-back rever-
sals, or if it only helped participants to make better guesses.
Since front-back confusion arises from inadequate localization cues, one
might assume that using as naturalistic localization cues as possible in
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virtual auditory displays would help to mitigate this problem. Since peo-
ple’s heads and ears have different shapes and sizes, the corresponding
localization cues in the HRTFs also differ from person to person. The best
localization cues should thus be provided by using the HRTFs of the per-
son in question, since he or she is used to the localization cues that these
provide.
The results of Wenzel et al. (1993) suggest that using nonindividualized
instead of individualized HRTFs increases the rate of front-back rever-
sals, as expected. However, Bronkhorst (1995) and Begault et al. (2001)
did not ﬁnd any effect of using individualized HRTFs on the amount of
front-back reversals. It might thus be that other factors in the imple-
mentation of the virtual auditory display play a more important role in
determining the amount of front-back confusion than the choice between
individualized and nonindividualized HRTFs.
In any case, measuring individualized HRTFs is currently not practi-
cal for consumer applications. Rather, suitable HRTFs could be selected
from a database using some appropriate method (Seeber and Fastl, 2003;
Härmä et al., 2012; McMullen et al., 2012; Schönstein and Katz, 2012),
based on criteria such as externalization, front-back discrimination, and
up-down discrimination. Alternatively, parameterized HRTFs could be
customized for each user based on, e.g., photographs of the user’s pinnae
(Spagnol et al., 2014).
Presentation of distance
To present virtual sound sources in three dimensions, not only do we need
to control the azimuth and elevation, but also the distance of the sources.
Several different factors affecting the perceived distance of sound sources
have previously been identiﬁed, including intensity, reverberation, and
binaural cues (Shinn-Cunningham, 2000; Zahorik et al., 2005; Kolarik
et al., 2015).
Intensity is the most simple of cues: the closer a sound source is, the
louder it sounds. On the other hand, it requires familiarity with the sound
source, otherwise it can only serve as a relative cue (Shinn-Cunningham,
2000). Reverberation, on the other hand, can be used as an absolute cue.
While the level of the direct sound from a sound source inside an enclosed
space varies with distance, the level of the diffuse ﬁeld caused by the late
reverberation does not vary with distance. The human auditory system
can take advantage of this fact and use the relationship between these
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levels as a distance cue. Publication I investigates how such reverberation
cues can be utilized in a virtual auditory display.
Binaural cues arise from the fact that the interaural level and time
differences behave differently when the sound source is close to listener
(at a distance less than approximately 1 m). While the ILD increases
strongly as the sound source moves closer to the head, the ITD increases
only slightly. Instead of the cone of confusion (Fig. 2.3) present at larger
distances, ILD and ITD cues give rise to a torus of confusion at short
distances (Shinn-Cunningham et al., 2000). This torus thus determines
not only the possible directions of the sound source, but also the distance.
These binaural cues can be used to create near-ﬁeld virtual auditory dis-
plays (Brungart, 2002; Spagnol et al., 2012), but should be used in combi-
nation with other cues, since interaural differences are nonexistent in the
median plane.
Other distance cues include spectral (Larsen et al., 2008), visual (Calca-
gno et al., 2012; Hládek et al., 2013), and speech cues (Brungart and Scott,
2001). Chapter 3 and Publications I and II discuss distance presentation
in more detail.
Integration
Audio augmented reality combines the real acoustic environment with a
virtual acoustic environment. In some applications, it might be beneﬁ-
cial that the virtual environment is clearly distinguishable from the real
environment, but in other applications, such as games, the goal is to in-
tegrate the virtual sound sources into the surrounding environment. In
other words, the virtual sounds should sound like they came not only from
directions around the user, but they should have a suitable reverberation
so that they sound like they actually originated from the acoustic envi-
ronment around the user.
As of yet, little research has dealt with the issue of integration in audio
augmented reality. Lindau and Weinzierl (2012) investigated the plausi-
bility of virtual acoustic environments compared with real environments.
In this study, both virtual and real acoustic events were presented and
the participants were asked whether they thought that the events were
real or not.
While this type of methodology could be applied to assess the virtual
auditory displays in audio augmented reality, it might be a bit strict for
such applications. First of all, it is not in practice possible to achieve a per-
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fect match between the virtual acoustics and the real acoustics in a mobile
AAR application, since the user may freely move around from one acoustic
environment to another, completely different, environment. The best we
can do is to extract information about the current environment from, e.g.,
microphone signals (Vesa and Härmä, 2005; Gamper and Lokki, 2009) or
location information, and choose the most appropriate reverberation from
a database or through real-time synthesis.
However, a perfect match between the real and the virtual acoustics is
not necessary, either. Since visual stimuli corresponding to the auditory
stimuli are missing, the user can only temporarily be given the impression
that the virtual sound source is real. Thus, in mobile AAR applications,
it is sufﬁcient to give the user the “feeling” that the virtual sound source
originates from the surrounding acoustic environment, rather than trying
to convince him or her that it actually does.
When aiming to achieve natural timbre in AAR applications, one must
take into account the non-ideal magnitude response of the headphones.
Typical headphones are not designed to have a ﬂat magnitude response,
but the response is instead often designed to match that of stereo loud-
speaker listening, either in a free or a diffuse ﬁeld (Møller et al., 1995).
In order to present sounds with a natural timbre, the headphone re-
sponse must be compensated for (Schärer and Lindau, 2009; Lindau and
Brinkmann, 2012).
2.2.2 Hardware
As shown in Fig. 2.1, the hardware needed for a mobile AAR system con-
sists of acoustically transparent headphones, sensors for tracking head
orientation and location, as well as a device that runs the AAR appli-
cation and provides the user with an interface for interacting with the
application.
Hear-through headphones
In augmented reality, virtual objects are superimposed on our perception
of the surrounding world. In mobile audio augmented reality, this means,
among other things, that we should hear the surrounding acoustic en-
vironment in addition to sounds that presented with headphones. Mobile
AAR thus requires acoustically transparent headphones, which attenuate
or modify sounds from the surroundings as little as possible, retaining not
only their audibility, but also their localization cues.
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Lindeman et al. (2007) divide techniques for achieving acoustic trans-
parency into two categories: microphone hear-through and acoustic hear-
through. Acoustic hear-through is achieved by using headphones that at-
tenuate environmental sounds and distort their localization cues as little
as possible. Regular open headphones can be used (Publication II), but im-
proved perception of the environment may be achieved with special head-
phones (Martin et al., 2009). One alternative is to use bone-conduction
headphones, which leave the ears completely free of any obstructions.
Microphone hear-through utilizes headphones that attenuate sounds
from the environment to some extent. To achieve acoustic transparency,
microphones are attached to the outside of the headphones. The envi-
ronment can be perceived unattenuated by appropriately amplifying the
microphone signals and passing them to the headphones. While binaural
localization cues (ILDs and ITDs) are quite robust with respect to micro-
phone placement, monaural cues are best preserved if the microphones
are placed as close as possible to the ear canal entrances. This can be
achieved by the use of insert headphones.
Since blocking the ear canal changes its resonances, equalization of the
microphone signals is needed in order to achieve natural timbre (Tikander
et al., 2008). Equalization is also needed to compensate for the headphone
response and the leakage of low-frequency sound into the ear canal. As
the leakage depends on the ﬁt of the headphones, adaptive isolation esti-
mation may be utilized to control the equalization (Liski, 2016).
Tikander et al. (2008) presented an augmented reality audio (ARA)
mixer, which performed equalization and ampliﬁcation of the microphone
signals and mixed these with other sounds that were presented with
insert headphones. Over the years, the ARA mixer has been developed
further by the inclusion of a USB audio interface and user-adjustable
hear-through level (Albrecht et al., 2011), digital signal processing (Rämö
and Välimäki, 2012), and software control of the hear-through level (Pub-
lication III).
The main advantage of microphone hear-through is the possibility to
adjust how well the environment is heard, which can be useful both for
comfort and for hearing protection purposes. With this technology, it is
also possible to modify the perceived acoustic environment to some extent.
Microphone hear-through is, however, also associated with disadvan-
tages. Even if equalization is applied, some colouration of sounds from the
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surrounding acoustic environment is likely to remain. Some deterioration
of localization cues is also to be expected (Møller et al., 2015). Microphone
hear-through also introduces some noise, and wind noise is a further prob-
lem (Tikander, 2009; Albrecht et al., 2011; Miura et al., 2013). Through
careful design and choice of components, these effects can be minimized.
Compared with acoustic hear-through, microphone hear-through also re-
quires additional battery-powered hardware for signal processing.
One source of discomfort with microphone hear-through using insert
headphones is the occlusion effect (Tikander, 2009; Albrecht et al., 2011).
Due to this effect, low-frequency bone-conducted sound can be ampliﬁed
up to 30 dB or more when an earplug is shallowly inserted in the ear
canal (Stenfelt and Reinfeldt, 2007). To mitigate this problem, some form
of occlusion cancellation could be applied, e.g., through analog feedback
(Mejia et al., 2008) or with the help of adaptive ﬁltering (Borges et al.,
2013; Sunohara et al., 2014).
Orientation tracking
Härmä et al. (2003) make the distinction between “localized acous-
tic events connected to real-world objects” and “freely-ﬂoating acoustic
events.” To present freely-ﬂoating acoustic events, no orientation track-
ing is needed. Instead, the virtual sound sources are tied to a head-centric
frame of reference. The sound sources thus rotate around the user as the
user rotates his or her head, and move as the user moves. The location of
the sources relative to the user can thus be used to present information.
For example, the azimuth of the source might indicate time. Alterna-
tively, spatial separation of sources might be used to improve the clarity
of communication.
Localized acoustic events, on the other hand, are tied to real-world ob-
jects or locations. To be able to present these in a mobile application, the
position of the user relative to these objects or locations must be known.
In addition, the orientation of the head of the user must be known, so
that virtual sound sources can be presented at stable locations regardless
of how the user turns his or her head.
At the time of writing, head orientation tracking is yet to be made avail-
able for large-scale commercial applications. Research projects typically
use separate and often expensive head tracking devices, but ideally, orien-
tation tracking should be integrated into the headphones for commercial
33
Augmented Reality
applications. Such products, e.g., the Jabra Intelligent Headset2 and the
Bragi Dash,3 are currently beginning to emerge on the market. Smart-
phones also contain sensors (magnetometers, gyroscopes, and accelerom-
eters) for orientation tracking. These can be utilized for head tracking,
e.g., by attaching the smartphone to the headphones (Zwinderman et al.,
2011), but such a method is unlikely to gain widespread adoption.
If head tracking is not feasible, tracking the orientation of a smartphone
or other mobile device held in the hand or carried in a pocket may sufﬁce
for some applications. Heller et al. (2014) compared tracking of the head,
the body, and a hand-held device for audio augmented reality applications.
Nine participants were asked to walk to different virtual sound sources in
a large hall and they answered a presence questionnaire after each of the
three conditions. Head tracking received slightly, but not signiﬁcantly,
better ratings than device and body orientation tracking. Based on the
results, Heller et al. recommended the use of head tracking when natu-
ral behaviour and quick movement to nearby sound sources is of impor-
tance. Device tracking might on the other hand sufﬁce when the focus is
on serendipitous discovery or the distances to the sound sources are large.
Romigh et al. (2015) showed that a head-tracked virtual auditory dis-
play can provide localization performance comparable with that of real
sound sources, if sufﬁcient attention is payed to the different aspects of
implementing such a display. In addition to the primary function of pro-
viding virtual sound sources with a ﬁxed direction or location in the real
world, head tracking provides other beneﬁts, as mentioned earlier: head
tracking aids in resolving front-back confusion (Begault et al., 2001) and
under some conditions it may improve externalization (Brimijoin et al.
(2013) reported improved externalization, while Begault et al. did not).
One important aspect in the implementation of head tracking is the
latency between rotation of the listener’s head and the corresponding
change in the presentation of the virtual sound sources. Brungart et al.
(2005) note that excessive latency can lead to a decrease in localization
performance as well as a loss of realism, possibly associated with in-
creased fatigue or annoyance. In their experiments, Brungart et al. found
that the effects of latency are imperceptible to the average listener if the
latency is smaller than 80 ms. In the presence of a co-located low-latency
sound source, which may be the case in augmented reality, the latency de-
tection threshold is reduced by approximately 25 ms. Sandvad (1996) and
2http://intelligentheadset.com
3http://www.bragi.com
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Lindau (2009) reported similar thresholds, while higher thresholds have
been observed under other conditions (Wenzel, 2001).
2.2.3 Applications
The advent of mobile audio augmented reality technology makes a large
range of different applications possible. Albrecht et al. (2011) divide these
applications into two categories. The ﬁrst category is so called pure aug-
mented reality applications, which follow a strict deﬁnition of augmented
reality. These applications augment the real world with virtual objects
that are somehow related to the real world. Adhering to the deﬁnition of
augmented reality by Azuma (1997), these objects should have a location
in the three dimensions of the real world.
The second category contains applications that take advantage of aug-
mented reality technology to some extent, but do not comply with a strict
deﬁnition of augmented reality. This includes applications presenting vir-
tual objects that are superimposed on our perception of the real world,
but are tied to a head-centric rather than a world-centric frame of refer-
ence (i.e., these are freely-ﬂoating acoustic events, as deﬁned by Härmä
et al. (2003)) or lack relation to the surrounding world. In this case, AR
technology might only be used as a means to display information with-
out hindering simultaneous perception of the real world. Alternatively,
the real world around us can be seen as a suitable medium for present-
ing virtual objects, rather than limiting these to, e.g., a computer monitor
(for visual applications) or locations between the two earpieces of a set of
headphones (for audio applications).
Another type of applications that belong to the second category are
those that modify our perception of the real world rather than add to it.
Such modiﬁcations can be achieved through the use of microphone hear-
through technology. Storek et al. (2015) call this warped acoustic reality,
suggesting the application of effects such as reverberation, pitch shift,
and overdrive to the hear-through microphone signals. Other effects can
be used to achieve different forms of “super hearing.” For example, sound
from certain directions may be ampliﬁed or attenuated through the use of
beamforming (Härmä et al., 2004), or all sounds can simply be ampliﬁed.
While the second category of applications does not represent pure aug-
mented reality, the value of an application does not lie in whether it is
augmented reality or not. Augmented reality should be seen as a means
rather than a goal.
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Examples of both categories of applications include guidance, explo-
ration, and navigation (Zimmermann and Lorenz, 2008; Blum et al., 2012;
Vazquez-Alvarez et al., 2012, 2016; Publication II; Publication III); games
and entertainment (Moustakas et al., 2009; Paterson et al., 2010); and
communication (Härmä et al., 2003; Gamper and Lokki, 2010; Publica-
tion IV). Audio augmented reality can naturally also be used in combi-
nation with visual augmented reality, which leads to an even wider range
of possibilities, including medical applications, manufacturing, and repair
(Azuma, 1997).
Audio augmented reality applications are closely linked to other types
of virtual auditory display applications that present spatial information
to the user. Shinn-Cunningham (1998) mentions virtual auditory displays
for air trafﬁc controllers and pilots as two examples of such applications.
One reason for using auditory displays in these cases is if the visual chan-
nel is overloaded. In other cases, there might not even be a possibility
to use a visual display, e.g., if the user is blind. As in audio augmented
reality, in many of these applications it is important or even absolutely
necessary for the user to hear the surrounding acoustic environment in
addition to the information presented with the auditory display.
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According to the strict deﬁnition of augmented reality by Azuma (1997),
audio augmented reality should present virtual sound sources that have a
speciﬁc location in the real world. To the user, these sound sources appear
to have a direction (azimuth and elevation) and a distance. The presen-
tation of sounds in different directions using headphones has been exten-
sively studied. Auditory distance perception has also been studied, albeit
to a lesser extent (Kolarik et al., 2015). Previous studies have, however,
largely focused on how distances are perceived, rather than on how vir-
tual sound sources can be practically presented so that they are perceived
at different distances.
To present virtual sound sources at different distances, one option is
to utilize BRIRs measured with different distances between the source
and the receiver. In mobile AR applications, this approach would require
such measurements to be performed not only at a multitude of different
distances, but also in different directions and in different acoustic envi-
ronments. Another approach is to create the BRIRs through simulations.
While interactive room acoustics modelling can be performed in real time
on desktop computers and clusters thereof (Pelzer et al., 2014), the heavy
processing power requirements make it a poor choice for current mobile
devices and applications. Room acoustics modelling can of course also be
performed in advance to create a BRIR database representing different
distances, directions, and environments.
However, even though accurate simulations and measurements may
produce realistic distance cues, this thus not guarantee that the virtual
sound sources are perceived at the simulated or measured distances. In
fact, the perceived distances of both real and virtual sound sources are
typically underestimated when the distance to the sound source is more
than a few meters and overestimated when the distance is less than one
meter (Zahorik et al., 2005).
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Figure 3.1. Energy of binaural room impulse responses measured at distances of 1, 2, 3,
5, 10, 15, and 20 m, with values interpolated between these distances, shown
as a function of time.
Instead of constructing a large BRIR database, it might in many mobile
AR applications be more feasible to apply either artiﬁcial reverberation
or BRIRs measured at a single sound source distance. Appropriate use of
such BRIRs both aids in the externalization of sound sources and makes
them sound like they originate from the real acoustic environment around
the user, rather than being “glued” onto it.
Whether artiﬁcial reverberation or measured BRIRs are used, means
are needed for modifying the perceived distance of the virtual sound
sources presented with these. Prior research presents several different
factors that affect the perceived distance of sound sources, including
sound intensity, spectrum, binaural cues, and reverberation (Zahorik
et al., 2005). The direct-to-reverberant energy ratio (D/R) is often re-
ferred to as a measure of the effects that reverberation has on distance
perception (Middlebrooks and Green, 1991; Nielsen, 1993; Zahorik et al.,
2005; Larsen et al., 2008; Kolarik et al., 2015). The idea behind this
notion lies in the fact that, in an enclosed space, late reverberation can
be approximated by a diffuse sound ﬁeld, and the reverberant energy in
this type of ﬁeld is independent of the distance to the sound source. The
sound pressure of the direct sound from a point source, on the other hand,
is inversely proportional to the distance. Thus, it has been hypothesized
that people can utilize the relation between direct and reverberant energy
to infer the distance of a sound source.
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Figure 3.2. Energy of different parts of binaural room impulse responses as a function of
measurement distance.
The D/R of a room impulse response h(t) is calculated using the equa-
tion
D/R =
∫ T
0 h
2(t)dt∫∞
T h
2(t)dt
, (3.1)
where T is the dividing point between the direct and the reverberant en-
ergy. T is typically 2–3 ms (Zahorik, 2002; Larsen et al., 2008), which
means that all early reﬂections are included in the reverberant energy.
However, early reﬂections do not, like late reverberation, form a diffuse
sound ﬁeld in the enclosing space, but their energy is instead highly de-
pendent on the distance between the source and the receiver, as well as
their locations relative to reﬂective surfaces in the space. Figure 3.1 dis-
plays the energy of room impulse responses measured at different dis-
tances as a function of time, while Fig. 3.2 displays the energy of dif-
ferent parts of the impulse responses as a function of distance. The im-
pulse responses are from Aula Carolina in the Aachen Impulse Response
Database (Jeub et al., 2009, 2010), and the energy of the two channels of
each BRIR was combined through binaural loudness summation (Sivonen
and Ellermeier, 2006). As can be seen from the ﬁgures, the energy of early
reﬂections up to approximately 50 ms is, in this space, dependent on the
distance, and these early reﬂections thus do not constitute a part of the
diffuse reverberant ﬁeld.
Rather than being perceptually integrated with late reverberation, early
reﬂections are known to fuse with the direct sound. Blauert (1997, p. 224)
notes that such reﬂections can make the auditory event louder, increase
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its extent in space, and change its timbre. Bradley et al. (2003) demon-
strated that increasing the early reﬂection energy (in this case the ﬁrst
50 ms of the room impulse response) improves speech intelligibility as
much as increasing the energy of the direct sound by the same amount.
The importance of early reﬂections is also known in the ﬁeld of concert
hall acoustics. Lokki et al. (2011) note that early reﬂections can, due to
the precedence effect, perceptually fuse to the direct sound for more than
30 ms after the arrival of the direct sound. An early-to-late energy ratio
(E/L) including the ﬁrst 80 ms of the room impulse response in the early
energy is a common measure of the clarity of music, while a dividing point
of 50 ms is typically chosen for speech (Soulodre and Bradley, 1995). This
measure of clarity is calculated using the equation
CT =
∫ T
0 h
2(t)dt∫∞
T h
2(t)dt
, (3.2)
where h(t) is the room impulse response and T is the dividing point be-
tween early and late energy. Note that CT is calculated the same way as
the D/R (Eq. (3.1)), only with a different dividing point between early
and late energy. Bradley and Soulodre summarize the difference in the
spatial impression of concert halls caused by early and late reﬂections:
As Haas and others have shown, sound arriving shortly after the direct sound
is integrated or temporally and spatially fused with the direct sound. Thus
increasing levels of early lateral reﬂections increase the apparent level of the
direct sound and cause a slight ambiguity in its perceived location. These two
effects contribute to the resulting increase in [apparent source width]. Later
arriving sound is not integrated or temporally and spatially fused with the
direct sound, and leads to more spatially distributed effects that appear to
envelop the listener. (Bradley and Soulodre, 1995)
Since early reﬂections are perceptually fused with the direct sound,
rather than with the late reverberation, one might ask if this type of
integration also is relevant when it comes to how reverberation affects
our perception of distance. Figure 3.3 shows different early-to-late en-
ergy ratios, including the D/R, as well as the total energy of the Aula
Carolina room impulse responses as a function of distance (again with
binaural loudness summation applied). These all depend on the distance
to the sound source and could therefore all potentially be used as cues for
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Figure 3.3. Early-to-late energy ratios and total energy of binaural room impulse re-
sponses as a function of distance.
estimating the distance. However, little research has been done to investi-
gate this detail. Bronkhorst and Houtgast (1999) asked this question and
found that an early-to-late energy ratio (that they called a modiﬁed direct-
to-reverberant energy ratio) including the ﬁrst 6 ms of the room impulse
response in the early energy best explained the results of their experi-
ments. Thus, in their model only the very ﬁrst reﬂections are integrated
with the direct sound. While these results are interesting, they may not
be applicable to conditions differing from those of the experiments. In
particular, only small spaces were studied (with only 1, 3, 9, 27, 81, or 800
simulated reﬂections included, depending on the condition), only noise
bursts were used as stimuli, and intensity differences were eliminated as
a possible distance cue.
Publication I studies the effect reverberation has on distance percep-
tion, providing practical methods for modifying the perceived distance of
virtual sound sources, as summarized in Section 3.1. In addition to these,
some augmented reality applications might need the means to present
a wide range of different distances. For example, an application might
present different points of interest (POIs) surrounding a user walking
around in a city. However, if the distances to the POIs are large, say
hundreds of meters, these cannot be presented with naturalistic audi-
tory distance cues, since most sound sources would not be audible at such
distances, especially in a noisy urban environment. Even if such cues
could be utilized, listeners tend to underestimate the distances to far-
away sound sources (Zahorik et al., 2005; Fluitt et al., 2014; Kolarik et al.,
2015).
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There are different options available if we need to present distant POIs
using sound. One obvious approach is to simply present the distance to
the sound source in, e.g., meters using speech. If speech cannot be used,
or the length of the sound should be limited, different acoustic parameters
of the presented sound can instead be used for conveying distance infor-
mation. These parameters may or may not be based on auditory distance
cues. Liljedahl and Lindberg (2011) studied modiﬁcations of pitch, rever-
beration (D/R), low-pass ﬁltering, and combinations of these, and found
that low-pass ﬁltering and reverberation produced the most reliable dis-
tance cues. Liljedahl and Lindberg also recommend using multiple dis-
tance cues simultaneously.
Talbot and Cowan (2009) tested pitch encoding, beat rate encoding, and
so called ecological distance encoding (utilizing intensity and air absorp-
tion, i.e., low-pass ﬁltering cues) with blind participants. Based on the
results, they suggest the use of ecological distance encoding and as a sec-
ond alternative beat rate encoding. Talbot and Cowan, as well as Liljedahl
and Lindberg, found pitch to be an unreliable distance cue, as some par-
ticipants intuitively associated higher pitch with shorter distances, while
others associated it with longer distances. Distance information can also
be given using separate sounds, e.g. earcons, spearcons, or short pulses
(Hussain et al., 2014). Such an approach does, however, require train-
ing for users to know the mapping between the different sounds and dis-
tances.
The studies of Talbot and Cowan, and Liljedahl and Lindberg suggest
using auditory distance cues rather than other acoustic parameters for
conveying distance. Since auditory distance cues associated with a sound
naturally produce an auditory event that is perceived at a certain dis-
tance, which usually is underestimated compared with the actual distance
of a corresponding real sound source, the question remains if and how we
can present larger distances using these cues. Publication II, summarized
in Section 3.2, studies how people can learn to map available auditory dis-
tance cues, which naturally produce relatively short distance percepts, to
longer distances in the real world.
3.1 Modiﬁcation of binaural room impulse responses
Publication I investigates how reverberation affects the perceived dis-
tance of sound sources. However, the focus is not on providing insight
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Figure 3.4. Energy envelopes of the binaural room impulse responses. The responses of
the right (ipsilateral) ear are shown.
into the mechanisms with which the human auditory system interprets
reverberation cues. Instead, the study approaches the problem from a
practical point of view: how can reverberation be modiﬁed in a practical
application to affect the perceived distance effectively? As many real-time
applications might utilize either measured or artiﬁcial binaural room im-
pulse responses, the effect of modifying the temporal envelope of these is
examined.
3.1.1 Methods
In the user study reported in Publication I, participants were, using head-
phones, presented with anechoic speech samples convolved with one of
two BRIRs from the Aachen Impulse Response Database. The BRIRs,
depicted in Fig. 3.4, represented a moderately reverberant and a highly
reverberant space. Impulse responses measured with a source azimuth
of 90° were chosen, since impulse responses measured at an azimuth of
0° have been shown to provide poor externalization (Begault and Wen-
zel, 1993; Catic et al., 2015). The measurement distance was 3 meters.
Modiﬁcations were made to these BRIRs, amplifying or attenuating dif-
ferent portions of the temporal envelopes. The two sets of modiﬁcations
performed are illustrated in Fig. 3.5.
In the listening tests, 24 participants were asked to judge the relative
perceived distances of the virtual speech sources in different samples,
with the interface shown in Fig. 3.6. Each condition was associated with
one of the two BRIRs, a speech sample spoken by either a male or a fe-
male voice, and one of the two modiﬁcation sets, resulting in a total of
eight conditions. In addition to the modiﬁcations illustrated in Fig. 3.5,
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Figure 3.5. Modiﬁcations made to the binaural room impulse responses. Modiﬁcations
starting immediately after the direct sound (at t = td = 2.4 ms) included the
earliest reﬂections.
each condition also included the unmodiﬁed BRIR, the whole BRIR am-
pliﬁed 6 dB, and the whole BRIR attenuated 6 dB, resulting in a total of
13 samples per condition.
Estimation of relative distances was chosen in favour of absolute dis-
tance estimation. If asked to estimate the perceived distance in meters,
participants might try to actively deduce where the (virtual) sound source
is, rather than rely solely on the perceived location of the auditory event.
In auditory distance perception research, it is generally the distance of
the auditory event that is of interest, rather than the estimated distance
of the sound source (Blauert, 1997, p. 46, 116–117, 120–121, 123–124).
Nevertheless, in some other cases, as in Publication II, a distance esti-
mate based not only on the distance of the auditory event, but also on
other factors, is called for.
3.1.2 Results
Figure 3.7 displays the medians of the distance estimates for modiﬁcation
set A with the female speech sample, together with their 95% bootstrap
conﬁdence intervals. Before calculating the medians, Z-scores were calcu-
lated separately for each participant’s answers under each condition. This
was done to compensate for the differing use of the answering scale among
participants. The results for the male speech samples are not shown here,
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Figure 3.6. A condensed depiction of the interface used in the listening tests. Partic-
ipants could listen to individual samples and move these around so that
their locations on the horizontal axis represented their relative perceived dis-
tances.
as they largely follow the same pattern as those for the female speech
samples.
The presentation of the distance estimates in Fig. 3.7 differs slightly
from the one in Publication I. Here, ampliﬁcations and attenuations are
shown in different ﬁgures. Ampliﬁcation refers to samples where parts of
the BRIRs are ampliﬁed compared with the unmodiﬁed reference sample
(see Fig. 3.5). Correspondingly, attenuation refers to samples with parts
of the BRIRs attenuated.
The E/L modiﬁcations shown in Fig. 3.5(a) amplify or attenuate the
late energy. E/L modiﬁcations are, however, typically done by amplify-
ing or attenuating the early energy, which is the case when the distance
to a sound source changes in the real world. To emphasize this relation-
ship, the samples with E/L modiﬁcations are in Fig. 3.7 connected to the
appropriate sample where the whole impulse response is ampliﬁed or at-
tenuated, which can be seen as a natural starting point for the displayed
set of modiﬁcations. For example, in Fig. 3.7(a) the ﬁrst red sample from
the left has no E/L modiﬁcations. Compared with this sample, the next
sample (tmin = td) represents a 6 dB attenuation of the direct sound. The
next sample (tmin = 20 ms) represents a 6 dB attenuation of the ﬁrst 20
ms of the impulse response. The next sample (tmin = 50 ms) represents
a 6 dB attenuation of the ﬁrst 50 ms of the impulse response, and so
on. These samples thus represent a series of E/L modiﬁcations, where
the early energy is attenuated while the late reverberant energy remains
constant. The modiﬁcations in Fig. 3.7(a), as well as Fig. 3.7(c), could
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Figure 3.7. Distance estimates for modiﬁcation set A with the female speech sample. The
medians and their 95% conﬁdence intervals are shown. The dashed line in
the middle represents the unmodiﬁed sample. The lower dashed line rep-
resents the 6 dB ampliﬁcation of the whole sample, while the upper dashed
line represents the 6 dB attenuation of the whole sample. The other data
points are positioned on the horizontal axis at the time when the attenuation
or ampliﬁcation of the impulse response begins.
Table 3.1. Differences between the perceived distances of the ampliﬁcations in modiﬁ-
cation set A. p-values of a two-sided sign test are shown for female speech
samples in space I.
+6dB ↑td→ ↑20ms→ ↑50ms→ ↑100ms→ ↑200ms→ ref.
↑td→ 0.023
↑20ms→ <0.001 <0.001
↑50ms→ <0.001 <0.001 0.002
↑100ms→ <0.001 <0.001 <0.001 0.152
↑200ms→ <0.001 <0.001 0.007 0.541 0.839
ref. 0.002 0.002 0.307 0.023 0.003 <0.001
-6dB <0.001 <0.001 0.002 0.002 0.023 <0.001 <0.001
Table 3.2. Differences between the perceived distances of the attenuations in modiﬁca-
tion set A. p-values of a two-sided sign test are shown for female speech sam-
ples in space I.
-6dB ↓td→ ↓20ms→ ↓50ms→ ↓100ms→ ↓200ms→ ref.
↓td→ <0.001
↓20ms→ <0.001 0.007
↓50ms→ <0.001 0.064 0.307
↓100ms→ <0.001 0.023 0.023 0.541
↓200ms→ <0.001 0.541 0.541 0.307 0.007
ref. <0.001 1.000 0.064 0.007 0.023 0.152
+6dB <0.001 0.152 0.839 0.541 0.541 0.541 0.002
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Figure 3.8. Early-to-late energy ratios and energy for the different female speech sam-
ples with modiﬁcation set A. The values of the energy E¯ are relative to the
energy of the unmodiﬁed sample. The horizontal axis speciﬁes the time when
the attenuation or ampliﬁcation of the impulse response begins. Addition-
ally, the unmodiﬁed sample (ref.), the wholly ampliﬁed sample (+6dB), and
the wholly attenuated sample (-6dB) are shown on the horizontal axis. The
vertical axis is inverted to emphasize the potential effects of the energy ratios
and energy on the distance estimates in Fig. 3.7.
Table 3.3. Differences between the perceived distances of the ampliﬁcations in modiﬁ-
cation set A. p-values of a two-sided sign test are shown for female speech
samples in space II.
+6dB ↑td→ ↑20ms→ ↑50ms→ ↑100ms→ ↑200ms→ ref.
↑td→ <0.001
↑20ms→ <0.001 0.007
↑50ms→ <0.001 0.002 0.541
↑100ms→ <0.001 0.002 0.210 0.210
↑200ms→ <0.001 0.064 0.839 0.839 0.541
ref. <0.001 0.152 0.541 0.541 0.035 0.839
-6dB <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Table 3.4. Differences between the perceived distances of the attenuations in modiﬁca-
tion set A. p-values of a two-sided sign test are shown for female speech sam-
ples in space II.
-6dB ↓td→ ↓20ms→ ↓50ms→ ↓100ms→ ↓200ms→ ref.
↓td→ <0.001
↓20ms→ <0.001 1.000
↓50ms→ <0.001 0.152 0.839
↓100ms→ <0.001 0.678 0.307 0.832
↓200ms→ <0.001 0.839 0.064 0.152 0.307
ref. <0.001 0.064 0.023 <0.001 0.002 0.007
+6dB <0.001 0.541 0.307 0.541 0.541 0.541 <0.001
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thus be referred to as attenuations, and the modiﬁcations in Fig. 3.7(b),
as well as Fig. 3.7(d), could similarly be referred to as ampliﬁcations, but
the same convention as in Publication I was here chosen for the sake of
consistency.
A two-sided sign test was used to check for signiﬁcant differences be-
tween the distance estimates of the different samples. The p-values of
these are shown in Tables 3.1, 3.2, 3.3, and 3.4 (not included in Publication
I). Note that appropriate corrective procedures, e.g., the Holm–Bonferroni
method (Holm, 1979), must be applied to control the family-wise error rate
when drawing conclusions based on these p-values.
Fig. 3.8 shows different early-to-late energy ratios and the total energy
of the different samples. These are analyzed under Section 3.1.3, but are
presented here to allow easy comparison with the corresponding distance
estimates in Fig. 3.7.
The results for space I (Figs. 3.7(a) and 3.7(b)) show that E/L modiﬁca-
tions including approximately the ﬁrst 50–100 ms of the impulse response
in the early energy produce the largest changes in the perceived distance.
Looking at the ampliﬁcations (Table 3.1) and comparing the conventional
D/R modiﬁcation (tmin = td) with the other E/L modiﬁcations (tmin = 20,
50, 100, and 200 ms) conﬁrms that all the E/L modiﬁcations produce a
signiﬁcantly larger change in the perceived distance than the D/R mod-
iﬁcation does (at a signiﬁcance level of 0.05, with the Holm-Bonferroni
correction applied to the results of these four sign tests). For the atten-
uations (Table 3.2), the E/L modiﬁcation with tmin = 20 ms produces a
signiﬁcantly larger change in the perceived distance than the D/R mod-
iﬁcation does, but the differences between the D/R modiﬁcation and the
other E/L modiﬁcations (tmin = 50, 100, and 200 ms) are not statistically
signiﬁcant (again with the Holm-Bonferroni correction applied).
For space II, the results (Figs. 3.7(c) and 3.7(d), and Tables 3.3 and 3.4)
are less clear. For ampliﬁcations, E/L modiﬁcations with the ﬁrst 20, 50,
or 100 ms of the impulse response included in the early energy produce
larger perceived distances than the D/R modiﬁcation (Holm-Bonferroni
correction applied). For attenuations, there was no signiﬁcant difference
between the D/R modiﬁcation and any of the E/L modiﬁcations (Holm-
Bonferroni correction applied).
The distance estimates of space I with modiﬁcation set B are shown
and analyzed in Figs. 3.9(a) and 3.9(b), and Tables 3.5 and 3.6. Visual
inspection of the results shows that these modiﬁcations exhibit the same
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behaviour as those of modiﬁcation set A: ampliﬁcation of early reﬂections
up to approximately 50–100 ms decreases the perceived distance, while
attenuation of these reﬂections increases the perceived distance. Sign
tests conﬁrm a signiﬁcant difference between the reference sample and
ampliﬁcations from td to 20, 50, 100, 200, and ∞ ms (Holm-Bonferroni
correction applied), as well as attenuations from td to 20, 50, 100, and
200, but not ∞ ms (Holm-Bonferroni correction applied). However, these
modiﬁcations do not produce as large changes in the perceived distance
as some of the modiﬁcations in set A, where the direct sound and early
reﬂections were ampliﬁed or attenuated simultaneously.
The distances estimates of space II with modiﬁcation set B are shown
and analyzed in Figs. 3.9(c) and 3.9(d), and Tables 3.7 and 3.8. These
distance estimates display, to some extent, the same behaviour as those
of space I, but the observed changes are not as large as those for space I.
Amplifying early reﬂections decreases the perceived distance (ampliﬁca-
tions from td to 20, 50, 100, and 200, but not ∞ ms signiﬁcantly decrease
the perceived distance, with the Holm-Bonferroni correction applied), but
attenuating these reﬂections has little effect on the perceived distance
(no signiﬁcant differences can be observed when comparing the reference
sample with the attenuations from td to 20, 50, 100, 200, and ∞ ms, with
the Holm-Bonferroni correction applied).
Fig. 3.10 shows different early-to-late energy ratios and the total energy
of the different samples with modiﬁcation set B, corresponding to the dis-
tance estimates displayed in Fig. 3.9. These are analyzed in Section 3.1.3.
3.1.3 Further analysis
The listening test results raise the question how much of the change in
the perceived distance is due to the change in the balance between direct,
early, and late energy and how much is due to the change in intensity.
The results show that the ampliﬁcation of early reﬂections reduces the
perceived distance while attenuation of early reﬂections increases the per-
ceived distance. Since this effect partially can be explained by the increase
or decrease in intensity caused by the increase or decrease of early energy,
it is not entirely clear what effect the balance between direct, early, and
late energy has. In particular, if we want to explain this effect using an
early-to-late energy ratio, how much of the impulse response should be
included in the early energy: only the direct sound or up to 20, 50, 100, or
even 200 ms?
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(d) Space II: attenuations.
Figure 3.9. Distance estimates for modiﬁcation set B with the female speech sample. The
medians and their 95% conﬁdence intervals are shown. The dashed line in
the middle represents the unmodiﬁed sample. The lower dashed line rep-
resents the 6 dB ampliﬁcation of the whole sample, while the upper dashed
line represents the 6 dB attenuation of the whole sample. The other data
points are positioned on the horizontal axis at the time when the attenuation
or ampliﬁcation of the impulse response ends.
Table 3.5. Differences between the perceived distances of the ampliﬁcations in modiﬁ-
cation set B. p-values of a two-sided sign test are shown for female speech
samples in space I.
ref. ↑td–20ms ↑td–50ms ↑td–100ms ↑td–200ms ↑td–∞ms +6dB
↑td–20ms <0.001
↑td–50ms <0.001 0.002
↑td–100ms <0.001 <0.001 0.678
↑td–200ms <0.001 0.011 0.307 0.210
↑td–∞ms <0.001 0.152 0.023 <0.001 0.017
+6dB <0.001 0.023 0.307 0.023 0.307 0.678
-6dB <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Table 3.6. Differences between the perceived distances of the attenuations in modiﬁca-
tion set B. p-values of a two-sided sign test are shown for female speech sam-
ples in space I.
ref. ↓td–20ms ↓td–50ms ↓td–100ms ↓td–200ms ↓td–∞ms -6dB
↓td–20ms 0.007
↓td–50ms <0.001 0.002
↓td–100ms <0.001 0.002 0.035
↓td–200ms 0.023 0.307 0.678 0.307
↓td–∞ms 0.064 0.541 0.839 0.064 0.307
-6dB <0.001 <0.001 <0.001 0.002 <0.001 <0.001
+6dB <0.001 <0.001 <0.001 <0.001 0.002 0.002 <0.001
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Figure 3.10. Early-to-late energy ratios and energy for the different female speech sam-
ples with modiﬁcation set B. The values of the energy E¯ are relative to the
energy of the unmodiﬁed sample. The horizontal axis speciﬁes the time
when the attenuation or ampliﬁcation of the impulse response ends. Addi-
tionally, the unmodiﬁed sample (ref.) is shown on the horizontal axis. The
vertical axis is inverted to emphasize the potential effects of the energy ra-
tios and energy on the distance estimates in Fig. 3.9.
Table 3.7. Differences between the perceived distances of the ampliﬁcations in modiﬁ-
cation set B. p-values of a two-sided sign test are shown for female speech
samples in space II.
ref. ↑td–20ms ↑td–50ms ↑td–100ms ↑td–200ms ↑td–∞ms +6dB
↑td–20ms <0.001
↑td–50ms <0.001 0.307
↑td–100ms <0.001 0.152 0.541
↑td–200ms <0.001 0.093 1.000 1.000
↑td–∞ms 0.152 1.000 0.541 0.405 1.000
+6dB <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
-6dB <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Table 3.8. Differences between the perceived distances of the attenuations in modiﬁca-
tion set B. p-values of a two-sided sign test are shown for female speech sam-
ples in space II.
ref. ↓td–20ms ↓td–50ms ↓td–100ms ↓td–200ms ↓td–∞ms -6dB
↓td–20ms 0.307
↓td–50ms 0.093 1.000
↓td–100ms 0.023 1.000 1.000
↓td–200ms 0.093 0.307 0.541 0.307
↓td–∞ms 0.839 0.307 0.541 0.678 0.064
-6dB <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
+6dB <0.001 <0.001 <0.001 <0.001 0.002 0.064 <0.001
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In Publication I, using a least-squares approach, models of the inﬂu-
ence of intensity and different early-to-late energy ratios on the perceived
distance were ﬁtted to the results, both separately and combined:
dC = a ·
(
1
CT
)k
, (3.3)
dE = b ·
(
1
E¯
)l
, (3.4)
and
d = c ·
(
1
CT
)k
·
(
1
E¯
)l
. (3.5)
Here, CT is the early-to-late energy ratio with the dividing point T , E¯ is
the time-averaged energy, and a, b, c, k, and l are constants. Since the
participants only made relative distance estimates without any absolute
reference, the origin assigned to the distance estimates in the analysis
was arbitrary. Thus, an additive constant would have been motivated
in the models, but since it did not noticeably affect the results, it was
in the end left out for the sake of simplicity. The results of the ﬁtting
indicated that intensity and E/L both contribute approximately to the
same extent to the distance estimates of modiﬁcation set A. However, with
modiﬁcation set B, intensity dominates. The ﬁtting for space I displays a
minimum error when approximately the ﬁrst 100 ms (i.e., T = 100 ms) of
the impulse response are included in the early energy of the early-to-late
energy ratio (CT ). For space II, no clear minimum can be seen. Note that
there was an error in Publication I in the ﬁtting of modiﬁcation set B. The
error is explained and the corrected ﬁt shown in the Errata on page 109.
While the ﬁtting of the distance models gave some insight into how dif-
ferent early-to-late energy ratios could explain the results together with
intensity, a more illustrative approach is here taken to examine these ef-
fects. Figure 3.8 shows different early-to-late energy ratios (including the
D/R) and the total energy of the different samples in modiﬁcation set A.
These are shown in decibels, meaning that the multiplication of 1CT and
1
E¯
in Eq. (3.5) corresponds to addition of the appropriate E/L curve (D/R,
C20, C50, C100, or C200) and the energy curve (E¯), and the multiplicative
constant c corresponds to an additive constant. Taking the logarithm of
the whole equation gives us:
10 log10(d) = 10 log10(c)− k · 10 log10(CT )− l · 10 log10(E¯). (3.6)
Although the distance estimates in Fig. 3.7 are not presented as loga-
rithms, the shape of the curves would not change considerably if this was
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done, since the range of perceived distances was small in this experiment
(see Publication I, Fig. 9).
Thus, we can directly compare the contribution of energy and different
early-to-late energy ratios in Fig. 3.8 with the distance estimates in Fig.
3.7 without introducing much error compared with Eq. (3.6). While the
energy itself can partially explain the results for modiﬁcation set A in
space I (Figs. 3.7(a) and 3.7(b)), it does not account for the inﬂuence of
late reverberation. Combining the effects of the energy and the D/R does
not explain the results either. These effects would predict a large change
in the distance estimates caused by D/R modiﬁcations (tmin = td), but
the results do not display this type of change. Instead, a combination of
energy and an early-to-late energy ratio including approximately the ﬁrst
50–100 ms in the early energy results in the best match with the medians
of the distance estimates.
As with space I, the energy does not alone or combined with the D/R
explain the results for modiﬁcation set A in space II (Figs. 3.7(c) and
3.7(d)). The best match to the distance estimates is also here provided
by a combination of energy and an early-to-late energy ratio including
approximately the ﬁrst 50–100 ms in the early energy.
When comparing the energy and early-to-late energy ratios of the sam-
ples of modiﬁcation set B (Fig. 3.10) with the corresponding perceived
distances (Fig. 3.9), it can be seen that the energy alone could explain
most of the results, but again not the effect of ampliﬁed or attenuated late
reverberation. The D/R does not explain the results, but would produce
distance estimates in the opposite direction to those observed, negating
the effect of the total energy. A combined effect of energy and an early-
to-late energy ratio including approximately 100 ms in the early energy
provides the best explanation for the perceived distances.
3.1.4 Discussion
In the results of Publication I, a clear difference can be seen between the
two investigated spaces (see Fig. 3.7, and Tables 3.1, 3.2, 3.3, and 3.4).
In space I, E/L modiﬁcations with approximately 50–100 ms included in
the early energy produce the largest changes in the perceived distance.
In space II, E/L modiﬁcations including 20–200 ms in the early energy
all produce perceived distances that do not differ signiﬁcantly. A possi-
ble explanation for the difference between the two spaces can be found
by examining the impulse responses in Fig. 3.4. Space I is the smaller
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of the two spaces, with a large number of early reﬂections and thus a
large amount of early reﬂection energy in the ﬁrst 100 ms of the response.
Space II, on the other hand, is a large space, where early reﬂections are
sparse and the energy of these is relatively small compared with the di-
rect energy and the late energy. Thus, amplifying or attenuating different
parts of the early reﬂections has a much smaller effect on the early-to-
late energy ratios in space II than in space I (as can be seen by comparing
Figs. 3.8(c) and 3.8(d) with Figs. 3.8(a) and 3.8(b)) and, consequently, on
the perceived distance.
The results suggest that an early-to-late energy ratio containing even
up to 100 ms of early reﬂections in the early energy is a better estimate of
how reverberation affects human distance perception than the direct-to-
reverberant energy ratio. Of course, the study has its limitations. These
include the choice of BRIRs, the choice of source direction, and the choice
of modiﬁcations to the BRIRs. Most importantly, the experiment utilized
only speech samples, which means that the results are directly applica-
ble only to human speech. In their experiments done with noise bursts,
Bronkhorst and Houtgast (1999) found that an early-to-late energy ratio
(or modiﬁed direct-to-reverberant ratio, as they called it) including 6 ms
in the early energy best explained the results. The differences between
the results of Publication I and those of Bronkhorst and Houtgast might
be related to the different types of stimuli used, but they might also be
related to other differences between the two studies.
One difference lies in the binaural room impulse responses used. Bronk-
horst and Houtgast used simulated BRIRs consisting of up to 800 reﬂec-
tions. The simulated room and source distance, the number of reﬂections
included (the 1, 3, 9, 27, 81, or 800 strongest reﬂections), and the rela-
tive level of the reﬂections were varied. The maximum duration of these
BRIRs was 110 ms and the BRIRs including only a few reﬂections were
presumably much shorter. Thus, they did not represent natural simula-
tions of real rooms, since they contained limited or no late reverberation.
The samples with BRIRs including only 1 or 3 reﬂections were often per-
ceived inside the head, and were in these cases given a perceived distance
rating of 0 m. One might speculate that such distance judgements should
be removed from the results, since the lack of externalization could be
considered a failure to produce any perception of distance, rather than
producing a zero distance. Kolarik et al. (2015) point out that external-
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ization and distance perception are related but distinct phenomena and
add that externalization is a prerequisite for distance perception. On the
other hand, there seems to be a continuum between in-the-head localiza-
tion and externalization (Hartmann and Wittenberg, 1996), which makes
it difﬁcult to distinguish between fully externalized and poorly external-
ized stimuli. In addition to the small number of simulated reﬂections
in the experiments of Bronkhorst and Houtgast, the choice of a source
azimuth of 0° might also have decreased the amount of successfully exter-
nalized stimuli (Begault and Wenzel, 1993; Catic et al., 2015).
While Bronkhorst and Houtgast in 1999 suggested that a modiﬁed
direct-to-reverberant ratio explains how humans translate reverbera-
tion cues into distance percepts in rooms, Bronkhorst (2002) performed
experiments that could not be well explained by this modiﬁed direct-
to-reverberant ratio. Instead, Bronkhorst suggested a new model, in
which the direct sound was calculated by including all reﬂections within
an interaural time difference window of ±36 μs from the direct sound.
Correspondingly, all reﬂections outside this ITD window were deemed
reverberant energy. This model could explain the listening test results of
both Bronkhorst and Houtgast (1999) and Bronkhorst (2002). However,
it is unlikely that such a model can explain the results of Publication I.
Since the BRIRs used here were measured at a source azimuth of 90° and
an elevation of 0°, the ITD window would only include reﬂections having
both approximately the same azimuth and approximately the same eleva-
tion as the direct sound. For example, the ﬁrst ﬂoor and ceiling reﬂections
would not be included, as would be the case if the source azimuth was 0°.
The ITD-based distance model is thus sensitive to changes in the source
direction with respect to the listener, as well as the listener’s orientation
with respect to the surrounding reﬂective surfaces.
It is, however, also clear that an early-to-late energy ratio with up to
100 ms of early energy, which explains the results of Publication I, cannot
explain the results of Bronkhorst and Houtgast (1999), where the maxi-
mum BRIR duration was 110 ms. For these results, a dividing point of
50–100 ms between early and late energy would result in an early-to-late
energy ratio that is close to inﬁnite or even inﬁnite. This raises the ques-
tion whether the dividing point might depend on the characteristics of the
room (or the simulated impulse response), and how the human auditory
system processes the different reﬂections in different rooms. In the study
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by Bronkhorst and Houtgast, the simulated rooms were small (and the
lengths of the impulse responses even further limited), while in Publica-
tion I the rooms were considerably larger.
Like the effect of reverberation, the mechanisms with which stimulus
intensity affects auditory distance perception are not thoroughly under-
stood. Naturally, humans do not perceive intensity as such, but the sen-
sation of loudness depends also on spectral, temporal and spatial aspects
of the sound (Skovenborg and Nielsen, 2004). Also here reverberation
plays a role. If reﬂections are absent, the equation is much simpler, but in
a reverberant space, what does the human auditory system use as a cue
for distance: the intensity of the direct sound, the direct sound and early
reﬂections, or also the late reverberation? In Publication I, the intensity
calculation included both early reﬂections and late reverberation. How-
ever, it might be that the intensity cue contains only the direct sound and
the early reﬂections, since early reﬂections are perceptually integrated
with the direct sound, which is not the case for late reverberation.
The results of the listening test in Publication I do not seem to support
this notion. As an example, look at the modiﬁcations with tmin = 100
ms in space II (Figs. 3.7(c) and 3.7(d)). Both the ampliﬁcation and the
attenuation produce a 6 dB change in C100, in opposite directions. How-
ever, the ampliﬁcation (Fig. 3.7(c)) produces a much smaller change in the
perceived distance, with respect to the unmodiﬁed reference sample, than
the attenuation (Fig. 3.7(d)) does. Assuming both that C100 explains the
effect that reverberation has on the perceived distance and that this effect
is the same for changes in C100 in both directions, which of course might
not be true, an explanation to the observed asymmetry could be that en-
ergy in the late reverberation (t > 100 ms) is included in the intensity cue
for distance perception. If we look at Figs. 3.8(c) and 3.8(d), we can see
that amplifying the late reverberation (tmin = 100 ms) has a larger effect
on the total energy, with respect to the unmodiﬁed reference sample, than
the same attenuation has. This could thus explain the perceived asymme-
try in Figs. 3.7(c) and 3.7(d). If the intensity cue instead included only the
early energy, both the investigated ampliﬁcation and attenuation would
produce identical intensity cues and would thus not explain the observed
asymmetry. Note, that the same type of asymmetry can be observed also
for modiﬁcations other than those with tmin = 100 ms and also for dis-
tance estimates in space I (Figs. 3.7(a) and 3.7(b)). Clearly, this is a topic
for further investigation.
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Even though the exact mechanisms are unclear, it is evident from the re-
sults of Publication I that for controlling the perceived distance of virtual
speech sources in moderately reverberant and highly reverberant spaces,
E/L modiﬁcations with the ﬁrst 50–100 ms of the impulse response in-
cluded in the early energy are to be preferred over traditional D/R modi-
ﬁcations. While D/R modiﬁcations have some effect, especially the effect
of attenuating the direct sound in the presence of strong early reﬂections
is small and only limited attenuation can be performed until the energy
of the direct sound is negligible compared to that of the early reﬂections.
The results may also be useful when choosing the most appropriate BRIR
modiﬁcations for affecting the perceived distance while taking other cri-
teria, such as the dynamic range or speech intelligibility (Bradley et al.,
2003), into account.
3.2 Distance presentation in outdoor augmented reality
Publication II studies the presentation of distance in audio augmented re-
ality. The aim of the study was to investigate and compare methods for
presenting the distance of points of interest in an urban outdoor environ-
ment using audio. For example, a user might want to ﬁnd a place to eat
nearby. Using virtual auditory display techniques, a voice may present
different restaurants in different directions around the user. Obviously,
the voice could mention the distance to the restaurants, but the messages
could be shorter if the user instead could infer the distance based on the
perceived distance of the voice.
The problem with an approach based on the perceived distance of the
voice is that human speech normally cannot be heard or understood at
distances larger than a few dozens of meters, especially in a noisy urban
environment. In Publication II, several different cues to auditory distance
perception were used together to present POIs. The cues were modiﬁed
to present the POIs at different distances. These modiﬁcations were done
within limits that kept the presented messages intelligible. User study
participants were asked to localize the POIs presented this way, and the
precision and accuracy were compared with presenting the distance with
a voice saying the distance in meters. Since the hypothesis was that the
auditory distance cues would produce relatively short distance estimates,
the experiment was performed again after training with visual feedback
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to see if the participants could learn to map the available cues to the
intended POI locations.
3.2.1 Methods
The user study presented in Publication II was designed to provide an-
swers to the following main research questions:
• If we present virtual sound sources representing POIs in an urban au-
dio augmented reality environment, where in the environment do people
locate these?
• If the virtual sound sources are localized at distances shorter than those
we want to present, can we easily teach people to map these perceived
distances to longer distances?
• How does providing auditory distance cues compare with the alterna-
tive of saying the distance in meters?
The following secondary research questions were also considered:
• Does localization performance improve with repeated presentation of
sounds compared with a single presentation?
• How does localization of completely artiﬁcial sounds (noise bursts) com-
pare with speech?
• Can we provide additional cues that certain POIs are obstructed by
buildings?
In the user study, twelve participants sat in an urban outdoor envi-
ronment (see Fig. 3.11). Using headphones and head orientation track-
ing, they were presented with sounds representing different POIs around
them. Open headphones were chosen to allow participants to hear the en-
vironment clearly. The participants were asked to choose the location on
a zoomable map where they thought that each POI was located. Partici-
pants were told that the POIs were imaginary, i.e., they might or might
not coincide with any real POIs, but that they always were located in
some part of the buildings in the area. The participants were, however,
instructed that they could, e.g., choose a location in the middle of a street,
if they were unsure on which side of the street the POI was. Some of the
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Figure 3.11. The location of the user study, with one participant performing the test.
POIs were not visible from the location of the participants and were pre-
sented with obstruction cues (described in more detail later in this section)
in order to provide the participants with a hint that they were obstructed
by other buildings. The participants were, however, not told anything re-
garding the visibility of the POIs. A map of the user study area and the
intended locations of the POIs are shown in Fig. 3.12.
The user study consisted of four main conditions, repeated in two dif-
ferent versions, resulting in a total of eight conditions. The four main
conditions were:
1. Speech presented once, with distance cues provided by modiﬁcation of
the intensity, the early-to-late energy ratio, and the type of speech. Ad-
ditionally, obstruction cues were applied.
2. Speech presented repeatedly, with distance cues provided by modiﬁ-
cation of the intensity, the early-to-late energy ratio, and the type of
speech. Additionally, obstruction cues were applied.
3. Speech presented once, with the distance announced in meters as the
only distance cue. Obstruction cues were not applied.
4. Noise bursts presented repeatedly, with distance cues provided by mod-
iﬁcation of the intensity and the early-to-late energy ratio. Additionally,
obstruction cues were applied.
The participants were ﬁrst presented with all of the four conditions in
random order (version a of the conditions). During each condition, all of
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Figure 3.12. Intended locations of the POIs presented in the user study. The POIs are
represented by numbers and the location of the participant by a cross.
the 14 POIs were presented in random order. After this, the same condi-
tions were again presented with the order of the POIs and the conditions
randomized once more, but this time each condition was preceded by a
short training session (version b of the conditions). The training consisted
of ten POIs that differed in location from the POIs presented during the
actual tests, but covered approximately the same area. During training,
the participants ﬁrst heard the sound representing the POI and placed it
on the map, after which the intended location of the POI was shown on
the map. No feedback was, however, given during the actual tests.
The speech samples used under conditions 1 and 2 contained either a
synthesized whispering, speaking, or shouting male voice. Under condi-
tions 1 and 2, the voice said “here’s a point of interest.” Under condition 3,
a speaking male voice said “here’s a point of interest at x meters,” where x
was the distance to the POI rounded to the nearest 10 m. Under condition
4, the stimulus consisted of 250-ms bursts of white noise.
60
Distance Presentation
0 50 100
−40
−20
0
[d
B
]
12 dB
6 dB
0 dB
attenuation of
the direct sound
??? ??
Figure 3.13. An example of modiﬁcations of the early-to-late energy ratio. The attenua-
tion of the early energy gradually decreases from its full value at the direct
sound to 0 dB at 100 ms. Note that if only the direct sound were attenuated
by 12 dB or more, the ﬁrst reﬂections would be stronger than the direct
sound.
The speech and noise samples were presented using HRIRs from the
CIPIC database (Algazi et al., 2001) for the direct sound and BRIRs for
early reﬂections and late reverberation. The BRIRs were selected from a
set of BRIRs measured in different outdoor environments: in the vicinity
of a large building on one side, on a street with buildings on both sides, in
an open ﬁeld, and in a moderately dense forest. The suitability of these
different BRIRs for presenting virtual speech sources in varying acoustic
environments was assessed by the author through informal listening. The
BRIRs measured in a forest were deemed to provide the best integration
of virtual speech sources in different environments and were therefore
selected for the user study. The versatility of the selected BRIRs was
probably due to the fact that they contain a moderate amount of diffuse
reﬂections from different directions. These “generic” BRIRs were chosen
for the user study in preference to BRIRs measures in situ for two reasons.
First, in situ measurements would have been difﬁcult due to the noisy
location of the user study. Secondly, practical mobile augmented reality
applications cannot perform in situ measurements of BRIRs, but rather
have to rely on more generic BRIRs. The utilized BRIRs were measured at
source azimuths of 0°, 90°, 180°, and 270°, and were interpolated between
these angles.
Under conditions 1, 2, and 4, distance cues were provided through early-
to-late energy ratio and intensity modiﬁcations, based on the results of
Publication I. E/L modiﬁcations were performed with gradual changes
in the energy (and not with discrete dividing points as in Publication I),
as depicted in Fig. 3.13. This corresponds quite well with the relative
decrease of different parts of the early energy that can be observed in
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Fig. 3.2. In addition to modifying the E/L, the intensity of the whole
impulse response was attenuated slightly with distance, so that the late
reverberation would not sound unnaturally loud at large distances.1 The
E/L and intensity modiﬁcations were done so that the intensity of the
direct sound varied with distance to a much lesser degree than in reality,
to ensure that distant sound sources remained audible.
Under conditions 1 and 2, the type of speech (whispering, speaking, or
shouting) was used as an additional distance cue, as proposed by Brungart
and Scott (2001). A realistic mapping between distance and type of speech
would have resulted in almost all POIs being presented in a shouting
voice, so a different mapping was instead chosen: POIs closer than 20
m were presented with a whispering voice, POIs between 20 and 100 m
away were presented with a normal conversational voice, and POIs more
than 100 m away were presented with a shouting voice. Under condition
3, the distance announced in meters was the only distance cue available
and BRIRs were used only to aid in externalization.
Additionally, obstruction cues were utilized under conditions 1, 2, and 4
for POIs that were obstructed from the point of view of the participant
(i.e., POIs no. 2, 3, 6, 7, 12, and 14). Because obstruction of speech
sources by large buildings normally would render them inaudible, ob-
struction cues provided by small buildings were instead studied through
measurements when preparing the user study. These measured BRIRs
were too noisy to be used as such, but cues similar to those observed
in these BRIRs were instead applied to the same BRIRs that were used
to present unobstructed POIs: the direct sound and the early reﬂections
were heavily attenuated and the whole room impulse response was low-
pass ﬁltered. Since the early energy was already heavily attenuated, no
further E/L modiﬁcations were performed on the obstructed BRIRs; only
intensity modiﬁcations were done to produce distance cues. Obstructed
sound sources included the direct sound from the measured BRIRs, not
from separate HRIRs as for unobstructed sound sources.
In the following analysis, differences between conditions are compared
using the two-sided sign test, which makes very few assumptions about
the distributions under test. The differences between unobstructed and
1While the late reverberation in many spaces with a limited volume can be ap-
proximated by a location-independent diffuse sound ﬁeld, the level of the late
reverberation in an outdoor environment depends on the distance to the sound
source.
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obstructed POIs, which cannot be compared pairwise, are instead com-
pared with the two-sided Wilcoxon rank sum test. For sign tests, the Z-
statistic is reported for large samples where normal approximation was
used to calculate the p-value. For small samples, the number of pairs, S,
where the data for the ﬁrst condition are larger than for the second condi-
tion is reported together with the total number of pairs, n. For Wilcoxon
rank sum tests, the rank sum test statistic W and the Z-statistic are re-
ported.
3.2.2 Results
The interquartile ranges (IQRs) of the distance and azimuth estimates
(extracted from the POI locations estimated by the participants) are
shown in Figs. 3.14 and 3.15. Tables 3.9 and 3.10 show the mean IQR
of the distance estimates, the mean circular variance V of the azimuth
estimates, and the mean answering time for the different conditions. In
order to make IQRs comparable, the IQR for each POI and condition was
divided by the median distance estimate of that POI and condition.
When comparing the dispersion in the distance estimates, measured by
the IQR, it was signiﬁcantly larger under condition 1 than under condi-
tion 3 (S = 25, n = 28, p < 0.001). More precise distance estimates were
thus attained by giving the distance in meters than by providing audi-
tory distance cues. The circular variance was also signiﬁcantly larger
under condition 1 (S = 22, n = 28, p = 0.004). The answering times were,
however, signiﬁcantly shorter under condition 1 than under condition 3
(Z = −11.4, p < 0.001). Thus, the increase in precision in the location esti-
mates under condition 3 came at the expense of longer answering times.
There was no signiﬁcant difference in the dispersion of the distance esti-
mates between conditions 1 and 2 (S = 9, n = 28, p = 0.087). Repeated pre-
sentation of the stimuli did thus not signiﬁcantly increase the precision of
the distance estimates. It did, however, increase the precision of the az-
imuth estimates (S = 21, n = 28, p = 0.013). Again, the increased precision
came at the expense of longer answering times (Z = −11.8, p < 0.001).
No signiﬁcant difference was found between speech (condition 2) and
noise bursts (condition 4) in the dispersion of the distance estimates (S =
16, n = 28, p = 0.57). There was, however, a signiﬁcant difference in the
circular variance (S = 7, n = 28, p = 0.013). This difference can mostly
be observed among the obstructed POIs, which appear more difﬁcult to
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peated presentation.
??
?
? ?
?
?
? ?
? ??
??
??
?? ??
(d) Condition 2b: speech, distance cues, re-
peated presentation, feedback.
Figure 3.14. Interquartile ranges of the distance and azimuth estimates under condi-
tions 1 and 2. The interquartile ranges of obstructed POIs are drawn with
dashed lines. The intended POI locations are represented by black dots.
localize in azimuth when presented with noise (Figs. 3.15(c) and 3.15(d))
than when presented with speech (Figs. 3.14(c) and 3.14(d)).
The participants made signiﬁcantly shorter distance estimates before
feedback was given than after training with visual feedback under condi-
tions 1 (Z = −3.6, p < 0.001), 2 (Z = −3.8, p < 0.001), and 4 (Z = −5.2, p <
0.001), where auditory distance cues were provided. Under condition 3,
where the distances were given in meters, training with feedback did not
signiﬁcantly affect the length of the distance estimates (Z = −0.85, p =
0.40). For all conditions as a whole, training reduced the dispersion of
the distance estimates (S = 49, n = 56, p < 0.001), but did not affect the
circular variance (S = 29, n = 56, p = 0.89).
Table 3.11 shows how training with feedback affected the accuracy of
the distance and azimuth estimates. Under all conditions, training re-
duced the deviation of the distance estimates from the distances of the
intended locations of the POIs. Training did not, however, signiﬁcantly
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(d) Condition 4b: noise, distance cues, re-
peated presentation, feedback.
Figure 3.15. Interquartile ranges of the distance and azimuth estimates under condi-
tions 3 and 4. The interquartile ranges of obstructed POIs are drawn with
dashed lines. The intended POI locations are represented by black dots.
reduce the deviation of the azimuth estimates. When comparing condi-
tions 1 and 3, the distance estimates were closer to the intended dis-
tances when the distance was given in meters than when auditory dis-
tance cues were provided, both before (Z = 2.5, p = 0.013) and after feed-
back (Z = 3.3, p < 0.001).
Table 3.9. Mean interquartile range of
the distance and circular vari-
ance of the azimuth estimates.
IQR V¯
condition a b a b
1 0.82 0.54 0.21 0.18
2 1.18 0.53 0.16 0.11
3 0.52 0.28 0.11 0.06
4 0.98 0.57 0.21 0.24
Table 3.10. Mean answering time.
t [s]
condition a b
1 5.7 4.7
2 14.1 9.4
3 10.4 7.4
4 12.9 9.1
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Table 3.11. RMS deviation from the intended locations of the POIs. Distance deviations
are shown as percentages of the intended distances. The deviations without
feedback given (a) and after visual feedback (b) were compared with a two-
sided sign test, for which Z-statistics and p-values are shown.
distance azimuth
condition a b Z p a b Z p
1 73% 54% 4.2 <0.001 58° 48° 1.9 0.062
2 75% 46% 5.5 <0.001 47° 34° 0.39 0.70
3 65% 36% 3.9 <0.001 37° 26° 1.9 0.054
4 53% 49% 2.1 0.037 51° 55° 1.5 0.14
The directions of the obstructed POIs were signiﬁcantly more difﬁcult to
estimate than those of the unobstructed POIs, as measured by the circular
variance (W = 2091, Z = 5.07, p < 0.001). On the other hand, the disper-
sion in the distance estimates was signiﬁcantly smaller for the obstructed
POIs (W = 1187, Z = −3.10, p = 0.002).
3.2.3 Discussion
Based on the results of the user study in Publication II, presenting POIs
with a voice saying the distance in meters is a good approach if accurate
and precise distance information is needed. This approach can be rec-
ommended especially if accurate distance estimates are required without
prior training. The auditory distance cues utilized in the study produced
less accurate and precise distance estimates than giving the distances
in meters did. Of course, the difference in accuracy does not come as a
surprise, since the mapping between the auditory distance cues and the
intended distances of the POIs was not naturalistic. The use of auditory
distance cues also resulted in less precise azimuth estimates, but this was
probably mostly related to the presentation of the obstructed POIs.
When auditory distance cues were utilized, the distance estimates were
shorter before than after visual feedback was given. Under all conditions,
training with visual feedback resulted in more accurate distance esti-
mates, measured by the deviation from the intended locations of the POIs.
The precision of the distance estimates also improved through training.
These results suggest that people can, with training, quickly learn to map
auditory distance cues to distances in the surrounding.
Training did not, however, have any signiﬁcant effect on the accuracy
or precision of the azimuth estimates. While Shinn-Cunningham et al.
(1998) showed that people can, with training, perform remapping of az-
imuths in situations where head movement is prohibited, the situation in
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Publication II was considerably more complex. The main error in the az-
imuth estimates was probably due to the magnetic deviation of the head
tracking. Since the deviation depended on the orientation of the head
tracker, the direction from where the sound was presented also varied de-
pending on the direction that the participant was facing. In addition, the
accuracy of human azimuth estimation also varies with sound source az-
imuth (Blauert, 1997, p. 41). Due to both of these factors, it is presumable
that participants made different azimuth estimates depending on if they
had time to turn towards the sound source or not.
Based on the study, utilizing auditory distance cues for presenting the
distances of POIs can be recommended if high precision or accuracy is
unnecessary. Without training, distance estimates are based on the avail-
able cues and on assumptions regarding the locations of the POIs. Thus,
these estimates may or may not coincide with the distances of the POIs.
However, people can with training learn to map these cues to the actual
distances of the POIs. While the accuracy and precision of these distance
estimates still might be inferior to those obtained by presenting the dis-
tances in meters, using auditory distance cues allows the spoken mes-
sages to be shorter, thus reducing the time needed for processing the mes-
sages, as well as auditory clutter and presumably also cognitive load.
Of course, in a real application, training would presumably be a natural
part of learning to use the application, rather than being provided by a
separate training mode (even though this certainly is a possibility). As
the user listens to the presentation of the POIs and tries to localize these
in the real world, he or she will over time learn the mapping between the
provided cues and real-world distances.
If the range of distances to be presented is large, presenting distances in
meters might be a better approach. If auditory distance cues are utilized,
the resolution for presenting shorter distances decreases as the range
grows. However, if distances are presented in meters, the resolution for
presenting shorter distances is independent of the range.
Some participants in the user study thought that the task was easier
when distances were given in meters, while others had trouble associating
these distances with distances on the map. Different approaches might
thus suit different people.
Repeated presentation of the POIs resulted in more precise azimuth es-
timates (but not distance estimates), since more time was available, and
also used, for localizing the sound source. In practical applications, a
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single presentation might be appropriate at ﬁrst, but there should be a
possibility to repeat it if necessary. Constantly repeated presentation is
appropriate when the user wants to navigate to a single POI.
No signiﬁcant difference was found between speech and noise in the dis-
persion of the distance estimates, even though type-of-speech cues were
utilized for speech. The precision of the azimuth estimates was lower for
noise than for speech, but this was probably mostly due to the difﬁculty of
estimating the azimuth of obstructed POIs presented with noise. Based
on this study, no recommendations can be made regarding the type of
stimuli used to present POIs. Of course, speech allows different types of
information to be easily conveyed to the user.
Based on the debrieﬁng of the participants, it became clear that the
obstruction cues utilized in this study had failed in their task. While no
explicit questions were asked about these cues, only one participant said
that she intuitively associated them with POIs behind buildings. Other
participants said that they associated these cues, e.g., with the POI being
behind them or inside a nearby building. Since the POIs presented with
obstruction cues had signiﬁcantly different dispersion in the distance and
azimuth estimates compared with the unobstructed POIs, the inclusion of
such cues under conditions 1, 2, and 4 reduced the clarity of comparison
of these conditions with condition 3. In hindsight, the use of obstruction
cues should preferably have been studied separately.
The larger dispersion in the azimuth estimates among obstructed POIs
can be explained by the fact that these were not presented with the aid
of the CIPIC HRTFs, like the unobstructed POIs were. Instead, the di-
rection was provided simply by interpolating the BRIRs measured in four
different directions. This approach resulted in large dispersion especially
when presenting noise samples.
Interestingly, the distances of the obstructed POIs were estimated more
precisely than the distances of the unobstructed POIs. A possible expla-
nation to this might lie in the fact that the obstructed POIs were not pre-
sented using E/L modiﬁcations. It might thus be that the availability of
more distance cues for the unobstructed POIs resulted in more dispersion
in the distance estimates. This could imply that more cues are not always
better, but further studies are needed to conﬁrm this notion.
Under condition 3a, the distances to the POIs were given in meters.
While the participants were not aware of the fact that the POIs under
the other conditions (1a, 2a, and 4a) were the same as under condition
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3a, they might have deduced that these were likely to be located within
approximately the same range of distances. Thus, conditions presented to
a participant after condition 3a might have been biased by this deduction.
Statistical analysis (shown in Publication II) showed that such an order
effect might exist, but also showed the presence of other effects related to
the presentation order. While presentation of condition 3a after conditions
1a, 2a, and 4a would have removed the possibility of deducing the range
of distances based on this condition, it would have introduced other order
effects, related to, e.g., fatigue.
It is worth noting that the distance estimates made by the participants
before training with feedback already were relatively large. These dis-
tance estimates were considerably larger than the presumed perceived
distances of the auditory events produced by the stimuli, and also larger
than the distances of hypothetical real sound sources with the correspond-
ing distance cues. Thus, the participants already did a mapping of these
distance cues to longer distances in the real world, based on the instruc-
tions given: the sounds represent POIs located in buildings in the sur-
rounding area. For this reason, the difference in magnitude between
distance estimates made before and after feedback was relatively small.
Presumably, the participants would still have been able, with training, to
map these cues to distances, e.g., two times farther away than in this user
study. Further studies would, however, be necessary to determine how
different mismatch between the provided distance cues and the intended
distances would affect the precision and accuracy of distance estimates
attained after training.
3.3 Conclusions
Publication I presents practical methods for modifying the perceived dis-
tance of virtual sound sources. In particular, adjusting an early-to-late
energy ratio, including the ﬁrst 50–100 ms of the room impulse response
in the early energy, is shown to effectively modify the perceived distance
of speech sources. These methods and results are applicable in many dif-
ferent spatial audio applications, but they are especially important for
augmented reality and other real-time applications. The publication also
provides some new insight into how people interpret reverberation cues,
but further studies are needed to explain the mechanisms used for this
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and to determine how these cues are interpreted under different condi-
tions.
Publication II shows that people can, with a small amount of training,
map auditory distance cues to different distances in the real world around
them. While the study was performed in an augmented reality setting,
these results are also relevant for, e.g., virtual reality applications, where
virtual sound sources are not linked to the real world, but to a virtual
world surrounding the user. The results are also useful in different types
of auditory displays, where auditory distance cues are used to present
different distances or other types of information to the user.
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4. Spatial Audio Guidance
People normally use their visual sense to navigate through the world
around them, both for ﬁnding their way to another location, and for ﬁnd-
ing objects of interest. Different navigational aids can be used to help in
this task. Since the visual sense already is occupied with observing the
environment, navigational aids utilizing other senses would be preferable
in many situations. In addition to occupying the visual sense, visual nav-
igational aids for pedestrians, e.g., maps, often also occupy one or both
hands. Using auditory interfaces instead leaves both eyes and hands free
for other tasks and thereby increases safety. While visual heads-up dis-
plays also leave the hands free and may reduce distraction of the visual
attention, these are limited to the ﬁeld of view, while sounds can be per-
ceived in any direction any time. Compared with tactile interfaces, audi-
tory interfaces make it easy to convey larger amounts and different types
of information.
While guidance can be given with verbal instructions, using spatial
audio has been shown to increase performance and reduce cognitive
load compared with verbally indicating the direction in navigation tasks
(Loomis et al., 1998; Klatzky et al., 2006). Spatial audio guidance has
many possible applications, including aviation (Begault et al., 1996),
locating objects indoors (Sandberg et al., 2006), and locating points of
interest outdoors (Publication II). One particular target group for spatial
audio guidance, as well as audio guidance in general, are the visually
impaired (Loomis et al., 1998; Blum et al., 2012).
One of the obvious applications of spatial audio guidance is pedestrian
navigation. Holland et al. (2002) developed a spatial audio navigation in-
terface, AudioGPS, to be used with eyes, hands, or attention otherwise
engaged. To indicate the direction to the next waypoint, amplitude pan-
ning was applied to the presented musical tone. To provide more exact
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feedback about the user’s direction of motion compared with the direction
to the next waypoint, a so called chase tone was played. While the main
navigation tone was repeated at a constant pitch, the chase tone had a
pitch that differed from the main tone the more, the larger the deviation
from the correct direction was. When the user was walking straight to-
wards the waypoint, the pitches of the main tone and the chase tone were
the same.
Amplitude panning, i.e., utilizing interaural level differences, is a sim-
ple approach for presenting different azimuths. However, it may require
further cues to help distinguish between directions in front of and behind
the user. In the AudioGPS application, this was achieved by playing a
sharp tone for sound sources in front of and a mufﬂed tone for sources
behind the user. Utilizing HRTFs provides more natural directional cues,
and has in some cases been shown to provide better performance in navi-
gational tasks (Larsen et al., 2013). On the other hand, HRTFs come with
a considerably larger demand for processing power.
Calvo et al. compared auditory and tactile navigation displays with
map-based navigation in two different studies. The auditory display used
HRTFs and the tactile display a vibration belt, both having a resolution
of 45°. In the ﬁrst study (Calvo et al., 2013), these two displays were com-
pared with an allocentric map showing the position of the participant and
the next waypoint. No difference in completion times or navigation errors
was found between the display types. While the ﬁrst study took place on
the walking paths of a university campus, the second study (Calvo et al.,
2014) was conducted in an open ﬁeld. This time, these three displays
were further compared with an egocentric map and a visual arrow with
the same resolution of 45°. Using the egocentric map resulted in signiﬁ-
cantly shorter completion times than using the tactile display or allocen-
tric map. Using the auditory display resulted in signiﬁcantly, but only
slightly, shorter completion times than using the tactile display. Calvo
et al. concluded that both auditory and tactile displays produce low men-
tal workload and are effective means for eyes-free navigation.
4.1 Music guidance for pedestrian and cyclist navigation
While different sounds can be used speciﬁcally for navigation, one might
question if people would want to listen to such continuous or repeated
sounds for long periods of time. Instead, navigation applications could
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take advantage of sounds that the user otherwise would listen to, such as
music.
Etter and Specht (2005), Strachan et al. (2005), and Jones et al. (2008)
all proposed and tested music guidance for pedestrian navigation. To indi-
cate the direction to the next waypoint or the destination, stereo balance
adjustment or amplitude panning was applied to the music. The user
studies all showed music guidance to be a promising approach. While
stereo balance adjustment provides the beneﬁt that the music is heard
normally when walking in the right direction, Jones et al. pointed out
that stereo effects in the music might be mistaken for navigational cues.
Eyes-free and hands-free navigational aids are beneﬁcial for pedestri-
ans, but the need for these is even more evident when it comes to cycling.
Little research has, however, been done on cyclist navigation: Pielot et al.
(2012) investigated a tactile interface for conveying direction, attaching
vibration motors to the handlebars of the bicycle, whereas Zwinderman
et al. (2011) brieﬂy tested music guidance for cyclists. While Etter and
Specht, Strachan et al., and Jones et al. panned the music relative to the
compass heading of hand-held devices or the current direction of motion,
Zwinderman et al. utilized the magnetometer of a smartphone attached
to the headphones.
Previous studies on navigation with music guidance (Etter and Specht,
2005; Strachan et al., 2005; Jones et al., 2008; Zwinderman et al., 2011)
provide interesting and useful insights, but only brief reports of user stud-
ies. Publication III aims to provide a more detailed and extensive look into
the user experience of a music guidance application, considering, e.g., dif-
ferent types of guidance, normal stereo music listening vs. spatial audio,
and safety issues. Compared with previous studies, this study differs by
using HRTFs instead of amplitude panning or stereo balance adjustment,
by investigating both pedestrian and cyclist navigation, and by utilizing
head orientation tracking (also used by Zwinderman et al.).
The utilization of HRTFs and head orientation tracking for the presen-
tation of spatial audio offers several beneﬁts. It provides a natural repre-
sentation of different directions, which presumably results in a clearer
and more intuitive navigation experience. The use of HRTFs reduces
front-back confusion and other directional confusion present when using
stereo balance adjustment or amplitude panning. By using head tracking,
such confusion can be further resolved through simple head movements
(Wightman and Kistler, 1999; Begault et al., 2001).
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(a) Beacon guidance (b) Route guidance
Figure 4.1. Guidance types investigated in Publication III.
The largest difference to previous studies, however, lies in the investiga-
tion and comparison of both beacon guidance and route guidance. Beacon
guidance is an often investigated approach for navigation, probably due
to its simplicity. In beacon guidance (Fig. 4.1(a)), the direction straight
towards the destination is constantly presented to the user, which means
that the user must ﬁnd his or her own route to the destination based on
this information. It has been used, in some cases with multiple waypoints,
in previous studies on music guidance (Etter and Specht, 2005; Strachan
et al., 2005; Jones et al., 2008; Zwinderman et al., 2011). Route guidance
(Fig. 4.1(b)), on the other hand, guides the user along a speciﬁc route to
the destination. Route guidance has previously been proposed (but not in-
vestigated) by Strachan et al., who suggested that the sound source could
travel at a certain distance on the route in front of the user, like a “carrot
on a stick.” Väänänen et al. (2014) previously studied route guidance for
pedestrians with the sound of a walking horse leading the way. Figure
4.2 illustrates how the virtual sound source, or the so called audio guide,
moves ahead of the user on the route to the destination. The user is thus
supposed to follow the audio guide leading the way at each intersection in
order to reach the destination.
4.1.1 Methods
Publication III presents three user studies that were conducted to evalu-
ate the user experience of music guidance for both pedestrian and cyclist
navigation. These user studies were designed to provide answers espe-
cially to the following research questions:
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(a) (b) (c)
Figure 4.2. During route guidance, the audio guide moves along the route at a certain
distance ahead of the user.
• What is the overall user experience of using spatial music guidance for
pedestrian and cyclist navigation?
• How well can people perceive the direction of spatialized music and use
this direction to guide them to a destination?
• What are the preferences between route and beacon guidance?
• Do people feel safe when navigating with this type of music guidance?
• Is spatialized mono music considered pleasant to listen to?
• How does the user experience differ when using hear-through head-
phones compared with headphones that block out sounds from the envi-
ronment?
The navigation interface used in these studies was a further devel-
opment of the interface evaluated by Väänänen et al. (2014), utilizing
HRTFs and head orientation tracking to present a virtual music source in
the direction where the user should be guided using either route or beacon
guidance. The user study conditions are summarized in Table 4.1. During
route guidance tasks, participants were supposed to ﬁnd their way to the
destination following a predeﬁned route. Rerouting was not enabled, i.e.,
participants that left the intended route were always directed back to the
closest point on the route. During beacon guidance tasks, participants
had to ﬁnd their own route to the destination. In both cases, the task was
performed with the help of the music guidance alone; participants were
not shown a map or told what their destination was.
The participants wore microphone hear-through headphones, a further
development of the headphones presented by Albrecht et al. (2011), al-
lowing software control of the hear-through level. The participants also
carried a head orientation tracker and a computer running the navigation
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Table 4.1. Summary of the user study conditions.
user study A user study B user study C
method walking walking cycling
location city city suburbs
tasks route guidance 1 route guidance route guidance
route guidance 2 beacon guidance beacon guidance
beacon guidance
counterbalanced no yes yes
route guidance guidance at turns constant guidance constant guidance
hear-through yes/no yes yes
participants 12 9 (10) 12
software in a backpack. During the tasks, the participants listened to mu-
sic that they could choose from a small number of different alternatives.
In the ﬁrst user study, user study A, twelve participants performed three
navigation tasks in an urban environment. The ﬁrst two tasks were route
guidance tasks, while the third task was a beacon guidance task. The
three tasks were performed on different routes, with the order being the
same for all participants. The hear-through functionality of the head-
phones was disabled during one of the two route guidance tasks, while it
was enabled during the other route guidance task (with the order coun-
terbalanced between participants) and the beacon guidance task. During
the route guidance tasks, the music was presented as normal stereo (in so
called stereo mode) when the participant was supposed to continue in the
current direction. The music was presented in guidance mode, as depicted
in Fig. 4.2, only when the participant was near an intersection and was
supposed to make a turn. The routes in user study A were planned so that
the tasks would take approximately ten minutes each.
User study B employed a further developed version of the navigation
interface utilized in user study A, with the music constantly presented in
guidance mode during route guidance. During this user study, ten pedes-
trians performed a route guidance task and a beacon guidance task in
an urban environment. The planned length of the tasks was 15 minutes
each. Two different routes were used, and the order of the tasks as well
as the order and direction of the routes was counterbalanced between par-
ticipants. The hear-through functionality of the headphones was enabled
during both tasks.
User study C consisted of twelve participants cycling in a suburban en-
vironment. Two tasks were again performed: one route guidance task
and one beacon guidance task. The planned length of the tasks was 15–
20 minutes each. The order of the tasks as well as the order and direction
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of the routes was counterbalanced between participants. Also during this
user study, the music was constantly presented in guidance mode during
route guidance. The hear-through functionality was enabled during both
tasks, but the level of hear-through was in a few cases decreased because
of disturbing wind noise.
After each task, the participants answered a questionnaire and a num-
ber of interview questions, providing both quantitative and qualitative
answers. Since the total number of questions was large, only the ques-
tions of most interest are summarized here. Due to technical issues, the
questionnaire answers of one of the ten participants in user study B were
removed from the ﬁnal results.
The statistical analysis of differences in the results was done with a
two-sided sign test. The number of pairs, S, where the data for the ﬁrst
condition are larger than for the second condition is reported together
with the total number of pairs, n, and the p-value.
4.1.2 Results
Maps of the routes that the participants took are shown in the appendix
of Publication III. All participants completed all tasks successfully, but in
some cases the routes taken during route guidance deviated slightly from
the intended routes.
In general, the participants in the user studies liked the navigation in-
terface using music guidance, and most participants said that they would
use this type of interface. Figure 4.3 displays the preference between
route and beacon guidance during the three user studies. During user
study A, there was a general (but not signiﬁcant, S = 2, n = 12, p = 0.065)
preference for beacon guidance. Based on the interviews, participants
seemed to prefer beacon guidance since the constant switching between
stereo mode and guidance mode during route guidance was perceived as
disturbing. In general, participants did not ﬁnd that the music being
played from a mono source using HRTFs reduced the enjoyability of the
music very much (Fig. 4.4). Thus, switching to stereo mode when guid-
ance is not needed can be seen as an unnecessary and even unwanted
feature. Many participants also found it confusing that the switching did
not happen at the same distance before each turn due to GPS location
inaccuracy. Based on these ﬁndings, the switching between modes was
removed from the navigation interface in user studies B and C, where the
music instead was constantly presented in guidance mode.
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Figure 4.3. Preference between route and beacon guidance in the three user studies.
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Figure 4.4. Enjoyability of the music: “I think that listening to the music was pleasant
compared with normal stereo listening.”
No clear preference between route and beacon guidance could be seen
when participants walked in the city in user study B (S = 4, n = 9, p =
1). Several participants said that they would use beacon guidance if the
environment was somewhat familiar and route guidance in unfamiliar
environments. A few participants, however, said that they would want to
use beacon guidance for exploring new areas. Some participants said that
route guidance might be a better alternative when in a hurry.
When cycling in the suburban environment in user study C, participants
preferred route guidance over beacon guidance (S = 10, n = 12, p = 0.012).
The main reason for this was presumably related to the environment
rather than associated with cycling. Many participants commented that
it was challenging for them to ﬁnd their route to the destination with bea-
con guidance, since they did not know if their choice of route would lead
them towards the destination or perhaps only to a dead end. Most partic-
ipants did, however, ﬁnd a good route to the destination, but the feeling
of uncertainty during beacon guidance (Fig. 4.5) made them prefer route
guidance.
One of the weaknesses of route guidance was that participants did not
know where they were supposed to turn next until they approached the
next intersection. This problem was emphasized in these user studies,
since the participants did not know what their destination was before-
hand, and could thus not anticipate upcoming turns. Some participants
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C beacon
C route
B beacon
B route
A beacon
A route 2
A route 1
strongly
disagree
strongly
agree
Figure 4.5. Feeling of uncertainty: “I was often uncertain whether I was going in the
right direction.”
commented that a good feature of beacon guidance was that they con-
stantly knew in which direction the destination was.
With route guidance, most participants found it easy to know if they
should make a turn left or right, but they generally found it difﬁcult to
distinguish between alternative paths with less than a 90-degree angle in
between (Fig. 4.6(a)). Participants also found it difﬁcult to know which of
two consecutive paths to take (Fig. 4.6(b)).
In general, the participants felt safe while using the music guidance
(Fig. 4.7) and did not feel that using this type of interface reduced their
sense of safety compared with normal music listening when walking or
cycling. A few participants did, however, notice that the guidance at in-
tersections took some of their attention away from the trafﬁc. On the
other hand, several participants thought that it was safer to listen to the
?
(a) The audio guide leads the user
slightly to the right, but there are
two paths to the right. The user
cannot perceive the direction of
the guidance precisely enough to
be sure which path to take.
?
(b) The audio guide leads the user
left, but there are two paths lead-
ing left close to each other. The
user is unsure which path to take.
Figure 4.6. Two problematic situations when using route guidance.
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C beacon
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agree
Figure 4.7. Sense of safety: “I felt safe while using the guidance.”
A route, no HT
A route, HT
strongly
disagree
strongly
agree
Figure 4.8. Clarity of hearing the environment during the route guidance tasks in user
study A: “I could hear my surroundings clearly during the task.” During
one of the tasks (HT), the hear-through functionality of the headphones was
enabled. During the other task (no HT), it was disabled.
guidance than to have their vision occupied by looking at a map.
In user study A, the hear-through feature of the headphones was dis-
abled during one of the route guidance tasks and enabled during the other
task. The participants did, however, not report any signiﬁcant differ-
ence between these tasks in how they heard the environment (S = 6, n =
12, p = 0.29), as shown in Fig. 4.8. Some participants said that they nor-
mally want to hear the environment when listening to music on the go,
while others prefer to block out the environment and only listen to the
music.
When asked what types of notiﬁcations they would want when using
music guidance, many participants mentioned that they would want to
know the remaining distance to the destination. In general, speech was
considered a good method for conveying such information, since it stands
out from the music and is easy to interpret.
4.1.3 Discussion
The results of the user studies in Publication III indicate that both in-
vestigated guidance types, route guidance and beacon guidance, are good
alternatives, but that they may be suitable for different situations. Bea-
con guidance is a good option when the environment offers clear routes
and the user only needs to be guided in the general direction of the desti-
nation. In case it is more difﬁcult for the user to know which routes lead
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towards the destination, route guidance might be the preferable option.
Alternatively, beacon guidance could be extended with automatically or
manually added waypoints.
In general, participants in the user studies felt safe while navigating us-
ing the music guidance. There are, however, two potential safety concerns
when using this type of navigation interface: environmental isolation and
inattentional blindness (Lichenstein et al., 2012). Environmental isola-
tion is in this case caused by the headphones blocking out or the music
masking sounds that warn the user about potential dangers. Inatten-
tional blindness is due to the cognitive distraction of interpreting auditory
stimuli and manipulating electronic devices.
Different studies have found different effects of listening to music on
pedestrian and cyclist behaviour. Thompson et al. (2013) found music
listening to be associated with an increased likelihood among pedestri-
ans to ignore looking both ways before crossing the street. Walker et al.
(2012), on the other hand, observed an increased likelihood to look both
ways among male pedestrians listening to music, while no effect was seen
among female pedestrians. Nasar et al. (2008) did not ﬁnd a signiﬁcant
difference in unsafe behaviour between pedestrians listening to music
and pedestrians not using any technology. De Waard et al. (2010) found
that cyclists listening to music associated this with a slightly increased
safety risk, but found no effect of music listening on cycling performance.
Thompson et al. and de Waard et al. found text messaging to have a nega-
tive effect on pedestrian behaviour and cycling performance, respectively.
Additionally, Jensen et al. (2010) found that drivers using a car navigation
system with visual output displayed more unsafe behaviour than drivers
using audio output.
Based on these studies, some conclusions can be drawn. First of all, the
target group for the type of navigation interface presented in Publication
III is people who already listen to music while walking or cycling. While
studies on pedestrian and cyclist safety indicate that there might be a
safety risk associated with music listening, this risk should not increase
if the music is used for navigational guidance. On the contrary, if the
music is presented spatially from a single direction, this should improve
the intelligibility of sounds in other directions. Using music guidance for
navigation also allows pedestrians and cyclists to have their hands and es-
pecially eyes free for other tasks. This should result in less inattentional
blindness than when using, e.g., a map. A few participants did, however,
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report that their focus on the guidance at intersections might have taken
some of their attention away from the trafﬁc. Such effects might dimin-
ish as the user gets accustomed to the music guidance, but care must be
taken when designing the guidance so that it is clear and does not change
drastically at intersections.
Previous studies have suggested and to some extent also tested the use
of music volume to convey the distance to the destination or the next way-
point (Etter and Specht, 2005; Strachan et al., 2005; Jones et al., 2008;
Zwinderman et al., 2011; Fujimoto and Turk, 2014). While this is an in-
tuitive approach, it has severe limitations. Most importantly, music lis-
teners tend to adjust the volume to a pleasant level, which depends on
many factors. Increasing or decreasing the volume much from this level
can result in the music being uncomfortably loud or quiet. As the user
can and will adjust the volume himself or herself, it can only be used as
a relative cue. However, as Jones et al. point out, a gradual decrease in
the volume serves as a poor hint that the user is moving away from the
destination rather than towards it.
Reverberation cues (Publication I) could also be added to the music to
convey the distance to the destination. Effective use of such cues might,
however, reduce the enjoyability of the music. Reverberation already
present in the music might also affect the interpretation of these cues.
Based on the suggestions by the user study participants, the remaining
distance could simply be presented using speech. The user should be able
to choose how often or when the distance is presented this way.
Some of the participants in these user studies said that they prefer to
block out the environment when listening to music, while others would
want to hear the environment when using music guidance. Microphone
hear-through technology allows the user to adjust how well the environ-
ment is heard depending on the situation and personal preferences. Such
adjustment could also to some extent be performed automatically, so that
noisy environments are attenuated, while more quiet environments are
not. The headphones used in these user studies did not, however, either
attenuate sounds from the surroundings well or ﬁt very well in the partic-
ipants’ ear canals, since enabling or disabling the hear-through function-
ality did not signiﬁcantly affect how clearly the participants could hear
the environment.
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4.2 Conclusions
Publication III investigates the user experience of pedestrian and cyclist
navigation using spatialized music, where the music either leads the way
along a route or indicates the direction straight to the destination. Both
types of guidance were found to be effective and pleasant methods, but
they are suitable for different environments and circumstances. While the
investigated navigation interface does not represent a pure augmented
reality application as deﬁned by Azuma (1997), it does represent one ex-
ample of the many other possibilities that the advent of audio augmented
reality technology will bring. It also represents an example where full-
ﬂedged augmented reality might not be the best approach: presenting the
audio guide at a varying distance using intensity or reverberation cues
might reduce the enjoyability of the music.
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5. Mobile Communication
Härmä et al. (2003) predicted that speech communication will be one of
the most important applications of mobile audio augmented reality tech-
nology. Using AAR techniques, the voice of another person can be heard
as if he or she were in the same room, instead of hearing it from, e.g., a
telephone. In addition, thanks to hear-through techniques, other people
physically in the same room can be heard unhindered.
For applications where multiple people are participating, the voices of
these could be rendered in different directions. This would improve speech
intelligibility in case several participants are talking at the same time
(Bronkhorst, 2000) and also otherwise produce a more natural communi-
cation experience. Ultimately, with the help of visual AR, remote partici-
pants would not only be heard, but also seen in the same room.
5.1 Mobile communication with co-location detection
Imagine a teleconferencing scenario, where two persons (X and Y) at the
same location are talking to a third person (Z) at a different location, as il-
lustrated in Fig. 5.1. If the teleconferencing system sends the microphone
signals of each participant to all the other participants, persons X and Y
will hear the voices of each other ﬁrst naturally and then delayed through
the headphones, which would be perceived as an echo. Such echoes would
be perceived as disturbing and have a detrimental impact on speech in-
telligibility (Haas, 1972). To remove these echoes, the teleconferencing
system needs to know which of the participants can hear each other nat-
urally. While this information could be input manually, some form of au-
tomatic co-location detection would be beneﬁcial especially in mobile tele-
conferencing scenarios, where participants might move from one location
to another.
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Figure 5.1. A mobile teleconferencing scenario, where two participants (X and Y) are
at one location and one participant (Z) is at another location. If sound is
transmitted between all participants, X and Y will hear each other’s voices
ﬁrst naturally and then delayed through the headphones.
While the voices of remote participants can be presented in mono, this
type of system could ideally be implemented as an augmented reality ap-
plication. By estimating the directions of the local participants (Takanen
and Karjalainen, 2010; Gamper et al., 2011), the voices of remote partic-
ipants, extracted from the microphone signals (Lokki et al., 2004), can
be spatially distributed and rendered in different directions. Addition-
ally, the voices of remote participants should be integrated into the local
acoustic environment by adding appropriate reverberation, e.g., through
the extraction of BRIRs (Gamper and Lokki, 2009) or acoustical parame-
ters (Vesa and Härmä, 2005).
In Publication IV, an acoustic co-location detection (ACLD) algorithm is
proposed for the mentioned teleconferencing scenario. The algorithm
takes the audio streams of the teleconference participants and ana-
lyzes them in real time to infer which participants are co-located. Mel-
frequency cepstral coefﬁcients (MFCCs) are extracted from short-time
frames of the audio streams, and based on the correlation between the
concurrent frames of two participants, the algorithm classiﬁes the two
participants as being co-located or not. The classiﬁcation is done based on
a threshold, with hysteresis applied to avoid back-and-forth changes near
the threshold. Changes in classiﬁcation are only done when voice activity
is detected in at least one of the two audio streams.
5.1.1 Methods
The ACLD algorithm was evaluated both ofﬂine using recorded commu-
nication scenarios and in real time integrated into a voice-over-IP (VoIP)
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Figure 5.2. Floor plan of the rooms where the evaluation of the acoustic co-location de-
tection algorithm took place. Recordings for the ofﬂine evaluation were done
with one participant in room 1, one in room 3, and one moving between
these two rooms. In the real-time evaluation, the participants moved be-
tween rooms 1 and 2, and the stairwell S.
conferencing system. For the ofﬂine evaluation as well as for the develop-
ment of the algorithm, recordings of 16 different mobile communication
scenarios with three participants, all wearing microphones, were made.
These scenarios took place in two rooms connected by a corridor (see Fig.
5.2), with one participant in one room, a second participant in another
room, and a third participant moving between these rooms. Scenarios
were recorded where one, two, or all three of the participants were talk-
ing.
In the real-time evaluation, the VoIP conferencing system was tested
separately by four groups consisting of three participants each. In this
evaluation, the audio streams of other participants were presented in
mono. The latency (between one participant speaking and another hear-
ing it) in the system was measured to generally be just under 0.5 s. Each
participant carried a netbook-type laptop computer, running the VoIP
client, and wore microphone hear-through headphones (the headphones
presented by Albrecht et al. (2011)).
During the evaluation, the three participants in each group moved be-
tween two rooms and a stairwell, all connected by a corridor (see Fig. 5.2),
according to a predeﬁned plan. The plan made sure that there were dif-
ferent situations when one, two, or three participants were in one room at
the same time, and situations when the doors to the corridor were open
and when they were closed. The participants were asked to keep a con-
versation between all three of them going.
Two test cases, A and B, were evaluated in alternating order, following
the same plan. In case A, ACLD was disabled. The audio stream of each
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Figure 5.3. Recordings of a communication scenario for the evaluation of the ACLD al-
gorithm. During the recording, persons Y and Z are talking. Person X is in
room 3, person Z is in room 1, while person Y moves from room 1 to room 3
and back to room 1, via a corridor. The microphone signals of each person are
shown at the top, while the pairwise correlation rij between these signals is
shown at the bottom. The orange line represents the correlation between X
and Y, the thick purple line the correlation between Y and Z, and the dashed
green line the correlation between X and Z.
participant’s speech was thus constantly transmitted to the other partic-
ipants. The hear-through functionality of the headphones was disabled,
so that the acoustic environment around the participant, including other
participants talking in the same room, was attenuated by the insert-type
headphones. This decision was made because it was hypothesized that
attenuating the natural sound of others talking would be less disturbing
than having it at an equal level with the same sound played back over the
headphones after a short delay.
In case B, ACLD was enabled, and audio streams were thus not trans-
mitted between co-located participants. The hear-through functionality of
the headphones was also enabled and adjusted so that participants could
hear other participants in the same room at a natural and comfortable
level.
The evaluation of each case lasted about ten minutes, after which the
participants answered a questionnaire. The analysis of statistical dif-
ferences in the presented results was done with a two-sided sign test.
The number of pairs, S, where the data for the ﬁrst condition are larger
than for the second condition is reported together with the total number
of pairs, n, and the p-value.
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Figure 5.4. Clarity of hearing and understanding the other participants in the same
room, in a different room, and overall.
5.1.2 Results
In the ofﬂine evaluation, the algorithm correctly identiﬁed co-location in
96.5% of frames containing speech, with room-level co-location as the
ground truth. An example of the correlation of the MFCCs calculated
from the microphone signals during one of the 16 scenarios is shown in
Fig. 5.3.
Figure 5.4 shows how participants in the real-time evaluation judged
the clarity of communication in different situations. Overall, communica-
tion was clearer in test case B than in case A (S = 0, n = 12, p < 0.001).
Participants reported a signiﬁcant difference in clarity when they talked
to other participants in the same room (S = 0, n = 12, p = 0.002), but not
when in different rooms (S = 2, n = 12, p = 0.29).
In both test cases, participants reported hearing echoes of their own
or other participants’ voices. In case A, 10 participants heard echoes of
the voices of others, while 9 heard echoes of their own voice. In case B, 9
participants reported hearing echoes of others’ voices, while 8 participants
heard echoes of their own voice. One participant reported that he did not
perceive any echoes in either test case. Although echoes were heard by
most participants in both cases, they were perceived less annoying (S =
11, n = 11, p < 0.001) and deemed to affect the conversation less (S =
10, n = 11, p = 0.012) in test case B, as illustrated in Fig. 5.5. Participants
also commented that they only seldom heard echoes in test case B, or that
the echoes heard were weak.
Presumably because of this difference, participants preferred test case
B over test case A (S = 0, n = 12, p < 0.001), as shown in Fig. 5.6. This was
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Figure 5.5. Perception of echoes: how annoying they were and how much they affected
the conversation.
strong preference
for test case A
strong preference
for test case B
no preference
Figure 5.6. Preference between the two test cases.
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Figure 5.7. Preference for talking to participants in the same room or in different rooms
in the two test cases.
associated with a preference for talking to participants in another room
in test case A (S = 0, n = 12, p = 0.002), while there was no signiﬁcant
preference in test case B (S = 4, n = 12, p = 1), as illustrated in Fig. 5.7.
5.1.3 Discussion
The user studies showed that the proposed ACLD algorithm is a promis-
ing solution for echo-related problems in mobile communication scenarios
where participants may or may not be co-located. Participants suggested
that the system would be useful in situations where continuous mobile
communication is needed, e.g., at a construction site.
While the proposed co-location detection algorithm was developed for
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continuous mobile communication applications, it can of course be used
in other applications where co-location detection is beneﬁcial and mi-
crophones are available. Of course, the algorithm requires active sound
sources in the vicinity to be able to infer co-location. The algorithm may
also erroneously infer co-location if the same sound (e.g. the same ra-
dio programme) is heard at several locations. Other co-location detection
algorithms should thus be used if accurate co-location inference is neces-
sary.
For the presented communication application, the proposed ACLD al-
gorithm offers beneﬁts over other co-location detection methods. For ex-
ample, by comparing signal strengths of mobile networks (Krumm and
Hinckley, 2004; Dashti et al., 2015) one can only infer proximity between
two participants, but not tell whether two participants are able to hear
each other or not. Other methods rely on specialized hardware and sig-
nals (Harter et al., 2002; Mandal et al., 2005), but it is simpler and less
obtrusive to utilize the speech signals readily available in a communica-
tion application.
Mutual information of voice activity can be used to infer conversation
between people (Basu, 2002; Wyatt et al., 2011). Such methods equally
detect conversation between co-located and non-co-located people talking
to each other (Basu, 2002), and thus need to be modiﬁed in order to be use-
ful for the current problem. As Brdiczka et al. (2005) point out, methods
based on mutual information of voice activity also require a substantial
length of recorded speech and are thus not suitable for real-time applica-
tions. Brdiczka et al. instead suggest using a hidden Markov model on
voice activity to detect interaction groups, but also this method is useful
for detecting conversation rather than co-location.
The most obvious solution to the problem at hand would be to simply cal-
culate the cross-correlation of two raw microphone signals (Corman and
Scott, 1994). One advantage of using the frame-based approach presented
in Publication IV lies in the comparatively small amount of processing
that is required to compensate for the varying delay between the signals.
Using MFCCs, it is also possible to easily compensate for differences in
the transmission paths of the signals through cepstral mean subtraction
(Westphal, 1997). MFCCs are also useful for several other tasks: con-
text recognition (Eronen et al., 2006), speaker recognition and veriﬁcation
(Reynolds et al., 2000), and speech recognition (Davis and Mermelstein,
1980).
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5.2 Conclusions
In Publication IV, an acoustic co-location detection algorithm is presented
and evaluated in a mobile communication application, where it was found
to improve the clarity of communication. While the algorithm is ideally
suited for this application, it might also prove useful in, e.g., the analysis
of social networks (Corman and Scott, 1994; Wyatt et al., 2011; Dashti
et al., 2015), augmented reality games, collaborative or social networking
applications, as well as other context-sensitive applications (Krumm and
Hinckley, 2004; Brdiczka et al., 2005).
While the mobile communication system with acoustic co-location de-
tection evaluated in Publication IV is not an augmented reality appli-
cation as such, it represents several steps in the direction of building a
mobile augmented reality teleconferencing system, where the voices of
remote participants are rendered spatially among the local participants.
Further steps to develop such an application include extraction of the re-
mote participants’ voices from the microphone signals, estimation of the
locations of local participants, extraction of information about the sur-
rounding acoustic environment, and ﬁnally, integration of the voices of
the remote participants in the surrounding environment. This could be
extended with visual representations of the remote participants (Kato and
Billinghurst, 1999; Kantonen et al., 2010).
92
6. Conclusions
This thesis presented four studies advancing the ﬁeld of audio augmented
reality, as well as related ﬁelds. The studies introduced distance presen-
tation and acoustic co-location detection methods suitable for audio aug-
mented reality applications. The studies also investigated spatial audio
guidance and mobile communication applications, evaluating the useful-
ness of the proposed methods and examining different perceptual aspects
of mobile audio augmented reality applications.
The effect of modifying the temporal envelope of binaural room impulse
responses on the perceived distance of virtual speech sources was stud-
ied. This type of modiﬁcations serves as a practical method for controlling
the perceived distance of speech sources not only in audio augmented re-
ality applications, but also in other types of applications utilizing spatial
audio. This technique was applied, together with other distance presen-
tation methods, in another study investigating the presentation of points
of interest in an outdoor augmented reality environment.
Another type of spatial audio guidance, using music to guide pedestri-
ans and cyclists to their destination, was also studied. The study uti-
lized hear-through headphones to allow both the virtual sound source
and sounds from the surroundings to be clearly heard. Finally, hear-
through headphones were utilized in a mobile teleconferencing applica-
tion together with acoustic co-location detection, allowing participants to
hear both co-located and remote participants clearly.
The developed distance presentation methods were not applied in the
investigated music guidance application or in the mobile teleconferencing
application, but they could certainly be applied in such applications. How-
ever, large modiﬁcations of the reverberation when presenting the music
guidance might have a negative impact on the enjoyability of the music. In
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this type of application, a better approach might be the investigated alter-
native method of presenting the distance in meters using speech. While
this approach might seem intrusive, it is able to provide exact distance
information while only temporarily interrupting the music listening.
Mobile teleconferencing, on the other hand, might in some cases beneﬁt
from the developed distance presentation methods: the voices of remote
teleconference participants can be presented at different distances. These
distances can be used to convey information about the participants, e.g.,
the physical distance to the participants. By rendering the voices of the
other participants with both directions and distances representing their
physical location with respect to the listener, the listener can be aware
of the approximate locations of the other participants. Such information
would be beneﬁcial, e.g., when communicating with co-workers at a con-
struction site.
The main results presented in this thesis are:
• The perceived distance of virtual speech sources can be controlled ef-
fectively by modifying the ratio of early to late energy of binaural room
impulse responses. The largest effect is achieved by modifying a ratio
where the ﬁrst 50–100 ms of the room impulse response are included in
the early energy.
• Virtual sound sources presented using auditory distance cues are intu-
itively perceived at relatively short distances. However, people can with
a small amount of training learn to map the available cues to larger dis-
tances in the surroundings. Presenting points of interest with auditory
distance cues rather than by giving the distance in meters using speech
decreases the time needed for the presentation and reduces auditory
clutter.
• Music is a suitable audio source for spatial audio guidance in pedes-
trian and cyclist navigation. Both route and beacon guidance can be
implemented with music and serve as effective guidance methods with-
out prior training.
• Acoustic co-location detection can be used to improve the clarity of com-
munication in mobile teleconferencing applications.
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During the work done for this thesis, the following future research direc-
tions in the ﬁelds of audio augmented reality and virtual auditory display
have emerged:
• Further studies on the effect of reverberation on distance perception
should be performed. In order to determine the generalizability of the
results, the experiments presented in Publication I should be extended
with stimuli other than speech, other spaces, as well as other source di-
rections. Further experiments are also needed to determine how early
reﬂections and late reverberation affect the intensity cue to distance per-
ception. The study of how distance is perceived in reverberant spaces in
the presence of multiple simultaneous sound sources might also provide
some interesting insights.
• People can quickly learn to map auditory distance cues to distances in
the surroundings. The experiment in Publication II was performed with
the participants sitting in one place while feedback was provided on a
map. Further studies could investigate how people would learn this type
of mapping by instead being allowed to walk to the presented points of
interest with continuous or repeated auditory cues provided.
• The results of Publication II raise the question whether the combina-
tion of multiple auditory distance cues improves distance estimation, or
if cue combination possibly worsens distance estimation under some cir-
cumstances. Further studies are thus needed to determine if and when
there are beneﬁts from cue combination.
• The integration of virtual sound sources into the surrounding acous-
tic environment is a topic that should be investigated. Of interest is,
e.g., how closely the virtual acoustics need to match the real acoustics
and which are the relevant details to produce virtual sound sources that
plausibly augment the real environment. Another important area is the
extraction of information about the surrounding environment in order
to synthesize or choose appropriate reverberation for presentation of the
virtual sound sources.
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This thesis presented different methods and applications of audio aug-
mented reality. The presented methods and other AAR techniques are
useful not only in the guidance, navigation, and communication appli-
cations investigated here, but also in other applications such as enter-
tainment and auditory display of information. As many people already
use headphones and smartphones on a daily basis, audio augmented re-
ality applications have a huge potential to help them both in everyday
tasks and, e.g., when exploring unfamiliar environments. This thesis will
hopefully provide both incentives and guidelines that aid in realizing this
potential.
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Publication I
The ﬁtting of the distance models
dC = a ·
(
1
CT
)k
,
dE = b ·
(
1
E¯
)l
,
and
d = c ·
(
1
CT
)k
·
(
1
E¯
)l
to the distance estimates erroneously allowed negative values of the ex-
ponents k and l. Negative exponents invert 1CT and
1
E¯
, which means that
increasing the early-to-late energy ratio or increasing the energy would
lead to an increase in the perceived distance. The ﬁtting of the models to
the data produced positive exponents in most cases, but for the ﬁtting of
dC for modiﬁcation set B it produced negative exponents for small values
of T , which provided a better ﬁt than the perceptually motivated positive
exponents. The corrected errors when ﬁtting the models without allowing
negative exponents are shown in Fig. E.1.
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(d) Space II, male voice.
Figure E.1. Root-mean-square error (RMSE) when ﬁtting dC (dashed line), dE (dash-dot
line), and d (solid line) to the distance estimates of modiﬁcation set B, shown
for different values of T .
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