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SOMMAIRE 
Les algèbres fortement simplement connexes jouent un rôle important dans la théorie 
des représentations des algèbres. Il est donc utile de pouvoir construire les algèbres de ce 
type. On donne un tel résultat pour une classe particulière d'algèbres. 
La notion d'algèbre fortement simplement connexe a été introduite par SKOWRONSKI 
[14]). Nous voulons classifier les extensions et les coextensions ponctuelles fortement sim-
plement connexes d'une classe d'algèbres incluant les algèbres héréditaires dociles. Pour 
ce faire, il suffit de classifier les modules complètement coséparants et les modules complè-
tement séparants car, par ASSEM et LIU [3], une extension (ou coextension) ponctuelle 
d'une algèbre A par un A-module M est fortement simplement connexe si et seulement 
si A est fortement simplement connexe et M est un A-module complètement coséparant 
(ou complètement séparant, respectivement). 
Même si la plupart des notions importantes sont rappelées, le lecteur doit avoir des 
connaissances de base dans la théorie des représentations des algèbres associatives et des 
connaissances générales en algèbre. Un rappel de toutes les notions nécessaires aurait 
trop alourdi le texte et en aurait dilué le contenu. Nous nous en sommes donc tenus aux 
notions essentielles en admettant certains faits secondaires. 
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Les techniques de recouvrement permettent de ramener la théorie des représentations 
d'une algèbre sobre, connexe et de dimension finie à celle d'une algèbre plus simple, dite 
simplement connexe. On connaît bien les algèbres simplement connexes de représenta-
tion finie. Par contre, celles de représentation infinie sont plus difficiles à étudier. D'où 
l'introduction d'une sous-classe de la classe des algèbres simplement connexes qui est 
plus simple à étudier. Ces algèbres, introduites par SKOWRONSKI [14), sont appelées 
les algèbres fortement simplement connexes. 
Il est naturel de se demander comment l'on peut construire les algèbres fortement sim-
plement connexes. Puisque le carquois d'une algèbre fortement simplement connexe n'a 
pas de cycles orientés, toute telle algèbre peut être construite par extensions (ou coex-
tensions) ponctuelles répétées. Ce point de vue a été adopté dans ASSEM et LIU [3) 
où il a été montré que l'extension (ou coextension) ponctuelle A[M] de l'algèbre A par 
le A-module M est fortement simplement connexe si et seulement si A est fortement 
simplement connexe et M est un A-module complètement coséparant (ou complètement 
séparant, respectivement). 
Nous donnerons, dans ce mémoire, une classification des extensions et des coextensions 
ponctuelles fortement simplement connexes d'une classe d'algèbres contenant les algèbres 
héréditaires dociles (c'est-à-dire les algèbres héréditaires dont le carquois est un dia-
gramme de Dynkin ou un diagramme euclidien). En appliquant la caractérisation vue 
plus haut, le problème se ramène à classifier tous les modules complètement coséparants 
et tous les modules complètement séparants sur cette classe d'algèbres dont le carquois 
est un arbre (c'est-à dire autre que Àn). 
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Le premier chapitre est un rappel des notions de la théorie des représentations. Le 
deuxième chapitre est consacré aux résultats qui se retrouvent dans l'article d'ASSEM 
et LIU [3]. Le troisième et dernier chapitre donne la classification des modules complète-
ment coséparants et des modules complètement séparants pour les algèbres héréditaires 
de type 1\i, les algèbres héréditaires étoilées à trois branches (qui contiennent les algèbres 
héréditaires de type Dn, ~ et 1Ë; pour i E { 6, 7, 8}) et celles de type Dn. Ces résultats 




1.1 Carquois et sous-carquois 
Pour débuter, introduisons la notion de carquois ainsi que plusieurs notions combina-
toires reliées à ce concept. Ces notions nous seront très utiles par la suite. Pour plus de 
renseignements sur ce sujet, nous référons à GABRJEL (11]. 
Définition 1.1.1 Un carquois Q = (Q0 , Q 1, s, b) est un quadruplet formé de dev.x en-
sembles: Q0 {dont les éléments sont appelés points}, Q1 (dont les éléments sont appelés 
flèches), et de dev.x applications s, b : Q1 -t Q0 qui associent à chaque flèche a E Q1 
sa source s(a) E Q0 et son but b(a) E Q0 • Une flèche a de source x = s(a) et de but 
y= b(a) est notée a: x -t y ou encore x ~y. Un carquois Q = (Qo, Qi, s, b) est noté 
brièvement Q. 
Exemples 1.1.2 Les exemples suivants représentent des carquois: 
o-o-o o==:o o~o-o 
Lorsqu'on definit un objet mathématique, il est naturel de s'intéresser au concept de 
sous-objet correspondant. Ainsi, définissons la notion de sous-carquois. 
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Définition 1.1.3 Un sous-carquois d'un carquois Q = (Qo, Q1 , s, b) est un carquois 
Q' = ( Q~, Q~, s', b') tel que Q~ Ç Qo, Q~ Ç Q1 et les restrictions s1Q~, blQ'i de s, 
b à Q~ sont respectivement égales à s', b'. Un tel sous-carquois est plein si Q~ = 
{a E Q1 1 s(a), b(a) E Q~}, c'est à dire: Q~ est l'ensemble de toutes les flèches dans 
Q 1 dont la source et le but appartiennent à Q~. fl est donc entièrement déterminé par Q~. 
Exemple 1.1.4 Soit Q le carquois 
Alors, les carquois 
Q'= YO"' E 0 o---o et Q" = 
sont des sous-carquois de Q. Notons que Q' est plein tandis que Q" ne l'est pas. En effet, 
s('Y), b(r) E Q~ mais Qr ne contient pas la flèche -y. 
Un carquois Q est fini si Q0 et Q1 sont des ensembles finis. Le graphe sous-jacent Q 
d'un carquois Q est obtenu à partir de celui-ci en oubliant l'orientation des flèches. Le 
carquois Q est dit connexe si Q est un graphe connexe. 
Exemple 1.1.5 Soit Q le carquois o~o alors Q est le graphe o===o. 
Soient Q = (Q0 , Qi, s, b) un carquois et x, y E Q0 • Un chemin de longueur l ~ 1 de 
source x et de but y (ou plus brièvement de x vers y) est une suite 
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où ai E Q1 pour tout i E {1, ... , l} et tel que s(ai) = x, b(ai) = s(ai+i) pour tout 
i E {1, ... , l -1} et b(at) =y. Un tel chemin est aussi noté a 1 ···al et peut être visualisé 
dans le carquois Q, comme suit: 
On définit la source s(a1 ···ai) et le but b(a1 ···al) comme étant s(a1 ···al) = s(ai) 
et b( a 1 · • • al) = b( al), respectivement. De plus, on associe à chaque point x E Q0 un 
chemin de longueur 0, appelé chemin stationnaire en x, et noté êx· 
Un sous carquois plein Q' de Q est convexe si, pour tout chemin x0-tx1 -t · · · -tx1_1-tx1 
dans Q avec x0 , Xt E Q~, on a Xi E Q~ pour tout i E {1, ... , l - l}. 
À chaque flèche a E Q1 , on associe un inverse formel, noté a-1 • On pose s( a-1) = b( a) 
et b(a- 1) = s(a). Une marche dans Q est une composition formelle a~ 1 ···a~' où 
ai E Q 1 et ni E {+1, -1} pour tout i E {1, ... ,l}. On pose s(a~1 • ··a~1 ) = s(a~ 1 ) 
et b(a~1 • • • a~1 ) = b(a~1 ). Une marche a~1 • • • a~1 est dite réduite si elle ne contient pas 
de sous-marche de la forme a- 1a ou aa- 1. 
Exemple 1.1.6 Soit Q le carquois 
alors 5-i'Y-1é-1éa{3 est une marche qui n'est pas réduite tandis que af3ô-1'Y-1 et 
éa{3ô-1'Y- 1é-1 sont des marches réduites. 
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1.2 Cycles et contours 
Un cycle orienté en x est un chemin de longueur l ~ 1 de x à x. Un carquois Q est 
acyclique s'il ne contient pas de cycle orienté. 
A. partir de maintenant et jusqu'à la fin de ce mémoire, Q désigne un carquois fini et 
acyclique. 
Un contour (p, q) dans Q de x à y est une paire de chemins p, q de longueur positive 
ayant la même source x et le même but y. 
Exemple 1.2.1 Soit Q le carquois 
alors ê0t/3, ê"fÔ sont des chemins de longueur 3. Le carquois 
yo"' E 
0 o--o 
est un sous-carquois plein de Q qui n'est pas convexe tandis que le carquois 
est un sous-carquois plein et convexe de Q. De plus, (o/3, "fÔ) et (ea/3, ê"fÔ) sont des 
contours de Q. 
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On veut caractériser les contours les plus simples. On introduit la notion de contours 
entrelacés. 
Un contour (p, q) dans Q de x à y est dit entrelacé si les chemins pet q ont un point 
en commun différent de x et de y. Un contour (p, q) est dit réductible s'il existe des 
chemins p = po,pi, ... ,pm = q dans Q de x à y tels que pour tout i E {l, ... ,m} le 
contour (pi-1' Pi) est entrelacé. Dans ce cas, on dit aussi que p est réductible à q. Sinon, 
le contour est dit irréductible. 
Exemples 1.2.2 (a) Soit Q le carquois 
alors (a/3, rô) est un contour irréductible tandis que (ëa/3, ë{Ô) est un contour 
entrelacé donc réductible. 
{b) Soit Q le carquois 
alors (ra, ô/3) est un contour réductible. En effet, (ra, {ë/3) et ('YE/3, ô/3) sont des 
contours entrelacés. Par contre, {ré, 6) et (a, ê/3) sont des contours irréductibles. 
Soit C un sous-carquois de Q, on dit que C est un cycle simple si chaque point 
de C est l'extrémité d'exactement deux flèches dans C et s'il existe une énumération 
{xo, Xi, .•. , Xt = xo} des points de C telle qu'il existe exactement une flèche entre xi et 
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Xï+i dans C pour tout i E {1, ... , l - l}. Soit C un cycle simple, on dit que C est un 
contour s'il est formé par un contour. Remarquons que C est toujours composé par un 
cycle non-orienté, puisque Q est acyclique. 
Exemples 1.2.3 (a) Soit Q le carquois 
alors (3a.-1êÔ"'f-1ê est un cycle non-orienté, mais ne forme pas un cycle simple car 
le point x est l'extrémité de trois flèches, a., e et 'Y· Par contre, 0!/3-1ô"'(- 1 forme un 
cycle simple. Ce cycle simple n'est pas formé par un contour. 
(b) Soit (p, q) un contour dans Q. Si (p, q) n'est pas entrelacé alors il forme un cycle 
simple. 
Soit C un cycle simple qui n'est pas un contour. Notons u(C) le nombre de sources de C 
(qui est égal au nombre de puits de C). Ainsi, u(C) > 1. Le cycle simple C est réductible 
s'il existe deux points x, y E C0 et un chemin p de x à y dans Q tels que 




p "" ··· o-o-oy 
W2 / 
... 0 0 
où le cycle C est composé des marches w1 et w2 telles w1p-1, w2p- 1 forment des cycles 
simples et u(w1p-1) < u(C) et u(w2p-1) < u(C). On dit alors qu'un chemin tel que p 
réduit le cycle simple C. Un cycle simple est irréductible s'il est composé d'un contour 
irréductible, ou bien, s'il n'est pas réductible par un chemin. 
8 
Exemples 1.2.4 (a) Soit Q le carquois 
alors a/38-1,-1 forme un cycle simple irréductible car (a/3, "'(8) est un contour irré-
ductible. 
(b) Soit Q le carquois 
alors 0{3-18,-1 est un cycle simple qui n'est pas un contour et est réductible par 
fJé car cr(a{3-1é-1p-1) = 1 < 2 = cr(a{3-18,-1 ) et cr('Y8- 1é-1p-1) = 1 < 2 = 
cr(a{3- 18,-1 ). 
( c) Soit Q le carquois 
alors a/3- 18,-1 est un cycle simple irréductible qui n'est pas un contour. 
1.3 Numérotations admissibles 
Soient x, y E Q0 tels qu'il existe un chemin de x à y. On dit que x est un prédéces-
seur de y et que y est un successeur de x. Soit Q' un sous-carquois plein de Q. Une 
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énumération { x1, ... , Xm} des points de Q' est appelée une numérotation admissible 
de puits (ou de sources) si j > i implique que xi n'est pas un successeur (ou prédé-
cesseur, respectivement) de xi. Un point Xi est parfois identifié à i, sa position dans la 
numérotation admissible. 
Soit Q un carquois fini, connexe et acyclique. Alors, Q admet toujours une numérotation 
admissible de puits (ou de sources). En effet, soit x 1 un puits (ou une source, respective-
ment) de Q. Soient Q1 le sous-carquois plein de Q engendré par Q0 \{xi} et x 2 un puits 
(ou une source, respectivement) de Q 1 . On continue avec la récurrence suivante pour tout 
i E {2, ... , IQol - 1}: Qi est le sous-carquois plein de Qi-l engendré par Qi- 1\{xï} et 
Xi+i est un puits (ou une source, respectivement) de Qi. Cela donne une numérotation 
admissible de puits (ou de sources, respectivement). 
Exemples 1.3.1 (a) Soit Q le carquois 
2 2 
/:~ :~ 
io-0-05 et soit Q' 0-05 
~o/ o/ 
3 3 
un sous-carquois de Q. Alors, les énumérations {2, 3, 4, 5}, {2, 4, 3, 5}, {3, 2, 4, 5}, 
{3, 4, 2, 5}, { 4, 2, 3, 5} et { 4, 3, 2, 5} sont toutes les numérotations admissibles de 
puits possibles de Q'. 
(b) { X1, ... , Xm} est une numérotation admissible de puits si et seulement si { Xm, •.. , x 1} 
est une numérotation admissible de sources. 
Pour chaque numérotation admissible { x1 , •.. , Xm} de puits (ou de sources) de Q', on as-
socie une filtration de Q par une suite de sous-carquois pleins connexes, de la manière sui-
vante: on pose Q<0> = Q (ou <0> Q = Q, respectivement) et pour chaque i E { 1, ... m - 1}, 
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on note Q(i) (ou (i)Q, respectivement) le sous-carquois plein de Q engendré par les non-
successeurs (ou les non-prédécesseurs, respectivement) de x 1, •.• Xi dans Q. Clairement, 
chaque Q(i), et chaque (i)Q, est convexe. De plus, on a Q<0> 2 Q<1> 2 · · · 2 Q(m-l) et 
(O)Q :;2(1) Q :;2 ••• 2<m-l) Q. 
1.4 Algèbres 
À partir d'un carquois, on construit une algèbre que l'on appelle algèbre des chemins de 
ce carquois. Dès maintenant et jusqu'à la fin de ce mémoire, k désigne un corps (algébri-
quement clos). 
Définition 1.4.1 Soit Q un carquois. L'algèbre kQ des chemins de Q est la k-algèbre 
dont le k-espace vectoriel sous-jacent a comme base l'ensemble de tous les chemins dans 
Q. Le produit de deux éléments de la base est défini par: 
où ôbc est le delta de Kronecker. Le produit de deux éléments arbitraires de kQ est obtenu 
par distributivité. 
Remarquons que le produit de deux chemins p et q est nul si b(p) ;/= s(q), et est égal 
au chemin composé pq si b(p) = s(q). Notons R l'idéal bilatère de kQ engendré par 
l'ensemble des Hèches de Q. Par conséquent, le k-espace vectoriel R admet pour base 
l'ensemble des chemins de longueur au moins un. 
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Définition 1.4.2 Soit Q un carquois fini. Un idéal bilatère I de kQ est admissible s'il 
existe m ~ 2 tel que n:n Ç I Ç R 2 • 
Si I est un idéal admissible de kQ, la paire (Q, I) est appelée un carquois lié. L'algèbre 
quotient kQ/ I est dite l'algèbre du carquois lié (Q, !). 
Définition 1.4.3 Un carquois lié ( Q', J') est un sous-carquois lié plein du carquois 
lié (Q,I), si Q' est un sous-carquois plein de Q et I' =In kQ'. 
Une relation de Q avec coefficients dans k est une combinaison k-linéaire de chemins 
ayant la même source et le même but et de longueur au moins deux. En d'autres termes, 
une relation p est de la forme 
m 
p = LÀiWi 
i=l 
où les Àï sont des scalaires (non nuls), et les wi des chemins dans Q de longueur au 
moins deux tels que pour tout i,j E {1, ... , m}, on a s(wï) = s(wi) et b(wï) = b(wi)· Si 
m=l, la relation ci-haut est une relation monomiale ou relation-zéro. Sim = 2 et 
p = w1 - w2, la relation ci-haut est une relation de commutativité. 
Soit (Q, I) un carquois lié. Un sous-carquois Q' de Q est sans relation-zéro si toute 
relation-zéro appartenant à I n'appartient pas à kQ'. 





k 0 0 0 
k k 0 0 
alors kQ ~ avec la multiplication suivante: 
k 0 k 0 
k2 k k k 
an 0 0 0 bu 0 0 0 
a21 a22 0 0 /J.i1 b-i2 0 0 
a31 0 a33 0 b31 0 b33 0 
(a41, a~i) a42 a43 a44 (b4i, ~1) b42 b43 b44 
an bu 0 0 0 
a21 bu + a22b.21 a22bi2 0 0 
-
a31b11 + a33b31 0 a33b33 0 
X a42bi2 + a44b42 a43b33 + a44b43 a«b44 
k 0 0 0 
k k 0 0 
De plus, I = (a/3 - -yô} est un idéal admissible de kQ et kQ/ I ~ 
k 0 k 0 
k k k k 
avec la multiplication matricielle habituelle. On a que a/3 - -yô est une relation de 
commutativité. 
(b) Soit Q le carquois 
alors a/3 est une relation monomiale. De plus, a/3 + -y p + ôe est une relation qui 
n'est ni une relation de commutativité ni une relation monomiale. 
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Soit I un idéal admissible alors il existe des relations (p;);eJ tels que I = (P;li E J}. Dans 
ce cas, on dit que le carquois Q est lié par les relations (p; );eJ ou par les relations 
Pi = 0 pour tout j E J. 
On peut se demander si toute algèbre est une algèbre de carquois lié. Nous nous restrein-
drons au cas des algèbres de k-dimension finie, c'est-à-dire que l'algèbre est de dimension 
finie en tant que k-espace vectoriel. Pour répondre à cette question, nous avons le théo-
rème suivant, démontré dans ASSEM et al. [4]. On peut supposer sans perte de généralité, 
voir ASSEM [1], que l'algèbre est sobre et connexe. On doit, de plus, supposer k algébri-
quement clos. 
Théorème 1.4.5 Soit A une k-algèbre sobre, connexe et de k-dimension finie. Alors il 
existe un carquois fini connexe Q A ainsi qu'un idéal admissible I de kQ A tels que A est 
isomorphe à l'algèbre kQA/ I du carquois lié (QA, !). 
Le carquois lié ( Q A, !) est appelé une présentation de A. D 
Par ASSEM et al. [4], QA est unique. En fait, les éléments de (QA)o sont en correspon-
dance bijective avec les éléments d'un ensemble complet d'idempotents primitifs ortho-
gonaux {e1, ... , en} de A, et pour i,j E (QA)o, l'ensemble des flèches dei vers j est en 
correspondance bijective avec une base de ei(radA/rad2 A)e;. Une algèbre .. 4 est trian-
gulaire si QA est acyclique. 
Exemple 1.4.6 Soient Q le carquois o...!!.-obo , alors /1 = (a(3- œy) et 12 = (af3) ..., 
sont des idéaux admissibles. De plus, kQ/ 11 ""kQ/ 12 • 
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À partir de maintenant et jusqu'à la fin de ce chapitre, toutes nos algèbres sont des al-
gèbres sobres, connexes et de k-dimension finie sur un corps algébriquement clos k. 
En théorie des représentations, on s'intéresse à classifier les modules sur une algèbre et les 
morphismes entre eux. Par le théorème de décomposition unique [4], il suffit de considérer 
les classes d'isomorphismes de modules indécomposables. Le cas le plus simple est celui 
où il n'existe qu'un nombre fini de classes d'isomorphismes de modules indécomposables. 
Dans ce cas, l'algèbre A est dite de représentation finie. Le deuxième cas est celui où 
il y en a un nombre infini que l'on peut paramétriser. 
Définition 1.4. 7 (Drozd, [9]) Une algèbre A est docile si pour tout d E N., il existe 
une famille finie de foncteurs {dits paramétrisants) Fi : mod k[x] -+ mod A où 
i E {l, ... , nd} et k[x] est l'algèbre des polynômes en une indéterminée à coefficients 
dans k, satisfaisant les conditions suivantes: 
(a) Pour chaque i E {1, ... , nd}, Fi = - ® Mi. où Mi est un k[x]-A-bimodule et un 
k[:r) 
k[x]-modu.le libre à gauche de type fini. 
(b) Sauf pour un nombre fini de classes d'isomorphisme, tous les A-modules indécom-
posables de dimension d, en tant que k-espaces vectoriels, sont isomorphes à Fi(S) 
pour un certain i E {1, ... , nd} et pour un certain k[x]-modu.le simple S. 
Enfin, il existe des algèbres non-dociles, appelées sauvages, que nous ne considérerons 
pas dans ce mémoire. 
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1.5 Catégories 
De même que plusieurs propriétés structurelles d'un anneau commutatif sont représen-
tées par son spectre (qui est l'ensemble des ses idéaux premiers), de même, la structure 
d'une algèbre de dimension finie est représentée par l'ensemble de ses modules projectifs 
indécomposables. On considère que ceux-ci forment une catégorie qu'on appelle le spec-
troïde d'une algèbre et que l'on peut définir de la manière suivante. 
Définition 1.5.1 Soit A une algèbre. On définit le spectroïde de A, noté Spec( A}, 
comme étant la catégorie suivante: 
(a) La classe d'objets (Spec(A))o de Spec(A) est égale à l'ensemble (QA)o des points de 
QA. 
(b) Pour deux objets x,y de Spec(A}, on pose Hom(x,y) = exAey où ex et ey sont les 
idempotents primitifs associés à x et y respectivement. 
( c) La composition des morphismes de Spec( A) est induite de la multiplication dans A. 
On identifie parfois A à son spectroïde. La remarque suivante donne un critère simple 
permettant de reconnaître les sous-catégories pleines de A. 
Remarque 1.5.2 Soit A une algèbre. Alors, C est une sous-catégorie pleine de A si et 
seulement s'il existe un idempotente de A tel que C = eAe. 
Par conséquent, on peut visualiser une sous-catégorie pleine de A comme une algèbre 
en utilisant les opérations induites de A. On dit qu'une sous-catégorie pleine de A est 
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connexe si elle est connexe en tant qu'algèbre et on dit qu'elle est convexe si son carquois 
est un sous-carquois convexe du carquois de A. 
Soient M un A-module et C une sous-catégorie pleine et convexe de A., alors il existe un 
idempotent e de A tel que C = eAe. On dit alors que le C-module Me est la restriction 
de M à C, et on le note Mie· 
Remarque 1.5.3 Toute composante connexe de A peut être vue comme une sous-
catégorie pleine et convexe de A. 
1.6 Modules et représentations 
Pour une présentation (QA, I) d'une algèbre A, on veut décrire la catégorie de A-modules 
à droite de type fini en fonction du carquois lié. 
Définition 1.6.1 Une représentation M =(Mx, Atfa) du carquois QA est définie comme 
suit: 
(a) À chaque point x E (QA)o est associé un k-espace vectoriel Mx. 
{b) À chaque flèche o E (QAh est associée une application k-linéaire Nia Nfs(a) ,. 
Mb<a>· 
Une telle représentation est de dimension finie si chacun des Atfi est un k-espace 
vectoriel de dimension finie. Le vecteur dimension de M, noté dim. M, est le vec-
teur (dimk Mx)xe(QA)o· 
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On définit l'évaluation de M sur un chemin w = ll'.1 • • • a, de x vers y dans Q A comme 
étant l'application k-linéaire M ( w) de Mx vers My définie par M ( w) = Mar · · · Ma1 • Par 
exemple, l'évaluation de !YI sur une flèche ll'. est donnée par M(ll'.) = Ma. La définition 
de l'évaluation s'étend ensuite par linéarité sur des combinaisons linéaires de chemins. 
La représentation M est liée par la relation p si l'application linéaire correspondante 
M(p) est nulle. Si I est un idéal admissible de kQA, alors M est liée par I si M(p) = 0 
pour tout p E I. Si I est engendré par les relations {p1 , ... Pm}, il est clair que la repré-
sentation M est liée par I si et seulement si M(pï) = 0 pour tout i E {1, ... , m}. 
Exemple 1.6.2 Soient Q le carquois 
et I = ( ll'./3 - "f Ô). Alors la représentation M donnée par 
est liée par I car M(ll'./3 - "fÔ) = M(ll'./3) - M('Yô) = MaMfJ - M-yMo =O. 
Soient M =(Mx, Ma) et !YI'= (M~, !YI~) deux représentations de QA. Un morphisme 
de représentations f : M---+ M'est une famille d'applications k-linéaires Ux : Mx---+ 
IYI~)xe(QA)o compatibles avec les applications Ma, c'est-à-dire que pour chaque flèche 
ll'. E (QA)i, on a M~fs(a) = fb(a)Ma. On peut donc parler de la catégorie des représen-
tations (la composition des morphismes étant la composition évidente). On note modA 
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la catégorie des A-modules à droite de type fini et rep(QA, l) la catégorie des représen-
tations de dimension finie de Q A liées par I. On a alors le théorème suivant dont la 
démonstration se trouve dans ASSEM et al. [4]. 
Théorème 1.6.3 Soit (QA, l) une présentation d'une algèbre A. fl existe une équiva-
lence de catégories modA "" rep (Q A, I). 0 
Exemples 1.6.4 Soient A une algèbre triangulaire et (QA, I) une présentation de A 
(a) Pour chaque point x de Q, le module simple exA/rad(exA) peut être vu comme la 




Ü Si y=/= X 
S(x)0 = 0 pour tout a E Q 1 
On appelle ce module, ou cette représentation, le simple en x. 
(b) Pour chaque point x de Q, la couverture projective de S(x) correspond à la repré-
sentation P(x) = (P(x)y, P(x) 0 ) où P(x)y est le k-espace vectoriel ayant comme 
base tous les w + I avec w un chemin de x vers y, et P(x) 0 : P(x)s(a) -+ P(x)b(a) 
est l'application k-linéaire donnée par la composition à droite par a+I. On appelle 
cette représentation le projectif en x. 
(c) Pour chaque point x de Q, on définit l'injectif en x par la représentation I(x) = 
(I(x)y, I(x)0 ) où I(x)y est le dual du k-espace vectoriel ayant comme base tous les 
w + I avec w un chemin de y vers x, et I(x) 0 : P(x)s(a) -+ P(x)b(a) est l'application 
k-linéaire donnée par le dual de la composition à droite par a+ l. 
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1.7 Carquois d'Auslander-Reiten 
Nous définissons maintenant une nouvelle structure, le carquois d'Auslander-Reiten de 
mod A, qui fournit une quantité appréciable d'informations sur la catégorie des A-modules 
de type fini ainsi que sur les morphismes entre ces modules. Avant de donner la définition 
formelle du carquois d' Auslander-Reiten, nous nous devons d'énoncer certains résultats 
importants de la théorie sous-jacente. 
Les suites presque scindées jouent un rôle de premier plan dans la théorie d' Auslander-
Reiten. Le théorème suivant, qui leur est dû, est à la base de tout ce qui suit dans cette 
section. Il assure l'existence des suites presque scindées. 
Théorème 1.7.1 (AUSLANDER et al., [6]) Soient A une k-algèbre et NA un A-
module indécomposable non-projectif, alors il existe une suite exacte courte non-scindée 
telle que: 
(a) L est un indécomposable non-injectif. 
(b) Si u : L -+ U n'est pas une section, alors il existe u' : M -+ U tel que u = u' f. 
( c) Si v : V -+ N n'est pas une rétraction, alors il existe v' : V -+ ."'J tel que v = gv'. 
De plus, la suite ci-haut est unique à isomorphisme près. Dualement, si LA est un mo-
dule indécomposable non-injectif, une suite comme ci-haut existe, avec N indécomposable 
non-projectif et satisfaisant les propriétés (b) et (c), et est encore unique à isomorphisme 
près. D 
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Une telle suite est appelée une suite presque scindée débutant en L (ou se terminant 
en N). 
Une conséquence directe de ce théorème et de l'unicité de la suite est que tout A-module 
indécomposable non-projectif N détermine un autre A-module indécomposable, soit L, 
le terme de gauche de la suite, qui est appelé le translaté d' Auslander-Reiten de N 
et est noté L = rN. Dualement, on a aussi que N = r-1 L. 
On sait que tout A-module (de type fini) se décompose uniquement comme somme di-
recte finie de A-modules indécomposables. Nous voudrions maintenant définir une notion 
équivalente d'indécomposabilité pour les morphismes. 
Définition 1. 7 .2 Un morphisme f : M -t N dans modA est dit irréductible si: 
(a) f n'est ni une section, ni une rétraction, et 
(b) Si f = fih, alors soit fi est une rétraction, soit h est une section. 
On voit de suite qu'une telle application est soit un monomorphisme, soit un épimor-
phisme, et que tout morphisme se trouvant dans une puissance finie de rad{mod{A)) 
s'écrit comme somme de compositions de morphismes irréductibles. En outre, les mor-
phismes f et g du théorème 1.7.1 sont nécessairement irréductibles. Pour M, N indécom-
posables, notons Irr(M, N) le k-espace vectoriel rad{M, N)/rad2 (!v/, N) où rad(M, N) est 
l'ensemble des morphismes non-isomorphes de M vers N, voir [l]. 
Nous pouvons maintenant définir le carquois d'Auslander-Reiten r A de A. Ses points 
sont les classes d'isomorphisme [M] de A-modules indécomposables M. Soient [M] et [N] 
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deux points de r A correspondant aux A-modules indécomposables M et N respective-
ment. Les Hèches (M] -+ (N] sont en correspondance bijective avec les vecteurs d'une base 
du k-espace vectoriel Irr{M, N). Comme un endomorphisme n'est jamais irréductible, on 
a que f A ne contient pas de boucles. 
Pour plus de détails sur la construction du carquois d'Auslander-Reiten, nous référons à 
AUSLANDER et al. (6]. 
1.8 Formes quadratiques 
Rappelons deux types importants de graphes: les diagrammes de Dynkin et les dia-
grammes euclidiens. 
Définition 1.8.1 (a) Les diagrammes de Dynkin sont les suivants: 
An= 0--0--0 ... 0--0--0 
0 












(où~ et B>m ont n et m points respectivement, et n ~ 1, m ~ 4). 
(b) Les diagrammes euclidiens sont les suivants: 
An= 
/o~-o ··· o~-o~ 
0











~= 1 0 0 0 0 0 
23 
0 
1 Er= o--o--0---0---0---o--o 
0 
lËs= 1 o--o--o---o---0---0--0---o 
(où Âri et Dm ont n + 1 et m + 1 points respectivement, et n > 1, m > 4). 
Soit Q un carquois avec n points. On associe à ce carquois une forme quadratique, dite 
forme quadratique de Tits et notée qq, définie par qq(x) = 2: x~ - L Xs(Q)Xb(Q)· 
iEQo aEQ1 
Énonçons le résultat suivant dont la démonstration se trouve dans ASSEM et al. [4]. 
Théorème 1.8.2 (a) Q est un diagramme de Dynkin si et seulement si qq est positive 
définie. 
(b) Q est un diagramme euclidien si et seulement si qq est positive semidéfinie, mais 
pas définie. 
(c) Q n'est ni un diagramme de Dynkin, ni un diagramme euclidien si et seulement si 
qq est indéfinie. O 
Exemple 1.8.3 Soit Q le carquois 2 o ===:o i alors, qq(x) = x~ + x~ - 2x1x2 
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= (xi - X2)2 > 0 pour tout XE Z2. De plus, QQ(x) = 0 si et seulement si Xi = X2. 
Si QQ est positive semidéfinie, le radical N = N(qQ) = {x E zn tel que qQ(x) = O} est un 
sous-groupe du groupe abélien libre zn et est donc lui-même un groupe abélien libre. On 
définit le corang de QQ comme étant le rang de ce sous-groupe. Si Q est un diagramme 
euclidien, le corang de QQ est égal à un. Dans ce cas, on fixe un générateur de N, noté 
r = (ri. ... ' rn} E zn avec Ti > 0 pour tout i E {1, ... 'n} et Tj = 1 pour un certain 
j E {1, ... ,n}. 
Exemple 1.8.4 Dans l'exemple précédent, 
Donc, QQ est de corang un. De plus, (1, 1) est le générateur fixé de N. 
On associe à QQ une forme bilinéaire symétrique ( - , - ) définie par: 
1 
(x, y) = 2[qQ(x +y) - qQ(x) - qQ(Y)]. 
Exemple 1.8.5 Dans l'exemple 1.8.3, (-, -) est définie par 
(x, y) = ~[qQ(x +y) - qq(x) - qq(y)] 
= ~[(xi+ yi)2 + (x2 + Y2) 2 - 2(xi + Yi)(x2 + Y2) - X~ - X~+ 2xix2 - Y~ - Y~+ 2Y1Y2] 
= XiY1 + X2Y2 - X1Y2 - X2Yi = (x1 - x2HY1 - Y2). 
Pour chaque i E Qo, on définit la réflexion en i, notée Si : zn --+ zn, par si(x) = 
x - 2(x, ei)~. Pour chaque numérotation admissible {xi, ... , Xn} de puits des points de 
25 
Q, on définit la transformation de Coxeter c =Sn··· s 1 . Notons que la transformation 
de Coxeter ne dépend pas du choix de la numérotation admissible de puits des points de 
Q comme vu dans DLAB et RINGEL [8] ou encore dans ASSEM et al. [4]. 
Exemple 1.8.6 Dans l'exemple 1.8.3, la seule numérotation admissible de puits de Q 
est {1, 2}. De plus, s 1 (x) = x - 2(x, ei)e1 = x - 2{x1 - x2)e1 et s2(x) = x - 2(x, e2)e2 = 
x + 2(x1 - x2)e2. Donc, c(x) = s2s1(x) = s2(x - 2(x1 - x2)ei) = x - 2(x1-x2)e1+2{x1 -
2(x1 - x2) - x2)e2 = x - 2{x1 - x2)r. 
Le groupe w des automorphismes de zn engendré par les Si s'appelle le groupe de 
Weyl. On sait, par DLAB et RINGEL [8), que N = {x E znlw(x) = x pour tout 
w E W}. Donc, chaque w E i-v induit une transformation linéaire w : zn/N --t zn/N 
définie par w(x + N) = w(x) + N. Notons W le groupe de ces transformations induites 
par les éléments de W. Par DLAB et RINGEL [8], le groupe West fini. Donc, la trans-
formation induite, ë, par la transformation de Coxeter est d'ordre fini m. Par conséquent, 
pour tout X E zn, on a c'11(x) = X+ (ôcx)r où r est le générateur fixé de N. Puisqu'il 
existe un j E {1, ... , n} tel que ri = l, on a ÔcX E Z. On peut considérer Ôc comme 
une forme linéaire c5c : zn --t Z définie par c5c(x) = Ôcx ou encore, comme un vecteur, 
Ôc = (c5cei)ieQo, dans zn appelé le vecteur défaut de Q. 
Exemple 1.8. 7 Dans l'exemple 1.8.3, on a c(ei) = e1 - 2(1 - O)r - e1 + (-2)r et 
c(e2) = e2 - 2(0 - l)r = e2 + (2)r. Donc, Ôc = (-2, 2). 
Rappelons que Q' = aïQ, avec i E Qo, est le carquois obtenu de Q en inversant les flèches 
dont une extrémité est i. Si i est un puits, la transformation de Coxeter c' de Q' peut 
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s'écrire d = sicsi et (d)m(ei) = t; + (ôc'ei)r. Il s'ensuit que c"'(siei) = siei + (ôc'ei)r et 
donc ôc'ei = Ôc(siei). Donc, 
ôc'e1· = ~ e· Uc 1 si j =/= i et qu'il n'y a pas de flèche entre i et j 
Ôcei + Ôcei si j =/= i et qu'il y a une flèche entre i et j. 
On peut donc calculer le vecteur défaut pour tout Q' avec Q' = Q, à partir du vecteur 
défaut de Q. 
Voici la liste, donnée dans DLAB et RINGEL [8]. des vecteurs défauts, pour une orien-
tation fixée, des diagrammes euclidiens: 
















2 - 2 - -6 - 1- 1 - 1 - 1 - 1. 
1.9 Algèbres héréditaires 
Rappelons, tout d'abord, la définition d'une algèbre héréditaire. 
Définition 1.9.1 Une algèbre A est héréditaire à droite si tout idéal à droite est projectif. 
On donne plusieurs conditions équivalentes à la notion d'algèbre héréditaire, voir ASSEM 
et al. [4]. 
Théorème 1.9.2 Les conditions suivantes sont équivalentes: 
(a) A est héréditaire. 
{b} dim.gl.A $ 1. 
( c) Tout sous-module d'un projectif est projectif. 
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( d) Le radical de tout projectif est projectif. 
( e) Tout quotient d'un injectif est injectif. 
( f) Le quotient de tout injectif par son socle est injectif. 
(g) Le carquois Q A est acyclique et A '.:::'. kQ A. D 
Commençons par définir certains particularités des modules sur les algèbres héréditaires. 
Définition 1.9.3 Soient A une algèbre héréditaire et M un A-module indécomposable. 
(a) M est postprojectif s'il existe un unique entier non négatif, v( M), tel que Tv(M) lvf 
est un A-module projectif indécomposable. 
(b) M est préinjectif s'il existe un unique entier non négatif, µ( M), tel que T-µ(M) lvf 
est un A-module injectif indécomposable. 
( c) M est régulier s'il n'est ni postprojectif ni préinjectif. 
La proposition suivante, démontrée dans HAPPEL [12], nous montre l'intérêt de pouvoir 
reconnaître les modules postprojectifs ou préinjectifs. 
Proposition 1.9.4 Soient A une algèbre héréditaire et M, N deux modules indécompo-
sables tels que dim M = dim N. Si M est postprojectif ou préinjectif, alors M l'V N. D 
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On aimerait savoir à quoi ressemble le carquois d'Auslander-Reiten de A. Pour ce faire, 
définissons certaines caractéristiques d'une composante connexe du carquois d'Auslander-
Reiten de A. 
Définition 1.9.5 Soient A une algèbre héréditaire et C une composante connexe du 
carquois d'Auslander-Reiten de A. 
(a) C est une composante postprojective si chaque point de C correspond à un A-
module postprojectif. 
(b) C est une composante préinjective si chaque point de C correspond à un A-
module préinjectij. 
( c) C est une composante régulière si chaque point de C correspond à un A-module 
régulier. 
Il peut sembler difficile de savoir si une composante est postprojective ou préinjective 
ou ni l'un ni l'autre. Le théorème suivant, démontré dans AUSLANDER et al. (6), nous 
donne une caractérisation plus simple. 
Théorème 1.9.6 Soient A une algèbre héréditaire et C une composante connexe de 1 A· 
(a) Les conditions suivantes sont équivalentes: 
(i) C est une composante postprojective. 
(ii) C contient au moins un point qui correspond à un postprojectif. 
(iii) C contient au moins un point qui correspond à un projectif. 
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{b) Les conditions suivantes sont équivalentes: 
(i) C est une composante préinjective. 
(ii) C contient au moins un point qui correspond à un préinjectif. 
(iii) C contient au moins un point qui correspond à un injectif. 
( c) Les conditions suivantes sont équivalentes: 
(i) C est une composante régulière. 
(ii) C contient au moins un point qui correspond à un régulier. D 
Par AUSLANDER et al. [6], si A est connexe, alors le carquois d'Auslander-Reiten de A 
ne contient qu'une seule composante postprojective, notée P(A), et une seule composante 
préinjective, notée I(A). On veut connaître la forme de ces composantes. Pour ce faire, 
on définit ce que l'on appelle les carquois à translations [13]. 
Définition 1.9.7 Un carquois à translation r = (f0 , f 11 s,b,P,r) consiste en la don-
née d'un carquois r = (f o, ri, s, b), d'un sous-ensemble p ç fo de points et d'une injec-
tion T : p ~ f O tels que : 
(a) Le carquois r n'a ni boucles, ni flèches doubles. 
{b) Pour tout x E P et pour toute flèche a : y ~ x, il existe une flèche {3 : rx ~ y. 
( c) Pour tout x E P et pour toute flèche a : rx ~ y, il existe une flèche {3 : y ~ x. 
L'injection T est appelée la translation de r. 
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À partir d'un carquois Q fini, connexe et acyclique, on définit certains carquois à trans-
lation. 
Définition 1.9.8 Soit Q un carquois fini, connexe et acyclique, alors on définit le car-
quois à translation ZQ par: 
(ZQ)o = {(n, x) 1 n E Z, x E Qo}, 
(ZQ)i = {(n, a) : (n, s(a))--? (n, b(a)) 1 n E Z, a E Q1} 
U {(n, a') : (n - 1, b(a)) ~ (n, s(a)) 1 n E Z, a E Qi}, 
r(n, x) = (n - 1, x). 
Remarque 1.9.9 Dans la définition précédente, ,m est un automorphisme pour tout 
mEZ. 
Définition 1.9.10 Soit Q un carquois fini, connexe et acyclique, alors on définit le sous-
carquois à translation, NQ 1 de ZQ par: 
(NQ)o = {(n, x) 1 n E N, x E Qo}, 
(NQ)i = {(n, a) : (n, s(a))--? (n, b(a)) 1 n EN, a E Qi} 
U {(n, a') : (n - 1, b(a)) ~ (n, s(a)) 1 n EN, a E Q1}, 
r(n, x) = (n - 1, x). 
On définit le sous-carquois à translation, -NQ, de ZQ de la même manière. 
Proposition 1.9.11 Soit A une algèbre héréditaire connexe et Ll le carquois obtenu de 
Q A en inversant ses flèches. Alors: 
{a) </> : P(A) --? (Ntl)0 défini par <l>([M]) = (v(M), rv(M) M) donne un morphisme 
injectif de carquois à translation de la composante postprojective der A vers NLl. 
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(b) 1/J : I(A) -+ (-N~)o défini par 7/J([M]) = (-µ(M), r-µ(M) M) donne un morphisme 
injectif de carquois à translation de la composante préinjective der A vers -N~. 0 
Le théorème suivant permet de caractériser les algèbres héréditaires de représentation 
finie, la démonstration se trouve dans ASSEM et al. (4]. 
Théorème 1.9.12 (Gabriel, [11]) Soit A une algèbre héréditaire. Alors, A est de re-
présentation finie si et seulement si Q A est un diagramme de Dynkin. O 
Le théorème suivant décrit la catégorie de modules et les composantes du carquois 
d'Auslander-Reiten d'une algèbre héréditaire de représentation finie. 
Théorème 1.9.13 Soit A une algèbre héréditaire connexe. Alors, les conditions sui-
vantes sont équivalentes: 
(a) A est de représentation finie. 
(b) Tous les A-modules sont postprojectifs. 
(c) Tous les A-modules sont préinjectifs. 
( d) fl existe un A-module qui est postprojectif et préinjectif. o 
Remarque 1.9.14 Soit A une algèbre héréditaire connexe de représentation finie. Les 
A-modules indécomposables sont uniquement déterminés par leurs vecteurs dimension. 
Cela en effet suit de 1.9.4. 
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Le deuxième cas, relativement facile à étudier, d'algèbres héréditaires est celui des al-
gèbres dociles de représentation infinie. Le théorème suivant décrit ces algèbres. La dé-
monstration de ce théorème se trouve dans DLAB et RINGEL (8). 
Théorème 1.9.15 Soit A une algèbre héréditaire. Alors, A. est docile de représentation 
infinie si et seulement si Q A est un diagramme euclidien. 0 
Le théorème suivant, démontré dans AUSLANDER et al. (6), nous donne la forme de la 
composante postprojective et celle de la composante préinjective du carquois d' Auslander-
Reiten d'une algèbre héréditaire connexe de représentation infinie. 
Théorème 1.9.16 Soit A une algebre héréditaire connexe de représentation infinie. 
Alors: 
(a) </>définie à la proposition 1.9.11 est bijective. 
(b) 1/J définie à la proposition 1. 9 .11 est bijective. D 
On veut également connaître la structure des composantes régulières der A· Pour ce faire, 
on définit le carquois Aoo comme suit: o o o o - o · · · 
Il est clair que rn, pour tout n ~ 1, opère comme un automorphisme sur ZAoo. 
On appelle tube stable de rang n Ie carquois à translation ZAoo/(rn). On a maintenant 
le théorème suivant dont la démonstration se trouve dans AUSLANDER et al. (6). 
Théorème 1.9.17 Soit A une algèbre héréditaire connexe docile. Alors, toute compo-
sante régulière est un tube stable de rang n où n est le plus petit entier positif tel que 
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,n M = M pour tout M tel que [ M] est dans la composante. D 
Les rangs des tubes sont dans les tables de DLAB et RINGEL [8]. On remarque que tous 
les tubes, sauf un nombre fini, sont de rang un. 
Les algèbres héréditaires dociles correspondent aux diagrammes euclidiens. On peut donc 
se demander si on peut appliquer la notion de défaut. Soit A une algèbre héréditaire do-
cile. On a que QA est un diagramme euclidien, donc on peut définir le vecteur défaut de 
QA que l'on notera c5A. On appelle aussi ce vecteur le défaut de A. Soit Mun A-module, 
on définit le défaut de lvf comme étant c5A(dim M). On peut donc énoncer le théorème 
suivant, démontré dans DLAB et RINGEL [8], qui permet de savoir facilement si un 
module est postprojectif, préinjectif ou régulier. 
Théorème 1.9.18 Soient A une algèbre héréditaire docile et M un A-module indécom-
posable. Alors: 
(a) Si c5A(dim lvl) < 0 alors lvl est postprojectif. 
(b) Si c5 A ( dim M) = 0 alors lvl est régulier. 
( c) Si ô A ( dim M) > 0 alors M est préinjectif. D 
1.10 Extensions ponctuelles 
Définition 1.10.1 L'extension ponctuelle d'une algèbre A par un A-module M, est 
l'algèbre de matrices A[M] = [ ~ ~] où les opérations sont induites par les opérations 
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matricielles et par la structure de A-module de M. 
Le carquois QA de A est un sous-carquois plein et convexe du carquois QA[MJ de A[M]. 
De plus, QA[A-l] s'obtient à partir de QA en ajoutant un point additionnel qui est une 
source. 
Dualement, on définit la coextension ponctuelle [M]A = [~ n;] où D est la dua-
lité Homk(-, k). 





un A-module, alors Q[MJA = 
Si on pose I = (a/3 + 7ô - ep) alors [M]A ~ kQ[MJA/ /. On peut remarquer que 
I(x)/socl(x)IA ~ M où x est le point additionnel. 
Remarquons qu'une algèbre triangulaire peut être construite par extensions ponctuelles 
et coextensions ponctuelles répétées. 
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CHAPITRE 2 
ALGÈBRES FORTEMENT SIMPLEMENT CONNEXES 
2.1 Groupe fondamental 
Dès maintenant et jusqu'à la fin de ce mémoire, A désigne une algèbre triangulaire de 
dimension finie sur un corps algébriquement clos k. 
m 
Soit (Q, I) un carquois lié fini et connexe. Une relation p = E ,\iwi E I est minimale 
i=l 
si m ~ 2 et si, pour tout sous-ensemble propre non-vide J de {1, ... , m}, on a E ,\iwi fi. I. 
jEJ 
Notons "" l'intersection des relations d'équivalence sur l'ensemble de toutes les marches 
de Q telle que: 
m 
(b} si p = 'E >.iwi est une relation minimale alors wi ""wi pour tout i, j E {1, ... , m} 
i=l 
( c) si u "" v alors wuw' "" wvw' si wuw' et wvw' sont non-nuls. 
Soit x E Qo. L'ensemble 7r1 (Q, I, x) des classes d'équivalence de toutes les marches com-
mençant et finissant en x a une structure de groupe avec l'opération induite de la com-
position des marches. Puisque Q est connexe, le groupe 7r1 (Q, I, x) ne dépend pas du 
choix de x. Dans ce cas, on le note 7r1 (Q, I) et on l'appelle le groupe fondamental du 
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carquois lié ( Q, J). 
Exemples 2.1.1 (a) SoientQlecarquois o-.!!...-070 , /1 = (0./3-0.1) et 12 = (o./3) 
Alors 7r1(Q, li)'.::::'. 0 et 7r1(Q, / 2 ) "'Z. Remarquons que o./3- œy est minimale alors 
que a/3 ne l'est pas. 








et I = (o.{3+"(Ô-ép) alors 7r1(Q,/) '.::::'.O. 
( c) Soit Q un arbre, alors pour tout idéal admissible I de kQ, on a 7r1 ( Q, I) ,..., O. 
2.2 Algèbres fortement simplement connexes 
Les définitions suivantes sont dûes, respectivement, à ASSEM et SKOWRONSKI [5] et 
SKOWRONSKI [14]. 
Définition 2.2.1 Soit A une algèbre connexe. 
(a) A est simplement connexe si pour toute présentation, (QA, I), de A, on a 
7r1 (QA, I) ,..., o. 
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(b) A est fortement simplement connexe si toute sous-catégorie pleine connexe et 
convexe de A est simplement connexe. 
Exemples 2.2.2 (a) SoientQlecarquois o~o-f-o , li= (af3-a1} et I2 = (a{3}. 
Alors, kQ/11 '.:::'. kQ/!2 n'est pas simplement connexe. 








et I = (a{3+16 - ép}, alors kQ/ I est fortement simplement connexe. 
(c) Soit Q un arbre. Alors, pour tout idéal admissible I de kQ, l'algèbre kQ/ I est 
fortement simplement connexe. 
( d) Soient Q le carquois 
et I = (éa{3 - é'YÔ). Alors kQ/ I est simplement connexe, mais n'est pas fortement 
simplement connexe. En effet, soit A' "-J kQ', où Q' est le sous-carquois de Q suivant: 
On a que A' est une sous-catégorie pleine connexe et convexe de A qui n'est pas 
simplement connexe. 
39 
On énonce le théorème suivant, dû à ASSEM et LIU [3], qui nous permet de vérifier plus 
aisément si une algèbre est fortement simplement connexe ou non. 
Théorème 2.2.3 Soit A une algèbre connexe. Les conditions suivantes sont équivalentes: 
(a) A est fortement simplement connexe. 
(b) Pour toute présentation (QA, I) de A et pour tout sous-carquois lié plein connexe et 
convexe (Q',I') de (Q,I), on a 7r1(Q',I') ""O. 
(c) n existe une présentation (QA, l) de A telles que pour tout sous-carquois lié plein 
connexe et convexe (Q', I') de (QA, l), on a 7r1(Q', I') '.::O. D 
Exemples 2.2.4 (a) Une algèbre héréditaire (ou monomiale) est fortement simplement 
connexe si et seulement si le carquois de A. est un arbre. En effet, il n'y a pas 
de relations minimales. Donc, le groupe fondamental associé à A est trivial si et 
seulement s'il n'y a pas de cycles dans le carquois de A. 
(b) Soient Q le carquois 
et I = (a/3 - "fÔ}, alors kQ/ I est fortement simplement connexe. 
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2.3 La condition de séparation 
Les définitions suivantes sont dûes à BAUTISTA et al. (7]. 
Un A-module est séparé si, pour chaque composante connexe C de A, la restriction Mie 
de M à C est indécomposable ou nulle. 
Soit (QA, I) une présentation de A. Pour chaque point x de QA, on note Q(x) (ou Cx>Q) 
le sous-carquois plein de Q A engendré par les non-successeurs (ou les non-prédécesseurs, 
respectivement) de x dans QA. On note également A(x) (ou Cx>A, respectivement) la sous-
catégorie pleine engendrée par les points de Q(x) (ou (x>Q, respectivement). 
On dit que x est séparant si la restriction de radP(x) à A(x) est séparée en tant que 
A<z>-module. Dualement, x est coséparant si la restriction de I(x)/socl(x) à (x)A est 
séparée en tant que (z) A-module. 
On dit que A satisfait la condition de séparation (ou satisfait la condition de 
coséparation) si chaque point de QA est séparant (ou coséparant, respectivement). 
Exemples 2.3.1 (a) Soit A une algèbre connexe. Alors, Nl est séparé si et seulement 
si At/ est indécomposable ou nul. 
(b) Soit Q le carquois 
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Si A'.::: kQ, alors l(y) est indécomposable. Par contre, y n'est pas coséparant car 
l(y)/soc/(y)lc11>A = est décomposable. 
( c) Soient Q le carquois 
et I = (0t.{3 - "fÔ). Si A'.::: kQ/ I alors x est séparant et y est coséparant car 
/(y)/soc/(y)lc11>A = et rad P(x)IA<"'> = 
sont indécomposables. On peut vérifier que tous les points de Q.4 sont séparants et 
coséparants. Donc, A satisfait les conditions de séparation et de coséparation. 
Le théorème suivant, dû à SKOWRONSKI [14], énonce la relation entre les algèbres for-
tement simplement connexes et les conditions de séparation et de coséparation. 
Théorème 2.3.2 Soit A une algèbre connexe. Les conditions suivantes sont équivalentes: 
(a) A est fortement simplement connexe. 
{b) Toute sous-catégorie pleine connexe et convexe de A satisfait la condition de sépa-
ration. 
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( c) Toute sous-catégorie pleine connexe et convexe de A satisfait la condition de cosépa-
ration. D 
2.4 Construction d'algèbres fortement simplement connexes 
On sait que toute algèbre triangulaire peut être construite par extensions et coextensions 
ponctuelles répétées. On peut se demander quelles sont les conditions nécessaires et suf-
fisantes pour qu'une extension ou une coextension ponctuelle soit fortement simplement 
connexe. 
Théorème 2.4.1 Soient A une algèbre et !vf un A-module. Si A[M] (ou [M]A} est 
fortement simplement connexe alors A est un produit d'algèbres fortement simplement 
connexes. 
m 
Démonstration: On a A = TI Ai où A.i est une algèbre connexe pour tout i E { 1, ... , m}. 
i=l 
Pour tout i E {1, ... , m}, prenons ei l'idempotent central associé à Ai· Alors, Ai = 
ei(A[M])ei = ei([!vf]A)ei. Donc, Ai est une sous-catégorie pleine connexe et convexe de 
A[M] et de [M]A. Par conséquent, Ai est fortement simplement connexe. D 
Dès maintenant et jusqu'à la fin de ce mémoire, on suppose que A est une algèbre connexe. 
Le théorème précédent donne une condition nécessaire sur A pour que l'extension (ou 
la coextension) ponctuelle soit fortement simplement connexe. Il est alors naturel de se 
demander quelle sera la condition nécessaire sur le A-module M. Pour ce faire, introdui-
sons d'abord quelques notations utiles. 
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Soient A une algèbre, (QA, I) une présentation de A et M un A-module. On appelle 
support de At! le sous-carquois plein de Q A engendré par les points x de Q A tels que 
Mz #O. On le note parfois Supp M. On appelle algèbre support l'algèbre associée au 
carquois lié (k(Supp M), In k(Supp M)). 
À chaque numérotation admissible {xi, ... , xm} de puits (ou de sources) des points de 
Supp M et pour chaque i E {O, ... , m - 1}, on définit A(i) (ou (i) A, respectivement) 
comme étant la sous-catégorie pleine engendrée par les points de Q(i) (ou (i)Q, respecti-
vement). 
Exemple 2.4.2 Soit Q le carquois 
et I = (o./3 + -yô - ép). Posons A~ kQ/ I et 
At!= 
k o/ ~101 
~k~k~ 
~k~l 
Alors, {2, 3, 4, 5} est une numérotation admissible de puits des points de Supp M. On a: 
QC0> = Q, QC1> = ~-o 5 , QC2> = ~-o 5 , QC3> = o 5 et A(i) = kQ(i) pour tout 
0/ 
3 
i E {O, 1, 2, 3}. D'autre part, {5, 2, 3, 4} est une numérotation admissible de sources des 
points de Su pp M. On a: 
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2 
(O)Q = Q, (l)Q = :"" 0/05' C2>Q = ~-o 5 , C3>Q = o5 et (i)A = k(Ci)Q) pour tout 
0 
3 
i E {O, 1,2,3}. 
Définissons maintenant la condition nécessaire sur le A-module M pour que l'extension 
(ou la coextension) ponctuelle soit fortement simplement connexe. 
Définition 2.4.3 Soit A une algèbre. 
(a) Un A-module M est complètement coséparant si, pour toute numérotation admis-
sible {xi, ... , xm} de puits des points de Supp M et pour chaque i E {O, ... , m - 1}, 
la restriction M(i) = MIA<;> de M à A(i) est un A(iLmodule séparé. 
(b} Un A-module M est complètement séparant si, pour toute numérotation admis-
sible {x1, ••• , xm} de souces des points de Supp NI et pour chaque i E {O, ... , m-1}, 
la restriction (i) M =Mie;> A de M à Ci) A est un (i) A-module séparé. 
Exemples 2.4.4 (a) Tout module unisériel, en particulier tout module simple, est com-
plètement coséparant et complètement séparant. 
(b) Soit A = kQ / I où Q est le carquois 
et I = (afJ + "'fÔ - êp). Alors, 
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}y[= 
n'est pas complètement coséparant ni complètement séparant. En effet, 
M<2) = et {S)M = 
sont décomposables. 




Alors, }v[ = 
3 
est complètement séparant mais pas complètement coséparant. 
Remarquons que, puisque A est connexe, tout A-module complètement coséparant (ou 
complètement séparant) est un A-module indécomposable. 
Nous pouvons donc énoncer le théorème, dû à ASSEM et LIU [3], qui nous donne les 
conditions nécessaires et suffisantes sur l'algèbre A et sur le A-module M, pour que l'ex-
tension (ou la coextension) ponctuelle soit fortement simplement connexe. 
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Théorème 2.4.5 Soit A une algèbre. 
(a) A[ M] est fortement simplement connexe si et seulement si A est fortement simple-
ment connexe et M est un A-module complètement coséparant. 
(b) [ M] A est fortement simplement connexe si et seulement si A est fortement simple-
ment connexe et M est un A-module complètement séparant. D 
Le corollaire suivant suit du théorème précédent et de SKOWRONSKI [14]. 
Corollaire 2.4.6 Soient A une algèbre fortement simplement connexe et Mun A-module 
complètement coséparant {ou complètement séparant) alors M est une brique (c'est-à-dire 
que End M rv k). o 
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CHAPITRE 3 
' , MODULES COMPLETEMENT COSEPARANTS ET 
' , MODULES COMPLETEMENT SEPARANTS SUR UNE 
ALGÈBRE FORTEMENT SIMPLEMENT CONNEXE 
On a vu, au chapitre précédent, que l'on peut construire à partir d'une algèbre for-
tement simplement connexe plusieurs algèbres fortement simplement connexes en pre-
nant l'extension (ou la coextension) ponctuelle par un module complètement coséparant 
(ou complètement séparant, respectivement). Ainsi, on s'intéresse à connaître tous les 
modules complètement coséparants et tous les modules complètement séparants sur les 
algèbres fortement simplement connexes. Pour débuter, on caractérise les modules com-
plètement coséparants et les modules complètement séparants sur une algèbre Schurienne 
qui rendent l'extension ponctuelle Schurienne. 
3.1 Algèbres Schuriennes 
Commençons pas définir la notion d'algèbre Schurienne. 
Définition 3.1.1 Une algèbre A est Schurienne si dimkexAey < 1 pour tout x, y E (QA)o 
où ex et ey sont les idempotents associés à x et y respectivement. 
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On définit une condition sur un sous-carquois d'un carquois donné. 
Définition 3.1.2 Soit Q un carquois fini et acyclique. 
(a) Un sous-carquois plein Q' de Q est complètement coséparant si pour chaque 
numérotation admissible {xi, ... , Xm} de puits des points de Q' et pour chaque 
i E { 0, ... , m - 1} l'intersection de Q' avec chacune des composantes connexes de 
Q(i) est connexe ou vide. 
(b) Un sous-carquois plein Q' de Q est complètement séparant si pour chaque nu-
mérotation admissible {x1, ... , Xm} de sources des points de Q' et pour chaque 
i E {O, ... , m - 1} l'intersection de Q' avec chacune des composantes connexes 
de (i)Q est connexe ou vide. 
Exemples 3.1.3 (a) Soit Q un arbre alors tout sous-carquois plein connexe Q' de Q est 
complètement coséparant et complètement séparant. En effet, pour toute numéro-
tation admissible {x1, ... , xm} de puits (ou de sources) des points de Q' et pour 
tout i E {O, ... , m - 1 }, le carquois Q(i) (ou Cï>Q, respectivement) est un arbre. 
Donc l'intersection de Q' avec chacune des composantes connexes de Q(i) (ou (i)Q, 
respectivement) est vide ou connexe. 
(b) Soient Q le carquois 
et Q' = 
Alors Q' est un sous-carquois de Q qui n'est pas complètement coséparant car 
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et Q' n Q<1> = o o n'est pas connexe. D'autre part, Q' est complètement cosépa-
rant. 
Donnons le résultat démontré dans ASSEM et LIU [3] qui relie les modules complète-
ment coséparants (ou complètement séparants) aux carquois complètement coséparants 
(ou complètement séparants, respectivement). 
Lemme 3.1.4 Soient A une algèbre et M un A-module de support Q. Alors: 
(a) Si M est un A-module complètement coséparant, alors Q est un sous-carquois com-
plètement coséparant de Q A. 
(b) Si M est un A-module complètement séparant, alors Q est un sous-carquois complè-
tement séparant de Q A. D 
Soit A une algèbre Schurienne fortement simplement connexe. On veut connaître tous les 
A-modules complètement coséparants (ou complètement séparants) qui rendent l'exten-
sion {ou la coextension, respectivement) ponctuelle Schurienne. Pour ce faire, introduisons 
la représentation suivante de Q A. 
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Soient A une algèbre et (QA, I) une présentation de A. Soit Q un sous-carquois plein de 
QA. On note U(Q) la représentation de QA définie par: 
U(Q), = {: 
six E Qo 
six fj Qo 
U(Q)a = {~ si a E Q1 
si a fj Q1. 
On veut que U(Q) soit une représentation de (QA, I). Dans ce but, on définit une présen-
tation particulière. Cette présentation n'existe pas pour toutes les algèbres. Par contre, 
pour les algèbres Schuriennes fortement simplement connexes, ASSEM et LIU [3] ont 
démontré qu'elle existait toujours. 
Théorème 3.1.5 Soit A une algèbre Schurienne fortement simplement connexe alors 
il existe une présentation ( Q A, I) telle que tout cycle irréductible de Q A est un contour 
irréductible et pour chaque contour irréductible (p, q), on a p, q (j. I et p - q E I. Une 
telle présentation est dite normée. D 
Exemple 3.1.6 Soient Q le carquois 
et I = ( a{J - rô) alors ( Q, I) est une présentation normée de kQ / I. 
Le résultat suivant, dont la démonstration se trouve dans ASSEM et LIU [3], nous donne 
les conditions pour que U(Q) soit une représentation de (QA, I) c'est-à-dire un A-module. 
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Lemme 3.1. 7 Soient A une algèbre Schurienne fortement simplement connexe et ( Q A, I) 
une présentation normée de A. Soit Q un sous-carquois plein connexe et convexe de QA 
qui est sans relation zéro. Alors U(Q) est un A-module indécomposable. D 
Maintenant, énonçons le théorème, dû à ASSEM et LIU [3], qui caractérise les modules 
complètement coséparants (ou, complètement séparants) sur une algèbre Schurienne for-
tement simplement connexe qui rendent l'extension (ou la coextension, respectivement) 
ponctuelle correspondante Schurienne. 
Théorème 3.1.8 Soient A une algèbre Schurienne fortement simplement connexe, 
(QA, l) une présentation normée de A et M un A-module de support Q connexe. Alors: 
(a) A[M] est Schurienne fortement simplement connexe si et seulement si M '.:::'. U(Q) 
et Q est un sous-carquois convexe et complètement coséparant de Q A qui est sans 
relation zéro. 
(b} (A1]A est Schurienne fortement simplement connexe si et seulement si}.;[ "' U(Q) 
et Q est un sous-carquois convexe et complètement séparant de Q A qui est sans 
relation zéro. D 
Précisons ce résultat, lorsque A est une algèbre d'arbre. 
Proposition 3.1.9 Soient A une algèbre d'arbre, (QA, I) une présentation de A et M 
un A-module de support Q connexe. Alors, les conditions suivantes sont équivalentes. 
(a) A[M] est Schurienne fortement simplement connexe. 
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{b) [M]A est Schurienne fortement simplement connexe. 
(c) M -v U(Q) et Q est sans relation zéro. 
Démonstration: Trivialement, (a) implique (c) et (b} implique (c) suivent de 3.1.8, 
montrons que (c) implique (a). Comme A est une algèbre d'arbre, elle est Schurienne 
fortement simplement connexe et (QA, J) est une présentation normée. Soit M de la 
forme donnée. On affirme que Q est un sous-carquois complètement coséparant de QA. 
En effet, soit {xi, ... , Xm} une numérotation admissible de puits des points de Q. Pour 
i E {O, ... , m-1}, on considère le sous-carquois Q(i) de QA. Comme l'intersection de deux 
sous-carquois connexes d'un arbre est vide ou connexe, l'intersection de Q avec chaque 
composante connexe de Q(i) est vide ou connexe, d'où notre affirmation. D'autre part, 
Q est convexe: soit x = xo-+xi-+ · · · -+Xt-1-+Xt =y un chemin de QA avec x, y E Q0, ce 
chemin coïncide nécessairement avec l'unique marche réduite joignant x à y dans l'arbre 
QA, et donc se trouve dans Q, puisque Q est connexe. Il ne reste plus qu'à appliquer 
3.1.8. Dualement, (c) implique (b}. D 
Corollaire 3.1.10 Soient A une algèbre héréditaire de type Ari et M un A-module de 
support Q connexe. Alors les conditions suivantes sont équivalentes: 
(a) M est un A-module indécomposable. 
{b) lvl est un A-module complètement coséparant. 
( c) lvf est un A-module complètement séparant. 
{d) M '.:::'. U(Q). 
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Démonstration: Il est trivial que (b) implique (a) et que (c) implique (a). Le fait que 
(a) implique (d) est une propriété bien connue des algèbres héréditaires de type An. En-
fin, (d) implique (b) et (c) par 3.1.9. D 
Remarque 3.1.11 Soient A une algèbre d'arbre et Mun A-module indécomposable tel 
que dim Mx ~ 1 pour tout x E (QA)o. Alors, lvl ~ U(Supp M). Cela suit en effet de la 
dernière partie de la démonstration du théorème 3.1.8 dont la démonstration se trouve 
dans ASSEM et LIU [3] (pour une autre preuve, voir DRÂXLER [10]). 
3.2 Résultats préparatoires sur les algèbres d'arbre 
Lemme 3.2.1 Soient A une algèbre et NI un A-module. Alors, 
(a) M est complètement coséparant si et seulement si M est séparé et, pour tout puits 
x de Supp M, le A<x>-module M(x) est complètement coséparant. 
(b) M est complètement séparant si et seulement si M est séparé et, pour toute source 
x de Supp NI, le (x) A-module (x) M est complètement séparant. 
Démonstration: (a) Pour la suffisance , il suffit de remarquer que pour toute numéro-
tation admissible de puits {x1, ... , Xm} des points de Supp NI, le point x1 est un puits. 
La nécessité suit du fait que pour tout puits x de Supp lvl et pour toute numérotation 
admissible de puits {x1, ... , Xm-d des points de Supp M(x), on a que {x, xi, ... , Xm-1} 
est une numérotation admissible de puits des points de Supp M. La démonstration de 
(b) est duale de celle de (a). D 
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Lemme 3.2.2 Soient A une algèbre d'arbre héréditaire, x un puits (ou une source) de 
Q A ayant n voisins y 1 , .•. , Yn (avec n ~ 2) et M un A-module indécomposable tel que 
dim Myi = 1 pour tout i E {1, ... , n}. Alors, dim M:i: ~ n - 1. 
Démonstration: Si x est un puits, alors pour chaque i E {l, ... , n}, il existe une 
unique flèche ai : Yi ~ x, puisque QA est un arbre. Observons d'abord que M:i: = 
n 
.E Im Mai· Sinon, en effet, le A-module simple S(x) correspondant à x est un facteur 
1=1 
direct propre de lvl, ce qui contredit l'indécomposabilité de ce dernier. De plus, dim M:i: = 
n n n 
dim( E Im Mai) ~ E dim(Im M0 J ~ E Myi = n. Supposons que dim M:i: = n. Alors 
i=l i=l i=l 
Mai, ... , Ma,. : k ~ kn, considérés comme vecteurs de kn sont linéairement indépendants 
et donc les vecteurs Mai (1), ... , Ma,. (1) forment une base de lvl:i: = kn. Par conséquent, 
n 
M:i: = E9 lm Mai et M est décomposable: en effet, soient Ql11, ... , Q[nJ les n composantes 
i=l 
connexes de Q~l contenant respectivement Yi. ... , Yn, et, pour chaque i E {1, ... , n}, soit 
Af[i) le A-module défini par 
k Si y= X 
MliJ = y My si y E Qgl 
0 sinon 
Mai si a= ai 
M[i) = a Ma si a E Q~i) 
0 sinon. 
Alors, il est clair que At! = EB M[iJ. Cette contradiction entraîne l'énoncé. La démonstra-
i=1 
tion est duale pour une source. D 
Remarque 3.2.3 Soit A une algèbre et x un puits (ou une source) de QA n'ayant qu'un 
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seul voisin y et M un A-module indécomposable alors dim Mx $ dim My. 
Proposition 3.2.4 Soient A une algèbre pas nécessairement connexe et Mun A-module 
dont l'algèbre support restreinte à chaque composante connexe de A est vide ou connexe. 
Alors, /vf est un A-module séparé si et seulement si /vf est un module séparé sur son 
algèbre support. 
Démonstration: Notons B l'algèbre support de M. Soient C une composante connexe 
de B, et C', l'unique composante connexe de A qui contient C. Alors, C' n B = C. En 
effet, il est clair que C Ç C'nB. Réciproquement, soient x E (C'nB)0 et y E Co. Puisque 
C' n Best connexe, il existe une marche de x à y dans C' n B. Or, C est une composante 
connexe de B. Donc, x E C0 et par conséquent C' n B Ç C. 
D'autre part, soit C' une composante connexe de A telle que C' n B =/= 0. Par hypothèse, 
C' n Best connexe alors soit C l'unique composante connexe de B qui contient C' n B. 
On affirme que C = C' n B. Pour ce faire, il suffit de montrer que C Ç C' n B. Soient 
x E C0 et y E (C' n B)0 • Puisque C est connexe, il existe une marche de x à y dans C. 
Or, C'est une composante connexe de A. Donc, x E C~. Puisque C Ç B, on a C = C'nB. 
Par définition, M est séparé en tant que A-module si et seulement si, pour toute compo-
sante connexe C' de A., on a que Mie' est indécomposable ou zéro. L'argument précédent 
montre que c'est le cas si et seulement si, pour toute composante connexe C de B, on a 
que Mie est indécomposable, c'est-à-dire que M est séparé en tant que B-module. D 
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Proposition 3.2.5 Soient A une algèbre d'arbre et Mun A-module de support connexe. 
Alors: 
(a) M est complètement coséparant sur A si et seulement si At! est complètement cosé-
parant sur son algèbre support. 
(b) M est complètement séparant sur A si et seulement si At! est complètement séparant 
sur son algèbre support. 
Démonstration: (a) Notons B l'algèbre support de M. Soit {xi, ... , xm} une numéro-
tation admissible de puits des points du support de M. Soient i E {O, ... , m - 1} et C 
une composante connexe de A(i). On affirme que C n B(i) est connexe. En effet, soient 
x, y E ( C n B)0 • On a C n B(i) Ç B et B est connexe par hypothèse. Par conséquent, 
il existe une marche réduite w de x à y dans B. D'autre part, C est connexe, alors il 
existe une marche réduite w' de x à y dans C. Mais A est une algèbre d'arbre et par 
conséquent w = w' et se trouve dans C n B = C n A(i) n B = C n B(i). Puisque l'algèbre 
support de M(i) = MIA(i) est B(i), il suit de 3.2.4 que Af(i) = MIA<i> est séparé en tant que 
A(iLmodule si et seulement si A;J(i)IB<i> = Atlls<i> est séparé en tant que B(iLmodule. La 
conclusion suit de la définition d'un module complètement coséparant. La démonstration 
de (b) est duale de celle de (a). D 
Remarques 3.2.6 (a) La proposition précédente permet, dans le cas où A est une 
algèbre d'arbre et At! est un A-module indécomposable, de supposer NI sincère. 
(b) La proposition 3.2.5 n'est pas vraie si A n'est pas une algèbre d'arbre: En effet, 
prenons A l'algèbre héréditaire ayant comme carquois 
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alors le A-module indécomposable défini par 
est complètement séparant sur son algèbre support mais il ne l'est pas sur A. 
3.3 Algèbres héréditaires étoilées à trois branches 
Le but de cette section est de classifier les modules complètement coséparants et les 
modules complètement séparants sur les algèbres héréditaires dont le carquois a pour 
graphe sous-jacent une étoile à trois branches 1'n1 ,n2 ,n3 avec 1 :::; ni :::; n2 :::; n3. Par la 





0 0 ... 0 0 ô 0 0 0 
. . . 0 0 . 
ri.na di a 'Y Ci Cn2 
Le point ayant trois voisins, a, sera appelé le noeud du carquois. 
Définition 3.3.1 Soient A une algèbre héréditaire de type 1'n1 ,n2 ,n3 et Q un sous-carquois 
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plein et connexe de Q A contenant le noeud et ses voisins. 
(a) Si le noeud de QA est un puits, on définit le A-module V(Q) par 
k2 six=a 
V(Q)x= k sixEQo\{a} 
0 six ft Qo 
[:] si a= f3 
[:] si a= 'Y 
V(Q)Q = 
[ :] si a= ô 
1 si a E Q1\{/3,1,ô} 
0 si a fi. Q1. 
(b) Si le noeud de Q A est une source, on définit le A-module ( Q) V par 
k2 six=a 
(Q)V.r = k six E Qo\{a} 
0 six fi. Qo 
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[1 o] si a= /3 
(o 1] si a= 'Y 
(Q)Va = [1 1] si a= ô 
1 si a E Qi\{/3,"'f,Ô} 
0 si a fi. Qi. 
Lemme 3.3.2 Soient A une algèbre héréditaire de type 1'n1 ,n2 ,n3 et Q un sous-carquois 
plein et connexe de Q A contenant le noeud et ses voisins. 
(a) Si le noeud de QA est un puits, alors V(Q) est complètement coséparant. 
(b) Si le noeud de QA est une source, alors (Q)V est complètement séparant. 
Démonstration: (a) D'abord, V(Q) est indécomposable (car sa restriction à la sous-
catégorie pleine formée de a, bi, ci, di l'est). Montrons l'énoncé par récurrence sur n = 
IQol· Si n = 4, le seul puits de Q est le noeud a. En outre, Q(a) = Qb U Qc U Qd 
où Qb (ou Qc, Qd) contient comme unique point bi (ou c1 , di, respectivement). Alors 
Qb = Qc = Qd =Ai et V(Q)Cal = U(Qb) œ U(Qc) œ U(Qd) = k œ k œ k qui est complè-
tement coséparant par 3.1.10. Par 3.2.l, V(Q) est complètement coséparant. 
Supposons l'énoncé vrai pour l <net montrons-le pour n. Soit x un puits de Q. Six= a, 
alors Q(x) = QbUQcUQd où Qb (ou Qc,Qd) est connexe et contient bi (ou ci, di, respec-
tivement). Alors, Qb = An 1 , Qc = An2 , Qd = An3 et V(Q)Cxl = U(Qb) E9 U(Qc) œ U(Qd) 
qui est complètement coséparant par 3.1.10. Si x -=fa a, alors x ne peut être un voisin de 
a et par conséquent, Q(x) = Q' U Q" où Q" est vide ou de la forme At., tandis que Q' est 
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une étoile à trois branches avec IQ~I < IQol· Donc, V(Q<x>) = ·v(Q') œ U(Q") est com-
plètement coséparant, par l'hypothèse de récurrence. Par 3.2.l, V(Q) est complètement 
coséparant. La démonstration de (b) est duale de celle de (a). D 
Théorème 3.3.3 Soient A une algèbre héréditaire de type 'll'n1 ,n2 ,n3 et NI un A-module 
avec Q = SuppM connexe. 
(a) M est complètement coséparant si et seulement si M ~ U(Q) ou bien le noeud de 
QA est un puits contenu dans Q avec ses voisins et M ~ V(Q). 
(b) M est complètement séparant si et seulement si M ~ U(Q) ou bien le noeud de QA 
est une source contenue dans Q avec ses voisins et M ~ (Q)V. 
Démonstration: (a) La suffisance suivant immédiatement de 3.1.8, 3.1.9 et 3.3.2, mon-
trons la nécessité. Supposons que M =F U(Q). Alors le noeud a de QA ainsi que ses 
voisins b1 , c1 , d1 appartiennent nécessairement à Q: sinon, Q =A,, pour un let par 3.1.10, 
M ~ U(Q), une contradiction. 
Nous affirmons maintenant que le noeud a est un puits. Supposons que ce n'est pas le 
cas, et prouvons par récurrence sur n = IQol que M ~ U(Q). Pour n = 4, soit x un puits 
de Q, alors x est un voisin de a. En outre, QCx) = A:J et par 3.1.10, Af{x) ~ U(Q<x>). 
Comme M est un module indécomposable sur une algèbre héréditaire de type [])4 , on a 
bien que M ~ U(Q). Supposons n > 4, que l'énoncé est vrai pour l <net montrons-le 
pour n. Soit x un puits de Q, alors x =Fa. En outre, Q(x) = Q' U Q" où Q" est vide ou de 
la forme A,,, tandis que Q' est une étoile à trois branches avec IQ~I < n ou de la forme 
.Ân-t-l · Comme Af(x) est complètement coséparant, l'hypothèse de récurrence et 3.1.10 
entraînent que M(x) ~ U(Q')œU(Q") Comme M est indécomposable, il suit de 3.2.2 que 
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dim M-:r: < L Par 3.1.11, on a bien At!~ U(Q). Cela achève de montrer que a est un puits. 
Il reste à prouver qu'avec ces hypothèses, a est un puits contenu dans Q avec ses voisins 
et M ~ U(Q), on a At! "' V(Q). Comme M(a) est complètement coséparant et Q(a) = 
QbUQcUQd où Qb (ou Qc, Qd) est connexe et contient b1 (ou ci, d1 , respectivement) alors, 
Qb = An1 , Qc = An2 , Qd = An3 et 3.1.10 impliquent que M(a) ~ U(Qb) œ U(Qc) œ U(Qd)· 
Comme M est indécomposable, il suit de 3.2.2 que dim Ma ~ 2. L'hypothèse que 
M ~ U(Q) et 3.1.11 entraînent qu'en fait dim Ma = 2. Notons A' la sous-catégorie 
pleine de A engendrée par {a,bi,ci,di}. Alors A' est héréditaire de type ID>4 et son noeud 
est un puits. Comme la restriction M' = MIA' est un A'-module indécomposable (et 
que les modules indécomposables sur les algèbres héréditaires de représentation finie sont 
uniquement déterminés par leurs vecteurs dimension), il est isomorphe à V ( Q A'). Par 
conséquent, M"' V(Q). La démonstration de (b} est duale de celle de (a). D 
Corollaire 3.3.4 Soient A une algèbre héréditaire docile telle que Q A =/= Àri, Dn, et 1Vf 
un A-module dont le support Q est connexe.Alors: 
(a) M est complètement coséparant si et seulement si Jiil ~ U(Q), ou bien Q contient 
un point ayant trois voisins, ce noeud est un puits et M ~ V(Q). 
{b} M est complètement séparant si et seulement si M"' U(Q), ou bien Q contient un 
point ayant trois voisins, ce noeud est une source et lvf ~ ( Q) V. 
Démonstration: La démonstration suit du théorème précédent. D 
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3.4 Le cas IÎiln 
Il reste à traiter les algèbres héréditaires de type ~. Pour n ~ 5, le carquois ordinaire 
d'une telle algèbre a un graphe sous-jacent contenant deux points ayant trois voisins 
(aussi appelés ses noeuds). On utilisera les notations suivantes: 
la /3 on+l 
'\.ll1 /.Jl/ 
"\. 0!3 {33 / 
o~~~o~~~o · · · o~~~o o 
/3 4 n-2 n-1~ 
20 on 
Cela permet de définir six modules sincères selon que 3 et n -1 sont des puits, des sources 
ou ni l'un ni l'autre. On note Q un carquois tel que Q = IÎÏln. 
(a) Si 3 est un puits de Q, on définit le A-module V3(Q) par 
{
k2 
V3(Q)x = k 
Si X= 3 
SÎ X =/= 3 
[:] 
si a= a 1 
[:] 
si a= a2 
V3(Q)a = 
[:] 
si a= a3 
1 si a E Q1\{ai.a2,a3}. 
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(b) Si 3 est une source de Q, on définit le A-module (Q)V3 par 
((Q)V3)x = 
{
k2 si X= 3 
((Q)V3)a = 
k six=;63 
[ 1 o] si Q = c:t1 
[o 1] si Q = c:t2 
[ 1 1] si a= aa 
1 si a E Q1\{a1,c:t-:?:c:ta}. 
(c) Sin - 1 est un puits de Q, on définit le A-module Vn_ 1(Q) par 
{
k2 
Vn-i(Q)x = k 
six= n -1 
six#n-1 
[:] 
si a= !31 
[:] si a= fh. Vn-1(Q)a = 
[:] si a= {33 
1 si a E Q1 \{f3i. /h., {33}. 
(d) Sin - 1 est une source de Q, on définit le A-module (Q)Vn-l par 
{
k2 




[1 o] sia=.81 
((Q)Vn-da = 
[o 1] sia=.82 
[ 1 1] si a = ,83 
1 si a E Q1\{,B1,.82,,B3}. 





1 si a E Q1 \ { ali a2, aa, .81, .82, .Ba}· 
(f} Si 3 et n - 1 sont des sources de Q, on définit le A-module (Q)V3,n-l par 
{
k2 si x E {3, n - 1} 
((Q)VJ,n-dx = 
k six~ {3, n - 1} 
[ 1 o] si O! E {0!1, .81} 
[ 0 1] si O! E { 0!2, J32} 
[ 1 1] si a E { O!a, .Ba} ((Q)\13,n-dQ = 
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Lemme 3.4.1 Soit A~ kQ avec Q = lD>n et n;::: 5. Alors: 
(a) Les modules V3(Q), Vn-i(Q) et V3,n-1(Q) sont complètement coséparants {quand ils 
sont définis). 
(b) Les modules (Q)V3, (Q)Vn-l et (Q)V3,n-i sont complètement séparants {quand ils 
sont définis). 
Démonstration: (a) Il est clair que les modules V3(Q), Vn-i(Q) et V3,n-i(Q) sont indé-
composables (quand ils sont définis). Supposons que 3 est un puits et montrons que 
V3(Q) est complètement coséparant. Soit x un puits de Q. Si x = 3, alors Q(x) = 
Q(l) U Q(2) U Q(4), où Q(i) est connexe et contient i, pour i E {1, 2, 4}. Alors Q(l) = 
Q(2) = Ai et Q(4) = Dn-2 (sauf si n = 5, auquel cas Q(4) = Aa), et V3(Q)<xl -
U(Q(l)) œ U(Q(2)) œ U(Q(4)) = k œ k œ U(Q(4)) est complètement coséparant. 
Six = n - 1 alors Q(x) = Q(n - 2) U Q(n) U Q(n + 1) où Q(i) est connexe et contient 
i, pour i E {n - 2, n, n + 1}. Alors Q(n) = Q(n + 1) = Ai et Q(n - 2) = Dn_2 
(en effet, comme 3 et n - 1 sont tous deux des puits, on a n > 5) et Y;(Q)(x) = 
V(Q(n - 2)) œ U(Q(n)) EB U(Q(n + 1)) = V(Q(n - 2)) EB k EB k est complètement co-
séparant. Si x n'a que deux voisins, alors x E { 4, ... , n - 2} et Q(x) = Q' U Q" où Q' 
contient 3, Q' =Dl et Q" contient n-1, Q" = Dn-l· On a Vj(x) = V(Q') EB U(Q") qui est 
complètement coséparant. 
Enfin, six n'a qu'un seul voisin, alors x E { n, n + 1} et Q(x) est connexe avec Q(x) = Dn, 
alors Vj(x) = V(Q<x>) est complètement coséparant. Comme V3(Q) est indécomposable, 
on a fini par 3.2.1. Le cas Vn-i(Q) est symétrique. 
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Il reste à trancher le cas tlÙ 3 et n-1 sont des puits et montrer qu'alors Va,n-l ( Q) est com-
plètement coséparant. Soit x un puits de Q. Alors, x E {3, n-1} ou bien x a deux voisins. 
Dans le premier cas, supposons par symétrie que x = 3, alors Q(x) = Q(l) U Q(2) U Q(4), 
où Q(i) est connexe et contient i, pour i E {l, 2, 4}, Q(l) = Q(2) = A1 et Q(4) = ID>n-2· 
Alors V3,n-i(Q)Cx) = U(Q(l))œU(Q(2))E9V(Q(4)) = kE9kE9V(Q(4)) est complètement 
coséparant. Dans le second cas, puisque x fi. { 4, n - 2}, on a QCx) = Q' U Q" où Q' = ID>t et 
Q' contient 3, tandis que Q" = Dn-l et Q" contient n -1. Donc VJ~~-l = V(Q') E9 V(Q") 
qui est complètement coséparant. Comme VJ,n-i(Q) est indécomposable, on a fini par 
3.2.1. La démonstration de (b) est duale de celle de (a). D 
Proposition 3.4.2 Soient A une algèbre héréditaire de type IÎÏ>n avec n ~ 5 et M un 
A-module de support Q connexe. Alors: 
(a) M est complètement coséparant si et seulement si: 
(i) lvl ~ U(Q), ou bien 
(ii) Q =Dm avec m :5 n, le noeud de Q est un puits dans Q et !vl '"" V(Q), ou 
bien 
(iü) Q = QA, 3 est un puits et M '.:::'. Va(Q), ou bien 
(iv) Q = QA, n - 1 est un puits et lvl '.:::'. Vn-i(Q), ou bien 
(v) Q = QA, 3 et n - 1 sont des puits et M '.:::'. Va,n-i(Q). 
(b) lvl est complètement séparant si et seulement si: 
(i) M '.:::'. U( Q), ou bien 
(ii) Q = Dm avec m :5 n, le noeud de Q est une source dans Q et lvl '.:::'. ( Q) V, ou 
bien 
(iii} Q = QA, 3 est une source et M'"" (Q)V3, ou bien 
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(iv) Q = QA, n - 1 est une source et M"' (Q)Vn-1 1 ou bien 
{v) Q = QA, 3 et n - 1 sont des sources et M ~ (Q)Va,n-1· 
Démonstration: (a) La suffisance suivant de 3.3.2, 3.4.1 et 3.1.8, montrons la nécessité. 
Si Q # QA, alors Q = A..n ou Q =Dm. On applique alors respectivement 3.1.10 et 3.3.4. 
Il reste le cas où Q = Q A. On a deux cas: 
(1) Si 3 et n - 1 ne sont pas des puits, soit x un puits de Q. Six n'a qu'un seul voisin 
dans Q, alors QCx) = Dn et par 3.3.4, Jvf(x) ~ U(QCxl). Comme M est indécomposable, on 
a dim Mx $ L On en déduit que M ~ U(Q) par 3.1.11. Six a deux voisins dans Q, alors 
Q(x) = Q' U Q" où Q' = JD)l (ou Aa, six= 4) et Q" = JD)n-l (ou Q" =An, six= n - 2) et 
par 3.3.4, Jvf(x) ~ U(Q') œ U(Q"). Comme, par 3.2.2, dim Mx< 1, on a que M,...., U(Q) 
par 3.1.11. 
(2) Si 3 ou n - 1 est un puits, on peut, par symétrie, supposer que 3 est un puits. 
Alors QC3> = Q(l) U Q(2) U Q(4) où Q(i) est connexe et contient i, pour i E {l, 2, 4} 
de sorte que Q(l) = Q(2) = A1 et Q(4) = Dn-2· Par 3.3.4, on a deux cas possibles: 
MC3) ~ k œ k œ U(Q(4)) ou n - 1 est un puits et Jv/C3> ~ k œ k œ V(Q(4)). D'autre part, 
par 3.2.2, on a dim M 3 < 2. Si dim lv/3 = 1, il suit clairement de l'indécomposabilité de 
M que M ~ U(Q) ou M ~ Vn-i(Q). 
Si dim M3 = 2 et lvf ~ k œ k œ U(Q(4)), notons A' la sous-catégorie pleine de A en-
gendrée par {l,2,3,4}, alors A' est héréditaire de type D4 et son noeud est un puits. 
Comme lvl' = MIA' est un A' module indécomposable, alors M ~ Va(Q). Tandis que si 
dim M = 2, n-1 est un puits et MC3> = kœkœ V(Q(4)). En particulier, si A' note encore 
la sous-catégorie pleine de A engendrée par {1, 2, 3, 4}, comme M(n-l) est complètement 
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coséparant, on en déduit que M' = MIA' = M(n-l)IA• est un A'-module indécomposable. 
Par conséquent, M ~ V3,n-i(Q). La démonstration de {b) est duale de celle de (a). D 
Il reste le cas 04 • Commencons par les exemples suivants. 
Exemples 3.4.3 (a) Soit A= kQ, où Q est le carquois 





et W comme étant le A-module donné par 
alors W (À, µ) et W sont des briques et en fait sont complètement coséparants. 
Observons que W est de défaut -1 et donc est postprojectif, alors que W(À,µ) 
est de défaut nul et donc est régulier (en effet, le vecteur défaut pour A est ÔA = 
1 
1 -1 -1 ). 
1 
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(b) Soit A = kQ, où Q est le carquois 
Pour chaque(.-\,µ) E k2\{0}, on définit (.-\,µ)W comme étant le A-module donné 
par 
et W' comme étant le A-module donné par 
alors(.-\, µ)W et W' sont des briques et en fait sont complètement séparants. Obser-
vons que W' est de défaut 1 et donc est préinjectif, alors que (À, µ) W est de défaut 
-1 
nul et donc est régulier (en effet, le vecteur défaut pour A est c5A = -1 1 1 ). 
-1 





Pour chaque (À,µ) E k2 \{0}, on définit W(À,µ) comme étant le A-module donné 
par 
et W comme étant le A-module donné par 
alors W(A, µ) et W sont des briques et en fait sont complètement coséparants. 
Observons que W est de défaut -2 et donc est postprojectif, alors que W(A, µ) 
est de défaut nul et donc est régulier {en effet, le vecteur défaut pour A est c5A = 
1 
1 -2 1 ). 
1 
(d) Soit A= kQ, où Q est le carquois 
Pour chaque (À,µ) E k2\{0}, on définit (A,µ)ltV comme étant le A-module donné 
par 
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et W' comme étant le A-module donné par 
alors(..\, µ)W et W' sont des briques et en fait sont complètement séparants. Obser-
vons que î-V' est de défaut 2 et donc est préinjectif, alors que (..\,µ)West de défaut 
-1 
nul et donc est régulier (en effet, le vecteur défaut pour A est ô A = -1 2 -1 ) . 
-1 
La classification des modules complètement coséparants et des modules complètement 
séparants sur les algèbres héréditaires fortement simplement connexes est achevée par la 
proposition suivante. 
Proposition 3.4.4 Soient A une algèbre héréditaire de type D4 et M un A-module de 
support Q connexe. Alors: 
(a) M est complètement coséparant si et seulement si: 
{i) !YI:::'. U(Q), ou bien 
(ii) Q = D4 , le noeud de Q est un puits et N[ :::'. V(Q), ou bien 
{iii) Q = QA a l'orientation de l'exemple 3.4.3(a) ou celle de l'exemple 3.4.3{c) et 
on a M :::'. W(A,µ) pour un certain(..\,µ) E k2\{0} ou bien M rv W. 
{b) M est complètement séparant si et seulement si: 
{i) M :::'. U(Q), ou bien 
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(il} Q = ][)4 , le noeud de Q est une source et lvf ~ V(Q), ou bien 
(ili} Q = QA a l'orientation de l'exemple 3.4.3(b) ou celle de l'exemple 3.4.S(d) et 
on a M ~ (À,µ)W pour un certain(.,\,µ) E k2 \{0} ou bien M ~ W'. 
Démonstration: La suffisance suivant de 3.3.2, 3.4.3 et 3.1.8, montrons la nécessité. 
Supposons que Q =I= QA, alors Q est de type A1 , A2, Aa, ][)4 de sorte que M '.:: U(Q) ou 
M:: V(Q) (et ce dernier cas n'arrive que si Q = ][)4 et le noeud de Q est un puits de 
Q). Supposons donc que Q = QA et soit x un puits de Q. 
Si x n'a qu'un voisin, alors Q(x) = ][)4 • Donc, M(x) ~ U(Q<x>) ou bien M(x) "" V(Q<x>) 
et le noeud de Q<x> est un puits. Dans le premier cas, on a dim Mx < 1 car lvf est 
indécomposable, donc, par 3.1.11, on a M ~ U(Q). Dans le second cas, Q a l'orientation 
de 3.4.3(a) et on a dim M < 2, car M est indécomposable. On a deux sous-cas. Si dim 
Mx = 1, alors lvf est de défaut nul, donc régulier. Comme 1\tl est une brique régulière, 
on a que lvf"" W(À,µ) pour un certain (À,µ) E k2\{0}. Si dim lvfx = 2, alors M est de 
défaut -1 < 0, donc est postprojectif. Comme un module indécomposable postprojectif 
est uniquement déterminé par son vecteur dimension, on a M ~ W. 
Si x a plus d'un voisin, il en a quatre. Par conséquent, le carquois Q a l'orientation de 
3.4.3(c) et M<x> "" k E9 k E9 k E9 k. Par 3.2.2, dim lvfx ::; 3 ce qui donne trois sous-cas. Si 
dim Mx= 1 alors, par 3.1.11, lvf ~ U(Q). Si dim lvfx = 3 alors M est de défaut -2 < 0 
donc est postprojectif et, par conséquent, M "" W. Enfin, si dim Mx = 2, on a que M 
est de défaut nul, donc est une brique régulière. Donc, M "' W (À, µ) pour un certain 
(À, µ) E k2\ { 0}. La démonstration de (b) est duale de celle de (a). D 
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CONCLUSION 
On a donné, dans le chapitre trois, une classification des modules complètement ccr 
séparants et des modules complètement séparants sur les algèbres héréditaires dociles. Il 
serait intéressant de généraliser le résultat donné pour les algèbres héréditaires de type 
Ü4 aux étoiles à quatre branches, comme on l'a fait pour les étoiles à trois branches. On 
s'aperçoit déjà que la classification des modules complètement coséparants et des modules 
complètement séparants sur les algèbres héréditaires étoilées à quatre branches est moins 
simple que celle sur les algèbres héréditaires à trois branches. On pourrait tout de même 
essayer de généraliser ces résultats pour une algèbre héréditaire étoilée à n branches. 
Une autre approche serait de regarder ce qui se passe pour les algèbres monomiales en 
fonction des résultats sur les algèbres héréditaires. 
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