The problem in this study relates to evolving an efficient centralized material delivery system from the co.mpany's central depot to different work areas as a substitute for the system of collecting material individually. The suggested change results in economy of resources and ensures their greater utilization. The designed system removes several of the company's material handing equipment from specific departmental assignments and places them instead in a common pool under the depot administration. The company's central depot consists of four custodies (holding stores) located at different places from where materials are delivered to different work areas individually. The elements of the modified system include selection of the type and size of the vehicle fleet, frequency of transportation, determination of shortest routes for material delivery, estimation of staff requirement, and formulation of delivery schedule compatible with other system parameters. The objective of the modified system is to ensure timely and efficient material delivery in different work areas and to minimize delivery costs. Delivery costs consist of the costs of operation of vehicle fleet manpower deployed, and transportation costs.
Owing to the wide range of standard and tailor made products, changing product mix every year, and large number of materials with different units and varying rates of consumption, analysis of their demand on common scale posed severe difficulties. As a shortcut, therefore, it was decided to base the demand analysis on the number of stores issue vouchers (SIV) raised by different work areas for withdrawing materials. However, this might not be the ideal solution because the amount of material transported is not always linearly related to the number of SIVs. In practice this indicator is found to have a high degree of correlation both with amount and frequency of material transported. It is to be remembered that in real life situations data representing a system show considerable stability. This implies that if a work area follows a particular drawal pattern with regard to the frequency it should repeat the same in the next period too with only gradual or minor variations in values. With this presumption demand pattern was based on the analysis of SIVs. For measuring the amount of material transported for the purposes of space allocation in vehicles, a combination of judgement and experience of the concerned staff was utilized. For example, if a particular work area had been drawing a set of materials every alternate day, through judgement and experience we assessed how much space in truck would be necessary if the same have to be delivered everyday. Alternatively, if the space was tentatively fixed, what frequency of delivery would be appropriate. Several combinations of work areas along with the frequency of trips were explored. Similarly estimates of unloading time at each work area were duly adjusted for changes in the system parameters. With the fixation of frequency and unloading time, the decision for the elements of sets was made on three guidelines : the delivery was not extended beyond working hours; work areas covered in a delivery schedule were physically close; and trips were balanced for the material transported. This was achieved by keeping the number of SIVs for each day uniform as the amount of material transported was found to be linearly correlated with the former. For this reason, the usual method of minimizing the product of material transported and distance travelled for evolving optimum delivery systems was not considered necessary. With resources becoming surplus in the new system, the optimization of vehicle capacity as a criterion was not considered appropriate. Instead, increased and balanced utilization of resources by uniform apportionment of workload for each day was considered sufficient to meet the requirement.
Analysis
Based on the guidelines evolved earlier, the entire plant was divided in three sets (zones): Set A, Set B, and Set C. (See Figure 1 .) These sets included areas which were close, mostly required the material from the same custody, and needed the same type of transport. These sets were further divided into subsets to be covered by each day's delivery schedule. It was endeavoured to keep the subsets balanced from the viewpoint of handling involved. Tables 1, 2, and 3 provide the composition of Sets A, B, and C. Further details of the subsets are given in Tables 10,  11 , and 12. In addition, these tables provide material transportation density, delivery schedule, and distance covered. For Sets A and B, one truck each and for Set C one tractor-trailer and mobile crane were provided as in Set C heavy structural items were required to be transported. H.T.S., S.T.S., etc. are short names of different work areas which constitute the sets or subsets.
Computations for Route Optimization
As an illustration, sample computations are given for Subset A 1. Table 5 gives the distance matrix. To start with the matrix is first reduced with respect to row and then with respect to column.
At level 1, the links which have zeros after the distance matrix have been reduced, and the associated regrets are: R(1, 4) = 250, R(2, 3) = 295 R(3, 2) = 295 R(4, 1) =135, R(5, 6) =680 R(5, 7) = 920 R(6, 5) = 565, R(7, 5) =790
The maximum regret of 920 corresponds to link (5, 7). Thus link (5, 7) is selected to be included in the final tour by setting A(5, 7) = 1. Consequently row 5 and column 7 are deleted. Link (7, 5) is also deleted by setting C(7, 5) =co.
At level 2, the distance matrix gets reduced as in Table 7 . As before, the associated regrets are: R(1, 4) = 225 R(2, 3) = 295 R(3, 2) = 295 R(4,1) = 45 R(6, 5) =1030 R(7, 1) =0 R(7 6) = 550 At level 2, link (6, 5) is selected by setting A(6, 5) = 1 as it has the maximum regret of 1030. Accordingly row 6 and column 5 are deleted and C(5, 6) is set equal to infinity. To avoid creation ofsubroutes as we proceed link (6, 7) is deleted. At level 3, the maximum regret of 295 corresponds to links (2, 3) and (3, 2). Applying the look ahead rule to break the tie, the reduction associated with each of these two links is computed according to step (3, 2) in algorithm such that D(2, 3) = 160 + 135 = 295 and D(3, 2) = 250 + 45 = 295. Since again a tie exists we proceed by breaking the tie randomly, i.e. say, selecting link (2, 3) in final route by setting A(2, 3) = 1. Link (3, 2) is also deleted by setting C(3, 2) equal to infinity. The problem solving procedure continues smoothly through levels 4 to 5 where links (1, 6) and (4, 1) are included in the final route respectively. Following the decrease in the size of the distance matrix due to deletion of rows and columns in the decision-making process, a(2 x 2) matrix remains at level 6. In this matrix lines (3, 4) and (7, 2) have the maximum regret. At this level, it is not necessary to apply the look ahead rule because the reduction generated by either of the two links usually amounts to the same value and thus the tie must be broken randomly. Consequently links (7, 2) and (3, 4) are selected at levels 6 and 7 respectively. Since 1 is the starting point from stores custody, the final route, therefore, becomes :
1-6 -5-7 -2-3 -4 -1 orCy I-GIF-LFS -Trg.School -B1.I-B1. -II-B1.IV-Cy.l The total distance to be travelled from custody I = 1065+500+500+2535+270+430+385 = 5685 m.
Since material loading will first start from Custody (ll-lll), the total distance travelled = 615 + 5685 = 6300 m.
Conclusions
After deciding the composition of each subset, the frequency of trips and routes, the selection of vehicle fleet size and manpower deployed was based on the anticipated workload. The estimation of vehicle and staff is summarized in Table 9 . A supervisor was provided with the truck or trailer to assume the overall responsibility of material delivery at each work area. Estimation of helpers to accompany the vehicle was based on experience and company norms for this purpose. The delivery schedules are given in Tables 10, 11 , and 12 which are evolved in agreement with designed or chosen parameters. Tables 13 and 14 compare the gain of the new system in terms of the saving in distance travelled. Following centralization, the size of the staff and fleet was reduced to onethird of its original strength. The new system provided even loading pattern for the equipment and manpower by ensuring balance and uniform material handling for each day.
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Appendix
In part of the present analysis, the travelling salesman problem has been used for minimizing the transportation. The travelling salesman problem, as one of a class of routing problems in a transportation network, is the simplest form of vehicle scheduling problem which arises in a number of contexts and occurs with endless variety of characteristics. The problem plays a fundamental role in various distribution systems and consists of finding the minimum total cost of travel starting and ending at the same terminal and visiting once and only one each of the cities. The measured of cost may be either the actual distance between cities or some other factors such as the time of travel. The travelling salesman problem has been solved through a number of approaches. A dynamic programming treatment of the problem has been suggested by Bellman (1962) and Held and Karp (1962) . Integer programming approaches have been suggested by Dantzig era/. (1959 ), Miller etal. (1960 and Ashour and Char (1970) . Little etal. (1963) and Shapiro (1966) have used combinational programming in solving the problem. Karg and Thompson (1964) , Linn (1965) and Raymond (1969) have taken recourse to several heuristic approaches. In the present analysis, a heuristic algorithm developed by Ashour et al. (1972) which exploits the underlying combinational nature of the problem has been used.
The choice for this particular method was chiefly the computational ease it offered as it was feasible to do it even on an electronic calculator following lack of computer facilities with the organization. The associated drawback of this method is that the final solution although very close to the optimal runs the risk of not being exactly so. But again as it only involved 6 or 7 centres in most of the present cases, non-optimality if any was detectable even with the scrutiny of other feasible alternatives most likely to be optimal.
The heuristic method used involves three main steps in the solution, namely, starting point, solution generation scheme, and termination rule. The starting point is the reduced original distance matrix. Solution generation scheme is one of tour construction and termination occurs when all cities have been assigned on route. The algorithm is somewhat similar to the branch-and-bound without backtracking. The algorithm makes use of a twodepth-look-ahead rule, a modified regret function, and a saving function. Steps proposed by Ashour et al. (1972) with the same notation have been used in solving the problem. (Mathematical steps involved in solving the problem may be obtained from the authors at Management Services, Bharat Heavy Electricals Limited, Hardwar.) Table 5 Reduced Distance Matrix following Row Transformation 
