After de ning appropriate metrics on strings and parse trees, the classic de nition of continuity is adapted and applied to functions from strings to parse trees. Grammars that yield continuous mappings are of special interest, because they provide a sound theoretical framework for syntax error correction. Continuity justi es the approach, taken by many error correctors, to use the function output (the parse tree), and all the additional information it provides, in order to nd corrections to the function input (the string). We prove that all Bounded Context grammars are continuous and that all continuous grammars are Bounded Context Parseable grammars, giving a characterization of continuous grammars in terms of possible parsing algorithms.
Introduction \The problem of recovery from syntax errors in compilers
is not yet satisfactorily solved" states Richter 13] and the shear amount of literature on syntactic error handling (see 7]) attests to its di culty. Most practical methods lack a sound theoretical foundation and even worse, some theoretical investigations 20] conclude that automatic tools will never be able to generate good error correctors.
Today, the best error-correction methods for LR(k) parsers, as described in 8] , are characterized by a twophase approach: After the error is detected, the rst phase, called the condensation phase, attempts to parse the unread portion of the input, so gathering right context (forward move). Some methods also collect the left context of the error (backward move). The second phase, called the correction phase, uses the previously gathered information to modify the token sequence and/or stack con guration to restart the analysis and generates diagnostic messages.
To gain a foundation for this method, two questions must be answered:
Is it possible to obtain a reliable analysis of the left or right context of the error as a basis for the correction phase?
Is it possible to nd the correction, based on the results of the condensation phase, for some reasonably de ned class of errors? For LR(k) grammars, the analysis of the right context might depend on the entire left context and in the presence of errors the complete left context is usually not available. The left context, as captured by the parse stack, might not be reliable; especially SLR or LALR parsers can produce unwanted reductions before shifting the error-token.
A pathological example can illustrate how hopeless the situation is: Given a string and two arbitrary parse trees^ 1 and^ 2 for this string, it is possible to write two LR(k) grammars G1 and G2 with start symbols S1 and S2 that produce the respective parse trees^ 1 and^ 2 from . Adding two new terminal symbols a and b, and the productions S ! aS1aa and S ! bS2bb, we can easily combine both grammars into a new LR(k) grammar G. Now a single token error can change the string a aa into b aa. A typical LR(k) parser will detect this error when reading the double a at the very end of the string. With bS2 as stack con guration, the left context does not provide any clue for the correct repair, the parse tree^ 2 is completely wrong, and it takes an arbitrary large amount of work to change^ 2 into^ 1 before parsing can continue. Here, the comma separated list is either the controlling expression of an if-statement, using the comma operator, or the argument list for the function fi, using the comma as a separator, or a list of variable declarations. A small change in the input will send the parser into completely di erent directions|whether this direction is correct or not|producing quite di erent parse trees.
Further examples are used in 20] to conclude that good automatic error correction is impossible. In contrast, this paper has a more optimistic view. It de nes a class of grammars that are reasonably powerful and provably \well behaved" in the presence of errors.
Of the two questions given above, this paper deals almost exclusively with the second. We assume a parser that extracts as much structure as possible from a given string of input tokens (condensation phase) and ask how di cult it is to repair the resulting parse trees. It turns out that the class of continuous grammars not only o ers a solution to this problem, but is a proper subclass of the Bounded Context Parseable grammars 21], a class of grammars that provides an answer to the rst question.
The core of this paper are the metrics de ned in section 2. In contrast to previous work 20] the metrics given here are derived directly from the parsing process and use the rich representation of parse trees. Based on these metrics, section 3 explains the notion of continuous grammars. Grammars for programming languages are designed to yield a mapping from strings of input tokens to parse trees and a parser is a program to compute this mapping. Intuitively, this mapping is called continuous, if small changes in the token string will cause only small changes in the resulting parse tree. Speci cally, a continuous grammar ensures that the e ect of any single token error is con ned to a bounded set of nodes of the parse tree. Section 4 investigates the relationship of continuous grammars to other classes of grammars. The nal section 5 discusses the results and provides links to related work.
Notation and De nitions
To avoid a lengthy section of standard de nitions, we follow, as closely as possible, the notation system and definitions of 2] chapter 4, pp. 166, and provide here only a short informal summary. Wherever our notations and de nitions are new or di erent, full details are given.
2.1 Symbols, Grammars, and Derivations a, b, c, x are used for terminal symbols; S, A, B, C, are used for nonterminal symbols; X, Y , Z for symbols in general; and , , , , , for strings of symbols.
The length n of a string = X1 Xn is denoted as j j. Grammars are described with rules of the form A ! .
The maximum length of the right hand sides over all rules m = maxfj j : A ! g is called the branching factor of the grammar. Grammars de ne languages through the process of derivation. Given the string A and the rule A ! , we can derive the string by replacing the occurrence of the left hand side of the rule by its right hand side. We write A ) . Derivation is the re exive and transitive closure of ); it is written * ).
Strings that can be derived from a special start symbol are called sentential forms. Sentences are sentential forms containing only terminal symbols, and the set of all sentences de ned by the grammar is the language.
Parse Trees
Parse trees capture the same information as derivations but lter out the choice regarding the replacement order. We use * ) ] to denote the parse tree that is de ned by the derivation * ) . When the derivation is clear from the context or not essential for the current argument, we will write^ for the parse tree * ) ].
A parse tree is an ordered list of nodes, each labeled with a symbol, together with a parent/child relation. For a given derivation, the corresponding parse tree is de ned by induction over the length of the derivation. Note that a parse tree according to our de nition is a tree in the traditional sense, with a single root node, only if j j = 1; otherwise a parse tree, here, is a list of several tree structures, one for each symbol of .
Strings are actually special cases of parse trees. Using the trivial derivation * ) strings are embedded in the larger domain of parse trees. This natural embedding simpli es the description of parsing as a transformation Parse trees, however, can contain more information than plain strings|namely the grammatical structure| and this information is essential for the de nition of metrics appropriately re ecting the parsing process.
Metrics
In short, the di erence between two parse trees is described by sets of nodes, and we will measure the size of these sets by something like the \diameter" of the set, limiting the distance of two elements of the set. We start by de ning the distance d^ of two nodes X and Y in a parse tree^ :
If X and Y are two root nodes and = X Y , the distance is naturally de ned by d^ (X; Y ) = d^ (Y; X) = j j + 1. In summary, the distance of two nodes X and Y is measured by the distance of the corresponding symbols X and Y in a derivation. Since, however, a parse tree can have many di erent derivations and many symbols in a derivation correspond to the same node, we take the shortest possible distance, or the minimum distance.
The ultimate reason to de ne the measure d^ as given above is however the parsing process. d^ (X; Y ) is the shortest distance that the nodes X and Y will have as entries on the parse stack for all possible parsers. A bound on d^ (X; Y ) is therefore of practical importance: for an optimal parser, it limits the amount of nodes on the parse stack that need to be considered.
Note, that d^ is not a topological metric; the inequality d^ (Y; Z) d^ (X; Z)+d^ (X; Y ) does not hold. The reason is simply that the node X might be an ancestor of both Y and Z. The following lemma gives a restricted form of this inequality that is needed for the proof of Theorem 1.
Lemma 1 Let^ be a parse tree, let X, Y , and Z be nodes in^ , and let Y be the parent node of X. Then d^ (Y; Z) d^ (X; Z) Proof. If d^ (Y; Z) = 0, then there is nothing to prove, otherwise Y is not an ancestor of Z. If d^ (X; Z) = 0, then X and Z have an ancestor relation, and hence Y and Z are in an ancestor relation, implying d^ (Y; Z) = 0.
Otherwise, X is not an ancestor of Z and d^ (X; Z) = minfd^ (X; Z)j * ) g, since X, having a parent node Y , can not be a root node. Assume that the minimum de ning d^ (X; Z) is reached in .
The replacement Y ! X must be one step in the derivation * ) . Without loss of generality, we assume that Z is to the right of X, then has the form = X Z with * ) (see Figure 1 ). This implies that there is a derivation * ) Y Z and therefore we have d^ (Y; Z) j j + 1 j j + 1 = d^ (X; Z).
Given a parse tree^ and a set S of nodes of the parse tree, the size of S, written as jSj, is de ned as the smallest number n 2 IN 0 such that d^ (X; Y ) < n for all X 2 S and Y 2 S. The size jSj of S measures not simply the number of nodes in S but is something like the diameter of S, re ecting the fact that local changes are easier to accomplish than global changes.
As a measure of the distance of two parse trees^ and^ , we use the minimum amount of change needed to transform one parse tree into the other. To accomplish the transformation, rst some nodes in^ are deleted, Del(^ ;^ ) is used to denote this set of nodes. Then some nodes are inserted to obtain^ , this set of nodes is written as Ins(^ ;^ ). Now, we de ne the distance of two parse trees^ and , written j^ ?^ j, as the smallest number n such that there are sets Del(^ ;^ ) and Ins(^ ;^ ) with jDel(^ ;^ )j + jIns(^ ;^ )j = n.
The distance j j is not yet a topological metric on parse trees, because the \triangle-inequality" j^ ?^ j j^ ?^ j + j^ ?^ j does not hold. The problem with this inequality is that it would allow to decompose the change from^ to^ into a sequence of smaller changes. The smaller changes are re ected by smaller distances which, never the less, will yield an upper bound on the cumulative change. Of course any transformation of parse trees can be accomplished by changing one node at a time, and this would reduce the measure of distance to merely counting the number of di erent nodes. This model, however, would not be very realistic.
In practice, an error correction that a ects two nodes far apart in the parse tree is much more di cult to nd than a correction that a ects two nodes close together. Further, error correctors usually try to correct the input one error at a time. This is reasonable, since syntax errors in real programs tend to be sparse 14] , and e cient. In contrast, the search for a transformation that repairs all errors combined with the globally least cost is prohibitively
Therefore, our nal measure of distance between parse trees adds up the diameters of node sets each repairing one token in the input string. To normalize this metric, we measure the size of the node set relative to the size of the input string. We use jj jj to denote this \normalized single token error distance" and de ne it as follows: For two parse trees * ) ] and * ) ] with j ? j = 1 we de ne jj^ ?^ jj = j^ ?^ j= maxfj j; j jg. It is easy to verify that jj jj indeed de nes a metric and makes the set of parse trees a topological space. The continuous mappings on parse trees as de ned in the next section are exactly the Lipschitz-continuous 1 (see e.g. 6]) functions regarding this topology. Because the measure j j is more intuitive to use and closer to the parsing process, we will develop an equivalent de nition of continuity using this measure and will continue to use it throughout this paper.
3 Continuity of a Grammar 3.1 Handle Pruning Since strings are just special cases of our generalized parse trees, Grammars de ne mappings on parse trees. The computation of such a mapping is called parsing. It is the reverse process of derivation. Here, we speci cally investigate bottom-up parsing by handle pruning.
A handle of a sentential form is de ned as a substring of and a rule A ! such that the replacement of A by is one step in the derivation of . Note that our de nition does not require to be the leftmost substring with this property, a restriction that is often included in the de nition of \handle" because LR(k) parsing, called \canonical parsing", is the main parsing technique under consideration. Our de nition is less restrictive allowing non canonical parsing techniques 18, 19] . A derivation of a sentential form can be reconstructed by successively identifying a handle of = and replacing the substring by A to yield A until no more handles are left. This process is called handle pruning.
Grammars for programming languages are usually designed to map sentences to uniquely 2 de ned parse trees and therefore parsing by handle pruning de nes a function mapping sentences to parse trees. In the following, the symbol f is used to denote such a function mapping to a parse tree f( ).
Since the nature of our investigation makes it necessary to look at arbitrary strings, the above de nition needs to be generalized. Our generalization is motivated by the aim of providing a reliable analysis of the left and right context of a syntax error. Imagine a string , which is a correct fragment of a program between two successive errors, and a substring of together with a rule A ! .
The pruning of will be valid, regardless of the possible continuation of , if for all sentential forms that have as a substring the replacement of A by is one step in the derivation of .
In general, we de ne a handle of an arbitrary string as a substring of and a production A ! such that there is a substring of containing such that for all sentential forms that have as a substring the replacement of A by is one step in the derivation of . The de nition means that the substring is in a local context , which ensures the correctness of handle pruning independent of the global context , which might not be a sentential form at all.
Using the generalized de nition of handle pruning, parse trees can be computed for arbitrary strings. With an unambiguous grammar, the parse tree f( ) is well de ned for all sentences , and if is a program containing syntax errors, f( ) will be a conservative approximation to the correct parse tree.
There are usually still several possible ways to extend the function f to arbitrary strings. In the following, we assume that f denotes one such extension.
Continuity
y (the error in y) small enough (less than ) the di erence after application of f will also be small (less than any given ). And applied to error correction it means: if f is continuous, an error corrector capable of correcting parse trees up to an error distance will be su cient to correct all input errors smaller than .
This de nition cannot be used directly because strings are nite objects and the natural topology is discrete. Unlike the case of real analysis, there exists a smallest distance between two di erent strings and . One could always choose < 1 and satisfy the condition trivially.
Therefore we replace the requirement jx ? yj < by j ? j = 1, allowing a single token error (the smallest possible distance). The restriction to single symbol changes in is not a serious limitation, since any large change can be decomposed into a sequence of single symbol changes. If we cannot make the bound arbitrarily small, we cannot expect that it is possible to satisfy the condition for an arbitrarily small . But even though 1 is the smallest possible distance between two di erent strings, we perceive the change of one symbol in a 10,000 symbol sentence as a fairly small change, compared to the change of one symbol in a three symbol sentence. Therefore it is reasonable to require that jf( ) ? f( )j is bounded by a constant. This implies that the di erence between f( ) and f( ) is \rel-atively small" for su ciently large , for which, in turn, a one symbol change from to is also \relatively small".
In the above de nition and may depend on x and one could consider to allow the bound on jf( ) ? f( )j to depend on as well. The fact, however, that and f( ) are nite objects gives a trivial upper bound: 2j j + 1.
Therefore, only a uniform bound for all makes sense| similar to the de nition of uniform continuity in real analysis.
We nally obtain the following de nition: f is called continuous if This grammar illustrates how a kind of unbounded left context can be used during parsing without, at the same time, propagating errors through large parts of the resulting parse tree and destroying continuity. Example 1, on the other hand, illustrates a discontinuity: a small error can propagate and change structure and meaning of arbitrarily large parts of a program.
Lemma 2 The grammar of example 2 is continuous. The maximum \damage" to a parse tree is achieved by inserting an a into a sequence of b's preceded by an c and followed by a x. As can be seen from Fig at j symbols to the left and k symbols to the right of the handle (for some nite j and k). BC(j; k) grammars never gained much importance, since shortly after Floyd 9] presented them in 1964, Knuth 12] , in 1965, introduced LR(k) grammars and showed how very e cient parsers can be constructed for this larger class of grammars. All BC grammars, however, are continuous and so form an important subclass of continuous grammars. This is proved next.
Assume we are given a BC(j; k) grammar and two strings and with j ? j = 1.
Two cases have to be considered: is obtained from by inserting one symbol or by deleting one symbol. Both cases are completely symmetric, so it is su cient to look at only one case. Assume = X1 Xn, and = X1 Xi?1Xi+1 Xn is obtained by deleting a single symbol Xi from .
To compute f( ) or f( ), all substrings of X1 X i?k?1 and of Xi+j+1 Xn which can be identi ed as handles can be pruned rst. Since the maximum context needed is only k symbols to the right and j to the left, none of the handle pruning is a ected by the existence or deletion of Xi which can neither be part of these handles nor part of the necessary contexts. The handle pruning can continue this way as long as there are identi able handles and none of the symbols X i?k Xi+j is part of these handles. So far the nodes generated in the computation of f( ) are exactly the same as those generated in the computation of f( ).
From here on, the computation of f( ) and f( ) might go in di erent directions, adding further nodes. One can choose Del(f( ); f( )) to be the set of all nodes further added in the computation of f( ) and Ins(f( ); f( )) to be the set of all nodes further added in the computation of f( ). It is clear that each of these additional nodes has at least one of the symbols X i?k ; : : : ; Xi+j as descendent node.
Using We will prove that the BCP grammars form a true superset of the continuous grammars, thus locating C grammars just between BC and BCP grammars.
First, we prove a lemma estimating the \damage" caused by a missing symbol X that is crucial for the decision to reduce to A later in the parser input. The damage will grow at least logarithmically with the distance between X and . Consider a path from the root node of^ down to an element of and a node Y on this path. Let n be the length of the path from the root down to Y . Note, that here and in the following we do not count unit productions, that is nodes that have only one child, when computing the length of a path. We prove, by induction on n that Let Z be a symbol in that has a parse tree with a minimum number of leaves. Now deleteẐ from^ to obtain^ . If we delete from all the descendents of Z, the length of is reduced but still has at least half the original length. We can therefore nd a node Y Given any grammar with branching factor m, we now construct sequences of sets, and use a superscript k 2 IN to identify the elements of a sequence.
Let F k be the nite set of all strings such that j j < 2k + m and is a sentential form or an initial or nal segment of a sentential form, or j j = 2k + m and is a substring of some sentential form. Now construct a table T k , that contains for each string 2 F k and each handle of that can be identi ed, an entry giving the string and the handle. If the grammar is BCP(k; k), (or BCP(j; i) for some j k and i k), then the table can be used to parse arbitrary sentences: Given a sentential form there is a substring (j j m) of that can be identi ed as a handle using at most k symbols left and right. Therefore, there is a substring of containing , which extends to the left and to the right by at most k symbols and is su cient to identify as a handle. This substring can be extended further until either the end of is reached or the length is 2k + m. This nal substring of , together with the handle, will be in the table T k constructed above. The table can be used to look up the handle and reduce it. Assume now that the grammar is not BCP, then for each k a counter example to the above construction can be found. That is, for every k there is a sentential form such that no substring of has an entry in T k .
Let be a minimum length substring of that has at least one identi able handle with rule A ! . exists because , being a complete sentential form, allows the identi cation of all handles. Also, j j > 2k + m because smaller substrings do not allow the identi cation of handles, due to the choice of .
Without loss of generality we can assume that = X with jX j j j (the handle is right of the middle). We have j ? j = jX ? j = 1 and proceed by estimating jf( ) ? f( )j.
has no identi able handle since was minimal and hence f( ) = .
Since f( ) contains X A )X , we can use Lemma 3 to obtain jf( ) ? f( )j = jf( ) ? j > log m (j j)=2 Using jX j > 2k +m, j j m, and jX j j j, we have j j k and nally jf( ) ? f( )j > log m (k)=2.
Since this is true for all k, a nite bound cannot exist, and consequently the grammar is not continuous. The proper reduction of the trailing x as well as the reductions for the preceding b's, depends on the rst symbol. Therefore the string = b n x has no identi able handle, and the string = ab n x can be reduced completely. We have j ? j = 1 and jf( )?f( )j = d f( ) (a; parent of x) = n + 1. Thus, the grammar is not continuous.
Summary
Parse trees are the product of the parsing process|tree structures found on the parse stack. We de ned a metric on the nodes of these trees based on the minimum distance these nodes have as entries on the parse stack using standard bottom-up parsing techniques 3] and their generalizations 17, 16] . The size of a set of nodes was then de ned by the maximum distance of its elements. As usual, the distance between two parsing situations, as captured by the complete parse stack, is measured considering the nodes to be deleted and then inserted to transform one situation into the other. The measure directly corresponds to the computational e ort needed for an optimal \repair" of the parse state after an \error" is found.
There is only one assumption made here that is not trivially true for most parsers used today: the measure of distance assumes that all handles, even after the point of error, are reduced, if possible. This feature is available in some modern parsers 5] that can perform non-corrective syntax analysis 13].
Further, 16] presents a suitable parser generator for continuous LR(k) grammars which produces parsers as fast as traditional parsers generated by lex and yacc. It proves that the function f can be computed e ciently.
Continuous grammars can be written for popular programming languages as demonstrated in 15] where the parser generator described in 16] was used to implement a robust pretty printer for the programming language C using a continuous LR(k) grammar. Unfortunately there is, so far, no known algorithm to decide the continuity of an arbitrary grammar. Practical examples and speci c details on how to rewrite ordinary LR(k) grammars to make them continuous can be fond in 16].
We de ned the class of continuous grammars, in a manner quite similar to the classic --de nition of real analysis. As a main result, we have BC C BCP. Further interesting results on the hierarchy of grammatical classes can be found in 17].
Continuity is de ned independently of a particular parsing algorithm. While we know that a BCP parser is always su cient for a continuous grammar, this does not preclude the use of ordinary LL or LR(k) parsers. Similar, continuity does not imply any particular mechanism of error recovery and repair. All it does is limiting the worst case. Given a discontinuous grammar, every error repair mechanism will fail on some cases. Too long this was taken for granted and even provably unavoidable. Given a continuous grammar, there will be no longer any excuse for a bad error recovery mechanism.
Usually, surprisingly little is known about the relation of parser input and parser output in the presence of input errors 20]. Continuity is a very important property in this respect, it provides precise bounds on the e ects of all single token errors. To preserve continuity, parsing decisions for an unbounded segment of the input must not depend on a bounded segment of the input, as for instance in the rst and last example. The ideas and results presented here are of threefold use:
1. Since the class of continuous grammars is not de ned in terms of a parsing algorithm, the main application of the ideas presented here are expected to be in the area of language design. Language designers might become better aware of the kind of features that make errors in programs hard to nd and correct. To put it somewhat simply, it is a bad idea to have the same syntax for two di erent entities such that some context \far away" is necessary to nd the proper interpretation (see Example 1). 2. Even if the language is already de ned, the implementors have some choices left. The grammar used for parsing can still be changed to have a better basis for error diagnosis and recovery (for details see 16] ). This paper points the implementor in the direction of BCP grammars and shows why BCP grammars are a good basis for parsers with improved error correction. It is interesting to note that research in HCI con rms that a good human computer interface should have no hidden state information. 3. Finally, a close analysis of the de nitions and proofs given here reveal interesting bounds. In particular, the proof of Theorem 1 gives a bound which applies for BC grammars, or for those parts of a grammar that are BC, limiting the choice of nodes that must be examined and changed to nd a minimum distance repair for single token errors. The work presented here is part of the authors research in syntactic error correction. Commonly, parsing is seen as a front-end for code generation and as such a solved problem (lex, yacc). With code generation as the ultimate goal, the correctness of the input string becomes a natural assumption and syntactic errors are considered an exception. Every programmer, however, can attest to the fact that during program development syntactic errors are the rule rather than the exception. For this special situation, a dedicated parser with improved error diagnosis and interactive error correction is desirable. This is still an unsolved problem, but there is reason to hope that programming languages and grammars, designed with an eye on the problem of error correction, together with appropriate parsers, can perform error corrections of far better quality than available today.
