The determination of an objective quality scale for image coding that corresponds to the subjective evaluation of quality is a long standing problem that has eluded researchers for many years because of its complexity. As a consequence, SNR, which is recognized as inappropriate method for evaluating image coding, has been widely used for convenience.
INTRODUCTION
Achieving and maintaining very high quality image is becoming an increasingly important in applications. As the image quality increases, and the corresponding data rate or volume increases accordingly, image coding becomes more important. In the trade off between compression and quality, the evaluation of quality also becomes more critical. However, the determination of an objective quality scale for image coding that corresponds to the subjective evaluation of quality has been a long standing problem that has eluded researchers for many years.
errors will be concentrated in the vicinity of transitions, or occur in regular patterns, such as for the end of block effect in transform coding. SNR, which measures the mean square error, is still widely used for the quality evaluation. However, it is inappropriate method because it does not account for the human visual system nor correlates well with perceived image quality.
Recently, several of the authors have developed a new approach to the determination of image quality that correlates well with subjective ratings as exemplified by the MOS. This new Picture Quality Scale (PQS) is linear combination of quantitative perceptual error distortion factors. Further work has examined the relative importance of these distortion factors as quality changes, and have established that at high quality levels, two of the image quality factors dominate PQS, the numerical measure of quality.
Here, we refine these results as the quality requirements become very high and thus the distortion should be barely perceptible. We determine the applicability of the factors defined and used in PQS to the type of distortions that remain perceptible at high quality. In addition, we expect that the perceived errors should have a better correspondence with the errors predicted by a threshold perception model. We evaluate empirically the threshold of perception for distortion factors by observation of good quality prints or CRT displays.
We make use principally of very high quality image encoded by JPEG standard algorithm.
DISTORTION FACTORS IN IMAGE CODING
In a side by side examination of an original image and its encoded version, the subjective quality evaluation is based on a number of impairments or artifacts due to coding that can be observed. The Picture Quality Scale (PQS) identifies several types of impairments and defines corresponding quantitative distortion factors. These distortion factors are perceptually weighted. The choice of the distortion factors is suggested by experience in observing artifacts due to coding and by knowledge of properties of the human visual system. These important contributors to image quality in coding do not provide a quantitative global measure. Such a global measure is the Mean Opinion Score (MOS) a subjective assessment or ranking of a composite image quality, resulting from subjective assessment of the relative importance of observed impairments [1-3].
We shall assume that MOS is to be approximated by a picture quality scale which is of linear combination of measurable distortion factors F1. The distortion factors F, are functions of the difference between the original and reconstructed encoded image, so that PQS will be a measure of the degradation from an original, rather than an absolute image quality measure.
A. Brightness Error
Let the difference between the original and reconstructed image, or coding error, be denoted by e(m,n). The distortion factors are defined as function of e(m,n).
To provide a more uniform perceptual scale for this error, we transform the original image I(m,n) by a logarithmic transformation, which approximates Weber's Law I(m n)
x(m,n)=klog 
where i(m, n) is the encoded version of x(m,n).
B.
Spatial Frequency Weighting of Errors
The spatial frequency response of the HVS is modeled approximately by S(f)=1.5 exp(a2exp(_2 a2w2) (3) a=2, w=1,f=(u2+v2)h/2 60 where u and v are horizontal and vertical spatial frequency respectively, and cr2 is the variance of the Gaussian function. This radial frequency behavior is modified to account for the anisotropy of human vision by using the Cartesian frequency response A frequency weighted error e(m,n) is evaluated at each pixel by using R(u,v) of (4).
The distortion factors F1 are defined with one exception, as numerical functions of e(m,n). We make use of five such factors.
C. Distortion Factors Fl and F2 = Random Errors
For random errors, we use a weighted mean square error. We have, therefore, F-ma (6) [I(m,n)J2 m n where ev(m,n) is weighted by the common television noise weighting [1].
Distortion factor F2, uses the weighting factor of (4) and ignores values of ew(m,n) which are below a threshold. Thus
[e(in,n)I2T F2 = [I(rn,n)]2 (7) m n and T is zero-one indicator function for the perceptual threshold of visibility.
Because the perception of structured patterns is more acute, we now define three additional factors to evaluate the contribution of correlated errors.
D.
Distortion Factors F3, F4 and F5 = Structured Errors F3 End of block disturbances.
We are specially sensitive to linear features in images and therefore in alignments of errors. Such disturbances are quite apparent in block coders such as transform coder, VQ coders and others. For block coders, end of blocks error discontinuities are measured by F3, (10) where M and N are the width and height of the block respectively.
F4 = General correlated errors
Image structures will lead to structured coding errors in their vicinity. These structured errors are quantified by their correlation
where Rx and Ry measure the local correlation of errors horizontally and vertically and F4 is zero is errors are uncorrelated. F5 = Random errors in the vicinity of high contrast image transitions.
Large coding errors occur at, and in the vicinity of high contrast transitions. These visual disturbances will be masked by the image activity, but they we still be very important, principally when they extend into flat portions of the image adjacent to the transitions.
We define Mx(r,s) and My(r,s) are the horizontal and vertical masking functions, taken to be exponential functions of the first differences of the pixels values, that are a measure of image activity. The summation is carried out locally over 2 1 pixels and that depends on the viewing distance. Here 1 is taken to be 7. F5 thus measures, with a suitable weight to account for visual masking, these large localized errors.
PICTURE QUALITY SCALE (PQS)
Since the factors F1,...,F5 are obviously quite correlated, principal component analysis is carried out to quantify this correlation. The resulting eigenvalues have a wide spread of values, and the largest three eigenvalues amount for 98% of the total error energy. Thus the eigenvectors 11,12,13 provide a useful first transformation of the F into an effective principal component representation (Z1,Z2,Z3).
The Picture Quality Scale, PQS, is postulated to be a linear combination of the principal components {Zi) so that PQS=b0+>.bZ (14) The {b I are the partial regression coefficients obtained by multiple regression analysis between equation (14) and the Mean Opinion Score (MOS) obtained by a subjective quality evaluation on a set of encoded images using the descriptive and numerical scale: 5=imperceptible, 4=perceptible but not annoying, 3=slightly annoying, 2=annoying, 1=very annoying.
The correlation of PQS versus MOS is quite good at 0.88. By contrast, using only the Weighted Mean Square Error (WMSE), factor F1 , the correlation is only 0.47. Using PQS as a measure, we have observed that the SNR may vary by as much as 10 dB for the same coded image quality. We have also reported on the correspondence of PQS with the JPEG quality scale [2] .
IMPORTANT FACTORS AT HIGH QUALITY
Our previous studies considered the changes in the relative importance of distortion factors with image quality. Figure 1 shows the relative contribution of each factor with quality for MOS ratings from 2 to 4. In that range, F4 (structured image errors) and F5 (vicinity to high contrast transitions) are most important, but still F2 and F3 make a significant contribution to PQS. At the top of the quality range we observe that only F4 and F5 remain significant in the evaluation of PQS. We are interested in refining this results for very high quality image coding where the distortion should be barely perceptible. Note that the factors F4 and F5 are the average over the whole image of numerical contributions over 8x8 blocks. We can also obtain spatial maps of the contributions of different portions or features of the image to both F4 and F5. We denote these spatial distortion maps by a lower case, e.g. f4(i,j) or f4. Thus, the spatial distortion maps indicate the location image features and details that result in large distortions.
A. Test image and coding scheme for the experiments
We show in Figure 2 the test images. NTT has provided very large 2kx2k, 24 bit/pixel test images. From these images, we chose four sub-images (512x 512 pixels) with different characteristics that we will use to evaluate quality parameters. We use JPEG coding for image compression. JPEG coding provides a quality parameter from 0 to 100 which is a scale factor for the DCT coefficients quantization matrix. We verified experimentally that for the range of image quality of interest, say above 30 on the JPEG scale, the general distortions measured by Fl and F2 were not visible.
Similarly, the JPEG end of block effect, measured by F3, cannot be discerned at high quality values.
Predicting Visible Distortions with PQS Distortion Maps.
Since we are able to localize the portions and features of images that result in significant values of the distortion factors F4 and F5, we now consider the ability of these spatial maps f4 and f5 to predict the coding errors that will be visible at high quality. Because the range of values for both f4 and f5 is quite large, we cannot examine them readily as gray scale images, and we binarize them by using adjustable thresholds values fT4 and fT5, that we shall discuss later on. We show in Figure 3 these binary maps for three of the subimages of our test set. These distortion maps are obtained for a JPEG quality factor of 40. In our experiments, we can vary the thresholds fT4 and fT5. We adjust such thresholds so that approximately 5% of the image pixels appear in the distortion maps.
We observe first, by comparing original and encoded images, that no perceptible errors occur in portions of the images not indicated by the distortion maps. In fact, a only a small fraction of the pixels shown in Figure 3 will lead to visible distortions. We postulate that 1% or so of the spatial distortion maps contribute to perceptible distortions. We are now working on the determination of the distortion level that will lead to visible distortions, which require better control of viewing conditions than currently available in our laboratory.
We can make several observations about the results of this experimental study. First, we observe that perceptible errors will occurs in association with the following features of image:
the adjacent portion of the image will determine if the error will be visible. Isolated transitions between flat areas are often the cause for visible distortion, although we note that the gamma of the display or the print will determine if the errors are actually visible. This is because, for high gamma, the range of brightness may be compressed at low image intensities, and none of the low intensity values will then be discriminated from black. Because of this range compression at low brightness, visible distortions may appear for low or middle gray values instead.
2.
High detail regions over a flat background. Some very small image features, such a fine hair strands over the face of a person, details in the eyelashes, etc may be lost in the encoding process. This essentially occurs because the block size of the DCT results in small discarded coefficients for very localized features within a transform block.
3.
Diagonal structures with images. Because most coders, and certainly the JPEG coder, blocks the data into squares or uses separable filters with horizontal and vertical structures, special artifacts will occur for diagonal structures in images. These are often the most visible as end of block effects in JPEG coding. At high quality levels, end of block effects are no longer important, but the distortions will still be concentrated in the same areas, and may result in blurring, overshoot or irregular patterns (jaggies) for diagonal structures or edges.
C.
Usability of PQS at Very High Quality.
Since at very high quality very few distortions will be visible, and since they will occur in the small portions of images that we have just discussed, we need to examine if the PQS factors F4 and F5, which are averages of local distortions, are still useful numerical indicators of quality. Comparing the local distortion maps for f4 and f5 to each other, we also observe that these two maps have few areas in common. Structured errors, that contribute to F4, occur more often, even if no high contrast structures are detected in the image. High contrast structures or edges will lead to both types of distortion, but f4 will extend farther from the transition than f5 .This results indicates that these two types of distortion are spatially uncorrelated, and need to be accounted for independently. Thus, for very high quality images, we propose as a modification of the PQS picture quality scale, first a bivariate measure, based on the distortion factors F4 and F5, and then a linear combination of F4 and F5 with constant coefficients. As a first approximation, we use the regression equation from PQS, which is, for high quality:
We observe, in the equation above that the sign of factors F4 and F5 is negative, so that the equation cannot hold as the errors and thus all factors approach zero. However, the regression formula may be usable up to PQS= 4.5, level at which distortions are no longer perceptible.
DISCUSSION AND CONCLUSIONS
This study is related to other recent work on image quality. Daly [6] , using a multichannel model of visual perception, has defined the Visible Differences Predictor (VDP) for image quality. Based on this model of the Human Visual System the VDP is used to predict the location and magnitude of visible error. The output of the VDP is a predicted probability image that is similar to our distortion maps. We have not yet implemented the VDP in our laboratories, but examination of published results seem to indicate that the VDP may indicate too frequently visible errors. Another related study applicable to JPEG coding, is the work of Watson, Peterson, and Ahumada [7] [8] [9] [10] , where the visibility of the DCT basis functions, taken either in isolation or jointly are carefully determined. One application of this experimental work is to the design of a new quantization matrix for JPEG. Note that PQS has also been used to improve the quantization matrix in coders [7] .
We expect that the approach using PQS, which extends empirical results for lower quality images, to higher quality, should converge to the results predicted by these other researchers. The work remains to be done, but would provide an important consolidation of HVS model based techniques applicable at the threshold of perception, and of the PQS measure applicable for a broader range of image quality.
It is also striking that at high quality, only very small areas within images will be critical to the resulting quality. From this observation, we conclude, first, that the choice of the test material is most critical. Traditional images, such as Lena, are not useful for coder evaluation at high image quality. Secondly, an adaptive encoding scheme that provide a better distribution of visible errors throughout the image may have much to offer, in term of performance, at high quality. 
