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Abstract
This thesis research aims to conduct a study on a cost-sensitive listwise approach to learning
to rank.
Learning to Rank is an area of application in machine learning, typically supervised, to build
ranking models for Information Retrieval systems. The training data consists of lists of items
with some partial order specified induced by an ordinal score or a binary judgment
(relevant/not relevant). The model purpose is to produce a permutation of the items in this
list in a way which is close to the rankings in the training data. This technique has been
successfully applied to ranking, and several approaches have been proposed since then,
including the listwise approach.
A cost-sensitive version of that is an adaptation of this framework which treats the
documents within a list with different probabilities, i.e. attempt to impose weights for the
documents with higher cost. We then take this algorithm to the next level by kernelizing the
loss and exploring the optimization in different spaces.
Among the different existing likelihood algorithms, we choose ListMLE as primary focus of
experimentation, since it has been shown to be the approach with the best empirical
performance. The theoretical framework is given along with its mathematical properties.
Experimentation is done on the benchmark LETOR dataset. They contain queries and some
characteristics of the retrieved documents and its human judgments on the relevance of the
documents on the queries.
Based on that we will show how the Kernel Cost-Sensitive ListMLE performs compared to
the baseline Plain Cost-Sensitive ListMLE, ListNet, and RankSVM and show different
aspects of the proposed loss function within different families of kernels.
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Chapter 1
Introduction and problem formulation
Ranking is a crucial problem in several different areas, especially in Information Retrieval
(IR), Machine Learning and artificial intelligence. Information Retrieval has its foundations
on searching automated ways of reducing information overload. Web search engines are one
of the most straightforward applications, but universities, government entities, and libraries
use these systems to provide easier access to journals, documents, and books.
In a general scenario, the ranking problem can be defined as described by Lan et al. (2009):
“Given a group of objects, a ranking model sorts the objects with respect to each other in the
group, according to their degrees of relevance, importance, or preferences. Where in IR, a
group corresponds to a query, and objects corresponds to documents associated with the
query”.
In other words, one could imagine a collection of queries with each query containing the n
documents to be ranked. These documents could be ranked by a relevance score y where
highly relevant documents are more useful and have higher ranks. Thus, one could formulate
that the desire in ranking, is to construct a score function f(x) such that the discrepancy
(disagreement) between its ranking and the ordering of the relevance is as small as possible.
Of course, “as small as possible” means the crucial need to define a suitable loss function,
hopefully, one that is convex for the obvious optimization reasons. This indicates that this
problem looks eerily like the tradition regression analysis, but for the traditional regression,
the loss function is usually much more manageable and symmetric, whereas with ranking
extra care is immediately required.
The form of f(x) then becomes of great interest, just like with traditional regression, and
various scenarios may be considered from linear to nonlinear to non parametric to kernelized.
Because of that, the nature of the input space can quickly become a problem because the
data is usually initially unstructured and is then processed in ways that could lead to
mathematical challenges. We will later consider a common practice (Lan et al. 2009) of
further preprocessing |f(x)| < BM where BM are normalization constants.
With the recently boom of machine learning many efforts have been created around learning
to rank models and its association with IR systems, including a flourishing literature on this
fascinating subject of ranking and data competitions like the Yahoo challenge (Chapelle and
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Chang 2011) that publicly released two datasets used internally at Yahoo! for learning the
ranking function for web search and foster the development of state-of-the-art learning to
rank algorithms. Some of the most common ones will be explored in Chapter 2.
These models can be categorized into three main groups: pointwise, pairwise and listwise.
Pointwise and pairwise directly transform ranking into ordinal regression, and classification
on a single object or object pairs respectively (Li, Wu, and Burges 2007) (Herbrich, Graepel,
and Obermayer 1999); and listwise that minimizes the loss function based on the ranked list
and the ground truth list (Xia et al. 2008).
This thesis focus on the cost-sensitive listwise approach (Lu et al. 2010) that relies on
changing the weighting scheme of the document pairs which are measured by their ranking
effectiveness with the Normalized Discounted Cumulative Gain (NDCG) (Järvelin and
Kekäläinen 2002). Based on that we propose a theoretical improvement by including a
Gramian matrix inside the loss function. The kernel trick allows the implicit computation of
feature space calculations with functions (kernels) defined in the input space which will
enable high-dimensional operations and consequently greater flexibility (Shawe-Taylor and
Cristianini 2004).
The early methods of optimization (minimization) of nonlinear functions were developed
from the basic idea of making the algorithm evolve by finding new points located in the
direction to which the function decreases compared to the current point.
These optimization methods are compared to each other according to the number of
evaluations of the objective function which are required for determining the solution. The
fewer necessary assessments, the better the method will be considered. And according to
how close the solution provided by this method approaches to the exact solution of the
problem. The best method is found by close it gets. Each new point is obtained from
one-dimensional optimization process having as a start the previous one.
The first reasonable choice for a search direction in the k − th step, dk, is the opposite
direction to the gradient function in the current point xk. This choice is justified by the fact
that, locally, this is the direction in which the function decreases faster (Snyman 2005),
(Kiwiel 2001), (Hiton 2012).
Algorithm 1 Gradient Descent method
1: x0 ← rand()
2: k ← 0
3: while not stopping criterion do
4: gk ← gradient(f(·), xk)
5: Fk ← Hessian(f(·), xk)
6: xk+1 ← xk − F−1k gk
7: k ← k + 1
8: end while
The only implicit assumption in the application of this algorithm is that the function f(x) is
twice differentiable. Notice that the Hessian indicates the step size to achieve a reduction in
f while still making sufficiently fast progress towards the optimal solution. Thus, if the
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Hessian is a well-behaved matrix, i.e. is positive definite, it can give optimal step sizes
towards the right direction and make the convergence even faster.
On the other hand if it is an ill-conditioned matrix it can do a zig-zag trajectory and take
longer to converge to the minimum. In some cases where the Hessian cannot be calculated
its value is substituted by the learning rate which is a parameter that determines how fast or
slow we will move towards the optimal solution making it treatable but sneak in most cases.
With all that said, Gradient Descent is a perfect tool for optimization Empirical Risk
Functionals (Empirical Expected Loss) and will be chosen for optimizing our losses for
ranking problems.
Some experiments are conducted to validate this new framework using the dataset
MSLR-WEB10K in Microsoft Learning to Rank Datasets inside Letor (Liu et al. 2007). This
new framework is called Kernel Cost-Sensitive Listwise MLE (Kernel CS-ListMLE) and we
validate it by comparing to its simpler version Cost-Sensitive Listwise MLE (CS-ListMLE)
(Lu et al. 2010) and to other two well known techniques in the literature ListNet (Xia et al.
2008) and RankSVM (Joachims 2006). We also explore different aspects of the kernels inside
the Kernel CS-ListMLE. All the variants of the CS-ListMLE (plain/kernel) were
implemented using the R project (R Core Team 2015), the ListNET can be found on
RankLib (Dang, n.d.) on the Lemur project, and RankSVM can be found on SVMRank
(Joachims, n.d.). RankLib and RankSVM are free standalone libraries implemented in Java
and Oracle respectively.
This thesis is organized as follows. Chapter 2 illustrates Statistical Learning Machines for
Ranking showing its general idea and different proposed techniques. Chapter 3 talks about
Listwise Ranking, in particular, various evaluation metrics and details on the
implementation. Chapter 4 reports on the new framework, the Kernelized Listwise Ranking.
Chapter 5 shows data details, experiments, and comparison results. Chapter 6 outlines
future points that could be extended from this thesis and draws conclusions.
3
Chapter 2
Statistical Learning Machines for
Ranking
2.1 Introduction
The process in Information Retrieval (Manning et al. 2008) starts when a user enters a query
into the system. This query matches several documents in a collection, maybe with different
degrees of relevancy, and these results are ranked. The query can be for example a search
string in web search engine and the documents, for example, text documents, images, audio
or videos.
Most of this systems compute a numeric score on how well each object in the database
matches an individual query and rank the objects according to this value. The top ranking
objects are then shown to the user.
The model behind this scoring is what we call Learning to Rank which can be summarized in
the Figure 1. This figure was first shown by (Liu Tie-Yan 2008).
In general, users expect the results from a search query to be completed in milliseconds,
which makes it very hard to evaluate a ranking model for all documents in a big collection.
Thus, first, a small number of potentially relevant documents are identified using simpler
retrieval models like the boolean model (Lashkari, Mahdavi, and Ghomi 2009), vector space
model (Salton, Wong, and Yang 1975) or BM25 (Robertson et al. 1995) and then a more
accurate but computationally more expensive machine-learning model is used to re-rank
these documents.
The Boolean model was the first model in the literature of Information Retrieval, and it is
still widely used. (Lashkari, Mahdavi, and Ghomi 2009) define a standard Boolean model a
model that uses exact matching to match documents to a user input (query) by matching
the words in the query using Boolean algebra, where words are combined logically with the
boolean operators AND, OR, and NOT.
The vector space model (Salton, Wong, and Yang 1975) is a model that represents text
documents/corpora into vector representations of its indexed terms. Having the vector
4
Figure 2.1: Learning to Rank Framework
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representation of a document it is easy to apply several mathematical properties to identify
how different documents are from each other and from an input query. One famous measure
is the cosine similarity (Sidorov et al. 2014), in which the cosine angle between vectors is
calculated.
By the time this model was proposed (Salton, Wong, and Yang 1975) the weights for the
documents vectors were calculated by term frequency-inverse document frequency (TF-IDF)
(Salton and Buckley 1988), (Sparck Jones 1972) score that can be defined as:
wt,d = tft,d · idft,d = ft,d · log | D |1+ | {d ∈ D : t ∈ d} | (2.1)
where tft,d denote the raw frequency of the term t, | D | is the total number of documents in
the corpus and | {d ∈ D : t ∈ d} | is the number of documents where the term t appears.
BM25 or also referred as Okapi BM25 (Robertson et al. 1995) is a probabilistic model that
estimates a probability of relevance for each query-document pair regardless of semantics. It
ranks the documents in relation to a given query in descending order of probability of
relevance. Given a query Q, containing keywords q1, ..., qn, the BM25 score of a document D
is:
scoreD,Q =
n∑
i=1
log N − nqi + 0.5
nqi + 0.5
· fqi,D · (k1 + 1)
fqi,D + k1 ·
(
1− b+ b · |D|
avgdl
) (2.2)
where fqi,D is qi’s term frequency in the document D, | D | is the length of the document D
in words, avgdl is the average document length in the text collection from which documents
are drawn, k1 and b are free parameters, usually chosen, as k1[1.2, 2.0] and b = 0.75, N is
the total number of documents in the collection and nqi is the number of documents
containing qi.
Because of the machine-learning models, query-document get feature engineered as
numerical vectors or feature vectors that can be divided into three groups:
• Query-independent: depend only on the document but not on the query. For example,
features that can be precomputed off-line like document’s length or PageRank.
PageRank (Page et al. 1999) is an objective measure of citation importance created by
link graphs of the web containing as many hyperlinks as possible. It is an algorithm
used by Google Search and correspond to people’s subjective idea of importance.
• Query-dependent: depend both on the content of the document and the query. For
example, TF-IDF in Equation (2.1).
• Query-level: depend only on the query. For example, the number of words in a query.
Some of these features and simpler retrieval models were used at the public available
LETOR dataset (Liu et al. 2007).
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2.2 Learning to Rank categories
One would say that web search engines are the most popular applications with this
framework, and they have been using machine learning models for ranking since the
beginning of the century. Google was pioneer using the PageRank idea in 1998. Later Yahoo
developed a gradient boosting ranking function in 2003. And after that, Microsoft developed
the RankNet (Burges et al. 2005) algorithm for Bing in the earlies of 2005.
This thesis research focus on what was developed by Microsoft Research Asia “Learning to
Rank for Information Retrieval”(Liu 2009) and what it has followed after that. Learning to
Rank problems can be categorized into three groups by their input representation and loss
function:
• Pointwise approach:
In this case, one could assume that each query-document pair in the training data has
real/ordinal ranks. Then the learning to rank problem can be approximated by a regression
problem, i.e. given a single query-document pair, the score/rank can be predicted. Some
existing supervised machine learning algorithms can be used for this purpose like ordinal
regression, regression trees, and classification algorithms.
One might say that is only slightly different from conventional machine learning methods,
does not directly use the comparison nature of ranking and assumes independent relevance.
Some of the unique properties of ranking for Information Retrieval have not been considered
either.
• Pairwise approach:
Pairwise ranking aims to predict the relative order between two documents and thus
captures the local comparison nature of ranking. It is usually modified to be a binary
classification problem where one tries to predict whether one document is preferred over the
other. It considers all permutations of documents, and it aims to minimize an average
number of inversions in ranking.
• Listwise approach:
Listwise ranking focus on ordering a set (list) of input documents and minimize the
inconsistency between the predicted permutations and its ground truth permutation. It
captures then the global comparison nature of ranking.
In other words, these algorithms try, over all queries in the training data, to optimize the
value of one of the evaluation measures. Since most of the evaluation measures are not
continuous functions with respect to ranking model’s parameters, it becomes a harder task.
Some continuous approximations or bounds on evaluation measures have to been used to
solve that problem.
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Because ranking is a relatively new problem in machine learning, there are many ranking
approaches in the literature that try to reduce the ranking problem to other known learning
problems like:
• From pointwise (ordinal) ranking to binary classification:
(Lin and Li 2012) introduced a simple step to convert the binary outputs to a rank, making
the generalization straightforward because all the binary classification problems are now
solved jointly to obtain a single binary classifier. This showed that low-error binary
classifiers can be cast as low-error ordinal rankers.
• From pairwise ranking to binary classification:
Proposed by (Balcan et al. 2008), it transforms the problem with two ordinal outcomes
(pairwise ranking) to classification where it learns on whether a is preferred over b and
during prediction votes for each example in the test set to rank them.
• From listwise ranking to regression
(Cossock and Zhang 2008) have shown the Subset Ranking algorithm can be viewed as a
reduction from listwise ranking to regression, i.e. regression with various cost functions can
be used to approximate a Bayes optimal listwise ranker.
Of course, these approximations do not yield as good results and the Learning to Rank
algorithms groups. The evolution of this groups has been studied by (Cao et al. 2007) that
showed why and how was the transition from pairwise to listwise and (Burges 2010)
illustrates the evolution of the listwise algorithms themselves starting with ranknet, going to
lambdarank and then to lambdamart.
Some famous examples for pointwise, pairwise and listwise are respectively:
PRank (Crammer, Singer, and others 2001) made a variant of the perceptron algorithm
that found multiple parallel hyperplanes separating the various ranks; its output is a weight
vector w and a sorted vector of K − 1 thresholds θ.
Y =

1 if y∗ ≤ θ1
2 if θ1 < y∗ ≤ θ2
...
K if θK−1 ≤ y∗
This model tries to predict an output with smallest rank k such that wx < θk.
Ranking SVM (Joachims 2006) mapped the similarities between queries and the clicked
pages onto a particular feature space, then it calculates the distances between any two of the
vectors obtained in the mapping phase and finally forms a similar optimization problem to a
standard classification SVM and solves this problem the regular way.
8
AdaRank (Xu and Li 2007) had the simple idea of constructing “weak rankers” repeatedly
based on re-weighted training queries and linearly combining the weak rankers for making
ranking predictions. In learning, AdaRank minimizes a loss function directly defined on
performance measures.
9
Chapter 3
Listwise Ranking, metrics and
implementation
3.1 Ranking metrics
There are many of standard metrics to judge how well the learn to rank models are doing on
training the data and also to compare how they perform between algorithms (Järvelin and
Kekäläinen 2002). These metrics take into account the relative order of the documents
retrieved by the system and gives more weight to documents returned at higher ranks. Often
these models are reformulated as an optimization problem on one of these metrics. Some
examples are:
• Mean reciprocal rank (MRR)
The mean reciprocal rank (Voorhees and others 1999) is the average of the reciprocal ranks
of results for a sample of queries Q
MRR = 1| Q |
∑|Q|
i=1 1
ranki
(3.1)
where ranki refers to the rank position of the first relevant document for the ith query.
• Mean average precision (MAP)
Let’s first define Precision and Recall. (Brodersen et al. 2010) defined Precision is the
fraction of the documents retrieved that are relevant to a user.
Precision = | {relevant documents} ∩ {retrieved documents} || {retrieved documents} | (3.2)
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And Recall is the fraction of the documents that are relevant to the query that was retrieved.
Recall = | {relevant documents} ∩ {retrieved documents} || {relevant documents} | (3.3)
Now, consider getting precision as a function of recall p(r), i.e. at every position in the
ranked sequence of documents computing a precision and recall. This would allow us to plot
a precision-recall curve in which the area would represent the average precision that can be
approximated by
AvgP =
n∑
k=1
p(k)1rel(k)
| {relevant documents} | (3.4)
We can then define the Mean Average Precision, which is the average precision for each
query within a set of queries.
MAP =
Q∑
q=1
AvgP (q)
| Q | (3.5)
• Normalized Discounted Cumulative Gain (NDCG)
The Discounted Cumulative Gain (Järvelin and Kekäläinen 2002) measures the gain of a
document based on its position in the result list of documents retrieved from a query.
DCG =
p∑
i=1
2reli − 1
log2(i+ 1)
(3.6)
Because the length of the query results usually differs from one query to the other, we
normalize them by dividing it by the maximum possible DCG on that query so the measure
can be comparable between lists. What this means is that we actually need to recalculate
the above metric but this time with the best ranked ordered on that list and get:
NDCG = DCG
max(DCG) (3.7)
3.2 Formalization of Listwise Ranking
Let’s give a formalization of the listwise ranking algorithms that will be the main focus in
this thesis research. Consider the query-level framework proposed by (Lan, Liu, Qin, et al.
2008):
Let Q, D and X be respectively the query space, the document space and the d-dimensional
feature space. Let q be a random variable defined in the query space with unknown
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probability distribution PQ. Let f denote the real value ranking function, which assigns each
document a score f(x). The scores of the documents associated with the same query are
used to rank the documents. We measure the loss of ranking documents for query q using f
with a loss function L(f ; q). The goal of ranking is to minimize the expected risk of f
And the extended query idea given by (Lan et al. 2009):
Represent query q by (z, y), where z = (x1, . . . , xm) and y stands for the ground-truth
permutation of m documents. Let Z = Xm be the input space, whose elements are m
feature vectors corresponding to the m documents, where y(i) stands for the index of the
document whose rank is i in the permutation y. We call m the list length and assume that
m ≥ 3. Let Y be the output space, whose elements are permutations of the m documents.
Then we regard (z, y) as a random variable on the space Z × Y according to an unknown
probability distribution P (·, ·).
The goal of ranking is to minimize the expected risk of f . Thus, rewriting L(f ; q) = l(f ; z, y)
and PQ = P (·, ·), it can be defined as:
Rt(f) =
∫
Z×Y
l(f ; z, y)P (dz, dy) (3.8)
Since P (·, ·) is unknown, the empirical risk is used to approximate the expected risk, and is
defined as:
Rˆt(f ;S) =
1
n
n∑
i=1
l(f ; z, y) (3.9)
where i denote the i.i.d sampled training data from the space Z × Y ,
S = {(z1, y1), . . . , (zn, yn)} and zi = (x(i)1 , . . . , x(i)m ).
One of the most critical analyses is the generalization ability is to find a tight upper bound
of supfF(Rl(f)− Rˆl(f ;S)) which for this case can be obtained by applying the theory of
Rademacher Average (Mendelson 2002) that measures how much a function class F can fit
random noise and it is showed by the following theorem proofed by (Lan, Liu, Ma, et al.
2008).
Theorem 1. Let Λ denote a listwise ranking algorithm, and let lΛ(f ; z, y)[0, 1] be its
listwise loss, given the training data S = {(zi, yi), i = 1, . . . , n}, with probability at least 1− δ,
the following inequality holds:
supfF(Rl(f)− Rˆl(f ;S)) ≤
√
2ln(2/δ)
n
+ 2Rˆ(lΛ ◦ F) (3.10)
where Rˆ(lΛ ◦ F) = Eσ sup(fF) 1n
∑n
i=1 σilΛ(f ; zi, yi)
There are three listwise loss functions that are widely use:
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ListMLE : l(f ; z, y) = −logP (y | z; f) (3.11)
P (y | z; f) =
m∏
i=1
φ(f(xy(i)))∑m
j=1 φ(f(xy(j)))
ListNet : l(f ; z, y) = − ∑
∀piY
P (pi|z; gy)logP (pi|z; f) (3.12)
P (pi|z; gy) =
m∏
i=1
φ(gy(xpi(i)))∑m
j=1 φ(gy(xpi(j)))
P (pi|z; f) =
m∏
i=1
φ(f(xpi(i)))∑m
j=1 φ(f(xpi(j)))
RankCosine : l(f ; z, y) = 12
(
1− φ(gy(z))
Tφ(f(z))
‖φ(gy(z))‖‖φ(f(z))‖
)
(3.13)
Where gY (x) is the score of x given in the ground-truth, φ(·) is the transformation function,
which is an increasing and strictly positive function. Two assumptions are further made on
the feature vector and the ranking model for implementation purposes. Let x be the feature
vector of a query document-pair, we assume that ∀xX, ||x|| ≤M and the ranking model f
to be learned is from the linear function class F = {x→ w · x : ||w|| ≤ B}. Therefore, we
have ∀xX, ∀fF , |f(x)| ≤ BM . With this normalization, the algorithms can minimize the
empirical risk in learning. Note that with this normalization does not affect their optimal
solution.
3.3 Characteristics
(Xia et al. 2008) associates equations (3.11), (3.12) and (3.13), that were developed
respectively by (Xia et al. 2008), (Cao et al. 2007), (Qin et al. 2008), with the surrogated
losses Likelihood, Cosine and Cross entropy respectively and proposes theoretical analysis of
the properties of this surrogate loss functions, including consistency, soundness, continuity,
differentiability, convexity and efficiency.
Loss Consistency Soundness Continuity Differentiability Convexity Complexity
Likelihood
√ √ √ √ √
O(n)
Cosine
√ × √ √ × O(n)
Cross entropy
√ × √ √ √ O(n!)
Table 3.1: Comparison between surrogate losses
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The results are summarized on the Table 3.1. As we can see the Likelihood surrogate loss or
ListMLE is the one with the best properties and it will be the of main focus study in this
research. Because of that, just the properties for ListMLE showed by (Xia et al. 2008) will
be presented.
Theorem 2. Let l(f ; z, y) be an order sensitive loss function on ω ⊂ Rn. ∀n objects, if its
permutation probability space is order preserving with respect to n− 1 objective pairs
(j1, j2), (j2, j3), . . . , (jn−1, jn). Then the loss l(f ; z, y) is consistent with respect to (3.8).
Consistency is about whether the obtained ranking function can converge to the optimal one
through the minimization of the empirical loss when the training sample size goes to infinity.
For the ListMLE case, its loss is order sensitive, therefore, according to Theorem 2, it is
consistent.
Soundness is about whether the loss function can indeed represent the loss in ranking, i.e. an
incorrect ranking should receive a larger penalty than a correct ranking, and that should
reflect the confidence of the ranking.
Figure 3.1: Left ranking scores of predicted result, right loss l v.s. d for the likelihood loss.
Again, considering the ListMLE case and looking at Figure 2, suppose that there are two
objects to be ranked and they receive scores of g1 and g2 from a ranking function. Suppose
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that the first object is ranked below the second object in the ground truth. Then the upper
left area above line g2 = g1 on the left graph corresponds to correct ranking and the lower
right area to incorrect ranking. According to the definition of likelihood loss, all the points
on the line g2 = g1 + d has the same loss. Therefore, one can say that the likelihood loss only
depends on d. The right graph shows this relationship: loss function l decreases
monotonously as d increases which indicate that it penalizes negative values of d more
heavily than positive ones. This will make the learning algorithm focus more on avoiding
incorrect rankings. Thus, the likelihood loss or more specific the ListMLE function is sound.
The other properties, continuous, differentiable and convex can be verified by (Boyd and
Vandenberghe 2004). The likelihood loss can be computed efficiently, with time complexity
of linear order to the number of objects.
Some possibilities for φ are:
Linear: φL(x) = ax+ b
Sigmoid: φS(x) = 11+exp−ax
Exponential: φE(x) = exp ax
Probit: φP (x) = Φ(x) =
∫ x
−∞
exp−x2/2√
2pi dx =
1
2
[
1 + erf
(
x√
2
)]
3.4 Cost-Sensitive Listwise Ranking
As explained in the section before, the listwise approach minimizes the loss function defined
between the ranked and the ground truth list. This scenario treats all the documents as if
they had equal probability, however, the documents with higher ranks should be emphasized.
Thus, a cost-sensitive listwise approach was defined by (Lu et al. 2010). This framework
redefines the probability by imposing weights for the documents pairs. These weights are
computed based on Normalized Discounted Cumulative Gain (NDCG).
The Normalized Discount Cumulative Gain evaluates the performance of the top documents
in the ranked list. Suppose n candidate documents are retrieved for a query and each
candidate document di is represented as a pair (xi, yi), where xi denotes the query-document
pair feature vector and yi is the relevance level. The NDCG@k can be defined as:
NDCG@k = DCGpi@k
DCGg@k
=
∑n
j=1
2yj−1
log2(1+pi(j))
I[pi(j) ≤ k]∑n
j=1
2yj−1
log2(1+g(j))
I[g(j) ≤ k] (3.14)
where k denotes the truncation level, pi is the ranked list generated by a ranking function
and g denotes the ground truth list obtained in the document relevance level descending
order. g(j) and pi(j) denote the ground truth ranking position and the ranked position of the
document dj respectively. I[x] is an indicator function and yields one if x is true and zero
otherwise. Assume that the ranking function is f , then the ranked position pi(j) is computed
from:
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pi(j) = 1 +
n∑
i=1
I[f(xi) > f(xj)] (3.15)
where f(xi) denotes the rank score of the document di. If there are many documents sharing
the same relevance level with the document dj, it is impossible to state the definite value of
g(j). So the approximate value gˆ(j) is given as:
gˆ(j) = 1 +
n∑
i=1
I[yi > yj] (3.16)
Because of that approximation we can say that gˆ(j) ≤ g(j) for each j, which implies
DCGg@k ≤ DCGgˆ@k. Thus the NDCG@k loss can be written as:
Lndcg@k = 1−NDCG@k ≤ 1
DCGgˆ@k
(DCGgˆ@k −DCGpi@k) (3.17)
(Lu et al. 2010) showed that the cost-sensitive listwise losses are the upper bound of NDCG
loss. For notation simplicity, let a(i) = 2yi − 1, b(j) and its gradient ∆b(j) being:
b(j) =
{
1/ log2(1 + j) j ≤ k
1/ log2(1 + k) j > k
∆b(j) =
{ − log 2
(1+j)[log(1+j)]2 j ≤ k
0 j > k
We can rewrite NDCG@k loss as:
Lndcg@k ≤ 1
DCGgˆ@k
(
n∑
i=1
a(i)(b(gˆ(i))− b(pi(i)))
)
+ 1
DCGgˆ@k
n∑
i=1
a(i)
log2(1 + k)
C1 =
1
DCGgˆ@k
n∑
i=1
a(i)
log2(1 + k)
C2 = C1 +
1
DCGgˆ@k
∑
yj=yi
[−a(j)∆b(gˆ(j))− a(i)∆b(gˆ(i))]
∴ b is a convex function ⇐⇒ b(x)− b(y) ≤ ∆b(x)(x− y)
Lndcg@k ≤ 1
DCGgˆ@k
n∑
j=1
a(j)∆b(gˆ(j))(gˆ(j)− pi(j)) + C1
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= 1
DCGgˆ@k
n∑
j=1
a(j)(−∆b(gˆ(j))){
(
1 +
n∑
i=1
I[f(xi) > f(xj)]
)
−
(
1 +
n∑
i=1
I[yi > yj]
)
}+ C1
∴ I[x > 0]− I[y > 0] ≤ I[xy < 0] + I[y = 0]
Lndcg@k ≤ 1
DCGgˆ@k
∑
yj>yi
[−a(j)∆b(gˆ(j))− a(i)∆b(gˆ(i))]I[f(xj) < f(xi)] + C2 (3.18)
This shows that the weights of the document pairs of each query can be calculated at once in
training and justifies the correlation between cost-sensitive listwise loss and NDCG@k loss.
Considering that zj and wj are non negative and
I[z > 0] ≤ log2(1 + exp(z))
n∑
j=1
wj log2(zj) ≤
 n∑
j=1
wj
 ·
log2
 n∑
j=1
wjzj/
n∑
t=1
wt

we can get the following theorem.
Theorem 3. The cost-sensitive listwise loss is the upper bound of NDCG loss Lndcg@k
Lndcg@k ≤ 1
DCGgˆ@k
n∑
j=1
βj log2
 n∑
j=1
αi,j/αi,i exp (φ(f(xj))− φ(f(xi)))
+ C2
where αi,j is the weight of the document dj and αi,j/αi,i is the weight of the document pair
(di, dj). The theorem states definite values for all the weights βj and αj.
From that, (Lu et al. 2010) point out a case called Cost-Sensitive ListMLE Ranking
Approach for which the loss function on a query can be defined as:
L = 1
DCGgˆ@k
n∑
j=1
βj log2
1 + n∑
t=j+1,yj>yt
αj,t exp(f(xt)− f(xj))
 (3.19)
where the ranking function (score) is linear, i.e. f(x) is the inner product between x and w
(model parameters), i.e. f(x) =< w, x >= wTx. Based on that a cost-sensitive approach
named Kernelized Cost-Sensitive ListMLE is proposed. To optimize this loss function we
need to do gradient descent which is a method that works optimally when is based on the
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gradient and the hessian. Let G(w) be the gradient then with the loss function L,
G(w) = (G(w1), . . . , G(wp))) can be written as:
G(wl) =
∂L
∂wl
= 1
DCGgˆ@k
n∑
j=1
βj
log(2)
n∑
t=j+1,yj>yt
αj,t exp[(xt − xj)wl](xt − xj)1 + n∑
t=j+1,yj>yt
αj,t exp[(xt − xj)wl]
 (3.20)
and let H(w) be the hessian then with the loss function L, H(w) = (H(w1), . . . , H(wp)))
can be written as:
H(wl) =
∂2L
∂w2l
= 1
DCGgˆ@k
n∑
j=1
βj
log(2)
n∑
t=j+1,yj>yt
αj,t exp[(xt − xj)wl](xt − xj)2
1 + n∑
t=j+1,yj>yt
αj,t exp[(xt − xj)wl]
2
(3.21)
where l is the lth model parameter. Since it is convex, the model parameters converge to a
global optimal solution.
The Algorithm for Gradient Descent in CS-ListMLE is:
Algorithm 2 GD for CS-ListMLE
1: Input normalized training set, tolerance rate , NDCG@k
2: Initialize w and compute weights with respect to each query, normalizing w each step
3: Do Gradient Descent until the change of the loss function is less than 
4: Return w
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Chapter 4
Kernelized Listwise Ranking
Although the present Listwise MLE appears to work very well, its use of a linear
representation f(x) =< w, x >= wTx for the score function could be a limitation. Kernels
can help capture an arbitrarily nonlinear function by mapping into a higher dimension space.
Let’s start considering a regression problem with explanatory variables taken from the
motorcycle data introduced with the Matlab XTAL package (Franc and Hlavác 2004). We
illustrate the use of SVM regression
(Cortes and Vapnik 1995) with a Gaussian kernel and a Cubic Linear Regression (Stigler 1974).
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There are many algorithms that can try to solve these tasks, but clearly any linear machine
will fail the task of doing a good job at fitting the response. This is the initial motivation for
the so-called kernel trick problem, i.e. any linear model can become a non-linear model by
replacing its features by a transformation over pairs of data.
Our first intuition is to do so by a feature mapping, i.e. transform each feature vector by a
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user-specified feature map. The kernel trick allows us to do that in a more efficient way;
instead of a transformation for each predictor, we apply a single similarity function over the
data and enable them to operate in a higher dimensional space without ever computing a
transformation for each of the coordinates. Instead we can simply compute the inner product
between the images of all pairs of data in the feature space.
It is important to notice that in Figure 3, the SVM fit does a much better job compared to
the cubic linear regression one. But the SVM could be even get better. Tunning parameters
and different families of kernels can be considered for that end.
Mathematically, let the vector xRp implicitly be projected (mapped) onto a feature space F
(of potentially infinite dimension) via a transforming function or mapping η such that
x→ η(x), and K(xi, xj) = η(xi)Tη(xj) (Shawe-Taylor and Cristianini 2004). Many common
choices of kernels work very well in practice, some frequently used ones are:
• Polynomial: K(xi, xj) = (bxTi xj + a)
d
• Gaussian: K(xi, xj) = exp
(
−‖xi−xj‖22σ2
)
• Laplace: K(xi, xj) = exp
(
−γ‖xi − xj‖2
)
• Hyperbolic Tangent: K(xi, xj) = tanh(bxTi xj + a)
With all that said it is easy to adapt the Cost-Sensitive Ranking for a Kernel Cost-Sensitive
Ranking by kernelizing the ranking function f(x) =< θ, x >= θTη(x), i.e., let
{
η : X → F
x→ η(x)
so f(x) = θTη(x) in F . Then f(x) = ∑nj=1 θjK(x, xj) where K(·, ·) is the kernel trick and
K(xt, xl) =< η(xt), η(xl) > which make it inherit all its good characteristics. The loss
function on a query can be defined as:
L = 1
DCGgˆ@k
n∑
j=1
βj log2
1 + n∑
t=j+1,yj>yt
αj,t exp(
n∑
l=1
θlK(xt, xl)−
n∑
l=1
θlK(xj, xl))
 (4.1)
The Gradient Descent method can be used to optimize the loss function which is a method
that works optimally when is based on the gradient and the hessian. It is vital to assess the
properties of the Hessian matrix because it’s positive definiteness is a blessing on estimating
the vector theta.
Thus, let G(θ) be the gradient then with our loss function L, G(θ) = (G(θ1), . . . , G(θp))) can
be written as:
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G(θl) =
∂L
∂θl
= 1
DCGgˆ@k
n∑
j=1
βj
log(2)
n∑
t=j+1,yj>yt
αj,t exp[f(xt)− f(xj)]
n∑
l=1
[K(xt, xl)−K(xj, xl)]1 + n∑
t=j+1,yj>yt
αj,t exp[f(xt)− f(xj)]

(4.2)
and let H(θ) be the hessian then with the loss function L, H(θ) = (H(θ1), . . . , H(θp))) can
be written as:
H(θl) =
∂2L
∂θ2l
= 1
DCGgˆ@k
n∑
j=1
βj
log(2)
n∑
t=j+1,yj>yt
αj,t exp[f(xt)− f(xj)]
(
n∑
l=1
[K(xt, xl)−K(xj, xl)]
)2
1 + n∑
t=j+1,yj>yt
αj,t exp[f(xt)− f(xj)]
2
(4.3)
Considering
f(·) =
n∑
l=1
θlη(·)ηT (xl) =
n∑
l=1
θlK(·, xl) (4.4)
The Algorithm for Gradient Descent in Kernelized CS-ListMLE is:
Algorithm 3 GD for Kernelized CS-ListMLE
1: Input normalized training set, tolerance rate , NDCG@k
2: Initialize θ and compute weights with respect to each query, normalizing θ each step
3: Do Gradient Descent until the change of the loss function is less than 
4: Return θ
For the kernels used in this case in which the results are shown in Chapter 5, the Hessian
appears to behave very well, making the convergence faster, especially in concert with the
normalization of the input space. Since this version is based on the same surrogate loss is
safe to say that the theoretical properties of the listwise carry over to the kernelized version.
It is important to point out that this nonlinear approach benefits from higher dimensional
projections which makes an easy task to fit a broad range of functions since it can search the
space better. Although many scientific processes can be described well using linear models,
others are inherently nonlinear. Another benefit is efficient use of data. Nonlinear regression
like models can produce good estimates of the unknown parameters in the model with
relatively small data sets.
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The major cost of moving to nonlinear from simpler modeling techniques is the need to use
iterative optimization procedures to compute the parameter estimates. The use of iterative
procedures requires the user to provide starting values for the unknown parameters before
the software can begin the optimization and it is directly tied up to its convergence. Bad
starting values can also cause the software to converge to a local minimum rather than the
global minimum that defines the least squares estimates.
In our case, there is no analytically solution for the Listwise approaches and the convexity of
the loss working in tandem with normalization of the space make this approach very
appealing.
22
Chapter 5
Data Description and Processing
To prove our results we use one of the datasets in the LETOR project. The LETOR dataset
is a benchmark collection for research on learning to rank for information retrieval, released
by Microsoft Research Asia (Qin et al. 2010). By doing this, the group facilitates the
research on learning to rank since no selected queries for training and test, no standard
feature vectors, no baseline algorithms and no standard evaluation tools were defined before,
making the comparison among different methods not possible.
LETOR was constructed based on multiple data corpora and query sets. The documents
were sampled and features were extracted for each query-document pair. The data was
partitioned into five folds envisioning cross validation and standard evaluation measures were
provided. In addition, some baseline results were provided, to serve as comparison for newly
developed methods.
The first version of LETOR was released in April 2007 and used in the SIGIR 2007 workshop
on learning to rank for information retrieval. Based on the feedback gather from the IR
community, other versions of LETOR became available to the public in 2008 and 2009.
5.1 Cross validation
Fold Training set Validation set Test set
1 {S1, S2, S3} S4 S5
2 {S2, S3, S4} S5 S1
3 {S3, S4, S5} S1 S2
4 {S4, S5, S1} S2 S3
5 {S5, S1, S2} S3 S4
Table 5.1: Partitioning for five-fold Cross Validation
(Qin et al. 2010) partitioned each dataset into five parts with about the same number of
queries, denoted as S1, S2, S3, S4 and S5, for five-fold cross validation. Each fold, had three
parts for training, one part for validation, and the last part for test as shown in Table 5.1.
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They describe the training set to be used to learn ranking models, the validation set to tune
the hyperparameters and the test set to evaluate the performance of the models.
5.2 Baseline models and measures
They tested linear regression as a baseline example for Pointwise approach, RankBoost for
Pairwise approach, ListNet for Listwise and measure the quality of these algorithms by
Precision (3.2), MAP (3.5), Normalized Discount Cumulative Gain (3.7) measures.
5.3 Features
Their most recent release was the MSLR−WEB10K with 10000 queries and 136 features
for each query-url pair which are available to download (Qin et al., n.d.).
Taking a closer look in the data files, each row corresponds to a query-url pair. The first
column is relevance label of the pair which goes from 0 (irrelevant) to 4 (perfectly relevant),
the second column is query id, and the following columns are features.
The features include covered query term number and ratio, stream length, IDF (Inverse
document frequency), sum/min/max/mean/variance of term frequency,
sum/min/max/mean/variance of stream length normalized term frequency,
sum/min/max/mean/variance of tf∗IDF, boolean model, vector space model, BM25,
LMIR.ABS (Language model approach for information retrieval with absolute discounting
smoothing), LMIR.DIR (Language model approach for IR with Bayesian smoothing using
Dirichlet priors) and LMIR.JM (Language model approach for IR with Jelinek-Mercer
smoothing), all by body, anchor, title, url, whole document. Plus number of slash in URL,
length of URL, inlink number, outlink number, PageRank, SiteRank (Site level PageRank),
QualityScore (The quality score of a web page. The score is outputted by a web page quality
classifier.), QualityScore2 (The quality score of a web page. The score is outputted by a web
page quality classifier, which measures the badness of a web page.), query-url click count
(The click count of a query-url pair at a search engine in a period), url click count (The click
count of a url aggregated from user browsing data in a period) and url dwell time (The
average dwell time of a url aggregated from user browsing data in a period).
Figure 5.1: Example of two rows from MSLR-WEB10K dataset
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5.4 Experiments and Results
In this section we analyze the performance of ListNet, RankSVM, Plain Cost-Sensitive MLE
and Cost-Sensitive MLE Kernel polynomial, gaussian, laplace and hyperbolical tangent on
the LETOR dataset MSLR−WEB10K. This data set contains 5 folds so the following
results are averages of this results.
We also explore some different parametrizarion for the kernels, one of them we call special
in which the offset is considered 0, the polynomial degree is 3 and the bandwidth is
1/p = 1/136 = 0.0074 inspired by (Meyer et al. 2015). In the other cases we use the vanilla
parametrization with offset is considered 0, the polynomial degree is 1 and the bandwidth is
1.
It is important to notice when generating test results that ListNet and Plain Cost-Sensitive
MLE optimize distances while RankSVM and Cost-Sensitive MLE Kernel optimize
similarities which means different interpretations for the coefficients. In the experiments, the
truncation level k takes 3, 5 and 10 as in (Lu et al. 2010).
nDCG ListNet RankSVM
@3 0.6028 0.4662
@5 0.6243 0.5120
@10 0.6116 0.5325
Table 5.2: Test results for nDCG@3, nDCG@5 and nDCG@10 on ListNet and RankSVM
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Methods at.3 at.5 at.10 special
Gaussian 0.5763 0.5736 0.5693 0.5548
Laplace 0.5765 0.5673 0.5705 0.5637
Polynomial 0.6011 0.6040 0.6178 0.5126
Tanh 0.5824 0.5904 0.5666 0.5743
Plain 0.5817 0.5984 0.6316
Table 5.3: Test results for nDCG@3 on Kernel and Plain Cost Sensitive List MLE
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Figure 5.2: Summary for nDCG@3 on Kernel and Plain Cost Sensitive List MLE
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Methods at.3 at.5 at.10 special
Gaussian 0.5948 0.5933 0.5755
Laplace 0.5882 0.5984 0.5850
Polynomial 0.6177 0.6293 0.5455
Tanh 0.6058 0.5947 0.5986
Plain 0.6122 0.6425
Table 5.4: Test results for nDCG@5 on Kernel and Plain Cost Sensitive List MLE
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Figure 5.3: Summary for nDCG@5 on Kernel and Plain Cost Sensitive List MLE
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Methods at.3 at.5 at.10 special
Gaussian 0.5860 0.5757
Laplace 0.5876 0.5813
Polynomial 0.6175 0.5579
Tanh 0.5941 0.5917
Plain 0.6276
Table 5.5: Test results for nDCG@10 on Kernel and Plain Cost Sensitive List MLE
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Figure 5.4: Summary for nDCG@10 on Kernel and Plain Cost Sensitive List MLE
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Methods at.3 at.5 at.10 special
Gaussian 7 3 4 3
Laplace 2 75 2 3
Polynomial 3 5 6 2
Tanh 11 20 2 17
Plain 2 3 4
Table 5.6: Iterations until convergence on Kernel and Plain Cost Sensitive List MLE
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Figure 5.5: Iterations until convergence on Kernel and Plain Cost Sensitive List MLE
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Note that the empty values on the tables are because the evaluation metric can just evaluate
cases where its truncation value is equal or bigger than training truncation level. At the
special column, no parameter tunning can be done for the Plain version, so it is always empty.
Since ListNet and RankSVM do not truncate during training we should compare our results
with highest truncation at training (at 10) and same nDCG metric to have somewhat fair
comparations. With that said one could notice that CS-ListMLE plain and CS-ListMLE
polynomial always perform better then them which reforce the point of our study.
Looking at the test results for nDCG@3, we can see for a truncation level during training
also at 3, that the cost-sensitive listwise Polynomial outperforms the others. Considering
higher truncation levels but same metric, Polynomial, Plain and tanh outperforms the others
at 5, 10 and 10 special respectively.
For test results for nDCG@5 with the same truncation level 5, the Polynomial kernel again
outperform the others. Considering higher truncation at training as 10 and special, Plain
and Tanh outperforms the others respectively.
Finally, the test results for nDCG@10 shows that the Plain version outperforms with
truncation level at 10 although Polynomial kernel also does a very good job and for the
special case, Tanh as usual does the best job.
Taking a look at how many iteration it takes to converge, we can say that it is an algorithm
that converge relatively fast which is probably due to the fact that the loss function is
convex and the Gradient Descent include the second derivative. Considering the truncation
level 3, Laplace and Plain are the fastest, at level 5 Gaussian and Plain, at 10 Laplace and
Tanh and at 10 special we have got Polynomial.
This results take us to conclude that CS-MLE Plain is more robust when evaluating larger
truncation levels than it was trained on but the CS-MLE Kernel outperforms cases in which
the truncation and the evaluation are the same, that means, it learns better its own space.
More parameters could have been tunned but since our goal was to show the potential
behind the Kernelized options we can see how much could be gain by running way from its
vanillas version. Specially for the Tanh kernel, its tests results seem to gain the most.
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Chapter 6
Conclusion and Future Work
This thesis studied new approaches for cost-sensitive listwise to learning to rank which is an
area of application in machine learning that built ranking models for Information Retrieval
systems. The model purpose is to produce a permutation of items that have some partial
order induced by an ordinal score.
The listwise approach learns a ranking function by taking lists and minimizing a loss
function based on the ranked list and the ground truth list (supervised annotated judgment).
These losses are classified in different groups which different inherent properties: we verify
that the surrogate likelihood loss is the best one and study the particular ListMLE case.
A cost-sensitive version is the next straightforward step, using the traditional nDCG@k
metric, which we generalize by introducing the Gram matrix to the loss or kernelizing it.
The theoretical framework was given along with their mathematical properties. Four families
of kernels were considered: Gaussian, Laplace, Polynomial and Hyperbolic Tangent. We use
their vanilla version to compare with the baseline plain method as well as some different
parametrizarion common utilized for the kernels in which we call “special”. The carry
parameters set as offset 0, polynomial degree 3 and bandwidth 1/p = 0.0074.
The experimentation is done on the benchmark LETOR MSLR−WEB10K dataset. It is
the most recent available dataset released by the Microsoft group. They contain queries and
some characteristics of the retrieved documents and its human judgments on the relevance of
the documents with respect to the queries and its natural five fold set allowed cross
validation.
Gathering all those ideas we have shown some higher performance Kernel Cost-Sensitive
ListMLE compared to the baseline ListMLE and compared different aspects of the proposed
loss function within different families of kernels.
The results show that CS-MLE Plain is more robust when evaluating larger truncation levels
than it was trained on, but the CS-MLE Kernel outperforms cases in which the truncation
and the evaluation are the same, that means, it learns better its space.
More grid values for parameters could have been studied but since our goal was to show the
potential behind the Kernelized options we could show how much it can be gain by running
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way from its vanillas version. Especially for the Tanh kernel, its tests results seem to gain
the most.
There is clear many future directions to enrich this area of research. One of the direct
extension of this research is to change the way the ensemble of the losses is done in the
Gradient Descent training. Another area of the investigation is to modify the loss itself to
make the kernels learn the whole space of the queries instead of looking it query by query.
Finally, one could also analyze how do the theoretical bounds change with CS-MLE Kernel.
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Chapter 7
Appendix
#-------------------------------------------------------------------
## Fixing the format of the data from 1 qid:13 1:35 2:68 ... 136:72
## to columns ------------------------------------------------------
#-------------------------------------------------------------------
test <- read.delim("mypath\\test.txt",header=F,sep=" ")
test <- as.data.frame(lapply(test,function(x) as.numeric(gsub(".+:([0-9]*)","\\1",x))))
#--------------------------------------------------------
## Cost-sensitive ListMLE Ranking Approach --------------
#--------------------------------------------------------
# norm of a vector --------------------------------------
norm_vec <- function(x) sqrt(sum(x^2))
#--------------------------------------------------------
# check size k for DCG ----------------------------------
# returns a list with corrected data size and DCGg ------
checksizek <- function(query,kappa){
# check if query is <= k
k <- kappa
actualsize <- dim(query)[1]
if(actualsize>k){
query <- query[1:k,]
} else if(actualsize<k) {
newrows <- data.frame(matrix(c(rep.int(NA,length(query))),
nrow=(k - actualsize),ncol=length(query)))
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colnames(newrows) <- colnames(query)
query <- rbind(query,newrows)
query[is.na(query)] <- rep(0,sum(is.na(query)))
}
query[,-1] <- apply(query[,-1],2,function(x)
x/ifelse(norm_vec(x)==0,rep(1,length(x)),norm_vec(x))) #normalizing x
# DCG
g <- function(j){
1 + sum(y>y[j])
}
y <- query[,1]
dcgg <- 0
for(i in 1:length(y)){
dcgg <- dcgg + (2^(y[i])-1)/(log2(1+g(i)))
}
return(list(query,dcgg))
}
#--------------------------------------------------------------------
# calculate NDCG@k for a query --------------------------------------
#--------------------------------------------------------------------
nDCG_k <- function(response,k){
y <- response[1:k]
dcgg <- 0
for(i in 1:length(y)){
dcgg <- dcgg + (2^(y[i])-1)/(log2(1+i))#g(i)
}
y <- sort(response[1:k],decreasing = T)
maxdcgg <- 0
for(i in 1:length(y)){
maxdcgg <- maxdcgg + (2^(y[i])-1)/(log2(1+i))
}
return(ifelse(maxdcgg==0,0,dcgg/maxdcgg))
}
#--------------------------------------------------------
# calculate grad/hessian for a given query --------------
#--------------------------------------------------------
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grad_listMLE_plain <- function(w,query,dcgg){
y <- as.matrix(query[,1])
x <- as.matrix(query[,-1])
n <- length(y)
p <- length(w)
if(sum(y)==0) {m <- matrix(0,nrow = p,ncol = 1)}
else{ #in case all doc irrelevant
xw <- x %*% w
beta <- y/sum(y)
alpha <- matrix(0,nrow = n,ncol = n)
for(i in 1:n){
alpha[i,] <- ifelse(y[i]>y,(y[i]-y)/y[i],0)
}
alpha[lower.tri(alpha,diag = T)] <- 0
grad <- matrix(0,nrow = p,ncol = 2)
loss <- matrix(0,nrow = n,ncol = 2)
for(j in 1:p){
for(i in 1:n){
# expo <- alpha[i,] * exp(xw - xw[i,] * rep(1,n))
# expo[1:i] <- 0
# alpha_exp <- t(expo) %*% (x - x[i,])
# loss[i,1] <- beta[i]*alpha_exp/(1 + expo)
expo <- (exp(xw - xw[i,] * rep(1,n)) * (x - x[i,])[,j])
expo[1:i] <- 0
alpha_exp <- alpha[i,] %*% expo
loss[i,1] <- beta[i]*alpha_exp/(1 + alpha_exp)
expo2 <- (exp(xw - xw[i,] * rep(1,n)) * ((x - x[i,])[,j])^2)
expo2[1:i] <- 0
alpha_exp2 <- alpha[i,] %*% expo2
loss[i,2] <- beta[i]*alpha_exp2/(1 + alpha_exp)^2
}
grad[j,1] <- sum(loss[,1])/(dcgg*log(2)) #gradient
grad[j,2] <- sum(loss[,2])/(dcgg*log(2)) #hessian
}
m <- ifelse(grad[,1]==0 & grad[,2]==0,grad[,1],grad[,1]/grad[,2])
}
return(m)
35
}#--------------------------------------------------------
# for a given query do gradient descent and return w ----
#--------------------------------------------------------
i <- j <- 0
w_old <- rep(0.048,136) # error and w must have as many elements as x variables
w_new <- rep(0.05,136)
error <- rep(0.001,136)
l <- length(error)
grad <- daboius <- NULL
qids <- unique(train$queryID)
while(sum(abs(w_new-w_old) >= error)>0){
posiids <- 1:length(qids)
i=i+1
w_old <- w_new
for(k in qids){
j <- j+1;cat("qid: ",k, j,"\n")
x <- checksizek(train[which(train$queryID == k),-2],1)
grad <- cbind(grad,grad_listMLE_plain(w_old,x[[1]],x[[2]]))
}
w_new <- w_old - rowSums(grad)/ncol(grad)
w_new <- w_new/norm_vec(w_new)
daboius <- cbind(daboius,w_new)
if (i>=200 | length(qids)==0) break; cat("iteration ",i,"\n")
}
write.csv(daboius,"wplain1.csv",quote = F,row.names = F)
atk_data <- grep("w.*csv",list.files(),value=T)
atk_data <- atk_data[grep("wplain.*csv",atk_data)]
avg_nDCG_polynomial <- matrix(0,nrow = 2000,ncol = length(atk_data))
atk_metric <- 1
j <- 0
qids <- unique(test$queryID)
for(i in atk_data){
cat(i,"\n")
j <- j+1
daboius <- read.csv(i)
bestw <- dim(daboius)[2]
avg_nDCG <- NULL
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for(k in qids){
x <- checksizek(test[which(test$queryID == k),-2],
as.numeric(gsub("w[a-z]+([0-9]+).*\\.csv","\\1",i)))
avg_nDCG <- c(avg_nDCG,nDCG_k(x[[1]][,1][order(as.matrix(x[[1]][,-1]) %*%
daboius[,bestw],decreasing = T)],atk_metric))
}
avg_nDCG_polynomial[,j] <- avg_nDCG
}
apply(avg_nDCG_polynomial,2,mean)
#--------------------------------------------------------------------
# calculate grad/hessian for a kernelized query ---------------------
#--------------------------------------------------------------------
kxxi <- function(x,kernel="polynomial",a=0,b=1,d=1,sigma=1,gama=1){
x <- as.matrix(x)
xxt <- x %*% t(x)
kx <- matrix(0,nrow(xxt),nrow(xxt))
if (kernel=="polynomial"){
kx <- apply(xxt,1,function(x) (b*x+a)^d)
return(kx)
} else if (kernel == "gaussian"){
for(j in 1:nrow(x)){
for (i in 1:nrow(x)){
kx[i,j] <- exp(-sum((xxt[i,]-xxt[j,])^2)/(2*sigma^2))
}
}
return(kx)
} else if (kernel == "laplace"){
for(j in 1:nrow(x)){
for (i in 1:nrow(x)){
kx[i,j] <- exp(-gama*sum((xxt[i,]-xxt[j,])^2))
}
}
return(kx)
} else if (kernel == "tanh"){
kx <- apply(xxt,1,function(x) tanh(b*x+a))
return(kx)
}
}
grad_listMLE_kernel <- function(w,query,dcgg,kernel,...){
y <- query[,1]
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x <- query[,-1]
n <- length(y)
p <- length(w)
if(sum(y)==0) {m <- matrix(0,nrow = n,ncol = 1)}
else{ #in case all doc irrelevant
kx <- kxxi(x,kernel,...)
kxw <- matrix(rowSums(kx)*w,n,1)
beta <- y/sum(y)
alpha <- matrix(0,nrow = n,ncol = n)
for(i in 1:n){
alpha[i,] <- ifelse(y[i]>y,(y[i]-y)/y[i],0)
}
alpha[lower.tri(alpha,diag = T)] <- 0
grad <- matrix(0,nrow = n,ncol = 2)
loss <- matrix(0,nrow = n,ncol = 2)
for(j in 1:n){
for(i in 1:n){
expo <- (exp(kxw - kxw[i,] * rep(1,n)) * (kx - kx[i,])[,j])
expo[1:i] <- 0
alpha_exp <- alpha[i,] %*% expo
loss[i,1] <- beta[i]*alpha_exp/(1 + alpha_exp)
expo2 <- (exp(kxw - kxw[i,] * rep(1,n)) * ((kx - kx[i,])[,j])^2)
expo2[1:i] <- 0
alpha_exp2 <- alpha[i,] %*% expo2
loss[i,2] <- beta[i]*alpha_exp2/(1 + alpha_exp)^2
}
grad[j,1] <- sum(loss[,1])/(dcgg*log(2)) #gradient
grad[j,2] <- sum(loss[,2])/(dcgg*log(2)) #hessian
}
m <- ifelse(grad[,1]==0 & grad[,2]==0,grad[,1],grad[,1]/grad[,2])
}
return(m)
}
atk <- 10
i <- j <- 0
w_old <- rep(0.048,atk) # if kernel error, w must have as many elements as n obs
w_new <- rep(0.05,atk)
error <- rep(0.001,atk)
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l <- length(error)
grad <- daboius <- NULL
qids <- unique(train$queryID)
while(sum(abs(w_new-w_old) >= error)>0){
i=i+1
w_old <- w_new
for(k in qids){
j <- j+1;cat("qid: ",k,j,"\n")
x <- checksizek(train[which(train$queryID == k),-2],atk)
grad <- cbind(grad,grad_listMLE_kernel(w_old,x[[1]],x[[2]],
kernel="gaussian",sigma=8.246211))
}
w_new <- w_old - rowSums(grad)/ncol(grad)
w_new <- 10*w_new/norm_vec(w_new)
daboius <- cbind(daboius,w_new)
if (i>=200 | length(qids)==0) break; cat("iteration ",i,"\n")
}
write.csv(daboius,"wgaussian10_sigma8.246211.csv",quote = F,row.names = F)
atk_data <- grep("w.*csv",list.files(),value=T)
atk_data <- atk_data[-grep("wplain.*csv",atk_data)]
avg_nDCG_polynomial <- matrix(0,nrow = 2000,ncol = length(atk_data))
atk_metric <- 10#c(3,5,10)
j <- 0
qids <- unique(test$queryID)
for(i in atk_data){
cat(i,"\n")
j <- j+1
daboius <- read.csv(i)
bestw <- dim(daboius)[2]
avg_nDCG <- NULL
for(k in qids){
x <- checksizek(test[which(test$queryID == k),-2],
as.numeric(gsub("w[a-z]+([0-9]+).*\\.csv","\\1",i)))
avg_nDCG <- c(avg_nDCG,nDCG_k(x[[1]][,1][order(kxxi(x[[1]][,-1],
gsub("w([a-z]+)[0-9]+.*\\.csv","\\1",i)) %*% daboius[,bestw],
decreasing = F)],atk_metric))
}
avg_nDCG_polynomial[,j] <- avg_nDCG
}
apply(avg_nDCG_polynomial,2,mean)
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