Abstract. We present a neural network approach to learn inverse kinematics of the humanoid robot ASIMO, where we focus on bi-manual tool use. The learning copes with both the highly redundant inverse kinematics of ASIMO and the additional arbitrary constraint imposed by the tool that couples both hands. We show that this complex kinematics can be learned from few ground-truth examples using an efficient recurrent reservoir framework, which has been introduced previously for kinematics learning and movement generation. We analyze and quantify the network's generalization for a given tool by means of reproducing the constraint in untrained target motions.
Introduction
The ability to use tools is one of the cornerstones of behavioral intelligence. Tool use is fundamental to human life: Humans use tools to extend their reach, to amplify their physical strength, and to perform many other tasks. However, to overcome limitations induced by the anatomy, tools are used by many organisms to increase their abilities. On the other hand, tools also play a very important role in classical industrial robotics. In this context, tools are used to tailor standard robot arms for specific tasks. The respective kinematics are typically hard coded by a human programmer or incorporated in the kinematic function by a simple offset. With the advent of autonomous and highly redundant humanoid robots such as ASIMO, machines begin to display an unprecedented dexterity and start to feature very flexible motor capabilities with a high precision. Because of their humanoid anatomy such robots are expected to handle tools in a way similar to humans in a large variety of tasks. A predefined parametrization of arbitrary constraints introduced by a tool is not feasible in this scenario. Learning of the skill will be more efficient than a situation dependent reprogramming. Many practical manipulation tasks, like those we consider in this paper, can be treated as imposing a certain pose constraint on the motion of the robot's hands. Examples are bi-manual use of a stick or moving a large box, where both hands become coupled with respect to both orientation and position.
In this paper, we focus on the example of bi-manual tools used by the humanoid robot ASIMO [1] , although the methodology is by no means restricted to this particular robot. Tools are described by a function, which maps the position and orientation of a given tool to the end effector configuration of the robot. The geometry of a given tool, which defines the constraint, is therefore only implicitly available through the training examples and is never explicitly used. We will show that the learned solution will reproduce this constraint when generalizing to new targets. Note that the robot needs to coordinate its full body in order to use tools, because the arms are also coupled through the torso and its respective hip motion.
For learning, we employ a recurrent neural framework that is a variation of reservoir computing and has previously been used for learning inverse kinematics [2] and movement generation [3] . It uses efficient learning rules [4] that are biologically plausible and follow the general idea of reservoir computing: Inputs are fed into a dynamic reservoir of hidden neurons, by which they are transformed into a high dimensional space, the state of the reservoir network. This method is a very data efficient scheme, which can cope with the typical constraints in developmental learning. Data efficiency means to learn without excessive sampling of all possible tool configurations in space. The learner can generalize within convex hull of the demonstrated examples and can extrapolate to unseen samples [5] .
Other machine learning techniques have been very successfully applied to specific inverse kinematics problems [6] . In order to increase flexibility in such systems, several approaches have been used. Under the notion of extendable or adaptive body schemata, several studies investigate how motor and control knowledge can be re-learned for the case of tool use [7] [8] [9] . The incorporation of arbitrary constraints has been investigated for the control of specific actions, for instance by Howard et al. [10] . However, learning the incorporation of arbitrary constraints into voluntary control is not well investigated. Therefore, our method expands the state of the art towards flexible tool use. In the remainder of the paper we describe the learning setting in Sect. 2, the neural network approach in Sect. 3, the evaluation and experiments in Sect. 4, and conclude in Sect. 5.
Tools as Kinematic Constraints for ASIMO
Given a robot, the forward kinematics function F : IR m → IR n is uniquely defined. It converts a set of joint angles into the corresponding end effector configuration. On ASIMO, the end effector configuration contains two subsets: the left and the right hand. The hand center points p L,R are described in cartesian coordinates x, y and z with respect to the world coordinate system. The orientations of the hands are expressed as spatial orientations of the grasp axis d L,R . The grasp axis are the z-axis in hand centered coordinates (see Figure 1) . Thus the task vector is a twelve-dimensional input variable
In the following, task constraints given by tools will define and couple positions for both hands and the directions of both grasp axis.
The ASIMO full body motion controller [11] , which will be used to generate the ground truth examples, operates on 15 degrees of freedom (m = 15). Each arm is moved by controlling three rotational degrees of freedom in the shoulder, one in the elbow and one in the wrist. Additionally, four degrees of freedom are located in the hip: its height over ground and the rotation around all three spatial axes. The last degree of freedom is the heads pan orientation that is without effect on the task, but also controlled and learned.
An inverse kinematics function F −1 of a robot is defined by the forward kinematics in the following equation:
It maps a configuration of the end effector e ∈ IR n to the joint angels q ∈ IR m for the robot. There is no unique inverse kinematics function in the case of redundancy. ASIMO's kinematics is interesting for learning, because both arms are coupled by the upper body motion. The full body motion couples both arms by means of an augmented Jacobian [11] such that there is no separate kinematics for the arms. Targets that are out of reach for the hands can be approached, for instance, by leaning forward or backward.
Tool Kinematics as constraints
We now describe the tool kinematics in order to be able to generate training examples. Once the training examples are known, the explicit tool geometry and kinematics are not further used directly, but all information is implicitly contained in the examples of tool positions and joint angles. We focus on bimanual tool use. A tool is defined by a constraint, which couples both hands together. The constraint is described by a tool's position and orientation in Euler angles
Given this input vector u(t) the desired bi-manual end effector configuration Figure 2 shows some examples of ASIMO holding a 46 cm long stick. Given the position and orientation of the tool as input variable u(t), the recurrent neural network (after learning as described below) computes joint anglesq(t) to grasp the stick. In Fig. 2 (a) and 2(b) both grasp axis are pointing towards each other, which is characteristic for a stick, while in 2(c) the grasp axis are vertical like for grasping a wheel with the stick as diameter. 
The Neural Network Learning Approach
The task is to learn the combined function consisting of the specified tool constraint and inverse kinematics with a recurrent neural network, such that T is approximated from a small number of examples. A new functionT :
is defined by the neural network. The actual network outputs are denoted witĥ
The goal is to minimize the error between (3) and (4) on the training set. For learning we use a recurrent neural network, which receives a time sequence of subsequent tool configurations u(t) as input. The network is trained to compute joint anglesq(t) such that the tool can be grasped F (q(t)) ≈ C(u(t)). Figure 3 shows the network setup. The respective network consists of 6 input-, 15 outputand 300 hidden reservoir-neurons. The output nodes receive input from both: input and reservoir neurons. The reservoir receives the input values and, in a recurrent loop, the output values. The connectivity parameters are listed in Tab. 1. Formally, we consider the recurrent reservoir dynamics
k is the discrete time step and 
Our setup involves two learning rules that work in parallel. Connections to the output nodes are adapted with the supervised Backpropagation-Decorrelation rule (BPDC), which has been introduced in [4] . It can cope with feedback from output to the internal neurons [12] (Figure 3) . Since only the output layer is adapted in a supervised manner, the approach is biologically rather plausible [13] compared to learning methods that require a deep backpropagation of errors. Such output layer adaption is also believed to occur in the cerebellum, which is heavily involved in human motor learning [14] . The initialization and handling of the other connections follow the reservoir computing paradigm and are therefore randomly chosen from a uniform distribution and stay fixed, see Tab. 1 and 2. An unsupervised Intrinsic Plasticity (IP) rule is applied inside the reservoir that accounts for an efficient neural coding as it can be found in different visual cortical areas [15] . The IP rule was first introduced by Triesch [16] , inspired by soma-intrisic adaptions that are found in biological neurons [17] , and was first used for reservoir optimization in [18] . Details can be found in these references. 
Experiments and Results
In order to acquire ground truth training data, we use an analytic velocitybased feedback controller. This whole body motion (WBM) controller [11] uses all upper body degrees of freedom of ASIMO to perform a target motion of both hands. It selects one particular out of the infinite number of solutions based on additional criteria. It is important to note here that the goal of learning is not to replicate the velocity mapping. Rather, we learn a pure feedforward control, that solves the inverse kinematics directly. This is not the case for the velocitybased feedback controller. Since the demonstration and execution of targets to the controller is also temporal, in practice a target e is never exactly reached and this way to generate training examples actually introduces some noise.
Given a certain tool C the inverse kinematics function F −1 and a trajectory of the tool u(t), trajectories of samples q(t) = T (u(t)) are created by executing the WBM controller and recording the respective joint angles. The analytic forward kinematics F is then used to additionally compute the corresponding end effector configurations e(t) = F (q(t)), which are later used to calculate different error measurements.
The training is organized in epochs and cycles. A cycle is one full temporal presentation of the training motion u(t). In each epoch we first re-initialize the network-state randomly and present one cycle to the network without training to wash-out the randomly chosen initial state of the reservoir. Subsequently we show the complete pattern five times with enabled learning: after the presentation of each new target position u(t), the output connections are adapted towards the target output q(t) using the BPDC rule. An IP rule is used for reservoir optimization. A final cycle is used to estimate the error of the output joint anglesq(t), while learning is disabled. We use three error measures:
-The mean relative euclidean distance between the desired and actual joint angles:
ub i is the upper bound and lb i is the lower bound of the i-th joint.
-The mean distance between desired and actual hand positions (in meters) as interpretable and realistic error measure:
-The mean distance between desired and actual hand orientations (in radiants):
where (a, b) = arccos a·b |a|·|b| is the enclosed angle between a and b.
All series were learned over 1000 epochs with continuously decreasing learning rates of BPDC and IP. The rates follow an exponential function from a given start to a given end.
Evaluation and Generalization
Previous studies have shown that excellent generalization with the proposed network scheme [2, 3, 12] is possible, however for much simpler tasks not involving additional grasp constraints. The following Tabs. 3, 4 and 5 demonstrate that this holds true also for the more complex scenario considered in this paper. The errors are shown for nine different training sets. The training sets demonstrate learning to manipulate a 46 cm long stick, which is moved in a circle in front of ASIMO without changing the sticks orientation. For instance "XZ50" means that the stick center was moved in the X-Z-Plane in world coordinates in a circle with a radius of 50mm, divided equally in steps of one degree: The rows of the tables show the reservoir network errors on the nine training sets. The tables demonstrate that generalization to similar training sets is possible.
All series in Fig. 5 are produced by a movement of the stick in the x-z-plane, without changing the sticks orientation, such that the end points of the stick Fig. 5(b) . The points represent the network outputq, trained with the inner time series, which was transformed by the analytic forward kinematics F into the end effector configuration F (q) for visualization. The figure points out the networks' remarkable generalization ability. Figure 6 shows the movement of a stick by changing its orientation such that the end effector positions draw eights (Figure 4(b) ). The grasp axis is shown in Fig. 6(b) . The network was trained by the outer time series and interpolates the other time series with high accuracy.
Discussion and Outlook
We present a neural learning task defined by a tool for the humanoid robot ASIMO. Necessary for learning control are data efficient learning mechanisms. The presented experiments show that our methodology allows such learning. The network can learn to coordinate the robot's upper body and the coupled kinematic chain defined by a tool. Our learning technique is able to deal with temporally correlated data and online learning, which are fundamental prerequisites to enable an incremental acquisition and also an ongoing refinement of motor skills. It is fast enough to be used in real time on the real robot system.
The networks allow remarkable generalization from very few, expert-generated examples, which makes the approach appealing for motor learning. One smooth sample motion, consisting out of 360 closely connected samples, is sufficient to learn the whole body kinematics for a given tool. Future work will address a more systematic analysis of the generalization ability. The main focus will lie on the constraint, which couples the robots end effectors, defined by a tool. To analyze the generalization ability across constraints in more detail a measure which is able to quantify the network's capability to satisfy the constraint is needed. 6 . Stick, which orientation was changed, such that eights at the ends of the stick were created. Left: the position of the hands. Right: components of the grasp axis. The recurrent neural network was trained with the training set producing the outer eight.
