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Abstract
We investigate the generation of shaped femtosecond pulses in the infrared spectral regime via a non-
linear process called diﬀerence frequency mixing. First we develop a detailed model of the process,
incorporating pulse propagation during diﬀerence frequency mixing, in the slowly varying envelope
approximation. Diﬀerence frequency mixing (DFM) is numerically simulated for several wavelengths,
nonlinear crystals and Type I and Type II frequency mixing. The diﬀerent factors inﬂuencing the
shape transfer eﬃciency of a shaped pulse to a diﬀerent wavelength regime, as well as the conversion
eﬃciency, is identiﬁed and investigated thoroughly by doing a parametric study. The numerical mod-
eling demonstrates that the eﬃciency, with which a shaped pulse in the near-infrared is transferred to
another wavelength regime, depends strongly on the refractive index of the nonlinear medium for the
interacting pulses and is optimal when the velocity of the generated pulse equals that of the shaped
input pulse. We show that it is possible to control the temporal pulse duration of the generated pulse
by using speciﬁc input angles and so manipulating the eﬀective refractive index of the nonlinear ma-
terial for the input and generated pulses. It was found that it is possible to temporally broaden or
narrow the generated pulse relative to the input pulses. We compare the developed numerical model
to experimental measurements. A liquid crystal spatial light modulator (SLM), inserted in a 4f setup,
is used to generate the shaped pulses. Experimentally we demonstrate high-ﬁdelity shape transfer
by mixing 795 nm and 398 nm femtosecond pulses in a BBO crystal. The temporal broadening and
narrowing of the generated pulse is also shown and compared to the numerical simulations showing
excellent agreement with measured results.
ii
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Opsomming
Ons ondersoek die generasie van gevormde femtosekonde pulse in die infrarooi spektrale regime via
'n nie-liniêre proses genaamd verskil frekwensie vermenging. Ons ontwikkel eerste a gedetaleerde
model van die proses wat the pulse se beweging gedurende verskil frekwensie vermenging in die stadige
wisselende envelope benadering insluit. Verskil frekwensie vermenging is numeries gesimuleer vir 'n paar
golﬂengtes, nie-liniêre kristalle en Tipe I en Tipe II frekwensie vermenging. Die verskillende faktore
wat die vorm oordrag eﬀektiwiteit van 'n gevormde puls van een golﬂengte na 'n ander golﬂengte
beinvloed; sowel as die doeltreﬀendheid; is geïdentiﬁseer en deeglik ondersoek deur 'n parametriese
studie te doen. Die numeriese model toon dat die oordragseﬀektiwieteit waarmee die gevormde puls
in die naby-infrarooi na 'n ander golﬂengte oorgedra word, afhanklik is op die brekingsindekse van die
nie-liniêre meduim vir die interaktiewe pulse en is optimaal wanneer die snelhed van die gegenereerde
puls gelyk is aan die snelheid van die gevormde inkomende puls. Ons wys dat dit moontlik is om die
pulsduur van die gegenereerde puls te beheer deur spesiﬁeke invalshoeke te gebruik en so die eﬀektiewe
brekingsindeks van die nie-liniêre materiaal vir die inkomende en gegenereerde pulse te manipuleer.
Daar is gevind dat dit moontlik is om die gegenereerde pulse langer of korter to maak relatief tot die
inkomende pulse. 'n Vloeibare kristal ruimtelike lig moduleerder (SLM), geplaas in 'n 4f opstel, word
gebruik om die vorm van die pulse te genereer. Eksperimenteel demonstreer ons hoë-trou vorm oordrag
deur 795 nm en 398 nm femtosekonde pulse in 'n BBO kristal te meng. Die rek en krinp van die duur
van die gegenereerde pulse word ook gewys en vergelyk met die numeriese simulasies wat uitstekend
vergelyk met die gemete resultate.
iii
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Chapter 1
Introduction
Many molecular dynamical processes take place on the ultrafast timescale which is on the order of 10−12
seconds. This time scale is signiﬁcantly faster than what can be observed or captured by conventional
electronics. It is important to be able to measure these dynamics in order to manipulate interactions,
for instance steering a chemical reaction down a speciﬁc reaction channel or identifying mechanisms
in a biological process. Ultrafast, speciﬁcally femtosecond, laser pulses have a duration similar, or
faster, to these dynamics and can be used as a viable tool for measuring and/or manipulating chemical
reactions and molecular dynamics. Possible application areas where this can be beneﬁcial include
ionization, isomerization, vibration and rotational dynamics, charge-transfer, fragmentation, chemical
reactions and biological processes. We are interested in vibrational dynamics since selective vibrational
excitation can steer a chemical reaction down a speciﬁc reaction channel [3]. This requires us to be
able to manipulate the electronic ground state of the vibrational or rovibrational molecular dynamics,
which takes place in the mid- to far infrared wavelength regime (MIR and FIR respectively).
Temporally shaped femtosecond laser pulses have emerged as a versatile tool for controlling and probing
molecular processes. Experimental demonstrations to date include selective ionization [4], control of
dissociation branching ratios [5], optimization of ﬂuorescence signals [6], wave packet manipulation [7]
and the observation of ground state dynamics through four-wave mixing [8]. Very often, control of
these processes are coherent, since pulse durations on the femtosecond timescale are typically faster
than the relevant decoherence processes inﬂuencing the dynamics.
Tannor and Rice [9] introduced the pump-dump scheme that can be used for selective bond excitation,
1
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CHAPTER 1. INTRODUCTION 2
where a localised wave packet is formed by a short femtosecond pulse, exciting the reactant. After
a predetermined short time period a second femtosecond pulse is used to de-excite the wave packet,
dumping it to a lower excited level or diﬀerent region in the potential of the ground state.
The vibrational wave packet motion in the electronic ground state of potassium (K2) was investigated
using a pump-dump scheme by Schwoerer et al. [10] where the wave packet is prepared by stimulated
Raman scattering (pump-dump) with the wave packet consisting out of several coherent excited vibra-
tional states, due to the femtosecond pulse broad bandwidth. After the wave packet evolves for some
time, it is probed by a third pulse and a time-of-ﬂight mass spectrometer is used to detect the K2 ion
fragments.
An area of interest that is less well studied using shaped pulses, is the direct manipulation of electronic
ground state vibrational or rovibrational molecular dynamics [11]. While examples abound exist of
indirect control via Raman transitions [12, 13] and generation of vibrational wave packets in excited
electronic states [14], limitations on commercially available programmable pulse shapers generally
preclude generation of shaped pulses in the infrared (IR) regime which is required for direct addressing
of vibrational excitations.
To perform direct manipulation of the electronic ground state vibrational or ro-vibrational molecular
dynamics, it is critical to accurately shape temporal femtosecond pulses in the far infrared wavelength
regime. Temporal pulse shaping can be done using various types of pulse shapers, such as ﬁxed
spatial masks, programmable spatial light modulators (SLM), acousto-optic modulators (AOM) or even
deformable mirrors. The programmability of SLM and AOM are advantageous for the implementation
of adaptive techniques such as open and closed loop control, which makes it unnecessary to have
complete knowledge about the chemical reaction dynamics or solve the Hamiltonian of the relevant
molecules to select the optimal temporal pulse shape. One example is using closed loop control to
optimise the output of a speciﬁc product in a chemical reaction by changing the pulse shape. Temporal
pulse shaping has been used in many applications and is therefore a well established technique. One
of the earliest femtosecond pulse shaping experiments was demonstrated by Weiner et al. [15] using
spatially patterned amplitude and phase masks. Meshulach et al. [16] employed a SLM in a self-
learning pulse-shaping system for shaping uncharacterised pulses into the wanted waveforms. The most
important feature of a SLM is the active display, which consist out of pixels containing liquid crystals.
Brixner et al. [17] used an SLM with 128 independent pixels, together with diﬀerent characterisation
methods and appropriate optimisation algorithms, for optimised frequency-domain femtosecond laser
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 3
pulse shaping. Strobrawa et al. [18] investigated pulse shaping with a 640 pixel SLM where the
larger active area made it possible for high-power as well as high-resolution pulse shaping, so that
more accurate pulse shaping can be done due to less discretisation caused by the increased number
of pixels. The pulse shaper, with a resolution of 0.15 nm/pixel, has been improved on through the
years with Delagnes et al. [19] achieving a resolution of approximately 0.06 nm/pixel. Monmayrant et
al. [20] employed two 640 pixel liquid crystal devices in order to do high resolution and power pulse
shaping. Their device provided a wide enough shaping window to be useful in some coherent control
experiments. Instead of using nematic liquid crystals, ferroelectric liquid crystals can also be used.
Ferroelectric liquid crystals oﬀer approximately two orders of magnitude faster response time, but are
limited to binary phase modulation and in general induce signiﬁcant loss [21]. Pulse shaping can also
be done by shaping only the phase or the amplitude envelope of a pulse. Zou et al. [22] as well as
Hacker [23] utilised phase-only pulse shaping.
Amplitude and phase shaping of mid- to far-infrared and ultra violet (UV) regime are not as straight
forward as in the visible and near infrared regime, due to the limitations on the wavelength shaping
range of most programmable pulse shapers. Liquid crystals absorb radiation in the MIR and UV
range, making shaping in these regimes more complicated. In recent years germanium acousto optic
modulators (Ge AOM), pulse shapers that can operate in the FIR regime, have become commercially
available but is expensive and therefore not always available in laboratories. Shim et al. [24, 25] shaped
a series of pulses directly in the MIR using a Ge AOM that worked successfully in the IR to far-IR
regime.
An alternative method to direct pulse shaping, when shaping pulses in these inaccessible wavelength
regimes and shapers restricted to the visible spectrum, is to do indirect shaping. Indirect pulse shaping
is accomplished by shaping the pulse in the visible or near-IR regime and then transferring the shape to
the desired wavelength via a nonlinear interaction. Various nonlinear interaction schemes can be used,
from second harmonic generation (SHG) to sum frequency generation (SFG) and diﬀerence frequency
generation (DFG). Apart from generating shaped pulses in the MIR and FIR wavelength regimes it
is also possible to use indirect pulse shaping to generate shaped pulses in the UV wavelength regime
[26].
The transfer of a pulse shape from one wavelength regime to another desired regime has been investi-
gated through numerical modeling by several groups. Bakker et al. [27] presented a model to accurately
simulate diﬀerence frequency mixing for picosecond pulses using various crystals and crystal lengths.
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They found that by using their model the eﬀect of phase mismatch, group velocity diﬀerences and
depletion of the pulses in the medium can be quantiﬁed for a collinear conﬁguration. Numerical simu-
lations of the nonlinear interaction between single pulses have been performed in the past by Cavallari
et al. [28] who investigate the feasibility of using diﬀerence frequency mixing to generate sub-100 fs
pulses in the 3 to 5µm range. They used type II frequency mixing in a potassium titanyl phosphate
(KTP) nonlinear crystal, where a pump wave (ωp, ordinary polarisation) is mixed with a signal wave
(ωs, extraordinary polarisation) to produce an idler wave (ωi = ωp - ωs, with polarisation o) and
found that the simulation corresponds well to their experimental measurements. Prawiharjo et al. [29]
did a theoretical and numerical examination of indirect pulse shaping through DFG, assuming the
undepleted pump and unampliﬁed signal approximation, which is valid for a non-dispersive nonlinear
medium i.e. a short crystal length and low intensities. Calculations were done to investigate the
eﬀect of dispersion in the material as well as the temporal walk-oﬀ in order to achieve good ﬁdelity
parametric transfer in a dispersive material. The nonlinearity in the interaction and group velocity
dispersion were investigated through numerical analysis with the nonlinear process and shape transfer
investigated for periodically-poled lithium niobate.
The experimental generation of wavelengths in the MIR to FIR regime have been successfully accom-
plished by various groups. Tsubouchi et al. [30] simulated, experimentally generated and compared
diﬀerence frequency mixed MIR phase- and amplitude shaped pulses. They found that the temporal
pulse features transferred mostly to the generated pulse but that there was large changes in the spec-
tral features. Hacker et al. [23] investigated the generation of shaped ultra short pulses at 400 nm
by using frequency doubling, through numerical simulation and experimental measurements, showing
complete transfer of a phase modulation to the temporal and corresponding spectral domain. Indirect
shaped pulses has been implemented widely for various purposes. Tan et al. [31], using an AOM, as
well as Witte et al. [32], using an SLM, shaped pulses in the near infrared regime and transferred the
shape to the MIR 3− 10µm regime. Tan et al. used phase locked MIR pulses to obtain the complex
valued optical free induction decay of a C-H vibrational mode of chloroform, while Witte success-
fully implemented the nonlinear process in a electronic feedback loop which can be used in various
applications.
For direct manipulation of the electronic ground state vibrational molecular dynamics, the ﬁner fea-
tures in the pulse shape proﬁle are vital, making it necessary to know how accurate the pulse shape
transfer is to the MIR to FIR wavelength regimes. In this thesis we build on the work of the above au-
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thors by further studying femtosecond pulse shape transfer via diﬀerence frequency generation (DFG).
Though previous authors investigated indirect pulse shaping it is still not clear which experimental con-
ﬁgurations would give the best shape transfer and conversion eﬃciency as well as which crystals would
be optimal for the process. We model the interaction numerically to identify critical factors inﬂuencing
the eﬃciency of the pulse shape transfer to the desired wavelength. Using the numerical model we can
identify the optimal experimental conﬁguration and wavelengths for excellent shape transfer to the
required wavelength regime, as well as experimental conﬁgurations to temporally compress or stretch
the pulse. Finally, we successfully demonstrate the pulse transfer process experimentally and do auto-
correlation characterisation of the transfer ﬁdelity. The numerical simulation and experimental results
are compared for three cases; where the DFG pulse is narrower compared to the input single pulses,
the DFG pulse is stretched and the case where the shape of one shaped input pulse is transferred to
the DFG pulse. The main outcome of this thesis is to provide a recipe for achieving high ﬁdelity pulse
shape transfer through diﬀerence frequency generation.
The rest of this thesis consist of 6 parts. We start by characterising femtosecond pulses, looking at the
method for pulse shaping and propose an experimental setup. We continue with an in depth look at
the components of the pulse shaper (SLM), namely the liquid crystal display and how it's is employed
in pulse shaping. In chapter 4 we look at the DFG of a shaped pulse and do a numerical study of the
interaction for diﬀerent nonlinear crystals and wavelength regimes exploring the critical parameters in
the interaction. Next we get an overview of the experimental equipment and laser light that will be
used in our ﬁnal experiment. In the second to last chapter we revisit the experimental setup for the
DFG and experimentally look at the three interaction cases we simulated in chapter 4. We conclude
with a discussion of the results generated throughout the thesis and propose a way forward.
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Technical Overview
2.1 Laser Speciﬁcations
In the following chapters we discuss the use of femtosecond laser pulses in theoretical as well as
experimental work. In our experimental setup pulses are created by a pulsed femtosecond Coherent
Mira oscillator with a repetition rate of 86 MHz, and are subsequently ampliﬁed using a regenerative
Coherent Legend ultrafast ampliﬁer to produce laser pulses with a repetition rate of 1 kHz, an average
power of 1 W (1 mJ per pulse energy) and center wavelength (λc) of 795 nm. A regenerative ampliﬁer
allows multiple passes, by means of retro reﬂection, through a pumped gain medium. The pulses is
coupled out of the cavity by a Pockel cell combined with a quarter-wave plate, that acts as an optical
switch, to exit through a polariser. Ideally these laser pulses consists out of an oscillating electric ﬁeld
with a Gaussian envelope, which can mathematically be described as
E(t) = E0e
[−αt2−iωct], (2.1)
with E0 the amplitude, t the time, ωc = 2piνc the center frequency of the pulse and α is related to
the inverse of the temporal duration (∆t) squared, of the Gaussian pulse, with the derivation to
follow in equation 2.3. The wavelength of the radiation is related to the radiation frequency through
λ= cν =
2pic
ω . The intensity is related to the electric ﬁeld via I(t) =
c0n
2 |E(t)|2 with c the speed of
light, 0 the vacuum permittivity and n the refractive index. All units of measurement in this body of
work are in SI units.
The temporal duration of a pulse is characterised by the full width half maximum (FWHM). This
6
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FWHM (∆t) is deﬁned, for a Gaussian pulse, as twice the time it takes for the pulse amplitude to fall
from maximum pulse intensity (I(0)) to half of the maximum intensity. To calculate the FWHM we
solve equation 2.1 at half of the maximum intensity, I(0)2 , of the pulse
I(t) =
c0n
2
|E(t)|2 = c0n
2
(
|E0| e−αt2
)2
, (2.2)
I(t) = I(0)e−2αt
2
,
I(0)
2
= I(0)e−2α(∆t/2)
2
,
α =
2ln (2)
(∆t)
2 . (2.3)
with ∆t = t2 − t1 where t1 and t2 are the times where the pulse is at half of the maximum intensity.
Equation 2.1 can now be written in terms of the temporal FWHM
E(t) = E0e
[
− 2ln(2)
(∆t)2
t2−iωct
]
. (2.4)
By doing a Fourier transform of equation 2.1, we have the mathematical description of the pulse in
the frequency domain
E(ω) =
∫ ∞
−∞
E(t) eiωtdt,
= E0
√
pi/αe−(ω−ωc)
2/4α, (2.5)
with ω the frequencies in the pulse. Similar to equation 2.2 we calculate α for the spectral FWHM of
equation 2.5 and ﬁnd
α =
(∆ω)
2
8ln (2)
, (2.6)
with ∆ω the spectral FWHM of the laser, known as the bandwidth. Equation 2.5 can now be written
as
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E(ω) =
E0
√
8piln (2)
∆ω
e−(ω−ωc)
22ln(2)/(∆ω)2 . (2.7)
By setting equation 2.3 and 2.6 equal to each other we ﬁnd ∆t×∆ν = 0.44 for a Gaussian pulse,
this value diﬀers for diﬀerent pulse shapes. This relation is known as the time-bandwidth product and
from this it is clear that the wider the frequency bandwidth, the shorter the pulse duration will be. In
our system the wavelength bandwidth FWHM of the pulses used in our experiments vary between 10
nm and 15 nm, depending on the laser alignment. From the time-bandwidth product we can calculate,
for example, that the minimal possible pulse duration for a pulse with a 10 nm bandwidth, from our
experimental setup would be 93 fs. We use the term minimal since the pulse duration can be longer
than expected from the time-bandwidth product due to higher order eﬀects in the pulse, so that the
product can be written as ∆t×∆ν > 0.44.
Figure 2.1(a) shows a simulation (using equation 2.4) of the real part of a typical pulse used in
our experimental setup (where ∆t = 100 fs and λc = 795 nm), with the blue line representing the
oscillating carrier electric ﬁeld strength and the red line indicating the envelope of the pulse. The
intensity corresponding to the electric ﬁeld in ﬁgure 2.1(a), with a temporal FWHM of 100 fs, is shown
in ﬁgure 2.1(b).
(a) (b)
Figure 2.1: (a) Real part of the electric ﬁeld of a femtosecond pulse and (b) the corresponding intensity.
In the case where the shape of the pulse envelope is changed so that the pulse is no longer Gaussian,
or the wavelength components are out of phase with each other, the pulse would be described as a
shaped pulse. Two kinds of shaped pulses will frequently be discussed in this thesis, namely chirped
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pulses and double pulses. Chirped pulses are a good example of phase shaping while a double pulse is
a good example of a pulse with a shaped envelope.
When the relative phases of the diﬀerent wavelength components of a pulse are increasing or decreasing
quadraticly with increasing wavelength, the pulse is linearly chirped. Such a linearly chirped pulse is
described mathematically as
E(t) = E0e
[−αt2−iωct+iφ(t)],
with φ(t) = βt2 the phase of the pulse and β determining the degree of phase variation in the pulse.
Chirp can occur when the laser pulse moves through a dispersive medium and the diﬀerent wavelength
components go out of phase, delaying some of the wavelengths more than others, which stretches the
pulse in time.
The second pulse shape that will be investigated is a double pulse. We describe a double pulse as two
identical Gaussian pulses separated by a short time duration (τ), and it can be created by various
methods. The double pulse can be expressed in the temporal domain as
E(t) = E0
(
e−αt
2
+ e−α(t+τ)
2
)
e−iωct,
with α = 2ln(2)
(∆t)2
and in the spectral domain as
E(ω) = E0
√
pi
α
e−(ω−ωc)
2/4α
[
1 + e−i(ω−ωc)τ
]
,
with α = (∆ω)
2
8ln(2) and τ the temporal separation between the two pulses.
2.2 Theory of Pulse Shaping
Gaussian pulses are not always the optimal pulse shape for use in experiments, for example in co-
herent control experiments. The Gaussian pulse shape can be changed to the desired pulse shape by
shaping the temporal amplitude envelope and/or phase. Unfortunately it is not possible to shape the
pulses directly in the time domain, since femtosecond pulses are so short that current electronics are
not fast enough. Fortunately we have established that the temporal and spectral domain of a pulse
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are coupled and we can move from one domain to the other by doing a Fourier transform. To work
around shaping in the temporal domain, the pulse can be shaped in the frequency (spectral) domain
by changing the amplitude and/or phase of the diﬀerent frequencies in the pulse bandwidth. There
are several pulse shaping devices available, such as ﬁxed spatial masks, programmable liquid crystal
spatial light modulator (LC SLM), acousto-optic modulators (AOM) or even movable or deformable
mirrors. We will be focusing on programmable liquid crystal spatial light modulators (SLM) since this
is what we use in our experiments.
Experimentally pulse shaping is done in the frequency domain, the wavelength components of the
temporal pulses have to be spatially separated. The phase and/or amplitude mask (H(ω)) is applied
to the wavelengths of the spectrally dispersed pulse, using an SLM active display. A dispersive optic,
for instance a grating, is used that spatially separates the grating's ﬁrst order beam, into it's frequency
components, see ﬁgure 2.2. The dispersed wavelength components are collimated with a lens with focal
length f placed one focal length (f) before the SLM. Now each wavelength component is focused and
falls on the SLM active display, which consists out of liquid crystals inside pixels which are separated
by gaps. The inﬂuence of the pixels and gaps on the shaped pulse will be described in the next chapter,
section 3.5. After the light is transmitted by the shaper, the beam follows an identical path to that of
before falling on the SLM, focused by a second identical lens and falling on a second identical grating.
The second grating collimates the beam and compresses all the wavelength components so that there
are no spatial dispersion of the wavelengths in the femtosecond pulse, similar to the input pulse.
Figure 2.2: Typical 4f pulse shaping setup.
This setup, where the distance between each element is the focal length of the lens, is known as a
4f setup, see ﬁgure 2.2. The focal length of the lenses are chosen by considering the grating groove
density, the spectral spread of the laser light and the wanted illuminated area on the pulse shaper pixel
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display. By using the grating equation the spatial spread of the wavelegnths can be calculated
d(sinθi + sinθm) = mλ
with d the inverse groove density, θi the input angle with respect to the grating normal and θm the out-
put/diﬀracted angle with respect to the grating normal for wavelength λ. The focal length inﬂuences
the resolution of the SLM (wavelength per pixel), since the resolution is dependent on the amount of
SLM pixels illuminated by the dispersed beam as well as the bandwidth of the laser.
From ﬁgure 2.2, pulse shaping is done by changing the spectral components of the pulse using a
SLM, which functions as a programmable ﬁlter or mask, with H(ω) known as the transfer function of
the ﬁlter [21]. This is described mathematically as
Eout(ω) = Ein(ω)H(ω), (2.8)
so that H(ω) =
Eout(ω)
Ein(ω)
. (2.9)
Ein(ω) is the input electric ﬁeld in the frequency domain, H(ω) the frequency mask and Eout(ω) the
shaped electric ﬁeld in the frequency domain after the ﬁlter. Equation 2.8 can be expressed in the
temporal domain as linear ﬁltering. The Fourier transform of equation 2.9, using the convolution
theorem, expresses shaping of a temporal pulse as
eout(t) = ein(t) ∗ h(t) =
∫
dt′ein(t′)h(t− t′), (2.10)
with * the convolution. eout(t) is the output temporal pulse after the shaping and ein(t) is the input
pulse in the time domain. ein(t), Ein(ω) and eout(t), Eout(ω), are Fourier transform pairs respectively
[21]. h (t) is the impulse response of the ﬁlter, which is the Fourier transform of the frequency mask
(transfer function) H(ω), which is implemented by the pulse shaper with
H(ω) =
∫
dt h(t) e−iωt,
h(t) =
1
2pi
∫
dωH(ω) eiωt.
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In summary, to do temporal pulse shaping the input pulse ein(t) has to be Fourier transferred to the
spectral domain Ein(ω) where the frequency mask H(ω) is be applied to create Eout(ω). The pulse is
then transformed back to the temporal domain and we have a temporally shaped pulse, eout(t).
It has been previously mentioned that pulse shaping can be done by shaping the amplitude and/or
phase of each wavelength component. Phase-only shaping has the advantage of conserving the energy of
the pulse compared to amplitude shaping, where the wavelength components intensities are modulated
[23, 22]. For several pulse shapes, such as pulse trains with diﬀerent envelopes, phase-only shaping
can be suﬃcient for the generation of the wanted shaped pulse with the advantage of no losses due to
amplitude modulation [21]. The restricting factors that should be kept in mind when shaping with an
SLM, is the number of pixels illuminated; the gap to pixel ratio (called the form factor); maximum
phase shift; the maximum amplitude modulation contrast and the actual width of the pixels [23]. The
number of pixels illuminated and the pixel width plays a large part in the shaping resolution, which
determines the level of detail that can be used in the amplitude and phase patterns, while the gap to
pixel ratio indicates the amount of unshaped light and wavelengths that will pass through the shaper.
2.3 Pulse Shaping Experimental Setup
We discussed the general 4f setup for pulse shaping in section 2.2 with the experimental setup shown
in ﬁgure 2.2. The 4f setup can be made more compact by replacing the lenses with the appropriate
plano-concave mirrors, as shown by Stobrawa [18] and Präkelt [33], or folding the setup by placing a
mirror at the appropriate position. We employ the folded 4f conﬁguration in our experimental setup by
placing a ﬂat mirror after the transmissive SLM displays, see ﬁgure 2.3. The reﬂected beam in ﬁgure 2.3
travels back on the same path as the input beam, creating a conﬁguration where the radiation passed
through the SLM active display and a 300 mm focal length lens twice and reﬂected by the grating,
with a groove density of 1800 grooves/mm, twice. A polariser is placed in the output beam which
is spatially separated from the input beam after the 4f setup. This folded conﬁguration signiﬁcantly
reduces the size of the experimental setup.
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Figure 2.3: Folded experimental setup.
The folded conﬁguration is easier to align due to fewer optics in the setup and the light following the
same path back to the grating, making the ﬂat mirror the only optic necessary to align the beam after
the SLM. In order to characterise the folded setup we calculate the losses that the setup induces in
the total power. There is a loss in power at the grating due to the diﬀraction of the beam in diﬀerent
spatial modes with only the ﬁrst mode used in the setup. We ﬁnd an 8.8% loss in power due to the
grating by measuring the input power before (125 mW) and the ﬁrst order after the grating (114 mW).
After the 4f setup and polariser, with both displays of the SLM set for maximum transmission, the
power is measured as 45 mW. By using the calculated loss due to the grating and the measured power
after the ﬁrst reﬂection from the grating and after the 4f setup, the loss induced by the SLM display
when the light pass through it twice can be calculated. The power before the light hits the grating
the second time is calculated as 49.3 mW using the now known loss percentage of the grating and
the output power. The loss in power due to the beam passing through the SLM display twice can
now be calculated at 56.7%, using the measured power before and calculated power after the SLM.
When repeating the calculation for a single pass 4f setup using the input power and calculated loss
percentages for the grating and SLM (divided by 2 for a single pass), we have an output of 74.5 mW.
From this we calculate that in a double pass setup there is 40% more loss in power than a single pass
conﬁguration.
2.4 Femtosecond Temporal Pulse Measurement
In our experimental work it is very important to have accurate knowledge of the femtosecond pulses
that are used and generated in the experiment. In order to characterise the pulses several parameters
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have to be measured, namely the temporal envelope, time duration and spectrum of the pulse; while
the phase information is necessary when working with pulses with a shaped phase, such as chirped
pulses. Due to the ultrafast nature of femtosecond pulses it is not possible to measure the temporal
amplitude and phase information or the pulse duration with available conventional electronics. On
the other hand, measuring the wavelength spectrum of pulses are straightforward and is done using a
spectrometer (Ocean Optics). Diﬀerent tactics can be employed to measure the temporal information
or pulse duration. Some of these techniques are intensity autocorrelation, intensity cross-correlation
and frequency resolved optical gating (FROG).
2.4.1 Intensity Autocorrelation
Intensity autocorrelation is a method where the pulse is used to measure itself and works on the
principle of nonlinear optics. A nonlinear interaction occurs when one or more laser pulse interact
(ω1±ω2) in a nonlinear medium to generate a new pulse (ω3). The principle of autocorrelation works
by measuring the sum frequency signal (ω1 + ω2 = ω3) generated when two pulses, I1 and I2, interact
in a nonlinear crystal while changing the timing between the two pulses. The signal (ω3) is measured
as a function of the relative time delay (τ) between the two pulses [21]
S(τ) ∼
∫
dt I1(t− τ) I2(t). (2.11)
Experimentally the incoming pulse is split into two replicas by a beam splitter, so that I1 = I2. One
pulse is reﬂected by the beam splitter to fall on a set of mirrors and is reﬂected to a lens, see ﬁgure
2.4. The identical pulse transmitted by the beam splitter falls on a mirror positioned on a translation
stage. The translation stage is used to adjust the diﬀerence in path length between the two pulses,
eﬀectively adjusting the timing between the pulses. The mirror reﬂects the beam back on the traveled
path and is reﬂected by the beam splitter to the lens. The setup is aligned so that the path lengths
of the two pulses are identical at the predetermined zero position of the translation stage. The two
beams are focused by the lens into a nonlinear beta barium borate (BBO) crystal with sum frequency
mixing taking place in the crystal when the pulses overlap spatially and temporally. The signal S(τ)
is measured by a photo diode placed in the beam path of the generated signal after the BBO crystal.
The temporal overlap between the pulses is adjusted by moving the translation stage away from the
zero position.
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Figure 2.4: Autocorrelation setup.
Maximum sum frequency mixing will occur when there is perfect temporal overlap between the two
pulses (identical path lengths). The signal intensity will decrease as the temporal overlap between the
2 pulses decrease until there is no signal, which corresponds to no overlap of the pulses. The exact
pulse shape cannot be determined by looking at the autocorrelation trace due to the measured signal
being a convolution of the two pulses, see equation 2.11; due to this we use autocorrelation to only
determine the time duration for single pulses and the envelope of uncomplicated shaped pulses [21]
such as single Gaussian pulses and double pulses. For more complicated shapes (such as a chirped
pulse which has phase modulation) this method is not useful, since any phase information is lost in
the measurement process.
We simulate a single Gaussian pulse in order to investigate how the ideal autocorrelation signal would
look. In ﬁgure 2.5(a) the intensity of the simulated input pulse is shown with a 123 fs FWHM. The
autocorrelation signal of the pulse in ﬁgure 2.5(a) is simulated and shown in ﬁgure 2.5(b) with a
FWHM of 174 fs.
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(a) (b)
Figure 2.5: Simulation of (a) an 123 fs Gaussian pulse and (b) the 174 fs autocorrelation signal for
ﬁgure (a).
By multiplying the 174 fs autocorrelation trace in ﬁgure 2.5(b) with the factor 0.707 the autocorrelation
will have the same FWHM as the input pulse. This 0.707 factor is known as the deconvolution factor
and is unique for Gaussian pulses.
A measured experimental autocorrelation trace for a Gaussian pulse with a 123 fs FWHM is shown
in ﬁgure 2.6, where the pulse duration is calculated by using the FWHM of the autocorrelation signal
and taking into account the deconvolution factor for a Gaussian pulse.
Figure 2.6: Measured autocorrelation trace of the ampliﬁer pulse.
Next we investigate the autocorrelation trace of a double pulse. When measuring a pulse with a more
complex shape than a single Gaussian pulse, the trace is not as straight forward. With one double pulse
stationary and the other moving temporally over the ﬁrst, the ﬁrst peak of the autocorrelation trace
will be half the intensity than that of the main peak, and is generated when two peaks overlap. This is
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due to less sum frequency generation (SFG) because of only partial temporal overlap, see the second
set of double pulses of in ﬁgure 2.7. When the two pulses overlap completely (four peaks overlapping,
ﬁgure 2.7, set 3) the main peak is generated, with maximum temporal overlap giving maximum SFG.
Finally when the last two peaks overlap the ﬁnal autocorrelation peak will be generated with half the
intensity of the main peak, see the fourth set of pulses in ﬁgure 2.7.
Figure 2.7: (a) Movement of pulses input during autocorrelation. (b) Corresponding autocorrelation
peaks.
We simulate a double pulse with a 300 fs peak separation and 123 fs FWHM, as well as the corre-
sponding autocorrelation trace, see ﬁgure 2.8(a) and (b) respectively.
(a) (b)
Figure 2.8: (a) Simulated 300 fs double pulse and (b) autocorrelation trace of the double pulse.
In ﬁgure 2.8(b) the 300 fs distance between the main and side peaks in the autocorrelation trace
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corresponds to the distance between the two peaks of the input pule in ﬁgure 2.8(a). We conclude
that we are able to accurately deduce the separation between the peaks of a double pulse from an
autocorrelation trace. The FWHM of the main peak (181 fs) is longer than the input pulses FWHM.
This is due to the overlap of the side peaks and the main peak in the autocorrelation trace, which
occurs when the separation of the input pulses is less than three times the pulses FWHM.
2.4.2 Intensity Cross-Correlation
Intensity cross correlation works similar to intensity autocorrelation, with the ﬁrst pulse (I1 in equation
2.11) a short Gaussian pulse and the second pulse (I2) a shaped pulse (e.g. double pulse) that is
signiﬁcantly longer in time than the single pulse. In the case where the shaped pulse is a double pulse,
the cross-correlation trace reﬂects the double pulse shape and not the autocorrelation trace in ﬁgure
2.8(b). This is due to the shaped pulse interacting with the short Gaussian pulse and not a replica of
itself, as in autocorrelation. Figure 2.9 shows the cross-correlation traces of the double pulse simulated
in ﬁgure 2.8(a), which has a 300 fs peak separation and 123 fs FWHM. We compare the two examples
of cross-correlation. In each case the short single pulse (I1) used to measure the double pulse (I2)
(shown in ﬁgure 2.8(a)) has a diﬀerent FWHM. In ﬁgure 2.9(a) the FWHM of the short pulse is 0.01
times shorter than the double pulse FWHM. The resulting cross-correlation trace has a FWHM of
123.7 fs and pulse separation of 300 fs. The FWHM of I1 in ﬁgure 2.9(b) is 1.5 times longer than that
of the input double pulse, with the cross-correlation trace FWHM 185.7 fs and pulse separation 300 fs.
Comparing the two cases in ﬁgure 2.9, we can conclude that it is crucial to use a signiﬁcantly shorter
single pulse (I1) in comparison to the shortest temporal feature of the shaped pulse (I2) in order to
have an accurate cross-correlation trace.
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(a) (b)
Figure 2.9: Cross-correlation trace of a double pulse with a single pulse of which the FWHM is (a) 1%
of the input double pulse FWHM and (b) 150% the input double pulse FWHM.
This conﬁrms that if any of the temporal features of the shaped pulse (I2) are on the same time scale
as the short pulse (I1), those features will be broadened with respect to the unshaped pulse [21], as
shown in ﬁgure 2.9(b), with the pulse separation remaining the same. When using this method there
is no pulse phase information gathered.
2.4.3 Frequency-Resolved Optical Gating (FROG)
During FROG a laser pulse is measured by splitting the input pulse into two pulses and gating the
one pulse with the second identical time-delayed pulse. The gating can be done by various methods
of which one is sum frequency generation [21], similar to autocorrelation. The spectrum of the SFG is
measured as a function of the delay time (τ) between the two pulses, using a spectrometer. FROG is
used to measure the time and spectral information of the frequency time resolved signal from which
one can extrapolate the phase information of the shaped pulse, for example a chirped pulse. The
FROG experimental setup is identical to the intensity autocorrelation setup in ﬁgure 2.4, but with
the photo diode, which measures the SFG, replaced by a spectrometer. We measure an experimental
single Gaussian pulse and chirped pulse for comparison, see ﬁgure 2.10.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. TECHNICAL OVERVIEW 20
(a) (b)
Figure 2.10: FROG measurement of a (a) single pulse and (b) chirped pulse.
In ﬁgure 2.10(a) the FROG trace of a single Gaussian pulse with a FWHM of 160 fs is shown with
the wavelength range indicated on the y-axis, the time duration on the x-axis and the pulse intensity
indicated by the colour bar. The pulse shows no change in the spectral components with time except
for the expected Gaussian intensity envelope. In ﬁgure 2.10(b) a chirped pulse is shown with a longer
pulse duration at 1 ps, due to the −45000 fs2 quadratic chirp. In the case of SH FROG the pulse
interacts with an identical replica of itself, including the phase information, in the nonlinear crystal.
When these two replicas interact, as the one pulse moves over the second (due to the change in delay
between the two pulses), the diﬀerent wavelengths of the chirped pulses will interact to create new
wavelengths. This interaction is symmetrical over the zero delay, which corresponds to the maximum
overlap between the two pulses. Due to the identical nature of the pulses this produces a symmetrical
FROG trace. The phase information can be extracted from the FROG traces by using a FROG
iterative algorithm (Femtosoft Technologies, Frog3), with the phase information for the chirped pulse
in ﬁgure 2.10(b) show in ﬁgure 2.11.
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Figure 2.11: Extracted phase of the chirped pulse in ﬁgure 2.10(b).
From the extracted data in ﬁgure 2.11 the chirped pulse has a quadratic phase with a negative slope,
as expected.
2.5 Diﬀerence Frequency Generation Experimental Setup
The main goal of this thesis is to investigate the generation of shaped pulses at wavelengths not
accessible to the pulse shaper, such as the far infrared. To achieve this, we shape a single Gaussian
pulse to have the desired shape at an accessible wavelength and convert the wavelength of a second
single Gaussian pulse to the needed wavelength. The two pulses are used in a nonlinear process
(diﬀerence frequency generation (DFG) with ω1 − ω3 = ω2 for our experimental setup) to generate a
shaped pulse at the predetermined (inaccessible to our pulse shaper) wavelength.
Experimentally it is necessary to shape a pulse at the laser fundamental wavelength, 795 nm, and
convert a second pulse to the needed wavelength. The experimental setup we use is shown in ﬁgure
2.12 consists out of three parts: pulse shaping, frequency conversion and the nonlinear mixing of the
pulses.
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Figure 2.12: Diﬀerence frequency generation experimental setup.
In ﬁgure 2.12 the pulse at the fundamental wavelength is split into two parts with a 80/20 beam splitter.
The 20% reﬂected light is shaped by a SLM in the folded 4f setup and the 80% transmitted light is
frequency converted using a optical parametric ampliﬁer (TOPAS) or a nonlinear crystal. Finally the
two pulses are combined in a BBO crystal to generate the shaped pulse via DFG at the predetermined
wavelength out of the SLM shaping range. In the following chapters we will discuss pulse shaping
with the SLM to generate the shaped pulse, look brieﬂy at frequency conversion using the TOPAS and
simulate the DFG of shaped pulses inside nonlinear crystals while investigating the factors inﬂuencing
the shape transfer. The simulations are compared to the experimental results which were generated
using the setup in ﬁgure 2.12.
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Pulse Shaping Using a Spatial Light
Modulator
Temporal femtosecond pulse shaping has been discussed in the previous chapter, looking at the exper-
imental 4f setup for the SLM and two examples of shaped pulses: double pulses and linearly chirped
pulses. In this chapter we investigate the spatial light modulator (SLM) and how temporal pulse
shaping is done using the SLM, theoretically and experimentally.
3.1 SLM Liquid Crystal Display
The SLM contains two liquid crystal displays, which are controlled separately. Each display consists
out of 640 individually controlled pixels with a small gap between each pixel, see ﬁgure 3.1 [1]. Each
pixels contains a thin layer of nematic (aligned parallel but not in a rigid structure) liquid crystals,
sandwiched between two parallel pieces of glass. The nematic nature ensures that the molecules have a
deﬁned orientation based on a magnetic ﬁeld or alignment layer. The liquid crystals can be described
as long, thin, rod-like molecules. The inside of the glass plates are coated with transparent electrically
conductive Indium Tin Oxide with an alignment layer for geometric orientation of the liquid crystal
molecules next to it.
23
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Figure 3.1: A liquid crystal display front view and a single pixel side view .[1]
The alignment layer, which has a series of parallel microscopic grooves, causes the liquid crystal
molecules to orientate homogeneously in the direction deﬁned by the grooves. Due to the directional
dependence of the liquid crystal's physical properties, such as the crystal refractive index (meaning that
the refractive index for the incoming radiation is dependent on the orientation of the liquid crystals),
the liquid crystals can be described as an optical anisotropic material [1].
In the absence of an electric ﬁeld the molecules are aligned with their long axis along the alignment
layer, (see ﬁgure 3.2(a)). When an electric ﬁeld is applied, the liquid crystal molecules tilt along the
axis of the electric ﬁeld, causing a change in the refractive index for the polarised light. The stronger
the electric ﬁeld, the more the liquid crystals will tilt in the direction of the applied ﬁeld, see ﬁgure
3.2(b). This way it is possible to control the degree of molecular rotation which in turn determines
the optical eﬀect that the liquid crystals have on polarised light [1].
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(a) (b)
Figure 3.2: Cross section of a single liquid crystal cell with (a) V = 0 and (b) V 6= 0.[1]
The optical behavior of the liquid crystals can be compared to that of uni-axial birefringent crystals.
In general a material is birefringent when the beam traveling along the z-axis is decomposed into an
ordinary and extraordinary ray. The ordinary ray polarisation is perpendicular to the optical axis of
the material, while the extraordinary ray is polarised along the material optical axis. Due to these
diﬀerent polarisations the ordinary and extraordinary rays see diﬀerent refractive indices. The ordinary
polarised ray's refractive index (no) is independent of the angle of the incoming ray with the optical
axis while the extraordinary ray's refractive index (ne) is dependent on the angle of the ray with the
optical axis. The diﬀerence in refractive index is then ∆n = ne − no.
In ﬁgure 3.2 the x-axis is deﬁned as the optical axis of the liquid crystals at 0 voltage. For birefringence
to occur in the liquid crystals, the incoming light propagation must be in the z direction, perpendic-
ular to the optical axis. When a voltage is applied and the liquid crystals rotate, the optical axis will
rotate in the x-z plane with the crystals. The beam falling on the crystals is decomposed into the
ordinary and extra-ordinary rays. The ordinary ray with the polarisation perpendicular to the optical
axis (meaning polarisation in the y-direction in ﬁgure 3.2a), sees a constant refractive index (no) while
the extraordinary ray, with polarisation along the optical axis (see ﬁgure 3.2b), refractive index is
dependent on the orientation of the liquid crystals optical axis, ne(φ). When a volatage is applied and
the LC rotate, ne(φ) will change while no will stay the same. This will cause a change in ∆n with
∆n = ne(φ)− no.
This eﬀect of electrically controlled birefringence is used by the SLM for phase and amplitude modula-
tion. In the absence of an electric ﬁeld where V = 0, the maximum phase diﬀerence (∆φmax) between
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. PULSE SHAPING USING A SPATIAL LIGHT MODULATOR 26
the ordinary and extraordinary beam will occur and can be expressed mathematically as
∆φmax = 2pi(ne − no)dLC
λ0
, (3.1)
with the input wavelength λ0 and dLC the liquid crystal cell thickness [1]. When an electric ﬁeld is
applied in the z direction, the angle θ(V) between the direction of the incident wave and optical axis
decreases continuously with increasing voltage, due to the rotation of the liquid crystals molecules. Due
to the angle (and so also voltage) dependence of the extraordinary refractive index (ne) the eﬀective
extraordinary refractive index will become nθ(V) taking into account the polarisation angle with the
liquid crystals optical axis; while no remains constant. From equation 3.1 the phase change at voltage
can now be expressed as
∆φ(V) =
2pid
λ
(nθ(V)− no) with nθ(ω,V) = 1√
cos2 θ(V)
n2o(ω)
+ sin
2 θ(V)
n2e(ω)
. (3.2)
The dependence of the extraordinary refractive index on the voltage (nθ(V)) is non-trivial and therefore
needs to be measured in order to calibrate the SLM. This will be done later in this chapter when
measuring the voltage dependence of the transmission from the SLM. The phase retardation for the
extraordinary polarised beam, which is voltage dependent, consists of the phase retardation induced
by the liquid crystals (φLC) and the retardation due to the glass substrate the liquid crystal display is
sandwiched between (φglass)
φe = φLC + 2φglass,
=
ω
c
[nLC(ω,V) · dLC + 2nglass(ω) · dglass] ,
with ∆n(ω,V) = nLC(ω,V)− no;LC(ω). Now we can write
φe =
ω
c
[(nLC(ω,V)− no;LC(ω) + no;LC(ω)) · dLC + 2nglass(ω) · dglass] ,
=
ω
c
(∆n(ω,V) · dLC) + ω
c
(no;LC(ω) · dLC + 2nglass(ω) · dglass) ,
= ∆φ(ω,V) + φfixed(ω).
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The phase retardation can be divided into a constant part φfixed(ω), due to the ordinary polarised
wave's constant refractive index; and a voltage dependent part ∆φ(ω,V). The voltage dependent
part is largest for zero voltage and disappears for high driving voltages [1]. The refractive index of
the ordinary polarised wave is always no;LC so that the retardation of that is always φfixed(ω). This
means that the phase retardation ∆φ between the ordinary and extraordinary polarised wave can be
expressed as
∆φ = φe − φo = ∆φ(ω,V) = ω
c
∆n(ω,V) · dLC. (3.3)
where φe and φo are the ordinary and extraordinary phase retardation of the light when applying
voltage V.
3.2 Control of Phase and Amplitude
When the polarisation direction of the incident light is 45o with regard to the optical axis of the
liquid crystals, the light wave will be decomposed into a component in the ordinary and extraordinary
polarisation direction, as discussed in the previous section. These two components can be phase
shifted with respect to each other by changing the optical axis of the liquid crystals through rotation,
by applying a voltage on the displays [1]. Amplitude modulation is done by changing the polarisation
using a liquid crystal display in conjunction with a polariser, that for instance, only lets light through
polarised in the x-direction. In practice, amplitude modulation is done by applying a speciﬁc voltage
on selected liquid crystal pixels, changing the phase diﬀerence between the ordinary and extraordinary
beam. This rotates the polarisation of the light. When combining this with the polariser placed after
the SLM only light polarised in the x direction will be transmitted, blocking all other polarisations. The
transmitted light has not only an amplitude modulation but also a phase change, which is coupled to
the amount of amplitude modulation. This means that an additional liquid crystal display is necessary
in order to do either pure phase or pure amplitude modulation, or a combination of both.
The SLM utilises two liquid crystal displays (display A and display B) back-to-back (for simultaneous
but independent phase and amplitude modulation) in such a manner that the direction of orientation
of the alignment layers are perpendicular to each other, see ﬁgure 3.3(b). In each case the polarisa-
tion direction of the incident wave is at a 450 angle with regard to both alignment directions. Our
experimental setup is folded as shown in ﬁgure 3.3(a) with ﬁgure 3.3(b) indicating the corresponding
schematic setup.
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(a)
(b)
Figure 3.3: (a) Top: Experimental setup of a folded SLM conﬁguration and (b) Bottom: schematic
drawing showing the optical axis orientation for the folded SLM setup in (a).
The conﬁguration in ﬁgure 3.3(b) can be described mathematically using Jones matrices. The red
arrows indicate the path that the pulse travels, with respect to the optics mathematically described
by the Jones matrices. We describe a liquid crystal cell in terms of Jones matrices as
 cos(θ) sin(θ)
− sin(θ) cos(θ)

 1 0
0 ei∆φ

 cos(−θ) sin(−θ)
− sin(−θ) cos(−θ)
 ,
where θ is the degree of liquid crystal rotation with respect to the optical axis, due to an applied
voltage and ∆φ the relative change in phase between the ordinary and extraordinary components of
the wave due to the birefringence of the LC. The Jones matrix
 cos(θ) sin(θ)
− sin(θ) cos(θ)
 represents the
rotation of the polarisation of the incoming light into the basis of the optical axis and
 1 0
0 ei∆φ

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represents the relative change in the phase between the ordinary and extraordinary polarised wave
due to the rotation (θ) of the liquid crystals. After the phase retardation is added to the wave, the
light polarisation is rotated back to the frame of the laboratory,
 cos(−θ) sin(−θ)
− sin(−θ) cos(−θ)
. The Jones
matrices representing the horizontal polariser placed after the setup is
 1 0
0 0
 .
In the case of the second liquid crystal display the optical axis is rotated by an additional 900, so that
the angle θ will change signs. The exiting ﬁeld after the horizontal polariser can thus be described by
out =
 12e2i∆φ1 + 12e2i∆φ2
0
E0ei(ωt−kz),
out =
 1
0
(e(i∆φ1−i∆φ2) + e(i∆φ2−i∆φ1)
2
)
ei(∆φ1+∆φ2)E0e
i(ωt−kz),
=
 1
0
 cos (∆φ1 −∆φ2) ei(∆φ1+∆φ2)E0ei(ωt−kz), (3.4)
with in =
 1
0
E0ei(ωt−kz) the input radiation and
 1
0
 representing light linearly (horizontally)
polarised in the x-direction. ∆φ1 and ∆φ2 are the change in phase of the light due to rotation of
the liquid crystal in display A and display B, respectively. The phase retardation of the liquid crystal
displays act on the amplitude modulation (A) as well as the phase φ modulation, as stated previously.
This dependence of the amplitude and phase on phase modulation can now be calculated from equation
3.4 as
A = cos (∆φ1 −∆φ2) (3.5)
φ = ∆φ1 + ∆φ2, (3.6)
with ∆φ1 =
1
2 (φ+ arccos(A)) and ∆φ2 =
1
2 (φ− arccos(A)). This states that the amplitude mod-
ulation is determined by the diﬀerence in the phase change from the two displays and the resulting
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phase modulation corresponds to the sum in phase change from the two displays. Pure amplitude
modulation occurs when ∆φ1 = −∆φ2 and pure phase modulation will occur when ∆φ1 = ∆φ2.
In order to generate a speciﬁc phase and/or amplitude modulation, it is necessary to know what the
dependencies of the refractive indices are on the input light wavelength and SLM driving voltage [1].
These dependencies will be investigated in the next section. Liquid crystal modulators are conﬁgured
for either phase-only or phase-and-amplitude pulse shaping and a maximum phase change of 2pi is
required for complete phase control [21].
Two dual liquid crystal SLMs (4 liquid crystal displays) can also be used for controlling the time-
dependent polarisation proﬁle of ultra short pulses. One limitation of using a liquid crystal SLM is the
limited resolution of the displays [21] due to the pixels. Because the shaping is done in the spectral
domain the spectrum of the pulse must be adequately sampled with the ﬁxed pixels, which means
that the spectrum must vary suﬃciently slow so not to lose any sharp spectral features. This will be
investigated more closely when simulating the SLM in section 3.5 later in this chapter.
3.3 Measurement of the Voltage Dependence
In order to shape light predictably using an SLM, it is necessary to relate the phase shift imposed on
the light to the voltage applied on the liquid crystal displays [1]. By measuring the transmission T as
a function of the driving voltage, using the setup shown in ﬁgure 3.4, the individual phase retardation
of each liquid crystal pixel can be determined. From equation 3.5 we deduce that the transmission of
the SLM can be related to the amplitude (equation 3.5) so that
T(V1,V2) = cos
2 (∆φ1(V1)−∆φ2(V2)) ,
=
1
2
{1 + cos (2∆φ1(V1)− 2∆φ2(V2))} , (3.7)
where we now explicitly indicate the voltage dependencies of the phase shifts, ∆φ(V).
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Figure 3.4: Calibration setup.
By setting the drive voltage of one of the liquid crystal cells to its maximum value, making it inactive
and totally transmissive, the phase calibration can be done for the individual displays. The phase
retardation of the liquid crystal cell that the maximum voltage was applied to becomes very small and
can be approximated to zero. From the transmission T, the retardation ∆φ of the second LC cell can
be calculated
∆φ1(V1) = ∆φ2(V
max
2 )±
1
2
arccos {2T (V1,Vmax2 )− 1} ,
∆φ2(V2) = ∆φ1(V
max
1 )±
1
2
arccos {2T (Vmax1 ,V2)− 1} . (3.8)
The unknown constant terms in the above equations, ∆φ2(V
max
2 ) and ∆φ1(V
max
1 ), act as ﬁxed oﬀsets
since the amplitude and phase is only dependent on a change in the phases, see equation 3.5 and 3.6
respectively. The same constant phase shift applied at all frequencies has no eﬀect on the light wave,
meaning that the equations can be simpliﬁed by assuming ∆φ2(V
max
2 ) = 0 and ∆φ1(V
max
1 ) = 0 [1].
To experimentally determine the transmission-voltage-graph of the separate liquid crystal display (e.g.
B), the other display (e.g. A) has to be made inactive by applying the maximum voltage, see ﬁgure 3.5.
The y-axis is the transmission of the light through the SLM display normalised using the maximum
transmission value. The calibration curve (ﬁgure 3.5) was measured for the center wavelength (795
nm) using the femtosecond laser and a spectrometer, see ﬁgure 3.4. This setup makes it possible to
measure the transmission curve for each wavelength of the pulse bandwidth. The transmission curve
must be measured for both display A and display B.
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Figure 3.5: Measured Transmission-Voltage Graph for display B.
Figure 3.5 shows more oscillations in the transmission curve than in the literature [1]. This is due
to the light passing through the liquid crystal displays twice, in our folded 4f setup, having twice the
eﬀect on the phase.
The phase retardation (∆φ) is not just dependent on the voltage (V) but on the wavelength of the light
wave as well. This dependence is due to the wavelength dependence of the ordinary and extraordinary
polarised light refractive indices, (∆n(ω,V)), see equation 3.3. This means that in order to generate
an accurate phase modulation it is necessary to have knowledge of the liquid crystal refractive indices
dependence on the light frequency as well as the driving voltage applied on the liquid crystal displays,
∆n(ω,V). The frequency dependent diﬀerence between the ordinary and extraordinary refractive index
follows directly from the frequency dependence of the maximum phase shift, if the liquid crystal cell
thickness dLC is known.
Since we know from equation 3.2 that
∆φ (V) =
2pid
λ
(nθ (V)− no) with
1
n2θ (ω,V)
=
cos2 θ (V)
n2o (ω)
+
sin2 θ (V)
n2e (ω)
,
it follows that
∆n (ω,V) = nθ (V)− no,
=
√
n2o (ω) n
2
e (ω)
n2e (ω) cos
2 θ(V) + n2o (ω) sin
2 θ(V)
− no(ω),
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=
no (ω) ne (ω)√
no (ω) + [n2e (ω)− n2o (ω)] cos2 θ(V)
− no (ω) ,
∆n (ω,V) = no (ω)

ne(ω)
no(ω)√
1 +
[(
ne(ω)
no(ω)
)2
− 1
]
cos2 θ(V)
− 1
 ,
∆n (ω,V) = no (ω) f (ω,V) with f (ω,V) =
ne(ω)
no(ω)√
1 +
[(
ne(ω)
no(ω)
)2
− 1
]
cos2 θ(V)
− 1.
The frequency dependence of the function in the brackets, f (ω,V), can be neglected due to the
refractive index ratio ne(ω)no(ω) of the liquid crystals being near constant for each wavelength in our
bandwidth [1]. Consequently
∆n (ω,V) = no (ω) · f (V) , (3.9)
with f (V) describing the voltage dependency and no (ω) the frequency dependent maximum diﬀerence
in refractive indices; indicating that the frequency and voltage dependency of the optical anisotropy
can be treated separately. The function f (V) is standardised to have a maximum of 1 and represents
the change in phase due to the changing voltage.
In our experiment the bandwidth of our beam is suﬃciently narrow (10 - 15 nm), so that the change in
the refractive indices due to the diﬀerent wavelengths is very small (with the diﬀerence in the refractive
index between 790 nm and 800 nm equal to 3.650× 10−4) giving negligible wavelength dependence.
Due to the very small change in wavelength dependence in our setup, the calibration can be done for a
single wavelength. In the case for larger bandwidths (shorter pulses) with the wavelength dependence
much larger, using a spectrometer in the calibration process makes it possible to calibrate for each
wavelength, eﬀectively measuring a transmission curve for each wavelength in the laser bandwidth.
3.4 Calculating the Phase Calibration Curve
The typical voltage dependency f (V) of the amplitude has been measured and is indicated in ﬁgure
3.5. From the measured curve we now calculate the change in phase (∆φ) due to the voltage. In the
experimental calibration setup the orthogonal polarisation (to the polarisation used for shaping) is
used, so that the amplitude is written as A = sin(∆φ(V)) instead of equation 3.5 [1]. The ideal voltage
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dependent transmission function can now be written as
T(V) = sin2 (∆φ(V)) .
sin2(x) has a period pi so that the phase retardation ∆φ(V) can then be written as
∆φ(V) = kpi ± arcsin
√
T(V)
T0
. (3.10)
In the ideal case the transmission graph will reach 0 at the minimum and a consistent value T at
the maximum voltage. When taking the experimental measurement, the transmission values T have
to be standardised before equation 3.10 can be used to determine ∆φ(V) = f(T). The background of
the transmission is subtracted and normalised to the contrast
T
T0
=
Ti − Tmin
Tmax − Tmin ,
where Tmax and Tmin are the extreme values adjacent to Ti, which is the transmission measurement
at each voltage count i, see ﬁgure 3.6.
Figure 3.6: Standarisation of transmission values.
Each T value indicated on the y axis of ﬁgure 3.6 corresponds to a speciﬁc voltage (V). The φ depen-
dence on voltage is calculated from equation 3.10 for diﬀerent regions [1].
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∆φ(V) = 0 + arcsin
√
T(V)− T(Vend)
T(V1)− T(Vend) , for region Vinf to V1
∆φ(V) = pi − arcsin
√
T(V)− T(V2)
T(V1)− T(V2) , for region V1 to V2.
In general, for region V2k to V2k−1 (positive slope), ∆φ(V) = kpi − arcsin
√
T(V)−T(V2k)
T(V2k−1)−T(V2k) and for
region V2k to V0(negative slope), ∆φ(V) = kpi + arcsin
√
T(V)−T(V2k)
T(V2k−1)−T(V2k) . The calculated ∆φ is then
plot against the corresponding count as shown is ﬁgure 3.7. A similar calculation is done for the second
display using the measured transmission-voltage graph of the second display.
Figure 3.7: Calculated φ dependence.
After the calibration is done, ∆φA and ∆φB can be easily calculated for known amplitudes and phases
and the corresponding count extracted from ﬁgure 3.7.
3.4.1 Creating a Double Pulse
As an example for creating a speciﬁc pulse shape, consider a double pulse where the electric ﬁeld is
described in the frequency domain.
E(ω) = E0
√
pi
α
e−(ω−(1−γ)ωc)
2/4α
[
1 + e−i(ω−(1−γ)ωc)τ
]
, (3.11)
with ωc the carrier frequency, τ the delay between the two pulses and γ the parameter that allows tuning
of the carrier phase in relation to the electric ﬁeld envelope, so that the carrier phase is unchanged
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. PULSE SHAPING USING A SPATIAL LIGHT MODULATOR 36
when γ = 0 and the oscillation frequency matches the carrier frequency when γ = 1 [34]. We know from
equation 2.9 that the transfer function, H(ω), can be calculated by dividing the Fourier transform of
the wanted pulse shape (equation 3.11) by the Fourier transform of the input Gaussian pulse (equation
2.5) as follows
H(ω) =
1
2
[
1 + e−i[ω−(1−γ)ωc]τ
]
(3.12)
=
1
2
[1 + cos([ω − (1− γ)ωc]τ)− i sin([ω − (1− γ)ωc]τ)] .
The real and imaginary parts of H(ω) are respectively:
RE =
1
2
+
1
2
cos([ω − (1− γ)ωc]τ) and
IM =
1
2
sin([ω − (1− γ)ωc]τ).
We can now determine the amplitude and phase modulations that will create the wanted double pulse
in terms of the real and imaginary parts of the transfer function (H(ω))
Amplitude =
√
RE2 + IM2
=
√(
1
2
+
1
2
cos([ω − (1− γ)ωc]τ)
)
2 +
(
1
2
sin([ω − (1− γ)ωc]τ)
)2
, (3.13)
Phase = arctan
(
IM
RE
)
= arctan
(
sin([ω − (1− γ)ωc]τ)
1 + cos([ω − (1− γ)ωc]τ)
)
. (3.14)
Due to the gaps between the pixels of the SLM displays, 3% unshaped light will pass through and
appear at τ = 0 as back ground radiation. The modulation from equation 3.13 and 3.14 is used as the
amplitude and phase respectively, see ﬁgure 3.8(a).
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(a) (b)
Figure 3.8: a) Amplitude and Phase modulation and b) corresponding voltage counts for a 150 fs
double pulse.
The voltage patterns corresponding to the amplitude and phase in ﬁgure 3.8(a) can now be calculated
using equations 3.5 and 3.6. The necessary voltages to create the phase changes, ∆φ1 and ∆φ2, are
extrapolated from the calculated phase dependance curve in ﬁgure 3.7. This yields the voltage patterns
shown in ﬁgure 3.8(b) which are programmed onto the SLM to create the double pulse.
3.5 Simulating the SLM
When shaping with a SLM it is important to remember that the shaper displays consist out of liquid
crystal pixels, so that the transfer function applied to the pulse is not continuous, but pixelated. This
means that the calculated or simulated shape produced by the shaper will not be identical to the
experimentally shaped pulse if the shaper is asumed to be ideal, due to the discrete nature of the real
SLM display. In this section we investigate the inﬂuence of a pixelated shaper on the generated pulse
shape by shaping a double pulse and comparing the results from a ideal shaper and discrete (pixelated)
shaper, for instance an SLM. The same response function, tailored to create a double pulse with a 250
fs separation and 100 fs FWHM, are used for both cases. The response function is continuous for the
ideal shaper and made discrete to correspond to the SLM pixelated display for the case of a discrete
shaper. The ideal continuous response function in ﬁgure 3.9(a) is generated using equation 3.12, with
τ = 250 fs and γ = 0.
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(a) (b)
Figure 3.9: Simulating an ideal shaper with (a) a continuous response function (H(ω)) for a 250 fs
double pulse and (b) generated 250 fs double pulse.
By multiplying the response function in ﬁgure 3.9(a) with the Fourier transform of the input 100 fs
Gaussian pulse (see equation 2.9), an ideal double pulse is created with a pulse separation of 250 fs
and with each peak having a FWHM of 100 fs, see ﬁgure 3.9(b).
Next we investigate the eﬀect of the pixelated shaper (SLM) used in our experiment, by simulating
the transfer function used in the continuous case as discretised, see ﬁgure 3.10(a) and a zoomed
half oscillation in ﬁgure 3.10(b). The factors determining the amount of discretisation are the pulse
bandwidth, the amount of illuminated pixels and the size of the pixels. These factors have been
discussed previously in sections 2.1, 2.3 and 3.1 respectively. The gaps between the pixels are not
taken into account in this simulation, only the discreet nature of the SLM display is investigated.
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(a) (b)
(c) (d)
(e)
Figure 3.10: Simulating a discrete shaper with (a) pixelated response function for a 250 fs double pulse
between selected frequencies, (b) half an oscillation of response function, (c) the generated 250 fs double
pulse zoomed in on the x-axis to show the replicas, (d) the double pulse and the (e) corresponding
spectrum of the shaped pulse.
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With the pixelated response function, see ﬁgure 3.10(a) and (b), the generated double pulse, has
replicas at constant intervals of 28.6 ps, see ﬁgure 3.10(c) zoomed in on the x-axis. The replicas are
four orders of magnitude smaller than the main peak and can be considered negligible. The pre-
pulses in ﬁgure 3.10(c) appear ealier than t = 0 due to the Fourier transform integrating over negative
frquencies, with the frequency range from −∞ to ∞. When looking closer at the double pulse ﬁgure
3.10(d) the separation between the peaks are 250 fs with each peak having a 100 fs FWHM, identical
to the shaped pulse generated by the ideal continuous response function. The larger the separation
between the two pulses, the more pixelated the response function becomes and the larger the replicas.
This is due to the response function for a double pulses with larger temporal pulse separation having
more oscillations than pulses with smaller separations. More detail in the response function will fall
away due to pixelation, creating larger replicas.
The size of the pixels determines the discreet nature of the response function, with the relation: replica
spacing∼1/pixel width; the larger pixels will have more frequencies corresponding to one pixel and the
steps in the response function will becomes larger, causing the distance between the replicas to be
smaller. This means that there is a temporal shaping window, due to the size of the pixels, that
has to be considered when doing experiments, fortunately the replicas in our experiments are spaced
suﬃciently far enough apart (28.6 ps) to not signiﬁcantly inﬂuence our experiment. The corresponding
shaped spectrum of the double pulse, Eout(ω), is indicated in ﬁgure 3.10(e) and corresponds to a
Gaussian pulse, Ein(ω), multiplied by the response function.
3.5.1 Damage Threshold of SLM
It is important is to know what laser intensity is safe to use with the SLM so as not to damage the
liquid crystal displays. The liquid crystal pixels damage threshold can be calculated using the provided
data from the manufacturer [1]. The peak intensity damage threshold of the SLM is given in the SLM
manual [1] as 1100 µJcm2 for a 250 fs pulses at 790 nm with a 1.85 kHz repetition rate, so that the damage
threshold for the peak intensity can be calculated as
Peak intensity =
Energy
Pulses duration×Area
=
1100
(250× 10−15)
µJ
s.cm2
= 4.4
GW
cm2
.
Next we calculate the peak intensity of the ampliﬁer output used in our setup, which produces 1W at
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a 1 kHz repetition rate. We assume that our average pulse duration is 100 fs, and that the SLM is
operated in a 4f setup were the spot size, illuminating the active are of the SLM display, is signiﬁcantly
larger than the spot size of the ampliﬁer beam due to the grating and collimating lens. The laser beam
area is calculated as (l×h), with the length and height of the laser beam spot 3× 1 cm2. The energy
of one pulse is then calculated as
Energy =
Average power
Rep rate
=
1
1× 103
W
pulses/sec
= 1000µJ,
with the repetition rate from our ampliﬁer 1 kHz = 1000 pulses/sec. The peak intensity of one pulse
can now be calculated to be
1000
100× 10−15 × (3× 1)
µJ
s.cm2
= 3.33
GW
cm2
.
This peak intensity of our pulse is lower than the peak intensity damage threshold of the SLM and we
conclude that the ampliﬁed beam is safe to use on the SLM in our 4f setup.
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Diﬀerence Frequency Mixing
Second order nonlinear processes are used to generate new frequencies by implementing second har-
monic generation, sum-frequency generation, diﬀerence frequency generation (DFG) or more [27]. In
these nonlinear processes, energy is converted from the input electromagnetic ﬁelds interacting in a
nonlinear medium to generate a new ﬁeld under the condition ωp − ωs = ωi, where ωj = 2picλj is the
angular frequency of the femtosecond pulse, with j = p, s or i representing the pump pulse (p), signal
pulse (s) and idler pulse (i) respectively. The amount of light generated through a nonlinear process as
well as the direction of the generated ﬁeld's polarisation is dependent on the second order susceptibility
χ(2). χ(2) is the third order tensor characteristic to the nonlinear medium where the non linear process
takes place. The frequency conversion is most eﬃcient when there is phase matching, i.e when the
condition k˜p − k˜s = k˜i is met, with kj = 2pinjλj the wave number and n the refractive index.
In this chapter we develop a model to investigate the generation of a shaped femtosecond pulse at a
wavelength inaccessible to the pulse shaper, by using DFG, building on the work of previous authors
mentioned in chapter 1. The two input pulses, with frequency ωs (signal) and ωp (pump), interact
in a nonlinear medium, such as a GaSe or BBO crystal, to generate an idler frequency ωi where
ωi = ωp − ωs. GaSe and BBO crystals are uni-axial, which means that they have one optical axis. There
are several polarisation phase matching schemes in uni-axial crystals, depending on the orientation of
the crystal. One example is type II phase matching, which occurs when the signal and idler pulses
have perpendicular polarisations, ωi(e) = ωp(e)− ωs(o) and this scheme is considered for the nonlinear
process. We use the model to identify, investigate and ﬁnally predict the parameters for optimal
transfer of a temporally shaped pulse to the near IR and Far IR wavelength regimes as well as the
42
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transfer eﬃciency.
4.1 Theory
As background material we explicitly derive the wave equation for light traveling through a nonlinear
medium, following broadly the methods in Meystre [35] and Boyd [36]. We start with Maxwell's
equations
∇ · D˜ = ρ˜, (4.1)
∇ · B˜ = 0, (4.2)
∇× E˜ = −∂B˜
∂t
, (4.3)
∇× H˜ = ∂D˜
∂t
+ J˜, (4.4)
where D˜ represents the electric displacement ﬁeld, B˜ is the magnetic ﬁeld, E˜ the electric ﬁeld, H˜ the
magnetic ﬁeld strength, J˜ the current density and ρ the charge density [36]. The tilde (~) is used to
indicate rapid temporal variation of the ﬁeld. We assume that the medium contains no free charges or
currents, so that ρ˜ = 0, J˜= 0 and that the medium is not magnetic B˜= µ0H˜, with µ0 the permeability.
We write the electric displacement
(
D˜
)
in terms of the electric ﬁeld
(
E˜
)
and polarisation
(
P˜
)
so that
D˜= 0E˜+ P˜, with 0 the permittivity of free space. Because we are working in a nonlinear medium
(nonlinear crystal) the polarisation vector (P˜) depends nonlinearly on the local value of the electric
ﬁeld strength (E˜) [36]. If we take the curl of the electric ﬁeld, equation 4.3, we have
∇×∇× E˜ = ∇×
(
−∂B˜
∂t
)
,
∇×∇× E˜ = ∇×
(
−µ0 ∂H˜
∂t
)
,
∇×∇× E˜ = −µ0
(
∇× ∂H˜
∂t
)
,
From equation 4.4 we can write ∇× H˜ = ∂D˜∂t since J˜ = 0, so that we have
∇×∇× E˜+ µ0
(
∂2D˜
∂t2
)
= 0,
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∇×∇× E˜+ µ00 ∂
2E˜
∂t2
= −µ0 ∂
2P˜
∂t2
,
∇×∇× E˜+ 1
c2
∂2E˜
∂t2
= − 1
0c2
∂2P˜
∂t2
,
where µ00 =
1
c2 . Using the identity ∇×∇× E˜ = ∇
(
∇ · E˜
)
−∇2E˜ with ∇
(
∇ · E˜
)
= 0, since there
are no free charges, we can write
−∇2E˜+ 1
c2
∂2E˜
∂t2
= − 1
0c2
∂2P˜
∂t2
,
∇2E˜− 1
0c2
∂2
∂t2
D˜ = 0.
P˜ can be separated into its linear and nonlinear part P˜ = P˜(L) + P˜(NL), with P˜(L) linearly dependent
on the electric ﬁeld strength E˜. Similarly D˜ can be written as D˜ = D˜(L) + P˜(NL), so that
∇2E˜− 1
c20
∂2D˜(L)
∂t2
=
1
0c2
∂2P˜(NL)
∂t2
. (4.5)
In a dispersive medium each frequency component of the ﬁeld must be considered separately so that we
represent the electric ﬁeld as the sum of the various frequency components so that E˜(r, t) =
∑
n
E˜n(r, t),
with n representing each frequency component and r the position in the medium, similar for D˜(L)(r, t)
and P˜(NL)(r, t). Neglecting dissipation in the ﬁeld, the relationship between the electric displacement
and electric ﬁeld can be written as D˜
(L)
n (r, t) = 0
(L)(ωn) · E˜n(r, t) with (L) the frequency-dependent
dielectric tensor.
We are simulating type II frequency generation in two uni-axial nonlinear crystals, GaSe and BBO,
with the pump wave (ωp, polarisation e) and the signal wave (ωs, polarisation o) functioning as the
input and producing an idler wave (ωi , polarisation e), obeying the frequency relation ωi = ωp - ωs.
The type of frequency generation determines which polarisations of the beams (o or e) will interact,
which in turn determines the relevant refractive indices, ne(ωj) or no(ωj).
Consider 4.5 in the vicinity of some frequency ωj
∇2E˜j − 
(L)(ωj)
c2
∂2E˜j
∂t2
=
1
0c2
∂2P˜
(NL)
j
∂t2
(4.6)
with ωj the center frequency of the pulse and j = p, s or i. The electric ﬁeld and polarisation
are expressed in t and Z, for movement in 1 dimension, to approximate collinear movement of the
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pulses so that the electric ﬁeld of the pump pulse can be described as E˜p = Ep(Z, t)e
i(kpZ−ωpt) [35],
with Ep(Z, t) the amplitude envelope of the electric ﬁeld and e
i(kpZ−ωpt) the oscillating electric ﬁeld,
which varies with the carrier frequency so that the envelope varies on the scale of 1/kp, which is
much slower than the oscillating ﬁeld. The polarisation of the pump pulse can be described as
P˜p = 40deffEs(Z, t)e
i(ksZ−ωpt)Ei(Z, t)ei(kiZ−ωpt) [35]. Inserting the electric ﬁeld and polarisation into
equation 4.6, with Z representing the spatial position of the pulse in the crystal [36], the interaction
of the pulses can be expressed as
∂2E˜p
∂Z2
− 
(L)(ωp)
c2
∂2E˜p
∂t2
=
1
0c2
∂2P˜p
∂t2
,
∂2
(
Ep(Z, t)e
i(kpZ−ωpt))
∂Z2
− 
(L)(ωp)
c2
∂2
(
Ep(Z, t)e
i(kpZ−ωpt))
∂t2
=
1
0c2
∂2
(
40deffEs(Z, t)e
i(ksZ−ωpt)Ei(Z, t)ei(kiZ−ωpt)
)
∂t2
,
(
∂2Ep(Z, t)
∂Z2
+ 2ikp
∂Ep(Z, t)
∂z
− k2pEp(Z, t)
)
ei(kpZ−ωpt) −
(L)(ωp)
c2
(
∂2Ep(Z, t)
∂t2
− 2iωp ∂Ep(Z, t)
∂t
− ω2pEp(Z, t)
)
ei(kpZ−ωpt) =
− 1
0c2
8i0deffωp
(
∂Es(Z, t)
∂t
Ei(Z, t) + Es(Z, t)
∂Ei(Z, t)
∂t
+
ωp
2i
Es(Z, t)Ei(Z, t)
)
ei[(ks+ki)Z−ωpt].
We assume the slowly varying envelope approximation, where the oscillating electric ﬁeld varies on a
much more rapid time scale than the envelope so that the fast oscillating parts can be neglected and
the following applies, i.e.
∣∣∣∂2Ep∂Z2 ∣∣∣  ∣∣∣kp ∂Ep∂Z ∣∣∣ , ∣∣∣∂2Ep∂t2 ∣∣∣  ∣∣∣ωp ∂Ep∂t ∣∣∣ and ∣∣∣∂Ep∂t ∣∣∣  |ωpEp| [36]. The wave
equation becomes
∂Ep(Z, t)
∂Z
+
1
vp
∂Ep(Z, t)
∂t
=
iωpχ
(2)
eff
npc
Es(Z, t)Ei(Z, t)e
i(ks+ki−kp)Z,
with vp =
c
np
the phase velocity of the pump pulse in the birefringent medium, n(ωp)
2 = (L)(ωp) the
refractive index, kp =
npωp
c the wave number and deff =
1
2χ
(2)
eff representing the nonlinear susceptibility.
Ep is the amplitude of the wave at a speciﬁc point in time and space and ωp the center frequency of
the pulse. The frequency bandwidth of the pulses are suﬃciently narrow so that the dispersion in
the medium can be approximated as linear and so the relationship between the frequency (ω) and
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wavenumber (k) can be approximated as linear as well, the group velocity of the pulses are then
∂ω
∂k = constant and equal to the phase velocity vp =
c
np
.
∂Ep(Z, t)
∂Z
vp +
∂Ep(Z, t)
∂t
=
iωpχ
(2)
eff
npc
vpEs(Z, t)Ei(Z, t)e
i(ki+ks)Z−ikpZ. (4.7)
Equation 4.7 can now be applied to each electric ﬁeld participating in the nonlinear interaction in
order to yield the coupled partial diﬀerential equation for the pump, signal and idler pulse with the
refractive index dependent on the wavelength n(λ). Hence forth we write Ej(Z, t) as Ej with the time
and spatial dependence implied and with E∗j (ω) = Ej(−ω) . The coupled partial equation for Es and
Ei are then
∂Es
∂Z
vs +
∂Es
∂t
=
iωsχ
(2)
eff
nsc
vsEpE
∗
i e
i(kp−ki)Z−iksZ,
∂Ei
∂Z
vi +
∂Ei
∂t
=
iωiχ
(2)
eff
nic
viEpE
∗
s e
i(kp−ks)Z−ikiZ.
By deﬁning kp − ks − ki as ∆k, we have
∂Es
∂Z
vs +
∂Es
∂t
=
iωsχ
(2)
eff
nsc
vsEpE
∗
i e
i∆kZ,
∂Ep
∂Z
vp +
∂Ep
∂t
=
iωpχ
(2)
eff
npc
vpEsEie
−i∆kZ,
∂Ei
∂Z
vie
−i∆kZ +
∂Ei
∂t
e−i∆kZ =
iωiχ
(2)
eff
nic
viEpE
∗
s .
We set Eie
−i∆kz = Eˆi with E∗i e
i∆kz = Eˆ∗i in order to isolate the phase mismatch in one equation
∂Es
∂Z
vs +
∂Es
∂t
=
iωsχ
(2)
eff
nsc
vsEpEˆ
∗
i , (4.8)
∂Ep
∂Z
vp +
∂Ep
∂t
=
iωpχ
(2)
eff
npc
vpEsEˆi, (4.9)
∂
(
Eˆie
i∆kZ
)
∂Z
vie
−i∆kZ +
∂
(
Eˆie
i∆kZ
)
∂t
e−i∆kZ =
iωiχ
(2)
eff
nic
viEpE
∗
s .
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Solving the partial diﬀerential equation for Eˆi gives
[
∂Eˆi
∂Z
ei∆kZ + i∆kEˆie
i∆kZ
]
vie
−i∆kZ +
∂
(
Eˆie
i∆kZ
)
∂t
e−i∆kZ =
iωiχ
(2)
eff
nic
viEpE
∗
s ,
∂Eˆi
∂Z
vi + i∆kEˆi +
∂Eˆi
∂t
=
iωiχ
(2)
eff
nic
viEpE
∗
s ,
∂Eˆi
∂Z
vi +
∂Eˆi
∂t
=
iωiχ
(2)
eff
nic
viEpE
∗
s − i∆kviEˆi. (4.10)
The i∆kviEˆi term represents the phase matching of the nonlinear interaction. Doing a transformation
to a frame moving with the velocity of the signal wave (Es) in the crystal, using z = Z− vst and τ = t,
the signal wave equations becomes
∂Es
∂Z
vs +
∂Es
∂t
=
iωsχ
(2)
eff
nsc
vsEpEˆ
∗
i ,
vs
[
∂Es
∂τ
∂τ
∂z
+
∂Es
∂z
∂z
∂Z
]
+
[
∂Es
∂τ
∂τ
∂t
+
∂Es
∂Z
∂Z
∂t
]
=
iωsχ
(2)
eff
nsc
vsEpEˆ
∗
i ,
vs
[
∂Es
∂τ
(0) +
∂Es
∂z
(1)
]
+
[
∂Es
∂τ
(1) +
∂Es
∂z
(−vs)
]
=
iωsχ
(2)
eff
nsc
vsEpEˆ
∗
i .
This is repeated for Ep and Ei so that the pulse interaction can be described as
∂Es
∂τ
=
iωsχ
(2)
eff
nsc
vsEpEˆ
∗
i,
∂Ep
∂z
(vp − vs) + ∂Ep
∂τ
=
iωpχ
(2)
eff
npc
vpEsEˆi,
∂Eˆi
∂z
(vi − vs) + ∂Eˆi
∂τ
=
iωiχ
(2)
eff
nic
viEpE
∗
s − i∆kviEˆi. (4.11)
The pulses are now moving in a frame relative to the signal pulse, so that the signal is stationary
and the pump and idler pulse moves in relation to the signal pulse. Finally these equations are
transferred to dimensionless units so that the we have a universal treatment, independent of speciﬁc
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pulse characteristics. Making the suitable transformations [27]
Λ
E0
∂Es
∂τ
=
Λ
E0
iωsχ
(2)
eff
nsc
vsEpEˆ
∗
i ,
Λ
E0
∂Ep
∂z
(vp − vs) + Λ
E0
∂Ep
∂τ
=
Λ
E0
iωpχ
(2)
eff
npc
vpEsEˆi,
Λ
E0
∂Eˆi
∂z
(vi − vs) + Λ
E0
∂Eˆi
∂τ
=
Λ
E0
iωiχ
(2)
eff
nic
viEpE
∗
s −
Λ
E0
i∆kviEˆi.
Here E ′j =
Ej
E0
and E ′i =
Eˆi
E0
is the dimensionless electric ﬁeld strength weighted by the maximum
amplitude (E0), of a transform limited pump pulse. z
′ = zΛ is the dimensionless distance, in units of
spatial pump pulse width Λ in the medium, time is expressed in units of the transform limited pulse
duration T = Λc as t
′ = τT . By multiplying the equation with the characteristic constants
Λ
E0
we can
now do a transformation to dimensionless units for the idler wave equation
∂E
′
i
∂z′
(vi − vs) + Tc∂E
′
i
∂τ
= E0Λ
iωiχ
(2)
eff
nic
viE
′
pE
′∗
s − i∆kviΛE
′
i ,
∂E
′
i
∂z′
(vi − vs) 1
c
+
∂E
′
i
∂t′
= E0Λ
vi
c
iωiχ
(2)
eff
nic
E
′
pE
′∗
s −
1
c
i∆k
c
ni
ΛE
′
i ,
∂E
′
i
∂z′
(
1
ni
− 1
ns
)
+
∂E
′
i
∂t′
= E0Λ
iωiχ
(2)
eff
n2i c
E
′
pE
′∗
s − i∆k
Λ
ni
E
′
i .
Repeating this for Es and Ep the interaction of the dimensionless electric ﬁelds (E
′
j ) can be described
as
∂E
′
s
∂t′
= E0Λ
iωsχ
(2)
eff
n2s c
E
′
pE
′∗
i ,
∂E
′
p
∂z′
(
1
np
− 1
ns
)
+
∂E
′
p
∂t′
= E0Λ
iωpχ
(2)
eff
n2pc
E
′
sE
′
i
,
∂E
′
i
∂z′
(
1
ni
− 1
ns
)
+
∂E
′
i
∂t′
= E0Λ
iωiχ
(2)
eff
n2i c
E
′
pE
′∗
s − i∆k
Λ
ni
E
′
i . (4.12)
The relative velocities can now be deﬁned as the inverse diﬀerence in refractive indices, νps =
1
np
− 1ns
and νis=
1
ni
− 1ns and the dimensionless nonlinear coupling is γj =
ωjχ
(2)
eff
E0Λ
n2
j
c
. So that we can write
∂E
′
s
∂t′
= iγsE
′
pE
′∗
i , (4.13)
∂E
′
p
∂z′
+
1
νps
∂E
′
p
∂t′
=
1
νps
iγpE
′
sE
′
i , (4.14)
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∂E
′
i
∂z′
+
1
νis
∂E
′
i
∂t′
=
1
νis
iγiE
′
pE
′∗
s −
1
νis
i∆k
Λ
ni
E
′
i . (4.15)
Equations 4.13 to 4.15 corresponds to the nonlinear coupling equations used by Cavallari et al. [28]
and Bakker et al. [27].
Expressing the equations in dimensionless units demonstrates that the only relevant parameters in the
problem are the relative velocities νij, and the eﬀective nonlinear coupling constants γj. On its own,
the left side of equation 4.13 to 4.15 leads to movement of the pulse in the nonlinear medium, while
the right hand side results in the nonlinear interaction of the respective pulses when there is temporal
and spatial overlap.
This derivation was done for the nonlinear interaction of the pulses in the time domain. For the
corresponding frequency domain information a Fourier transform of each pulse (described by the
electric ﬁeld E) must be done.
4.2 Conservation of Energy During Diﬀerence Frequency Mix-
ing
In this section we show that the equations describing the nonlinear interaction, derived from Maxwell's
equations adheres to conservation of energy. To test that there is conservation of energy in the DFG
process we show analytically that ∂U∂t = 0, where U is the energy density. Starting with equations 4.8,
4.9 and 4.10 and assuming perfect phase matching so that ∆k = 0, we have
∂Es
∂z
+
1
vs
∂Es
∂t
=
iωsχ
(2)
eff
nsc
EpE
∗
i ,
∂Ep
∂z
+
1
vp
∂Ep
∂t
=
iωpχ
(2)
eff
npc
EsEi,
∂Ei
∂z
+
1
vi
∂Ei
∂t
=
iωiχ
(2)
eff
nic
EpE
∗
s .
Setting γk =
ωkχ
(2)
eff
nkc
, with nk =
c
vk
and multiplying each equation with E∗k , with k = s, p, i respectively,
we can write
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∂Es
∂z
E∗s +
1
vs
∂Es
∂t
E∗s = iγsEpE
∗
i E
∗
s ,
∂Ep
∂z
E∗p +
1
vp
∂Ep
∂t
E∗p = iγpEsEiE
∗
p ,
∂Ei
∂z
E∗i +
1
vi
∂Ei
∂t
E∗i = iγiEpE
∗
sE
∗
i .
Rewriting these equations we have
∂EsE
∗
s
∂z
=
∂Es
∂z
E∗s +
∂E∗s
∂z
Es,(
∂EsE
∗
s
∂z
)
+
1
vs
(
∂EsE
∗
s
∂t
)
= iγs (EpE
∗
i E
∗
s + cc.) ,
[
∂
∂z
+
1
vs
∂
∂t
]
|Es|2 = iγs
(
EpE
∗
i E
∗
s − E∗pEiEs
)
, (4.16)[
∂
∂z
+
1
vp
∂
∂t
]
|Ep|2 = iγp
(
EsEiE
∗
p − E∗sE∗i Ep
)
, (4.17)[
∂
∂z
+
1
vi
∂
∂t
]
|Ei|2 = iγi
(
EpE
∗
sE
∗
i − E∗pEsEi
)
. (4.18)
Now in SI units, energy density (U) can be written as
U =
∫
dV E ·D
D = E
 = 0 (1 + χe)
with χe the linear susceptibility. The refractive index can we expressed as
n =
√
µ
µ0

0
,
=
√
µ
µ0
(1 + χe),
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and assuming µ = µ0,
 = 0 (1 + χe) ,
 = 0n
2.
The energy density can now be expressed as
U = 0n
2.
∫
dV |E|2 .
The quantity E0
∫
dV
(
n2s |Es|2 + n2p |Ep|2 + n2i |Ei|2
)
= U should be conserved. Equation 4.16 to 4.18
can be re-written as
vs
∂
∂z
|Es|2 + ∂
∂t
|Es|2 = ivsγs
(
EpE
∗
i E
∗
s − E∗pEiEs
)
,
vp
∂
∂z
|Ep|2 + ∂
∂t
|Ep|2 = ivpγp
(
EsEiE
∗
p − E∗sE∗i Ep
)
,
vi
∂
∂z
|Ei|2 + ∂
∂t
|Ei|2 = iviγi
(
EpE
∗
sE
∗
i − E∗pEsEi
)
.
Since vkγk =
ωkχ
(2)
eff
n2
k
∂
∂z
(
n2s vs |Es|2 + n2pvp |Ep|2 + n2i vi |Ei|2
)
+
∂
∂t
(
n2s |Es|2 + n2p |Ep|2 + n2i |Ei|2
)
=
iωsχ
(2)
eff
(
EpE
∗
i E
∗
s − E∗pEiEs
)
+ iωpχ
(2)
eff
(
EsEiE
∗
,p − E∗s E∗i Ep
)
+ iωiχ
(2)
eff
(
EpE
∗
sE
∗
i − E∗pEsEi
)
. (4.19)
We note that the three brackets are the same and deﬁne α =EpE
∗
i E
∗
s − E∗pEiEs. Equation 4.19 now
becomes
∂
∂z
(
nsc |Es|2 + npc |Ep|2 + nic |Ei|2
)
+
∂
∂t
(
n2s |Es|2 + n2p |Ep|2 + n2i |Ei|2
)
=
iωsχ
(2)
eff α− iωpχ(2)eff α+ iωiχ(2)eff α,
∂
∂z
(
nsc |Es|2 + npc |Ep|2 + nic |Ei|2
)
+
∂
∂t
(
n2s |Es|2 + n2p |Ep|2 + n2i |Ei|2
)
=
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i (ωs − ωp + ωi)χ(2)eff α.
But ωp = ωs + ωi, so that
∂
∂z
(
nsc |Es|2 + npc |Ep|2 + nic |Ei|2
)
+
∂
∂t
(
n2s |Es|2 + n2p |Ep|2 + n2i |Ei|2
)
= 0,∫ ∞
−∞
[
∂
∂z
(
nsc |Es|2 + npc |Ep|2 + nic |Ei|2
)
+
∂
∂t
(
n2s |Es|2 + n2p |Ep|2 + n2i |Ei|2
)]
dz = 0,∫ ∞
−∞
∂
∂z
(
nsc |Es|2 + npc |Ep|2 + nic |Ei|2
)
dz +
∂
∂t
∫ ∞
−∞
(
n2s |Es|2 + n2p |Ep|2 + n2i |Ei|2
)
dz = 0.
Ej is 0 at ωj = ±∞ so that
∫∞
−∞
∂
∂z |Ej|2 dz = 0 since Ej is a Gaussian pulse and Ij is the total intensity
for each pulse in the crystal, with j = s, p, i, so that we can write
∂
∂t
(
n2s Is + n
2
pIp + n
2
i Ii
)
= 0,
∂UT
∂t
= 0. (4.20)
From equation 4.20 for the sum of the pulses the change in intensity, in time, is zero which proves that
we have conservation of energy in our system.
4.2.1 Weak Coupling Limit
To build intuition and following closely the analysis of [37], we explore the limiting case in which the
undepleted pump and signal approximation applies, which arises for weak coupling where γp and γs 
1. That is, we assume ∂Es∂z = 0,
∂Es
∂t = 0 and
∂Ep
∂z = 0,
∂Ep
∂t = 0 in equation 4.13 to 4.15 and we assume
perfect phase matching, ∆k = 0, so that the only relevant dynamical equation is
∂Ei(z, t)
∂z
+
1
νis
∂Ei(z, t)
∂t
=
1
νis
iγEp(z+νpst)E
∗
s (z, t).
In the above equation, the dynamics of Ep and Es enter only through their relative velocities, with
νps =
1
np
− 1ns , νis = 1ni − 1ns , γ =
ωiχ
(2)
eff
n2
i
and z+νpst the position of Ep at time t with respect to the
position of pulse Es in the crystal. If we apply the transformation u = z+vist then we can write
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∂Ei
∂z
(1) +
∂Ei
∂t
(
1
νis
)
=
∂Ei
∂z
(
∂z
∂u
)
+
∂Ei
∂t
(
∂t
∂u
)
=
∂Ei(z, t)
∂u
so that
∂Ei(u−νist)
∂u
=
iγ
νis
E∗s (u−νist)Ep(u−νist + νpst).
Now integrating over the length L of the nonlinear medium we have
∫ L−νist
−νist
∂Ei(u−νist)
∂u
du =
iγ
νis
∫ L−νist
−νist
E∗s (u−νist)Ep(u−νist + νpst) du,
Ei(L− νist) = iγ
νis
∫ L−νist
−νist
E∗s (u−νist)Ep(u−νist + νpst) du.
Assuming the nonlinear medium is long enough so that the temporal overlap occurs entirely in the
crystal, allows us to extend the integration boundaries to inﬁnity. We transform back to z so that
Ei(L− νist) = iγ
νis
∫ ∞
−∞
E∗s (z)Ep(z + νpst) dz. (4.21)
The above equation is in the form of a correlation, and indicates that perfect shape transfer will oc-
cur when the electric ﬁeld of one of the pulses is a dirac delta function [29]. Experimentally, this
means that if the pump pulse is shaped in time, the signal pulse has to be signiﬁcantly shorter than
the shortest feature (in time) of the pump pulse, for the shape to be transferred with high ﬁdelity to Ei.
We can investigate the nonlinear interaction further analytically, by looking at equation 4.21 in the
frequency domain. This is done by taking the Fourier transform of the convolution in equation 4.21
[37]
∫ ∞
−∞
Ei(L− νist)e−iωtdt = iγ
νis
∫ ∞
−∞
e−iωt
[∫ ∞
−∞
E∗s (z)Ep(z + νpst)dz
]
dt,
1
νis
∫ ∞
−∞
Ei(L− νist)e−i
ω
νis
νistνisdt =
iγ
νpsνis
∫ ∞
−∞
e
−i ωνps νpst
[∫ ∞
−∞
E∗s (z)Ep(z + vpst)νpsdz
]
dt.
If we set L− νist = x′ and z + νpst = x′′ we can write
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1
νis
∫ ∞
−∞
Ei(x
′)e−i
ω
νis
(L−x′)dx′ =
iγ
νpsνis
∫ ∞
−∞
e
−i ωνps (x
′′−z)
[∫ ∞
−∞
E∗s (z)Ep(x
′′)dz
]
dx′′,
νisνps
iγνis
∫ ∞
−∞
Ei(x
′)e−i
ω
νis
L
e
i ωνis
x′
dx′ =
∫ ∞
−∞
e
−i ωνps x
′′
e
i ωνps z
∫ ∞
−∞
E∗s (z)Ep(x
′′) dzdx′′,
νps
iγ
e
−i ωνis L
∫ ∞
−∞
Ei(x
′)ei
ω
νis
x′
dx′ =
∫ ∞
−∞
e
−i ωνps x
′′
Ep(x
′′)dx′′
∫ ∞
−∞
E∗s (z)e
i ωνps zdz,
νps
iγ
e
−i ωνis LE∗i
(
ω
νis
)
= Ep
(
ω
νps
)
·E∗s
(
ω
νps
)
. (4.22)
E∗i
(
ω
νis
)
and E∗s
(
ω
νps
)
is the inverse Fourier transform of Ei(x
′) and Es(z) respectively and Ep
(
ω
νps
)
is the Fourier transform of Ep(x
′′). Equation 4.22 indicates that while the dirac delta function solution
in equation 4.21 is one possible solution, as discussed above, it is not unique. Instead many solutions
for generating a speciﬁc pulse shape are possible, particularly if both the signal and pump pulses can
be shaped independently.
To investigate the inﬂuence of the diﬀerent widths and amplitudes of the interacting pulses, we solve
equation 4.21 with A and B the amplitude of the pump and signal respectively and τp and τs the
FWHM for the speciﬁc case of Gaussian pulses.
Ei(L− νist) = iγ
νis
∫ ∞
−∞
Ep(z + vpst)E s(z) dz,
=
iγ
νis
∫ ∞
−∞
(
Ae
−(z+νpst)2√
2τ2p
)(
Be
−(z)2√
2τ2s
)
dz,
=
iγ
νis
AB 21/4
√
pi
1√
1
τ2p
+ 1τ2s
e
−(νpst)2√
2(τ2p+τ2s ) .
If R = L− νist, t = L−Rνis , with R the position of the idler pulse in the crystal at time t
Ei(R) =
iγ
νis
21/4
√
piAB
1√
1
τ2p
+ 1τ2s
e
−
(
vps
vis
)2
(L−R)2
√
2(τ2p+τ2s ) . (4.23)
Equation 4.23 indicates that the amplitude of the generated pulse is directly dependent on the ampli-
tudes of the input pulses (AB) as well as the FWHM of each input pulse, 1√
1
τ2p
+ 1
τ2s
. The width of the
generated pulse is dependent on the ratio of the relative velocities, rv =
vis
vps
, as well as the widths of
the input pulses, τ2p + τ
2
s . As a result, careful selection of the relative velocities can be used to tune
the width of the output pulse, as we will explore later in this chapter.
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4.3 Numerical Modeling
We now want to do a computational simulation of the theory using equations 4.13 to 4.15 from the
previous section. In order to do this we employ numerical methods, such as the Lax-Friedrichs which
is used to solve partial diﬀerential equations based on a ﬁnite diﬀerence method.
To implement the Lax-Friedrichs in our simulations we must ﬁrst investigate how the method works.
Consider the following ﬁrst order partial diﬀerential equation for an arbitrary ﬁeld u, which depends
on both time (t) and position (x)
∂u
∂x
a +
∂u
∂t
= 0. (4.24)
The two terms in equation 4.24 can be discretised as follows
∂u
∂x
a = a
uji+1 − uji−1
2∆x
and
∂u
∂t
=
uj+1i − uji
∆t
,
=
uj+1i
∆t
− 1
2
(
uji+1 + u
j
i−1
∆t
)
,
with i and j representing the steps in space and time respectively. Combining the above terms, we can
now solve for the new value of the ﬁeld at time j+1
a
∂u
∂x
+
∂u
∂t
= 0,
a
uji+1 − uji−1
2∆x
+
uj+1i
∆t
− 1
2
(
uji+1 + u
j
i−1
∆t
)
= 0,
uj+1i =
1
2
(
uji+1 + u
j
i−1
)
− a∆t
2∆x
(
uji+1 − uji−1
)
.
with ∆x a step in position and ∆t a step in time, see ﬁgure 4.1.
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Figure 4.1: Visualisation of the Lax-Friedrichs method.
It is important to note that the Lax-Friedrichs method is numerically stable when the Courant-
Friedrichs-Lewy condition is met
a|∆t
∆x
| ≤1. (4.25)
To further study the dynamics we resort to a ﬁnite diﬀerence split-step method to numerically solve
equations 4.13 to 4.15. In this approach one alternates between propagating the motional part (the
left-handed-side of equations 4.13 to 4.15), and the nonlinear part (the right-handed-side) of the set
of equations. Consider ﬁrst only the motional part of equation 4.13 to 4.15, which we solve using
ﬁnite-diﬀerencing according to the Lax Frederick method
∂E
′
s
dt′
= 0,
∂E
′
p
dz′
+
1
vps
∂E
′
p
∂t′
= 0,
∂E
′
i
dz′
+
1
vis
∂E
′
i
∂t′
= 0.
The relative movement of the pulses in the crystal are shown at 3 diﬀerent times; at t=0, halfway
through the interaction when the pump and signal fully overlap, and when the pump and signal have
completely moved over each other, see ﬁgure 4.2.
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Figure 4.2: Relative movement of the pulses using the Lax-Friedrichs method.
It can clearly be seen in ﬁgure 4.2 how the pump ﬁeld is moving (left to right), with time, over
the stationary signal ﬁeld. The relative velocities are dependent on the refractive indices which are
calculated using the Sellmeier equations for the relevant crystal. From ﬁgure 4.2, it is clear that there
are no change in the pump and signal pulse intensities or the shape of the envelopes when only the
pulse movement are considered.
For the nonlinear interaction (right hand side of equation 4.12) in the second step of the split-step
method we consider only the time evolution of the nonlinear interaction
∂E
′
s
∂t′
= iγsE
′
pE
′∗
i , (4.26)
1
vps
∂E
′
p
∂t′
=
1
vps
iγpE
′
sE
′
i , (4.27)
1
v is
∂E
′
i
∂t′
=
1
v is
iγiE
′
pE
′∗
s −
1
v is
i∆k
Λ
ni
E˜ ′i , (4.28)
with γj =
ωjχ
(2)
eff
E0Λ
n2
j
c
. The equations are discretised using a simple Euler method
E
′
s (i, j + 1)− E
′
s (i, j)
∆t′
= iγsE
′
p (i, j)E
′∗
i (i, j) ,
E
′
s(i, j + 1) = E
′
s(i, j) + ∆t
′
iγsE
′
p(i, j)E
∗′
i (i, j),
E
′
p(i, j + 1) = E
′
p(i, j) + ∆t
′
iγpE
′
s(i, j)E
′
i (i, j),
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E
′
i (i, j + 1) = E
′
i (i, j) + ∆t
′
iγiE
′
p(i, j)E
∗′
s (i, j)−∆t
′
i∆k
Λ
ni
E˜ ′i .
To illustrate the eﬀect of the nonlinearity alone, we neglect the relative movement of the two pulses.
E
′
i is generated by mixing E
′
s and E
′
p in the non linear medium (ﬁgure 4.3).
Figure 4.3: Diﬀerence frequency generation simulated using the Euler method.
The depletion of the signal (Es) and pump pulse (Ep), due to the generation of the idler (Ei) is clear
and can be seen in ﬁgure 4.3 after about 100 pulse durations. As the interaction time becomes longer,
back conversion to the signal or pump beam will start to occur as is evident at 200 pulse durations.
Finally the split step method is used to combine the two separately solved parts of the pump, sig-
nal and idler. First the the movement is addressed using the Lax-Friedrichs (linear part) and next
the nonlinear interaction is addressed using the Euler, with the electric ﬁelds generated by the Lax-
Friedrichs functioning as the input. In ﬁgure 4.4 the relative movement of the pulses combined with
the generation of the idler, are shown clearly.
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Figure 4.4: Diﬀerence frequency generation simulated using the combined Lax-Friedrichs and the Euler
method in a single pulse.
For the input signal (Es) and pump beam (Ep), the amplitude of the generated infrared pulse (Ei) in
ﬁgure 4.4 is 0.185.
4.4 Parametric Study
To better understand the eﬀect of each parameter on the nonlinear interaction between the pulses, we
investigate the eﬀect of the nonlinear coupling strengths (γj), as well as the relative velocities of the
three interacting pulses on the eﬃciency of the pulse shape transfer to the idler pulse. The relative
velocity of the pump and idler have previously been deﬁned as vjs =
1
nj
− 1ns and the velocity ratio as
rv =
vis
vps
. For this study we calculate the nonlinear coupling strengths of the pump (γp) and idler (γi)
pulse in relation to the coupling strength of the signal pulse (γs), by using equation 4.26, 4.27 and
4.28, while assuming perfect phase matching (∆k = 0). The nonlinear interaction factor for the pump
and idler pulses can be written in terms of the signal so that
γs =
ωs
n2s
χ
(2)
eff E0Λ
c
, (4.29)
γp =
ωp
n2p
χ
(2)
eff E0Λ
c
,
=
χ
(2)
eff E0Λ
c
ωs
ωs
n2s
n2s
ωp
n2p
,
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= γs
ωp
ωs
n2s
n2p
. (4.30)
Similarly for γi
γi = γs
ωi
ωs
n2s
n2i
. (4.31)
By using equation 4.29 to 4.31 it is now possible to tune the relevant parameters while preserving
energy conservation. The factors considered in this study are the refractive index of each pulse ns, np
and ni, as well as the frequencies ωs, ωp and ωi, where ωp = ωs + ωi. We work in the undepleted pump
regime and assume that we have perfect phase matching.
4.4.1 Inﬂuence of Nonlinear Coupling Strengths
First we investigate the inﬂuence of the nonlinear interaction factors on the pulses by tuning γs, γp
and γi. This is done by changing the respective refractive indices and frequencies of the interacting
pulses, while keeping rv =1, by setting np = ni. In ﬁgure 4.5(a) we investigate the behavior of the
pulses where all the nonlinear interaction factors are close to equal. The idler pulse has low intensity
due to the low coupling constant (γi).
(a) (b)
Figure 4.5: Shape transfer to the idler with (a) γs ≈ γp ≈ γi ≈ 0.1 and (b) γs ≈ γp ≈ γi ≈ 1.
In ﬁgure 4.5(b) the same refractive indices and frequencies are used but with γs = 1 so that γp = 1.28
and γi = 1.03. For this case where the nonlinear interaction factors are larger than the factors in ﬁgure
4.5(a), the idler pulse is larger compared to the idler pulse in ﬁgure 4.5(a), as expected, with back
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conversion to the signal pulse. Back conversion occurs when the interaction between the pulses are
very strong and the generated wavelength interacts with one of the input wavelengths to generate the
second input wavelength as shown in ﬁgure 4.5(b).
In order to characterise the shape transfer ﬁdelity (which is the accuracy of the transfer of the pulse
shape from the shaped pulse to the generated pulse), we deﬁne a transfer error (equation 4.32) that
is calculated by taking the root-mean-square diﬀerence of the normalised input shaped pump pulse
and the normalised generated idler pulse, weighed against the area under the normalised input pump
intensity
Error in amplitude transfer =
√√√√√√
∑
i
(∣∣∣ PnPmax | − | InImax ∣∣∣)2∑
i
∣∣∣ PnPmax ∣∣∣2 . (4.32)
In ﬁgure 4.5(a) the error in the conversion ﬁdelity is 0.03% and 1.6% in ﬁgure (b). In the case where
the interaction factor is strong (γ = 1), the shape transfer has a larger error than in the case where
γ = 0.1. This is due to back conversion to the signal, caused by the stronger interaction factors. We
deﬁne an error less than 1% as excellent shape transfer and below 5% as good shape transfer.
The input values for the coupling strength study, as well as the error in the transfer eﬃciencies are
summarised in table 4.1.
Figure Nonlinear coupling γs γp γi Error
4.5(a) γs ≈ γp ≈ γi 0.1 0.128 0.103 0.03%
4.6(a) γp  γs ≈ γi 0.1 2.6 0.1 0.03%
4.6(b) γs  γp ≈ γi 5 1.375 0.125 1%
4.7(a) γs  γp ≈ γi 0.1 2.4 2 0.5%
4.7(b) γs ≈ γp  γi 0.1 0.103 0.0207 0.1%
Table 4.1: Parameters for coupling strength study.
In ﬁgure 4.6(a) the pump pulse interaction strength is signiﬁcantly larger than that of the signal and
idler pulses, γp  γs = γi. The amplitude of the generated idler pulse is small due to the small
value of γi = 0.1, with a shape transfer error of 0.03%. In the case of ﬁgure 4.6(b) where the signal
pulse interaction strength, γs = 5, is much larger than that of the pump and idler pulse, there is back
conversion to the signal which distorts the shape of the idler slightly, giving a error of 1%.
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(a) (b)
Figure 4.6: Shape and amplitude transfer to the idler with (a) γp  γs = γi and (b) γs  γp = γi.
The input values for ﬁgure 4.6(a) and (b) are indicated in table 4.1 row 2 and 3, respectively.
In ﬁgure 4.7(a) the interaction strength of the idler (γi) and pump (γp) pulse are very large in compar-
ison to that of the signal pulse. Due to the large γi the generated idler pulse has a very high intensity
and shows strong depletion in the pump pulse at T ≈ 2.4, with the error in the transfer ﬁdelity 0.5%.
(a) (b)
Figure 4.7: Shape and amplitude transfer to the idler with (a) γs  γp = γi and (b) γi  γs = γp.
In ﬁgure 4.7(b) with γi  γs = γp, the generated idler amplitude is small, as expected since γi is small
at 0.0207. The shape transfer error is calculated as 0.1%.
The largest errors in the transfer ﬁdelity has been 1.6% in ﬁgure 4.5(b) and 1% in ﬁgure 4.6(b). In
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both cases the larger error is due to back conversion to the signal pulse caused by a large γs factor.
By keeping the signal pulse interaction strength or the amplitude of the input signal pulse suﬃciently
small, eﬀectively eliminating the back conversion to the signal, the error in the transfer eﬃciencies can
be vastly reduced. We conclude that, in the absence of back conversion, the coupling strengths does
not have a strong eﬀect on the shape transfer ﬁdelity of the idler pulse, and eﬃcient transfer can be
achieved when using large γi.
4.4.2 Inﬂuence of Relative Velocities on Shape Transfer
It is clear from equation 4.23 that the ﬁdelity of the pump pulse shape transfer to the idler pulse is
connected to the relative velocities of the three pulses. To investigate the inﬂuence of these relative
velocities on the shape transfer and the width of the idler pulse, we vary the relative velocities of the
pump and idler pulse, rv=
vis
vps
=
(
1
ni
− 1ns
)(
1
1
np
− 1ns
)
=
(
ns−ni
ni
)(
np
ns−np
)
. The frequencies ωs, ωp and
ωi were chosen to have a ratio: 4:5:1, and kept constant.
In ﬁgure 4.8(a), with rv = 2.5, the shape of the idler pulse is broader than the input shape, with the
error equal to 79%. In ﬁgure (b), where rv = 1.18, the shape transfer is signiﬁcantly better than in
ﬁgure (a), with the error 24.6%.
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(a) (b)
(c) (d)
Figure 4.8: Transfer of the pump pulse shape to the idler pulse for (a) rv = 2.5, (b) rv = 1.18, (c)
rv = 0.8 and (d) rv = 0.56.
In ﬁgure 4.8(c), with rv = 0.8 the transfer error is 27.5%, which is still better than ﬁgure (a), but with
the idler pulse shape visibly narrower than the input shaped pulse. In ﬁgure 4.8(d) the error in the
pulse shape transfer ﬁdelity is 66.7%, with rv = 0.56. The shape transfer error is smaller in ﬁgure (b)
and (c) where rv is closer to 1, see table 4.2 for a summary of all calculated relative velocities with
corresponding simulated transfer errors.
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rv Error
2.5 79%
1.82 68.9%
1.18 24.6%
1 0.05%
0.8 27.5%
0.65 52.9%
0.56 66.7%
Table 4.2: Shape transfer to idler.
As demonstrated in table 4.2 the shape transfer occurs with negligible error when the velocity ratio rv
approximates 1. There is little to no shape transfer when rv is larger than 2.5 or smaller than 0.56.
In ﬁgure 4.9(a) and (b) we consider the case where the pump and idler pulses move in opposite
directions and compare 2 cases where rv has opposite sings.
(a) (b)
Figure 4.9: Transfer of the pump pulse shape to the idler pulse for (a) rv = 1 and (b) rv = -1.
In ﬁgure 4.9(a) the error is 0.05% with rv = 1, giving us optimal shape transfer. This corroborates the
previous statement, that the shape transfer ﬁdelity becomes better as rv approaches 1. In ﬁgure 4.9(b)
there is no shape transfer and the idler has a FWHM of 2.3 pulse widths. We conclude that there is no
shape transfer to the idler pulse in the case where the pump and idler pulse move in opposite directions.
In conclusion the transfer ﬁdelity is best when the generated pulse travels at the same velocity as the
shaped pulse. As the diﬀerence in velocity between the two pulses becomes larger the ﬁdelity of the
shape transfer will become worse until there is no shape transfer.
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4.4.3 Inﬂuence of Relative Velocities on a Pulse FWHM
In the previous subsection we observed in ﬁgures 4.8(a) and 4.8(d) that there was broadening and
narrowing of the idler pulse shape, relative to the input pulses for speciﬁc value of rv. This is expected
from equation 4.23. In this subsection we investigate this behavior using single pulses, by comparing
the FWHM of the idler to that of the input pump pulse while varying rv. The frequencies ωs, ωp and
ωi were chosen to have a ratio: 4:5:1, and kept constant. Firstly, in ﬁgure 4.10, we investigate an
extreme case where rv = −10.
(a) (b)
Figure 4.10: Generated single idler pulse for rv = 10, (a) 3d view and (b) comparison between pump
and idler pulse.
In ﬁgure 4.10(a) we see the evolution of the pulses, with the input pulses show at T = 0, half way
through the interaction at T = 3 and the ﬁnal result of the interaction at the ﬁnal time at T = 6.
There is extreme broadening of the idler pulse with the FWHM equal to 13.87 times the pulse width
of the signal and pump input pulses. In ﬁgure 4.10(b) the idler pulse is normalised in intensity with
respect to the input pump pulse and directly compared by plotting the two pulses on the same graph.
Here the broadening of the idler pulse is illustrated very clearly. In the following ﬁgure (ﬁgure 4.11)
the direct comparison is shown for diﬀerent velocity ratios (rv).
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(a) (b)
(c) (d)
Figure 4.11: Generated single idler pulse for (a) rv = -0.67, (b) rv = 3.33, (c) rv = 0.91 and (d) rv =
0.50.
The relative velocity ratios of the pulses in ﬁgure 4.11(a) to (d) is -0.67, 3.33, 0.91 and 0.50 respectively
with each corresponding FWHM indicated in ﬁgure 4.12. On the graph in ﬁgure 4.12 we look at the
general trend of the FWHM of the idler pulse for diﬀerent relative velocity ratios (rv), with the FWHM
of the input pulses 1.
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Figure 4.12: Idler FWHM for diﬀerent velocity ratios (rv).
At rv = 0 and rv = 1 the idler pulse is the same width as the input pulse, see ﬁgure 4.12. When
rv = 1, the idler moves at the same velocity as the shaped pulse, giving the good shape transfer that
we simulated previously in ﬁgure 4.9(a). When rv is between 0 and 1 the idler is narrower than the
pump with maximum narrowing occurring when rv = 0.5. When rv is smaller than 0 or larger than 1
the idler becomes broadened. From ﬁgure 4.12 we can see that the idler will be wider as |rv| becomes
larger. This numerical study agree with the analytical prediction from equation 4.23, and completes
it in the area between rv = −1 and rv = 1 where the weak coupling limit breaks down.
In conclusion the FWHM of the generated pulse can be stretched or narrowed in comparison to the
input pulses by tuning the relative velocities. When the idler travels at a slower velocity than the
pump pulse the generated pulse will be narrowed, with maximum narrowing occurring when the idler
pulse travels at half the velocity of the pump pulse. In the case where the idler pulse travels faster
than the pump pulse there will be stretching in the idler.
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4.5 Phase Matching
It has been noted in the previous section that the best shape transfer ﬁdelity is achieved when the
idler pulse velocity is equal to that of the input shaped pulse velocity. These velocities are determined
by the refractive indices of the pulses, which in turn are dependent on the input angle of the pulses
with regard to crystal optical axis, as shown in the equation below [38]
neff (λ, θ) =
1√(
sin θ
ne(λ)
)2
+
(
cos θ
no(λ)
)2 , (4.33)
where θ is the angle between the propagation direction of the light and the optical axis of the nonlinear
crystal, see ﬁgure 4.13. ne (λ) and no (λ) are the wavelength dependent refractive indices of the
extraordinary and ordinary polarised light. So far the pulses have been simulated to travel collinearly
meaning that θ = 0o for both input pulses and neff = no. By varying the angle of the input beams,
the angle of the idler will change in order to conform to the phase matching condition so that
ki = kp − ks,
2pini(λi, θi)
λi
=
2pinp(λp, θp)
λp
− 2pins(λs)
λs
. (4.34)
By choosing the correct combination of pump and signal angle we can tune the refractive indices so
that np ≈ ni, ensuring optimal shape transfer. It has to be noted that not all pump and signal angle
combinations will generate the idler wavelength λi, which might be required in a speciﬁc experiment.
Clearly this parameter also has to be taken into consideration as well when choosing the input angles.
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Figure 4.13: Phase matching diagram.
In ﬁgure 4.13 θp is the angle of the pump beam with the optical axis of the crystal, φps is the angle
between the pump and signal and φip is the unknown angle between the pump and the idler, which
is determined from the phase matching condition [38]. The change in idler angle and refractive index,
with varying pump angle can be calculated from ﬁgure 4.13 starting by expressing ki in terms of known
variables and φip
kscos(φps) + kicos(φip) = kp,
kssin(φps)− kisin(φip) = 0,
ki =
kssin(φps)
sin(φip)
. (4.35)
Next we calculate φip
kscos(φps) +
[
kssin(φps)
sin(φip)
]
cos(φip) = kp,
kscos(φps)− kp = −
[
kssin(φps)
sin(φip)
]
cos(φip),
tan(φip) =
kssin(φps)
kp − kscos(φps) ,
φip = arctan
(
kssin(φps)
kp − kscos(φps)
)
,
with θi = θp + φip. Now we can write
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ki =
2pini eff
λi
=
2pi√(
sin θi
ni e
)2
+
(
cos θi
ni o
)2
λi
. (4.36)
From the Sellmeier equations we know that ni(e) and ni(o) are dependent on the wavelength. We now
insert the Sellmeier equations [39]
n2e = A +
B
λ2
+
C
λ4
+
D
λ6
+
E
(1− F/λ2) ,
eg.n2e = 5.76 +
0.3879
λ2
− 0.2288
λ4
+
0.1223
λ6
+
1.855
(1− 1780/λ2) for GaSe,
with the factors A,B,C,D,E and F, which are unique for each crystal and polarisation (o and e), into
equation 4.36 for ki. This allows us to calculate λi by substituting equation 4.35 into equation 4.36
kssin(φps)
sin(φip)
=
2pi 1√(
sin θ
ni e
)2
+
(
cos θ
ni o
)2
λi
. (4.37)
Now the wavelength of the idler can be calculated for speciﬁc input angles of the signal and pump
pulses and from there the refractive index (ni) of the idler pulse can be obtained. The solution of
equation 4.37 can be multivalued but we select the physical solutions by choosing the upper and lower
bounds of what λi can be.
4.6 Physical Examples
4.6.1 Type II Diﬀerence Frequency Mixing for Generating Mid-IR Pulses
To illustrate the method for calculating ni in the previous section we investigate two concrete examples
generating light in the short-wavelength infrared and far infrared regimes. For the short-wavelength
infrared we consider GaSe to generate 1.6µm, by mixing 795 nm and 1521.5 nm and for the far infrared
we consider GaSe to generate 10µm by mixing 795 nm and 863.7 nm.
From equation 4.37 we can calculate the combinations of input angles that will produce the wanted
λi, this is explored in the ﬁgures below for GaSe generating an idler of 1.6µm.
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(a) (b)
Figure 4.14: Input signal and pump angle vs (a) idler wavelength and (b) eﬀective idler refractive
index for generating 1.6µm in GaSe.
In ﬁgure 4.14(a) the input angle combinations that generate λi in the wavelength range 1.664−1.666µm
are identiﬁed and plotted, with the corresponding refractive indices (ni(λi, θi)) for the values in ﬁgure
4.14(a), plotted in ﬁgure 4.14(b). The refractive index is dependent on wavelength as well as the angle
of the idler with the crystal optical axis as indicated by equation 4.33. However, the refractive indices
depend very weakly on this angle so that multiple points fall essentially on top of each other.
Next we investigate the relative velocities for the angle combinations by plotting, in ﬁgure 4.15(a), the
relative velocities as a function of θp, with the relative velocities calculated using the refractive indices
for all φps angles considered in ﬁgure 4.14.
(a) (b)
Figure 4.15: Input pump angle vs (a) relative velocities and (b) relative velocity ratio for generating
1.6µm in GaSe.
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The signal angle corresponding to a speciﬁc vps and vis can be looked up, if needed, using ﬁgure 4.14(b).
In ﬁgure 4.15(b) the relative velocity ratios (rv) , corresponding to the relative velocities (vps and vis)
plotted in ﬁgure 4.15(a), are indicated. The ratio is close to 1 between θp= 115
o and 120o as expected
from ﬁgure 4.15(a). In this case, where we want to generate 1.6µm, rv is always larger or equal to 1,
meaning we can either choose the angles for optimal pulse shape transfer (rv ≈ 1) or we can choose
the idler pulse to be longer than the input pulses (rv > 1), as predicted by our numerical simulations
in section 4.4.
Next we investigate creating pulses in the far-IR by generating 10µm through mixing 795 nm and
863.66 nm in a GaSe crystal. We follow a similar procedure to the previous case for generating 1.6µm,
investigating which input pump and signal angle combinations will provide good shape transfer at the
wanted wavelength. Since our model was purely collinear in previous sections, we ﬁrst explore in ﬁgure
4.16 the outcome of a purely collinear setup, we change the pump angle with the optical axis of the
crystal while keeping φps = 0.001
o constant. In ﬁgure 4.16 we explore the generated idler wavelength
and velocity ratios (rv) for a varying θp and constant φps = 0.001
o.
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(a) (b)
(c)
Figure 4.16: (a) Generated wavelengths for a collinear pump and signal conﬁguration with changing
pump angle θp. (b) Relative velocity ratio (rv) with respect to changing θp and (c) zoomed in graph
of 4.16(b) for constant φps = 0.001
o.
In ﬁgure 4.16(a) we see clearly that for a collinear setup, the wanted wavelength will be generated at a
pump angle around 16o with the optical axis, but from ﬁgure 4.16(b) and (c) we can see that there will
be no shape transfer and the generated pulse will be extremely broad due the velocity ratios rv being
equal to 16.37. With the collinear setup and only changing the pump angle with regard to the crystal
optical axis, there is variation in rv, but the extent of the variation is not suﬃcient for tuning of rv
between rv = 0 and 3, see ﬁgure 4.16(b) and (c). For the best choice of pump angle θp (35.4
o − 35.9o),
where the relative velocity ratio rv ≈ 3.1, the pulse will still show minimal shape transfer and the
desired wavelength will not be generated. Clearly the collinear setup is not suﬃcient for tuning rv and
so also not for eﬃcient indirect pulse shaping in the far-IR.
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Next we give up the constraint that the pump and signal are collinear; and the angles between the
pump, signal and optical axis are varied, see ﬁgure 4.17 below. We can see that there are many angle
variations between the input pulses, in ﬁgure 4.17(a), that will generate the needed relative velocities
for good shape transfer as well as fall in the wanted wavelength regime.
(a) (b)
Figure 4.17: Varying pump and signal input angles vs (a) wavelength and (b) the relative velocity
ratios (rv) for generating 10µm in GaSe.
The angle combinations that will generate the wanted wavelength range are shown in ﬁgure 4.17(a)
while the corresponding relative velocity ratios are shown in ﬁgure 4.17 (b). It is now possible to
identify the angle combinations that will generate the correct wavelength, with the best possible shape
transfer ﬁdelity, as predicted by our model. In ﬁgure 4.18 we choose the appropriate input angles for
generating a 10µm double pulse with optimal shape transfer by consulting ﬁgure 4.17(a) and (b).
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Figure 4.18: Simulating the generation of a 10µm double pulse in GaSe.
The input angles are selected to provide a velocity ratio as close to 1 as possible while still generating
the wanted wavelength. By choosing θp = 56.2
o and φps = 4.5
o, moving away from a collinear setup,
we have a velocity ratio (rv) of 1.066. The shape transfer ﬁdelity in ﬁgure 4.18 has an error of 8.5%
with the wavelength of the generated idler very close to the desired wavelength, 10.05µm. This shape
transfer ﬁdelity is not great, but it is much improved from what can be achieved in a collinear setup.
The error can be decreased to 1.9%, with rv = 0.991, by changing the input angles to θp = 56.9
o and
φps = 5.4
o. But this will not generate the desired wavelength, but 8.41µm.
In the collinear case it was not possible to achieve shape transfer with the ﬁdelity in ﬁgure 4.18, since
the angles could not be chosen to give a velocity ratio close enough to one. By taking into account
tuning of the angle between the pump and signal pulse (φps) , thereby having more control over the
refractive indices, it is possible to generate a larger range of rv values. Our numerical model was set up
for a collinear conﬁguration since pulse movement in only the z axis of the crystal is considered. It is
possible though, to incorporate the eﬀect of small angles between the pump and signal, into our model
since the error this will have on the velocity ratio will be small, making the collinear approximation
in the model still accurate.
We now repeat a similar study with a BBO crystal, generating 1.6µm. The phase matching graphs
are unique for each type of nonlinear material, as well as the wavelengths of the input pulses. In ﬁgure
4.19 we calculated and plotted the relative velocities of the pump and idler pulse in a BBO crystal for
the wavelength regime around 1.6µm.
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Figure 4.19: Relative velocities versus input angle for a BBO crystal.
It must be noted that in ﬁgure 4.19 varying angles between the input pulses (φps) is employed in the
calculation of the relative velocities, even if not indicated in the ﬁgure. Comparing ﬁgure 4.19 to ﬁgure
4.15(a) we can see that we have very diﬀerent tuning curves for diﬀerent crystals, even at similar input
wavelengths and angles. There are two places where vps and vis intersect ensuring very good transfer
of the pulse shape at these angles.
4.6.2 Type I Frequency Mixing for Generating Near-IR
In the previous sections we used type II phase matching in all the calculations and simulations, due to
the fact that longer (IR and far IR) wavelengths than the input wavelengths were generated. In the
following section and chapters we want to generate a wavelength that is less complicated to measure
with the equipment available in our laboratory. To that end we simulate type I frequency mixing
in a BBO where ωi = ωp − ωs , with ωi the generated wavelength (with o polarisation), ωs = 2pic797nm
the shaped signal (with o polarisation) and ωp =
2pic
398.5nm the frequency converted pump (with e
polarisation). Since our input wavelengths are in the near IR and visible regime, a diﬀerent mixing
scheme is necessary to generate the idler wavelength in the near IR. In ﬁgure 4.20 the calculations in
section 4.5 are repeated for type I frequency mixing.
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(a) (b)
(c) (d)
Figure 4.20: (a) Idler wavelength versus angle between signal and pump (φps) and input angle of pump
(θp), (b) relative velocities vs incident pump angle (θp), (c) relative velocity ratiorv vs incident pump
angle (θp) and (d) zoomed rv vs θp for BBO.
It must be noted that plots (b) - (d) in ﬁgure 4.20 include velocities for all φps angles indicated in ﬁgure
4.20(a). In ﬁgure 4.20(a) the wavelengths of the idler pulse are plotted with regard to the input angle
between the pump and signal (φps) and the angle of the pump with the crystal optical axis (θp). The
relative velocities of the pump (vps) and idler (vis) are plotted with regard to the angle of the pump
with the optical axis, in ﬁgure 4.20(b). Overlap of vps and vis occurs at a small set of angles between
approximately 28.9o and 29.25o. In ﬁgure 4.20(c) we see the velocity ratio (rv) versus the pump angle
with the optical axis. Figure 4.20(d) shows a smaller range of angles and rv, eﬀectively zooming in on
the graph. At a pump angle around 29o, there are more variation in rv with diﬀerent angles between
the pump and signal with φps not shown on the graph. This corresponds to tunability of the shape
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transfer ﬁdelity, generated pulse widths and idler pulse wavelength. Since the BBO crystal that we are
using in the experiment is cut at a angle of 29.2o with the crystal optical axis and from ﬁgure 4.20(d),
it is clear that it would be most convenient to keep the input angle for the pump pulse (θp) constant at
29.2o and varying the angle between the pump and signal pulse (φps). By simulating the DFG process
for a few select values of φps we can see how rv and the generated idler pulse is inﬂuenced by varying
this angle. In ﬁgure 4.21 the 398.5 nm Gaussian pump pulse travels over the 797 nm shaped signal
pulse from right to left, with the travel direction of the idler dependent on the sign of rv.
(a) (b)
Figure 4.21: Generation of shaped idler for θp = 29.2
o and (a) φps = 0.01
o, and (b) φps = 2.5
o.
In ﬁgure 4.21(a) with φps = 0.01
o, the corresponding rv will be equal to 0.0272, giving a reasonable
shape transfer with an error of 5.5%. We refer to the delay between the two peaks of the generated
pulse divided by the delay between the input shaped pulse peaks as the pulse separation ratio and
this ratio is measured as 0.97 in ﬁgure 4.21(a). In ﬁgure 4.21(b) φps = 2.5
o so that rv = 0.2823, giving
a transfer error of 63%. The distance between the peaks of the idler pulse is less than that of the
input pump giving a pulse separation ratio of 0.72. The transfer eﬃciencies for various angles are
indicated in table 4.3(a). The ratios between the peak separation of the input signal and generated
idler, corresponding to rv, is calculated and indicated in table 4.3(a).
The best shape transfer occurs when rv = 0 (which correspond with φps = 0) and not when rv = 1 as
in the previous section, e.g. ﬁgure 4.18. This is due to the pulses moving in the reference frame of the
shaped signal pulse, with the optimal shape transfer occurring when the idler pulse moves at the same
velocity as the shaped pulse i.e. ni = ns.
Next we investigate the eﬀect of rv on the FWHM of the generated pulse due to two Gaussian input
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pulses and observing for which input angles there will be narrowing and broadening in the idler pulse.
In ﬁgure 4.22 a single idler pulse is generated with the input angle θp kept constant at 29.2
o with
varying φps. In the following numerical simulations (ﬁgure 4.22 and 4.23) the pump and signal pulse
have the same FWHM, which is used as the length unit Λ.
(a) (b)
Figure 4.22: Generation of single idler pulse for (a) φps = 3.4
o, rv =0.5042 and (b)
φps = 2.4
o, rv =0.2663.
In ﬁgure 4.22(a), φps = 3.4
o so that rv = 0.5042 with the idler pulse narrower than the input pulses
with the FWHM equal to 0.7080. In ﬁgure 4.22(b) φps = 2.4
o causing rv to be equal to 0.2633. This
causes less narrowing in the idler, with the FWHM equal to 0.7928. The diﬀerent FWHM for the idler
pulse, each time generated with diﬀerent φps, is indicated in table 4.3(b). In ﬁgure 4.23 we investigate
two examples with broadening of the idler pulse FWHM.
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(a) (b)
Figure 4.23: Generation of a single idler pulse for (a) φps = 7
o, rv =2.019 and (b) φps = 5.9
o, rv =1.449.
In ﬁgure 4.23(a) at φps = 7
o, the idler is broadened with the FWHM equal to 2.34 with rv = 2.019. In
ﬁgure 4.23(b) φps = 5.9
o and rv = 1.449 causing less broadening with the FWHM of the idler equal to
1.54. Since it is experimentally challenging to set an angle with the needed accuracy, we simulate the
generation of the idler for diﬀerent angles around the desired values to investigate the tolerance.
φps rv Error Separation Ratio
0.010 0.0272 5.5% 0.974
1.0 0.0687 14.3% 0.931
1.5 0.1164 24.8% 0.884
2.0 0.1911 41.8% 0.809
2.5 0.2823 63.1% 0.718
φps rv FWHM
0.01 0.02723 0.991
1 0.06875 0.954
2.0 0.1911 0.854
3.0 0.3970 0.750
3.4 0.5042 0.708
4.0 0.6849 0.788
5.0 1.049 1.09
6.0 1.494 1.61
7.0 2.019 2.34
8.0 2.629 3.20
Table 4.3: (a) Error and peak separation ratio for a simulated double pulses at diﬀerent φps and (b)
FWHM for simulated single pulses at diﬀerent φps for constant θp = 29.2
o.
As seen from table 4.3(a), for good shape transfer of a shaped pulse and in order to keep the shape
transfer error below 10% the angle φps has to be kept between 0
o and 0.70o. To narrow the FWHM of
the generated idler to less than 0.8, according to table 4.3(b), φps must be between 2.55
o and 4.05o.
Next we investigate the eﬀect of small variations in the input pump angle with the crystal optical axis
(θp), while keeping the angle between the pump and signal constant at φps = 3.4
o, with φps chosen to
cause the idler to be narrowed. The change in rv with varying θp is indicated in table 4.4.
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θp rv
29.05 0.206
29.10 0.253
29.15 0.333
29.20 0.504
29.25 1.097
29.28 4.540
Table 4.4: Pump angle with the crystal optical axis (θp) and corresponding velocity ratio (rv) for
constant φps = 3.4
o.
We see that small variation in θp on the order of 0.1 degrees have a large eﬀect on the velocity ratios
(rv). For the case of narrowing in the idler pulse, the angle θp has to be between 29.10
o and 29.23o
to produce a FWHM no less than 0.8. We compare the change in rv, due to tuning in θp and φps, in
ﬁgure 4.24. This is done by plotting the data in table 4.3 and 4.4 on the same graph.
Figure 4.24: Blue curve: Angle between the pump and optical axis (θp) with constant φps = 3.4
o.
Red curve: Angle between the pump and signal (φps) with constant θp = 29.2
o versus relative velocity
ratio (rv).
From ﬁgure 4.24 it is clear that θp has a large eﬀect on rv between θp =29.0
o and θp = 29.28
o and
while varying φps between 0 and 0.5 has a large eﬀect on rv, tuning φps in that region it is still less
sensitive than tuning θp between 29.0
o and 29.28o. Because of the sensitiviey of θp between 29.0
o and
29.28o it is more convenient to work with θp smaller than 29.0
o, if possible, so that a small change in
θp will have a smaller eﬀect on rv.
In this section we found that the velocity ratio (rv) determines the characteristics of the idler. By
carefully selecting the input angles (θp and φps), eﬀectively setting rv, we can broaden, narrow or
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. DIFFERENCE FREQUENCY MIXING 83
transfer a pulse shape with high ﬁdelity to the idler pulse. Varying the angle between the pump pulse
and the optical axis of the crystal (θp)between 29.0
o and 29.2o has a very large eﬀect on the velocity
ratio (rv), while variation in the angle between the pump and signal pulse (φps) has a smaller eﬀect.
4.7 Phase Transfer
Up to now only the transfer ﬁdelity of the shaped pulse amplitude envelope has been investigated,
but that is just one aspect of pulse shaping. The transfer of the phase from the pump pulse to the
idler pulse is simulated in a BBO crystal for the 398.5 nm input pump pulse and the 797 nm signal
pulse, generating a 797nm idler pulse, identical to the type I mixing process in subsection 4.6.2. The
appropriate input angles for the most eﬀective shape transfer were identiﬁed in subsection 4.6.2 as
θp = 29.2
o and φps = 0.01
o, so that rv = 0.027. In ﬁgure 4.25 we simulate the transfer of an arbitrarily
chosen phase, added to the input signal pulse, to the idler pulse.
Figure 4.25: Phase of input pulse and generated Idler pulse.
The output phase corresponds well with the input phase with a error of 0.66%, see ﬁgure 4.25. From
this we can conclude that the phase transfer is very good for rv = 0.0272 and shows similar behavior
to the studied shape transfer of the amplitude envelope.
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Experimental Equipment
We have simulated DFG for various crystals and wavelengths in the previous chapter. In the coming
chapters we want to experimentally explore the behavior that was exhibited in the numerical simula-
tions. We therefore need a complete characterisation of the experimental setup and the equipment.
For DFG we need to be able to generated pulses through frequency conversion, do temporal pulse
shaping and measure the generated pulses. To do this we make use of an Optical parametric ampliﬁer
(TOPAS), a spatial light modulator (SLM) and an intensity autocorrelator, respectively.
5.1 Laser Stability
The experimental results of the DFG will be measured using intensity autocorrelation and we will
need to compare the DFG output pulses with the input pulses. To be able to do the comparison, we
need to investigate the stability of the input pulses from the ampliﬁer. This is done by measuring the
temporal pulse envelope and duration of the femtosecond ampliﬁer output. We test the stability of
the output by measuring and averaging several intensity autocorrelation traces of the ampliﬁer beam
and calculating the standard deviation in the envelope, which is indicated by the error bars in ﬁgure
5.1. The FWHM of the averaged autocorrelation traces is 169 fs.
84
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Figure 5.1: Average of the ampliﬁer autocorrelation trace with error bars.
The error bars in ﬁgure 5.1 are an indication of the statistical uncertainty (or standard deviation) in
the mean, after N autocorrelation measurements, calculated as the root mean square deviation of the
ampliﬁer intensity ﬂuctuation divided by the square root of the number of measurements
Statistical uncertainty =
√
1
N
∑N
i=1 (zi − u)2√
N
, (5.1)
with zi the measured intensity of the autocorrelation pulses, u the averaged intensity of the pulse
measurements and N = 21 the number of autocorrelation measurements. From ﬁgure 5.1 we can see
that the ampliﬁer output is stable, with the ﬂuctuation in the peak intensity 4.5% and the ﬂuctuation
in the FWHM 2.9%. The ﬂuctuations in the laser pulse intensity and temporal FWHM of the auto-
correlation traces are suﬃciently small for our experiments.
The shape and temporal duration of a pulse can be determined by performing a deconvolution of the
measured autocorrelation trace. The trace is deconvolved by taking the Fourier transform of equation
2.11 and solving for the intensity, I(ω), in the frequency domain. This comes down to taking the square
root of the Fourier transform of the autocorrelation trace and transforming it back to the temporal
domain. The deconvolution of the autocorrelation trace in ﬁgure 5.1 is shown in ﬁgure 5.2.
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Figure 5.2: Deconvolution of autocorrelation trace.
The pulse in ﬁgure 5.2 has a FWHM of 120 fs, as expected, but not the expected Gaussian pulse
shape. This deviation from a Gaussian shape is due to the slight asymmetry of the experimental
autocorrelation trace in ﬁgure 5.1. Since the deconvolution of ﬁgure 5.1 does not give a perfect
Gaussian pulse shape, a theoretical ﬁt can be done to the pulse to approximate the pulse shape.
A diﬀerent method would be to apply a Gaussian ﬁt, indicated in ﬁgure 5.3(a), to the experimental
autocorrelation trace in ﬁgure 5.1 and deconvolve the theoretical ﬁt.
(a) (b)
Figure 5.3: (a) Gaussian ﬁt of experimental trace in ﬁgure 5.1 and (b) deconvolution of the Gaussian
ﬁt in ﬁgure 5.3(a).
The Gaussian pulse in ﬁgure 5.3(b) is the deconvolution of the Gaussian ﬁt in ﬁgure 5.3(a) and has a
FWHM of 120 fs, which corresponds to the FWHM of the pulse in ﬁgure 5.2.
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5.2 SLM Assisted Autocorrelation
Intensity autocorrelation and FROG measurements have previously been discussed in section 2.4. The
experimental setup for these measurements can be signiﬁcantly simpliﬁed by using an SLM instead of
a beamsplitter and a translation stage. A double pulse with a speciﬁc delay between the two pulses is
created using the SLM, similarly to the double pulse created in section 3.4.1 [34]. This is similar to
using a beam splitter to create two identical pulse moving on diﬀerent beam paths. The time delay
(τ) between the two pulses is decreased incrementally by loading a new transfer function on the SLM
with diﬀerent τ each time so that the delay between the double pulses becomes shorter with each
new τ value, until the two pulses overlap and move apart again. This has the same eﬀect as using a
translation stage in the autocorrelation setup to change the path length between the two pulses, see
ﬁgure 2.4. The two pulses are focused into a nonlinear crystal and the SFG output is measured with
a photo diode or spectrometer (depending on the desired pulse information the user wants extracted)
resulting in an autocorrelation or FROG trace. There will be signiﬁcant background noise due to the
collinear nature of this method and second harmonic generation, generating the same wavelength as
the SFG signal. We execute an SLM assisted autocorrelation and FROG trace in ﬁgure 5.4 for a single
pulse.
(a) (b)
Figure 5.4: SLM assisted (a) autocorrelation and (b) FROG trace.
The FWHM of the measured autocorrelation trace in ﬁgure 5.4(a) is 113 fs, taking into account
the deconvolution factor. Similarly a FROG trace can be measured by substituting the photo diode
with a spectrometer 5.4(b). This setup, using an SLM, has the advantage of less optics and no
beam splitter, which means that there will be less chirp added to the pulse, in comparison to the
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experimental setup in ﬁgure 2.4. This technique is also less complicated since no additional alignment
of an autocorrelation setup is necessary, with only a SLM, the appropriate nonlinear crystal and a photo
diode or spectrometer needed. The nature of our experiment, implementing indirect pulse shaping,
makes SLM assisted autocorrelation not feasible and so we will be using the experimental setup in
ﬁgure 2.4 for autocorrelation.
5.3 SLM
The calibration and theory of the SLM has already been discussed in chapter 3. In this section we will
look at the characterisation of the SLM.
5.3.1 Calibration of the Pixels and Spectrum
Next we investigate which pixels in the SLM display correspond to each wavelength. Both displays are
set at maximum transmission and the spectrum of the output beam is measured to have a bandwidth
of 15 nm, see ﬁgure 5.5(a). Selected pixels are blocked and the resulting spectrum is recorded, see
ﬁgure 5.5(b). The series of pixels that were blocked are pixel 310 to 317, pixel 400 to 404 and pixel
450 to 455.
(a) (b)
Figure 5.5: (a) The spectra after the 4f setup and (b) the same spectra with blocked pixels.
We can conclude from ﬁgure 5.5(b) that pixel 313, 402 and 452 correspond 791.8 nm, 798 nm and 803
nm respectively. From this we can calculate that the resolution of the SLM in our setup
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∆nm
∆pixel
=
803 nm− 791.8 nm
452− 313 ,
= 0.08
nm
pixel
.
In ﬁgure 5.5(b) the intensity of the the blocked wavelengths are not zero, this is due to the large laser
spot size of the input beam in the 4f setup, with the input spot diameter at 1 cm. Refering to the
folded 4f experimental setup in ﬁgure 3.3(a), the ﬂat mirror used to fold the 4f setup is positioned at
the focal plane of the plano-concave lens meaning that the SLM is not at the exact focal position of
the plano-concave lens but instead in front of it. Because the spot falling on the grating is so large
and due to the position of the SLM, the wavelength components that are falling on the SLM display
overlap, each wavelength component is diﬀracted onto multiple pixels. Using the calculated resolution,
the spectrum can now be calibrated to show the pixels, see ﬁgure 5.6.
Figure 5.6: Spectrum calibrated for corresponding SLM pixels.
The center wavelength in ﬁgure 5.6 is at pixel 378 with the FWHM from pixel 300 to 478. Accurate
knowledge of the SLM wavelength resolution is necessary for identifying the frequency at the ﬁrst and
last pixel, which is needed in order to create the patterns for pulse shaping.
5.3.2 Measuring the Pulse After the 4f Setup
It is necessary to know what eﬀect the SLM and 4f setup has on the pulse when programmed to pass
through unshaped. If the 4f setup is not correctly aligned the output pulse will not resemble the input
pulse, with changes in the intensity envelope and phase. Autocorrelation was used to measure and
compare the pulse shape and FWHM before and after the 4f setup for an input Gaussian pulse with a
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FWHM of 123 fs. The pulse measured after the 4f setup, with both SLM displays made transmissive,
is shown in ﬁgure 5.7 with a Gaussian envelope and FWHM of 123 fs.
Figure 5.7: Trace of pulse after the 4f setup.
The pulse duration as well as temporal envelope before and after the 4f setup are the same and we
conclude that the 4f setup is correctly aligned with correct spatial and spectral compression after the
SLM.
5.3.3 SLM stability
Similarly to section 5.1, where the stability of the laser pulses were investigated, the pulses shaped
by the SLM have to be characterised for complete understanding of the eventual experimental results.
The shaped pulse is measured using autocorrelation, similarly to section 5.1, but for a double pulse
shaped by the SLM. The double pulse is created in a similar fashion to the double pulse in section 3.4.1.
In ﬁgure 5.8 the shaped pulse autocorrelation measurements of a double pulse with a peak separation
of 174 fs are averaged and plotted.
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4
Figure 5.8: Average of the measured pulses.
The error bars gives the statistical uncertainty in the mean of the autocorrelation measurements, see
equation 5.1 with N = 3. We calculate the amplitude error of the main peak in ﬁgure 5.8 to be in
the order of 4% and the ﬂuctuation in the FWHM 3.4%. The stability of the laser output in section
5.1 has peak intensity ﬂuctuations on the order of 4.5% and 2.9% for the pulse FWHM, with the laser
pulse functioning as the input of the SLM. This means that, since the error in the peak of the shaped
pulse is less than that of the input pulse (with a diﬀerence of 0.5%) and the ﬂuctuation in the FWHM
is larger (with a diﬀerence of 0.5%), we conclude that the SLM adds minimal to no ﬂuctuations to the
pulse and is stable. The autocorrelation trace in ﬁgure 5.8 is not perfectly symmetric due to a slight
misalignment in the autocorrelator and a slow drift in laser power.
It is not possible to accurately deconvolve the autocorrelation trace in ﬁgure 5.8 since vital phase
information was lost in the autocorrelation measurement.
From subsection 5.3.1 and ﬁgure 5.5(b) we conclude that the frequency mask used for pulse shaping
(H(ω)), which is applied to the frequency components of the incoming pule, will have an oﬀset. Simu-
lated in ﬁgure 5.9(a) is a mask with an oﬀset, applied to the frequency spectrum of an single Gaussian
pulse.
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(a) (b)
(c)
Figure 5.9: Simulation of (a) the mask, H(ω), with an oﬀset added, (b) the resulting shaped pulse and
(c) the autocorrelation trace for the pulse in ﬁgure (b).
Due to the oﬀset in the mask, the temporal shaped pulse is not a perfect double pulse, but an unequal
double pulse, indicated in ﬁgure 5.9(b). The autocorrelation trace of this unequal double pulse, indi-
cated in ﬁgure 5.9(c), has side peaks below half the height of the main peak; compared to a double
pulse autocorrelation trace in ﬁgure 2.8(b) where the side peaks' height are at precisely half of the
main peak. When comparing the simulated autocorrelation trace for an unequal double pulse to the
experimentally measured autocorrelation trace in ﬁgure 5.8 and taking into consideration the obser-
vations made in subsection 5.3.1, we conclude that the pulse shaped in our experimental setup is an
unequal double pulse.
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5.4 TOPAS
In the numerical simulations diﬀerent wavelengths are mixed in a nonlinear crystal to create the shaped
DFG pulse. Experimentally, an unshaped pulse at a diﬀerent wavelength from the laser fundamental
(795 nm) is necessary for DFG. This pulse is generated using an optical parametric ampliﬁer (OPA)
or nonlinear crystal. We use an OPA for the generation of wavelengths in the visible to IR regime
while a nonlinear crystal can be used to generate half of the fundamental (397.5 nm) through second
harmonic generation (SHG), where the generated pulse is at half the wavelength of the input pulse. In
this section we characterise the TOPAS-C, which is a commercial OPA that can generate 1140 nm to
2600 nm [2]. By adding additional frequency mixers the range can be extended to the UV and far-IR
wavelength ranges. For the purpose of this study we only investigate the TOPAS with one mixer,
extending the wavelength range to 550 nm - 2600 nm. The TOPAS requires a short Gaussian pulse to
operate eﬀectively so that it is not possible to use a shaped pulse as input.
5.4.1 Setup
The TOPAS works in two stages: converting the laser fundamental (795nm) into the programmed
wavelength and ampliﬁcation using two BBO crystals. The input beam is split in two parts, see ﬁgure
5.10. In the ﬁrst stage the transmitted beam size is reduced with a two lens telescope (L1 + L2),
since the beam size is too large for some of the optics. The now smaller beam is split again into two
beams at a second beam splitter (BS2). The transmitted beam is focused into a sapphire plate which
generates a white-light continuum (very broad range of wavelengths) while the reﬂected beam travels
to a BBO crystal (BBO1). The reﬂected beam interacts nonlinearly with the white light continuum
in BBO1, with ω3 = ω1 − ω2, where ω3 is a programmed wavelength between 1140 nm and 2600 nm.
The angle of the BBO crystal with the input beams and the delay between the white light and 795
nm beam determines the wavelength of the generated signal (ω3). The signal beam is reﬂected and
expanded with L6 + L7 lens pair to fall on the second BBO crystal (BBO2).
In the second stage, the beam reﬂected from the ﬁrst beam splitter (the pump beam) is focused down
by a lens (L8) onto a smaller spot and collimated by M1, which is a curved mirror, and reﬂected to
BBO2. At BBO2, the pump beam interacts with the signal (ω3) which ampliﬁes the signal strength.
The path length of the two interacting beams (pump and signal) in the crystal must be the same
with DP 1-2, which are Brewster angled plates, used to change the path lengths. In the mixer the
wavelength of the ampliﬁed IR signal from the TOPAS is halved in BBO3 with the appropriate input
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angle, through second harmonic generation, to generate a visible signal. In the case where the wanted
wavelength is between 1140 and 2600 nm the mixer is not necessary and the BBO is rotated out of
the beam path.
Figure 5.10: TOPAS conﬁguration.[2]
In ﬁgure 5.10, L are Lenses, BS beam splitters and VF a variable density ﬁlter.
5.4.2 Characterisation of the TOPAS Output
It is important to have knowledge of the beam generated by the TOPAS to eﬀectively use the TOPAS
for generating the wanted wavelengths. We investigate the measured spatial proﬁle and the wavelength
conversion eﬃciency curve of the TOPAS output. The spatial proﬁle of the TOPAS output has been
measured with a Spiricon camera, see ﬁgure 5.11(a).
(a) (b) (c)
Figure 5.11: Spatial proﬁle of 863.66 nm generated pulse from the TOPAS (a) camera image, (b) sum
of the x proﬁle and (c) y proﬁle with a Gaussian ﬁt.
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The TOPAS output is elongated in the y-axis, see ﬁgure 5.11(a). Even though the output is not a
round spot the proﬁles are Gaussian in each axis 5.11(b) and (c), with the FWHM of the x-axis 160
mm and 180 mm in the y-axis. In ﬁgure 5.11(c) the pulse is not completely Gaussian with a side lobe.
The elongated spot and side lobe in the y axis is due to the telescope L8 and M1 not compressing the
x- and y-axis of the pump beam perfectly. The TOPAS has diﬀerent schemes for generating diﬀerent
wavelength ranges, as well as diﬀerent eﬃciencies for generated wavelengths, see ﬁgure 5.12.
Figure 5.12: TOPAS output power vs wavelength.
The wavelength conversion is best around 600 nm at 79 mW, while it is worst around 800 nm, with
815 nm at 14 mW, see ﬁgure 5.12. 800 nm is so close to the input wavelength (795 nm) that it is not
possible to distinguish between the input wavelength and generated 800 nm, which is why it is not
indicated in ﬁgure 5.12. Using this graph it is possible to select, in the case where the nature of the
experiment allows for it, wavelengths with good conversion eﬃciencies to work with.
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Diﬀerence Frequency Generation of
Shaped Pulses
In chapter 4 we simulated DFG of shaped femtosecond pulses in diﬀerent crystals and at diﬀerent
wavelength regimes. We found that for speciﬁc refractive indices, the generated pulse can be stretched,
compressed or have a identical shape as that of the input pulse. The refractive indices can be tuned by
changing the angles between the input pulses and the crystal optical axis. Next we want to compare the
numerical model with experimental results. In order to produce shaped pulses in the far IR regime,
indirect pulse shaping has to be used, as previously simulated. Unfortunately it is not possible to
characterise a idler pulse generated in the far IR with the instruments at our disposal. Therefore, to
verify the predictions of our model we implement DFG in a wavelength regime accessible to us, leaving
upgrading of our system to the far IR regime for future work. The experiment is done for the three
diﬀerent identiﬁed cases: shape transfer, compression and stretching; and compared to the simulations.
We generate a 797 nm idler pulse in a BBO crystal, as simulated in section 4.6.2. The phase matching
scheme is shown in ﬁgure 6.1 below, with k = 2piλ the wavenumber.
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Figure 6.1: Phase matching scheme for Type I frequency mixing.
For the diﬀerence frequency generation process to take place and be eﬃcient, phase matching has to
occur where kicos(φip) = kp − kscos(φps), see ﬁgure 6.1.
6.1 Experimental Setup
The experimental setup has been brieﬂy discussed in section 2.5. The shaped signal pulse at the
laser fundamental wavelength (797 nm) must interact with an unshaped pump pulse converted to the
appropriate wavelength (398.5 nm) in a nonlinear crystal (BBO), see ﬁgure 6.2.
Figure 6.2: Diﬀerence frequency generation experimental setup.
The incoming fundamental beam, at 797 nm, is split with a 80/20 beam splitter so that 80% of the
light is reﬂected to the frequency conversion setup which can by the TOPAS or a nonlinear crystal,
illustrated in ﬁgure 6.2. We choose to work with a nonlinear crystal since the wavelength required to
generate the wanted DFG wavelength is the second harmonic of the fundamental wavelength. In the
generation of a far-infrared idler pulse the TOPAS would have been necessary for frequency conversion.
20% fundamental is transmitted to the 4f setup with the SLM. The transmitted beam is shaped with
the SLM and functions as the signal, while the reﬂected beam is frequency converted to function
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as the pump. The optical path length of the pump is adjusted, after the nonlinear crystal using a
translation stage, so that the optical path lengths of the 2 pulses correspond to each other. The
two pulses are focused into a BBO crystal at a small angle below 6o to ensure that all three output
pulses can be isolated yet still have long spatial overlap inside the BBO crystal. Keeping the angles
small further ensures that our experiment is very close to the collinear model that we investigated in
preceding sections. When the signal and pump pulses overlap temporally and spatially in the crystal,
the shaped idler pulse is generated through DFG. The optimal angles for each individual case identiﬁed
in subsection 4.6.2 (shape transfer, temporal narrowing and temporal stretching) will be investigated
experimentally in the next section.
6.2 Experimental Results
Experimentally we generate 797 nm in a BBO crystal using diﬀerence frequency generation, as simu-
lated in subsection 4.6.2 and experimentally described in section 6.1. The DFG is done for diﬀerent
angles between the pump and signal (φps) with the angle of the pump with the crystal optical axis (θp)
kept constant at 29.2o. Since the BBO crystal is cut at 29.2o, this would correspond to the pump beam
falling on the surface of the crystal normally, see ﬁgure 6.1. Three diﬀerent cases are investigated, with
the angle φps chosen in each instance to induce narrowing or stretching of the generated pulse, in
comparison to the input FWHM; or optimal transfer of the input pulse shape to the generated pulse,
as simulated in subsection 4.4 and 4.6.2. The input as well as generated pulses are measured using
intensity autocorrelation, as described in subsection 2.4.1.
The pulse from the ampliﬁer has a FWHM of 125.5 fs, see ﬁgure 6.3 for the autocorrelation trace of the
pump pulse from the ampliﬁer. Several DFG pulses are measured using the intensity autocorrelator
and averaged. The DFG pulse was generated for the case where the angle between the pump and
signal pulse is measured to be φps ≈1.46o ± 0.90o. This input angle between the pump and signal
beam (φps) is determined by measuring the distance between the two beams falling on a ﬂat surface
at a speciﬁc distance from the BBO crystal. By using the distance between the input beams and the
distance to the BBO, simple trigonometry can be used to calculate the input angle, assuming that
the pump beam falls on the BBO at 90o to the crystal surface. In each case the uncertainty in the
measurement can be calculated using the spot sizes of the two beams and the thickness of the BBO
crystal. We have taken into account Snell's law, after measuring the angle φps outside the crystal. A
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rather large uncertainty in the measurement arises due to the pump-signal beam separation being in
the same order as the beam spot size at the location of the measurement. Since the pump beam (398.5
nm) is at 90o with the surface of the crystal, the pump angle with the optical axis is θp ≈29.2o± 0.1o.
Several autocorrelation measurements of the DFG pulses are taken and the averaged signal is shown
in ﬁgure 6.3. After the pulses are averaged, a ﬁt is done to the averaged pulse with the error bars
indicating the statistical uncertainty in the mean after the amount of autocorrelation measurements,
using equation 5.1.
Figure 6.3: Comparison between the averaged pulses and ampliﬁer input.
The averaged pulse has a FWHM of 86.3 fs, see ﬁgure 6.3. The averaged pulse is compared to the input
pulse from the ampliﬁer and the pulse width ratio
(
FWHMAV
FWHMAMPL
)
0.69 can now be used to calculate the
diﬀerence between the simulation and experiment. If we assume that φps = 1.46 exactly, we calculate
that we require θp = 29.27
o, in order to cause exactly the amount of temporal narrowing in the idler
that was measured in the experiment. This suggests that the pump is incident 0.07o away from the
normal to the crystal surface (∆θp), with the diﬀerence in angle of incidence falling well within in the
uncertainty of the pump angle measurement.
The uncertainty in the FWHM of the idler pulse, that results from intensity ﬂuctuations, indicates
that we have set the angle θp within ±0.01 of a degree.
The spectrum of an averaged input pulse and temporally narrowed output idler pulse are measured
using a spectrometer and shown in ﬁgure 6.4. These measurements were done for a diﬀerent case than
above where there was less narrowing in the idler pulse, with the idler FWHM equal to 97 fs and signal
input FWHM 111.5 fs.
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(a) (b)
Figure 6.4: Averaged spectrum indicating the (a) input signal pulse and (b) generated idler pulse for
a temporally narrowed idler pulse.
The generated idler pulse spectral bandwidth is broader than the input pulse 10.4 nm bandwidth
(ﬁgure 6.4(a)) with the idler bandwidth 13.4 nm (ﬁgure 6.4(b)). The broadened frequency spectrum is
consistent with the measured temporal narrowing, which was measured using autocorrelation traces.
The noise on the idler spectrum in ﬁgure 6.4(b) is due to the low intensity of the generated pulse.
In ﬁgure 6.5 we see an example of broadening in the generated idler pulse. The angle between the
pump and signal is measured as 3.55o ± 1.20o and the pump beam with the crystal optical axis is
29.2o ± 0.2o. The input signal pulse from the Ampliﬁer has a FWHM of 118 fs and the averaged DFG
idler pulse has a FWHM of 166.8 fs.
Figure 6.5: Comparison between the average pulses and ampliﬁer input.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. DIFFERENCE FREQUENCY GENERATION OF SHAPED PULSES 101
When comparing the input and DFG pulse, the generate pulse is 1.4 times longer, see ﬁgure 6.5. If
we assume that φps equals exactly 3.55
o, we ﬁnd through simulation that the required pump angle to
account for the exact amount of temporal broadening in the idler (DFG) pulse compared to the input
pulse is θP = 29.25
o. Comparing the simulated angle with the known input angle, the diﬀerence is
∆θp=0.05
o with the diﬀerence falling well within in the uncertainty of the pump angle.
Finally we investigate the transfer of an unequal double pulse to the idler pulse through DFG, with the
pulse shaped by the SLM using the previously discussed 4f setup. Through the theory and simulations
in section 4.6.2 we found that the angle between the pump and signal (φps) pulses must be 0
o for op-
timal shape transfer to occur, when θp = 29.2
o which corresponds to a collinear setup. For our choice
of input wavelengths it is not possible to work in such a conﬁguration since we would not be able to
distinguish between the input signal pulse and the generated idler pulse, since they have exactly the
same wavelength. The solution is to work at a small angle in order to have spatial separation between
the input and generated beams. The LC SLM, which is situated in a 4f setup (discussed in chapter 3),
is used to shape the unequal double pulse signal in ﬁgure 6.6 using the method and patterns explained
in section 3.4.1.
The angle between the pump and signal pulse is measured as φps ≈0.88o ± 0.47o with the uncertainty
in the angle of the pump beam measured as θp ≈ 29.2o ± 0.1o. The separation between the main and
side peak of the input and averaged idler pulses in ﬁgure 6.6 are 173.7 fs and 131.6 fs respectively.
Figure 6.6: Comparison between the average pulses and SLM input.
The separations in the idler peak, in ﬁgure 6.6 are clearly narrower than that of the input signal pulse
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and is due to the non-collinear experimental setup, as previously discussed. Instead the angle between
the input pump and signal pulses is 0.88o ± 0.47o. When we assume that φps = 0.88 exactly, we can
calculate the pump angle required to cause the precise amount of narrowing in the idler pulse peak
separation, shown in ﬁgure 6.6, as θp= 29.28
o. The diﬀerence between the theoretical and crystal cut
angles, ∆θp =0.08
o, falls in the angle uncertainty measurement.
The intensity of the generated idler wavelength is in each case low due to second harmonic generation
in the idler pulse converting the newly generated 797 nm into 398.5 nm as it travels through the BBO
crystal, which is not measured by the intensity autocorrelator.
In each of the 3 cases above, the diﬀerence between the known crystal optical angle and theoretical
input angles can be attributed to the uncertainty in the angle alignment. However, the experimentally
measured results are, in each case consistent with our model falling within the uncertainty of these
angle measurements. We conclude that the experimental measurements correspond well with the
numerical simulations.
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Summary
The main aim of this study has been to provide a recipe for achieving high ﬁdelity pulse shape transfer
through diﬀerence frequency generation. This was done through a detailed study using numerical sim-
ulations to identify critical factors that inﬂuence the ﬁdelity of the pulse shape transfer to the desired
wavelength. Finally we implemented DFG into an experiment, demonstrating three cases for pulse
generation that were identiﬁed in the numerical simulations and compare this to the simulations.
While investigating a limiting case, where we worked in the weak coupling limit, we identiﬁed the
factors that inﬂuence the generation of the idler pulse as the relative velocities and the nonlinear
coupling strengths of each pulse. A parametric study was used to determine the extent of the inﬂuence
of these parameters on the shape transfer as well as the FWHM of the idler pulse. We found that
the relative velocities play a critical role in the characteristics of the idler pulse, while the coupling
strengths of each pulse has a minimal inﬂuence when the ﬁelds intensity are kept low. On further
investigation of the eﬀect of the velocity ratio on the generated idler pulse, it was found that in the
case where the velocities of the shaped input and idler pulses are equal, the transfer of a pulse shape
to the idler will be near perfect. Narrowing of the idler pulse will occur when the input pulse is
moving faster than the generated pulse and broadening of the idler pulse will occur when the idler
pulse velocity is faster than the input pulse.
The diﬀerence in velocity of each pulse determines the duration, in time, that the pulses overlap and
interact in the crystal. Temporal broadening of the idler occurs when the idler pulse travels faster
than the pump pulse. While the pump and signal pulse overlap and generate the idler pulse, the idler
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radiation that has already been generated is traveling away from the still overlapping pump and signal
pulses, stretching the pulse. The faster the idler travels compared to the pump pulse, the more the
pulse will be stretched. Maximum temporal narrowing of the idler pulse occur when the idler pulse
moves at half the velocity of the pump pulse. When the pump pulse travel over the signal pulse the
idler is generated, but the pump pulse is traveling at twice the velocity of the idler and reduce the
pump and signal pulse interaction time to a short period. The pump travels away from the signal and
idler, eﬀectively creating a narrower idler pulse. In the case where the idler has the same velocity as
the shaped pulse, they overlap perfectly the entire time, which ensures perfect shape transfer.
We implemented DFG in an experiment and identiﬁed the relationship between the angles of the in-
put pulses with the optical axis of the nonlinear crystal and the velocity ratio, using phase matching
relations. This makes it possible to select the angles of the two input pulses to produce the necessary
velocities to control the idler pulse shape characteristics. When comparing the measured idler pulse
to the simulations, the diﬀerence fell within the angle measurement uncertainty and corroborated our
theoretical ﬁndings.
We leave upgrading of our system to generate wavelengths in the far IR regime, using a GaSe crys-
tal, for future work. The far-IR pulses would be implemented for direct manipulation of the electronic
ground state vibrational or ro-vibrational dynamics of a chosen molecule, using a genetic algorithm [11].
At the completion of this study it was found that very similar observations regarding the inﬂuence of
velocity missmatch were made in the context of second harmonic generation by Wang et al. [40]. A
theoritical and experimental investigation of the type II second harmonic generation in lithium triborate
crystal was done and it was found that by tuning the group velocity mismatch, it is possible to transfer
the intensity envelope as well as the phase proﬁle of a shaped pulse to a wavelength in the UV.
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