Abstract-In smart home environments, it is highly desirable to know who is performing what actions. This knowledge allows the system to accurately build individuals' histories and to take personalized action based on the current resident. Without a good handle on identity, multi-resident smart homes are less effective when used for medical and assistive applications.
I. INTRODUCTION
As smart home systems move towards commercialization and real world usage, the need to handle multi-resident situations becomes ever more important. To deal with multiple people, the smart home needs to address the problems of tracking and identifying the residents in some manner. Significant headway has been made in tracking individuals through spaces using wireless devices [1] [2] [3] . These devices can provide a rich source of often highly accurate information, but require that individuals maintain them. By moving to a passive and remote monitoring system, these maintenance issues can be avoided. In this work, the system relies on the Center of Advanced Studies in Adaptive Systems (CASAS) testbeds where only passive, non-intrusive sensors are deployed.
When it comes to activity recognition, there has been significant work using video data [4] [5] [6] , motion sensor data [7] [8] , or other sources of information [9] [10] . Some works have been published on dealing with an individual doing interleaved activities [11] and transferring learned activity models between spaces [12] . Many of the current technologies assume a single individual, or treat the group as a single entity [13] , and need to be extended to handle the multiple resident problem in one way or another.
Given that the goal of this research project is to model and automate resident activity in multiple-resident intelligent environments, addressing the problem of how to identify each individual of the space is a root issue. There are numerous strategies that would ease the complexity of this task. For example, we could ask residents to wear portable devices that enable wireless tracking through the space [14] [3] . In many situations, this is an impractical solution when individuals do not want to wear the device, forget to wear the device, or there is significant interference from other wireless sources. Similarly, capturing resident behavior with video cameras aids in understanding resident behavior even in group settings [15] . However, surveys with target populations have revealed that many individuals are adverse to embedding cameras in their personal environments [5] . As a result, our aim is to identify the individuals and their activities in an intelligent environment using only passive sensors.
Our first step is to design an algorithm that maps sensor events to the resident that is responsible for triggering a sensor event. This information will allow other tools to build their histories and profiles of resident behaviors. These knowledge bases can then be used to identify the individuals currently in the environment, predict their desires and interact with them on an individual basis. Some previous works have focused on passive multi-resident systems [16] , and give some indication of techniques that have succeeded on real-world data sets for activity recognition [17] .
The solutions used in this work revolve around using very simple passive sensors, such as motion, contact, door sensors, appliance interaction and light switches to give a picture of what is transpiring in the space. These information sources offer the benefits of being fixed, unobtrusive and robust devices.
Since smart home research has the ultimate goal of being deployable in real-world environments, seeking solutions that are as robust as possible is always a factor in the systems we engineered. With that in mind, building an entirely passive solution gives the advantage of keeping the technology physically separate from the inhabitants while they go about performing their daily routines. This lets the smart home feel as "normal" as possible to the residents and their guests. To date, every resident in a CASAS testbed has noted that they rapidly forget that the system is installed and running within a few weeks of occupying the space. By reducing the profile of the new devices as much as possible, people should be less effected by the technology that surrounds them.
After working with the data from the CASAS testbeds, our researchers and annotators noted several key things. First, was that given experience, it was possible to quickly differentiate between residents through viewing the data alone. Second, the identification of the individual was done using only a handful of sensors and some contextual events. Lastly, this skill was not limited to only a handful of residents and was common among our group of annotators. Taken together, it was hypothesized that a classification tool given a corpus of annotated data and a series of events to provide context would do a good job at identifying the current individuals in the smart home space. Of the available algorithms, the Hidden Markov Model (HMM) has the features that would test this hypothesis well.
To test this hypothesis, a HMM was implemented and tested on two real world data sets from one of the CASAS testbeds. The HMM is then compared and contrasted against a Naïve Bayesian Classifier (NBC), as was published in [18] . These two models have significant differences in their behavior, and both have been proven as robust on similar kinds of problems. This allows for different perspectives and insights into the same problem.
The HMM solution proposed in this work offers the advantage of using previous behavioral data collected from the set of known residents, but without requiring significant additional day to day actions to be performed by the residents. This historical behavior is used to train the learning algorithm for use in future real-time classification of the individuals and can be updated over time as new data arrives.
Both algorithms used in this work are robust and scalable, as well as real time capable. The end goal is to be able to run such systems on limited hardware in a home, so both memory and execution efficiency were considerations when choosing these tools. We validate our hypothesis using data collected in a real smart home environment with volunteer participants living in the space full time.
II. DATA GATHERING ENVIRONMENT
The testbed used for both data sets presented in this paper were gathered at one of Washington State University's CASAS testbeds. This particular installation is a two level apartment, shown with sensor placement in Figure 1 . The apartment is inhabited by volunteer students who live there full time. None of this data was scripted or guided, and it was annotated for accuracy by the residents themselves.
The CASAS testbeds are designed to capture both spatial and temporal events through a variety of sensors installed throughout the space. The most common sensor is a passive infrared motion detector placed on the ceilings and pointed straight down. These sensors have their view occluded to only "see" a roughly 1.5m x 1.5m section of the floor below them. By arranging the sensors in a roughly uniform pattern throughout the space the system gathers information about where and when activity is taking place. The view of the sensors is not perfect, and they sometimes overlap anywhere from 5cm to 30cm. These are commodity home security sensors with an added daughter board to make them easily accessible in large numbers to a single computer. They are capable of detecting movements as small as reaching for a mouse when working at a computer.
Additionally, the space has a number of other types of sensors throughout. There are open/close sensors on doors and cabinets, water flow sensors on the kitchen sink, power line control light switches and power usage to monitor the stove. The testbed has more kinds of sensors installed for other studies, but that data was left out of this work. These other types of sensors capture details about behavior, especially in the kitchen.
By being able to capture spatial and temporal information throughout the home, the algorithms are able to detect the unique behaviors of the various residents. All of these sensors require no direct interaction with the residents. This low profile and passive architecture allows the residents to live as they normally do, while giving the computer the opportunity to determine the current activities and identities of those in the space.
III. DATA REPRESENTATION
The data used for this study is available from the CASAS shared data sets repository [19] and comes in the form of a quintuple, as shown in Table I .
The first four fields are determined by the data collection infrastructure. The last field is added by manual annotation by the residents and researchers. This annotated class is done on an event by event basis, where each individual event is tagged with which known individual caused that event.
This particular testbed has been in operation for over two years and has had four different sets of residents to date. In this study two different pairs of residents were chosen for the data sources. The earlier pair, known as "B&B" helped to annotate three days worth of data. They were both present all or part of each day in the testbed. The second data set, known as "TwoR", covers a much longer two months of residency. Again, both residents helped to annotate the data and they occupied the space most days during their tenure. There was no scripted or guided behaviors or studies and they used all facilities of the home.
The B&B data set consists of 10,193 events and the TwoR set is 136,504 events. For an example of the data used by the classifiers, see Table II . The goal for the classifiers is to take a subset of the given data as training, then accurately classify the remaining data set on an event by event basis as to who caused which event. A good classifier will exploit both the temporal and physical information available from the training set, though no explicit information regarding the layout of the sensors was provided to these tools. For the Naïve Bayes classifier, this is done through a likelihood of any individual event being caused by a given resident, while the Hidden Markov Model can take into account the whole series of events to classify them.
IV. THE CLASSIFIERS
The two classifiers used in this research were a Hidden Markov Model and a Naïve Bayesian Classifier. The NBC has been applied to a number of smart home problems [20] with significant success. It has been explored as a means to identify individuals in smart home spaces [18] and contrasted against a Markov Model solution [21] as well. The NBC is used as an established baseline to compare the capabilities of the HMM against.
The new algorithm introduced in this paper is a classic HMM and is defined as such and shown in Figure 2: • The hidden states represent the possible residents in the data set. • The possible observations are the sensors in the space combined with their message values. For example, a single motion detector can emit both an "ON" and "OFF" message, so the resulting HMM has observations for both states.
• The transition probabilities represent the likelihood the next event is from the same person or a different one.
• The emission probabilities are the likelihood that a given resident causes any given sensor+message combination. The resulting classifiers were tested using 3-fold cross validation. The data sets were split into three groups by days. Each classifier was trained on two out of three days and tested on the remaining days. The results from all three run permutations were averaged together for an overall accuracy. Additional statistics showing the behavior of the classifiers and the data sets were gathered for insights into the capabilities of the tools.
V. RESULTS
Both algorithms performed well on both data sets. The overall accuracy values are shown in Table III . The HMM performed slightly better, though not significantly so.
Given the complexity of the data with multiple residents and no given structure to their behavior, the highly accurate results from both algorithms attests to their robustness. The NBC accuracy dropped significantly from earlier works [18] based on the same technological platform. This was likely due to the greater overlap in behavior compared to the simpler laboratory setting used previously.
Overall, the HMM results are promising. The initial hypothesis that drawing on additional contextual information across events would allow an algorithm to better differentiate between When analyzing the actual pattern of classification, the behavior of the HMM is more complex than the NBC. As events arrive and are classified, an HMM may require additional events before it can accuracy identify to whom the new events belong. For an example of this behavior, Table IV shows a small snippet of events as classified by the HMM. The left column is the event number, the second column is annotated resident value for the event, the third is the label generated by the classifier, and the last column indicates whether the classifier succeeded or failed in correctly labeling the current event. This snippet has a transition from R1 to R2 at event #3. The HMM takes until event #4 before it has enough evidence to change states. This situation, where the events change from one resident to another, has been termed a "transition" and is an important feature in how the HMM behaves.
By the overall accuracy metric, this is a score of 4/5, or 80% accuracy. What is most interesting about this series is that the events arriving at the computer are initially from R1, then change to R2 at some point. With NBC, it takes every event with its message in isolation, so there is no previous context to consider so it is either correct or incorrect with every event. Conversely with the the HMM, there is now a possibility of a transition time as the evidence that the new events are from a different person accumulates. The concern is that this transition time would significantly impact the effectiveness of the HMM as a tool for identification.
To determine how much this transition error is effecting the HMM, several statistics were gathered from the final classifications. The first was the total number of times in the event stream the annotated resident value switches from one to another. This is an indication of the data complexity. If the number of transitions increases it indicates more simultaneous occupancy of the space, which can be more difficult for the HMM to accurately classify.
The hypothesized relationship between the rate of transitions in the data set and the final accuracy was not borne out by the results, as shown in Figure 3 . The transition rate line was expected to trend upwards, opposite the overall accuracies of the classifier. Instead it is found to trend downward between the two data sets presented here. On further inspection, it is not merely the number of transitions that effects the overall accuracy, but more commonly the physical locality of the residents during those transitions. If the people are "close" together in the space, there is less evidence in the emission Fig. 3 .
HMM overall accuracy for each data set, with the data sets' comparative transition rate. The transition rate was expected to trend opposite to the overall accuracy instead of with it. probabilities that the HMM should change its hidden state. Essentially, the physical layout of the sensor space is encoded to some degree within the HMM itself. If there is no separation between individuals in the sensor space, then there is less evidence that events are coming from a different person and the HMM lags before changing state. As a measure of how much this lag in transition impacts the behavior of the algorithm, some numbers about the delay were gathered. The primary number to look at is the average number of events after a transition before the HMM properly changes to accurately classify the resident. To find this value, the results were processed for the length of the lag in the transition on each data set. Figures 4 and 5 show the total occurrences of lag lengths (zero or more), grouped by length until proper classification for each data set.
The first column in Figures 4 and 5 represents the count of transitions in each data set where the HMM changes state properly on the very first event after a transition. In these cases the HMM properly transitions from one resident to another with only the very first event as evidence. The rest of the columns are instances where there is one or more events improperly classified before the HMM transitions properly. This "lag" in the HMM after transitions in the data are a significant portion of the HMM's overall error. Table V shows the average length of the lag in the HMM transition for each data set. An average of zero would mean that it has no lag whatsoever on the given data set, leading to perfect classification during transitions. The lower average lag for the B&B data set is in line with the overall higher accuracy. This indicates that the HMM was able to use the evidence to more rapidly transition between residents based upon their behavior in the sensor space. The TwoR residents were admittedly more social than the B&B residents, and spent more time together during their stay in the testbed. By spending more time in close proximity, the resolution of the sensor network had more trouble providing evidence for the HMM to determine who was whom during the close interactions and the overall accuracy suffered.
The other sign that the TwoR residents were more often interacting during the time of this data gathering is the longer lengths of the HMM's transition lag. With the B&B data set, there were very few instances where the HMM was not able to properly transition within one or two events. This indicates that the residents were most often physically separated in the testbed space. The very long lag occurrences induced by the TwoR data set were observed to be when the two residents were doing activities like cooking or homework together. In those cases, the HMM was unable to differentiate between the residents for quite some time.
Another source for the error in classification is when the HMM chooses the incorrect class, but there was no actual transition to another resident. In this case the algorithm is truly confused, and this error type is more akin to the type of error in the NBC. The total error rate for this kind of misidentification are summed up in Table VI . The higher rate for the TwoR data set indicates that these two individuals had more behavior that was similar to one another than the two people in the B&B data, which again contributes to the lower overall accuracy on the TwoR set.
VI. CONCLUSIONS
The HMM has managed to reduce the kind of error that the NBC was generating from about 6.5% to 3.2% on the B&B data and from 10.7% to 6.1% on the TwoR data, but introduced an additional lag in identification as new evidence arrives when the residents are in relative proximity to each other. The reduction in general confusion indicates that our original hypothesis about additional context being valuable to identification holds true. The HMM is able to take into account a series of events to do a better job at identifying a given individual based on their behavior alone. Continued work into which sensor platforms and data features should give the HMM more evidence to differentiate between residents. This will reduce both the general confusion and to shorten the average number of events the algorithm needs to transition between individuals in multi-resident situations.
As with earlier works, it has been demonstrated that incorporating additional features about the data, such as temporal length or time of occurrence for events can improve these kinds of accuracies. This HMM algorithm did not have the advantage of either one of these kinds of temporal features and could be improved with additional modifications to the data features.
The HMM tool also provides more insights into the reasons for error and the behavior of the residents. With the NBC it was difficult to tell why it made a given choice at run time. By analyzing the series of classifications by the HMM next to the sensor map, the researchers could determine what behaviors were easy or difficult for the HMM to classify. It was then easier to algorithmically detect the reasons for success or failure within the final results. The opaque nature of the NBC made similar analysis much more troublesome.
While this study did not have data sets with large numbers of residents, the classifiers are likely to scale differently. The HMM should scale against the number of residents better than the NBC by using the greater context available in the model to make fine differentiations between individuals. It also requires less tuning to make high quality classifications in these complex environments, which is a good sign for its ability to be deployed in real-world situations.
Overall, the researchers felt that the HMM was easier to understand and was less erratic in its behavior. This was corroborated by the lower general confusion in classification when there were no transitions between residents occurring. From experience and empirically, the HMM was significantly more stable then the NBC when a single resident was present and more understandable even when incorrect in complex situations.
VII. FUTURE WORK
Identifying, or at least classifying, individuals in smart home environments will continue to be an issue for some time. This type of identification strategy is intrinsically linked to the definition of "behavior" for classification, the available information from the installed sensor system and the amount of annotated data available. Continued work into choosing the right sources, types and features from the sensor layer will need to guide which algorithms are used to identify individuals as they live in the space.
In the future, newer classifiers should be applied to the problem. The HMM is a generative model often used for classification, but tools such as conditional random fields might do a better overall job at dealing with this complex problem.
One of the topics that this work does not explore in depth is situations with similar behavior between different individuals. If two or more residents exhibit very similar behavior in the sensor system, any classifier that lacks other sources of evidence will have trouble differentiating between these individuals. The HMM is no different in this situation, and experiments to determine how robust the HMM is in the face of similar behaviors should be pursued. Some tools that might assist in situations with similar behaviors include passive biometrics to give stronger hints as to the current resident, or using a much more diverse set of sensors that are geared towards sensing personalized behavior, not just activities.
