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Abstract
In this paper, we apply the new implementation of reproducing kernel Hilbert space method to give the approximate
solution to some functional integral equations of the second kind. To show its effectiveness and convenience, some
examples are given.
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1 Introduction
Integral equations (IEs) have an important role in the ﬁelds of science and engineering [1, 2, 3]. Some boundary
value problems arising in electromagnetic theory lead to the problem of solving functional IEs [4]. Functional IEs
arise in solid state physics, plasma physics, quantum mechanics, astrophysics, ﬂuid dynamics, cell kinetics, chemical
kinetics, the theory of gases, mathematical economics, hereditary phenomena in biology. Some analytical and nu-
merical methods have been developed for obtaining approximate solutions to IEs. For instance we can mention the
following works. Babolian et al. [5] applied a numerical method for solving a class of functional and two dimensional
integral equations, Abbasbandy [6] used Hes homotopy perturbation method for solving functional integral equations,
Rashed [7] used Lagrange interpolation and Chebyshev interpolation for obtaining numerical solution of functional
differential, integral and integro-differential equations.
In 1986, Cui Minggen [8] introduced the reproducing kernel space W1
2 [a;b] and its reproducing kernel. This tech-
nique has successfully been treated singular linear two-point BVP [9, 10], singular nonlinear two-point periodic BVP
[11, 12], nonlinear system of BVP [13], ﬁfth-order BVP [14], singular intergal equations [15, 16], and nonlinear par-
tial differential equations [17] in recent years.
This paper investigates the approximate solution of the following Fredholm and Volterra functional integral equations
using new implementation of reproducing kernel Hilbert space method (RKHSM)
y(x)+ p(x)y(h(x))+λ
∫ b
a
k(x;t)y(t)dt = f(x); a ≤ x ≤ b; (1.1)
and
y(x)+ p(x)y(h(x))+λ
∫ x
a
k(x;t)y(t)dt = f(x); a ≤ x ≤ b; (1.2)
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where p(x); h(x); f(x) are analytical known functions deﬁned on the interval [a;b], k(x;t) is a given continuous
function on the region [a;b]×[a;b], unknown function y(x) is continuous on the interval [a;b] and λ is a given
constant. Obviously, if we put p(x) = 0 in Eqs. (1.1) or (1.2), then Fredholm or Volterra integral equations of the
second kind would derived. As we known, Gram - Schmidt orthogonalization process is numerically unstable and
in addition it may take a lot of time to produce numerical approximation. Here, instead of using orthogonalization
process, we successfully make use of the basic functions which are obtained by RKHSM.
The structure of this paper is organized as follows. In the following section, we introduce the reproducing kernel
spaceW1
2 [a;b]. Section 3 is devoted to solve Eqs. (1.1) and (1.2) by new implementation of RKHSM. Some numerical
examples are presented in Section 4. We end the paper with a few conclusions.
2 Reproducing kernel space W1
2 [a;b]
Deﬁnition 2.1. [18] For a nonempty set X , let (H ;⟨:;:⟩H ) be a Hilbert space of real-valued functions on some set
X . A function k : X ×X −→ R is said to be the reproducing kernel of H if and only if
1. k(x;:) ∈ H , ∀x ∈ X ;
2. ⟨φ(:);k(x;:)⟩H = φ(x), ∀φ ∈ H , ∀x ∈ X (reproducing property).
Also, a Hilbert space of functions (H ;⟨:;:⟩H ) that possesses a reproducing kernel k is a Reproducing kernel Hilbert
space (RKHS); we denote it by (H ;⟨:;:⟩H ;k). In the following we often denote by kx the function k(x;:):t  −→k(x;t).
Deﬁnition 2.2. [8, 18] W1
2 [a;b] = {y(x) | y(x) is an absolute continuous real valued functions on the interval [a;b]
and y′(x) ∈ L2[a;b]}. The inner product and the norm in the function space W1
2 [a;b] are deﬁned as follows.
⟨u;v⟩W1
2 = u(a)v(a)+
∫ b
a
u′(ζ)v′(ζ)dζ; ||u||W1
2 =
√
⟨u;u⟩W1
2 :
Let’s assume that function Rx(t) ∈W1
2 [a;b] satisﬁes the following generalized differential equations
{
−
∂2Rx(t)
∂t2 = δ(t −x);
Rx(a)−
∂Rx(a)
∂t = 0;
∂Rx(b)
∂t = 0;
(2.3)
where δ is Dirac delta function. Therefore, the following theorem holds.
Theorem 2.1. Under the assumptions of Eq. (2.3), Hilbert space W1
2 [a;b] is a RKHS with the reproducing kernel
function Rx(t); namely for any y(t) ∈ W1
2 [a;b] and each ﬁxed x ∈ [a;b]; there exists Rx(t) ∈ W1
2 [a;b]; t ∈ [a;b, such
that
⟨y(t);Rx(t)⟩W1
2 = y(x):
Proof. Applying integration by parts six times, since Rx(t) ∈W1
2 [a;b], we have
⟨y(t);Rx(t)⟩W1
2 = y(a)Rx(a)+
∫ b
a
y
′
(t)(
∂Rx(t)
∂t
)dt = y(b)
∂Rx(b)
∂t
+y(a)
[
Rx(a)−
∂Rx(a)
∂t
]
−
∫ b
a
y(t)(
∂2Rx(t)
∂t2 )dt:
So, Eq. (2.3) imply that
⟨y(t);Rx(t)⟩W1
2 =
∫ b
a
y(t)δ(t −x)dt = y(x):
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While x ̸= t, function Rx(t) is the solution of the following constant linear homogeneous differential equation with 2
orders,
∂2Rx(t)
∂t2 = 0; (2.4)
with the boundary conditions:
Rx(a)−
∂Rx(a)
∂t
= 0;
∂Rx(b)
∂t
= 0: (2.5)
We know that Eq. (2.4) has characteristic equation λ2 = 0, and the eigenvalue λ = 0 is a root whose multiplicity is 2.
Hence, the general solution of Eq. (2.3) is
Rx(t) =
{
α1(x)+α2(x)t; t ≤ x;
β1(x)+β2(x)t; t > x: (2.6)
Now, we are ready to calculate the coefﬁcients αi(x) and βi(x); i = 1;2. Since
−
∂2Rx(t)
∂t2 = δ(t −x);
we have
Rx(x−) = Rx(x+);
∂Rx(x−)
∂t
−
∂Rx(x+)
∂t
= 1: (2.7)
Then, using Eqs. (2.5) and (2.7), the unknown coefﬁcients of Eq. (2.6) are uniquely obtained. Therefore
Rx(t) =
{
1−a+t; t ≤ x;
1−a+x; t > x:
Theorem 2.2. [16] Let {xi}∞
i=1 be a dense subset of interval [a;b]; then {Rxi(t)}∞
i=1 is a basis of W1
2 [a;b].
3 The reproducing kernel method
In this section, we shall give the exact and approximate solution of Eqs. (1.1) and (1.2) in a reproducing kernel
space W1
2 [a;b]. We assume that Eqs. (1.1) and (1.2) have a unique solution. To deal with the system, we consider
Eqs. (1.1) and (1.2) as
Ly(x) = f(x); a ≤ x ≤ b; (3.8)
where Ly(x) = y(x)+ p(x)y(h(x))+λ
∫ b
a k(x;t)y(t)dt or Ly(x) = y(x)+ p(x)y(h(x))+λ
∫ x
a k(x;t)y(t)dt, it is clear
that L is the bounded linear operator of W1
2 [a;b] →W1
2 [a;b]. We shall give the representation of analytical solution
of Eq. (3.8) in the space W1
2 [a;b]. Set ψi(x) = LtRx(t)|t=xi, where the subscript t in the operator L indicates that the
operator L applies to the function of t.
Theorem 3.1. Let {xi}∞
i=1 be a dense subset of interval [a;b], then {ψi(x)}∞
i=1 is a complete system of W1
2 [a;b].
Proof. For each ﬁxed y(x) ∈W1
2 [a;b], let ⟨y(x);ψi(x)⟩W1
2 = 0; i = 1;2;:::; which means that
⟨y(x);LtRx(t)|t=xi⟩W1
2 = L⟨y(x);Rx(t)⟩W1
2 (xi) = Ly(xi) = 0; i = 1;2;::::
Since {xi}∞
i=1 is dense on [a;b], hence, Ly(x) = 0. Due to the existence of L−1, then y ≡ 0. Therefore, {ψi(x)}∞
i=1 is
the complete system ofW1
2 [a;b].
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Usually, a normalized orthogonal system is constructed from {ψi(x)}∞
i=1 by using the Gram-Schmidt algorithm, and
then the approximate solution will be obtained by calculating a truncated series based on these functions. However,
Gram-Schmidt algorithm has some drawbacks such as numerical instability and high volume of computations. Here,
to ﬁx these ﬂaws, we state the following Theorem in which the following notations are used.
Ψ = [ψij]i;j=1;:::;N ;   Ψ = [ ˜ ψij]i;j=1;:::;N ;B = [βij]i;j=1;:::;N ;
where βij = 0; i < j and βii > 0; 1 ≤ i ≤ N; ψij = ⟨Lψj;ψi⟩; ˜ ψij = ⟨L ˜ ψj; ˜ ψi⟩; i; j = 1;:::;N: And
ˆ a = (ˆ a1; ˆ a2;:::; ˆ aN)
T ;¯ a = (¯ a1; ¯ a2;:::; ¯ aN)
T ; ˆ F =
( ˆ f1; ˆ f2;:::; ˆ f3
)T
;
where ˆ fi = ⟨f;ψi⟩; i = 1;:::;N:
Theorem 3.2. Suppose that {ψi(x)}∞
i=1 is a linearly independent set in W1
2 [a;b] and { ˜ ψi(x)}∞
i=1 be a normalized
orthogonal system in W1
2 [a;b], such that ˜ ψi(x) = ∑
i
k=1βikψk(x). If y(x) = ∑
∞
i=1 ¯ aiψi(x) ≃ yN(x) = ∑
N
i=1 ¯ aiψi(x) =
∑
N
i=1 ˆ ai ˜ ψi(x) then Ψ¯ a = ¯ F:
Proof. Suppose that y(x) ∈W1
2 [a;b] then y(x) = ∑
∞
i=1 ¯ aiψi(x) = ∑
∞
i=1 ˆ ai ˜ ψi(x): Now, by truncating N-term of the two
series, because of yN(x) = ∑
N
i=1 ¯ aiψi(x) = ∑
N
i=1 ˆ ai ˜ ψi(x) and since ˜ ψi(x) = ∑
i
k=1βikψk(x) so
N
∑
i=1
¯ aiψi(x) =
N
∑
i=1
ˆ ai ˜ ψi(x) =
N
∑
i=1
ˆ ai
i
∑
k=1
βikψk(x) =
N
∑
k=1
(
N
∑
i=k
ˆ aiβik)ψk(x):
Due to the linear independence of {ψi(x)}∞
i=1, ¯ ak = ∑
N
i=k ˆ aiβik; k = 1;:::;N therefore
¯ a = BT ˆ a: (3.9)
Eq. (3.8), imply LyN(x) = f(x). For i = 1;:::;N we have
⟨LyN; ˜ ψi⟩ = ⟨f; ˜ ψi⟩ ⇒
N
∑
j=1
ˆ aj⟨L ˜ ψj; ˜ ψi⟩ = ⟨f; ˜ ψi⟩
⇒
N
∑
j=1
ˆ aj
i
∑
k=1
βik
j
∑
l=1
βjl⟨Lψl;ψk⟩ =
i
∑
k=1
βik⟨f;ψk⟩
⇒
N
∑
j=1
ˆ aj
i
∑
k=1
j
∑
l=1
βik⟨Lψl;ψk⟩βT
l j =
i
∑
k=1
βik⟨f;ψk⟩
⇒
N
∑
j=1
ˆ aj(BΨBT)ij =
i
∑
k=1
βik⟨f;ψk⟩;
⇒ (BΨBT)ˆ a = B¯ F:
Eq. (3.9), imply BΨ¯ a = B¯ F, hence
Ψ¯ a = ¯ F:
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Table 1: Absolute Error |y(x)−yN(x)| for Example 4.1
h(x) = x2
2 h(x) = sin(x) h(x) = x
2
N = 20 N = 50 N = 20 N = 50
x=-0.9 1.09584E-2 1.41932E-3 1.53766E-3 3.34260E-4
x=-0.7 5.55091E-3 1.82306E-5 5.23382E-5 2.44827E-4
x=-0.5 6.64990E-4 2.24177E-5 8.90994E-4 1.31211E-4
x=-0.3 2.73830E-3 7.31892E-5 1.33108E-3 6.33964E-6
x=-0.1 2.43156E-3 6.78286E-6 1.43003E-3 1.65365E-4
x= 0.1 3.47381E-3 4.06476E-5 1.31499E-3 1.74757E-4
x=0.3 5.25395E-3 6.88666E-6 9.87486E-4 4.17218E-5
x=0.5 5.08000E-3 3.58829E-5 4.07452E-4 5.83956E-5
x= 0.7 5.13924E-3 6.01431E-6 5.42166E-4 1.33229E-4
x= 0.9 5.32750E-3 9.36626E-5 2.05837E-3 1.82199E-4
It is necessary to mention that here we solve the system Ψ¯ a = ¯ F which obtained without using the Gram-Schmidt
algorithm.
Table 2: Absolute Error |y(x)−yN(x)| for Example 4.2
h(x) = sin(x) h(x) = x
2
N = 50 N = 100 N = 50 N = 100
x=0.1 3.28907E-4 3.61849E-5 1.66087E-4 5.02493E-7
x=0.2 1.76330E-4 3.18428E-5 2.87779E-5 3.38144E-5
x=0.3 2.22277E-4 3.38881E-5 1.29168E-4 1.47908E-5
x=0.4 1.02265E-4 1.76728E-5 1.05237E-4 2.02800E-6
x=0.5 1.75691E-4 1.65291E-5 1.32928E-4 3.31064E-5
x=0.6 7.57711E-5 2.99206E-5 3.49014E-5 1.26458E-5
x=0.7 2.21013E-4 2.91166E-5 5.86425E-5 5.36210E-5
x=0.8 3.61945E-4 1.12001E-4 5.79668E-5 3.42824E-6
x=0.9 7.21434E-4 2.58419E-4 3.82754E-5 7.64059E-5
x=1.0 1.36090E-3 2.12265E-4 5.35436E-5 7.94391E-5
4 Numerical examples
To illustrate the effectiveness and the accuracy of the proposed method, some numerical examples are considered
in this section. The examples are computed using Maple 16. The numerical results in Tables 1, 2 and 3 show that the
approximate solution converge to the exact solution.
Example 4.1. [5] Taking p(x) = e−x; k(x;t) = ex−t; f(x) = 3ex+eh(x)−x in Eq. (1.1), the exact solution is y(x) = ex.
The numerical results are given in Table 1 with a = −1;b = 1;xi = a+
2(i−1)
N−1 ;i = 1;:::;N for N = 20;50: Here we
consider three different options for h(x) as x2
2 ; sin(x) and x
2:
Example 4.2. [6, 7] Taking f(x) = x[x+h2(x)ex]+
∫ b
a (xt2−t3)dt; p(x) = xex; k(x;t) = x−t in Eq. (1.1), the exact
solution y(x) = x2. The numerical results are given in following Table 2 with a = 0;b = 1:1;xi =
(i−1)b
N−1 ;i = 1;:::;N
for N = 50;100. Here we consider two different options for h(x) as sin(x) and x
2:
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Example 4.3. [5] Taking p(x) = x
2; k(x;t) = x+1; h(x) = x2
2 ; f(x) = 3
4x3 + 3
2x2 +3x+ 3
2 in Eq. (1.2), the exact
solution is y(x) = x+1. The numerical results are given in Table 3 with a = −1;b = 1;xi = a+
2(i−1)
N−1 ;i = 1;:::;N for
N = 50;100:
Table 3: Absolute Error |y(x)−yN(x)| for Example 4.3 (h(x) = x2
2 )
Node N = 50 N = 100 Node N = 50 N = 100
-0.9 6.1201E-5 5.1544E-6 0.2 2.6968E-5 5.3668E-6
-0.7 6.0667E-5 1.0167E-5 0.4 5.4441E-6 1.1955E-6
-0.5 4.8246E-5 1.1716E-5 0.6 1.2720E-5 3.0641E-6
-0.3 2.1504E-5 1.1683E-5 0.8 3.4283E-5 8.7496E-6
-0.1 1.4910E-5 1.0377E-5 1.0 6.2098E-5 1.4627E-5
5 Conclusion
In this paper, we introduced the new implementation of reproducing kernel Hilbert space method to obtain the
approximate solution to some of the Fredholm and Volterra integral equations of the second kind. The reliability
of the method and reduction of the amount of computation gives this method a wider applicability. The obtained
numerical results conﬁrm that the method is rapidly convergent and show that the approximate solution converge to
the exact solution.
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