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Re´sume´
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E´quipe Document et Apprentissage
par
Les travaux pre´sente´s dans cette the`se concernent la de´tection de mots cle´s et d’ex-
pressions re´gulie`res en vue de la reconnaissance d’entite´s nomme´es dans des documents
manuscrits non contraints. Les entite´s nomme´es telles que les noms et pre´noms, les noms
de compagnies ou les montants nume´riques constituent ge´ne´ralement une majeure partie
de l’information d’un document. D’un point de vue industriel, la de´tection et la recon-
naissance de ces entite´s nomme´es permettrait donc d’avoir une compre´hension profonde
du document traite´.
Les entite´s nomme´es sont des informations tre`s variables, dont la de´finition de´pend
fortement du proble`me conside´re´. Les entite´s nomme´es lie´es a` une proble´matique de
tri du courier (nom et pre´nom de personne, type et nom de voie, nom de ville, code
postal) sont par exemple diffe´rentes de celles lie´es a` un proble`me de cate´gorisation de
documents (lexique de mots clefs lie´s au domaine). Cette variabilite´ rend la de´tection des
entite´es nomme´es difficile. Lorsque l’on conside`re des images de documents, la de´tection
et la reconnaissance des entite´s nomme´es est e´galement confronte´e a` la proble´matique
de reconnaissance du texte, perturbe´e par la variablite´ de l’e´criture (notamment sur les
documents manuscrits), ainsi qu’au bruit lie´ a` la nume´risation.
La premie`re contribution de cette the`se est un syste`me de reconnaissance de mots isole´s
base´ sur un Champs Ale´atoire Conditionnel (CAC), ce qui d’apre`s notre bibliographie n’a
pas encore e´te´ propose´. La deuxie`me contribution est un syste`me ge´ne´rique de de´tection
de mots cle´s et d’expressions re´gulie`res permettant de de´tecter n’importe quelle se´quence
dans une ligne de texte. Une structure se de´marque des autres par ses performances et
sa capacite´ a` traiter des requeˆtes tre`s difficiles, le BLSTM-CTC. Cette dernie`re semble
eˆtre la cle´ de la re´solution du proble`me initial.
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Introduction Ge´ne´rale
Avec le de´veloppement exponentiel du nombre de documents physiques ge´ne´re´s au sein
de l’industrie ou dans l’administration et le besoin de gagner en efficacite´, de nombreux
chercheurs ont travaille´ sur le de´veloppement de mode`les et de me´thodes permettant de
traiter automatiquement de grands volumes de donne´es.
Tous ces travaux ont permis l’apparition de syste`mes de traitement d’informations
spe´cifiques comme la lecture automatique de formulaires, de codes postaux ou de che`ques
bancaires.
Au dela` de ces applications spe´cifiques, le traitement automatique de documents ma-
nuscrits reste un proble`me difficile et ouvert. En effet, malgre´ l’e´volution des me´thodes
statistiques et de l’informatique en ge´ne´ral, a` ce jour, aucun syste`me n’est capable de
reconnaˆıtre parfaitement un document manuscrit complet non-contraint. Ceci s’explique
par la variabilite´ de l’e´criture manuscrite propre au scripteur a` laquelle on peut ajouter
les proble´matiques lie´es a` la de´gradation du document e´tudie´ comme c’est le cas dans le
traitement de documents historiques.
En revanche, il est possible d’envisager la mise en place de syste`mes traitant des sous-
proble`mes plus re´alistes et correspondant a` des besoins industriels spe´cifiques. C’est
le cas de ces travaux qui proposent d’aborder la de´tection et la reconnaissance d’en-
tite´s nomme´es (EN) manuscrites dans des documents non-contraints. Cette e´tude a e´te´
re´alise´e dans le cadre du projet DOD (Document on Demand) pour le compte de la
socie´te´ ITESOFT.
Nous proposons dans cette e´tude de de´composer la taˆche de de´tection et reconnais-
sance des entite´s nomme´es selon deux e´tapes successives. Une premie`re e´tape permet
la de´tection des zones amorces pre´curseures de la pre´sence d’entite´s nomme´es telles
que la pre´sence de mots cle´s, de sigles, de se´quences nume´riques, etc. Une seconde
e´tape sera de´die´e a` la reconnaissance des entite´s nomme´es ainsi localise´es a` l’issue de la
premie`re e´tape. Dans ce document, les de´veloppements algorithmiques et les expe´riences
concernent la premie`re e´tape de ce syste`me de´die´ a` la de´tection de zones amorces
1
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pre´curseures de la pre´sence d’entite´s nomme´es dans le document a` traiter. L’ensemble
de nos syste`mes est e´value´ sur les bases publiques Rimes mots isole´s 2009 [1] et lignes
2011 [2] afin de pouvoir eˆtre compare´ a` d’autres approches de la litte´rature.
Le premier chapitre de cette the`se retrace l’historique de la de´tection et de la recon-
naissance d’entite´s nomme´es. Nous commenc¸ons par de´finir les entite´s nomme´es, nous
montrons qu’elles sont complexes, variables et propres a` chaque proble`me a` re´soudre.
Nous mettons donc en avant l’importance de bien les de´finir, puis nous e´voquons le
cycle des confe´rences MUC qui a permis de construire la taˆche d’extraction d’informa-
tion comme on la connait aujourd’hui. Nous axons notre e´tude sur le traitement des
entite´s nomme´es. Ce chapitre se termine sur un passage en revue de plusieurs syste`mes
mis en place a` la suite du cycle de confe´rences MUC et sur l’impact sur les performances
du niveau de bruit dans les documents a` traiter.
La de´tection et la reconnaissance des entite´s nomme´es dans un document ASCII est de´ja`
a` lui seul un proble`me complexe, l’ajout de la variabilite´ et du bruit de l’e´criture ma-
nuscrite ne´cessite l’emploi de mode`les statitistiques tre`s performants. C’est pourquoi le
chapˆıtre 2 pre´sente diffe´rents mode`les graphiques se´quentiels, ge´ne´ratifs et discriminants.
Nous passons en revue des me´thodes comme les Mode`les de Markov Cache´s (MMC), les
Champs Ale´atoires Conditionnels (CAC) ainsi que des structures hybrides comme des
re´seaux neuro-markoviens ou le BLSTM-CTC (Bidirectionnal Long Short Term Memo-
ries - Connectionist Temporal Classification).
Le chapitre 3 pre´sente notre premie`re contribution, une structure hybride CAC-MMC
pour la reconnaissance de mots isole´s dirige´e par un lexique. Ce syste`me est oppose´ a` 4
autres syste`mes : MMC standard, Perceptron Multi-Couche-MMC, Re´seaux de neurones
recurrents-MMC, BLSTM-CTC-MMC. Le premier e´tage discriminant traite les informa-
tions de bas niveau, alors que le deuxie`me e´tage mode´lisant inte`gre des informations de
haut niveau (lexique, mode`le de langage). Les performances sont e´value´es sur la base
Rimes mots isole´s 2009 [1].
Le chapitre 4 est consacre´ a` notre deuxie`me contribution, une structure hybride pour la
de´tection de mots cle´s et d’expressions re´gulie`res dans des documents manuscrits non-
contraints. Ces structures s’appuient sur les pre´ce´dentes de´crites dans le chapitre 3 en
remplac¸ant le mode`le de mot par un mode`le de ligne, permettant ainsi aux syste`mes de
traiter des lignes de textes comple`tes. Le traitement des expressions re´gulie`res est un
proble`me complexe car on ne peut effectuer de reconnaissance diriger par un lexique.
Les performances sont e´value´es sur la base Rimes lignes 2011 [2].
Nous observons qu’une architecture se de´marque des autres, le BLSTM-CTC-MMC
qui semblent pouvoir traiter des requeˆtes tre`s peu contraintes comme des se´quences
Introduction Ge´ne´rale 3
de majuscules ou de chiffres non contraintes. Cela nous permet donc d’apporter des
premiers e´le´ments de re´ponse au traitement des entite´s nomme´es dans des documents
manuscrits.
Chapitre 1
Historique de l’extraction
d’entite´s nomme´es
1.1 Introduction
La proble´matique d’extraction d’entite´s nomme´es (EN) est un the`me de recherche du
Traitement Automatique de la Langue (TAL). Il consiste par exemple a` extraire des
blocs adresse, de noms/pre´noms, de nume´ros de re´fe´rences, etc. Ces entite´s permettent de
classer en cate´gories (nume´ros de te´le´phone, entreprises pharmaceutiques, adhe´rents, etc.
) les noms propres, les noms d’entreprises, les nombres et chiffres divers, elles constituent
pour la plupart des informations essentielles a` la bonne compre´hension d’un document
textuel. C’est pourquoi, leur extraction a motive´ de nombreux travaux au cours des
dernie`res de´cennies. Les applications sont multiples (e´tiquetage des mots d’une phrase,
classification de documents, etc.) et avec la ne´cessite´ de gagner toujours plus de temps
et d’automatiser un maximum d’ope´rations, l’industrie finance de nombreux projets
ne´cessitant la re´solution de proble`mes difficiles, comme la classification de factures, le
traitement automatique de courriers, etc.
La de´tection et la reconnaissance d’entite´s nomme´es s’inscrit dans le cadre de ces re-
cherches. Cela reste un proble`me e´pineux duˆ a` la variabilite´ des informations a` de´tecter
(noms, pre´noms, villes, compagnies, etc) et aux ambigu¨ıte´s de certaines classes (“Oran-
ge” est une entreprise et un fruit). Des solutions a` ce proble`me base´es sur des re`gles
de de´tection (pre´sence de majuscules, suite de majuscules pre´ce´de´ d’un mot cle´ comme
“Monsieur”, “Ge´ne´ral” ont e´te´ mises en place, les meilleurs syste`mes actuels de de´tection
d’EN (Entite´s Nomme´es) ont des performances tre`s proches de celles d’un eˆtre humain
sur des documents e´lectroniques (texte ASCII).
4
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Cependant, les solutions actuelles ne peuvent eˆtre transpose´es directement aux trans-
criptions issues de la reconnaissance de donne´es bruite´es comme les documents imprime´s
ou manuscrits. En effet, dans ce cas il est ne´cessaire d’obtenir une transcription ASCII
du document. Cette transcription e´tant source d’erreurs et d’ambigu¨ıte´s, les me´thodes
classiques de recherche d’EN n’obtiennent pas les meˆmes performances que sur les docu-
ments e´lectroniques. Des travaux ont e´te´ effectue´s en traitement automatique du langage
et sur des documents imprime´s. Nous l’e´voquons plus tard dans ce chapitre. La litte´rature
concernant la recherche d’EN dans des documents manuscrits est tre`s pauvre. Avant de
chercher a` reconnaˆıtre ces informations il faut les de´finir. Notre de´finition est base´e sur
les travaux de Maud Erhman [3] sur la de´finition des EN et sur l’extraction d’information
en ge´ne´rale avec les travaux de Guillaume Koch [4]. Nous commenc¸ons par donner une
de´finition des entite´s nomme´es, puis nous e´voquons des difficulte´s rencontre´es lors de
l’extraction de ce type d’information. Finalement, nous passons en revue les diffe´rents
syste`mes utilise´s pour de´tecter et reconnaˆıtre ces EN sur des documents e´lectroniques
et sur des transcriptions de paroles [5].
1.2 De´finition
Une entite´ nomme´e est une appellation ge´ne´rique pour la cate´gorisation d’un certain
nombre d’objets textuels rencontre´s dans un document [6]. Les entite´s nomme´es incluent
traditionnellement quatre grandes classes [6] :
— Les noms
— Les quantite´s
— Les dates
— Les dure´es
Cependant, certains proble`mes ne´cessitent l’ajout d’autres classes ou de sous classes.
C’est le cas par exemple si l’on veut classifier des entite´s nomme´es de type noms de
personnes, adresse, etc (cf Figure 1.1).
Le nombre de classes et de sous classes de´pendra de la difficulte´ du proble`me.
La de´tection de ces EN permet d’extraire l’information essentielle du texte a` e´tudier,
d’effectuer une classification, une de´tection de mots cle´s, ... La reconnaissance de ces
informations peut-eˆtre mise en œuvre dans tout type de texte. Si historiquement ce
processus a e´te´ applique´ sur des corpus journalistiques traitant de sujets ge´opolitiques
au cours des compagnes d’e´valutation de MUC-4 et MUC-5 (cf section 1.2.1.1), il est
aujourd’hui e´galement applique´ sur d’autres types de corpus portant sur des domaines
plus spe´cifiques. La biologie et la me´decine sont tre`s demandeurs de ce genre d’analyse.
La reconnaissance des noms de ge`nes, de prote´ines ou de maladies correspondant a`
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Figure 1.1: Exemples de classes et de sous classes d’EN [6]
certains traitements ne´cessitent des me´thodes statistiques pour eˆtre traite´s efficacement
vu l’importante quantite´ d’information produite par ces communaute´s.
Les entite´s nomme´es repre´sentent donc une information importante a` identifier dans
le document a` traiter. Elles doivent eˆtre compose´es d’autant de types et de sous-types
ne´cessaires pour couvrir l’ensemble du proble`me pose´. Il est donc impe´ratif de prendre
le temps de bien les de´finir de`s le de´part d’un projet.
1.2.1 Historique des campagnes sur les entite´s nomme´es
La de´tection et la reconnaissance des entite´s nomme´es est apparue avec l’e´volution de la
taˆche d’extraction d’information. L’extraction d’information consiste a` de´tecter dans les
documents des groupes de mots ou des mots cle´s qui apportent une information pre´cise
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que l’on recherche automatiquement. Pour cela, il existe de types de me´thodes : les
me´thodes base´es sur un ensemble de re`gles syntaxiques et celles base´es sur un appren-
tissage statistique. Les re`gles syntaxiques sont de´finies par des experts-linguistes suite a`
la lecture du corpus. Ge´ne´ralement, il s’agit de re`gles contextuelles indiquant ou non la
pre´sence de l’e´le´ment a` trouver (pre´sence de majuscule, pre´sence d’un mot particuliers
avant ou apre`s, etc. ). L’inconve´nient majeur de ce type de me´thode est que la mise
en place du jeux de re`gles est fastidieuse. Les me´thodes a` apprentissage statistique ap-
prendront a` se´lectionner l’information pertinente parmi un vecteur de caracte´ristiques
extrait du texte. Dans ce cas, l’humain n’a pas beaucoup d’impact sur l’agencement in-
terne du syste`me et la base de donne´es d’apprentissage doit-eˆtre proche de celle de test.
Quelle que soit la me´thode utilise´e, le but est ici d’identifier des occurences d’e´le´ments
particuliers (champs), d’en extraire les arguments implique´s pour ensuite en donner une
repre´sentation structure´e. Ces e´le´ments peuvent eˆtre regroupe´s par paire, triplet, etc. de
manie`re a` conserver les relations existantes entre ces derniers. On parle alors d’extrac-
tion multi-champs. L’analyse s’effectue au niveau local et seule une partie du texte est
conside´re´e. Cette taˆche doit absolument eˆtre automatique car le but est d’appliquer ce
traitement sur un tre`s grand nombre de documents et d’avoir un re´sultat rapidement.
Suivant la nature des documents, diffe´rentes techniques d’extraction sont utilise´es. Nous
allons passer en revue un certain nombre de projets et de confe´rences qui ont amene´ a`
la mise en place des syste`mes d’extraction d’entite´s nomme´es actuels.
1.2.1.1 Cycle des confe´rences MUCs
La se´rie de confe´rences MUC (Message Understanding Conferences) a permis a` l’extrac-
tion d’informations de gagner en maturite´ en faisant travailler ensemble des scientifiques
du monde entier. Ce cycle de confe´rences, organise´ en Californie par le NOSC (Naval
Ocean Systems Center) et finance´ par la DARPA (Defense Advanced Research Projects
Agency), s’est de´roule´ de 1987 a` 1998, motivant de nombreuses e´quipes de recherche
pendant plus d’une de´cennie. L’objectif de ces confe´rences e´tait a` l’origine d’encoura-
ger la recherche autour de la compre´hension automatique de messages militaires. Ces
confe´rences sont en re´alite´ des campagnes d’e´valuation au cours desquelles les partici-
pants se voient remettre un e´chantillon de textes (corpus d’entraˆınement) ainsi que des
instructions pre´cises sur les informations a` extraire automatiquement (scenarii) quelques
mois avant les confe´rences (entre un et six mois). Les organisateurs ajoutent un corpus
supple´mentaire, appele´ corpus de test sur lequel tous les participants doivent appliquer
leur syste`me afin que ces derniers soient sur un pied d’e´galite´ pour pouvoir eˆtre compare´s.
Les re´sultats sont ensuite e´value´s et pre´sente´s lors de la confe´rence finale, a` laquelle seuls
les participants a` l’e´valuation ont le droit d’assister.
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Il est possible de distinguer trois cycles au sein des 7 confe´rences qui se sont succe´de´s,
chacune de ces confe´rences ayant apporte´ des proble´matiques de plus en plus difficiles
a` traiter (taille et nature des corpus a` analyser, degre´ d’aboutissement du processus
d’e´valuation, etc.).
Les deux premie`re confe´rences MUC-1 (1987) et MUC2 (1989) peuvent eˆtre conside´re´es
comme un premier cycle exploratoire. Les corpus sont compose´s de messages de la Navy
de style te´le´graphique. Au cours de la premie`re confe´rence de 1987, aucune instruction
pre´cise quant aux donne´es a` extraire n’avait e´te´ fournies aux participants. Il faut attendre
la seconde confe´rence de 1989 pour voir apparaˆıtre un premier formulaire re´pertoriant
les champs pre´-remplis correspondant a` l’information a` extraire (template). A l’e´poque
les deux indicateurs de performance choisis pour e´valuer les syste`mes de recherche d’in-
formations sont :
1. Le Rappel qui de´termine le taux d’informations correctes extraites par rapport
au nombre total d’informations pertinentes disponibles dans le texte analyse´.
Rappel =
NbInformationsCorrectes
NbTotalAExtraire
ou`NbTotalAExtraire correspond au nombre total d’informations attendues (nombre
total d’information pertinentes dans le texte a` e´tudier) etNbInformationsCorrectes
au nombre d’informations correctes extraites par le syste`me.
2. La Pre´cision qui calcule le rapport entre le nombre d’informations extraites cor-
rectes et le nombre total d’informations collecte´es par le syste`me (correctes et
incorrectes).
Precision =
NbInformationsCorrectes
NbInformationsRapportees
ou` NbInformationsRapportees correspond au nombre d’informations correctes
et incorrectes extraites par le syste`me.
D’apre`s notre bibliographie, il semble qu’aucun article de´taillant les syste`mes utilise´s a`
l’e´poque ne soit accessible. Cependant comme l’atteste les travaux de Chinchor et al.
[7] sur les syste`mes de MUC-3, ils semblent que les syste`mes propose´s lors des deux
premie`res confe´rences soient tous compose´s d’un ensemble de re´gles linguistiques.
Les confe´rences MUC-3 (1991), MUC-4 (1992) et MUC-5 (1993) constituent le second
cycle. Au cours de celui-ci, la taˆche d’extraction d’information est devenue plus pre´cise
mais e´galement plus complexe.
Les participants de MUC-3 et MUC-4 ont travaille´ sur des corpus de nature journalis-
tique, traitant d’e´ve´nements ou d’actes terroristes en Ame´rique Centrale et du Sud. Les
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templates de ce deuxie`me cycle comportent alors jusqu’a` 24 champs (cf Figure 1.2). La
taˆche a` effectuer sur ce corpus e´tait d’extraire de ces de´peˆches le type d’incident, le lieu,
la date, les exe´cutants, la cible ainsi que les effets sur cette dernie`re. Cette augmentation
conse´quente du nombre d’informations diffe´rentes a` reconnaˆıtre va amener les chercheurs
a` revoir leur propre approche du proble`me. Si les textes sont mieux e´cris qu’au cours des
confe´rences pre´ce´dentes (re´daction plus soigne´e et plus homoge`ne) leur analyse est elle
plus complexe. Ils sont e´galement plus longs et l’information a` extraire est plus difficile
a` identifier car plus ambigue¨. Meˆme si beaucoup de syste`mes sont encore base´s sur des
re`gles synthaxique et se´mantiques [7], l’apport de bases d’apprentissage e´tiquete´es plus
conse´quentes permet l’apparition des premiers syste`mes a` base d’automates [8].
MUC-4 introduit e´galement un nouvel indicateur de performance : la F-mesure. Elle
combine la pre´cision et le rappel et rend ainsi plus facile la comparaison des syste`mes
entre eux.
Fmesure =
2 ∗ (precision ∗ rappel)
(precision+ rappel)
MUC-5 (1993) suit de pre`s ces deux confe´rences et gagne encore en complexite´. Au cours
de cette dernie`re confe´rence du deuxie`me cycle, deux domaines sont propose´s : technolo-
gique (microe´lectronique) et commercial (ventes d’entreprises), pour deux langues : an-
glais et japonais. Cette diversification correspond a` une volonte´ d’ame´liorer la portabilite´
des syste`mes en vue d’applications industrielles. Ne´anmoins, les temps de de´veloppement
de ces derniers sont extreˆmement longs (environ 6 mois) et les niveaux de performances
ne de´passent pas ceux des syste`mes pre´ce´dents. Vue par certains comme un e´chec, cette
dernie`re confe´rence de 1993 met en e´vidence des proble´matiques encore e´tudie´es ac-
tuellement telles que le traitement multi-domaines et multi-lingues. Ces proble´matiques
obligent les participants a` repenser leurs architectures pour les rendre plus ge´ne´riques
et plus portables. C’est ainsi que les syste`mes de´veloppe´s commencent a` prendre la
forme d’agre´gats de modules ge´ne´riques inde´pendants, se rapprochant de la structure
des syste`mes actuels.
Ce deuxie`me cycle de confe´rences a donc mis au grand jour la ne´cessite´ de fragmenter une
taˆche d’extraction d’information devenue trop complexe en une se´rie de fonctionnalite´s
inde´pendantes, concept phare des syste`mes actuels.
Le troisie`me et dernier cycle est compose´ des confe´rences MUC-6 (1995) et MUC-7
(1998). MUC-6 marque un profond tournant pour ces campagnes d’e´valuation. En effet,
trois nouvelles taches sont introduites et la taˆche initiale est simplifie´e afin de re´pondre
aux nouveaux objectifs fixe´s par le comite´ scientifique de l’e´poque. Retenant les lec¸ons
des cycles pre´ce´dents, MUC-6 se donne pour programme de concevoir des syste`mes
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Figure 1.2: Exemple de formulaire d’extraction au cours de la confe´rence MUC-3[3]
inde´pendants, portables et faciles d’utilisation. Au cours de cette confe´rence, les organi-
sateurs veulent encourager la production de travaux pouvant contribuer a` des modules
de compre´hension profonde des documents [9, 10]. Concernant cette proble´matique
spe´cifique, trois taˆches sont envisage´es : la re´solution de core´fe´rences, la de´sambiguisation
lexicale et la de´tection de structures pre´dicat-argument. Baptise´ semEval, ce poˆle de re-
cherche devant regrouper ces trois taˆches ne pre´sentera que la re´solution des core´fe´rences
lors de la confe´rence, les proble´matiques e´tant encore trop re´centes pour eˆtre traite´es en
temps et en heure par les participants. Concernant l’aspect portabilite´ et facilite´ d’uti-
lisation, un mini-MUC est mis en place en paralle`le. Au cours de cette compe´tition le
formulaire traditionnel d’extraction d’information est simplifie´. Le nombre de champs
passe de 24 a` 6, un formulaire additionnel d’entite´es est e´galement propose´ (template
Element). Toujours dans l’esprit de cre´er des modules de traitement de plus en plus
inde´pendants, on voit alors apparaˆıtre les premiers syste`mes de reconnaissance d’entite´s
nomme´es (EN).
MUC-6 est donc compose´ au final des taˆches suivantes :
— Entite´s Nomme´es
— Core´fe´rence
— Formulaire des entite´s (Template Element)
— Formulaire des sce´narios (Scenario Template, correspondant au template tradi-
tionnel des MUCS)
Ce programme certes ambitieux pour l’e´poque se focalise sur la ne´cessite´ de se´parer les
taˆches en modules inde´pendants, chacun spe´cialise´ dans l’extraction d’un type d’infor-
mation pre´cis. Cette organisation de la taˆche d’extraction d’information sous la forme
de modules constitue la principale innovation de cette sixie`me confe´rence.
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Les corpus fournis sont de taille infe´rieure et mis a` disposition des participants plus tar-
divement avant le de´but de la compe´tition. De ce fait, cette confe´rence voit se multiplier
les me´thodes probabilistes et les syste`mes a` base d’apprentissage (automates a` e´tats-
finis, re´seaux de neurones, ...). Les niveaux de performances atteints pour chacune des
taˆches de´finies commencent a` eˆtre inte´ressants. Pour la taˆche sur les entite´s nomme´es,
des F-mesures supe´rieures a` 90% sont atteintes par plusieurs syste`mes. Concernant le
formulaire des entite´s les performances sont de l’ordre de 75 % pour le rappel et de 86
% pour la pre´cision, pour le formulaire sce´nario (ou mini-MUC ) le rappel et la pre´cision
sont respectivement de l’ordre de 50% et de 70 %. Ces re´sultats prometteurs, au sortir de
MUC-6, attestent de la ne´cessite´ de de´composer la taˆche d’extraction d’information pour
d’une part obtenir des re´sultats probants et d’autre part pour faciliter la conception de
syste`mes ge´ne´riques inde´pendants. Si d’importants progre`s sont encore a` re´aliser pour
permettre la portabilite´ des syste`mes, le bilan de MUC-6 est en grande partie conforme
aux objectifs fixe´s pre´alablement par le comite´ scientifique de l’e´poque.
Organise´ trois ans plus tard, MUC-7 ne fera pas autant d’e´mules que MUC-6, peu
de choses nouvelles sont a` noter. Paralle`lement a` MUC-6 et MUC-7, une campagne
d’e´valuation multilingue en extraction d’information a e´te´ organise´e : MET (Mutlilingual
Entity Task). Cette confe´rence a permis, entre autres, le de´veloppement de syste`mes de
reconnaissance d’entite´s nomme´es pour l’espagnol, le japonais et le chinois, expatriant
avec succe`s cette taˆche du monde anglophone vers les autres langues.
Ce dernier cycle de la se´rie des MUC, meˆme s’il s’ache`ve brutalement, n’en reste pas
moins fondamental au regard de l’e´volution de la taˆche d’extraction d’information et
plus pre´cisement de la taˆche de reconnaissance des entite´s nomme´es. Apre`s ce rapide
survol des confe´rences MUC, conside´rons a` pre´sent la taˆche de reconnaissance sur les
entite´s nomme´es de plus pre`s, puisqu’elle est au coeur de notre proble´matique.
1.2.2 Reconnaissance d’entite´s nomme´es au sein des confe´rences MUCs
La taˆche spe´cifique de reconnaissance des entite´s nomme´es est apparue lors du troisie`me
cycle des confe´rences MUC (MUC-6) et sera e´galement pre´sente dans la septie`me et
dernie`re confe´rence MUC. L’inte´reˆt pour ce type d’information s’explique par le fait
qu’elles sont pre´sentes dans tout type de texte, quel que soit le domaine (ge´ne´ricite´).
La de´tection et la reconnaissance de ces entite´s constituent donc un point de passage
obligatoire pour tout syste`me cherchant a` extraire l’information pertinente contenue
dans un texte. La taˆche d’extraction et de reconnaissance d’entite´s nomme´es lors de
MUC-6 s’est focalise´e sur trois types d’entite´s nomme´es.
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ENAMEX : pour les noms de personnes, d’organisations et de lieux. Les sous-types
sont : PERSON, ORGANISATION et LOCATION
TIMEX : pour les expressions temporelles. Les sous types sont : DATE et TIME.
NUMEX : pour les expressions nume´riques. Les sous-types sont : MONEY et PERCENT.
Lors de la sixie`me confe´rence MUC, la taˆche d’extraction d’entite´s nomme´es consistait
a` annoter les entite´s nomme´es de type ENAMEX, TIMES et NUMEX comme illustre´
dans la Figure 1.3.
Figure 1.3: Exemple d’annotation d’entite´s nomme´es (MUC-6)[3]
Les performances atteintes lors de ces deux campagnes d’e´valuation furent remarquables.
Lors de la confe´rence MUC-6, les documents a` e´tudier e´taient des de´peˆches portant sur
des changements de position dans les entreprises. Lors de la compe´tition, vingt syste`mes
furent teste´s sur cette base de donne´es (15 participants). Sur la totalite´ des syste`mes,
plus de la moitie´ affichent des taux combine´s de rappel et de pre´cision supe´rieurs a` 90%.
Le meilleur d’entre eux obtient une F-mesure de 96%. Ces re´sultats inattendus sont
d’autant plus impressionnants qu’ils approchent des performances humaines. Ne´anmoins,
comme le font remarquer B. Sundheim [11] et R. Grishman [10], ces performances sont a`
appre´cier en tenant compte du fait que les corpus d’e´valuation sont homoge`nes, de tre`s
bonne qualite´ re´dactionnelle, et en nombre relativement restreint (30 exemples). Des
performances du meˆme ordre de grandeur furent constate´es lors de la confe´rence MUC-
7. Toutefois, les performances paˆtirent un peu de l’augmentation de la complexite´ des
documents (le meilleur syste`me n’obtient que 92 % de rappel et 95 % de pre´cision). Ceci
s’explique par l’ajout des expressions temporelles relatives dans la cate´gorie TIMEX, et
par le fait que le corpus d’entrainement soit d’un autre domaine (accidents d’avions)
que celui de test (lancements de satellites).
Force est donc de constater que la taˆche de reconnaissance des entite´s nomme´es fut un
re´el succe`s pour les confe´rences MUC. Les re´sultats e´tant tre`s vite devenus prometteurs,
cette taˆche suscita beaucoup d’engouement de la part des participants et des utilisateurs
potentiels. Les syste`mes devenant de plus en plus ge´ne´riques et de plus en plus faciles
d’utilisation, les entreprises et le gouvernement commencent a` s’inte´resser de pre`s a` ces
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derniers. Tant et si bien qu’a` l’issue de MUC-6, deux syste`mes sont commercialise´s et
d’autres inte´gre´s dans des syste`mes gouvernementaux d’analyse de textes.
Ces dix anne´es de Confe´rences ame´ricaines Message Understanding ont permis de faire
conside´rablement e´voluer la de´finition de la taˆche d’extraction d’information ainsi que
les syste`mes de traitement associe´s. Ceci a permis de sensibiliser les entreprises et les
gouvernenements sur l’importance de traiter ce genre de taˆche afin de faire e´voluer le
traitement automatique de documents.
La de´finition de l’extraction d’information continue d’e´voluer, elle tend a` devenir de plus
en plus spe´cifique et a` s’inte´resser a` des e´le´ments de plus en plus pre´cis dans le texte.
Cette e´volution ne simplifie en rien le proble`me initial et les syste`mes deviennent de plus
en plus spe´cifiques. Le fait de limiter la diversite´ des types d’information a` reconnaˆıtre
n’empeˆche pas les syste`mes produits d’eˆtre complexes car l’information reste difficile a`
extraire. C’est ainsi que, compte tenu de ces dernie`res e´volutions et de la ne´cessite´ de
prendre en compte la re´alite´ des applications industrielles, l’extraction d’information a
progressivement pris un caracte`re modulaire, se de´composant en plusieurs fonctionnalite´s
autonomes.
Suite a` cette se´rie de confe´rences, de nombreuses autres campagnes d’e´valuation ont e´te´
mises en place permettant d’avancer un peu plus dans le de´veloppement de cette taˆche
nouvelle.
1.2.2.1 Les autres confe´rences et projets traitant des entite´s nomme´es
Nous avons de´ja` e´voque´ les deux campagnes MET, organise´es paralle`lement a` MUC-6
puis MUC-7, et de´die´es a` la reconnaissance des entite´s nomme´es dans d’autres langues
que l’anglais en l’occurence l’espagnol, le chinois et le japonais [12]. Ces deux campagnes
bien que peu me´diatise´es et informelles ont motive´ diverses expe´rimentations et favorise´
la conception de syste`mes inde´pendants de la langue employe´e. On voit donc apparaˆıtre
les premiers syste`mes proposant des performances inte´ressantes sur la de´tection et la
reconnaissance des entite´s nomme´es dans des corpus de nature journalistiques espagnol,
chinois et japonais. Imme´diatement apre`s ce premier pas vers des syste`mes multi-lingues,
le projet d’e´valuation IREX (Information Retrieval and Extraction Exercise) fait son
apparition au Japon. L’objectif des organisateurs [13] e´tait de re´aliser des confe´rences
proches du fonctionnement des cycles MUC, en e´valuant des syste`mes d’extraction d’en-
tite´s nomme´es sur des bases communes et en partageant donne´es et expe´riences. Une
quinzaine de syste`mes ont e´te´ mis en compe´titions sur des textes extraits de quotidients
nippons. Les scores obtenus ont e´te´ tre`s encourageants (certains syste`mes atteignent des
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F-mesures supe´rieures a` 80% [14]). En 2002 et 2003, CoNLL (Conference on Compu-
tational Natural Language Learning) a propose´ une taˆche de reconnaissance d’entite´s
nomme´es, pour l’espagnol et le hollandais dans un premier temps, puis pour l’anglais
et l’allemand. Cette confe´rence a re´unit plus d’une dizaine de participants a` chaque
fois [15].
En France, la campagne ESTER (2002-2006) inte´gre´e au projet EVALDA a propose´ une
taˆche d’e´valuation de syste`mes de transcription d’e´missions radiophoniques en langue
franc¸aise. Ces transcriptions ayant e´te´ au pre´alable enrichies par un ensemble d’infor-
mations annexes dont le marquage des entite´s nomme´es.
S’attachant encore d’avantage a` l’aspect multilingue, la campagne HAREM proposa
quant a` elle une e´valuation pour le portugais (portugais du Portugal, du Bre´sil d’Afrique
et d’Asie). Elle re´unit pre`s de 10 participants autour de corpus de natures diverses, issus
de journaux, de courrier e´lectroniques, de fictions, de rapports techniques ou encore de
pages web [16].
Il importe e´galement d’e´voquer le programme ACE, mis en œuvre de 2000 a` 2004. Ce
programme de recherche entend poursuivre des travaux dans la meˆme direction que
les confe´rences MUC, a` savoir la de´tection des entite´s nomme´es, des e´ve´nements et des
relations entre ces e´le´ments sur la langue anglaise. Cependant l’accent est plus centre´ sur
la mise au point de technologies que sur le traitement d’applications spe´cifiques. En ce qui
concerne la taˆche d’analyse de texte en elle-meˆme, la proble´matique est un peu diffe´rente
de celle de MUC. L’objectif dans ACE est plus complexe et plus pre´cis, la compre´hension
des e´le´ments au sein des entite´s nomme´es est devenue essentielle. Il ne s’agit plus ici
d’extraire une chaˆıne de caracte`res mais bien d’essayer d’extraire le concept d’entite´
nomme´e en elle-meˆme. Cela implique donc une annotation beaucoup plus pointue des
entite´s nomme´es. Ne´anmoins, le nombre de types d’entite´s nomme´es diffe´rentes reste le
meˆme (PERSONNE, ORGANISATION et LIEU). Certaines modifications ont toutefois
e´te´ apporte´es afin que ces groupes couvrent un plus grand ensemble de cas. Compare´
aux confe´rences MUC, le niveau d’abstraction de compre´hension du texte s’est e´le´ve´
d’un cran.
Pour finir, on ne peut passer sous silence, le projet Quaero de 2008 a` 2013 [6]. Ce
grand projet europe´en est fonde´ sur un consortium public-prive´ unique de 32 parte-
naires franco-allemands. Il est compose´ de groupes industriels, de PME, de laboratoires
et d’institutions publiques, a` la pointe dans leur domaine de recherche. Coordonne´ par
Technicolor, Quaero mobilise plus de 1000 doctorants, chercheurs, inge´nieurs et admi-
nistratifs. Quaero fe´de`re un grand nombre de partenaires de tous horizons. Au sein de
cet immense projet europe´en, l’extraction des entite´s nomme´es a bien entendu une place
de choix. La de´finition des entite´s nomme´es a une nouvelle fois e´volue´ pour devenir des
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entite´s nomme´es e´tendues permettant de couvrir tous les cas ne´cessaires. C’est pour-
quoi elles contiennent de´sormais de nouveaux types (civilisations, fonctions, ...) et des
expressions construites autour de noms communs. Nous sommes donc bien loin des 3
types d’entite´s nomme´es de´finis au cours des confe´rences MUC.
1.3 Descriptions de quelques syste`mes d’extraction d’EN
existants
Place´es sur le devant de la sce`ne a` l’occasion des confe´rences MUC, les entite´s nomme´es
n’ont depuis cesse´ de motiver d’autres projets ou campagnes d’e´valuation, favorisant ainsi
de nombreux travaux. Beaucoup de syste`mes ont vu le jour depuis, les plus performants
ont e´te´ re´pertorie´s dans plusieurs e´tudes [14, 17–20].
Dans cette partie, nous allons dans un premier temps nous atteler a` de´tailler les diffe´rents
indices et re`gles possibles pour reconnaˆıtre ces informations si utiles aux syste`mes d’ex-
traction d’information. Puis nous passerons rapidement en revue quelques syste`mes
d’extraction applique´s a` diffe´rents domaines. Finalement nous ferons un point sur les
e´le´ments et aspects essentiels a` la reconnaissance d’entite´s nomme´es.
1.3.1 Reconnaissance d’entite´s nomme´es : indices et re`gles
Comment reconnaˆıtre des entite´es nomme´es dans des textes ? voila l’essence meˆme du
proble`me. Avant de se lancer dans la conception d’un syste`me de reconnaissance EN,
il nous faut d’abord passer en revue les diffe´rents indices ou re`gles afin de faciliter le
travail de nos futurs syste`mes. Ces re`gles ou indices peuvent eˆtre tre`s intuitifs ou base´s
sur une e´tude approfondie de la se´mantique du document.
1.3.1.1 Comment identifier une entite´ nomme´e ?
D.McDonald propose, dans un article abondamment cite´ depuis sa parution [21], les
indices internes (internal evidence) et indices externes (external evidence). Les indices
internes concernent tous les e´le´ments se trouvant a` l’inte´rieur d’une unite´ lexicale ou
d’un syntagme (groupe d’unite´ lexicales) pouvant amener a` la de´tection d’une entite´e
nomme´e. En ge´ne´ral, ces derniers permettent dans 9 cas sur 10 de trouver directement
l’entite´ nomme´e. Il faut cependant les utiliser avec parcimonie car ils peuvent entraˆıner
dans certains cas des confusions majeures menant a` d’importantes baisses de perfor-
mance des syste`mes. Afin d’illustrer ce proble`me, prenons un exemple simple d’indice :
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la pre´sence ou non de majuscule dans le mot. Les noms de famille, les pre´noms, les noms
d’entreprise contiennent souvent des majuscules. Cependant, en franc¸ais le premier mot
de chaque phrase contient e´galement une majuscule qu’il s’agisse d’une EN ou non. La
majuscule manifeste donc la pre´sence potentielle d’une EN mais ne permet pas de la
cate´goriser a` 100%.
— Jessica Alba
— J. ALBA
— le roi Louis XV
— Microsoft Inc.
En plus des indices internes, on peut ajouter les indices externes aux EN ou preuves
externes. Il s’agit dans ce cas la` de mots introduisant des EN, l’exemple le plus simple
est Monsieur, Madame. Ces e´le´ments appele´s communement amorces (trigger words)
peuvent eˆtre des mots, des abbre´viations pre´ce´dant ou suivant re´gulie`rement une entite´
nomme´e. Ils ne font pas partie de l’EN en elle-meˆme mais leur pre´sence indique la
possibilite´ d’avoir une entite´ nomme´e juste apre`s, par exemple :
— Le pre´sident Hollande, Mme Martin
— Ge´ne´ral De Gaulle
— l’entraˆıneur Claude Onesta
— the Coca-cola compagny
La frontie`re entre les deux types d’indices est fine. Elle de´pend de la limite que l’on
souhaite pour l’entite´ nomme´e notamment quand il s’agit d’un titre (ge´ne´ral, pre´sident,
etc.). Qu’elles soient internes ou externes, ces preuves ou indices constituent des infor-
mations primordiales pour le bon fonctionnement d’un syste`me de reconnaissance d’EN.
D’autres informations peuvent e´galement eˆtre prises en compte, l’utilisation d’un lexique
par exemple. Un lexique ou base de connaissance lexicale a pour but de de´crire le sens,
la relation et les emplois d’un ensemble de mots. Il peut prendre diffe´rentes formes
en fonction du niveau d’abstraction ne´cessaire : dictionnaire, grammaire, the´saurus ou
terminologie [22]. Il s’agit d’apporter au syste`me des connaissances a priori sur des in-
formations a` reconnaˆıtre dans le document. Dans le cadre de la reconnaissance d’EN,
les lexiques sont ge´ne´ralement des listes de mots associe´s a` des cate´gories se´mantiques
(personnes, lieux, ...). L’utilisation de lexiques a e´te´ initie´e de`s MUC-6 et bien que
controverse´e demeure tre`s re´pandue a` l’heure actuelle.
La plupart des syste`mes actuels d’extraction d’EN se sont base´s sur la combinaison des
connaissances contenues dans ces informations contextuelles et lexicales. Elles consti-
tuent les deux sources de connaissances les plus fiables pour ce type de taˆche.
H. Shinyama et S. Sekine ont cherche´ a` ajouter d’autres types d’e´le´ments informatifs
dans leur syste`me d’annotation d’EN afin de traiter les EN rares pour lesquelles il est
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difficile d’avoir acce`s aux informations cite´es plus haut [23]. Dans ce cas, ils proposent
d’exploiter des corpus de meˆme nature afin d’ajouter de l’information supple´mentaire
sur l’apparition des mots recherche´s. Leur hypothe`se est la suivante : e´tant donne´s deux
corpus de textes journalistiques aligne´s sur la base de leur date de parution (articles
publie´s le meˆme jour), un mot pour lequel on observe un pic de fre´quence similaire entre
les deux corpus a de fortes chances d’eˆtre une entite´e nomme´e. En effet, une meˆme
entite´ nomme´e ne peut varier de fac¸on conse´quente entre deux articles traitant du meˆme
sujet au meˆme instant. Utilisant deux corpus journalistiques de 1995, Los Angeles Times
et Reuters, les auteurs ont observe´ la fre´quence d’apparition de deux mots “killed” et
”yigal”, soit un verbe et le nom de l’assassin du premier ministre israelien Yitzhak
Rabin, de´ce´de´ le 7 novembre 1995. Le verbe ”killed” apparait de manie`re re´gulie`re dans
l’ensemble du corpus e´tudie´ tout au long de l’anne´e, on en de´duit qu’il s’agit d’un mot
commun. Concernant le nom de l’assassin ”yigal” sa fre´quence a fortement augmente´ sur
une tre`s courte pe´riode, ce comportement conduit a` penser que ce mot est probablement
une entite´ nomme´e.
Les auteurs ont renforce´ leur approche en ajoutant des parame`tres supple´mentaires
comme la variation du nombre d’articles publie´s par jour, le de´lai de publication, etc.
Ils sont arrive´s a` la conclusion que l’aspect temporel est un indice important pour le
repe´rage des entite´s nomme´es. Cependant, cette technique comporte quelques de´fauts.
Elle ne permet pas de reconnaˆıtre un grand nombre d’entite´s nomme´es et surtout elle ne
permet en aucun cas de les classer. Les auteurs insistent sur le fait que cette approche
doit eˆtre utilise´e en comple´ment des indices internes et externes et des lexiques de´finis
plus haut afin d’assurer une performance correcte des syste`mes.
Nous avons mis en avant les diffe´rentes informations a` prendre en compte afin de produire
un syste`me de reconnaissance d’EN performant. La partie suivante est consacre´e a` la
description des diffe´rentes manie`res d’acque´rir et d’exploiter les EN.
1.3.1.2 Comment de´crire les entite´s nomme´es ?
En TAL, on distingue traditionnellement deux grandes approches, l’approche dite lin-
guistique ou symbolique, et l’approche dite statistique.
La premie`re est base´e sur l’intuition humaine, l’ope´rateur construit manuellement des
mode`les d’analyse, sous la forme de patrons d’extraction. Ces patrons sont ge´ne´ralement
compose´s d’un ensemble de re`gles morpho-syntaxique et de diverses ressources annexes
comme des lexiques ou des grammaires. La reconnaissance d’entite´s nomme´es a majo-
ritairement e´te´ effectue´e suivant cette approche dans les anne´es 1990 notamment au
cours des confe´rences MUCs. En effet, les EN ont des caracte´ristiques particulie`res bien
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adapte´es a` la reconnaissance par re`gles linguistiques. Par exemple, si un pre´nom connu
(connaissance issue d’un lexique) pre´ce`de un mot inconnu commenc¸ant par une maju-
sule, alors l’entite´ nomme´e peut eˆtre e´tique´te´e comme un nom de personne ; ou bien : si
un mot inconnu est suivi du mot (ou la forme) Inc., alors il s’agit d’un nom d’organi-
sation. Ici, les re`gles sont grandement simplifie´es car la segmentation pre´cise de l’entite´
nomme´e ne´cessite des re`gles beaucoup plus complexes mais l’essentiel de l’approche y est
re´sume´. Cette approche permet de ge´rer des cas difficiles et peu pre´sents dans la base,
elle est e´galement plus pre´cise que son homologue probabiliste. Le proble`me de ce type
d’approche est bien entendu le temps de mise en place. En effet, un expert linguiste-
informaticien met plusieurs mois a` produire un ensemble de re`gles assez robustes pour
avoir des performances correctes sur le corpus a` e´tudier. De plus, il n’est pas dit que
l’expert ne passe pas a` cote´ de certaines re`gles pouvant apporter des informations dis-
criminantes supple´mentaires.
Dans la deuxie`me approche, l’ope´rateur a beaucoup moins d’impact sur le fonction-
nement interne du syste`me. L’objectif est de cre´er des mode`les d’analyse a` partir de
volumes importants de donne´es. Ces donne´es sont appele´es donne´es d’apprentissage, le
volume doit eˆtre assez conse´quent pour couvrir le maximum de variations au sein du
corpus. Plus la base d’apprentissage est grande plus les mode`les seront longs a` eˆtre mis
en place mais plus ils seront robustes. Les me´thodes employe´es sont diverses et varie´es,
elles peuvent prendre la forme d’arbres de de´cisions, de mode`les probabilistes, de Mode`les
de Markov Cache´es, de Champs Ale´atoires Conditionnels, etc. Avec le de´veloppement
important de l’apprentissage statistique, ces me´thodes sont de plus en plus utilise´es en
TAL et dans beaucoup de domaines voisins (reconnaissance de la parole, reconnaissance
d’e´criture manuscrite, etc). Elles tendent a` remplacer les syste`mes a` base de re`gles. Ce
type de syste`me pre´sente l’avantage de pouvoir eˆtre facilement transpose´ a` des domaines
voisins ou a` des proble`mes le´ge`rement diffe´rents, il est e´galement plus robuste au bruit.
La proble`me de cette approche re´side dans la ne´cessite´ de posse´der un corpus annote´.
La solution ide´ale semble eˆtre comme souvent un compromis entre ces deux me´thodes.
Ces approches de types hybrides ou mixtes sont rendues possibles graˆce a` la maturite´
acquise a` la suite des confe´rences MUCs.
La partie suivante de´taille des exemples concrets de syste`mes permettant la reconnais-
sance des EN.
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1.3.2 Quelques syste`mes de re´fe´rence
N. Friburger passe en revue dans son manuscrit de the`se [20] un grand nombre de
syste`mes de reconnaissance d’entite´s nomme´es, qu’ils soient symboliques, a` base d’ap-
prentissage statistique ou hybrides. Dans cette partie, nous pre´senterons un syste`me par
approche en TAL puis un syste`me dans un domaine transversal la reconnaissance de la
parole.
1.3.2.1 Un exemple de syste`mes symbolique : laSIE
De´veloppe´ a` l’Universite´ de Sheffield dans les anne´es 90, le syste`me LaSIE [24] fut initia-
lement conc¸u dans le cadre d’un projet de recherche autour de l’extraction d’information
et plus pre´cisement du traitement naturel de la langue. L’objectif e´tait bien sur de parti-
ciper a` la compe´tition de la confe´rence MUC-6. Les auteurs ont choisi de mettre en place
un syste`me inte´gre´ contenant au sein d’une seule et meˆme architecture plusieurs mo-
dules capables de re´pondre aux diffe´rentes taˆches propose´es. Ils imbriquent trois e´tapes
successives, premie`rement une analyse lexicale, puis une analyse se´mantique et enfin
une classification des e´le´ments a` trouver. Se conformant aux exigences de la confe´rence
MUC-6, ce syste`me posse`de une chaˆıne de traitement modulaire prenant en entre´e un
document et produit en sortie un fichier respectant les templates de l’e´valuation.
La premie`re e´tape est divise´e en un ensemble d’ope´rations toutes modulaires permet-
tant de re´pondre au mieux a` la proble´matique. On y trouve une segmentation en mots
(transformation du flux de caracte`res en chaˆıne d’unite´s ou tokenization), un e´tiquetage
des parties du discours a` l’aide de la me´thode Transformation-Based Error-Driven Lear-
ning d’E Brill [25] (me´thode a` base de re`gles couple´e a` une phase d’apprentissage),
une lemmatisation et l’ e´tiquetage d’entite´s nomme´es sur la base de lexiques de noms
propres et de lexiques spe´cialise´s comprenant des mots amorces. Cette phase corres-
pond en quelques sorte a` l’e´tape de compre´hension globale du document. Seule l’e´tape
d’e´tiquetage des parties du discours base´e sur la me´thode d’E Brill contient une partie
apprentissage statistique, l’e´tiquetage des EN est re´alise´ par une simple interrogation de
lexique (look-up).
La deuxie`me e´tape collecte les informations re´cupe´re´es pre´ce´demment et effectue une
analyse se´mantique par le biais de l’utilisation de grammaires. Au cours de cette analyse
une recherche des entite´s nomme´es “e´videntes” est effectue´e. Suivant un ensemble de
re`gles de´finies au pre´alable (environ 200 dont presque la moitie´ pour les noms d’orga-
nisations), le syste`me extrait les EN et les classifie. La complexite´ de ces re`gles diffe`re
en fonction du type d’EN, elles vont d’une simple suite de majuscules a` l’apparition de
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certains mots cle´s discriminants (”Inc”, “Monsieur”, etc.). Ci-apre`s un exemple de re`gle
de reconnaissance d’entite´ nomme´e utilise´e dans LaSIE :
ORGAN_NP -> NAMES_NP ’&’ NAMES_NP
Cette re`gle ([24]) signifie que la se´quence de´signe un syntagme nom d’organisation
La troisie`me et dernie`re e´tape proce`de a` l’analyse finale du discours, elle effectue l’anno-
tation comple`te des entite´s nomme´es a` partir des diffe´rentes e´tapes pre´alables . C’est a`
cette e´tage que les proble`mes de core´fe´rence sont re´gle´s a` l’aide d’un ensemble d’heuris-
tiques de´finies au pre´alable. Ces heuristiques prennent en compte le contexte de de´cision
par exemple si dans un texte un nom d’organisation est reconnu correctement, et que des
abbre´viations ou des variantes de ce meˆme nom d’organisation sont reconnues, elles se
verront attribuer la meˆme classe d’appartenance (l’organisation redondante). Ces re`gles
sont construites manuellement, aucun module d’apprentissage n’est utilise´, il s’agit ici
d’une phase de look-up permettant d’enrichir les annotations du syste`me.
Au final, LaSIE est un syste`me inte´gre´ d’analyse de textes entie`rement fonde´ sur une
approche linguistique ; les re´sultats obtenus lors de MUC-6 pour la taˆche de reconnais-
sance des entite´s nomme´es furent de 0.91 de F-mesure, et pour MUC-7 de 0.85 (perfor-
mance re´alise´e par LASIE-II, pour plus de pre´cision, se reporter a` [26]. A la suite de
cette description d’un syste`me de reconnaissance d’entite´s nomme´es de type symbolique,
conside´rons a` pre´sent un exemple a` base d’apprentissage.
1.3.2.2 Un exemple de syste`me a` base d’apprentissage : MENE
Le syste`me MENE 1 a e´te´ pre´sente´ pour la premie`re fois a` MUC-7 (1998) par l’Univer-
site´ de New-York. Conc¸u par [27], MENE est un syste`me de reconnaissance d’entite´s
nomme´es base´ sur le principe d’entropie maximale. A` l’origine grandeur thermodyna-
mique mesurant le degre´ de de´sordre de la matie`re, le principe de l’entropie a e´te´ adapte´
a` la the´orie de l’information par C. Shannon. Cette mesure correspond a` l’incertitude
lie´e a` la distribution d’un e´ve´nement ale´atoire. Transpose´e a` la reconnaissance d’entite´s
nomme´es, un classifieur a` entropie maximale permet d’obtenir une sortie probabiliste
informant sur la probabilite´ d’apparition des caracte`res. En utilisant ce principe, on doit
au cours du cycle d’apprentissage parvenir a` re´aliser l’e´tiquetage souhaite´ (correspon-
dant a` la ve´rite´ terrain) tout en restant le moins spe´cifique possible afin que le syste`me
soit ge´ne´rique. Il est impe´ratif de garder le plus d’inde´cisions possibles dans le syste`me
tout en essayant de maximiser la probabilite´ de la bonne solution. Comme tout syste`me
1. Maximum Entropy Named Entity
Historique de la de´tection et la reconnaissance d’entite´s nomme´es 21
d’apprentissage statistique, il ne´cessite la mise en place d’un ensemble de caracte´ristiques
correspondant a` la repre´sentation machine des documents a` analyser. A. Borthwick et
al. ont utilise´ un ensemble de descripteurs divise´s en 5 sous ensembles :
Descripteurs Binaires : descripteurs pouvant prendre 2 valeurs 0 ou 1 repre´sentant la
pre´sence ou non d’un ensemble d’e´ve´nements (majuscules,caracte`res nume´riques,
etc.).
Descripteurs lexicaux : descripteurs issus du contexte lexical de l’unite´ conse´de´re´e.
Ils correspondent a` un ensemble de re`gles base´es sur la pre´sence ou non de pre´fixes,
suffixes ou mots amorces. Par exemple si un mot est pre´ce´de´ du mot ”Mrs”
ou ”Mr” il y a une forte probabilite´ pour que le mot suivant soit une EN (ces
descripteurs sont e´galement binaires).
Descripteurs textuels : descripteurs indiquant la position spatiale de l’information
dans la structure du texte, c’est-a`-dire la localisation de l’unite´ dans le titre, le
re´sume´, le corps du document, etc.
Descripteurs issus de dictionnaires : descripteurs signalant l’appartenance d’une
unite´ a` l’un de ces cinq e´tats possibles, “start, continue, end, unique, other”,
sur la base d’une re´cupe´ration des informations contenues dans des dictionnaires
de noms propres. Ainsi, a` partir de la connaissance de l’unite´ British Airways
contenue dans le dictionnaire, si l’expression on British Airways Flight 962 est
rencontre´e, alors elle se voit attribuer la caracte´ristique “other start end other
other”. Cela signifie que l’EN commence au deuxe`me mot de l’expression et finie
au troisie`me (British Airways). MENE exploite de la sorte diffe´rentes ressources
comme des dictionnaires de noms de personnes, d’organisations, d’universite´s, de
re´gions, ainsi que des sigles d’entreprises. Les auteurs insistent sur l’importance
de ce type de caracte´ristiques pour leur syste`me.
Descripteurs externes : descripteurs issus d’autres syste`mes de reconnaissance d’en-
tite´s nomme´es (entite´s de´ja` reconnues avec un score de confiance e´leve´, etc).
Une fois l’ensemble de ces descripteurs collecte´, MENE utilise un classifieur a` maximum
d’entropie (e´quivalent de la re´gression logistique cf section 2.3.4.1) pour l’annotation
d’entite´s nomme´es dans la base de test. Lors de la compe´tition MUC-7, ce syste`me
afficha 0.92 de F-mesure sur le corpus d’entrainement et 0.84 sur le corpus de test.
Rappelons que durant cette confe´rence, le changement de domaine entre le corpus d’en-
traˆınement (sur les accidents d’avion) et le corpus de test (sur les lancements des satel-
lites), ne fut pas annonce´ par les organisateurs de la compe´tition et prit par suprise la
quasi totalite´ des syste`mes a` apprentissage statistique participants. Nous avons ici l’illus-
tration de l’un des points faibles de ce type de syste`me, ne´cessitant de nouveau corpus
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d’apprentissage pour pouvoir fonctionner sur des domaines tre`s diffe´rents, contrairement
aux syste`mes symboliques qui si leur re`gles sont bien structure´es [19] sont facilement
adaptables a` d’autres dictionnaires de mots a` reconnaˆıtre.
Quoi qu’il en soit, les re´sultats obtenus par MENE sont tre`s inte´ressants. Ces derniers
varient bien suˆr en fonction de la quantite´ de donne´es disponibles pour l’apprentissage :
avec 20 documents MENE propose une F-mesure de 0.8 mais monte a` 0.92 avec 425
documents. Toutefois, le syste`me maximise sa performance quand il est combine´ avec
d’autres syste`mes, de type symbolique, tels que IsoQuest [28] , Manitoba [29] ou Proteus
[30]. Dans ce cas de figure, MENE affiche alors, sur le corpus d’entraˆınement de MUC-
7, 0.97 de F-mesure. Ainsi, A. Borthwick et al. confirme l’inte´reˆt de l’utilisation de
me´thodes de type hybride combinant une me´thode symbolique et une a` apprentissage
statistique, l’une pouvant pallier les de´fauts ou insuffisances de l’autre. C’est ce postulat
que D. Lin s’applique a` mettre en œuvre.
1.3.2.3 Un exemple de syste`me mixte : travail de D. Lin.
Pour la compe´tition MUC-7, D.Lin [29] a propose´ une extension du syste`me symbo-
lique re´alise´ par l’Universite´ de Manitoba lors de MUC-6, extension consistant a` ajouter
un module d’enrichissement et de ge´ne´ration automatique de re`gles de reconnaissance
d’entite´s nomme´es sur la base de donne´es quantitatives au syste`me initial. Le processus
d’annotation des entite´s nomme´es ope`re en deux passes : la premie`re construit a` partir
d’un corpus traite´ par le syste`me intial (annotation comple`te et analyse syntaxique),
une base de donne´es de bigrammes de mots a` partir de laquelle sont ensuite ge´ne´re´es
de nouvelles re`gles. L’annotation des EN a` cette e´tape n’est pas encore de´finitive, elle
sera valide´e par la deuxie`me passe qui exploite les informations issues de la premie`re
passe. La construction de la base de bigrammes de mots est effectue´e graˆce a` un par-
seur (MINIPAR), chaque bigramme est stocke´ avec sa fre´quence d’apparition. L’auteur
propose de concate´ner ces informations contextuelles au sein d’un meˆme vecteur appele´
“dependency triple”. Ce vecteur prend la forme suivante, (word, relation, relative) ou` les
champs “word”, “relation” et “relative” correspondent respectivement au mot du corpus
concerne´, son bigramme et la relation grammaticale reliant les deux champs pre´ce´dents.
Chaque mot du corpus est stocke´ dans la base suivant ce protocole :
review, V :comp1 :N, acquisition=3 signifie que le verbe to review a eu trois fois
le nom acquisition en relation objet dans le corpus analyse´
review, N :nn :N, admission=2 signifie que le nom review a eu deux fois le nom
admission en relation modifieur de nom dans le corpus analyse´
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La base de donne´es contient au total 22 millions de mots. Une fois construite, cette base
de donne´es est exploite´e par deux me´canismes :
1. Un me´canisme de ge´ne´ration automatique de re`gles d’annotation d’entite´s nomme´es
e´videntes ;
2. Un me´canisme d’annotation des entite´s nomme´es inconnues.
Rappelons avant tout que le syste`me initial propose´ par l’Universite´ de Manitoba est
purement linguistique (base´ sur des re`gles). Il exploite des patrons a` base d’automates
a` e´tats finis, tirant profit de ressources lexicales tout comme des formes de surface du
texte a` traiter. D.Lin part du principe que le contexte d’apparition d’une entite´ nomme´e
constitue une information vitale pour sa cate´gorisation (indice externe). Le contexte ainsi
que la fre´quence ont e´te´ re´sume´s pour l’ensemble du corpus dans la base de donne´es, il
est alors facile d’observer la re´partition de ces informations pour en de´duire des sche´mas
d’annotations. L’auteur explique par exemple que sur 33 occurences de noms propres
pre´ce´de´s de la se´quence managing director, 26 sont classe´es comme faisant partie de
la cate´gorie d’organisation. Graˆce a` cette e´tude, 3600 re`gles permettant d’annoter des
entite´s nomme´es contenant ou e´tant des noms propres ont pu eˆtre mise en place. Cepen-
dant, certaines observations ne semblent pas eˆtre conditionne´es par des re`gles e´videntes,
dans ce cas aucune classification suˆre n’est de´duite. A ce stade, l’on dispose donc d’un
ensemble de re`gles permettant de de´tecter les informations souhaite´es, cependant, la
complexite´ de certaines entite´s nomme´es (variabilite´, etc) rend la mise en place de re`gles
robustes tre`s difficile manuellement. Afin de palier ce proble`me, l’ide´e est de laisser la
me´thode de´finit ses propres re`gles a` l’aide d’un apprentissage statistique.
C’est ici qu’intervient le second me´canisme qui a pour but de classifier ces entite´s
nomme´es “difficiles”. Ce syste`me est compose´ d’un classifieur baye´sien naif qui permet
de calculer des probabilite´s conditionnelles.
L’objectif final est de pre´dire la cate´gorie d’une entite´ nomme´e a` partir d’un ensemble
de caracte´ristiques. Ces caracte´ristiques sont tre`s simples, elles sont la concatenation de
tous les vecteurs de de´pendance triple en rapport avec la se´quence a` analyser. L’humain
ne pouvant en tirer une re`gle logique, on laisse l’algorithme le faire lui-meˆme. Il n’y
a aucune assurance que toutes les entite´s nomme´es soient bien classifie´es a` l’issue de
l’apprentissage, il est possible que l’ensemble des caracte´ristiques fournit ne soit pas
assez discriminant pour obtenir des frontie`res parfaites entre les classes. Il est donc
ne´cessaire de faire des tests de performance sur une base de validation afin de ve´rifier
le bon fonctionnement du syste`me. Une fois les deux me´canismes re´alise´s, le syste`me
atteint une F-mesure de 86% performance salue´e par la confe´rence MUC-7.
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Nous venons de de´crire trois syste`mes proposant trois approches diffe´rentes pour la recon-
naissance d’entite´s nomme´es. Ces trois syste`mes reposent sur les meˆmes types d’indices
mais les exploitent de manie`res diffe´rentes. Toutefois, ces derniers parviennent tous a` pas-
ser les 85% de F-mesure lors des compe´titions MUC. Ces trois syste`mes fonctionnaient
sur des documents electroniques, il n’y avait donc pas besoin d’e´tage de transcription
comme c’est le cas par exemple dans des domaines voisins comme la reconnaissance de
la parole ou la reconnaissance d’e´criture imprime´e. Qu’en-est-il de ces autres domaines ?
Dans quelle mesure la difficulte´ est-elle augmente´e ? C’est ce que nous allons examiner
dans le paragraphe suivant.
1.3.3 Domaine Transversaux : Extraction d’entite´s nomme´es a` partir
de donne´es bruite´es
Miller et al. [5] analyse la de´gradation des syste`mes d’extraction d’entite´s nomme´es
en fonction des erreurs de reconnaissance des syste`mes de transcription en traitement
automatique de la parole (journaux te´le´vise´s) et de l’e´criture imprime´e (journaux). Ils
e´tudient e´galement l’influence de la taille de la base d’apprentissage sur des syste`mes
d’extraction issus de donne´es propres et bruite´es.
Avec le de´veloppement des me´dias dans le monde, les volumes de donne´es a` traiter sont
devenus de plus en plus importants, trop importants pour que des ope´rateurs classent
manuellement les documents concerne´s. Des syste`mes automatiques de traitement ont
alors vu le jour pour des signaux audios (ASR : Automatic Speech Recogntion) et pour
les documents imprime´s ou manuscrits (OCR : Optical Character Recognition). Ces
syste`mes ont e´volue´ depuis la date de publication (2000), a` l’e´poque les ASR sur des
journaux te´le´vise´s avaient encore un taux d’erreurs assez e´le´ve´ entre 14 et 28% no-
tament a` cause de la pre´sence importante de mots hors vocabulaire dans ce type de
signal. Les OCR e´taient eux de´ja` robustes a` l’e´poque sur des documents imprime´s no-
tamment lorsque l’impression e´tait en haute re´solution. Lorsque cela n’est pas le cas, les
erreurs e´taient de l’ordre de 20%. Les auteurs disposaient d’une base audio comprenant
100 heures de l’e´mission Broadcast News divise´es en 114 e´pisodes. 98 e´pisodes ont e´te´
se´lectionne´s pour la base d’apprentissage (640 000 mots) et 16 e´pisodes pour le test (160
000 mots). Pour la base de documents imprime´s, il s’agissait du corpus University of
Washington English Image Database ajoute´ au corpus de la confe´rence MUC-6. 690 000
mots ont e´te´ utilise´s pour l’apprentissage et 20 000 pour le test.
L’ide´e centrale de cette publication est qu’un syste`me de transcription peut ne pas
reconnaˆıtre des informations tre`s utiles pour la reconnaissance d’EN, typiquement la
casse et la ponctuation.
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Afin de valider cette intuition les auteurs proposent plusieurs expe´riences. Une premie`re
base´e uniquement sur la pre´sence ou non d’e´le´ments juge´s important comme la ponctua-
tion et les majuscules que les syste`mes de transcription automatique ont tendance a` mal
reconnaˆıtre (cette e´tude est uniquement effectue´e sur la base audio). Dans un deuxie`me
temps, une e´tude quantitative de l’influence du taux d’erreur de l’e´tage de transcrip-
tion en fonction de la F-Mesure de l’extracteur d’EN pour la base audio et imprime´s
est re´alise´e. Finalement, la dernie`re analyse concerne l’influence de la taille de la base
d’apprentissage pour 2 transcriptions ayant respectivement 0% et 15% d’erreur mot.
1.3.3.1 Expe´rience 1 : Influence des majuscules, minuscules et de la ponc-
tuation
Dans un premier temps a` partir d’une transcription parfaite, les auteurs ont cre´e´ trois
bases aux proprie´te´es particulie`res. La premie`re ne comporte aucune minuscule, la
deuxie`me aucune ponctuation et la dernie`re ni l’une ni l’autre.
Table 1.1: Influence de la pre´sence de majusucles et de la ponctuation [5]
Majuscule/Minuscule Majuscule seulement
(F-mesure) (F-mesure)
Avec ponctuation 92.4 90.1
Sans ponctuation 91.0 89.0
On observe que l’absence de diffe´renciation majuscule/minuscule entraine une baisse de
2.3%, et que l’absence de ponctuation entraine une diminution de 1.4%. Les auteurs
mettent en avant le fait que la somme des pertes individuelles est supe´rieure a` la perte
globale ce qui indique que dans certain cas l’absence comple`te des deux parame`tres
re´soud le proble`me.
1.3.3.2 Expe´rience 2 : Influence de l’erreur mot
Sur cette meˆme base, les auteurs ont effectue´ des tests de performances a` partir de
l’extracteur d’EN IdentiFinder le syste`me le plus performant a` l’e´poque de la publi-
cation prenant en entre´e les sorties de tous les syste`mes de transcription automatique
de la langue de la campagne d’e´valuation Hub-4 en 1998 [31]. A l’aide d’une inter-
polation line´aire, les auteurs ont pu mettre en avant qu’en moyenne 1% d’erreur mot
supple´mentaire entraine une perte de 0.7% de F-mesure.
Le meˆme test a e´te´ effectue´ sur la reconnaissance d’e´criture imprime´e a` l’aide du syste`me
de´crit par [32] sur la base du Wall Street Journal (1.3 millions de lettres). Afin d’e´valuer
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l’influence de la de´gradation de la transcription initiale, un OCR est utilise´ sur les
documents en haute de´finition (2.7% d’erreur mot), sur des images de´grade´es (13.7%
d’erreur mot) et sur des images de´grade´es sans mode`le interne de langage (19.1 % d’erreur
mot). L’interpolation line´aire effectue´e sur les re´sultats obtenus montre une diminution
de 0.6% de F-mesure pour 1% d’erreur mot supple´mentaire.
1.3.3.3 Expe´rience 3 : Influence de la taille de la base d’apprentissage
Les auteurs ont e´galement effectue´ une autre expe´rience permettant d’observer l’influence
de la taille de la base d’apprentissage sur les deux taˆches cite´es plus haut. Pour la
reconnaissance de la parole, ils ont se´lectionne´ deux ve´rite´s terrain une a` 0% d’erreur
mot et une a` 15%, le syste`me d’extraction est entraine´ sur des bases d’apprentissage
allant de 30 000 a` 1 200 00 mots. Une fois l’interpolation effectue´e, on remarque que
plus la taille de la base d’apprentissage est grande plus la F-mesure est e´leve´e, cependant
l’e´cart entre les deux courbes reste quasi identique. On peut en conclure que l’e´cart entre
les deux courbes est lie´ a` des erreurs sur des mots peu fre´quents dans la base, l’augmenter
ne change pas le proble`me initial.
Pour la reconnaissance d’e´criture imprime´e, l’expe´rience a e´te´ effectue´e selon les meˆmes
transcriptions que pre´ce´demment, la transcription parfaite (0% WER), la transcription
a` partir d’images hautes de´finition (2.7 % d’erreur mot), celle sur des images de´grade´es
(13.7% d’erreur mot) et finalement celle sur des images de´grade´es sans mode`le de lan-
gage (19.1 % d’erreur mot). Les re´sultats obtenus ont la meˆme tendance que pour la
reconnaissance de la parole, l’augmentation de la base d’apprentissage augmente les per-
formances globales des syste`mes mais jamais les erreurs initiales de transcription ne sont
compense´es.
Dans cette partie, nous avons mis en avant les difficulte´s apporte´es par le bruit dans
les signaux a` reconnaˆıtre. Nous avons vu que pour la reconnaissance de la parole et de
l’e´criture manuscrite la performance du syste`me et le taux d’erreur mot de la transcrip-
tion semblent eˆtre lie´s par une fonction line´aire. Cependant, ces deux taˆches ne proposent
pas des documents aussi bruite´s que les travaux sur l’e´criture manuscrite. Dans quelle
mesure les performances vont-elles eˆtre affecte´es ? Est-ce la raison pour laquelle tre`s peu
voir aucune e´tude n’a e´te´ publie´e sur la reconnaissance d’EN dans ce type de document ?
1.3.4 Conclusion
Dans ce chapitre, nous avons vu l’importance des EN dans l’extraction d’informations
pertinentes pour la classification de documents ou la compre´hension profonde de ces
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derniers. Les EN sont en effet l’essence meˆme du contenu d’un document. Le cycle des
confe´rences MUC a permis de mettre en commun les ressources de plusieurs laboratoires
de recherche afin de faire e´voluer l’extraction d’informations automatique dans des do-
cuments. Les EN ont e´te´ au centre des proble´matiques de MUC-6, cette confe´rence a
mis en avant la complexite´ de la de´tection de ce type d’informations. Depuis, beaucoup
de projets se sont succe´de´s exigeant des performances de plus en plus grandes sur des
corpus de plus en plus difficiles. En effet, de par la ne´cessite´ de traiter des corpus de plus
en plus grands et varie´s, le nombre d’entite´s nomme´es diffe´rentes n’a cesse´ d’augmenter,
complexifiant ainsi le proble`me. Nous avons e´galement pre´sente´ les diffe´rents e´le´ments
permettant de cre´er un syste`me d’extraction d’entite´s nomme´es performant. Les indices
internes et externes de D. McDonald [21] sont des e´le´ments incontournables pour pa-
rame´trer des syste`mes performants dans la re´alisation de cette taˆche. La de´tection de
ces patterns ou mots amorces facilite e´norme´ment l’extraction des EN. Ils nous faudra
donc construire un syste`me robuste de de´tections de ces e´le´ments dans des documents
manuscrits. Cela implique la mise en place d’outils permettant la de´tection de mots cle´s
(Monsieur, Madame), d’expressions alpha-nume´rique (nume´ros de re´fe´rence, nume´ros
de te´le´phone, etc.). La de´tection de l’ensemble de ces e´le´ments permettra alors d’avoir
les localisations probables des entite´s nomme´es dans le document. L’ensemble de ces
positions sera alors exploite´ dans un deuxie`me e´tage qui effectuera une reconnaissance
mot afin d’extraire les EN. Nos travaux se plac¸ant dans le cadre de la de´tection et la
reconnaissance d’EN dans des documents manuscrits non-contraints, nous ajoutons a`
un proble`me de´ja` complexe les difficulte´s lie´s a` la reconnaissance de l’e´criture manus-
crite (bruit, variabilite´, etc.). Afin de palier l’ensemble des difficulte´s, deux types de
syste`mes s’opposent : les syste`mes a` base de re`gles et les syste`mes a` base d’apprentis-
sage statistique. Dans ces travaux, nous proposons d’utiliser des me´thodes a` apprentis-
sage statistique. Le second chapitre de cette the`se sera consacre´ entie`rement a` une vue
d’ensemble des me´thodes statistiques utilise´es pour traiter des documents manuscrits.
Nous de´taillerons bien e´videmment les me´thodes a` l’e´tat de l’art, comme les Champs
de Markov Cache´s ou les syste`mes hybrides a` base de re´seaux de neurones re´currents
(BLSTM-CTC).
Chapitre 2
Mode`les se´quentiels pour la
reconnaissance d’e´criture
manuscrite
2.1 Introduction
Pour proposer des e´le´ments de re´ponse a` la de´tection et la reconnaissance des entite´s
nomme´es, nous avons besoin d’un syste`me effectuant la reconnaissance d’e´criture ma-
nuscrite. Nous avons opte´ pour l’utilisation de me´thodes a` apprentissage statistique.
C’est-a`-dire des me´thodes qui vont eˆtre entraˆıne´es a` traiter une taˆche spe´cifique graˆce a`
un processus d’apprentissage sur de nombreux exemples e´tiquete´s. L’e´criture manuscrite
e´tant se´quentielle (se´quence de caracte`res), nous allons utiliser des mode`les statistiques
dynamiques capables de traiter des se´quences. La mode´lisation de l’e´criture manuscrite
ne´cessite des outils statistiques performants en raison de sa grande variabilite´ et du ni-
veau e´leve´ de bruit dans les images. Beaucoup de travaux ont e´te´ publie´s sur ce sujet
[33–40], les syste`mes utilise´s sont varie´s. Parmis ceux-ci, les Mode`le de Markov Cache´s
(MMC) sont des mode`les ge´ne´ratifs encore tre`s prise´s des chercheurs actuellement. On
trouve e´galement des me´thodes discriminantes comme les Re´seaux de Neurones Artifi-
ciels (RNA) et les Champs Ale´atoires Conditionnels (CAC). Les me´thodes hybrides com-
binant des e´tages discriminants et des e´tages ge´ne´ratifs ou de programmation dynamique
ont apporte´ des perspectives nouvelles en reconnaissance de l’e´criture en ame´liorant si-
gnificativement les performances [41–45]. Re´cemment, les BLSTM (Bidirectionnal Long
Short Term Memory) combine´s au CTC [46] (Connectionist Temporal Classification)
ont prouve´ qu’ils e´taient la structure hybride la plus performante en classification de
se´quences [1, 47].
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Dans cette partie, nous commenc¸ons par poser le proble`me de la reconnaissance d’e´criture
manuscrite, puis nous de´crivons les mode`les se´quentiels ge´ne´ratifs (MMC [48]) et dis-
criminants (CAC [49–51], Champs Ale´atoires Conditionnels Cache´s (CACC) [52]) apre`s
quelques rappels fondamentaux. Nous terminons ce chapitre par la pre´sentation des
me´thodes hybrides alliant les qualite´s des mode`les ge´ne´ratifs et discriminants qui per-
mettent a` l’heure actuelle d’avoir les meilleures performances dans le domaine de la
reconnaissance de l’e´criture manuscrite.
2.2 Mode´lisation de l’e´criture manuscrite
2.2.1 Mode´lisation du proble`me
L’objectif est de donner une transcription ASCII d’une image contenant un ou des mots
manuscrits.
Afin d’obtenir cette transcription il faut contourner plusieurs proble`mes, comme la va-
riabilite´ de l’e´criture. En effet, la forme des lettres diffe`re d’une personne a` une autre (cf
Figure 2.1).
Figure 2.1: Exemple de variations de l’e´criture manuscrite : le chiffre 3
E´tant donne´ que nous travaillons sur l’e´criture cursive, la seconde difficulte´ est de trouver
le de´but et la fin de chacun des caracte`res du mot pre´sents dans l’image afin de pouvoir
les reconnaˆıtre (paradoxe de Sayre [53]). Cette taˆche, appele´e segmentation, est difficile
meˆme pour un eˆtre humain. En effet, en e´criture cursive par exemple, une ligature entre
deux lettres est difficile a` classifier car on ne peut pas dire pre´cisement quand finit le
premier caracte`re et quand de´bute le deuxie`me.
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On peut ajouter a` cela la qualite´ du document qui peut contenir plus ou moins de bruit
nuisant au bon de´roulement de la reconnaissance (rature, e´criture tre`s serre´e, ect.), voir
la Figure 2.2.
Figure 2.2: Exemple de document tre`s bruite´ : lettres de Gutenberg
Dans des documents manuscrits, la prise en compte des de´pendances entre les pixels
(ou contexte) est essentielle pour fournir de bonnes de´cisions. Dans ces travaux, nous
proposons de distinguer trois niveaux de de´pendances (cf Figure 2.3) : Premie`rement
les de´pendances proches entre les pixels qui forment un morceau de caracte`re comme la
boucle d’un g, la barre d’un t, etc Deuxie`mement les de´pendances moyennes entre les
pixels qui forment un caracte`re complet. Finalement les de´pendances lointaines qui lient
les caracte`res entre eux ou les mots entre eux si l’on travaille sur de la reconnaissance
de lignes manuscrites comple`tes.
Dans le cadre de cette the`se nous avons opte´ pour des approches base´es sur des mode`les
graphiques. Ge´ne´ralement, ces me´thodes sont des mode`les statistiques capables de mode´liser
des de´pendances complexes entre des ensembles variables a` l’aide d’une e´tape dˆıte d’ap-
prentissage. Comme un enfant apprend a` lire, ces me´thodes “apprennent” a` l’aide d’un
corpus e´tiquete´ (images de mots dont on connait la transcription) a` reconnaˆıtre les
lettres. Dans la plupart des cas, elles suivent un processus ite´ratif. A chaque ite´ration
une image et sa transcription lui sont pre´sente´es, la me´thode va alors modifier ses pa-
rame`tres internes de fac¸on a` ce que la fonction de de´cision corresponde a` la de´cision
souhaite´e. Cette e´tape est re´pe´te´e autant de fois que ne´cessaire jusqu’a` convergence des
parame`tres.
Pour utiliser ce type de me´thodes, il faut d’abord poser le proble`me de fac¸on mathe´matique.
L’objectif est de reconnaˆıtre les caracte`res d’une se´quence (Y ) pre´sente dans l’image,
on les appelle les labels ou e´tiquettes yj avec yj ∈ Y ou` Y = y1, y2, ..., yn ou` n est le
nombre de caracte`res diffe´rents dans la se´quence. Afin de pouvoir trouver la position
des lettres et les reconnaˆıtre, dans notre cas, nous avons utilise´ ce que l’on appelle une
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De´pendance Moyenne De´pendance Proche De´pendance Longue
De´pendance Longue
Figure 2.3: Sche´ma des trois niveaux de de´pendance dans une image de mots manus-
crits.
segmentation implicite c’est-a`-dire une approche par feneˆtre glissante. Il s’agit d’une
division de l’image en un ensemble de sous-images suffisament petites pour qu’une sous-
image contienne au maximum un caracte`re du mot (cf Figure 2.4). Ces sous-images sont
appele´es trames.
Figure 2.4: Sche´ma explicatif de la segmentation en trames du mot et.
Nous avons choisi d’extraire un ensemble de descripteurs (caracte´ristiques) de chacune
de ces trames afin de fournir un repre´sentation nume´rique compacte de l’image. Ces
caracte´ristiques doivent eˆtre le plus robuste possible vis a` vis de la variation de l’e´criture
manuscrite. L’ide´al est qu’une lettre ait les meˆmes valeurs de caracte´ristiques quelle que
soit sa forme.
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Formellement, on dispose des observations X = (x1, ..., xm) ou` m est le nombre de trames
dans l’image, ou` chaque observation xi est de´finie par un vecteur de caracte´ristiques.
On cherche a` reconnaˆıtre la se´quence de caracte`res situe´e dans l’image, cela revient a`
mode´liser la probabilite´ que la se´quence Y apparaisse sachant l’ensemble des observa-
tions disponibles X, soit P (Y |X). Pour mode´liser ce proble`me, il existe un tre`s grand
nombre de me´thodes. Dans le cadre de nos travaux, nous proposons d’utiliser des mode`les
statistiques graphiques de se´quences. Les diffe´rents types et proprie´te´s de ces derniers
sont pre´sente´s dans la suite de ce chapitre.
2.2.2 Ge´ne´ralite´s sur les mode`les graphiques de se´quences
Un mode`le graphique de se´quences est une notion tre`s visuelle. Afin de donner une
de´finition a` cet e´le´ment fondamental, nous nous appuyons sur [51, 54–56]. Pour faciliter
la visualisation graphique d’une se´quence, on la repre´sente dans la majorite´ des cas par
un graphe. Un graphe est un ensemble de nœuds et de liens mode´lisant les de´pendances
entre ces nœuds. Un nœud mode´lise une variable d’un syste`me, que l’on de´signe comme
un e´tat du mode`le. Il est repre´sente´ graphiquement sous forme d’un cercle. Les e´tats
sont divise´s en deux types : les e´tats dits observables et non-observables. On appelle e´tat
observable un e´tat dont on connait la valeur, par exemple un vecteur de caracte´ristiques
extrait d’une image. Un e´tat non-observable ou e´tat cache´ mode´lise une variable inconnue
(e´tiquette de la se´quence a` trouver, variables internes du mode`le, etc.). La de´pendance
entre deux e´tats (cercles) est repre´sente´e par un lien joignant les deux cercles. Si le lien
est agre´mente´ d’une fle`che, la de´pendance mode´lise´e par ce dernier est dˆıte oriente´e (cf
Figure 2.5). Une de´pendance oriente´e est associe´e a` une de´pendance probabiliste entre
deux variables, une probabilite´ conditionnelle (cf Figure 2.5). Si le lien ne contient aucune
fle`che, la de´pendance mode´lise´e est dˆıte non-oriente´e (cf Figure 2.14). Elle peut-eˆtre
caracte´rise´e par un potentiel (note´ ici φ(X, y)) lie´ aux valeurs des deux nœuds connecte´s
par ce lien. Le fait de passer d’un type de lien a` l’autre (oriente´ et non-oriente´) impacte
fortement la mode´lisation re´alise´e par le mode`le graphique.
Une clique est un ensemble de noeuds tous connecte´s entre eux. Une clique est dˆıte
maximale quand on ne peut ajouter de noeud supple´mentaire sans compromettre l’in-
terconnectivite´ de tous les nœuds pre´sents dans la clique et rompre ainsi le postula de
de´part (interconnectivite´ de tous les noeuds).
Dans la cadre de nos travaux, nous cherchons a` mode´liser une se´quence d’observations
extraite des donne´es fournies. Cette se´quence d’observations ou ensemble d’e´tats obser-
vables est lie´e a` des re´alisations du processus mode´lise´. Le graphe repre´sente les donne´es
disponibles, visibles ou mesurables sur les donne´es d’entre´e du syste`me. Le lien entre ces
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observations et la mode´lisation de la se´quence n’est pas direct, il est souvent ne´cessaire de
passer par un niveau d’interpre´tation sous-jacent compose´ d’e´tats cache´s. Cet ensemble
d’e´tats cache´s correspond a` des e´tats dont les valeurs sont de´duites des valeurs des e´tats
observables et des de´pendances/inde´pendances entre e´tats du mode`le. Le graphe inter-
vient alors pour proposer une factorisation de la distribution d’un ensemble X d’e´tats
observables et d’un ensemble d’e´tiquettes Y non observe´es que l’on souhaite de´terminer.
Le type de liens (oriente´ ou non) entre ces deux ensembles de´finit les deux grandes fa-
milles d’outils statistiques utilise´s actuellement par la communaute´ : les mode`les oriente´s
correspondant principalement aux me´thodes ge´ne´ratives et les mode`les non oriente´s co-
rerspondant aux mode`les discriminants.
Dans la suite de ce chapitre, nous pre´senterons dans le cadre de la reconnaissance
d’e´criture manuscrite, deux mode`les graphiques de se´quences, les MMC (Mode`le de
Markov Cache´s) [48] et les CAC (Champs Ale´atoires Conditonnels) [50] respectivement
ge´ne´ratif et discriminant. Puis nous de´taillerons les approches hybrides me´lant les avan-
tages des me´thodes ge´ne´ratives et discriminantes, notamment le BSLTM-CTC, syste`me
actuellement a` l’e´tat de l’art en classification de se´quence [46].
2.3 Mode`les graphiques se´quentiel ge´ne´ratifs : Les Mode`les
de Markov Cache´s
Dans cette partie, nous commenc¸ons par pre´senter des ge´ne´ralite´s sur les mode`les gra-
phiques ge´ne´ratifs afin d’introduire les concepts de cette cate´gorie de mode`le. Puis nous
de´taillerons l’un des mode`les graphiques se´quentiels ge´ne´ratifs les plus utilise´s : les MMC.
2.3.1 Ge´ne´ralite´s sur les mode`les graphiques ge´ne´ratifs
Dans la suite de ce chapitre, une observation de´finie par une unique valeur est note´e χ.
Une observation de´finie par un vecteur d’observation est note´e x = {χ1, ..., χT }. Finale-
ment, une se´quence d’observations compose´e d’une se´quence de vecteurs d’observations
est note´e X = (x1, ..., xT ) ou` xi = {χi1, ..., χiT }.
2.3.1.1 Mode`le ge´ne´ratif e´le´mentaire
Les mode`les graphiques ge´ne´ratifs mode´lisent une observation conditionnellement a` l’e´tat
cache´ qui lui est associe´. Graphiquement cela se traduit par un lien oriente´ entre l’e´tat
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cache´ y et l’observation χ (cf Figure 2.5). Ce lien correspond a` la probabilite´ condition-
nelle P (observation|etatcache). Cette mode´lisation conduit a` e´crire la probabilite´ jointe
de l’observation et de l’e´tat cache´ sous la forme factorise´e suivante :
P (χ, y) = P (y)P (χ|y) (2.1)
Label
Observation
y
χ
Figure 2.5: Sche´ma d’un mode`le ge´ne´ratif e´le´mentaire mode´lisant le lien entre
l’e´tiquette y a` l’observation χ : P (χ, y) = P (y)P (χ|y)
En ge´ne´ral, on est plutoˆt inte´resse´ par la taˆche de classification, c’est-a`-dire par le calcul
de la probabilite´ a posteriori P (y|χ). Afin d’obtenir la probabilite´ voulue on utilise la
formule de Bayes :
P (y|χ) = P (χ, y)
P (χ)
=
P (χ|y)P (y)
P (χ)
(2.2)
On voit sur cette exemple simple que la re`gle de de´cision de classification conduit a`
inverser le mode`le ge´ne´ratif. Quand on ge´ne´ralise ce mode`le a` un ensemble d’observations
x = {χ1, .., χn}, on parle alors de classifieur Baye´sien Na¨ıf.
2.3.1.2 Le classifieur Baye´sien Na¨ıf
On dispose de plusieurs observations, on peut alors mode´liser le lien entre le vecteur
d’observations x = {χ1, .., χn} et l’e´tat cache´ y en utilisant un classifieur Baye´sien Na¨ıf
(cf Figure 2.6).
Selon ce mode`le, chaque observation χi de´pend de l’e´tat cache´ y :
P (y, x) = P (y)P (x|y) = P (y)P (χ1, ..., χn|y) (2.3)
Les observations χi sont suppose´es inde´pendantes entre elles conditionnellement a` l’e´tat
cache´ y ce qui se traduit sur la graphe par l’absence de lien entre les observations. Ainsi
la probabilite´ d’apparition du vecteur d’observations x conditionne´ a` l’e´tat cache´ y est
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y
χ1 χ2 ... χn−1 χn
Figure 2.6: Sche´ma du classifieur baye´sien na¨ıf mode´lisant le lien entre l’e´tiquette y
et l’ensemble d’observation x = {χ1, .., χn} : P (y, x)
le produit des probabilite´s e´le´mentaires. Finalement le graphe de la Figure 2.6 permet
d’e´crire la probabilite´ jointe P (y, x) selon la formule 2.4.
P (x, y) = P (y)P (x|y) =
n∏
i=1
P (χi|y)P (y) (2.4)
On peut alors ge´ne´raliser ce mode`le a` une se´quence de labels et a` une se´quence d’obser-
vations. Pour cela on utilise les Mode`les de Markov Cache´s.
2.3.2 Mode`les de Markov Cache´s : De´finition et structure
2.3.2.1 Introduction
Les MMC sont ne´s en 1966 au sein d’une e´quipe de recherche dirige´e par L.E Baum [57]
[58]. Leurs travaux proposaient une me´thode de maximisation re´alisant l’apprentissage
de mode`les MMC a` partir d’une seule observation. Il faut attendre 1977 et les travaux de
Dempster, Laird et Rubin [59] proposant l’algorithme Expectation-Maximization (EM)
pour apporter un cadre the´orique solide a` l’estimation des parame`tres de ces mode`les
a` partir d’un seul exemple. La ge´ne´ralisation de cette me´thode d’apprentissage a` un
ensemble de se´quences voit le jour en 1983 avec les travaux de Levinson, Rabiner et
Sondhi [60]. Dans cet article, les auteurs proposent une me´thode d’apprentissage des
MMC base´e sur l’estimation par maximum de vraisemblance. A` partir des anne´es 1980,
la popularite´ des MMC n’a cesse´ de croitre, leur capacite´ a` mode´liser des se´quences
couple´e a` leur base the´orique solide leur a meˆme permis de s’imposer dans certains
domaines d’applications comme la reconnaissance de la parole [48], la reconnaissance de
gestes ou encore la mode´lisation de se´quences ADN [61]. Aujourd’hui encore les MMC
restent un mode`le de re´fe´rence en reconnaissance de l’e´criture manuscrite [33–36].
Les MMC sont des mode`les graphiques probabilistes se´quentiels et ge´ne´ratifs. Les liens
entre les e´tats cache´s et les observations (approche ge´ne´rative) et les liens entre les e´tats
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cache´s (se´quentialite´) sont oriente´s. Ces deux ensembles de liens de´finissent deux pro-
cessus stochastiques, nous appelerons qt ∈ Y le processus repre´sentant l’e´volution des
e´tats cache´s (non-observables) avec Y = {y1, ...yN} et xt ∈ X le processus repre´sentant
la se´quence d’observations ge´ne´re´e par le MMC (vecteur de caracte´ristiques), avec X =
(x1, ..., xT ). Les probabilite´s conditionnelles re´gissant les e´missions des observations en
fonction des e´tats sont note´es : P (xt|qt = yi), la probabilite´ d’apparition d’une ob-
servation xt sachant que l’e´tat cache´ qt est e´gal au label yi. Un meˆme mode`le peut
mode´liser des se´quences d’observations de longueurs diffe´rentes. A` chaque instant, l’e´tat
cache´ qt peut prendre l’une des N valeurs (N classes) possibles. Dans le cas discret
xt ∈ {v1, ..., vM} est un ensemble discret de M observations tandis que dans le cas
continu xt ∈ RM ou` M est la dimension du vecteur de caracte´ristiques.
Afin d’illustrer le fonctionnement d’un MMC, nous nous appuyons sur deux sche´mas.
Le premier sche´ma (Figure 2.7) repre´sente la relation entre la se´quence d’observations
X et la se´quences d’e´tats cache´s Q au cours du temps.
E´tats cache´s
(Q)
Observations
(X)
q1 q2 ... qt ... qT
x1 x2 ... xt ... xT
Figure 2.7: Sche´ma d’un mode`le de Markov Cache´s de´roule´ dans le temps
Le deuxie`me sche´ma (Figure 2.8) repre´sente le mode`le graphique du MMC du mot mot.
Sachant que nous n’avons aucune information sur la dure´e en nombre de trames de
chacune des lettres du mot a` reconnaˆıtre, il est ne´cessaire de permettre au syste`me de
pouvoir s’aligner sur des plages de donne´es de longueur variable. Chacun des e´tats pourra
eˆtre choisi plusieurs fois (probabilite´ d’auto-transition). Ainsi on espe`re que chaque
e´tat sera spe´cialiste d’un morceau de caracte`re (graphe`me) composant le caracte`re a`
mode´liser (de´but, milieu, fin du caracte`re).
2.3.2.2 De´finition
Dans leur forme initiale, les MMC conside`rent les observations discre`tes, des ensembles
de symboles. Ils sont utilise´s notamment sous cette forme en TAL [62].
Posons qt une variable discre`te, Y = {y1, ..., yN} l’ensemble d’e´tats cache´s de cardinal
N et l’ensemble de M symboles observe´s V = {v1, ..., vM}. On de´finit la probabilite´ de
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E´tats cache´s
(Y )
Observations
(X)
m o t
x1 ... xt xt+1 ... xq xq+1 ... xT
Figure 2.8: Sche´ma d’un mode`le de Markov Cache´s Gauche-Droite permettant d’ef-
fectuer la reconnaissance du mot mot
transition de l’e´tat qt−1 vers l’e´tat qt comme la probabilite´ :
aji = P (qt = yi|qt−1 = yj)∀(i, j) ∈ Y 2 (2.5)
La probabilite´ que le premier e´tat observe´ soit l’e´tat yi est donne´e par la probabilite´
initiale pii :
pii = P (q1 = yi) (2.6)
En e´criture matricielle ces deux ensembles de probabilite´s peuvent eˆtre repre´sente´s de
la fac¸on suivante :
A =

P (y1|y1) . . . P (yN |y1))
...
...
...
P (y1|yN ) . . . P (yN |yN ))
 =

a11 . . . a1N
... . . .
...
aN1 . . . aNN
 (2.7)
Π =

P (q1 = y1)
...
P (q1 = yN )
 (2.8)
Les matrices A et Π sont respectivement appele´es matrice de transition et matrice des
probabilite´s intiales. On de´finit e´galement les probabilite´s d’e´missions de l’ensemble du
mode`le par une matrice d’e´mission B de dimension MxN compose´e des probabilite´s
conditionnelles d’e´missions des symboles vk sachant l’e´tat cache´ yi :
Bj(k) = P (vk|qt = yi) =

P (v1|y1) . . . P (vM |y1))
... . . .
...
P (v1|yN ) . . . P (vM |yN ))
 (2.9)
Lorsque les observations sont binaires, des mode`les de Bernouilli peuvent-eˆtre utilise´s.
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En reconnaissance d’e´criture, la plupart des travaux conside`rent des observations conti-
nues car les descripteurs d’images utilise´s ont des valeurs re´elles [33–40]. Dans ce cas
les me´langes de Gaussiennes sont ge´ne´ralement utilise´s pour mode´liser les probabilite´s
d’e´missions des observations.
On associe un me´lange de gaussiennes G = {g1, ..., gn} a` chaque e´tat cache´ yi du mode`le
MMC concerne´. Ainsi, le me´lange mode`lise la densite´ de probabilite´ conditionnelle de
l’apparition de l’observation xt sachant l’e´tat yi, P (xt|qt = yi) a` l’aide du me´lange :
P (xt|qt = yi) =
n∑
g=1
wi,gN (xt;µi,g,Σi,g) (2.10)
ou` N (X;µi,g,Σi,g) est la loi gaussienne de moyenne µi,g et de matrice de covariance
Σi,g et wi,g repre´sente la probabilite´ qu’une observation soit produite en moyenne par
la gieme Gaussienne du me´lange associe´e a` l’e´tat cache´ yi. La matrice de covariance Σi,g
contient n parame`tres qu’il sera ne´cessaire d’estimer lors de la phase d’apprentissage du
mode`le. Dans la pratique, on utilise des matrices Σ diagonales, on re´duit ainsi le nombre
de parame`tres de n2 a` n.
2.3.2.3 Topologie du MMC
Le choix de la topologie du MMC se fait en fonction du proble`me a` traiter. La topologie
d’un MMC est structure´e par les contraintes des valeurs des transitions entre les e´tats
et les probabilite´s initiales. Il existe plusieurs topologies de MMC, chacune ayant des
proprie´te´s particulie`res. Pour la reconnaissance d’e´criture manuscrite, on utilise princi-
palement trois types de topologie : ergodique, gauche-droite et bakis gauche-droite.
Dans les trois prochains sche´mas, l’e´tat grise´ repre´sente l’e´tat non-e´metteur d’entre´e et
de sortie du mode`le MMC.
Un mode`le ergodique est un mode`le MMC sans contrainte au sein duquel toutes les
transitions entre e´tats sont possibles : aij > 0 ∀(i, j) ∈ [1, N ]. Un exemple d’un tel mode`le
est donne´ en Figure 2.9). Il permet de construire toutes les se´quences de caracte`res
contenant les lettres n, o et m (nom,mon,omm,ooommmnnnnnn...).
Un mode`le gauche-droite est un mode`le fortement contraint par les proprie´te´s suivantes :
— aij = 0 ∀j < i seules les transitions vers un e´tat d’indice supe´rieur a` l’e´tat actuel
sont autorise´es ;
— aij = 0 ∀j > i+ δ il n’est possible de transiter que vers des e´tats dont l’indice est
proche (infe´rieur a` i+ δ) de celui de l’e´tat actuel ;
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m o
t
Figure 2.9: Exemple d’un MMC ergodique
— Dans le cas d’un mode`le gauche-droite classique δ = 1.
— La se´quence d’e´tat doit toujours de´buter par le premier e´tat du mode`le (Πi = 1).
Dans la Figure 2.10 et 2.11, ces mode`les permettent uniquement de construire le mot
mot. Le second comporte un saut supple´mentaire qui permet d’absorber l’absence d’un
caracte`re dans la se´quence (mt,ot).
m o t
Figure 2.10: Sche´ma d’un MMC gauche-droite
m o t
Figure 2.11: Sche´ma d’un MMC de Bakis gauche-droite
Le mode`le de Bakis gauche-droite est le plus courant dans la mode´lisation de donne´es
se´quentielles et continues comme la reconnaissance de la parole ou de l’e´criture. Dans le
cas de ce mode`le, δ = 2. Il peut eˆtre inverse´ (droite-gauche) si l’e´criture se lit dans le
sens inverse de l’e´criture latine, c’est le cas en arabe par exemple.
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2.3.3 Mode`les de Markov Cache´s : Apprentissage et De´cision
Afin d’appliquer les MMC a` un proble`me de reconnaissance d’e´criture manuscrite, il faut
re´soudre les trois proble`mes classiques pour l’apprentissage et la de´cision. Ces derniers
ont e´te´ formalise´s dans [48] :
Proble`me 1 : Sachant la se´quence d’observations X = (x1, ..., xT ) et le mode`le λ =
(A,B, pi) comment peut-on calculer P (X|λ) la probabilite´ d’apparition de la
se´quence d’observations X efficacement ?
Proble`me 2 : Sachant la se´quence d’observations X = (x1, ..., xT ) et le mode`le λ =
(A,B, pi) comment trouve-t-on la se´quence d’e´tats cache´s Y = (y1, ..., yn) optimale
(qui ge´ne`re le mieux la se´quence d’observations X) ?
Proble`me 3 : Comment optimiser les parame`tres du mode`le λ = (A,B, pi) afin de
maximiser P (X|λ) ?
Nous donnons maintenant les solutions algorithmiques permettant de re´soudre ces trois
proble`mes. Nous nous appuyerons une fois de plus sur l’article de Rabiner [48].
2.3.3.1 Proble`me 1 : Calcul de la probabilite´ d’e´mission d’une se´quence
On cherche a` calculer la probabilite´ d’e´mission de la se´quence d’observations X par un
mode`le λ : P (X|λ) ou` X = (x1, ..., xT ). Si l’on suppose connue la se´quence d’e´tats cache´s
Y = (y1, ..., yT ), la probabilite´ jointe s’e´crit alors :
P (X,Y |λ) = P (X|Y, λ)P (Y ) (2.11)
ou` P (X|Y, λ) est le mode`le d’attache aux donne´es et P (Y ) le mode`le des connaissances.
En posant l’hypothe`se d’inde´pendance conditionnelle des observations, on obtient la
factorisation de la formule 2.11 qui ne fait intervenir que des termes de la matrice B :
P (X|Y, λ) = P (x1|y1)P (x2|y2)...P (xT |yT ) (2.12)
On applique alors l’hypothe`se de markov d’ordre 1 pour la de´pendance des e´tats entre
eux (p(yt|yt−1, yt−2, ..., y1) = p(yt|yt−1)) :
P (Y ) =
∏
t
P (yt|yt−1) (2.13)
Graˆce aux deux hypothe`ses pre´ce´dentes, on re´e´crit l’e´quation 2.11 en 2.14 :
Mode`les se´quentiels pour la reconnaissance d’e´criture manuscrite 41
P (X,Y |λ) = piy1P (x1|y1)P (y2|y1)P (x2|y2)...P (yT |yT−1)P (xT |yT ) (2.14)
Il existe en tout NT se´quences d’e´tats de longueur T possibles. La probabilite´ que la
se´quence d’observations X apparaisse quelle que soit la se´quence d’e´tat cache´s Y qui
l’ait ge´ne´re´ s’e´crit :
P (X) = P (X|λ) =
∑
Y
P (X,Y |λ) (2.15)
Ce calcul est tre`s couˆteux en temps : 2xTxNT multiplications car il y a NT se´quences
possibles et 2T multiplications a` effectuer pour chaque se´quence. Mais on peut recourir
a` l’utilisation de la programmation dynamique afin d’en diminuer la complexite´.
L’algorithme forward permet de calculer efficacement le score en tenant compte de tous
les chemins d’e´tats possibles. Dans cette section nous allons de´tailler son fonctionnement.
La variable forward αt(i) s’e´crit :
αt(i) = P (x1x2...xt, qt = yi|λ) (2.16)
C’est la probabilite´ que la se´quence partielle Xt = x1x2...xt entraine l’apparition de
l’e´tat yi a` l’instant t sachant les parame`tres du mode`le λ.
Sachant que l’on parcourt l’ensemble des chemins possibles, on remarque que la variable
forward s’e´crit en fonction des variables forward a` l’instant pre´ce´dent :
αt+1(j) =
[
N∑
i=1
αt(i)aij
]
bj(xt+1) avec 1 ≤ t ≤ T − 1 et 1 ≤ j ≤ N (2.17)
Cette factorisation permet alors de calculer P (X|λ) efficacement selon l’algorithme for-
ward ci-dessous :
Initialisation :
α1(i) = piibi(x1) avec 1 ≤ i ≤ N (2.18)
Re´currence :
αt+1(j) =
[
N∑
i=1
αt(i)aij
]
bj(xt+1) avec 1 ≤ t ≤ T − 1 et 1 ≤ j ≤ N (2.19)
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Fin :
P (X|λ) =
N∑
i=1
αt(i) (2.20)
x1
y1
y2
y3
...
yN
α1(i)
x2
y1
y2
y3
...
yN
α2(i)
. . .
xt
y1
y2
y3
...
yN
αt(i)
xt+1
yj
a1j
a2j
a3j
aNj
αt+1(j)
Figure 2.12: Description de l’algorithme forward
Cet algorithme a une complexite´ en O(TN2) nettement infe´rieure aux 2xTxNT de la
formule directe (cf section 2.3.3.1).
Cependant, il se peut que dans certains cas il ne soit pas ne´cessaire d’avoir les scores
de l’ensemble des se´quences possibles. Par exemple durant la phase de de´codage, ou`
l’on veut que le syste`me nous donne la se´quence la plus probable ou si l’on souhaite
segmenter la se´quence en caracte`res. On utilise alors l’algortihme de Viterbi [63]. Son
fonctionnement est tre`s proche de l’algorithme Forward a` la diffe´rence pre`s qu’a` chaque
instant t on n’effectue pas une somme mais une recherche de maximum.
2.3.3.2 Proble`me 2 : Algorithme de Viterbi
On cherche a` de´terminer la se´quence d’e´tats cache´s, c’est a` dire trouver la se´quence
d’e´tats optimale Y ∗ ayant le plus probablement ge´ne´re´ la se´quence d’observations X :
Y ∗ = argmax
Y
[P (Y |X,λ)] = argmax
Y
(
P (X,Y |λ)
P (X)
)
= argmax
Y
[P (X,Y |λ)] (2.21)
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L’algorithme de Viterbi [63] effectue une recherche du meilleur chemin dans l’ensemble
des se´quences Y possibles. Cet ensemble de se´quences est couramment repre´sente´ sous
forme de treillis (cf Figure 2.13). Contrairement a` l’algorithme forward, cet algorithme
permet d’identifier la se´quence d’e´tats cache´s qui maximise la probabilite´ jointe de la
se´quence d’observations et la se´quence d’e´tats cache´s. Chaque de´placement dans le treillis
est associe´ a` un couˆt correspondant a` la probabilite´ de transition entre les deux e´tats
concerne´s. Ces probabilite´s sont cumule´es (multiplication des probabilite´s entre elles)
afin d’obtenir le score global du chemin. Le chemin choisi sera celui qui maximise ce
score.
x1
y1
y2
y3
...
yN
x2
y1
y2
y3
...
yN
. . .
xT−1
y1
y2
y3
...
yN
xT
y1
y2
y3
...
yN
Figure 2.13: Sche´ma repre´sentant le fonctionnement de l’algorithme de Viterbi, en
rouge le chemin optimal de viterbi
La recherche du chemin optimal peut se mettre en œuvre par un algorithme de program-
mation dynamique. En effet, il s’agit de rechercher l’optimum d’une fonction de´composable
et monotone. Donc pour re´soudre la recherche de l’optimum il suffit d’appliquer une poli-
tique de recherche de solutions partielles elles-meˆmes optimum car il n’y a pas d’optimum
locaux sur la fonction a` optimiser.
Posons δt(i), la probabilite´ du meilleur sous-chemin conduisant a` l’e´tat i a` l’instant t en
ayant pris un certain chemin d’e´tats :
δt(i) = maxq1q2q3...qt=yi(P (x1x2x3...xt, q1q2q3...qt = yi|λ)) (2.22)
et Ψt(i), la variable qui me´morise le chemin localement optimal emprunte´ :
Ψt(i) = argmax
j
(δt−1(j)aji) (2.23)
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L’algorithme d’optimisation de Viterbi est alors le suivant :
Initialisation :
— δ1(i) = piibi(x1) avec 1 ≤ i ≤ N
— Ψ1(i) = 0
Re´cursion :
— δt(i) = max
j
(δt−1aji)bi(xt) avec 1 ≤ i ≤ N et 2 ≤ t ≤ T
— Ψt(i) = argmax
j
(δt−1aji) avec 1 ≤ i ≤ N et 2 ≤ t ≤ T
Terminaison :
— P∗ = max
j
(δT (j))
— y∗T = argmax
i
(δT (i))
Calcul du meilleur chemin :
— yt∗ = Ψt+1(yt+1∗) avec t = T − 1, T − 2, ..., 1
La dernie`re e´tape consiste en la recherche du meilleur chemin, elle est couramment
appele´e backtrack. Elle permet d’avoir tous les e´le´ments du chemin optimal a` chaque
instant t, autrement dit la se´quence d’e´tats optimale.
De par sa structure en forme de treillis, l’algorithme de Viterbi peut eˆtre utilise´ sur des
se´quences de grandes tailles. En effet, il existe des solutions d’e´lagage efficaces de fac¸on
a` re´duire la complexite´, l’algorithme beam-search [64, 65] est l’un des plus utilise´. Cette
solution consiste a` faire une se´lection de chemins a` chaque e´tape, e´liminant ainsi les
chemins trop e´loigne´s de la solution optimale (hypothe`ses localement peu probables) en
fonction d’un parame`tre de tole´rance. Sachant que le chemin optimal global ne corres-
pond pas toujours a` la somme des maximums locaux (a` chaque instant t), ce parame`tre
doit eˆtre choisi soigneusement pour e´viter de supprimer des solutions potentiellement
inte´ressantes.
Maintenant que nous avons re´solu les deux premiers proble`mes, il nous faut re´ussir a`
optimiser les parame`tres du mode`le λ = (A,B, pi) afin de maximiser P (O|λ).
2.3.3.3 Proble`me 3 : Apprentissage d’un MMC
Apprendre un MMC revient a` re´pondre a` la question suivante : Comment de´terminer les
parame`tres du HMM (λ = (A,B, pi)) a` partir d’un ensemble d’apprentissage e´tiquete´ ?
Pour cela, on cherche a` partir de l’ensemble d’exemples de se´quences d’observations
fourni, a` “entraˆıner” le mode`le a` ge´ne´rer de mieux en mieux les exemples fournis. Pour
aider notre mode`le a` converger vers une ge´ne´ration de plus en plus performante, on doit
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disposer d’un crite`re permettant de chiffrer l’aptitude du mode`le a` ge´ne´rer une se´quence.
On utilise pour cela la vraisemblance :
L(λ) =
N∑
i=1
log(P (X(n), Y (n)|λ)) (2.24)
ou` X(n) et Y (n) de´signent respectivement la se´quence d’observations et la se´quence
d’e´tats du nie`me exemple. Sachant que l’on ne connait pas la se´quence d’e´tats cache´s au
niveau trames Q = q1q2...qT (car on ne connaˆıt pas la segmentation en caracte`res) il nous
faut estimer les parame`tres en examinant l’ensemble des se´quences d’e´tats possibles que
l’on peut associer a` chaque se´quence d’observations. On utilise pour cela l’algorithme de
Baum-Welch [66].
L’algorithme Baum-Welch est un algorithme forward-backward EM (Expectation-Maximization),
c’est a` dire que l’optimisation se fait en deux temps, la partie Expectation au cours de la-
quelle les donne´es manquantes sont estime´es, et la partie Maximization ou` les nouveaux
parame`tres sont calcule´s en cherchant a` maximiser le crite`re d’apprentissage.
Un algorithme forward-backward permet d’estimer la probabilite´ marginale que l’e´tat qt
a` l’instant t prenne la valeur yi sachant l’ensemble des observationsX : P (qt = yi|X). Elle
est obtenue par une combinaison des probabilite´s forward et backward. La probabilite´
forward, αt(i) = P (x1x2...xt, qt = yi|λ) a e´te´ de´fini en section 2.3.3.1. La probabilite´
backward est la probabilite´ que l’e´tat qt prenne la valeur yi quel que soit le chemin
d’e´tats cache´s qui sera emprunte´ apre`s cet e´tat jusqu’a` la fin de la se´quence :
βt(i) = P (xt+1...xT , qt = yi) =
∑
j
βt+1(j)ai,jbj(xt+1) (2.25)
avec βT (i) = 1.
On parcourt donc l’ensemble des observations deux fois dans deux sens diffe´rents : for-
ward (0 → T ) et backward (T → 0). On obtient ainsi une probabilite´ locale a` contexte
tre`s large (toute la se´quence) :
γt(i) = P (qt = yi|X) = p(qt = yi, X)
P (X)
=
αt(i)βt(i)∑
j αt(j)βt(j)
(2.26)
Dans la cadre d’un apprentissage MMC cela se de´roule de la fac¸on suivante :
E´tape E : Estimation des variables manquantes : αt(i), βt(i), γt(i)
E´tape M : Calcul des nouveaux parame`tres qui maximisent la vraisemblance :
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— aij =
∑N
n=1
∑T−1
t=1 α
(n)
t (i)aj,ibj(x
(n)
t+1)β
(n)
t+1(i)∑N
n=1
∑T−1
t=1 α
(n)
t (i)β
(n)
t (i)
— bi(x) =
∑N
n=1
∑
t=1,xt=k
γ
(n)
t (i)∑N
n=1
∑
t=1 γ
(n)
t (i)
— pii =
1
N
∑N
n=1 γ
(n)
t (i)
— Calcul du crite`re : L(λj+1) =
∑N
i=1 log(P (X
(n), Y (n)|λ))
Boucle : Ite´rer E puis M tant que la vraisemblance augmente.
Cet algorithme converge vers un optimum local. Comme tout algorithme d’apprentissage,
l’algorithme de Baum-Welch est sensible au sur-apprentissage, il est ne´cessaire de bien
controˆler la progression de l’apprentissage a` l’aide d’une base de validation afin d’e´viter
que le mode`le produit soit trop proche de la base d’apprentissage.
L’un des avantages majeurs des MMC est qu’ils peuvent eˆtre appris suivant une me´thode
d’apprentissage embarque´e. C’est-a`-dire qu’ils ne ne´cessitent pas de connaˆıtre la segmen-
tation des observations. C’est le cas par exemple dans la plupart des bases d’e´criture
manuscrite ou` l’on dispose de la transcription du mot contenu dans l’image mais ou` la po-
sition des diffe´rents caracte`res n’est pas renseigne´e. Les mode`les de caracte`res concate´ne´s
pour former des mode`les de mots permettent aux MMC de s’aligner sur une se´quence
d’observations du mot correspondant ce qui permet de fournir une estimation statistique
de la pre´sence des caracte`res sur chacune des trames de l’image. Au fur et a` mesure de
l’avancement de l’apprentissage, cette estimation sera de plus en plus pre´cise jusqu’a`
convergence de l’algorithme. A la convergence, les mode`les de caracte`res ont e´te´ appris
sans jamais avoir proce´de´ a` la segmentation du mot en caracte`res.
2.3.3.4 MMC pour la reconnaissance d’e´criture manuscrite
Graˆce aux me´langes de Gaussiennes, les MMC continus posse`dent une haute capacite´
mode´lisante leur permettant de classifier des se´quences temporelles tre`s variables. Ce-
pendant, ils posse`dent certaines limites qui peuvent de´grader leurs performances. Outre
le fait que le crite`re d’apprentissage maximise une probabilite´ jointe (P (X,Y )) et non le
crite`re de de´cision qui sera utilise´ au moment de la reconnaissance (P (Y |X)), les MMC
se basent sur des calculs de vraisemblances qui ne sont pas normalise´s et sont donc
difficilement interpre´tables. De plus, la mode´lisation locale sur une seule observation a`
chaque instant t (a` cause de l’hypothe`se d’inde´pendance des observations) constitue une
limite importante pour la mode´lisation se´quentielle car on ne prend en compte qu’un
contexte temporel limite´. On sait e´galement que la mode´lisation des donne´es a` l’aide de
distributions gaussiennes ne permet pas l’usage de vecteurs de caracte´ristiques de taille
trop importante ce qui conduit a` une estimation peu pre´cise des probabilite´s locales
d’apparition.
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y {λy}
χ
{λy;χ}
Figure 2.14: Sche´ma d’un mode`le discriminant e´le´mentaire liant l’e´tiquette y et l’e´tat
observe´ χ : φ(χ, y).
Des mode`les discriminant tels que les Champs Ale´atoires Conditionnels (CAC) [49, 50]
semblent posse´der des proprie´te´s the´oriques paliant les limitations des MMC. Ils sont
de´taille´s dans la section suivante.
2.3.4 Mode`le graphique se´quentiel discriminant : Champs Ale´atoires
Conditionnels
Dans cette section, nous commenc¸ons par pre´senter des ge´ne´ralite´s sur les mode`les dis-
criminants, puis nous de´taillons la re´gression logistique afin d’introduire la pre´sentation
des champs ale´atoires conditionnels.
2.3.4.1 Ge´ne´ralite´s sur les mode`les discriminants
Contrairement a` leurs homologues ge´ne´ratifs, les mode`les discriminants permettent de
mode´liser les frontie`res entre les classes du proble`me donne´ (dans notre cas les ca-
racte`res). De ce fait, ils se focalisent directement sur la fonction de de´cision qui nous
inte´resse : la probabilite´ conditionnelle de l’e´tiquette y sachant l’observation χ, P (y|χ).
La Figure 2.14 repre´sente un mode`le graphique discriminant e´le´mentaire, on parle alors
de re´gression logistique e´le´mentaire. Ici le lien entre l’e´tiquette y et l’observation χ n’est
pas oriente´, il est caracte´rise´ par une valeur nume´rique, un potentiel note´ φ(χ, y) qui est
lie´ aux valeurs des noeuds χ, y et le poids asssocie´ λy avec φ(χ, y) = exp(λy.χ) :
P (y|χ) = 1
Z(χ)
φ(χ, y)) =
φ(χ, y)∑
i φ(χ, yi)
(2.27)
Ce mode`le e´le´mentaire se ge´ne´ralise aisement au cas a` plusieurs observations (x =
{χ1, χ2, ..., χn}) pour donner le mode`le de classification e´le´mentaire, appele´ couram-
ment re´gression logistique repre´sente´e par la Figure 2.15. Les liens de ce graphe e´tant
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non-oriente´s, la caracte´risation des de´pendances entre l’e´tat y et les observations x =
{χ1, χ2, ..., χn} est re´alise´e par les poids λy,i qui ponde`rent chaque arc.
Finalement la contribution de chaque observation a` l’e´tat y re´sulte de la somme des
contribution, soit :
Cy,x =
∑
i
λy,i.χi (2.28)
On peut de´river cette formule pour se conformer a` un mode`le multiplicatif et de´crire la
contribution de chaque observation sous la forme suivante :
φ(y, x) =
∏
i
exp(λy,i.χi) (2.29)
On de´duit alors la probabilite´ conditionnelle de l’e´tat y par le rapport des fonctions :
P (y|x) = φ(y, x)
φ(x)
=
φ(y, x)∑
y′ φ(y
′, x)
=
φ(y, x)
Z(x)
(2.30)
On obtient donc directement la probabilite´ conditionnelle (mode`le discriminant) contrai-
rement aux mode`les ge´ne´ratifs qui fournit la probabilite´ jointe (cf equation 2.4). Afin
de simplifier les notations et de faire le lien avec les mode`les pre´sente´s dans la section
suivante, plutoˆt que de de´finir des parame`tres λ pour chacune des valeurs possibles
de l’e´tiquette y, il est possible de de´finir des fonctions de caracte´ristiques {f1, ..., fK}
(feature functions) non nulles uniquement pour une seule valeur de cette e´tiquette, on
obtient alors :
P (y|X) = 1
Z(x)
exp(
K∑
k=1
λkfk(y, χk)) (2.31)
2.3.4.2 Champs Ale´atoire Conditionnels : De´finition
Les Champs Ale´atoires Conditionnels (CAC) [49, 50] sont la ge´ne´ralisation se´quentielle
de la re´gression logistique. Un mode`le graphique de type CAC est compose´ d’un ensemble
de re´gressions logistiques contraintes par une hypothe`se de Markov d’ordre 1 (cf Figure
2.16).
A` l’inverse du MMC, le CAC mode´lise directement la probabilite´ conditionnelle P (Q =
Y |X). La probabilite´ que la se´quence d’e´tats Q = q1q2...qT prenne pour valeur une
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y {λy}
χ1 ... χn
{λy,1} {λy,n}
Figure 2.15: Sche´ma d’un mode`le de re´gression logistique e´le´mentaire liant l’e´tiquette
y a` l’ensemble d’e´tats observe´s x = {χ1, ..., χn} : P (y|x)
Q q1 q2λl ... qT
X x1
λk
... xT
Λ
Figure 2.16: Repre´sentation graphique d’un Champs Ale´atoire Conditionnel
certaine se´quence de labels dans l’ensemble {y1y2...yn} des labels possibles est donne´e
par la formule suivante :
P (Y |X) = 1
Z(X)
exp
(∑
t
∑
m
λmfm(X, qt−1 = yj , qt = yi)
)
P (Y |X) = exp (
∑
t
∑
m λmfm(X, qt−1 = yj , qt = yi)∑
y,y′ exp (
∑
t
∑
m λmfm(X, qt−1 = y′, qt = y)
(2.32)
Le de´nominateur Z(X) =
∑
y,y′ exp (
∑
t
∑
m λmfm(X, qt−1 = y
′, qt = y) agit ici comme
facteur de normalisation afin d’obtenir une probabilite´. C’est la fonction de partition.
On distingue deux types de fonctions de caracte´ristiques :
— Les fonctions de caracte´ristiques d’e´missions f(X, qt = yi), comme pour la re´gression
logistique (cf section 2.3.4.1), mate´rialise´es en rouge sur la Figure 2.16.
— Les fonctions de caracte´ristiques de transitions f(qt−1 = yj , qt = yi) associe´es aux
poids λl qui traduisent le mode`le markovien d’ordre 1 mode´lisant la de´pendance
entre l’occurence de deux e´tats conse´cutifs qt et qt−1, mate´rialise´es en vert sur la
Figure 2.16.
On peut donc e´crire :
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M∑
m
λmfm(X, qt−1 = yj , qt = yi) =
K∑
k=1
λkfk(X, qt = yi)+
K+i.n∑
l=K+(i−1).n+1
λlfl(qt−1 = yj , qt = yi)
(2.33)
ou` l comptabilise l’ensemble des n transitions depuis chacun des n labels pre´ce´dents
possibles vers le label courant yi, et ou` M = K + n
2 de´signe le nombre total de ca-
racte´ristiques (de transition et d’e´mission)
Les poids λ sont les parame`tres du mode`le, ils re´gissent la structure du mode`le et devront
eˆtre optimise´s au cours de la phase d’apprentissage.
Les fonctions de caracte´ristiques peuvent eˆtre re´elles ou binaires, en fonction de la nature
des donne´es d’entre´e.
Les fonctions de caracte´ristiques de transitions sont toujours binaires car il y a autant de
caracte´ristiques de transition que de transitions possibles, soit n2 lorsqu’il y a n labels
distincts. Elles sont de´finies par
fl(qt−1 = yj , qt = yi) =
 1 si qt−1 = yj ET qt = yi0 sinon (2.34)
ou` l = K + 1, . . . ,K + n2 On retrouve ici le paralle`le avec les fonctions de transitions
des MMC et l’hypothe`se de Markov d’ordre 1 (cf section 2.3.2).
Concernant les fonctions de caracte´ristiques d’e´missions fk(X, qt = yi), l’indice k permet
d’indexer un couple < yi, b > ou` yi correspond a` une valeur particulie`re de l’e´tat qt et
ou` b est une fonction de description des observations. Cette fonction peut renvoyer une
valeur nume´rique re´elle, discre`te ou binaire en fonction de la se´quence d’observations
choisie (comple`te ou partielle) :
fi,b(qt = yi, X) =
 b(X) si qt = yi0 sinon (2.35)
Dans le cas binaire, la fonction de caracte´ristique est active´e pour un e´tat particulier yi a`
la position t dans la se´quence et la re´alisation d’une condition boole´enne sur la se´quence
d’observations :
fi,b(qt = yi, X) =
 b(X) si qt = yi ET b(X) = ”vrai”0 sinon (2.36)
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Un CAC est un mode`le discriminant par construction. En effet, un CAC mode´lise di-
rectement la probabilite´ conditionnelle P (Y |X) . L’absence d’hypothe`se d’inde´pendance
des observations permet au CAC de prendre des de´cisions locales avec un contexte
tre`s large sur les observations, potentiellement l’ensemble de la se´quence d’observations
car les fonctions de caracte´ristiques peuvent correspondre a` l’occurence de motifs sur
des dure´es de plusieurs trames. On parle alors de caracte´ristique n-gram. En TAL par
exemple, certains auteurs manipulent des vecteurs de caracte´ristiques qui s’e´tendent sur
toute la phrase ce qui repre´sente plusieurs milliers de caracte´ristiques. Les parame`tres λ
ne sont pas normalise´s, de ce fait un poids mal appris faute d’exemples d’apprentissage
aura peu d’impact sur la de´cision finale (valeur proche de 0). De plus, en cas d’appari-
tion d’e´le´ments tre`s discriminants mais peu pre´sents, leurs poids ne paˆtiront pas d’une
normalisation globale.
2.3.4.3 Champs Ale´atoires Conditionnels : Apprentissage
Les parame`tres du mode`le Λ = {λk} sont estime´s sur une base d’apprentissage suivant un
crite`re discriminant a` maximiser. Le CAC e´tant discriminant l’objectif est de maximiser
le score de la bonne se´quence d’e´tats par rapport a` toutes les autres se´quence possibles
(y compris la bonne se´quence). Cela se traduit par un ratio entre ces deux scores pour
chaque se´quence d’apprentissage indice´e par n :
L(Λ) =
N∑
n=1
log
[
exp(
∑T
t=1
∑M
m=1 λmfm(X
(n), q
(n)
t−1 = y
(n)
j , q
(n)
t = y
(n)
i ))∑
y,y′ exp(
∑T
t=1
∑M
m=1 λmfm(X
(n), qt−1 = y′, qt = y))
]
(2.37)
L’optimisation du crite`re L(Λ) va conduire a` maximiser le score des bonnes se´quences
d’e´tiquettes (nume´rateur) tout en minimisant la somme totale des scores (de´nominateur).
Le ratio tendra alors vers 1.
Comme indique´ pre´ce´dement, ce crite`re est un crite`re convexe, on peut ainsi appliquer
un algorithme classique et efficace de descente de gradient, sans risque de converger vers
un minimul local :
∂L(Λ)
∂λm
=
N∑
n=1
T∑
t=1
[fm(X
(n), q
(n)
t−1 = y
(n)
j , q
(n)
t = y
(n)
i )
−
∑
y,y′
P (qt = y, qt−1 = y′|X(n))fm(X(n), qt−1 = y′, qt = y)]
(2.38)
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ou` P (qt = y
(n), qt−1 = y′(n)|X(n)) est la probabilite´ a posteriori locale d’obtenir le couple
de labels < yi, yj > sachant l’observation x
(n)
t . Cette probabilite´ s’obtient graˆce a` une
propagation forward-backward, on la note γt(i) :
γt(i) =
αt(i)βt(i)∑
j αt(j)βt(j)
(2.39)
ou` la variable forward est de´finie par :
αt(i) = P (x1x2...xt, qt = yi) =
∑
j
αt−1(j)Φ(qt = yi, qt−1 = yj , X) (2.40)
et ou` la variable backward est de´finie par :
βt(i) = P (xt+1xt+2...xT , qt = yi) =
∑
j
βt+1(j)Φ(qt = yi, qt+1 = yj , X) (2.41)
avec
Φ(qt = yi, qt−1 = yj , X) = exp
(∑
k
λkfk(X, qt = yi) +
∑
l
λlfl(qt = yi, qt−1 = yj)
)
(2.42)
Comme le montre ce crite`re, il est ne´cessaire d’avoir la ve´rite´ terrain au niveau trame (en
rouge dans la formule 2.38), ce qui rend l’apprentissage embarque´ impossible. En effet,
les CAC ne disposent pas de mode`les de dure´es comme dans les MMC leur permettant
de passer d’une ve´rite´ terrain de haut niveau a` une ve´rite´ terrain de niveau trames. Dans
l’e´quation 2.38, on observe l’opposition entre le score de la bonne se´quence d’e´tiquettes
et ceux des autres se´quences. Cette dernie`re est propre aux me´thodes discriminantes,
elle est toujours visible apre`s la de´rive´e (en rouge les termes relatifs aux e´tiquettes de
la bonne se´quence oppose´s a` la partie bleue compose´e des termes relatif aux e´tiquettes
de l’ensemble des se´quences d’e´tiquettes possibles). Ce proble`me est convexe a` grande
dimension. [67] et [68] proposent l’algorithme L-BFGS pour le re´soudre. Cet algorithme
est dit quasi-Newton car il s’agit d’un algorithme de descente de gradient ou` le calcul et
le stockage de l’inverse de la matrice Hessienne sont approxime´s afin de pouvoir travailler
en grandes dimensions.
Une alternative est d’utiliser des algorithmes de descente de gradient dits stochastiques
(SGD). Propose´ par [69], cette me´thode effectue la mise a` jour des parame`tres du
mode`le a` partir d’un sous ensemble de la base d’apprentissage tire´ ale´atoirement. Chaque
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ite´ration est donc beaucoup moins couˆteuse en temps de calcul et on observe une conver-
gence plus rapide vers une solution proche de l’optimale, le hasard permettant de gagner
en ge´ne´ralisation.
Dans un papier de 1999 [70], les auteurs proposent un terme de re´gularisation gaussien
pour les me´thodes a` entropie maximum, typiquement les CAC. Ce terme de re´gularisation
est base´ sur une norme Euclidienne des parame`tres ponde´re´e par le terme 1/2σ2 afin de
controˆler l’amplitude de cette pe´nalite´ :
L(Λ) =
N∑
n=1
log
[
exp(
∑T
t=1
∑M
m=1 λmfm(X
(n), q
(n)
t−1 = y
(n)
j , q
(n)
t = y
(n)
i ))∑
y,y′ exp(
∑T
t=1
∑M
m=1 λmfm(X
(n), qt−1 = y′, qt = y))
]
−
∑
m
λ2m
2σ2||Λ||2
(2.43)
Les CAC sont des outils combinatoires extreˆmement performants, capables de passer
a` l’e´chelle en tre`s grandes dimensions. Ils sont tre`s utilise´s dans le domaine du TAL
pour re´soudre des proble`mes de core´fe´rence [71], la reconnaissance d’entite´s nomme´es
[72] et plus ge´ne´ralement l’extraction d’information [73]. Leur capacite´ discriminante et
leur aptitude a` prendre en compte des de´pendances a` contexte large permet de prendre
des de´cisions locales en ayant observe´ (en the´orie) toute la se´quence d’observations. Cet
ensemble de proprie´te´s semble permettre au CAC de traiter des donne´es tre`s bruite´es et
variables comme l’e´criture manuscrite.
2.3.4.4 Espace de repre´sentation des caracte´ristiques
Lorsque l’on veut traiter un proble`me de reconnaisance d’e´criture manuscrite les des-
cripteurs utilise´s sont dans la plupart des cas re´els. Or les CAC dans leur forme orginale
[50] ne sont pas capables de mode´liser correctement les de´pendances entre des variables
re´elles car leur crite`re d’apprentissage est base´ sur une somme ponde´re´e des fonctions
de caracte´ristique. Si la fonction de caracte´ristique prend ses valeurs dans un intervalle
re´el large alors il se peut que cette caracte´ristique ait un pouvoir discriminant faible.
En effet, on ne peut faire e´voluer la valeur du poids sur un sous-intervalle de cette ca-
racte´ristique. C’est pourquoi au sein des syste`mes traitant des donne´es re´elles, les CAC
sont souvent utilise´s pour mode´liser les de´pendances entre les sorties (probabilite´s a
posteriori d’apparition des classes) d’un premier e´tage qui fournit des de´cisions locales
(re´seaux de neurones, re´seaux de neurones re´currents, etc), comme c’est le cas en trai-
tement automatique de la parole [74, 75]. Les CAC n’ont pas la capacite´ d’embarquer
des informations de haut niveau comme des lexiques ou des mode`les de langage comme
c’est le cas pour les MMC. L’autre limite majeure des CAC est la ne´cessite´ d’avoir une
ve´rite´ terrain niveau trame pour effectuer l’apprentissage du mode`le comme le montre
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l’e´quation 2.38. On ne peut donc pas appliquer un apprentissage embarque´ comme pour
les MMC.
Afin de palier cette se´rie de proble`mes, une e´volution des CAC a e´te´ propose´e dans [52],
les Champs Ale´atoires Conditionnels Cache´s (CACC). Il s’agit d’un CAC muni d’une
couche d’e´tats cache´s permettant ainsi d’avoir un niveau d’abstraction supple´mentaire
dans la mode´lisation. On parvient ainsi a` mode´liser un espace de caracte´ristiques conti-
nues directement sans avoir a` passer pour une e´tape de discre´tisation. Cette me´thode
est de´crite dans la section suivante.
2.3.4.5 Champs Ale´atoires Conditionnels Cache´s : De´finition
En 2007, Quattoni [52] propose un mode`le de Champs Ale´atoires Conditionnels Cache´s :
un mode`le graphique discriminant alliant un CAC classique a` une couche cache´e comme
dans les MMC (cf Figure 2.17).
Y Y
H h1 h2 ... hT
X x1 ... xT
Figure 2.17: Repre´sentation graphique d’un CACC
Un CACC mode´lise la distribution P (Y,H|X,Λ) ou` Y est la classe recherche´e, H =
(h1h2, ..., hT ) est la se´quence d’e´tats cache´s interme´diaires et X = (x1, x2, ..., xT ) la
se´quence d’observations. Contrairement aux MMC, les parame`tres du mode`le sont en-
traine´s de fac¸on discriminante sur l’optimisation de la probabilite´ d’apparition de la
classe de´sire´e P (Y |X).
Durant l’apprentissage, les parame`tres Λ∗ vont eˆtre estime´s suivant un crite`re discri-
minant classique [49, 50]. Le but est toujours de maximiser la probabilite´ d’apparition
de l’e´tiquette recherche´e y sachant un ensemble d’observation X et les parame`tres du
mode`le Λ (argmax
Y
(P (Y (n)|X(n),Λ∗))) :
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L(Λ) =
N∑
n=1
log(P (Y (n)|X(n),Λ)) (2.44)
On recherche alors a` l’aide d’une me´thode de descente de gradient les parame`tres op-
timaux maximisant la fonction objectif L(Λ) : Λ∗ = argmax
Λ
(L(Λ)) ou` Λ =< λk, λl >.
L’ajout d’e´tats cache´s complique le proble`me d’optimisation en le rendant non-convexe,
c’est pourquoi la recherche du meilleur minimum local se fait a` partir de plusieurs ini-
tialisations ale´atoires. Comme pour un CAC, un CACC est compose´ de deux types de
fonctions de caracte´ristiques :
Fonctions de caracte´ristiques d’e´missions : fk(Y, ht, X)
Fonctions de caracte´ristiques de transitions : fl(Y, ht, ht−1, X)
Par rapport aux CAC classiques, on voit que les fonctions de caracte´ristiques posse`dent
une de´pendance supple´mentaire lie´e aux e´tats cache´s. On de´finit Φ les fonctions de
caracte´ristique globales telles que :
Φ(y, h,X; Λ) =
T∑
t=1
∑
k∈K
λkfk(Y, ht = s,X) +
∑
(s,s′)∈E
∑
l∈L2
λlfl(Y, ht−1 = s′, ht = s,X)
(2.45)
La fonction objectif devient alors :
L(Λ) =
∑
n
log(P (Y (n)|X(n),Λ)) = log
(∑
h exp(Φ(Y
(n), h,X(n); Λ))∑
Y ′,h exp(Φ(Y
′, h,X(n); Λ))
)
(2.46)
Si on de´rive cette fonction objectif par rapport aux parame`tres λl (parame`tres des fonc-
tions de caracte´ristiques d’e´missions) pour une seule se´quence, on obtient :
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∂L(Λ)(n)
∂λk
=
∑
h
(h|Y (n), X(n),Λ)∂Φ(Y
(n), h,X(n); Λ)
∂λk
−
∑
Y ′,h
P (Y ′, h|X(n),Λ)∂Φ(Y
′, h,X(n); Λ)
∂λk
=
∑
h
P (h|Y (n), X(n),Λ)
T∑
t=1
fk(Y
(n), ht, X
(n))
−
∑
Y ′,h
P (Y ′, h|X(n),Λ)
T∑
t=1
fk(Y
′, ht, X(n))
=
∑
t,s
P (ht = s|Y (n), X(n),Λ)fk(Y (n), ht = s,X(n))
−
∑
Y ′,s
P (ht = s, Y
′|X(n),Λ)fk(Y ′, ht = s,X(n))
(2.47)
De meˆme pour les parame`tres λl (parame`tres des fonctions de caracte´ristique de transi-
tions) :
∂L(Λ)(n)
∂λl
=
∑
j,k,a,b
P (hj = a, hk = b|Y (n), X(n),Λ)fl(j, k, a, b,X(n))
−
∑
Y ′,j,k,a,b
P (hj = a, hk = b, Y
′|X(n),Λ)fl(j, k, Y ′, a, b,X(n))
(2.48)
On observe que les de´rive´es des fonctions objectifs d’un CACC sont des fonctions objec-
tifs d’un CAC (terme en rouge) avec un terme de propagation des e´tats cache´s (termes
en bleu). Les CACC e´tant des mode`les discriminants, on conserve toujours l’opposition
entre les termes de la bonne se´quence et les termes repre´sentant toutes les se´quences
possibles du proble`me 2.46.
Le proble`me de ce type d’approche reste la lourdeur du processus d’apprentissage. La
structure e´tant devenue tre`s complexe en raison des de´pendances importantes entre les
observations et les e´tats, les auteurs pre´fe`rent limiter la complexite´ des de´pendances [76]
pour que les temps de calcul soient raisonnables. On revient a` des structures proches
d’un MMC avec une observation conditionne´e par un seul e´tat cache´. On se prive ainsi de
la possibilite´ de prendre en compte le contexte au niveau de la se´quence d’observations
et on se retrouve avec une partie des limites des MMC (cf section 2.3.2).
Une approche diffe´rente a e´te´ propose´e dans les anne´es 1990, les mode`les hybrides [77].
Ces derniers sont des syste`mes a` deux e´tages compose´s d’une me´thode discriminante et
d’une me´thode ge´ne´rative. Ainsi, on be´ne´ficie des avantages des deux me´thodes sans en
subir les inconve´nients. Ces approches hybrides sont de´taille´es dans la section suivante.
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2.4 Mode`les hybrides pour la reconnaissance d’e´criture
manuscrite
2.4.1 Introduction
Le de´but des anne´es 90 voit apparaˆıtre les premie`res me´thodes hybrides combinant les
approches ge´ne´ratives (MMC, Automates) et les approches discriminantes (Re´seaux de
neurones, Re´seaux de neurones re´currents, etc.). En ge´ne´ral, le mode`le discriminant a
pour but d’analyser les informations locales et fournit des probabilite´s a posteriori locales
a` l’e´tage ge´ne´ratif. Ce dernier embarque des connaissances de haut niveau comme un
lexique ou un mode`le de langage. Ces syste`mes furent d’abord utilise´s pour la reconnais-
sance de la parole [78–81], puis en reconnaissance de l’e´criture manuscrite [42, 82–84].
Re´cemment, l’architecture BLSTM/CTC propose´e dans [46] a conside´rablement aug-
mente´ les performances des syste`mes de reconnaissance d’e´criture [47]. Depuis les anne´es
90, il semble que les mode`les hybrides soient l’alternative la plus efficace pour la classifi-
cation de se´quences. Dans la plupart des cas, le premier e´tage est compose´ d’une me´thode
de type re´seaux de neurones re´currents (RNN) ou feedforward (RNA) couple´ avec une
e´tage mode´lisant (MMC ou programmation dynamique comme le CTC) [47, 78–82]. Il
existe e´galement certains travaux utilisant les SVM comme alternative aux re´seaux de
neurones [85, 86]. Dans cette section, nous commenc¸ons par faire une rapide introduction
sur les re´seaux de neurones puis nous pre´sentons les premiers mode`les hybrides compose´s
d’un re´seau de neurones et d’un MMC. Par la suite, nous de´taillons l’architecture BL-
STM/CTC, actuellement me´thode a` l’e´tat de l’art en classification de se´quences.
2.4.2 Re´seaux de Neurones Artificiels/Mode`les de Markov Cache´s
2.4.2.1 Re´seaux de Neurones Artificiels
Un re´seau de neurones articifiels (RNA) [87, 88] est un classifieur statique qui se repre´sente
sous la forme de couches successives comple`tement interconnecte´es. Chaque sortie de
neurone de la couche i est relie´e a` toutes les entre´es des neurones de la couche i+ 1 (cf
Figure 2.18). On distingue trois types de couches :
La couche d’entre´e : Le vecteur d’observations ;
La/les couche(s) cache´e(s) : L’ensemble des neurones et leurs poids associe´s ;
La couche de sortie : L’ensemble des classes (les caracte`res en reconnaissance d’e´criture)
du proble`me a` traiter.
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X (Entre´es) H (Couche Cache´e) Y (Sorties)
x1
x2
...
xn
i
h1
...
hn
i+ 1
y1
...
yn
Figure 2.18: Repre´sentation graphique d’un re´seau de neurones articiels feed-forward
Un neurone n de la couche t est donc connecte´ a` un neurone j de la couche t + 1 par
une liaison ponde´re´e par wji. Ces poids sont les parame`tres du mode`le qui seront appris
suivant une me´thode de re´tropropagation du gradient [42]. Chaque neurone est de´crit par
une fonction de transfert ou fonction d’activation (f(xtn)), ge´ne´ralement une sigmo¨ıde.
En sortie de chaque neurone, on obtient une somme ponde´re´e des entre´es de ce dernier
xhn =
∑J
j=1(z
h−1
j wnj) sur laquelle on applique la fonction de transfert :
f(xhn) = f(
J∑
j=1
zh−1j wnj) (2.49)
La fonction de transfert doit eˆtre choisie en fonction du proble`me a` traiter (line´aire, non-
line´aire, ...). Plus le nombre de couches d’un re´seau de neurones artificiels est e´leve´ plus
il est capable de re´soudre des proble`mes complexes mais plus la phase d’apprentissage
est difficile. Au-dela` de 3 couches cache´es, on parle de re´seaux de neurones profonds.
A partir de cette limite une simple me´thode de re´tropropagation du gradient n’est plus
suffisante pour entraˆıner le re´seau, on observe le phe´nome`ne de perte du gradient [89].
L’apprentissage se fait alors en deux temps, un premier apprentissage non-supervise´ pour
apprendre les couches basses puis un apprentissage supervise´ pour les couches hautes.
Quel que soit le nombre de couches utilise´, les RNA passent tre`s bien a` l’e´chelle meˆme
en tre`s grandes dimensions. Cependant, ces structures souffrent d’un nombre d’hyper-
parame`tres e´le´ve´ (nombre de couches, nombres de neurones sur chaque couche, pas
d’apprentissage,etc.). Tre`s peu de me´thodes sont propose´es pour de´terminer ces hyper-
parame`tres. Ils devront eˆtre estime´s par l’expe´rimentation sur une base de validation.
Dans le cadre d’applications concre`tes comme la reconnaissance de l’e´criture manuscrite,
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les RNA sont souvent couple´s avec des e´tages de mode´lisation se´quentielle comme les
MMC. Les me´langes de gaussiennes internes aux MMC sont remplace´s les RNA. Ce
couplage permet a` la fois de palier les lacunes de mode´lisation temporelle des RNA et
les lacunes en discrimination des mode`les ge´ne´ratifs (Me´langes de Gaussiennes).
2.4.2.2 Infe´rence au sein d’un syste`me hybride
Bourlard et al. [80, 81] proposent un syste`me hybride RNA/MMC pour la reconnaissance
de la parole. Dans ce syste`me le re´seau de neurones doit estimer les probabilite´s d’appa-
rition des e´tats du HMM, nous appelerons H l’ensemble des se´quences possibles d’e´tats
cache´s, Y la se´quence d’e´tiquettes et X la se´quence d’observations. La fonction objectif
doit maximiser la probabilite´ d’apparition de la se´quence d’e´tiquettes Y = (y1, ..., yQ)
sachant la se´quence d’observations X = (x1, ..., xT ) :
P (Y |X) =
∑
H
P (H,Y |X)
=
∑
H
P (H|X)P (Y |H,X)
=
∑
H
P (H|X)P (Y |H) (2.50)
=
∑
H
P (h1|X)P (h2|X,h1)...P (hL|X,h1, ..., hL−1)P (Y |H)
=
∑
H
{
L∏
l=1
P (hl|X,H)
}
P (Y |H)
Ce crite`re peut-eˆtre se´pare´ en deux parties :
Bas-niveau : lien entre les observations et les e´tats cache´s, P (h|X)
Haut-niveau : lien entre les e´tats cache´s et la se´quence d’e´tiquettes, P (Y |H)
La partie bas-niveau sera entie`rement ge´re´e par le re´seau de neurones qui estimera les
probabilite´s a posteriori ne´cessaires, liant ainsi les observations et les e´tats cache´s. La
partie haut-niveau s’appuiera sur les outils de mode´lisation qu’offrent les MMC, no-
tamment les mode`les de langages, liant ainsi la se´quence d’e´tats cache´s a` la se´quence
d’e´tiquettes cibles respectant la topologie choisie (ge´ne´ralement gauche-droite). L’archi-
tecture comple`te est repre´sente´e sur la figure 2.19
Ce type de mode`le a e´galement e´te´ propose´ pour la reconnaissance d’e´criture manuscrite
[90].
Afin d’augmenter les performances de ces architectures, les re´seaux de neurones clas-
siques peuvent eˆtre remplace´s par des re´seaux de neurones re´currents [91].
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Figure 2.19: Repre´sentation graphique d’un syste`me hybride RNA-MMC
2.4.2.3 Re´seaux de Neurones Re´currents
Les re´seaux de neurones re´currents sont des re´seaux de neurones inte´grant une me´moire
[91]. Une couche de neurones est appele´e re´currente quand ses sorties a` l’instant t − 1
sont utilise´es comme entre´es a` l’instant t par cette meˆme couche. La somme ponde´re´e
des neurones est donc modifie´e :
zh,tn =
J∑
j=1
(zh−1,tj wnj) +
R∑
r=1
(zh,t−1r wnr) (2.51)
ou` J est le nombre de neurones de la h − 1 et ou` R est le nombre de neurones de la
couche h a` l’instant t− 1. Cette re´currence permet de prendre en compte la composante
temporelle de la se´quence d’observations a` e´tudier, ame´liorant ainsi les performances. Il
existe deux fac¸ons principales d’entraˆıner de tels re´seaux :
1. La re´tropropagation temporelle (Back Propagation Through Time, BPTT) [92]
2. La re´tropropagation en temps re´el (Real Time Back Propagation, RTBP)[93]
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Comme pour les re´seaux profonds, quelle que soit la me´thode d’apprentissage employe´e,
on observe le phe´nome`ne dit de gradient vanishing [94, 95]. On voit alors une diminution
tre`s rapide de l’erreur durant la re´tropropagation, les poids appris ont tendance a` prendre
en compte le contexte re´cent et non le contexte lointain (> 10t).
Pour palier ce proble`me, Hochreiter et al [96] proposent l’utilisation de neurones parti-
culiers appele´s neurones LSTM (Long short Term Memory).
2.4.3 BLSTM/CTC
Un neurone LSTM (cf Figure 2.20[94]) est compose´ d’une unite´ de me´moire, de quatre
portes (d’une entre´e, une porte d’entre´es, une porte d’oubli et une porte de sortie) et de
trois ope´rateurs.
La porte d’entre´e controˆle l’influence du signal entrant sur la me´moire. Un signal conside´re´
comme non-pertinent par cette dernie`re ge´ne´rera une valeur proche de 0, et n’activera
pas l’e´tat interne de la cellule. La porte d’oubli controˆle l’influence de l’e´tat pre´ce´dent
de la me´moire sur l’e´tat courant de la cellule. En fonction des sorties de cette porte, la
prise en compte du contexte passe´ peut eˆtre conserve´e ou remise a` 0. La porte de sortie
permet de controˆler l’influence du neurone courant sur la sortie courante et les sorties
suivantes. Un neurone peut donc si ne´cessaire ne pas mettre a` jour sa sortie.
Posons H = {h1, .., hn} l’ensemble des unite´s LSTM dans l’architecture e´tudie´e. Ci-
dessous les formules correspondant aux 3 portes de controˆle et a` la cellule centrale :
1. Porte d’entre´e :
ate =
l∑
i=1
wi,ex
t
i +
H∑
h=1
wh,eb
t−1
h +
C∑
c=1
wc,es
t−1
c (2.52)
bte = f(a
t
e) (2.53)
2. Porte d’oubli :
atf =
l∑
i=1
wi,fx
t
i +
H∑
h=1
wh,fb
t−1
h +
C∑
c=1
wc,fs
t−1
c (2.54)
btf = f(a
t
f ) (2.55)
3. Cellule :
atc =
l∑
i=1
wi,cx
t
i +
H∑
h=1
wh,cb
t−1
h (2.56)
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Figure 2.20: Repre´sentation graphique d’un neurone LSTM[94]
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stc = b
t
fs
t−1
c + b
t
eg(a
t
c) (2.57)
4. Porte de sortie :
ato =
l∑
i=1
wi,ox
t
i +
H∑
h=1
wh,ob
t−1
h +
C∑
c=1
wc,os
t−1
c (2.58)
bto = f(a
t
o) (2.59)
btc = b
t
oj(s
t
c) (2.60)
Malgre´ la complexite´ de ces neurones, l’apprentissage d’un re´seau LSTM s’effectue selon
une me´thode BPTT comme pour les re´seaux re´currents classiques.
Re´cemment, Graves et al. [97] proposent une ame´lioration des LSTM, les BLSTM (Bidi-
rectional LSTM). Ces re´seaux combinent deux re´seaux de neurones LSTM. L’un parcourt
le signal dans le sens chronologique des donne´es et l’autre dans le sens ante´chronologique.
Les deux sorties sont combine´es dans un e´tage CTC (cf section 2.4.3.1). En exploitant
les donne´es dans les deux sens, on dispose ainsi du contexte gauche et droite.
Cependant, ces re´seaux n’ont pas la capacite´ d’embarquer des informations de haut
niveau comme un lexique par exemple, Graves et al proposent l’ajout d’un e´tage de
programmation dynamique le CTC (Connectionnist Temporal Classification) [46] pour
remplir cette fonction.
2.4.3.1 Programmation dynamique : CTC
Cette couche CTC est une couche de neurones de type SoftMax ou regression logistique
(comme dans un CAC). Cette fonction de tranfert particulie`re permet d’obtenir une
sortie probabilise´e. Elle peut e´galement inte´grer des informations de haut niveau comme
un lexique ou un mode`le de langage. Dans le cadre de la reconnaissance d’e´criture, chaque
neurone de cette couche repre´sente un caracte`re pre´sent dans le proble`me a` traiter. La
particularite´ de ce syste`me est d’ajouter un caracte`re supple´mentaire, le caracte`re joker
ou blanc qui repre´sente une absence de de´cision. Cela signifie que le syste`me n’a pas
assez d’informations pour de´cider correctement. L’ajout de ce symbole supple´mentaire
e´vite au syste`me de prendre une de´cision errone´e dans des situations ambigue¨s.
Les sorties du BLSTM sont normalise´es par la fonction SoftMax des neurones du CTC
puis un ope´rateur de simplification des chemins est applique´. Ce dernier supprime les
absences de de´cisions et supprime les lettres identiques conse´cutives :
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a,a,_,_,_,_,b,b,b,_,_,c,c,_ => a,b,c
Finalement, un alignement de la se´quence obtenue sur un lexique peut-eˆtre effectue´ a`
l’aide d’un algorithme de programmation dynamique classique. Il est meˆme possible de
de´velopper un de´codage en inte´grant un mode`le de phrase sous la forme d’un mode`le
statistiques de langage (n-gram). On a ainsi un syste`me complet de reconnaissance de
caracte`res extreˆmement performant [1, 47]. Ces performances s’expliquent par la prise en
compte du contexte bidirectionnel et par la capacite´ du syste`me a` rejeter des de´cisions
peu fiables. Les de´cisions locales sur un caracte`re (non joker) sont peu fre´quentes mais
tre`s fortes (ge´ne´ralement une probabilite´ supe´rieure a` 0.90).
2.5 Conclusion
Au cours de cette section nous avons mis en avant les oppositions entre les me´thodes
ge´ne´ratives et discriminantes.
D’un cote´, les me´thodes ge´ne´ratives posse`dent une grande capacite´ mode´lisante. Elles
sont capables d’inte´grer des informations de haut niveau comme un lexique ou un mode`le
de langage. Ces me´thodes ont fait leurs preuves dans bien des domaines notamment la re-
connaissance d’e´criture et la reconnaissance de la parole. Leur caracte`re dynamique due a`
la pre´sence d’e´tats cache´s ainsi que de sauts et d’auto-transitions leurs permettent d’ali-
gner une se´quence d’observations sur une se´quence d’e´tiquettes de longueurs diffe´rentes.
Elles permettent aussi l’utilisation d’algorithmes de type EM pour l’apprentissage qui
sont moins longs que leurs homologues discriminants. Leurs limites se situent dans le
cadre the´orique puisque l’hypothe`se d’inde´pendance des observations limite la prise en
compte de contexte lors de la de´cision. De plus, le crite`re d’apprentissage ge´ne´ratif maxi-
mise une probabilite´ jointe ce qui fait que ces mode`les ne sont pas entraˆıne´s pour faire
de la classification.
Les mode`les discriminants s’affranchissent de l’hypothe`se d’inde´pendance permettant
ainsi la prise en compte de contexte plus large. Leur crite`re d’apprentissage e´tant dis-
criminant, ils mode´lisent directement la probabilite´ a posteriori P (Y |X). Les de´cisions
locales sont ainsi plus robustes.
Dans ces travaux, nous proposons un syste`me hybride CAC/HMM pour traiter une taˆche
de reconnaissance de mots isole´s manuscrits multi-scripteurs. Nous utilisons les CAC
pour mode´liser les informations de bas-niveau issues de l’extraction de caracte´ristiques
de l’image a` traiter. Nous profiterons ainsi de leurs capacite´s a` mode´liser des de´pendances
a` long terme. L’e´tage MMC mode´lisant embarque des informations de haut niveau
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(lexique, mode`le de langage, ...) afin de corriger le premier e´tage. La combinaison de
ces deux syste`mes permet d’effectuer une taˆche de reconnaissance d’e´criture manuscrite
a` l’aide d’un CAC, architecture qui a` notre connaissance n’a jamais e´te´ propose´e au
sein de la communaute´. Les travaux re´cents, notamment l’architecture BLSTM/CTC
[47] montrent que la solution se trouve dans la combinaison de ces deux me´thodes. La
majorite´ des travaux utilisent des re´seaux de neurones au bas-niveau, nous avons voulu
explorer une alternative, les CAC.
Dans le prochain chapˆıtre, nous pre´sentons ce syste`me hybride pour une taˆche de recon-
naissance de mots isole´s manuscrits multi-scripteurs.
Chapitre 3
Un mode`le hybride CAC/MMC
pour la reconnaissance de mots
manuscrits isole´s
3.1 Introduction
La reconnaissance d’e´criture manuscrite multi-scripteurs est un proble`me complexe duˆ
a` l’importante variabilite´ de l’e´criture. La me´thode probabiliste la plus couramment
utilise´e pour effectuer cette taˆche reste encore a` ce jour les MMC. Initialement en-
traˆıne´s selon un crite`re ge´ne´ratif base´ sur la maximisation de la vraisemblance [98], ces
mode`les ge´ne´ratifs ont e´te´ adapte´s avec succe`s a` un apprentissage discriminant base´
sur la maximisation de l’information mutelle (MMI) [99] entraˆınant des ame´liorations
de performances. Cependant, ces mode`les souffrent de l’hypothe`se d’inde´pendance des
observations et ne sont pas adapte´s aux traitements de vecteurs de caracte´ristiques de
grandes dimensions.
Depuis une dizaine d’anne´es, les CAC [50] sont de plus en plus utilise´s en mode´lisation
se´quentielle car ils ne se basent pas sur cette hypothe`se et sont naturellement discrimi-
nants. Meˆme si ces mode`les graphiques ont initialement e´te´ de´veloppe´s pour re´pondre
a` des proble´matiques ne´cessitant des caracte´ristiques symboliques, comme c’est le cas
en traitement automatique du langage [100], ils tendent a` s’e´tendre aux domaines voi-
sins comme la reconnaissance de gestes [101, 102] ou d’objets dans des sce`nes naturelles
[103, 104]. Cette tendance est cependant freine´e car les CAC ne sont pas capables de
mode´liser correctement des donne´es nume´riques (valeurs re´elles), ils ne combinent effi-
cacement que des valeurs discre`tes. Ils ne sont pas capables de mode´liser des donne´es
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nume´riques continues comme c’est le cas par exemple avec les MMC qui inte`grent un
mode`le de me´lange de Gaussiennes pour cela.
La principale fonctionnalite´ d’un CAC est de re´aliser un classifieur dynamique combinant
des donne´es discre`tes. Les donne´es discre`tes sont aussi bien des caracte´ristiques d’entre´e
que l’e´tat discret du mode`le a` l’instant pre´ce´dent. Ainsi, pour de´passer cette limitation,
des travaux introduisent un premier e´tage de classification sur des donne´es continues, en
utilisant par exemple un re´seau de neurones artificiels (RNA). De cette fac¸on, le CAC
est uniquement charge´ de mode´liser les de´pendances entre les de´cisions locales fournies
par le premier e´tage. On rencontre ce genre de syste`me en traitement automatique de
la parole notamment [105, 106], mais les premiers travaux en ce sens ont e´te´ propose´s
en vision [107].
Pour re´aliser un syste`me de reconnaissance de mots manuscrits, le recour a` un mode`le
discriminant semble pre´fe´rable afin de prendre des de´cisions locales marque´es, mini-
misant le plus possible les incertitudes. Par ailleurs, le proble`me de classification de
se´quences ne´cessite de mode´liser les de´pendances temporelles entre les classes. Un mode`le
de Champs Ale´atoires Conditionnels re´pond bien a` ces exigences. Il faut e´galement eˆtre
capable de prendre en compte des connaissances de haut niveau telles qu’un lexique ou un
mode`le de langage afin de pouvoir filtrer les solutions incohe´rentes qui sont propose´es par
l’e´tage de classification. Les Mode`les de Markov Cache´s, par leur caracte`re ge´ne´ratif, ont
cette aptitude a` inte´grer cette seconde contrainte, en recourant notamment a` des gram-
maires stochastiques ou a` des mode`les statistiques n-grammes au moment du de´codage.
Il faut e´galement ajouter le fait qu’il existe plusieurs bibliothe`ques qui inte`grent ces
fonctionnalite´s de mode´lisation du langage dans le cadre du formalisme des Mode`les
de Markov Cache´s. Il y a donc e´galement une motivation pratique pour recourir a` une
mode´lisation de type MMC pour re´aliser la fonctionnalite´ de de´codage pilote´e par des
connaissances de haut niveau.
Ainsi, pour profiter des avantages des CAC et des MMC, nous proposons de les combiner
dans une architecture hybride comme ce fut le cas par le passe´ pour les architectures
Neuro-Markoviennes propose´es au de´but des anne´es 90. Dans ce chapitre, nous allons
exposer la premie`re contribution de cette the`se qui repose sur le de´veloppement d’un
mode`le hybride CAC/MMC pour la reconnaissance de mots manuscrits isole´s. Nous com-
menc¸ons en avanc¸ant quelques arguments qui motivent notre proposition. Nous pour-
suivons en pre´sentant notre mode`le hybride. Enfin, nous pre´sentons les performances de
ce syste`me sur la base de re´fe´rence RIMES [1].
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3.2 Proposition d’une structure hybride CAC/MMC pour
reconnaissance de mots isole´s
Dans leur conception initiale [50], les CAC reposent sur un mode`le de re´gression lo-
gistique multinomiale qui s’attache a` repre´senter la probabilite´ des classes possibles du
proble`me en fonction des variables explicatives qui peuvent eˆtre continues ou discre`tes,
en recourant a` une fonction dite Logit. La fonction Logit fait le lien entre les variables
explicatives et le logarithme du rapport des probabilite´s des deux e´ve`nements (la
classe conside´re´e apparaˆıt, la classe conside´re´e n’apparaˆıt pas). On parvient ainsi a`
mode´liser de nombreuses distributions statistiques comme, la distribution normale mul-
tidimensionnelle utilise´e en analyse discriminante line´aire par exemple, mais e´galement
d’autres distributions, notamment celles ou` les variables explicatives sont boole´ennes.
C’est a` travers cette proprie´te´ que l’on peut expliquer peut eˆtre le succe`s des CRF dans
le domaine du traitement de la langue ou` les variables explicatives sont les mots, donc
des variables boole´ennes. Il semble que l’utilisation de variables explicatives re´elles limite
tre`s fortement le type de distribution sous-jacente. Un autre argument en faveur des ca-
racte´ristiques discre`tes est lie´ au fait que les imple´mentations des CAC en Traitement
Automatique du Langage inte`grent un ge´ne´rateur automatique de variables explicatives
boole´ennes (constitue´ de re`gles de combinaisons binaires) a` partir de l’observation des
se´quences de mots qui leur permettent d’explorer un espace de caracte´ristiques de tre`s
grande dimension, et ainsi de trouver les repre´sentations les plus pertinentes au cours de
l’apprentissage. Une telle approche n’est pas imme´diatement transposable lorsqu’on tra-
vaille sur des variables explicatives continues. Notre premie`re contribution se situe dans
la ligne´e des mode`les hybrides actuellement mis en place pour traiter la reconnaissance
de mots isole´s (cf section 2.4). Le point fort majeur de ce genre d’approche est qu’elles
permettent de profiter des avantages d’une approche discriminante et d’une approche
ge´ne´rative. Dans le cadre de nos expe´riences, nous avons choisi d’appliquer le CAC sur
le bas niveau afin d’exploiter sa capacite´ discriminante et sa prise de contexte tre`s large
pour fournir la probabilite´ d’apparition des caracte`res a` un e´tage MMC. Utilise´ comme
tel, ce dernier apporte sa capacite´ de mode´lisation se´quentielle et embarque les infor-
mations de haut niveau ne´cessaires au bon de´roulement de la taˆche (lexique, mode`le de
langage, etc.). Ce syste`me a e´te´ e´value´ sur la base Rimes Mots Isole´s 2009 [1] et compare´
a` d’autres syste`mes hybrides dont le syste`me a` l’e´tat de l’art le BLSTM-CTC [47].
Dans cette section, nous pre´sentons notre syste`me hybride, notamment le lien entre les
deux e´tages et la phase d’apprentissage. Puis, nous exposons notre protocole expe´rimental
et les re´sultats.
Mode`le hybride CAC/MMC pour la reconnaissance de mots manuscrits isole´s 69
3.2.1 Vue d’ensemble du mode`le hybride CAC/MMC
L’ensemble de notre syste`me est re´sume´ dans la Figure 3.1, il permet de be´ne´ficier
des avantages des approches ge´ne´ratives et discriminantes. Le premier e´tage est charge´
d’extraire des caracte´ristiques de l’image. Celui-ci fournit une description continue multi-
dimensionnelle de chaque trame qui sur-de´coupe l’image du mot analyse´. Les caracte´ristiques
sont ensuite discre´tise´es en recourant a` une e´tape de classification automatique. Les
descripteurs discrets obtenus constituent un dictionnaire de formes e´le´mentaires (Co-
deBook) de cardinalite´ importante qui permet de repre´senter l’observation mesure´e sur
chaque trame. D’une manie`re similaire aux approches de´veloppe´es en Traitement Auto-
matique du Langage, des observations de plus haut niveau peuvent eˆtre construites en
analysant ensemble plusieurs trames conse´cutives. On dispose ainsi de plusieurs diction-
naires de CodeBook de´crivant des n-grammes de trames. Cette description multi-e´chelle
discre`te alimente le mode`le d’attache aux donne´es constitue´ d’un Champs Ale´atoire
Conditionnel. Contrairement aux approches usuelles qui utilisent un champs ale´atoire
pour re´aliser l’e´tiquetage de la se´quence d’observations en proce´dant a` un de´codage de
type Viterbi, le champs ale´atoire est utilise´ ici pour calculer les probabilite´s a posteriori
locales de chaque trame en utilisant un de´codage Forward-Backward. Comme dans la
plupart des mode`les hybrides, les probabilite´s locales sur chaque trame sont finalement
inverse´es pour constituer les vraisemblances de chaque e´tat du Mode`le de Markov Cache´
de´die´ a` la mode´lisation des se´quences de caracte`res de notre proble`me.
3.2.2 Apprentissage inde´pendant CAC/MMC
Afin d’apprendre ce type d’architecture, il est ne´cessaire d’apprendre l’e´tage CAC et
les probabilite´s de transitions de l’e´tage MMC. L’apprentissage des CAC ne´cessite une
ve´rite´ terrain niveau trame comme l’atteste l’e´quation 2.38. Malheureusement la ma-
jorite´ des bases existantes n’ont pas ce niveau d’e´tiquetage, nous n’avons en ge´ne´ral
acce`s qu’a` une ve´rite´ terrain niveau mot. C’est a` dire que l’on connaˆıt la se´quence de
caracte`res pre´sente dans l’image de chaque mot, mais on ne connaˆıt pas la position
des caracte`res dans l’image (la segmentation en caracte`res n’est pas fournie). Pour pal-
lier ce manque d’information d’e´tiquetage, deux approches sont possibles. La premie`re
consiste a` utiliser un premier syste`me pre´alablement optimise´ sur la base d’apprentis-
sage puis a` proce´der a` l’e´tiquetage de chaque trame en utilisant le premier syste`me en
mode d’alignement force´ sur la se´quence de caracte`res de la ve´rite´ terrain de l’image du
mot analyse´. Naturellement le premier syste`me doit pouvoir eˆtre entraˆıne´ sans ne´cessiter
la ve´rite´ terrain au niveau trame. On peut choisir pour cela un syste`me construit avec
des MMC car l’algorithme Forward-Backward utilise´ pour l’optimisation des mode`les
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Figure 3.1: Description de la structure hybride CAC/MMC : Vue d’ensemble de toutes
les e´tapes de l’extraction des caracte´ristiques a` la reconnaissance mot
MMC palie pre´cise´ment l’absence de ve´rite´ terrain au niveau trame en l’infe´rant selon le
principe de l’algorithme EM (Expectation Maximization). La seconde approche possible
pour entraˆıner notre mode`le hybride, sans ne´cessiter la ve´rite´ terrain de chaque trame,
consiste a` de´velopper une approche de type EM approprie´e a` notre architecture hybride.
La premie`re approche de la litte´rature pour l’apprentissage conjoint d’une structure
hybride RNA/MMC a e´te´ propose´e par Senior et Robinson en 1995 [108]
Dans ce travail les auteurs introduisent un crite`re local d’information mutuelle entre la
probabilite´ a posteriori infe´re´e graˆce au Mode`le HMM du mot a` apprendre en utilisant
l’infe´rence Forward Backward, et la probabilite´ a posteriori calcule´e par le re´seau de neu-
rones. Le re´seau de neurones est mis a` jour pour maximiser le crite`re, et donc s’adapter a`
la ve´rite´ terrain infe´re´e en chaque trame depuis le niveau mot. Comme nous l’avons vu au
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chapitre pre´ce´dent, l’apprentissage d’un CAC est re´alise´ en optimisant un crite`re global
qui est la probabilite´ a posteriori de la se´quence aligne´e sur la ve´rite´ terrain. Ne´anmoins
on voit bien dans l’e´quation du CAC 2.37 que l’e´tiquetage local est ne´cessaire dans le
calcul du crite`re global. C’est cet e´tiquetage local que nous proposons d’infe´rer a` partir
de la ve´rite´ terrain du niveau mot par infe´rence Forward-Backward en utilisant le mode`le
MMC du mot. Si y(n) et y′(n) de´signent des e´tats quelconques pouvant apparaˆıtre dans
le mode`le du mot de l’exemple nume´ro n, alors nous de´signons P (qt = y
(n)|X(n)) la
probabilite´ a posteriori locale infe´re´e graˆce au mode`le MMC. Dans l’e´quation 2.38 cette
quantite´ apparaˆıt indirectement en comptant a` 1 toutes les fonctions de caracte´ristiques
qui surviennent pour chaque e´tat de la ve´rite´ terrain et a` 0 toutes les autres. Il nous
faut donc modifier ce crite`re pour prendre en compte l’infe´rence probabiliste de la ve´rite´
terrain au niveau local. C’est ce que nous proposons dans l’e´quation ci-dessous ou` l’ex-
pression au nume´rateur prend en compte la probabilite´ de l’e´tat infe´re´e localement, il
faut alors sommer sur l’ensemble de tous les e´tats y(n) et y′(n) de la ve´rite´ terrain.
L(Λ) =
N∑
n=1
log(
∑
y(n),y′(n) exp(
∑T
t=1
∑M
m=1 λmP (qt = y
(n))fj(X
(n), qt−1 = y′(n), qt = y(n)))∑
y,y′ exp(
∑T
t=1
∑M
m=1 λmfm(X
(n), qt−1 = y′, qt = y))
)
(3.1)
En de´rivant ce crite`re par rapport aux parame`tres du CAC on obtient finalement l’ex-
pression suivante ou` l’on voit apparaˆıtre deux termes. Le premier comptabilise les fonc-
tions de caracte´ristiques lorsqu’on re´alise l’alignement Forward-Backward du MMC sur
la ve´rite´ terrain du mot, le second terme comptabilise les fonctions de caracte´ristiques
lorsqu’on re´alise l’infe´rence Forward-Backward du mode`le CAC sur tous les e´tats pos-
sibles. L’objectif est de mettre a` jour les parame`tres du CAC pour se rapprocher de
l’alignement de´sire´, celui infe´re´ par la ve´rite´ terrain.
δL(Λ)
δλm
=
N∑
n=1
∑
y(n),y′(n)
T∑
t=1
[P (qt = y
(n))fm(X
(n), qt−1 = y′(n), qt = y(n))
−
∑
y,y′
P (qt = y)fm(X
(n), qt−1 = y′, qt = y)]
(3.2)
Quelle que soit la strate´gie d’apprentissage retenue pour ce mode`le hybride (a` l’aide
d’un premier syste`me, ou directement par infe´rence Forward-Backward) l’apprentissage
du CAC est re´alise´ selon une me´thode de descente de gradient stochastic (SGD), ou
L-BFGS (Limited-memory Broyden-Fletcher-Goldfarb-Shanno).
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3.2.3 Choix de la repre´sentation d’entre´e
A l’origine, les CAC ont e´te´ de´veloppe´s pour des taˆches de traitement automatique de
la langue utilisant des observations discre`tes. Dans ce domaine, les observations sont
les mots mais e´galement des combinaisons de mots pertinentes pour la taˆche que l’on
souhaite re´aliser. Les principales imple´mentations des CAC dans ce domaine proposent
toutes un ge´ne´rateur de caracte´ristiques boole´ennes de´finies selon un mode`le (un patron
ou template) qui peut couvrir plusieurs observations conse´cutives (n-gramme) au prix ce-
pendant d’une combinatoire tre`s importante. De sorte qu’il n’est pas rare d’apprendre un
CAC de´fini sur plusieurs centaines de milliers de caracte´ristiques boole´ennes. En pratique
on observe un tre`s bon comportement de ce type de syste`me qui travaille dans un espace
d’entre´e discret creux et de tre`s grande dimension. La capacite´ d’un CAC a` mode´liser la
distribution d’observations de´finies dans un espace multidimensionnel continu est beau-
coup plus limite´e en revanche. En effet, la fonction Logit, de´finie selon un mode`le line´aire
des variables explicatives, est une restriction importante du mode`le CAC dans le cas de
donne´es continues. Pour de´passer ces limitations, les travaux de Gunawardana [100] ont
introduit le mode`le de Champs Ale´atoire Conditionnel Cache´ (CACC). L’ajout d’une
couche compose´e d’e´tats cache´s permet d’avoir un niveau d’abstraction supple´mentaire
entre les observations d’entre´e et l’e´tage de de´cision comme c’est le cas pour un MMC.
Dans ces travaux, les auteurs ont d’ailleurs e´nonce´s les conditions dans lesquelles il y
a une e´quivalence exacte entre les deux mode`les a` e´tats cache´s, en spe´cifiant notam-
ment les fonctions de caracte´ristiques approprie´es du CACC. Par la suite ils ont de´duit
une strate´gie d’apprentissage efficace du mode`le CACC discriminant. Ils proposent d’ap-
prendre dans une premier temps le mode`le MMC e´quivalent au mode`le CACC, puis de
poursuivre dans un second temps l’apprentissage du CACC initialise´ par les parame`tres
du mode`le MMC. L’apprentissage d’un mode`le CACC initialise´ ale´atoirement donnant
en effet de mauvais re´sultats.
Ces constatations nous ont conduit a` privile´gier une approche diffe´rente pour notre
mode`le hybride, qui de fait doit eˆtre capable de prendre des descriptions continues en
entre´e puisque nous travaillons sur des donne´es image. Comme e´voque´ pre´ce´demment,
nous avons choisi de discre´tiser la description continue de chaque trame en recourant
a` une e´tape de clustering. La prise en compte du contexte e´tant primordiale en re-
connaissance d’e´criture, nous avons introduit diffe´rentes descriptions contextuelles de la
se´quence de trames, elles meˆmes de´crites a` diffe´rentes e´chelles (uni-trame, bi-trames, tri-
trames). Ces descriptions sont fonde´es sur diffe´rents codebooks (un codebook par e´chelle)
obtenus par classification non-supervise´e a` l’aide d’un classifieur de type K-Means. Le
fait de travailler dans un espace discret nous permet de concate´ner un grand nombre
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d’informations sur chacune des trames de l’image a` reconnaˆıtre et ainsi de profiter plei-
nement des aptitudes du CAC a` travailler en grandes dimensions. Cependant, ce type
de me´thode demande beaucoup d’optimisation en raison du nombre important d’hyper-
parame`tres (nombre de clusters, taille des feneˆtres d’extraction, contexte a` prendre en
compte, etc.). Chacun des parame`tres a e´te´ teste´ en fonction de son influence sur les
performances du syste`me complet sur une base de validation.
Dans le cadre de cette the`se, les caracte´ristiques utilise´es sont base´es sur des histo-
grammes oriente´s de gradients [109] car se sont des caracte´ristiques de re´fe´rence en re-
connaissance d’e´criture de part leurs robustesses et la qualite´ de l’information extraite.
Ces histogrammes sont extraits a` partir de feneˆtres de 8, 16 et 24 pixels avec de´calage
de 1 pixel (feneˆtre glissante). On ajoute e´galement a` ces 64 caracte´ristiques (8 directions
d’histogrammes sur des blocs de 2 par 4) 6 caracte´ristiques globales sur l’agencement
des pixels dans les sous-blocs :
1. position du centroide vertical ;
2. position du centroide horizontal ;
3. position du pixel noir le plus haut ;
4. position du pixel noir le plus bas ;
5. la distance entre ces derniers ;
6. le nombre de pixels noirs dans la trame.
Le nombre optimal de clusters a e´te´ choisi en fonction des re´sultats sur la base de valida-
tion. Pour les feneˆtres de 8, 16 et 24 pixels, le nombre de clusters est respectivement 1000,
2000 et 5000. En inte´grant ces trois points de vues (trois e´chelles) dans la description
de chaque trame nous disposons d’une premie`re repre´sentation discre`te et multi-e´chelle
de chaque trame. Il est ensuite possible d’ajouter a` cette premie`re description des infor-
mations contextuelles adapte´es a` chaque niveau. Ainsi pour le niveau uni-trame (feneˆtre
de 8 pixels), nous avons choisi d’enrichir la description de la feneˆtre courante par celles
des 4 feneˆtres pre´ce´dentes et des 4 suivantes de meˆme niveau (uni-trame). On obtient
ainsi 9 valeurs discre`tes. Suivant le meˆme principe, nous avons choisi d’enrichir la des-
cription du niveau bi-trames de la feneˆtre courante par celle la feneˆtre pre´ce´dente et de
la feneˆtre suivante de meˆme niveau (bi-trames). Nous n’avons pas ajoute´ d’information
contextuelle pour le niveau tri-trames.
Chacune des feneˆtres de contexte est choisie afin d’e´viter un recouvrement avec la feneˆtre
courante. De cette fac¸on nous n’ajoutons donc aucune redondance dans la description
finale fournie au CAC. Afin d’e´valuer l’apport de chacun des niveaux d’abstraction (uni-
trame, bi-trame, tri-trame), nous avons expe´rimente´ les configurations suivantes :
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1. feneˆtre de 8 pixels (I)
2. feneˆtre de 8 pixels + feneˆtre de 16 pixels (I+II)
3. feneˆtre de 8 pixels + feneˆtre de 16 pixels + feneˆtre de 24 pixels (I+II+III)
3.3 Les architectures hybrides concurrentes
Comme nous avons pu le constater dans la partie bibliographique de cette e´tude, chapitre
2, la litte´rature re´cente est relativement riche de contributions nouvelles en matie`re
de mode´lisation de se´quences avec notamment des approches fonde´es sur les re´seaux
de neurones re´currents. Dans ce contexte relativement compe´titif il nous est apparu
opportun de ne pas limiter nos travaux a` l’exploration d’une seule et unique architecture
hybride. C’est la raison pour laquelle nous avons finalement choisi d’explorer un ensemble
d’architectures hybrides afin d’e´valuer leurs me´rites et faiblesses respectives. Ce travail
fut l’occasion de mettre en œuvre un certain nombre des me´thodes popularise´es dans la
litte´rature. Pre´cisons qu’elles se diffe´rencient essentiellement par leur mode`le d’attache
aux donne´es car elles se fondent toutes sur un mode`le MMC pour la mode´lisation des
mots du lexique. Nous avons ainsi choisi d’explorer les architectures suivantes : le MMC
standard avec pour mode`le d’attache aux donne´es le me´lange de gaussiennes (GMM),
une variante des MMC avec un de´codage forward-backward interme´diaire estimant des
probabilite´s a posteriori locales qui se substituent aux vraisemblances fournies par les
Me´langes Gaussiens, un Perceptron Multi-Couche couple´ avec un MMC, un re´seau de
neurones re´currents couple´ avec un MMC et enfin un BLSTM-CTC couple´ avec un MMC.
Dans cette section, nous de´crivons chacun de ces syste`mes en donnant des informations
sur leur fonctionnement et leur configuration pour cette e´tude.
3.3.1 GMM-MMC
La Figure 3.2 re´sume notre syste`me hybride GMM-MMC. Le MMC utilise´ est compose´
de 6 e´tats par caracte`re chacun compose´ de 20 gaussiennes. Chacun des caracte`res du
proble`me a e´te´ mode´lise´ pour un total de 81 caracte`res. Cette configuration est la meˆme
que celle pre´sente´e dans [110]. La de´codage s’effectue suivant la me´thode classique de
Viterbi (cf section 2.3.3.2). L’ensemble du mode`le a e´te´ imple´mente´ sous HTK.
3.3.2 GMM-MMC avec infe´rence des probabilite´s locales a posteriori
La Figure 3.3 re´sume notre syste`me avec infe´rence des probabilite´s locales a posteriori. Il
s’agit du meˆme GMM-MMC que de´crit pre´ce´demment a` la diffe´rence que l’algorithme de
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Figure 3.2: Repre´sentation graphique d’un syste`me GMM-MMC
de´codage proce`de en deux e´tapes. La premie`re re´alise une infe´rence forward-backward
pour calculer les probabilite´s a posteriori des e´tats localement en chaque trame. La
seconde re´alise le de´codage usuel selon l’algorithme de Viterbi dirige´ par un lexique, mais
en exploitant cette fois les posterior plutoˆt que les vraisemblances. Ce type d’approche
a e´te´ propose´ par S. Bengio a` l’IDIAP [111, 112].
3.3.3 MLP-MMC
La Figure 3.4 re´sume notre syste`me hybride MLP-MMC. L’e´tage MLP de cette structure
est compose´ d’une seule couche cache´e de 80 neurones utilisant une fonction tangente
hyperbolique. Ce re´seau a e´te´ appris a` l’aide d’un algorithme de re´tropropagation du
gradient. Une ve´rite´ terrain niveau trame a e´te´ ge´ne´re´e afin de fournir les e´le´ments
ne´cessaires au bon de´roulement de l’apprentissage. Cette dernie`re a e´te´ obtenue a` l’aide
d’un alignement force´ (Viterbi) issu du syste`me BLSTM-CTC-HMM car ce syste`me a les
plus hautes performances au niveau trames. Cet e´tage discriminant est combine´ avec un
mode`le MMC compose´ d’un seul e´tat caracte`re. Cet e´tage MMC est modifie´ en fonction
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Figure 3.3: Repre´sentation graphique d’un syste`me GMM-MMC Forward-Backward
du mot du lexique a` aligner. La meˆme ve´rite´ terrain et le meˆme e´tage MMC ont e´te´
utilise´s pour l’ensemble des autres me´thodes qui seront pre´sente´es dans la suite de ce
chapitre.
3.3.4 RNN-MMC
La Figure 3.5 re´sume notre syste`me hybride RNN-MMC. Ce re´seau de neurones re´currents
est compose´ d’une seule couche cache´e de 80 neurones incorporant une fonction tangente
hyperbolique. Ce re´seau a e´te´ appris a` l’aide d’un algorithme de re´tropropagation du
gradient.
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Figure 3.4: Repre´sentation graphique d’un syste`me hybride MLP-MMC
3.3.5 BLSTM-CTC-MMC
La Figure 3.6 re´sume notre syste`me hybride BLSTM-CTC-HMM. Notre BLSTM est
compose´ de deux couches cache´es compose´es respectivement 70 et 120 neurones. Il a
e´te´ appris a` l’aide d’un algorithme de re´tropropagation du gradient et une infe´rence
forward-backward dirige´e par le lexique au niveau du CTC. Par souci de simplification
une seule des deux couches sera repre´sente´e sur la figure.
3.4 Expe´rimentations
Dans cette partie, nous rapportons l’ensemble des expe´riences effectue´es sur la taˆche
de reconnaissance mots isole´s a` partir de la base manuscrite Rimes de mots isole´s 2009
[1]. Ces expe´riences regroupent les tests visant a` optimiser les hyper-parame`tres du
mode`le hybride CAC-MMC propose´ (caracte´ristiques, analyse du comportement local
1. http ://htk.eng.cam.ac.uk/
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Figure 3.5: Repre´sentation graphique d’un syste`me hybride RNN-MMC
du mode`le), puis a` comparer les diffe´rents syste`mes hybrides concurrents qui ont e´te´
pre´sente´s dans la section pre´ce´dente.
3.4.1 Pre´sentation de la base de donne´es RIMES 2009
La base utilise´e pour effectuer nos expe´riences est la base mots manuscrits isole´s Rimes
2009 [1]. Cette base est compose´e de mots issus de lettres simulant une correspondance
de clients avec diffe´rentes compagnies. Pour constituer cette base, chaque volontaire
a rec¸u une identite´ fictive, un sce´nario et un the`me comme par exemple ”de´claration
de sinistre” ou ”modification de contrat”. La base de mots re´alise´e a` partir de ces
correspondances fictives est constitue´e de 43 000 images de mots pour l’apprentissage
du syste`me, 7300 mots pour valider les parame`tres et controˆler l’apprentissage et 7464
mots pour l’e´valuation finale des performances. Le lexique utilise´ pour tester le syste`me
contient 1600 entre´es. Chaque image de mot est associe´e a` sa transcription sous la forme
d’une se´quence de caracte`res. Cette transcription a e´te´ valide´e manuellement par des
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Figure 3.6: Repre´sentation graphique d’un syste`me hybride BLSTM-CTC-HMM
ope´rateurs afin de s’assurer de la bonne qualite´ de cette dernie`re. La Figure ci-dessous
montre plusieurs exemples de mots de la base.
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3.4.2 Parame`tres et analyse du syste`me CAC
3.4.2.1 Choix de l’algorithme d’apprentissage
Les deux algorithmes les plus reconnus et e´prouve´s dans la litte´rature sont L-BFGS
et SGD. Nous avons e´tudie´ les avantages et les inconve´nients de ces deux me´thodes.
L-BFGS est un algorithme quasi-Newton qui prend en compte a` chaque ite´ration l’en-
semble de la base d’apprentissage. Chaque ite´ration est donc couˆteuse et le temps de
convergence est long, mais on a l’assurance de converger vers une solution optimale.
SGD est une me´thode de gradient stochastique qui prend en compte a` chaque ite´ration
un sous-ensemble de la base d’apprentissage choisi ale´atoirement, de manie`re a` avoir une
meilleure capacite´ a` ge´ne´raliser. Chaque ite´ration est donc plus rapide, et cette me´thode
converge rapidement vers une solution acceptable, ce qui permet d’acce´le´rer les tests
d’optimisation des hyper-parame`tres et de passer a` l’e´chelle sur des bases d’apprentis-
sage de grande taille. Cependant, la courbe de progression des performances au cours
de l’apprentissage est tre`s irre´gulie`re a` cause du caracte`re ale´atoire de cette me´thode.
Au vu des caracte´ristiques de la base RIMES (45 000 exemples) et du nombre d’hyper
parame`tres a` estimer, comme la taille de feneˆtre d’extraction, le pas de la feneˆtre, le
pas d’apprentissage, la normalisation, les pre´-traitements, nous avons choisi d’utiliser
l’algorithme SGD.
3.4.2.2 Re´glage des hyper-parame`tres pour l’apprentissage du CAC
L’agorithme SGD propose plusieurs hyper-parame`tres :
1. un coefficient de re´gularisation (L2)
2. un crite`re d’arreˆt en deux temps (nombre d’ite´rations (period) ge´ne´rant des scores
d’erreurs successifs dont la diffe´rence ne de´passe pas une variation de valeur δ)
3. un pas d’apprentissage η
Le coefficient de re´gularisation L2 est e´galement appele´ Least Squares Error (LSE) il se
de´finit de la fac¸on suivante :
L2 =
n∑
i=1
(valeurCiblei − valeurEstimei)2 (3.3)
Nous avons pris le postulat de laisser le crite`re d’arreˆt par de´faut :
— period = 10
— δ = 1e−5
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Dans cette configuration l’algorithme risque en effet d’avoir converge´ comple`tement de-
puis plusieurs ite´rations avant l’atteinte du crie`tre d’arreˆt mais nous avons au moins
l’assurance de convergence comple`te. En cas de sur-apprentissage, le mode`le final ne
sera pas impacte´ car nous ne sauvegardons a` chaque ite´ration que le mode`le maximisant
le taux d’erreur trame sur la base de validation.
Le pas d’apprentissage est le parame`tre le plus important, la librairie CRFsuite [113]
permet une e´tape de calibration sur un sous-ensemble de la base d’apprentissage de
fac¸on a` e´valuer un ordre de grandeur du pas d’apprentissage le plus adapte´. Le pas
d’apprentissage propose´ sur notre sous-base de 1000 exemples e´tait relativement grand
1e−4. Nous avons choisi de le conserver car cela acce´le`rera la vitesse de convergence sur
les premie`res ite´rations. Nous avons modifie´ le code initial de CRFsuite pour rajouter
une division du pas d’apprentissage quand la me´thode s’e´loigne de la solution optimale
(erreur de l’ite´ration t est supe´rieur a` celle de l’ite´ration t − 1). Nous avons opte´ pour
une division par 2 afin de ne pas diviser le pas d’apprentissage trop vite afin que les
ite´rations du syste`me ne soient pas trop longues. L’ensemble de ces modifications et
cette configuration nous ont permis d’optimiser un syste`me CAC pour effectuer de la
reconnaissance de mots isole´s manuscrits. La section suivante de´taille le comportement
interne de notre syste`me CAC.
3.4.3 Analyse du comportement interne du CAC
L’imple´mentation du mode`le CAC a e´te´ re´alise´e a` partir de la librairie CRFSuite [113].
La base Rimes mots isole´s [1] compte 81 classes de caracte`res diffe´rentes. Dans la configu-
ration du syste`me pre´sente´ pre´ce´demment utilisant les caracte´ristiques discre`tes multi-
e´chelle et multi-contextuelles on compte au total 6561 fonctions de caracte´ristiques de
transitions et 1 844 937 fonctions de caracte´ristiques d’observation. Les re´partitions des
valeurs des poids de ces fonctions sont re´sume´es dans les deux histogrammes des figures
3.7 et 3.8. On remarque de suite, la capacite´ du CAC a` se´lectionner les caracte´ristiques
tre`s discriminantes. Les valeurs ne´gatives des poids signifient que les caracte´ristiques
s’opposent a` l’occurrence de la classe conside´re´e alors qu’a` l’inverse les valeurs positives
contribuent a` l’apparition de la classe. Par ailleurs, les valeurs tre`s faibles des poids
associe´es a` certaines caracte´ristiques traduisent le fait qu’elles ont peu d’influence dans
la de´cision (elle ne sont pas discriminantes, et pourraient eˆtre e´limine´es e´ventuellement).
La nature extreˆmement pique´e du premier histogramme sur 0 re´ve`le que beaucoup de
fonctions de transition ne contribuent pas a` la de´cision. Elles n’interdisent ni ne favo-
risent aucun enchaˆınement particulier de caracte`res. La dissyme´trie de cet histogramme
qui pre´sente plus de valeurs ne´gatives que positives re´ve`le par ailleurs qu’il y a sans doute
beaucoup plus d’enchaˆınements de caracte`res pe´nalise´s que d’enchaˆınement de caracte`res
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favorise´s sur le lexique de la base, par rapport a` la combinatoire possible. Ce qui est
sans doute significatif du fait que le lexique est de taille relativement faible (1600 mots).
Il faut remarquer que le mode`le CAC contrairement au mode`le MMC, pe´nalise certains
enchaˆınements de caracte`res mais sans jamais les interdire. Le mode`le MMC quant a` lui,
interdit toute transition de probabilite´ nulle. L’analyse du second histogramme des poids
re´ve`le quant a` elle un comportement assez diffe´rent sur les caracte´ristiques lie´es aux ob-
servations. En effet, l’histogramme est d’une part plus syme´trique, mais en revanche
il n’est pas centre´ sur 0 mais sur une valeur positive proche de 0.1. On de´duit donc
cette fois que les caracte´ristiques d’observations qui sont tre`s nombreuses apportent en
moyenne une information qui permet d’aider a` discriminer les classes et qu’elles contri-
buent d’avantage a` renforcer les classes qu’a` les affaiblir. Etant donne´ le nombre tre`s
important de caracte´ristiques, ce constat est un peu ne´gatif, car il montre que le CAC
e´limine peu de caracte´ristiques, elles vont en moyenne contribuer toutes un peu.
Figure 3.7: Re´partition des valeurs des poids de transitions du CAC
On remarque de suite la capacite´ du CAC a` se´lectionner les caracte´ristiques tre`s dis-
criminantes. En effet pour les poids de transitions, 4682 poids sont infe´rieurs a` 0.15 en
valeur absolue et n’auront donc que tre`s peu d’impact sur la de´cision finale. On observe
que 1432 valeurs sont infe´rieures a` -0.15 dont 660 sont comprises entre −0.5 et −1, les 5
valeurs les plus basses sont comprises entre −3 et −3.5. Les valeurs ne´gatives signifient
que l’apparition des caracte´ristiques associe´es se traduit par une probabilite´ faible d’ap-
parition de certains caracte`res. Les 1879 valeurs restantes sont re´partis de 0.15 a` 12.5
avec 234 valeurs entre 0.5 et 1 et 9 valeurs entre 10 et 12.5.
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Figure 3.8: Re´partition des valeurs des poids d’e´missions du CAC
3.4.4 Apport d’une classe rejet
Quand on regarde de plus pre`s les trames d’une image de mot manuscrit comme celui de
la Figure 3.9, on peut voir que certaines trames sont tre`s difficiles a` affecter a` une classe
caracte`re particulie`re, meˆme pour un eˆtre humain. Il s’agit le plus souvent des trames
au de´but, a` la fin de mot et de liaisons entre les caracte`res du mot.
Figure 3.9: Image de mot manuscrit mot segmente´ en trames e´tiquete´es
Pour palier ce proble`me, nous proposons d’utiliser un caracte`re “joker” qui correspond
a` une absence de de´cision du syste`me. Il sera place´ au de´but a` la fin et entre chaque
caracte`re du mot. Ce concept pre´sent dans les travaux d’Alex Graves [47] a fait ses
preuves notamment en classification de se´quences manuscrites. La segmentation classique
en caracte`res repre´sente´e par la Figure 3.9 devient celle pre´sente sur la Figure 3.10.
En ajoutant cette classe, nous espe´rons qu’au cours de l’apprentissage le syste`me ap-
prendra a` se prononcer plus spe´cifiquement sur des trames contenant suffisamment d’in-
formation pour prendre une de´cision. Ainsi, les de´cisions locales devraient eˆtre beaucoup
plus pre´cises qu’avec une segmentation en caracte`res sans classe de rejet. Cependant,
l’ajout de cette classe provoque un de´se´quilibre important de la base d’apprentissage (la
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Figure 3.10: Image de mot manuscrit mot segmente´ en trames et e´tiquete´e avec des
jokers
classe rejet est sur-repre´sente´e). La proportion de cette classe devra donc eˆtre controˆle´e
afin d’e´viter un sur apprentissage, phe´nome`ne tre`s fre´quent observe´ pour les me´thodes
discriminantes.
Dans les tests re´alise´s, nous observons sur le tableau 3.1 ci-dessous que l’ajout de la
classe rejet ame´liore les performances de 9,12% en Top 1, 8,15% en Top2, 9,06% en Top
3 et 12,58% en Top 5. On voit donc que cette classe apporte un gain tre`s significatif
au syste`me discriminant, et nous retrouvons en cela l’une des proprie´te´s du syste`me
BLSTM-CTC propose´ par A. Graves.
Table 3.1: Influence du caracte`re joker sur la reconnaissance mot du syste`me CAC-
MMC avec un lexique de 1600 mots.
Syte`me ET Top 1 EM Top 1 EM Top 2 EM Top 3 EM Top 5
( Erreur ( Erreur ( Erreur ( Erreur ( Erreur
Trame ) Mot ) Mot ) Mot ) Mot )
Sans Joker 63.58 % 40.42 % 37.68% 32.52 % 30.73 %
Avec Joker 51.24 % 31.30 % 29.53% 23.46 % 18.15 %
3.4.5 Analyse des performances du syste`me CAC-MMC
Le tableau 3.2 pre´sente les performances du syste`me hybride CAC-MMC propose´ sur la
taˆche de reconnaissance de mots isole´s. Les performances sont pre´sente´es en fonction de
la repre´sentation multi-e´chelle multi-contextuelle fournie en entre´e du syste`me. On peut
constater que la repre´sentation sur 3 e´chelles est la plus inte´ressante en ame´liorant les
performances globales du syste`me de 1,6% au niveau trame et de 6% au niveau mot par
rapport a` la repre´sentation la plus pauvre utilisant une seule e´chelle. On en conclut que
le contexte trame est primordial pour effectuer une bonne reconnaissance mot. Plus on
ajoute d’e´chelles plus on ajoute d’informations et plus la mode´lisation est pre´cise. Par
soucis de complexite´ du vecteur de caracte´ristiques, nous n’avons pas souhaite´ ajouter
d’autres e´chelles. Notre meilleur syste`me obtient une erreur mot de 31,30% en top 1,
ce qui de´montre le bien fonde´ de notre approche mettant en jeu une repre´sentation
multi-e´chelle et multi-contextuelle discre`te de l’information. Le mode`le CAC propose´
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confirme donc la capacite´ mise en e´vidence dans la litte´rature, a` savoir la capacite´ a`
travailler sur des repre´sentations en tre`s grande dimension. Cependant les performances
obtenues restent nettement en dec¸a` de celles des meilleurs syste`mes de la litte´rature. On
peut attribuer cela au fait que le CAC ne dispose au cours de l’apprentissage d’aucune
capacite´ a` structurer l’information d’entre´e pour construire une repre´sentation optimale
pour la taˆche a` re´aliser. Pour palier ce manque, nous avons duˆ fournir au syste`me des
fonctions de caracte´ristiques en nombre tre`s important, et nous avons vu qu’a` l’issue
de l’apprentissage le syste`me a e´te´ capable de se´lectionner les repre´sentations les plus
discriminantes parmi toute celles propose´es. Finalement nous constatons que le CAC est
davantage un syste`me capable de se´lectionner l’information discriminante qu’un syste`me
pouvant construire une repre´sentation de l’information qui lui est fournie. On peut penser
que les Champs Ale´atoires Conditionnels Cache´s offriraient un meilleur comportement
de ce point de vue. He´las, par manque de temps il ne nous a pas e´te´ possible d’explorer
plus avant ces mode`les.
Table 3.2: Re´sultats de notre syste`me sur la base Rimes avec un lexique de 1600 mots,
pour les configurations monotrame (I), bitrame (II) et tritrame(III)
Caracte´ristiques ET Top 1 EM Top 1 EM Top 2 EM Top3 EM Top5
( Erreur ( Erreur ( Erreur ( Erreur ( Erreur
Trame ) Mot ) Mot ) Mot ) Mot )
CAC-MMC (I) 53.81 % 38.49 % 33.26 % 29.76 % 21.75 %
CAC-MMC (I+II) 52.55 % 34.94 % 29.82% 25.37 % 18.57 %
CAC-MMC (I+II+III) 51.24 % 31.30 % 29.53% 23.46 % 18.15 %
3.4.6 E´tude comparative des diffe´rentes architectures hybrides
Dans cette section nous analysons les performances des diffe´rents syste`mes hybrides
alternatifs au mode`le CAC-MMC. Pour cela nous restons sur la taˆche de reconnaissance
de mots isole´s. De cette fac¸on, nous pourrons e´valuer les performances de notre syste`me
face aux approches concurrentes couramment utilise´es en reconnaissance de l’e´criture
manuscrite, sur des configurations identiques. Afin de fournir la comparaison la plus
juste possible, les meˆmes pre´-traitements et les meˆmes caracte´ristiques (HOG) sont
employe´es pour tous les syste`mes e´value´s. L’ensemble des re´sultats est re´sume´ dans la
table 3.3
On observe que le syste`me hybride CAC-MMC devance les MMC standards (+4.95%),
les MMC avec de´codage forward-backward (+7.19%) et le MLP-MMC (+1.68%). Il
semble donc que la mode´lisation des de´pendances du CAC-MMC soit supe´rieure a`
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celle de ces 3 mode`les. Le CAC offre donc des de´cisions locales plus pre´cises qui en-
traˆınent une meilleure reconnaissance. Mais il ne peut rivaliser avec des syste`mes utili-
sant des neurones plus complexes : re´currents (-7.00%) et LSTM (-19.11%). Il semble
en effet que le contexte apporte´ par la re´currence est primordial en reconnaissance.
Cette e´tude confirme la supe´riorite´ des structures hybrides meˆlant e´tage discriminant
et ge´ne´ratif par rapport a` des approches purement ge´ne´ratives. Les de´cisions locales
du premier e´tage facilitent grandement la correction par l’e´tage supe´rieur. On voit ici
la limite des mode´lisations ge´ne´ratives par me´langes de Gaussiennes qui n’offrent pas
de de´cisions locales aussi tranche´es. On remarque e´galement l’e´cart important entre la
structure BSLTM-CTC et les autres dans la classification de se´quences. L’apprentissage
du BLSTM-CTC lui permet de mode´liser des de´pendances sur le long terme, sa capacite´
d’oubli est e´galement l’une de ses plus grandes forces. On peut e´galement remarquer que
le de´codage forward-backward du MMC ne semble pas apporter d’ame´lioration. Cela est
duˆ au fait que le passage des vraisemblances a` des probabilite´s entraˆıne un changement
brutal de dynamique. En effet, a` l’issue du premier de´codage forward backward la plu-
part des probabilite´s ont pour valeurs 0 ou 1. Comme par ailleurs, l’erreur en de´cision
reste importante pour les GMM, on affaiblit les scores des hypothe`ses alternatives dans
cette architecture.
Table 3.3: Comparaison avec d’autres syste`mes sur la base Rimes avec un lexique de
1600 mots
Caracte´ristiques ET Top 1 EM Top 1 EM Top 2 EM Top3 EM Top5
( Erreur ( Erreur ( Erreur ( Erreur ( Erreur
Trame ) Mot ) Mot ) Mot ) Mot )
MMC 88.61 % 36.25 % 32.42 % 30.86 % 25.87 %
MMC (FB) 80.77% 38.49% 34.65 % 32.83% 26.89
MLP-MMC 58.45 % 35.21% 32.98% 29.44% 22.34%
RNN-MMC 45.81% 24.30% 21.20% 17.65 % 15.43%
CAC-MMC (I+II+III) 51.24 % 31.30 % 29.53% 23.46 % 18.15 %
BLSTM-CTC-MMC 33.93 % 12.19% 7.38 % 7.10% 5.89 %
3.5 Conclusion
Pour conclure, nous avons mis en place une architecture hybride CAC-MMC qui nous
a permis d’effectuer la reconnaissance de mots manuscrits isole´s a` l’aide d’un CAC,
ce qui d’apre`s notre recherche bibliographique ne semble pas avoir encore e´te´ propose´.
Nos expe´riences montrent que les performances du CAC de´passent celles du MMC clas-
sique, d’un MMC forward-backward et d’une structure MLP-MMC mais restent en re-
trait par rapport aux re´seaux re´currents (RNN) et aux BLSTM-CTC. Le CAC montre
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ses capacite´s a` mode´liser des de´pendances sur le long terme et ame`ne une qualite´ de
de´cision locale inte´ressante. Meˆme si ses performances sont moindres que celles des
re´seaux re´currents, sa conception est plus simple et son temps d’apprentissage est net-
tement plus faible. Les CAC disposent cependant d’une capacite´ mode´lisante moindre
que les syste`mes re´currents.
La structure BLSTM-CTC-MMC obtient les meilleurs re´sultats. La complexite´ de l’ap-
prentissage du BLSTM-CTC lui permet de mode´liser tre`s pre´cisement les de´pendances
a` long terme a` l’inte´rieur d’une se´quence. Cette me´thode posse`de actuellement les
meilleures performances sur la classification de se´quences.
Dans la suite de ce manuscrit, nous allons appliquer cette structure sur un proble`me
diffe´rent : la de´tection de mots cle´s et d’expressions re´gulie`res dans des lignes d’e´criture
manuscrite, ne´cessaire pour l’extraction d’entite´s nomme´es. Cette taˆche est plus difficile
car les se´quences a` trouver seront moins contraintes par le lexique (augmentation du
nombre de confusions). Dans le prochain chapitre, nous de´crivons cette taˆche par une
partie bibliographie, puis nous de´taillons les modifications de la structure pre´ce´dente
pour l’adapter a` la de´tection de mots cle´s et d’expressions re´gulie`res. Finalement, nous
testons plusieurs modules discriminants diffe´rents (MLP,RNN,CAC,BLSTM-CTC) sur
diffe´rents types de requeˆtes.
Chapitre 4
Mode`les hybrides pour la
de´tection de mots cle´s et
d’expressions re´gulie`res
4.1 Introduction
Comme pre´sente´ dans le chapitre 1 de cette the`se, la de´tection et la reconnaissance
des entite´s nomme´es (EN) est une taˆche importante pour la compre´hension profonde
du document car elles repre´sentent l’information essentielle du document. Nous avons
e´galement vu dans le premier chapitre que la de´tection et la reconnaissance de ces EN
est un proble`me complexe car leur de´finition de´pend fortement de la taˆche d’extraction
d’information conside´re´e. La conse´quence de cette variabilite´ est que la plupart du temps,
il n’est pas possible de conside´rer un dictionnaire des entite´s nomme´es recherche´es. La
proble´matique de de´tection et reconnaissance des entite´s nomme´es dans des images de
documents ne rentre donc pas dans le cadre ”classique” de la reconnaissance de l’e´criture.
Afin d’aborder cette proble´matique, il est donc naturel de s’inspirer des me´thodes issues
du traitement automatique des langues pour les adapter au cadre de la reconnaissance
d’e´criture. Nous avons ainsi choisi de nous baser sur la de´tection d’indices internes et
externes [21], de´crite en section 1.3.1.1. Rappelons que les indices (e´galement appele´es
”preuves”) peuvent eˆtre des mots amorces qui traduisent l’apparition d’une EN dans
leur voisinage proche, ou des caracte´ristiques internes d’une EN comme des se´quences
de chiffres ou des se´quences de majuscules. Afin d’illustrer en de´tails les caracte´ristiques
de ces preuves nous allons nous appuyer sur la Figure 4.1.
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Sur cette figure, on observe que l’EN Yannick HASSAINE est pre´ce´de´e du mot Mme
abbre´viation du mot “Madame”. La se´quence Mme est donc un indice externe tradui-
sant l’apparition d’une EN de type nom/pre´nom. Il en va de meˆme pour le mot Al-
locataire : qui traduit l’apparition d’une entite´ nomme´e de type nume´ro d’allocataire.
Concernant les indices internes on peut prendre l’exemple d’une EN de type nom/pre´nom
qui est de´finie par une structure pre´cise, une majuscule suivie d’une se´quence de minus-
cules (pre´nom) puis une se´quence de majuscules (nom de famille). Une se´quence simple
de majuscules peut aussi traduire l’apparition d’une EN de type nom de compagnie
comme c’est le cas pour CAF DE L’AIN. Il en va de meˆme pour une se´quence de
chiffres qui peut traduire l’apparition d’une entite´ nomme´e de type nume´ro de te´le´phone
ou nume´ro d’allocataire. Comme on peut le voir il s’agit ici uniquement d’indices. Leur
apparition ne traduit pas dans tous les cas l’apparition d’une EN, ils peuvent aussi
ge´ne´rer la confusion entre deux EN proches comme nume´ro de te´le´phone et nume´ro
d’allocataire.
Remarquons que les se´quences amorces sont ge´ne´ralement connues et en nombre fini
(contrairement aux EN), il est donc possible de les de´tecter et les reconnaˆıtre comme
un proble`me traditionnel de reconnaissance de texte. La de´tection de ces se´quences dans
des images de documents est un proble`me bien traite´ dans la litte´rature ces dernie`res
anne´es, connu sous le nom de ”de´tection de mots clefs”, ou ”word spotting”.
En revanche, une partie des indices ne peut eˆtre compile´e dans un dictionnaire. C’est le
cas des se´quences de lettres majuscules, des se´quences de chiffres, ou encore de se´quences
plus contraintes pouvant de´finir un nume´ro de client (par exemple 3 lettres majus-
cules suivies d’une se´quence de 4 chiffres, d’un ’A’ puis de 3 caracte`res quelconques) ou
une plaque d’immatriculation francaise (4 chiffres suivis de 2 lettres majuscules puis 2
chiffres). Bien que trop nombreuses pour eˆtre e´nume´re´es dans un lexique, ces se´quences
respectent une syntaxe pre´cise (aussi appele´ motif), qui peut eˆtre de´crite par une expres-
sion re´gulie`re 1. Bien que tre`s utilise´es sur les documents e´lectroniques, il n’existe pas a`
notre connaissance de travaux concernant la de´tection d’expressions re´gulie`res dans des
images de documents.
Afin de de´tecter et de reconnaˆıtre l’ensemble des se´quences amorces et des indices per-
mettant d’identifier des EN dans des images de documents, nous proposons dans ce
chapitre deux contributions. La premie`re est une adaptation de notre me´thode hybride
CAC/MMC a` un syste`me de word spotting pour la de´tection des amorces. Comme
dans les expe´riences du chapˆıtre pre´ce´dents, ce syste`me est compare´ avec de nombreux
syste`mes discriminants : re´seaux de neurones classiques, re´currents, les CAC et bien
entendu les BLSTM, afin de proposer une e´tude comparative la plus comple`te possible.
1. ou expression rationnelle
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Figure 4.1: Exemple de documents a` traiter, en rouge les entite´s nomme´es a` re-
connaˆıtre en plus les mots amorces en bleu et en vert les expressions re´gulie`res amorces
La deuxie`me contribution est une adaptation des mode`les de word spotting classiques
pour la de´tection et la reconnaissance d’expressions re´gulie`res, dans le but de de´tecter
les indices tels que des se´quences de chiffres. Nous montrons que malgre´ la difficulte´ de
la taˆche, des re´sultats tre`s inte´ressants peuvent eˆtre obtenus.
Nous commenc¸ons par rede´finir la proble´matique de de´tection de mots cle´s et d’expres-
sions re´gulie`res a` travers une rapide bibliographie, puis nous exposons en de´tail le mode`le
MMC de de´tection de mots cle´s et d’expressions re´gulie`res dans des phrases. Puis nous
comparons les performances de ces diffe´rents syste`mes sur la base Rimes lignes 2011 [2].
Nous finissons par de´tailler nos syste`mes pre´sente´s a` la compe´tition ICDAR 2015 sur la
de´tection de mots cle´s dans des documents historiques. Les performances finales n’ayant
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pas encore e´te´ publie´es lors de la re´daction du manuscrit, nous pre´sentons les re´sultats
sur la base de validation.
4.2 De´tection de mots cle´s et d’expressions re´gulie`res
4.2.1 De´tection de mots cle´s
La de´tection de mots cle´s dans des documents manuscrits n’est pas un proble`me nouveau
au sein de la communaute´, mais la variabilite´ des donne´es a` traiter et des informations a`
de´tecter rendent le proble`me difficile a` re´soudre. Cette taˆche consiste a` de´tecter une infor-
mation pertinente dans un ensemble de documents. Cette information est ge´ne´ralement
constitue´e d’un ensemble de mots cle´s. La de´tection de cet ensemble de mots nous in-
forme sur le contenu du document permettant ainsi d’envisager des applications de haut
niveau comme la classification [114] ou l’indexation de documents. La taˆche de de´tection
de mots cle´s se place donc dans la famille des me´thodes de compre´hension profonde du
document.
Les syste`mes re´pondant a` cette proble´matique peuvent eˆtre classe´s en deux cate´gories
distinctes suivant que l’on conside`re en entre´e du syste`me une chaine de caracte`re ASCII
(approches query by string) ou une image du mot recherche´ (approches query by image
ou query by example). Les approches query-by-string ne´cessitent donc une e´tape de
reconnaissance des caracte`res, mais sont adapte´es au contexte multiscripteur. En oppo-
sition, les approches de type query-by-image ne ne´cessitent pas de reconnaissance, mais
sont sensibles aux variations d’e´critures et donc ge´ne´ralement limite´es a` des contextes
monoscripteurs. Ce dernier type d’approche est ainsi privile´gie´ sur des corpus monoscrip-
teurs ou` la reconnaissance est difficile, comme c’est notamment le cas sur les documents
historiques. Les approches par reconnaissance sont plus indique´es sur des applications
industrielles de type ”traitement du courrier entrant”.
D’un point de vue me´thodologique, les deux types d’approche diffe`rent e´galement.
Les approches query by image [115–121] proce`dent a` la de´tection des mots cle´s a` partir
d’une mesure de similarite´. Cette similarite´ peut eˆtre calcule´e entre l’image du mot re-
cherche´ [116, 122–125] et les images de tous les mots de tous les documents, mais dans
ce cas une e´tape pre´alable de segmentation du document en mots est ne´cessaire. Cette
segmentation e´tant parfois de´licate, des me´thodes dites sans segmentation ont e´galement
e´te´ de´veloppe´es [115, 126, 127], qui reposent sur la de´tection de points d’inte´reˆt dans les
images de document similaires a` ceux de la requeˆte, afin de restreindre l’espace de re-
cherche. Par exemple dans [115], une recherche des re´gions de correspondance possibles
Mode`les hybrides pour la de´tection de mots cle´s et d’expressions re´gulie`res 92
est effectue´e dans le document a` l’aide d’une me´hode RLSA [128]. Une fois les re´gions
extraites, un ensemble de caracte´ristiques morphologiques est calcule´ sur ces diffe´rentes
re´gions et de l’image du mot requeˆte. Finalement, une e´tape de recherche de corres-
pondance est effectue´e entre ces diffe´rentes re´gions et l’image requeˆte afin de de´finir les
images correspondant a` l’image du mot requeˆte.
Les approches query by string [110, 114, 129–133] imple´mentent une e´tape de reconnais-
sance des caracte`res afin de de´tecter la se´quence recherche´e. La plupart des syste`mes
query-by-string sont plutoˆt base´s sur une analyse des lignes de texte sans segmentation
pre´alable en mots [110, 132, 134–137] (mode`les dits segmentation-free). Afin d’e´viter
la reconnaissance inte´grale des documents conside´re´s, ces approches reposent sur des
mode`les ge´ne´riques de ligne de texte permettant une analyse plus superficielle. Pour cela,
les mode`les de lignes sont constitue´s d’une part du mode`le de la se´quence recherche´e, et
d’autre part de mode`les de remplissage (ou filler models) pouvant de´crire des se´quences
quelconques. Les mode`les de remplissage mode´lisent les se´quences ne correspondant pas
au mot a` de´tecter et permettent ainsi au syste`me de s’aligner sur des lignes de texte
comple`tes. Ces mode`les spe´cifiques seront de´taille´s dans la section 4.3.1. Le de´codage
des lignes se fait a` l’aide d’un algorithme de recherche de meilleur chemin (Viterbi).
Deux de´codages sont ne´cessaires : un premier avec un mode`le de ligne contenant le mot
a` de´tecter, et un second utilisant le mode`le de remplissage uniquement. On e´value alors
ge´ne´ralement le ratio des scores obtenus a` l’issue des deux de´codages pour de´cider si la
ligne e´tudie´e contient le mot cle´ recherche´ (cf Figure 4.2).
Mode`le de ligne
contenant le mot a` trouver
Mode`le de ligne
avec mode`le de remplissage
uniquement
Filler Mot Filler
Filler ratio
Score de reconnaissance
Score de reconnaissance
< seuil Accepte´e
Rejete´e
Figure 4.2: Fonctionnement d’une approche query by string avec mode`le de ligne :
calcul du score.
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Au sein de ces approches, la me´thode statistique la plus courante reste a` ce jour les
MMC [110, 130, 131]. Mais plus re´cemment, les mode`les hybrides ayant montre´ leur
supe´riorite´ par rapport aux MMC sur des proble`mes de reconnaissance de mots isole´s,
ils ont naturellement e´te´ applique´s a` la de´tection de mots cle´s [95, 133, 136].
Dans [95], les auteurs combinent le BLSTM avec une couche CTC. A l’aide d’un algo-
rithme de token passing, ces probabilite´s sont contraintes par des connaissances lexicales
afin d’obtenir la de´tection du lexique de mots cle´s recherche´s. Ce syste`me atteint de tre`s
bonnes performances sur la base IAM 2. Dans [136], les auteurs proposent une struc-
ture BLSTM-DBN (Dynamic Bayesian Network) pour effectuer la de´tection de mots
cle´s en reconnaissance de la parole. Comme il est d’usage dans les syste`mes hybrides,
le BLSTM mode´lise l’information de bas niveau issue de l’image et fournit un ensemble
de caracte´ristiques a` l’e´tage suivant. Les DBN peuvent eˆtre apparente´s a` des MMC, ce
sont des mode`les graphiques tre`s utilise´s en reconnaissance de la parole qui mode`lisent
l’e´volution d’une se´quence a` l’aide de mode`les de dure´e. Cet e´tage permet d’introduire
des contraintes issues de mode`les de language ou de lexiques afin de corriger les er-
reurs du premier e´tage. Dans leurs expe´riences, les auteurs comparent leur architecture
hybride BLSTM-DBN a` une approche purement DBN sur le corpus TIMIT 3. L’ajout
du BLSTM augmente les performances de 10%. De par son caracte`re discriminant et
sa capacite´ a` mode´liser des de´pendances a` long terme entre les variables, le BLSTM
fournit des de´cisions locales beaucoup plus robustes que les me´langes de gaussiennes.
Cette structure semble montrer the´oriquement comme expe´rimentalement ses capacite´s
a` segmenter et reconnaˆıtre des caracte`res avec une tre`s grande pre´cision.
Dans ce chapitre, nous proposons d’adapter le mode`le CAC-MMC pre´sente´ dans le cha-
pitre pre´ce´dent pour aborder la proble´matique de de´tection de mots cle´s. Nous e´valuons
ses performances en comparaison avec les autres me´thodes de la lite´rature, notamment
les structures hybrides a` base de re´seaux de neurones.
La de´tection d’entite´s nomme´es ne´cessite comme pre´sente´ en introduction la de´tection
d’amorces telles que des se´quences de majuscules, ou des se´quences de chiffres. Nous
proposons donc e´galement d’e´tendre la proble´matique de la de´tection de mots cle´s a` la
de´tection d’expressions re´gulie`res.
2. Average Precision of 88.15% and R-precision of 84.34%
3. https ://catalog.ldc.upenn.edu/LDC93S1
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4.2.2 De´tection d’expressions re´gulie`res
4.2.2.1 De´finition
Une expression re´gulie`re est une chaˆıne de caracte`res permettant de de´crire un ensemble
de se´quences respectant une syntaxe particulie`re. Pour cela, la syntaxe des se´quences
cibles est mode´lise´e par le biais de caracte`res spe´ciaux appele´s me´ta-symbole. Les me´ta-
symboles de´crivent des sous ensembles de caracte`res a` partir de l’alphabet complet
des caracte`res, comme par exemple les chiffres. Il est e´galement possible de spe´cifier
le nombre de caracte`res ou de me´ta-symbole que l’on peut rencontrer. Les expressions
re´gulie`res peuvent e´galement contenir des ope´rateurs logiques tels que le ”ou” (pre´sence
du caracte`re ’a’ ou ’b’). L’ensemble de se´quences pouvant eˆtre mode´lise´ par une expres-
sion re´gulie`re est donc potentiellement infini.
Les expressions re´gulie`res sont des outils tre`s utilise´s en informatique, car ils permettent
d’acce´der rapidement a` des se´quences cibles dont les valeurs exactes sont inconnues, ou
partiellement connues. La de´tection d’expressions re´gulie`res peut eˆtre vue comme une
ge´ne´ralisation du concept de de´tection de mots cle´s aborde´ pre´ce´demment.
Avant d’exposer la bibliographie sur la de´tection d’expressions re´gulie`res, il est ne´cessaire
de de´tailler l’ensemble des notations permettant de les de´finir. Il existe de nombreuses
manie`re de formaliser les expressions re´gulie`res, qui de´pendent souvent du langage in-
formatique utilise´ pour en effectuer la recherche.
Dans ce travail, nous avons choisi les notations suivantes :
— # mode´lise la fin ou le de´but d’une expression re´gulie`re.
— a repre´sente le caracte`re ’a’.
— [a-z] repre´sente l’ensemble des caracte`re compris entre ’a’ et ’z’.
— ? repre´sente 0 ou 1 occurence de n’importe quel caracte`re.
— * repre´sente 1 ou plusieurs occurences de n’importe quel caracte`re.
— | repre´sente le ”ou” logique, c’est a` dire un choix entre deux caracte`res
Les caracte`res ? et * peuvent eˆtre applique´s a` des caracte`res ou a` des ensembles de ca-
racte`res. On peut ainsi mode´liser des motifs contenant des se´quences de minuscules (#[a-
z]*#), de majuscules (#[A-Z]*#) ou de chiffres (#[0-9]*#). Les requeˆtes peuvent
eˆtre plus ou moins contraintes par l’ajout de sous-se´quences fixes, comme par exemple
toutes les se´quences commenc¸ant par a suivi d’au moins une lettre minuscule (#a[a-
z]*#), ou les mots terminant par tion (#[a-z]*tion#).
En complexifiant les requeˆtes, on peut alors extraire des informations plus complexes et
plus inte´ressantes comme des entite´s nomme´es :
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— De´tection de dates : #[0-9]{2}/[0-9]{2}/[0-9]{4}#
— De´tection de pre´noms : #[A-Z][a-z]*#
— De´tection de codes postaux et de noms de ville franc¸aise : #[0-9]{5} [A-Z]*#.
On voit donc tout l’inte´reˆt de la de´tection d’expressions re´gulie`res dans le cadre de la
de´tection d’entite´s nomme´es. Cependant, si les expressions re´gulie`res sont tre`s largement
utilise´es sur des documents nume´riques, leur de´tection dans des images de documents
est un proble`me beaucoup moins aborde´. Nous proposons donc une bre`ve bibliographie
sur ce point.
4.2.2.2 La de´tection d’expressions re´gulie`res dans des images de documents
La de´tection d’expressions re´gulie`res est une taˆche appartenant au traitement automa-
tique du langage [138–140]. Sur des documents nume´riques et d’un point de vue algo-
rithmique, la de´tection d’expressions re´gulie`res est ge´ne´ralement re´alise´e en convertissant
l’expression re´gulie`re recherche´e en un automate a` e´tats finis [141, 142]. La recherche
peut ensuite eˆtre efficacement re´solue en visitant l’automate pour ne conserver, pour
chaque e´tape de calcul, que l’ensemble des e´tats atteignables. La recherche se termine
lorsque la chaˆıne d’entre´e est e´puise´e.
Dans le cadre du traitement de documents bruite´s (imprime´s ou manuscrits), la proble´matique
est plus ouverte car une e´tape de transcription est ne´cessaire pour obtenir la version
ASCII du document a` traiter. Par ailleurs, l’e´tape de reconnaissance engendre auto-
matiquement des erreurs et/ou des incertitudes, qui pe´nalise la recherche exacte des
se´quences cibles. En effet, une substitution, une insertion ou une suppression lors de la
reconnaissance provoquera une non de´tection de la se´quence. En utilisant une strate´gie
de reconnaissance suivie d’une recherche d’expression re´gulie`re sur la transcription, on
peut donc s’attendre a` des re´sultats limite´s. Ne´ammoins, lorsqu’un lexique est disponible,
il est possible d’exploiter les diffe´rentes hypothe`ses locales de reconnaissance, afin de cor-
riger les erreurs. Certains auteurs ont expe´rimente´ ce type d’approche sur des images de
documents imprime´s [143–145]. Dans leurs travaux, un OCR est applique´ sur l’ensemble
des documents avant de passer a` l’e´tape de de´tection des expressions re´gulie`res base´es
sur un ensemble de re`gles. Afin de palier les erreurs d’OCR, des me´thodes statistiques
traitant les se´quences sont utilise´es comme par exemple les MMC. Ces derniers vont pou-
voir donner localement des probabilite´s d’e´missions des caracte`res (plusieurs possibilite´s
a` chaque instant) pour qu’un algortihme de recherche du meilleur chemin puisse s’aligner
sur les mots voulus, malgre´ des erreurs locales. Par exemple, si l’on veut rechercher le mot
”madame” mais que les probabilite´s les plus hautes localement donnent la se´quence
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medane, les erreurs pourront possiblement eˆtre corrige´es, notamment si les hypothe`ses
de reconnaissance des lettres ’a’ et ’m’ posse`dent des probabilite´s significatives.
Sur les images de documents manusrits, les travaux sont beaucoup plus rares. Sans
toutefois aborder le proble`me pre´cis des expressions re´gulie`res, on peut mentionner les
sujets proches comme la de´tection de dates [146] a` l’aide d’un MMC, ou la de´tection de
champs nume´riques [147, 148] a` partir de re´seaux de neurones couple´s a` une program-
mation dynamique. Bien qu’inte´ressants, ces travaux sont limite´s a` des types de champs
particuliers. A notre connaissance, les seuls travaux concernant un syste`me ge´ne´rique
pour la de´tection d’expressions re´gulie`res dans les documents manuscrits sont les travaux
de Y.Kessentini [110]. Il s’agit d’une approche base´e sur un mode`le HMM de ligne conte-
nant des me´ta mode`les de caracte`res (chiffres, minuscules, majuscules) afin de de´tecter
des expressions re´gulie`res quelconques. Cependant, les re´sultats obtenus sont assez li-
mite´s et ne permettent pas d’envisager une application industrielle.
Dans la section suivante, nous proposons une adaptation des structures hybrides pre´sente´es
dans le chapitre pre´ce´dent pour de´tecter des expressions re´gulie`res dans des images de
documents manuscrits. Nous montrons que l’utilisation des approches discriminantes
permet d’obtenir un gain de performance tre`s inte´ressant.
4.3 Syste`mes hybrides pour la de´tection de mots cle´s et
d’expressions re´gulie`res
La de´tection d’expressions re´gulie`res (REGEX) est globalement base´e sur le meˆme prin-
cipe que la de´tection de mots cle´s dans la mesure ou` une se´quence est recherche´e dans les
lignes de texte. La diffe´rence re´side dans le fait que la se´quence de caracte`res a` rechercher
est moins contrainte. En effet, a` une expression re´gulie`re correspond un nombre impor-
tant (possiblement infini) de se´quences cibles. Par exemple une requeˆte de la forme
#M[a-z]*# (tous les mots commenc¸ant par la lettre M) de´crit des mots de tailles
tre`s variables, posse´dant ou non des hampes et des jambages : ”Me”, ”Mai”, ”Ma-
jor”, ”Monsieur”, ”Magique”, ”Malheureusement”, etc. Moins l’expression re´gulie`re est
contraignante, plus le nombre et la variabilite´ des se´quences cibles est important, et plus
la taˆche de de´tection est sensible aux erreurs de reconnaissance.
Dans le cadre de cette deuxie`me contribution, plusieurs me´thodes discriminantes vont
eˆtre teste´es sur les donne´es de bas-niveau afin de fiabiliser au maximum la reconnaissance
des caracte`res manuscrits. Les me´thodes teste´es sont un perceptron multi-couche, un
re´seau de neurones re´currents, un CAC et un BLSTM-CTC. Nous conduisons les meˆmes
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expe´riences que dans le chapitre 3 applique´es a` la de´tection de mots cle´s et d’expressions
re´gulie`res afin de comparer les diffe´rentes me´thodes utilise´es.
4.3.1 Mode`le MMC pour la de´tection de mots cle´s
L’e´tage MMC doit eˆtre capable de de´tecter le mot cle´ quelle que soit sa position au sein
de la ligne. Il faut donc lui fournir la capacite´ de pouvoir s’aligner sur l’ensemble de
la ligne. La me´thode couramment utilise´e est l’ajout de mode`le ergodique (filler model)
contenant tous les caracte`res possibles qui repre´sentent l’ensemble des caracte`res. La
distribution des probabilite´s de transition de ces mode`les est soit uniformes soit apprise
sur uncorpus repre´sentatif du vocabulaire de l’application. Ces mode`les sont place´s a`
gauche et a` droite du mot a` reconnaˆıtre. En modifiant les transitions entre les mode`les
de remplissage et la se´quence du mot cle´, on permet au syste`me de de´tecter la se´quence
voulue au de´but, au milieu ou a` la fin de la ligne (cf Figure 4.3).
X Filler Madame Filler X
a b
c
...Z
sp ...
Figure 4.3: Mode`le de ligne pour la de´tection de mots cle´s
Au sein de notre architecture hybride, les probabilite´s a posteriori sont fournies di-
rectement a` l’e´tage de haut niveau (cf section 3.2), ainsi ce dernier ne traite que des
probabilite´s et non des vraisemblances. De ce fait, il n’est pas ne´cessaire d’effectuer le
double de´codage avec un mode`le de filler pour obtenir un ratio comme cela est fait dans
les approches purement MMC, car les probabilite´s sont toujours comprises entre 0 et
1. La de´cision s’effectue en fonction de la somme des scores de chacun des caracte`res
de la bonne se´quence moyenne´e par le nombre de caracte`res de la se´quence obtenue a`
la sortie d’un alignement de Viterbi. Ce choix est motive´ par la capacite´ des me´thodes
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discriminantes a` prendre des de´cisions locales robustes. Ainsi, chacun des e´tages effectue
la taˆche sur laquelle il est le plus performant : l’e´tage discriminant a` la mode´lisation
des frontie`res entre les caracte`res a` partir d’informations locales, et l’e´tage ge´ne´ratif a`
la mode´lisation de se´quence en embarquant des contraintes lexicales et des mode`les de
langage.
4.3.2 Mode`le de ligne pour de´tection d’expressions re´gulie`res
Comme mentionne´ pre´ce´demment, la de´tection d’expressions re´gulie`res est une ge´ne´ralisation
de la de´tection de mots cle´s. Les contraintes lexicales e´tant relache´es, le mode`le de ligne
doit pouvoir s’aligner sur des se´quences de taille et de contenu variables (#re[a-z]*#,
#[a-z]*tion#,etc.) d’ou` la ne´cessite´ de mettre a` en place des mode`les MMC ergodiques
spe´cifiques appele´s me´ta-mode`les (cf Figure 4.4).
#[a-z]*#
a b
c
...y
z
Me´ta-Mode`le de se´quences de minuscules (LC)
#[A-Z]*#
A B
C
...Y
Z
Me´ta-Mode`le de se´quences de majuscules (UC)
#[0-9]*#
1 2
3
...8
9
Me´ta-Mode`le de se´quences de chiffres (DG)
Figure 4.4: Me´ta-mode`les utilise´s dans notre syste`me hybride
Ces me´ta-mode`les sont des mode`les ergodiques de caracte`res contenant tous les ca-
racte`res des ensembles de type [a-b]. Ils permettent de mode´liser une partie de la variabi-
lite´ de l’expression re´gulie`re a` rechercher. Dans notre cas, nous utilisons majoritairement
trois me´ta-mode`les diffe´rents :
1. Minuscules : #[a-z]*#
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2. Majuscules : #[A-Z]*#
3. Chiffres : #[0-9]*#
Pre´cisons que nous avons imple´mente´ ces trois me´tamode`les, mais qu’il est e´videmment
possible de re´aliser tous les mode`les d’ensemble, tels qu’un mode`le de voyelle par exemple
(a|e|i|o|u|y)
Chacun des me´ta-mode`les inclut en plus le mode`le d’espace afin de pouvoir mode´liser
la transition entre les mots. La se´quence e´tant de taille variable, la longueur de cette
dernie`re est controle´e par l’auto-transition sur le ou les me´ta-mode`les utilise´s pour la
de´tection. La se´quence e´tant aussi de contenu variable, les me´ta-mode`les nous permettent
de mode´liser cette variabilite´ de contenu. Par exemple si l’on veut de´tecter les mots
commenc¸ant par la se´quence Ma (#Ma[a-z]*#), le syste`me doit pouvoir localiser la
position des mots Madame, Magie, Manoir, Magistrat, etc. Ces mode`les sont tre`s impor-
tants car ils vont nous permettre de de´tecter les mots amorces ne´cessaires a` la de´tection
des EN comme les dates, les pre´noms, les noms de famille, les codes postaux, les nume´ros
de re´fe´rence , etc.
Les Figures 4.5, 4.6 et 4.7 pre´sentent des exemples de mode`les de ligne pour la de´tection
de REGEX. Ces derniers permettent de de´tecter une expression au de´but de la ligne
(#[a-z]*ion#), au milieu de la ligne #[A-Z]on[a-z]*# ou a` la fin de la ligne (#agre[a-
z]*#). Ce mode`le de ligne est e´galement capable de de´tecter des expressions regulie`res
moins contraintes comme des se´quences de chiffres (#[0-9]*#) ou une se´quence de
lettres commenc¸ant par une majuscule et terminant par une se´quence de minuscules
de taille quelconque (#[A-Z][a-z]*#). La longueur de la se´quence non contrainte (*)
est de´finie par les auto-transitions du MMC et les probabilite´s a posteriori extraites de
l’e´tage discriminant.
Les probabilite´s de transitions dans les me´ta-mode`les du MMC e´tant uniformes l’aligne-
ment du Viterbi sera dirige´ uniquement par les de´cisions discriminantes locales fournies
par l’e´tage discriminant.
4.3.3 Chaˆıne de traitement
La chaˆıne de traitement utilise´e est compose´e de pre´-traitements classiques, d’une ex-
traction de caracte´ristiques et des me´thodes statistiques de reconnaissance de´crites dans
le chapitre pre´ce´dent (cf section 3.4) pour la reconnaissance de mots isole´s.
Les pre´-traitements applique´s sur les images se de´composent en trois e´tapes. Premie`rement
nous appliquons une binarisation de Sauvola [149], puis nous appliquons une me´thode
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X Filler LC i o n Filler X
a b
c
...y
z
Figure 4.5: E´tage MMC : mode`le de ligne pour la de´tection de la se´quence #[a-
z]*ion#
X Filler UC o n LC Filler X
a b
c
...y
z
Figure 4.6: E´tage MMC : mode`le de ligne pour la de´tection de la se´quence #[A-
Z]on[a-z]*#
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X Filler a g r LC Filler X
a b
c
...y
z
Figure 4.7: E´tage MMC : mode`le de ligne pour la de´tection de la se´quence #agre[a-
z]*#
de redressement base´e sur le principe suivant : l’image est pivote´e suivant un angle va-
riant de −Θ a` Θ, pour chacun de ces angles un histogramme des traits verticaux HΘ
est calcule´. Finalement, l’image est normalise´e en hauteur a` 64 pixels afin de centrer les
hampes et les jambages par rapport a` la ligne de base.
Pour re´aliser cette expe´rience, nous avons choisi d’utiliser les Histogrammes de Gra-
dients Oriente´s [109]. Ces derniers ont e´te´ extraits d’une feneˆtre glissante de taille 8x64
pixels. Chaque feneˆtre est divise´e en sous-feneˆtre de 4x16 pixels. Dans chacune de ces
sous-feneˆtres, un histogramme d’intensite´ du gradient est calcule´ suivant 8 directions
diffe´rentes. Ces 16 valeurs d’histogramme sont finalement concate´ne´es en un seul vec-
teur de caracte´ristiques de 64 dimensions.
4.4 Expe´riences et re´sultats
L’e´valuation des performances de nos syste`mes a e´te´ effectue´e sur la base de phrases
RIMES 2011 de la compe´tition de reconnaissance d’e´criture manuscrite ICDAR [2]. La
base d’apprentissage est compose´e de 1500 documents et les bases de validation et de test
de 100 documents chacune. Quelques exemples de cette base sont montre´s ci-dessous :
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Il s’agit de lignes d’e´criture manuscrite multi-scripteur sujettes aux inclinaisons de lignes
et de mots. Certaines sont e´galement mal segmente´es, des artefacts des lignes suivantes
dessous ou pre´ce´dentes sont parfois pre´sentes. Cette base ne´cessite donc la mise en place
d’un ensemble de pre´-traitements avant de passer a` la phase d’apprentissage et de test.
L’e´valuation se fera suivant les valeurs de Rappel (R) et de Pre´cision (P) en comptant
les vrais positifs (TP) les faux positifs (FP) et les faux ne´gatifs (FN) sur l’ensemble
des documents de la base de test. En faisant varier le seuil de rejet, nous obtenons une
courbe rappel-pre´cision a` partir de l’accumulation de toutes ces valeurs :
R =
TP
TP + FN
P =
TP
TP + FP
Nous avons ainsi la possibilite´ de faire varier notre seuil en fonction des besoins de
l’utilisateur. Ce dernier pourra s’il le souhaite favoriser la pre´cision au de´triment du
rappel ou inversement. Afin de pouvoir analyser correctement les re´sultats obtenus il
faut que les occurences dans la base de test des mots a` de´tecter soient assez e´leve´es.
Or dans ce type de courrier, certains mots ne de´passent pas 5 ou 6 occurences dans
l’ensemble de la base. Pour palier ce proble`me et obtenir une estimation satisfaisante,
nous proposons de de´tecter non pas un seul mot cle´ mais un lexique de mots cle´s.
Dans le cadre des expressions re´gulie`res, ce proble`me de manque d’occurence est moins
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marque´ puisqu’une requeˆte correspond a` plusieurs mots cle´s. Ainsi, moins la requeˆte
sera contrainte, plus le nombre d’occurence sera grand.
4.4.1 Re´sultats pour la de´tection de mots cle´s
Dans certains travaux, la de´tection de mots cle´s est effectue´e sur une seule requeˆte
(un seul mot) a` chercher dans un ensemble de documents. Dans nos expe´riences, nous
avons de´cide´ d’e´valuer notre structure hybride sur la de´tection d’un ensemble de mots
cle´s (lexique de mots cle´s) en meˆme temps, afin de pouvoir e´valuer la robustesse de
notre structure a` la confusion entre les mots [110]. Cette ge´ne´ralisation a` un lexique de
mots cle´s permet e´galement d’avoir une ide´e des performances de notre syste`me sur la
cate´gorisation de documents [114]. Nous avons e´value´ cinq syste`mes diffe´rents sur des
lexiques de taille 25, 50 et 100 mots cle´s, contenant les meˆmes mots que dans les travaux
de [110] afin de pouvoir comparer les syste`mes entre eux.
Les Figures 4.8, 4.9 et 4.10 montrent les courbes rappel-pre´cision obtenues pour l’en-
semble des cinq syste`mes sur chacun des lexiques (25, 50 et 100 mots cle´s). On observe
sans surprise que les re´sultats globaux des cinq me´thodes diminuent en fonction de la
taille du lexique utilise´. On remarque aussi que la structure BLSTM-CTC-MMC obtient
les meilleurs re´sultats avec un break-even point au alentour de 85 % (point ou` rap-
pel=pre´cision). Elle est suivie dans l’ordre par le syste`me RNN-MMC, le CAC-MMC,
le MLP-MMC et finalement le MMC classique. Ces re´sultats nous permettent de voir
l’apport des diffe´rentes me´thodes discriminantes lors de la de´cision finale (de´tection du
mot cle´) par rapport a` une approche purement ge´ne´rative. Ces re´sultats nous permettent
e´galement de comparer les diffe´rentes me´thodes discriminantes entre elles. Comme cela a
de´ja` e´te´ de´montre´ dans d’autres travaux, l’architecture BLSTM-CTC-MMC est de loin
la meilleure. On voit e´galement que le CAC offre de meilleures de´cisions qu’un MLP stan-
dard (5%). On peut aussi observer qu’une structure re´currente classique (RNN-MMC)
de´passe les performances du CAC d’environ 5%. Il semble donc que le contexte temporel
apporte´ par la re´currence soit un atout important dans la reconnaissance de donne´es
se´quentielles. Remarquons qu’assez logiquement, le classement des syste`mes est le meˆme
que dans le chapitre pre´ce´dent.
Pendant la phase d’apprentissage, il est important de controˆler la convergence des
syste`mes afin d’e´viter le sur-apprentissage. Afin de ve´rifier que l’erreur niveau trame
est un bon crite`re de controˆle de convergence, nous avons e´value´ la relation entre cette
dernie`re (une fois que la me´thode a converge´) et le break-even point de chaque me´thode
(re´sultat final). Dans cette expe´rience, nous calculons la moyenne des break-even point
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Figure 4.8: Performances de l’ensemble des syste`mes sur un lexique a` 25 entre´es
Figure 4.9: Performances de l’ensemble des syste`mes sur un lexique a` 50 entre´es
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Figure 4.10: Performances de l’ensemble des syste`mes sur un lexique a` 100 entre´es
des cinq me´thodes e´tudie´es sur l’ensemble des 3 lexiques (25,50,100). L’ensemble des
re´sultats est illustre´ dans la Figure 4.11.
Figure 4.11: Erreur moyenne niveau trame en fonction du break even point moyen
On peut voir que l’erreur niveau trame est directement lie´e aux performances globales
des syste`mes. Plus l’erreur niveau trame est basse, plus le break-even point sera grand.
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On peut en conclure que l’erreur niveau trame sur cette base de donne´es est un bon
crite`re de controˆle de qualite´ de l’apprentissage.
4.4.2 De´tection de mots clefs par matching exact
Comme discute´ dans l’introduction de ce chapitre, les syste`mes de de´tection de mots clefs
(et d’expressions re´gulie`res) applique´s sur des images de documents cherchent a` exploiter
plusieurs hypothe`ses de reconnaissance. De cette manie`re, certaines erreurs de reconnais-
sance de caracte`res peuvent eˆtre rattrappe´es en alignant les hypothe`ses sur les mots du
lexique. Cependant, cette correction s’effectue au de´triment d’une pre´cision moindre.
En effet, si certaines se´quences sont corrige´es a` bon escient, des fausses de´tections sont
susceptibles d’eˆtre ge´ne´re´es par des alignements de mauvaises se´quences sur des mots du
lexique proche. Devant les hautes performances affiche´es par le BLSTM, nous avons es-
saye´ d’appliquer une strate´gie sans de´codage avec lexique, puis d’appliquer une recherche
exacte du mot dans la transcription brute.
L’inte´reˆt de cette me´thode est qu’elle maximise la pre´cision au de´triment du rappel.
En effet, l’absence de correction interdit les bonnes corrections (limitation du rappel),
mais aussi les mauvaises (maximisation de la pre´cision). Dans la pratique, on observe
des pre´cisions e´gales a` 100%. En effet, les fausses alarmes sont tre`s peu probables car
elle ne peuvent eˆtre ge´ne´re´es que par une erreur de reconnaissance qui co¨ınciderait avec
la requeˆte effectue´e. Finalement, seul le rappel varie, quelle que soit la me´thode utilise´e
(de´tection ou non).
L’ensemble des re´sultats des me´thodes MLP-MMC, CAC-MMC, RNN-MMC et BLSTM-
CTC-MMC est re´sume´ dans les Tableaux 4.1, 4.2, 4.3 pour des lexiques a` 25, 50 et 100
mots clefs. Ces re´sultats sont e´galement reporte´s sur les Figures 4.8, 4.9 et 4.10, par des
croix bleues.
Table 4.1: Re´sultats de la de´tection de mots cle´s sans correction sur un lexique a` 25
mots cle´s.
Me´thode Taille du lexique Rappel Pre´cision
MLP-MMC 25 5.2% 100%
CAC-MMC 25 8.5% 100%
RNN-MMC 25 10.2% 100%
BLSTM-CTC-MMC 25 62.3 % 100 %
La premie`re remarque est que les syste`me base´s sur les MLP, CAC et RNN ne sont
pas viables, proposant des rappels en dessous des attentes industrielles (R<10%). En
revanche, les performances obtenues par le BLSTM-CTC sont assez surprenantes, car
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Table 4.2: Re´sultats de la de´tection de mots cle´s sans correction sur un lexique a` 50
mots cle´s.
Me´thode Taille du lexique Rappel Pre´cision
MLP-MMC 50 3.7% 100%
CAC-MMC 50 7.3% 100%
RNN-MMC 50 8.9% 100%
BLSTM-CTC-MMC 50 59.3 % 100 %
Table 4.3: Re´sultats de la de´tection de mots cle´s sans correction sur un lexique a` 100
mots cle´s.
Me´thode Taille du lexique Rappel Pre´cision
MLP-MMC 100 2.2% 100%
CAC-MMC 100 4.8% 100%
RNN-MMC 100 6.2% 100%
BLSTM-CTC-MMC 100 56.1 % 100 %
des rappels corrects sont obtenus (entre 56% et 62% selon la taille du lexique), pour
des pre´cisions de 100%. Rappelons que pour une taˆche de cate´gorisation de documents,
il a e´te´ montre´ qu’il vallait mieux de´tecter peu de mots de manie`re suˆre, plutoˆt que
de nombreux mots avec des erreurs [114]. Une pre´cision parfaite devrait donc profiter
largement a` ce type d’applications.
Une autre remarque concerne le temps de calcul. En effet, le temps de traitement est
beaucoup plus rapide puisqu’aucun de´codage n’est effectue´ apre`s la phase de reconnais-
sance par le BLSTM.
Dans la plupart des applications, les performances globales d’un syste`me peuvent eˆtre
grandement ame´liore´es par l’ajout d’un mode`le de langage, d’un lexique ou toutes autres
informations de haut niveau. Ici nous avons fait le choix de ne permettre aucune correc-
tion en appliquant simplement un me´thode de matching exacte. Contre toute attente,
les re´sultats obtenus nous situent largement au dessus des courbes rappel-pre´cision des
syste`mes avec de´codage (voir Figures 4.8, 4.9 et 4.10).
4.4.3 Re´sultats pour la de´tection d’expressions re´gulie`res
Cette section pre´sente les re´sultats de nos syste`me hybrides pour la de´tection d’ex-
pressions re´gulie`res. Afin de comparer nos re´sultats a` une me´thode de re´fe´rence, nous
avons effectue´ les meˆmes expe´riences que dans [110], qui sont a` notre connaissance les
seuls travaux concernant la de´tection de REGEX dans des documents manuscrits. Dans
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cette e´tude, les auteurs se sont inte´resse´s a` la de´tection de quatre expressions re´gulie`res
diffe´rentes, les sous-chaˆınes : effe (#effe[a-z]*#), pa (#pa[a-z]*#), com (#com[a-
z]*#)) et cha ( #cha[a-z]*#). Les syste`mes ont e´te´ teste´, ces comparaisons sont
illustre´es dans les Figures 4.12, 4.13, 4.14 et 4.15.
Figure 4.12: Performances de la de´tection des expressions re´gulie`res : #effe[a-z]*#
Figure 4.13: Performances de la de´tection des expressions re´gulie`res : #pa[a-z]*#
On observe que le syste`me BSLTM-CTC-MMC obtient de tre`s bonnes performances.
En effet, on observe des pre´cisions moyennes autour de 75% alors que les requeˆtes de-
mande´es sont tre`s peu contraintes par rapport a` une taˆche de de´tection de mots cle´s. En
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Figure 4.14: Performances de la de´tection des expressions re´gulie`res : #com[a-z]*#
Figure 4.15: Performances de la de´tection des expressions re´gulie`res : #cha[a-z]*#
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effet, l’expressions re´gulie`res #cha[a-z]*# correspond a` la de´tection d’un lexique vaste
contenant des mots comme : chat, chaque, chaussettes, changer, changement, chamallow,
etc.
La tendance globale des quatre courbes montrent le classement suivant dans l’ordre
de´croissant de performances : BLSTM-CTC, RNN, CAC, MLP et MMC. On observe
des e´carts de 20 a` 40% entre la me´thode la plus performante le BLSTM/CTC et la
moins performante le MMC. Le CAC est toujours meilleur que le MMC et le MLP avec
des e´carts de performances de 10 a` 20% avec le MMC et entre 5 et 10% avec le MLP.
Mais comme pour la de´tection de mots cle´s, les performances des syste`mes re´currents
sont supe´rieures.
Nous avons e´galement effectue´ d’autres expe´riences sur des requeˆtes diffe´rentes comme
#[a-z]*er#,#[a-z]*tion#, #[a-z]*tt[a-z]*# et #[a-z]*mm[a-z]*#. Les re´sultats
sur les requeˆtes #[a-z]*mm[a-z]*# et #[a-z]*tion# (cf Figure 4.17 et 4.18) restent
bons, on observe le meˆme classement au niveau performance et les meˆmes e´carts entre
les syste`mes. Cependant, l’ensemble des syste`mes semble avoir des difficulte´s a` traiter
les deux autres requeˆtes. Ceci est certainement duˆ au fait que deux lettres identiques
conse´cutives comme le t sont tre`s difficiles a` de´tecter avec pre´cision. En effet, l’extraction
se faisant par feneˆtre glissante, deux trames de deux m ou deux t conse´cutifs sont tre`s
difficile a` diffe´rencier temporellement, elles sont souvent fusionne´es pour ne constituer
qu’une seule occurence de la lettre. Les difficulte´s sur l’autre requeˆte sont quant a` elles
certainement duˆ au fait que la lettre r peut-eˆtre confondue avec un grand nombre de
caracte`res (n,u,...). L’ensemble des re´sultats obtenus sont re´sume´s dans les Figures 4.16,
4.17, 4.18 et 4.19.
Nous avons e´galement teste´ des requeˆtes tre`s peu contraintes comme la de´tection d’une
se´quence ale´atoire de majuscules (#[A-Z]*#) et de chiffres (#[0-9]#). Le traitement
de ce type de requeˆte est bien plus complexe que les pre´ce´dentes car dans ce cas on
dispose de tre`s peu de contraintes de taille et de contenu. En effet, la requeˆte (#[0-
9]#) devra de´tecter aussi bien 1 que 0123456789. L’ensemble des re´sultat est pre´sente´
dans les Figures 4.20 et 4.21.
On demande donc au syste`me de reconnaˆıtre des entite´s complexes car les chiffres sont
tre`s peu pre´sents dans la base d’apprentissage et on ne lui donne aucune contrainte de
taille ni de contenu. L’ensemble des chiffres doit donc eˆtre reconnu correctement si l’on
veut que la de´tection soit conside´re´e acceptable. La proble´matique est la meˆme pour les
se´quences de majuscules elles aussi tre`s peu pre´sentes dans la base d’apprentissage. On
peut observer que la de´tection de se´quences de majuscules peut atteindre un bon niveau
de pre´cision (cf Figure 4.20) alors que la se´quences de chiffres a quant a` elle atteint un
niveau inte´ressant de rappel (cf Figure 4.21).
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Figure 4.16: Performances de la de´tection des expressions re´gulie`res : #[a-z]*er#
Figure 4.17: Performances de la de´tection des expressions re´gulie`res : #[a-z]*mm[a-
z]*#
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Figure 4.18: Performances de la de´tection des expressions re´gulie`res : #[a-z]*tion#
Figure 4.19: Performances de la de´tection des expressions re´gulie`res : #[a-z]*tt[a-
z]*#
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Figure 4.20: Performances de la de´tection des expressions re´gulie`res sur une se´quence
ale´atoire de majuscule (#[A-Z]*#)
Figure 4.21: Performances de la de´tection des expressions re´gulie`res sur une se´quence
ale´atoire de chiffres (#[0-9]#)
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Dans les deux cas, c’est une nouvelle fois le BLSTM-CTC qui domine nettement les
autres approches. Ces re´sultats sont tre`s encourageants car la base d’apprentissage
comporte peu de chiffres et de majuscules. On peut donc penser que l’architecture
BLSTM-CTC pourrait obtenir des re´sultats encore supe´rieurs en fournissant davantage
d’exemples.
4.5 Application : ICDAR 2015 Handwriting Word Spot-
ting Competition
Afin d’e´valuer les capacite´s de l’architecture BLSTM-CTC-MMC sur d’autres corpus,
nous avons choisi de participer a` la compe´tition ICDAR 2015 sur la base mono-scripteur
manuscrite Bentham collection.
La base fournie pour cette compe´tition est compose´e de notes et de brouillons de publi-
cations ou de travaux en cours, de lettres adresse´es a` ou re´dige´es par Jeremy Bentham,
etc. Elle contient 60 000 documents de taille diverses e´crits a` diffe´rentes pe´riodes de la
vie de l’auteur. Les images sont tre`s bruite´es, on trouve beaucoup d’artefacts ou des
lignes mal segmente´es avec des hampes ou des jambages des lignes voisines, ainsi que
des mots souligne´s ou rature´s.
Figure 4.22: Exemple d’image du corpus de la compe´tition ICDAR 2015
Figure 4.23: Exemple d’image du corpus de la compe´tition ICDAR 2015
Au sein de cette compe´tition nous avons choisi de participer a` deux e´valutations, la
premie`re sur la de´tection de mots cle´s a` partir d’une requeˆte ASCII (query by string) et
la deuxie`me sur la de´tection de mots cle´s a` partir d’images de mots (query by example).
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Figure 4.24: Exemple d’image du corpus de la compe´tition ICDAR 2015
Figure 4.25: Exemple d’image du corpus de la compe´tition ICDAR 2015
4.5.1 Syste`mes propose´s
La base fournie e´tant manuscrite multi-scripteurs, nous avons mis en œuvre un certain
nombre de pre´-traitements afin de re´duire la variabilite´ de l’e´criture et faciliter ainsi la
reconnaissance. Dans le cadre de cette compe´tition, nous avons choisi d’appliquer une
binarisation adaptative gaussienne, un algorithme de correction d’inclinaison de lignes
et de caracte`res comme propose´ dans l’article [150].
Figure 4.26: Exemple d’image du corpus de la compe´tition ICDAR 2015 apre`s pre´-
traitements
Figure 4.27: Exemple d’image du corpus de la compe´tition ICDAR 2015 apre`s pre´-
traitements
Figure 4.28: Exemple d’image du corpus de la compe´tition ICDAR 2015 apre`s
pre´traitements
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Figure 4.29: Exemple d’image du corpus de la compe´tition ICDAR 2015 apre`s
pre´traitements
4.5.2 Caracte´ristiques utilise´es
Caracte´ristiques des pixels (SPF) Les Caracte´ristiques Des Pixels (SPF) est le
vecteur de caracte´ristiques propose´ dans [47]. Il s’agit d’une compression de l’information
contenue dans les colonnes de pixels, ce qui en fait donc une caracte´ristique de bas-niveau.
Une trame de longueur P = 1 pixel est de´crite par un ensemble de caracte´ristiques
extrait via des ope´rateurs mathe´matiques :
— la moyenne des niveaux de gris ;
— la position du centre de gravite´ ;
— le moment vertical du second ordre des pixels noirs ;
— la position du pixel noir le plus haut et celle du pixel noir le plus bas ;
— la variation de cette position par rapport aux trames adjacentes ;
— le nombre de transitions noir/blanc entre le pixel noir le plus haut et le pixel noir
le plus bas ;
— la proportion de pixels noirs entre le pixel noir le plus haut et le pixel noir le plus
bas.
Soit neuf valeurs de´crivant une trame d’un pixel de long.
Histogramme de Gradients Oriente´s
Pour re´aliser cette expe´rience, nous avons choisi d’utiliser les Histogrammes de Gradients
Oriente´s [109]. Nous utilisons des trames de longueur P = 8 pixels, nous de´coupons
l’image en 8 sous-feneˆtres sans recouvrement de dimension 8×8, le gradient est quantifie´
en 8 directions. Ces valeurs sont concate´ne´es pour obtenir un vecteur de caracte´ristiques
de taille 64.
ORB
Les caracte´ristiques ORB (Oriented FAST and Rotated BRIEF ) [151] sont de´rive´es des
caracte´ristiques BRIEF (Binary Robust Independant Elementary Features) [152].
BRIEF est un vecteur de caracte´ristiques ou` chaque caracte´ristique repre´sente un en-
semble de comparaisons d’intensite´s lumineuses (des tests) entre des pairs de pixels
provenant d’une image floute´e. Un test τ est de´fini par :
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τ(p; a, b) =
0 si p(a) ≥ p(b)1 si p(a) < p(b) (4.1)
avec p l’image floute´e, p(a) est l’intensite´ lumineuse d’un pixel aux coordonne´es a1 =
(ax, ay) et p(b) est l’intensite´ lumineuse d’un pixel aux coordonne´es b = (bx, by) Le
choix des pixels est ale´atoire et suit une loi normale. Le vecteur binaire, construit via
ces comparaisons a` diffe´rentes e´chelles, a l’avantage d’eˆtre tre`s rapide a` construire et a`
utiliser. En effet la distance de Hamming est utilise´e pour obtenir la distance entre deux
vecteurs BRIEF.
Une caracte´ristique ORB est de´finie comme une combinaison de caracte´ristiques BRIEF :
fn(p) :=
I∑
i≤1≤n
2i−1τ(p; ai, bi) (4.2)
On passe donc d’une repre´sentation binaire avec les tests a` une repre´sentation re´elle avec
les caracte´ristiques. Comme pour les HOG cette extraction de caracte´ristiques s’effectue
dans plusieurs sous-feneˆtres.
Afin d’eˆtre invariant au redimensionnement, cette comparaison s’effectue a` diffe´rentes
e´chelles sur l’image. Dans notre application nous avons choisi de manie`re empirique 32
sous feneˆtres de dimension 4× 4 sans recouvrement, chaque sous feneˆtre est tourne´e de
72 degre´s (soit 5 nouvelles images par sous feneˆtre) et chaque sous feneˆtre est redimen-
sionne´e 2 fois de suite avec un ratio de 1.5, soit 3 e´chelles au total. Cela constitue donc
un vecteur de caracte´ristique de dimension 32× 5× 3 = 480.
4.5.3 Taˆche 1 (query by string)
Le syste`me propose´ est le meˆme que celui propose´ dans la section 4.3 : l’architecture
hybride BLSTM-CTC-MMC.
4.5.4 Taˆche 2 Syste`me 1 (query by example)
Ce syste`me est l’adaptation de notre syste`me 1 base´ sur l’architecture BLSTM-CTC-
MMC. Afin de remplacer la requeˆte ASCII par une requeˆte image, nous avons ajoute´ une
e´tape de de´codage BLSTM-CTC sans correction MMC a` partir de l’image requeˆte. On
obtient ainsi une requeˆte ASCII qui sera fournit au syste`me 1 afin d’avoir l’emplacement
du mot recherche´. L’ensemble du syste`me est re´sume´ par la Figure 4.30.
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BLSMT-CTC (mot isole´)
Transcription ASCII (’aforesaid’)
BLSMT-CTC-MMC (ligne)
Figure 4.30: Re´sume´ du syste`me 2
4.5.5 Taˆche 2 Syste`me 2 (query by example)
Le proble`me du syste`me 2 est le nombre d’erreurs locales dans la requeˆte issu du de´codage
BLSTM-CTC sans e´tage correcteur MMC. Nous proposons donc de palier ce proble`me
en ajoutant un e´tage correcteur contenant le lexique de tous les mots pre´sents dans la
base comple`te (9557 entre´es). Cette e´tage est le meˆme que pre´sente´ dans la section 3.2, un
syste`me hybride BLSTM-CTC-MMC pour la reconnaissance de mot isole´s. L’ensemble
du syste`me est re´sume´ par la Figure 4.31.
4.5.6 Re´sultats
A l’heure ou` nous e´crivons ces lignes nous ne disposons pas encore des re´sultats des
autres syste`mes sur cette base, ni de la base de test. Dans cette partie nous pre´sentons
donc uniquement, les performances de nos syste`mes sur une taˆche de query by string
pour le syste`me 1 et query by example sur le syste`me 2 et 3. Nous disposons pour cela
de 2213 images exclues des 11144 images de la base d’apprentissage afin d’e´valuer les
performances de nos syste`mes. L’e´valuation se fera suivant les valeurs de Rappel (R) et
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BLSMT-CTC-MMC (mot isole´)Lexique
Transcription ASCII (’aforesaid’)
BLSMT-CTC-MMC(ligne)
Figure 4.31: Re´sume´ du syste`me 3
de Pre´cision (P) en comptant les vrais positifs (TP) les faux positifs (FP) et les faux
ne´gatifs (FN) sur l’ensemble des documents de base de test. En faisant varier le seuil de
rejet, nous obtenons des courbes de rappel-pre´cision a` partir de l’accumulation de toutes
ces valeurs :
R =
TP
TP + FN
P =
TP
TP + FP
Nous avons effectue´ deux expe´riences, une premie`re comparant les performances des
vecteurs de caracte´ristiques utilise´es re´sume´e sur la Figure 4.32 et les performances des
syste`mes 1,2 et 3 sur leurs taˆches respectives re´sume´e sur la Figure 4.33.
On peut voir que la combinaison des trois vecteurs HOG, ORB et SPF est la meilleure
configuration possible avec un break even point a` 84 %. On observe e´galement que le
vecteur de caracte´ristiques HOG semble eˆtre le vecteur de caracte´ristique unique le plus
discriminant avec un break even point a` 81 %, suivi par les caracte´ristique SPF (break
even point a` 76%) et finalement ORB (break even point a` 76%). Les performances du
syste`me combinant les caracte´ristiques HOG et SPF montrent que parfois la combinaison
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Figure 4.32: Comparaison des diffe´rentes caracte´ristiques sur une taˆche de query by
string
de caracte´ristiques peut amener a` une diminution des performances globales du syste`me
(break even point a` 79%).
Ces re´sultats prouvent que les caracte´ristiques doivent toujours eˆtre valide´es car la combi-
naison n’apporte pas force´ment de meilleurs performances. De plus, nous n’avons aucune
assurance que le classement de performances est le meˆme si la base d’apprentissage avait
e´te´ diffe´rente.
Figure 4.33: Performances des syste`mes 1, 2 et 3
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En ce qui concerne les performances des trois modes de traitement de la requeˆte, on
observe logiquement sur la Figure 4.33 que plus la requeˆte initiale est bruite´e moins les
performances du syste`me sont bonnes. On obtient respectivement des break even point
de 46, 70 et 84 % pour les syste`me 3, 2 et 1. La correction lexicale de la requeˆte initiale
augmente de 24% les performances meˆme si le lexique est de taille importante (enviro
10000 entre´es). Cependant, le lexique ne corrige pas toutes les confusions c’est pourquoi
l’on observe un e´cart de 14 % entre le syste`me 1 et 2.
On peut ajouter que meˆme si toutes les erreurs des requeˆtes du syste`me 2 et 3 sont
corrige´es, leurs performances ne pourraient pas de´passer celles du syste`me 1. Dans le
meilleur des cas elles ne pourront que les e´galer.
On peut e´galement soulever un proble`me re´current en de´tection de mots cle´s par une
me´thode de query by example. La question est de savoir si l’on doit reconnaˆıtre la trans-
cription ASCII sur l’image fournie ou re´ellement trouver une correspondance exacte de
l’image fournie. Si l’on prend par exemple les images 4.34, 4.35 et 4.36, doit-on de´tecter
tous les mots Bentham ou ”Bentham, ? tous les mots dJeremy ou Jeremy ? tous les mots
parliament ou uniquement les occurences du mot parliament souligne´es ? Au sein de la
Figure 4.34: Exemple de requeˆte ambigu¨e
Figure 4.35: Exemple de requeˆte ambigu¨e
Figure 4.36: Exemple de requeˆte ambigu¨e
litte´rature la cible semble dans la plupart des cas eˆtre la transcription ASCII sauf ap-
plications particulie`res comme la de´tection d’e´criture pour un scripteur particuliers. Ce
proble`me est donc par de´finition mal pose´ et mal borne´, pourquoi vouloir reconnaˆıtre
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une image pre´cise alors que l’objectif final est une transcription ASCII ? On ne fait
qu’ajouter de la confusion et du bruit a` la requeˆte initiale.
4.6 Conclusion
Dans ce chapitre, nous avons propose´ un syste`me hybride ge´ne´rique permettant la
de´tection de mots cle´s et d’expressions re´gulie`res dans des lignes de documents. Cela nous
a permis dans un premier temps de proposer un benchmark de diffe´rentes me´thodes dis-
criminantes : MLP,RNN,CAC et BLSTM-CTC, ainsi qu’une approche purement MMC.
Nous avons prouve´ que les re´seaux de neurones re´currents peuvent traiter avec plus de
pre´cision les taˆches de reconnaissance d’e´criture manuscrite meˆme dans des conditions
difficiles comme la de´tection d’expressions re´gulie`res. Ce benchmark nous a e´galement
permis de montrer la supe´riorite´ de l’architecture BLSTM-CTC-MMC (break even point
a` 80% sur le lexique a` 100 requeˆtes). L’autre observation inte´ressante est que le syste`me
CAC-MMC montre des performances supe´rieures aux MMC standards et a` la structure
MLP-MMC mais ne peut rivaliser avec des re´seaux de neurones re´currents.
Le BLSTM-CTC-MMC a montre´ des performances tre`s inte´ressantes sur des requeˆtes
moins contraintes comme les expressions re´gulie`res. On peut observer des e´carts de
plus de 40% entre le BLSTM-CTC-MMC et une approche purement MMC. De plus, ce
syste`me semble pouvoir ge´rer des requeˆtes tre`s peu contraintes comme les se´quences de
majuscules et de chiffres avec des scores de rappel-pre´cision inte´ressants. Ce syste`me est
e´galement capable de donner de bonnes performances sans mode`le de langage ni lexique
pour corriger les erreurs de transcription, ce qui montre une capacite´ a` de´tecter des
informations sans lexique comme les EN par exemple.
Conclusion Ge´ne´rale
Ces travaux de the`se ont permis de mettre en place un syste`me hybride de reconnaissance
de mots isole´s manuscrits s’appuyant sur les CAC, ainsi qu’un syste`me ge´ne´rique de
de´tection de mots cle´s et d’expressions re´gulie`res dans des documents manuscrits non
contraints. Au cours de ces expe´riences diffe´rents syste`mes ont e´te´ teste´s. Nous avons
ainsi pu comparer l’apport local de diffe´rentes me´thodes discriminantes (MLP, RNN,
CAC, BLSTM-CTC). Tous ces syste`mes ont e´te´ mis en place afin d’e´valuer la capacite´
des syste`mes actuels a` effectuer la de´tection et la reconnaissance d’entite´s nomme´es dans
des documents manuscrits non contraints.
Afin de donner des e´le´ments de re´ponse a` cette question, nous avons commence´ par
de´finir les entite´s nomme´es et e´tudier les syste`mes de´ja` existants pour de´tecter ces entite´s
dans diffe´rents domaines et diffe´rents type de documents. Nous avons e´galement e´tudie´
les diffe´rents indices permettant de localiser les entite´s nomme´es dans les documents afin
de faciliter la taˆche de de´tection et reconnaissance.
Ainsi le deuxie`me chapitre a passe´ en revue l’ensemble des me´thodes statistiques cou-
ramment utilise´s en reconnaissance de l’e´criture manuscrite notamment les mode`les gra-
phiques probabilistes comme les MMC, les CAC. Nous avons comple`te´ cette biblio-
graphie par une description des architectures hybrides notamment la me´thode la plus
performante actuellement en classification de se´quences le BLSTM-CTC.
Notre premie`re contribution est une architecture hybride CAC-MMC effectuant une
reconnaissance mots isole´s manuscrits, cette architecture a e´te´ compare´e a` 4 autres
syste`mes imple´mentant un MLP-MMC, un RNN-MMC, un MMC seul et un BLSTM-
CTC-MMC. Afin d’utiliser les CAC pour traiter des valeurs continues, il nous a fallu
travailler sur la repre´sentation des donne´es et discre´tiser les donne´es a` l’aide d’une ap-
proche par classification non-supervise´e. Nous avons e´galement travaille´ sur le contexte
et les e´chelles de repre´sentation afin de fournir un vecteur de caracte´ristiques le plus
complet et le plus informatif possible. L’infe´rence entre les deux e´tages se fait en sub-
stituant des vraisemblances du MMC par les probabilite´s a posteriori issues de l’e´tage
discriminant. Les performances du CAC-MMC se placent entre celles du MLP-MMC et
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celles du MMC seul mais en-dessous de celles des deux approches incoporant des re´seaux
re´currents. D’apre`s notre bibliographie, aucun syste`me imple´mentant des CAC pour la
reconnaissance d’e´criture manuscrite n’a e´te´ propose´ jusqu’a` pre´sent.
Enfin la principale contribution de cette the`se est un syste`me ge´ne´rique de de´tection
de mots cle´s et d’expressions re´gulie`res s’appuyant sur une architecture hybride. Ce
syste`me permet de traiter des lignes comple`tes a` l’aide d’un mode`le MMC mode´lisant
les lignes de textes. De toutes les architectures teste´es, le BLSTM-CTC-MMC a montre´
les meilleurs performances avec et sans e´tage correctif MMC. Le niveau de performance
atteint par ce syste`me est e´galement tre`s inte´ressant meˆme sur des requeˆtes tre`s peu
contraintes comme une se´quence quelconque de majuscules ou de chiffres.
Au vu de ces re´sultats, il semble que cette architecture peut permettre la reconnaissance
d’informations sans corrections lexicales comme c’est le cas pour les entite´s nomme´es.
Les perspectives pour faire e´voluer ces travaux sont nombreuses et peuvent eˆtre de´cline´es
selon plusieurs axes : espace de repre´sentation des caracte´ristiques, apprentissage em-
barque´ EM pour CAC, reconnaissance de mots isole´s, de´tection et reconnaissance de
mots cle´s et d’expressions re´gulie`res.
Premie`rement, l’espace de repre´sentation des caracte´ristiques. Nous avons vu la ne´cessite´
de discre´tiser les caracte´ristiques afin de pouvoir obtenir une mode´lisation correcte avec
un CAC. Il faudrait e´tudier d’autres combinaisons d’e´chelles, ajouter des niveaux d’abs-
traction afin d’enrichir le vecteur de caracte´ristiques propose´. Cependant, afin de palier
l’augmentation importante de taille de ce dernier, il faudra surement mettre en place des
me´thodes de paralle´lisation afin que les temps de calculs ne soient pas trop importants.
Deuxie`mement, l’apprentissage embarque´ EM pour CAC. Nous avons pose´ la the´orie
de l’apprentissage embarque´, cependant, nous n’avons pas eu le temps de de´velopper un
apprentissage CAC-MMC joint comme c’est le cas dans la structure BLSTM-CTC. Cette
ame´lioration augmentera surement les performances locales du CAC car elle permettra
d’entrainer le CAC suivant un crite`re mot et non un crite`re trame comme c’est le cas
actuellement.
Concernant la reconnaissance de mots isole´s, nous n’avons pas teste´ l’approche de
type CACC. L’ajout des e´tats cache´s au sein d’un mode`le CAC ame`ne la flexibilite´
dont manque les CAC. Meˆme si les me´thodes hybrides semblent proposer de meilleurs
re´sultats, l’e´tude de ce syste`me permettrait d’enrichir notre e´tude comparative.
Finalement, il serait inte´ressant d’inte´grer notre syste`me ge´ne´rique de de´tection de mots
cle´s et d’expressions re´gulie`res dans un syste`me de plus haut niveau permettant de
de´tecter les entite´s nomme´es dans un document. Nous pourrions rajouter par exemple
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un e´tage CAC permettant d’e´tiqueter les EN comme cela est fait en TAL [153, 154]. Cet
e´tage prendrait comme caracte´ristiques les se´quences reconnues par l’e´tage de reconnais-
sance apre`s extraction. Nous aurions ainsi re´pondu comple`tement a` la proble´matique
propose´e par ITESOFT et re´duit un peu plus la frontie`re se´parant le traitement des
documents ASCII et des documents manuscrits. Quoi qu’il en soit ces travaux montrent
que l’objectif est de´sormais atteignable avec les technologies de re´seaux re´currents.
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