Abstract (max. 150 words) Ocean data assimilation brings together observations with known dynamics encapsulated in a circulation model to describe the time-varying ocean circulation. Applications of ocean data assimilation are manifold, from marine and ecosystem forecasting to climate prediction and carbon cycle. Here we address only climate applications, which reach from improving our understanding of the ocean circulation, to estimating initial or boundary conditions and model parameters for ocean and climate forecasts. Because of differences in underlying methodologies, data assimilation products have to be used judiciously and need to be selected according to the purpose. Further advances are expected from improved models and methods for estimating and representing error information in the data assimilation system. Ultimately data assimilation into coupled climate system components is required in support of ocean and climate services. However, maintaining the requirements in terms of infrastructure and expertise for sustained data assimilation remains challenging.
Models and Data

Models:
A model in the context of ODA can be any mathematical description of an ocean parameter (or variable in the widest sense) that is being estimated though the DA approach.
Such a description can be a simple statistical or dynamical relationship between the parameter of interest and observables. However, almost all present-day physical applications resort to comprehensive general circulation models (GCMs) of the ocean or the fully coupled climate system. Griffies and Adcroft (2008) provide a recent review of ocean model formulations.
Remaining model deficiencies can be summarized as (e.g., Griffies et al., 2001 ) missing physics not embedded in the underlying equations, structural errors in the formulation of numerical algorithms, unresolved sub-grid-scale physical processes and uncertainties in their parameterization, as well as uncertain model parameters (e.g., mixing and diffusion).
Uncertainties also arise from inaccurate initial or boundary conditions, the latter including surface forcing fields and interactions with the ocean floor and the terrestrial hydrology. A specific goal of state estimation is to improve those uncertain model parameters, individually or in combinations. However, depending on the approach, the success may be limited and large uncertainties in the estimation remain that are not always easy to quantify.
Data:
ODA fundamentally depends on the availability of quality-controlled observations provided by an ocean or climate observing system. Through the experience gained during WOCE and through subsequent efforts such as OceanObs'99 (Smith and Koblinsky, 2001) and OceanObs'09 (Hall et al., 2010), the ocean observing system has evolved into a multitude of in situ and satellite-based measurement platforms, communication components and data analysis centers. Satellite observations, in particular altimetry, scatterometry, and passive microwave radiometry, have proven to be indispensable for observing the ocean variability Substantial, often unknown, uncertainties remain in existing observations, the XBT fallrate errors just being one prominent example (Abraham et al., 2013) . Uncertainties in surface fluxes are usually unknown and continued data reanalysis and quality control efforts have to be part of any sustained ocean and climate observing efforts. In addition, significant gaps remain in the ocean observing system, such as the lack of large-scale and sustained observations in the deep ocean below 2000 m and current observations. Evaluating past climate variability and change from an observing system and forcing fields that changed markedly in quality and quantity over time remains a major challenge; ODA efforts can support this process and are also a valuable tool for informing the optimization of the future ocean observing system.
Methodologies and Approaches
Most ODA approaches are variants of classical "least squares" of combining models with data, assuming that errors are Gaussian. "Best" solutions ideally encompass dynamically consistent state fields, uncertain model parameters such as mixing coefficients and sub-grid scale closure, and error estimates of these fields and parameters. The resulting states, along with the inferred uncertain parameters, minimize an "objective function", J, measuring the weighted squared norm of the vector of differences between observations and their model equivalents. The term "observations" is used here in a general sense, and includes prior estimates of the adjustable fields or parameters as well as the ocean observations proper. The weighting matrix is defined as an estimate of the inverse of the error covariance matrix of the observations.
Major differences remain in the underlying assimilation schemes, which range from simple but computationally efficient (e.g., optimal interpolation) to rigorous but computationally intensive (e.g., Kalman filters, 4D variational/adjoint or other smoothers). Applied DA schemes (e.g., Wunsch, 1996; Hólm, 2003) vary in the way the individual DA components are defined and in the extent to which the optimum values of J are subjected to additional conditions. This concerns, for example, the detail of how DA schemes assimilate available observations, whether a solution to a constrained or unconstrained optimization problem is 7 being sought, and the level of accuracy by which priori error estimates of observations and the model dynamics are being described.
As a result of model structural errors, obtaining realistic and dynamically consistent solutions, with reliable and formal error information is not yet possible. Different DA methodologies make different compromises between the fidelity and range of temporal and spatial scales to be represented, and the degree of dynamical consistency sought in the solution.
Understanding the substantial difference in the resulting solutions (Fig. 1) is essential for their appropriate use. In the following, approaches typical for ODA and OSE will be introduced, subdivided into filters and smoothers.
Filter approaches estimate sequentially the ocean state at discrete points in time (socalled analysis steps) by merging present observations with the model forecast (or background) state which, as a result of previous assimilation cycles, implicitly contains information from past observations. The introduction of the analysis increment that corrects the model state may violate conservation principles as embedded in first principles of the ocean circulation and often may introduce discontinuities in the time evolution of the model trajectory. Discontinuities can be remedied to some extent via "incremental analysis updating" (IAU; Bloom et al., 1996) by transforming the increment into a forcing that distributes the correction over a period; corrections remain dynamically unbalanced, though.
Nevertheless, resulting fields are consistent with the prescribed model forecast and data error covariances at this moment and applications, e.g., for skillful forecasting, usually justify this approach. Approaches used in oceanography encompass three major avenues, notably optimal interpolation (OI), three-dimensional variational assimilation (3D-VAR), and the Kalman Filter (KF; Kalman, 1960) in various forms (the first two approaches can be shown to be approximations of the latter).
In this list, OI is the simplest form of an optimal least-squares estimator (e.g., Gandin, 1963): For each observation, a correction of the model by observations is defined based on the difference between observation and corresponding model simulation (called the "innovation"). Interpolated values are then calculated from a linear combination of the innovations weighted by the inverse of the sum of the estimated observation error variance and the background error variance at observation points. OI provides an optimal instantaneous estimate for a particular set of constant weights; however, the OI solution is suboptimal over the entire measurement period because a time dimension is absent from the problem it solves (e.g., Fukumori, 2002) . The optimal RTS smoother is a minimum variance estimator and thus recursive algorithm that seeks estimates of the state vector and associated uncertainty at each point in time based on all observations both before and after (e.g., Cohn et al., 1994) . The use of observations from the future thereby leads to uncertainties that are smaller than those associated with filtered results (e.g., Fukumori, 2002) . It is complementary to the KF in that it acts to "smooth" the filtered results by estimating model parameters required to reduce the temporal discontinuities that result from the sequential input of data.
In contrast, the "whole domain" adjoint or Lagrange multiplier approach, originating from Pontryagin's minimum principle, estimates the ocean state in an iterative way by changing model parameters, using observations that are distributed in time (e.g., Sasaki, 1970; Talagrand and Courtier, 1987; Thacker and Long, 1988 ). The method is based on the assumption that model equations are correct ("strong constraint" formalism). The approach can deal with weakly non-linear problems; however, it might fail for turbulent, i.e., highly nonlinear systems (Tanguay et al., 1995) . Bennett (1985) revised the 4D-VAR approach by introducing a "weak constraint" formalism that allowed departures from model dynamics while obtaining an optimal state estimate. The so-called "Representer Method", which is one algorithm for solving the weakly constrained 4D-VAR problem, seeks the solution in observation space (e.g., Bennett, 2002) .
However, for large observational data sets it can represent an even larger computational demand above the already computationally demanding "strong constraint" adjoint formulation. Hybrid ensemble-variational methods were devised which aim to combine the strengths of variational and ensemble methods in sequential DA (Hamill and Synder, 2000) .
Variational methods have algorithmic advantages for solving the analysis problem and for including complex analytical constraints, while the sequential ensemble methods provide an appropriate statistical mechanism for generating flow dependent estimates of the background error covariances.
Status of Ocean Data Assimilation
Existing Ocean Syntheses
First pilot large-scale OSE attempts of the time-varying ocean states came into existence during the 1990s (Fukumori et al., 1992; Stammer et al., 1997) , at a time when also the first multi-year ODA products in support of seasonal forecasts were created (Derber and Rosati, 1989, Ji et al., 1995) . Since then, with expanding technical capabilities the demand for more sophistication grew, leading to higher spatial resolution, longer estimation periods, but also more complex applications, including biogeochemical investigations. Today several global synthesis systems exist which are being used across several research and operational institutions, supporting a variety of applications. Table 1 provides a summary of all these existing global ODA and OSE efforts which differ in their goals and assimilation methods, data used, formulation of constraints, model numerics and resolution, surface boundary conditions (forcing), uncertainty estimates, and assimilation window size. Short-term operational ocean analysis involving timescales of days to weeks, requires high spatial resolution, and are produced in quasi-real time; climate-oriented state estimation involves monthly to decadal timescales. In contrast, initialization of monthly and seasonal forecasts, involve long time scales but have the operational constraints of prompt real-time delivery.
Based on selected examples, we will review in the following the status of ocean synthesis separately for climate and (operational) high-resolution applications. Because underlying models and underlying assimilation approaches differ, results from individual ocean synthesis efforts will be seen to differ substantially and analyzing them indiscriminately might be misleading. Despite the fact that all reanalysis products were constrained by roughly the same in situ data sets, there are substantial differences in the strength and meridional structures, with some showing opposite trends over significant periods. In the right part of the figure, time series of the AMOC anomaly at 1000 m depth at 45°N (top panels) and 26.5°N (bottom panels) are compared. Visual inspection suggests very little agreement in the year-to-year changes and trends in the synthesis set, implying that even in areas relatively well observed like the North Atlantic, the different ocean syntheses fail to provide a consistent estimate of AMOC variability, but instead might be strongly influenced by the assimilation approaches, the underlying model, including differences in forcing. 
Climate applications
Dealing with uncertainties
Computing uncertainty estimates for ocean syntheses in practice remains challenging due to the large dimension of the state vector in ODA. The theoretical estimate of the posterior or analysis error covariance matrix can be used to quantify uncertainty. In the Kalman filter, the analysis error covariance matrix is required by the solution algorithm; in the adjoint method the inverse of the Hessian matrix (the inverse of the matrix of second derivatives of the cost function) approximates the analysis error covariance matrix, but is not directly computed as part of the solution algorithm. Nevertheless, useful information about the Hessian matrix can be diagnosed, albeit at a computational cost. For example, the eigenpairs associated with the extreme eigenvalues provide information about the combination of parameters that are best and least well determined by the observations. Using Hessian information for inferring posterior error covariances is being explored within limited-domain GCM applications (e.g., shown that the ensemble mean is usually a better estimate than any individual ocean reanalysis, although there are exceptions where a subset of best products is better than the grand ensemble. Their work also identified specific geographical areas where the uncertainty is large, thus providing a focus for future developments in the observing system, modeling or DA method. The global ocean below the top few hundred meters, the Southern Ocean (Antarctic Circumpolar Current region), coastal areas and the path of western boundary currents stand out as the areas with largest uncertainty in the density, temperature and salinity fields.
High-resolution Applications
High-resolution ocean syntheses can provide important first-order insights into basin-scale ocean current systems (e.g., Maximenko 
Adjoint Sensitivity Studies
Beyond performing state estimation, an adjoint model is valuable for estimating uncertain model parameters, for performing climate sensitivity studies to understand climate dynamics and to optimize the observing system. All these fundamental applications are based on the 
Initializing Forecasts
An important motivation for ODA has long been to provide initial conditions for seasonalto-interannual (SI) forecast systems. SI forecasting is concerned with atmospheric circulation changes up to a few months ahead of time in response to anomalous boundary forcing, which can change significantly the probability of occurrence of weather patterns (Palmer and (Smith et al., 2007) . This approach reduces the initialization shock, but leads to a biased mean state. Figure 6 shows that although the initialization shock is larger with the full field initialization (Fig. 6a) , being far from the real world is detrimental for the forecast skill (Fig. 6b) . The best skill is obtained by using empirical corrections of model error (blue and green line), which reduce the initialization shock and decrease model drift. It is expected that a more balanced "coupled" initialization is desirable, but it remains challenging.
Decadal and long-term Climate Forecast Systems
Early applications of ocean syntheses in the context of decadal prediction include those by Until fully coupled DA approaches are developed, dynamical forecasting systems will rely on separate assimilation approaches in the ocean and initialization methods for the coupled system. In the past, the anomaly initialization was therefore more frequently used in decadal forecasts, but shows weaker performance than the full initialization that is currently favored, especially on seasonal time scales. Decadal forecasting is a rapidly evolving field (Meehl et al., 2014) , which now also includes full-field initialization and even flux corrections Understanding which perturbations have the largest impact on uncertainty growth in chosen forecast norms or indices, and therefore understanding limits to predictability, has become a well-developed branch of NWP (e.g., Buizza and Palmer, 1995) . The use of singular vectors, which characterize optimal perturbation and error growth, and which can be computed using an adjoint model, has been adopted by the oceanographic community for ENSO prediction studies (e.g., Penland and Sardeshmuk, 1995) . Recently Zanna et al. (2011) have shown that predictability studies using optimal perturbation techniques reveal ocean dynamical mechanisms that can limit predictability horizons of climate indices such as the AMOC (Fig. 7) . Important implications for prediction are that (1) ensemble generation plays a key role with perturbations to include the initial state of the ocean, and (2) the need for ocean observations that reach to significant depths to be able to constrain prediction models.
Outlook: The way forward
With an ever increasing diversity and heterogeneity of ocean observations, increasingly including biogeochemical and biological parameters, we expect that over the next decade ocean synthesis will become an essential part of the infrastructure of ocean and climate service activities, required to provide ocean information on a regular basis and for many applications. In particular we envision that ocean syntheses will be used increasingly by other disciplines, e.g., for carbon or nutrient cycle studies, or for investigating the dependence of biodiversity on the physical climate state. To further increase the value of ocean synthesis products for all those applications, much effort is needed to characterize uncertainties in each product, to improve the products by including better/more observations as constraints, to improve models, and to advance assimilation approaches. On the other hand, we expect ODA to become an integral part of seamless climate prediction system including seasonal, interannual and decadal timescales that will allow investigation of multi-scale interactions. It is expected that the best forecasts will be produced by coupled models that are directly constrained by climate data (i.e., coupled data assimilation). Ultimately, every ocean or coupled synthesis should be accompanied by formal uncertainty measures provided on a geographic grid for any estimated parameter. All these aspects are cutting edge research topics which to address in full detail is not permitted due to space limitations. Nevertheless, some thoughts will be provided below.
Improved uncertainty measures
Given the large remaining differences between individual ocean syntheses, one important In a first step, suitable specification of error covariances (data, background, and model error) is essential to obtain sensible solutions (Fukumori, 2002) . In reality several large-scale applications so far resort to simplified expressions of the error covariance operators (e.g., would have the most impact on estimation and forecasting.
Coupled Data Assimilation
Coupled Ocean-Sea Ice Estimates
The polar regions have received heightened attention in the last decade, in particular the rapid decline in Arctic sea ice cover since the late 1970s (e.g., Meier et al., 2014 ) and the polar amplification of near-surface temperature changes. The difficulty in determining the ocean's role in these processes is exacerbated by the extreme lack of quasi-continuous observations, in particular of hydrographic changes in the high Arctic and of ice thickness measurement that are thought to carry some memory of climate variability. Sea ice models used for assimilation need to produce skillful simulations of thermodynamic and dynamic processes of ice growth, evolution, and melt; sea-ice modelling is a field that is rapidly evolving (e.g., 
Coupled Earth System Estimates
Because in most of the existing climate forecast efforts, the initialization is done in uncoupled mode, this leads to initialization shock in the coupled system, which potentially reduces the forecast skill. This suggests that coupled data assimilation (CDA) efforts in Earth system models will lead to improved use of ocean information for coupled forecasts ranging from near-term to seasonal to decadal time scales. Coupled Earth system models seamlessly link together models of the oceans, atmosphere, sea-ice, land surface, the global carbon cycle and chemistry, and aerosols, to simulate changes in the Earth's climate systems with ever- CDA efforts have now been embraced by several operational centers, instigated by the weakly coupled reanalyses at NCEP (Saha et al., 2010) . As an example, ECMWF has implemented a pilot CDA system for production of coupled reanalyses of the Earth-system (CERA; Laloyaux et al., 2015) which is capable of assimilating a wide variety of ocean and atmospheric observations and produces analyzed states that are consistent with the coupled model at the atmosphere-ocean interface. Compared with an equivalent uncoupled system, CERA shows overall consistency, with slightly improved temperature estimates in the upper ocean and the tropical atmosphere. On a cautionary note in this respect, however, a fully coupled GCM inevitably generates rapidly growing modes, particularly in the atmospheric component, which make optimization of the simulated state of the atmosphere difficult. The actual coupled phenomena are thought to include a controllable dynamical nature in SI processes because they should contain low-frequency modes generated and controlled by oceanic processes (Palmer et al., 2005) . It is therefore possible that use of CDA could allow better determination of these modes in the coupled system. Forecasts from a single forecasting system would still not be reliable enough and ensemble generation techniques that sample model uncertainty are required (multi-model ensemble). 
Model Improvements
Closing Remarks
For years to come it will be essential for the community to recognize the value of ocean synthesis and to expand the applications of ocean synthesis products for research and information services alike. Given space limitations, in this article we were only able to address a subset of ODA progress and problems, most of which were related to climate applications. The field of operational oceanography and the importance of ocean syntheses for other fields, such as the evolution of the ocean's ecosystems, for studies of oceanic tracer constituents, including the transports of biogeochemical substances in general (e.g., carbon uptake by the ocean) and pollutants in coastal regions, are all topics of equal importance that require separate review papers. Another topic of significant relevance not addressed here is that of optimizing the ocean observing system. Much more can be done in this context using Furthermore, there is a need to share efficient minimization algorithms and observation operators to avoid duplicating efforts. In almost all cases, reaching accomplishments in the development of the infrastructure required close to a decade of sustained consortium efforts (Stammer et al., 2002a) . This development has proven to be a large endeavor that requires expertise in ocean observations, modeling, assimilation as well as information technology, which needs to be sustained and to have a long-term perspective to be effective. 
