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Abstract
We study the collective excitations of holographic quantum liquids formed in the low
energy theory living at the intersection of two sets of D-branes. The corresponding
field theory dual is a supersymmetric Yang-Mills theory with massless matter hyper-
multiplets in the fundamental representation of the gauge group which generically live
on a defect of the unflavored theory. Working in the quenched (probe) approximation,
we focus on determining the universal properties of these systems. We analyze their
thermodynamics, the speed of first sound, the diffusion constant, and the speed of
zero sound. We study the influence of temperature, chemical potential, and magnetic
field on these quantities, as well as on the corresponding collisionless/hydrodynamic
crossover. We also generalize the alternative quantization for all conformally AdS4
cases and study the anyonic correlators.
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1 Introduction
The understanding of new phases of matter is one of the main goals of fundamental physics.
At low temperature and non-zero density, Fermi liquids are commonly described by the Lan-
dau’s phenomenological theory [1], in which the elementary excitations take place near the
Fermi surface and are fermionic quasiparticles. Landau’s theory has been very successful in
dealing with an ample variety of low temperature materials [2]. However, there are examples
of systems whose behaviors are not well described by the Landau theory. The gauge/gravity
duality [3] is a new principle which could shed light on in establishing new paradigms in
the case of systems with strong interactions and without a quasiparticle description. In
particular, there is some hope that holography could help to classify compressible states of
matter, i.e., states with non-zero charge density which varies continuously with the chemical
potential µ.
In this paper we adopt a top-down approach to this problem and explore the properties
of matter engineered with intersections of D-branes of different dimensionalities at non-
zero density and low temperature. We will consider generic intersections in which Nc Dp-
branes intersect Nf Dq-branes, with q ≥ p, along n common spatial directions. We will
denote by (n | p ⊥ q) such a D-brane intersection (for example (3 | 3 ⊥ 7) for the familiar
supersymmetric D3-D7 configuration). The gauge theory dual of this (n | p ⊥ q) configuration
corresponds to a (p+1)-dimensional SU(Nc) gauge theory in which one adds Nf fundamental
hypermultiplets living on a (n+ 1)-dimensional defect [4].
Our description will be valid in the ’t Hooft large-Nc limit, with large ’t Hooft coupling.
In addition, in our approach we will assume that Nf  Nc and we will treat the Dq-branes
as probes in the gravitational background created by the Dp-branes, which corresponds to
3
the quenched approximation on the gauge theory side.
By turning on a suitable worldvolume gauge field we will add a non-zero baryonic charge
density [5]. In addition we will switch on a magnetic field along two of the spatial directions
of the worldvolume. The embedding of the brane probe is characterized by a function,
which measures the distance between the two sets of branes. The gauge theory dual of this
distance is the mass of the hypermultiplet fields. In the present paper we will only consider
massless fundamentals for which the embedding function is trivial. We leave the analysis of
the massive case for a future work.
We aim to determine universal properties for this holographic matter, which do not
depend much on the particular intersections and are common to all of them. It turns out
that the different observables studied depend only on the dimensionality p of the bulk theory,
as well as on an index λ, defined in terms of p, q, and n as:
λ = 2n +
1
2
(p− 3) (p+ q − 2n− 8) . (1.1)
This index λ is the same for several intersections (for example, λ = 6 for all (p | p ⊥ (p+ 4))
configurations). Both p and λ determine a universality class in the set of intersections
analyzed.
Among the observables we study are the thermodynamic properties (entropy and specific
heat), speed of first sound, as well as the excitation spectra. The latter can be obtained
by looking at the quasinormal fluctuation modes of the system. At zero temperature we
look at the holographic zero sound, which is a collective mode first found in [6, 7] and then
generalized to finite temperature in [8] and to magnetic fields in [9]. The holographic zero
sound has been on focus in many different contexts [10–30] and, in particular, for some
of the D-brane intersections included in our analysis. Our results reproduce the values
found previously for the speed and the attenuation of the zero sound and generalize them
for arbitrary intersections. The zero sound mode is the dominant one at sufficiently low
temperature, where quantum effects dominate over the thermal effects.
At enough high temperature thermal effects become more important than quantum effects
and the system enters into a hydrodynamic regime. We will find that the dominant collective
mode in this regime is a diffusion mode and we will be able to calculate an analytic expression
for the corresponding diffusion constant. At temperatures between the collisionless and
hydrodynamic regimes there is a crossover transition which we will study numerically for the
different values of (p, λ).
One of the main objectives of this paper is to study the influence of the magnetic field
on the collective excitations of the different systems; previous studies include D3-D7’ [9],
D2-D8’ [23], D3-D5 [20, 22], and D3-D7 [22]. It is known that, for sufficiently large B at
T = 0 and non-zero density, a quantum phase transition takes place in the D3-D7 model [31].
Similar transitions may happen in other intersections, we thus assume that B is below the
critical value of the possible phase transition.1
1#ND = 6 models: Sakai-Sugimoto, D3-D7’, and D2-D8’, are subject to modulated instabilities, so they
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In the presence of the magnetic field B parity is broken and the longitudinal and trans-
verse oscillations of the brane probe are coupled. This coupling corresponds to the mixing
of the dual field theory operators that is induced when B 6= 0. For small values of B we
will be able to decouple the equations of the zero sound mode. The result of this analysis is
that the zero sound is now gapped, with the gap being given by B/µ for any values of (p, λ)
at T = 0. This result generalizes the ones, e.g., in [9, 22] and is in agreement with Kohn’s
theorem [32]. At non-zero temperature there is a critical magnetic field above which the
zero sound becomes massive [9]. As in [22], the location of the collisionless/hydrodynamic
crossover is insensitive to the strength of the magnetic field. We will also study the diffusion
mode and determine the magnetic field dependence of the diffusion constant.
When the intersection is (2+1)-dimensional there exists the possibility of imposing mixed
Dirichlet-Neumann UV boundary conditions [33], i.e., to perform an alternative quantization,
to the quasinormal modes. This alternative quantization corresponds to rendering the charge
carrying excitations to anyons (particles of fractional statistics) and is characterized by some
constant n, which measures the degree of mixing of the boundary conditions. We will study
the collective excitations of the anyonic fluids in the presence of the B field and we will find
that the zero sound is generically gapped, although the parameter n can be fine-tuned to
produce gapless spectrum precisely when the anyons feel a vanishing effective magnetic field.
This parallels the findings [33,34] in the anyonic superfluid formed in the D3-D7’ model in the
incompressible phase. We will also study the diffusion constant and the DC conductivities
of the anyonic systems. Related works in the D3-D5 model appeared in [35,36].
The rest of this paper is organized as follows. In section 2 we present our general setup
and analyze its thermodynamical properties, both at zero and non-zero temperature. In
section 3 we begin to study the fluctuations of the probe. In section 4 we concentrate on the
case of vanishing magnetic field. We find analytic equations for the diffusion constant and
the spectrum of the zero sound. These analytic expressions are compared with numerical
calculations. Section 5 is devoted to the study of the effects due to the magnetic field in the
diffusion constant and the zero sound. In section 6 we perform the alternative quantization
for the (2 + 1)-dimensional intersections. Section 7 contains a discussion on the scaling
behavior of different dimensionful quantities. For example, we argue that λ determines the
scaling dimension of the charge density. Section 8 contains our conclusions and discusses
future lines of research not included in the present work.
The paper is completed with several appendices that complement the analysis made
in the main text. In appendix A we collect the equations of motion for the fluctuations.
In appendix B we solve the indicial equation for the fluctuations around the horizon. In
appendix C we find the correlator of two transverse currents, in the absence of the magnetic
field. Finally, in appendix D we detail the method used to solve the coupled equations of
the B 6= 0 zero sound.
need to be studied at large enough temperatures (relative to charge densities).
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2 Dp-Dq systems with charge and magnetic field at
non-zero temperature
In this section we introduce our setup and study some of its properties. Let us consider
a generic ten-dimensional background metric at zero temperature (we will soon relax this
assumption) of the type:
ds210 = gtt(r)dt
2 + gxx(r)
[
(dx1)2 + . . .+ (dxp)2
]
+ grr(r)d~y · d~y , (2.1)
where ~y = (y1, . . . , y9−p) are the coordinates transverse to the Dp-brane and the functions
gtt, gxx, and grr depend on the transverse radial direction r (r
2 = ~y · ~y). We note, that these
metric components have explicit functional forms in the case of (black) Dp-brane background,
but we retain from revealing them until Section 2.1 to stress that the following treatment is
rather general. We now embed a Dq-brane probe extended along the directions
(t, x1, . . . , xn, y1, . . . , yq−n) . (2.2)
We will refer to this configuration as a (n | p ⊥ q) intersection (n is the number of common
spatial directions of the Dp- and Dq-branes). This intersection is represented by the array:
x1 · · · xn xn+1 · · · xp y1 · · · yq−n yq−n+1 · · · y9−p
Dp : × · · · × × · · · × − · · · − − · · · −
Dq : × · · · × − · · · − × · · · × − · · · −
.
We will denote by ~z the coordinates ~y transverse to the Dq-brane:
~z = (z1, . . . , z9+n−p−q) , (2.3)
with zm = yq−n+m for m = 1, . . . , 9 +n− p− q. Moreover, let us define the coordinate ρ as:
ρ2 = (y1)2 + . . .+ (yq−n)2 . (2.4)
Since:
( ~dy )2 = dρ2 + ρ2 dΩ2q−n−1 + d~z
2 (2.5)
the background metric in these coordinates can thus be written as:
ds210 = gtt(r) dt
2 + gxx(r)
[
(dx1)2 + . . .+ (dxn)2 + (dxn+1)2 + . . .+ (dxp)2
]
+ grr(r)
[
dρ2 + ρ2 dΩ2q−n−1 + d~z
2
]
. (2.6)
We will consider embeddings with xn+1 = · · · = xp = constant and |~z| = L, with L also
constant. Then, r2 = ρ2 + L2 and the induced metric on the Dq-brane worldvolume takes
the form:
ds2q+1 = gtt(r) dt
2 + gxx(r)
[
(dx1)2 + . . .+ (dxn)2
]
+ grr(r)
[
dρ2 + ρ2 dΩ2q−n−1
]
. (2.7)
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In what follows we will consider massless embeddings with L = 0 (we will return to L 6= 0
case elsewhere). In this case the r and ρ variables are equal. Moreover, we will switch on
a non-zero temperature, which amounts to including a blackening factor fp, in such a way
that the induced metric becomes:
ds2q+1 = gtt(ρ) fp(ρ)dt
2+gxx(ρ)
[
(dx1)2 + . . .+(dxn)2
]
+grr(ρ)
[ dρ2
fp(ρ)
+ ρ2 dΩ2q−n−1
]
. (2.8)
Let us now compute the DBI action of the Dq-brane with a non-zero worldvolume gauge
field F with components along ρ, t. Moreover, when the number n of Cartesian coordinates
on the Dq-brane worldvolume is greater than or equal to 2, we will allow a non-zero constant
magnetic field B along the directions x1 and x2. Thus, we will take F to be given by:
F = A′t dρ ∧ dt + B dx1 ∧ dx2 , (2.9)
where A′t = ∂ρAt and we have chosen a gauge for A such that Aρ = 0. The DBI action for
this configuration becomes:
SDq = −TDq
∫
dq+1ξ e−φ
√
− det(g + F ) = −N VR(n,1)
∫
dρ
√
H
√
grr |gtt| − A′ 2t , (2.10)
where VR(n,1) is the volume of the (n + 1)-dimensional Minkowski space, φ is the dilaton of
the background, N the constant:
N = TDq Vol
(
Sq−n−1
)
, (2.11)
and H is the function:
H(ρ) ≡ ρ2(q−n−1) gn−2xx gq−n−1rr e−2φ
(
g2xx + B
2
)
. (2.12)
The gauge field component At is a cyclic variable in the action (2.10) and has an associated
constant of motion. Then, we can write:
d =
√
H A′t√
grr |gtt| − A′ 2t
, (2.13)
where d is a constant (the charge density). Inverting this relation we get:
A′t =
d
√
grr |gtt|√
H + d2
. (2.14)
By using this result we obtain the on-shell Lagrangian density:
L(on−shell)DBI = −N VR(n,1)
√
grr |gtt|√
H + d2
H . (2.15)
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2.1 Intersections in the Dp-brane background
Let us now write some of the equations for the background corresponding to a stack of
Dp-branes. The metric and dilaton in this case are given by:
− gtt = gxx =
( r
R
) 7−p
2
, grr =
(R
r
) 7−p
2
, e−2φ =
(R
r
) (7−p)(p−3)
2
, (2.16)
where R is a constant radius. The blackening factor fp is given by:
fp = 1 −
(rh
r
)7−p
, (2.17)
where rh is the horizon radius, related to the temperature T as follows:
T =
7− p
4pi
r
5−p
2
h . (2.18)
In the following we will scale out the constant R or, equivalently, we will directly take
R = 1. In this case, the function H corresponding to a (n | p ⊥ q) intersection takes the
form:
H = ρλ + ρλ+p−7B2 , (2.19)
where the constant exponent λ is the combination of p, q, and n written in (1.1). We
will show below that the numbers p and λ determine the thermodynamics and collective
excitations of the intersection.
2.2 Thermodynamics at zero temperature
We begin by studying the thermodynamics of the intersections at zero temperature in the
absence of a magnetic field by following [37]. According to the standard AdS/CFT dictionary,
the chemical potential µ at zero temperature for the brane intersection is given by the
boundary value of At(∞) and for Dq-brane probes entering the Poincare´ horizon can be
written as an integral:
µ ≡ At(∞) =
∫ ∞
0
dρA′t = d
∫ ∞
0
√
grr |gtt|√
H + d2
dρ . (2.20)
When the metric is given by (2.16) and H = ρλ (see (2.19)), the chemical potential becomes:
µ = d
∫ ∞
0
dρ√
ρλ + d2
= γ d
2
λ , (2.21)
where γ is a constant
γ =
1√
pi
Γ
(1
2
− 1
λ
)
Γ
(
1 +
1
λ
)
. (2.22)
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The on-shell action of the probe (without the Minkowski volume factor VR(n,1)) is given by
the integral of the on-shell Lagrangian density (2.15):
Son−shell = −N
∫ ∞
0
ρλ√
ρλ + d2
dρ , (2.23)
which is divergent and must be regulated. We will do it by subtracting the same integral
with d = 0. We get:
Sregon−shell = −N
∫ ∞
0
ρ
λ
2
[
ρ
λ
2√
ρλ + d2
− 1
]
dρ . (2.24)
The grand potential density Ω = Ω(µ) is given by minus the regulated on-shell action:
Ω = −Sregon−shell . (2.25)
After performing explicitly the integral in (2.24) we arrive at:
Ω = − 2
λ+ 2
N γ d1+ 2λ = − 2
λ+ 2
N γ−λ2 µ1+λ2 . (2.26)
From Ω we can obtain the density ρ as:
ρ = −∂Ω
∂µ
= N d . (2.27)
Moreover, the energy density  is given by  = Ω + µ ρ:
 =
λ
λ+ 2
N γ d1+ 2λ . (2.28)
The pressure is just p = −Ω and therefore:
p =
2
λ+ 2
N γ d1+ 2λ = 2
λ
 . (2.29)
We notice that λ is thus related to the polytropic index of the equation of state. Finally, the
speed of (first) sound is defined as:
u2s ≡
∂p
∂
=
2
λ
, (2.30)
which follows immediately from the relation between p and . We wish to warn the reader
though, that obtaining the speed of sound at T = 0 is a little bit of a stretch, as being
beyond the applicability of the hydrodynamics.
We have thus found that the zero temperature thermodynamic behavior is determined
uniquely by the index λ defined in (1.1). In subsection 2.5 we will discuss which models
violate the bound on the speed of sound as expected for strongly coupled field theories with
a gravity dual.
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2.3 Thermodynamics at non-zero temperature
We now study the thermodynamics of the probe at T 6= 0 and B = 0. The chemical potential
is given by:
µ =
∫ ∞
rh
dρA′t = d
∫ ∞
rh
1√
ρλ + d2
dρ = γ d
2
λ − rh F
(1
2
,
1
λ
; 1 +
1
λ
;−r
λ
h
d2
)
. (2.31)
The grand potential Ω at T 6= 0 is given by:
Ω = −Sregon−shell = N
∫ ∞
rh
ρ
λ
2
[
ρ
λ
2√
ρλ + d2
− 1
]
dρ
= − 2
λ+ 2
N γ d1+ 2λ − N r
λ+1
h
(λ+ 1) d
F
(1
2
, 1 +
1
λ
; 2 +
1
λ
;−r
λ
h
d2
)
+
2N
λ+ 2
r
λ
2
+1
h . (2.32)
The last term in (2.32) is independent of the density and therefore of chemical potential.
We define the µ-dependent part ∆Ω(µ) of the grand potential as:
∆Ω ≡ Ω− 2N
λ+ 2
r
λ
2
+1
h . (2.33)
In order to study the behavior of the system with the temperature, let us consider the
case in which rh is small. Expanding the chemical potential (2.31) at next-to-leading order
in rh, we get:
µ = γ d
2
λ − rh + 1
2(λ+ 1)
rλ+1h
d2
+ O(r2λ+1h ) . (2.34)
The expansion of ∆Ω is:
∆Ω = − 2
λ+ 2
N γ d1+ 2λ − N
(λ+ 1) d
rλ+1h + . . . . (2.35)
Plugging the expression of d (2.34) into (2.35) we find:
∆Ω = − 2
λ+ 2
N γ−λ2
(
µ+ rh − 1
2(λ+ 1)
rλ+1h
d2
)1+λ
2 − N
(λ+ 1) d
rλ+1h + . . . . (2.36)
The entropy depending on the density is given by the following derivative:
s = −∂(∆Ω)
∂T
∣∣∣∣∣
µ
= −∂(∆Ω)
∂rh
∣∣∣∣∣
µ
∂ rh
∂T
= − 2
5− p
( 4pi
7− p
) 2
5−p
T
p−3
5−p
∂(∆Ω)
∂ rh
∣∣∣∣∣
µ
. (2.37)
From (2.36), we obtain
∂(∆Ω)
∂rh
∣∣∣∣∣
µ
= −N d − N
2d
rλh + . . . . (2.38)
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Therefore, we get:
s =
2
5− p
( 4pi
7− p
) 2
5−p N d T p−35−p
(
1 +
1
2 d2
( 4pi T
7− p
) 2λ
5−p
+ . . .
)
. (2.39)
Let us now compute the specific heat cV from the formula:
cV = T
∂s
∂T
∣∣∣
d
. (2.40)
For p 6= 3 we only need to keep the leading term in (2.39) to find the behavior at low T ,
which only depends on p. We find:
cV (p 6= 3) = 2(p− 3)
(5− p)2
( 4pi
7− p
) 2
5−p N d T p−35−p + . . . . (2.41)
Notice that cV is linear in T (as for the Landau-Fermi liquid) only for p = 4. For p = 3 the
entropy is instead:
s(p = 3) = piN d + pi
2
N
d
(piT )λ + . . . , (2.42)
and the specific heat depends on λ in the following form:
cV (p = 3) =
λ
2
piλ+1N T
λ
d
+ . . . . (2.43)
Notice that λ = 2n for p = 3, as follows from (1.1). Notice also that the entropy at T = 0
is non-vanishing in the p = 3 case, as pointed out in [6, 7]. This degeneracy suggests that
there is an instability towards a non-degenerate ground state, see, e.g., [38]. However, to
date such instabilities have not been found. As discussed in [39], the backreaction of the
flavor D-branes may play a significant role in understanding this puzzle.
2.4 Models encompassed
In this section we will list the probe brane intersection models in which our results apply.
We begin by recalling that in our notation (n | p ⊥ q) denotes the intersection of two stacks
of Dp- and Dq-branes (with q ≥ p) along n common directions. Let us also recall that the
embeddings considered in this paper are the ones corresponding to massless quarks, in which
the embedding function is trivial. We will first list the intersections which preserve some
amount of supersymmetry.
2.4.1 Supersymmetric intersections: #ND=4
The intersections (n | p ⊥ q) which preserve some amount of supersymmetry are those for
which n is related to p and q as follows:2
n =
p+ q − 4
2
. (2.44)
2One can easily find this relation by imposing the no-force condition between the two stacks of D-branes
(see, for example, [40]).
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It is straightforward to verify that the condition (2.44) selects the following three series of
intersections:
(p | p ⊥ p+ 4) , (p− 1 | p ⊥ p+ 2) , (p− 2 | p ⊥ p) . (2.45)
Let us evaluate the index λ for the three series of SUSY intersections (2.45). In these cases
(1.1) simplifies drastically and we simply get:
λ = 2(q − n− 1) = q − p+ 2 . (2.46)
In other words λ = 6, 4, 2 for the intersections Dp-D(p + 4), Dp-D(p + 2), and Dp-Dp,
respectively, as illustrated in table 1.
Model λ p q n
Dp-D(p+ 4) 6 p p+ 4 p
Dp-D(p+ 2) 4 p p+ 2 p− 1
Dp-Dp 2 p p p− 2
Table 1: The supersymmetric models for which our results apply.
2.4.2 Non-supersymmetric intersections: #ND=6
The models which break all the supersymmetries can be subject to instabilities. In flat space,
the electromagnetic and gravitational forces of the two sets of Dp- and Dq-branes do not
cancel out. This then typically manifests itself as a tachyonic mode below the Breitenlohner-
Freedman bound in the open string spectrum in the near-horizon limit. However, certain
circumstances may render the brane configuration perturbatively stable; topology in the
Sakai-Sugimoto model [41] or turning on an internal flux in the worldvolume of the probe
D-branes [42,43]. The non-supersymmetric models where some of our results apply are listed
in Table 2.
Model λ p q n
Sakai-Sugimoto D4-D8/D8 [41] 5 4 8 3
D3-D7’ [42] 4 3 7 2
D2-D8’ [44] 5 2 8 2
Table 2: The non-supersymmetric models for which some of our results apply.
We do not plan to detail which of our results are directly applicable to the above non-
supersymmetric models. This would invoke a separate involved study, so we just warn the
reader by recalling a few facts. The Sakai-Sugimoto model is to be treated only in the
deconfined parallel phase. The presence of the internal flux may affect the speed of zero
sound and the attenuation; this expectation was recently confirmed for the D3-D5 model
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in [45]. One should also keep in mind that all these models are subject to striped instability
at non-zero density. Furthermore, in all the models, a further inclusion of the magnetic field
will have a major effect due to Chern-Simons action contributions and hardly anything will
apply.
2.5 Bound on the speed of sound
It was argued in [46–48] that the speed of sound in a strongly-coupled theory with gravity
dual is always smaller than the conformal value. In a (n+ 1)-dimensional theory this value
is u2s = 1/n. We will assume in what follows that n ≥ 1. Let us explore under which
circumstances our system violates this bound. Since we have obtained u2s = 2/λ (2.30), it is
clear that the bound is violated if
λ
2
< n . (2.47)
From the general value of λ written in (1.1), we conclude that (2.47) holds if:
(p− 3)(p+ q − 2n− 8) < 0 . (2.48)
In the SUSY case p + q − 2n − 8 = −4 (see eq. (2.44)). Therefore, the bound is always
violated for the intersections listed in Table 1 with p > 3. For the non-SUSY intersections
listed in Table 2, only the Sakai-Sugimoto model violates the bound. The violation of the
bound was also discussed in [37] for such intersections.
Actually, one can probe in full generality that the bound is always violated for p >
3 except for two particular intersections. In this case the condition (2.48) requires that
p+ q − 2n− 8 < 0. But, since the total number of spatial dimensions is 9, the integers p, q,
and n must satisfy p+ q − n− 9 ≤ 0. Let us now write
p+ q − 2n− 8 = (p+ q − n− 9) + (1− n) . (2.49)
The two numbers in parenthesis are less or equal to zero. Unless when they are simultane-
ously zero, the bound is violated. This only happens when n = 1 and p+ q = 10. The only
intersections that satisfy these conditions for q ≥ p > 3 are (1|4 ⊥ 6) and (1|5 ⊥ 5) for which
cases u2s = 1.
3 Fluctuations
We now want to analyze the excitation spectrum of our holographic system. These exci-
tations correspond to density waves in the dual field theory which appear as poles of the
retarded Green’s functions. In the holographic context finding these poles is equivalent to
obtaining the quasinormal modes of the gravitational system. Accordingly, we now assume
that T and B are non-zero and allow fluctuations of the gauge field along the Minkowski
directions of the intersection, in the form:
A = A(0) + a(ρ, xµ) , (3.1)
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where A(0) = A
(0)
ν dxν = At dt + B x
1 dx2 and a(ρ, xµ) = aν(ρ, x
µ)dxν . The total gauge field
strength is:
F = F (0) + f , (3.2)
with F (0) = dA(0) being the two-form written in (2.9). We will choose the gauge in which
aρ = 0. Moreover, we will consider fluctuation fields aν which depend on ρ, t, and x
1. In
this case it is possible to restrict to the case in which aν 6= 0 only when ν = t, x1 ≡ x, and
x2 ≡ y. It follows that the non-vanishing components of f are:
ftρ = −a′t , fxρ = −a′x , fyρ = −a′y ,
fxy = ∂x ay , ftx = ∂t ax − ∂x at , fty = ∂t ay , (3.3)
where the prime denotes derivative with respect to ρ. In order to write down the Lagrangian
for the fluctuations, let us define the matrix X as:
X ≡
(
g(0) + F (0)
)−1
f . (3.4)
Then, the DBI determinant can be expanded in powers of X as:√
− det(g + F ) =
√
− det(g(0) + F (0))
[
1 +
1
2
TrX − 1
4
TrX2 +
1
8
(
TrX
)2
+O(X3)
]
. (3.5)
Let us split the inverse of the matrix g(0) + F (0) as:(
g(0) + F (0)
)−1
= G−1 + J , (3.6)
where G−1 is the symmetric part and J is the antisymmetric part (G is the so-called open
string metric). It follows that:
Xa b = Gac fcb + J ac fcb , (3.7)
where the Latin indices take values in a, b, c ∈ {t, x, y, ρ}. The traces needed in the expansion
(3.5) up to second order in X are:
TrX = J ab fba ,
TrX2 = −Gac Gbd fcd fab + J ac J bd fcd fab . (3.8)
In our case the relevant elements of the open string metric are:
Gtt = − 1
fp
grr
grr |gtt| − A′ 2t
, Gρρ = fp |gtt|
grr |gtt| − A′ 2t
,
Gx1 x1 = Gx2 x2 = gxx
g2xx +B
2
, (3.9)
while those of the antisymmetric matrix J are:
J tρ = −J ρt = − A
′
t
grr |gtt| − A′ 2t
, J x1 x2 = −J x2 x1 = − B
g2xx +B
2
. (3.10)
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Let us write the components along t, ρ of these matrices in terms of the charge density d.
We get for the open string metric:
Gtt = − H + d
2
fp |gtt|H , G
ρρ = fp
H + d2
grrH
, (3.11)
while J tρ takes the form
J tρ = −J ρt = − d√
grr |gtt|
√
H + d2
H
. (3.12)
From these values we can immediately calculate
TrX = 2
d√
grr |gtt|
√
H + d2
H
ftρ + 2
B
g2xx +B
2
fxy , (3.13)
and one can demonstrate that the linear term with TrX in the action does not contribute
to the equations of motion, as it should. Moreover, it is straightforward to verify that, up
to a multiplicative constant, the Lagrangian density for the fluctuations at second order in
f is given by:
L ∼
√
grr |gtt|√
H + d2
H
(
Gac Gbd − J ac J bd + 1
2
J cd J ab
)
fcd fab . (3.14)
The corresponding equation of motion for ad is:
∂c
[√
grr |gtt|√
H + d2
H
(
Gca Gdb − J ca J db + 1
2
J cd J ab
)
fab
]
= 0 . (3.15)
From the equation of motion for aρ (with aρ = 0) we get the transversality condition:
∂t a
′
t − u2(ρ) ∂x a′x = 0 , (3.16)
where u(ρ) is the function
u2(ρ) = −G
xx
Gtt =
gxx |gtt| fp
g2xx +B
2
H
H + d2
. (3.17)
Let us Fourier transform the gauge field to momentum space as:
aν(ρ, t, x) =
∫
dω dk
(2pi)2
aν(ρ, ω, k) e
−iω t+ ikx . (3.18)
In momentum space the transversality condition (3.16) takes the form:
ω a′t + u
2(ρ) k a′x = 0 . (3.19)
We now define the electric field E as the gauge-invariant combination:
E = k at + ω ax . (3.20)
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Using the transversality condition, we can obtain a′t and a
′
x in terms of E
′ as follows:
a′t = −
k u2
ω2 − k2 u2 E
′ , a′x =
ω
ω2 − k2 u2 E
′ . (3.21)
In terms of u the Lagrangian density of the fluctuations takes the form:
L ∼
√
grr (g2xx +B
2)H√
gxx fp
u
(
Gac Gbd − J ac J bd + 1
2
J cd J ab
)
fcd fab , (3.22)
and the elements of the matrices G and J along tρ are:
Gtt = − gxx
g2xx +B
2
1
u2
, Gρρ = gxx |gtt| f
2
p
grr(g2xx +B
2)
1
u2
,
J tρ = −J ρt = −d
u
√
gxx fp√
grr (g2xx + B
2)H
. (3.23)
It is also interesting to write the explicit expression of the function u for the Dp-brane
background:
u2 =
gxx|gtt|fp
g2xx +B
2
H
H + d2
=
ρλ fp(ρ)
ρλ + ρλ+p−7B2 + d2
. (3.24)
The equations of motion derived from (3.22) for the Dp-brane background have been explic-
itly written in appendix A (eqs. (A.4) and (A.6)). After fixing the aρ = 0 gauge and using
(3.21) these equations reduce to a system of two coupled second-order differential equations
for E and ay which we study in the next three sections, both analytically and numerically.
The numerical methods we employ to solving ordinary differential equations are by now
standard. The only non-trivial complication comes from the fact that the fluctuations are
generically coupled and one needs to find normalizable solutions for all the fields at once. Im-
plementing such a method, though, is straightforward (see, e.g., [8]) and was first introduced
in the holographic context in [49,50].
4 Vanishing magnetic field
We will start our analysis of the fluctuation equations by considering the case in which
the magnetic field vanishes. In this case the equations of motion for the longitudinal and
transverse excitations decouple. Indeed, when B = 0 the momentum space equation (A.4)
for the electric field E becomes:
E ′′ + ∂ρ log
(ρλ + d2)
3
2 fp
(ω2 − fp k2) ρλ + ω2 d2 E
′ +
1
ρ7−p f 2p
(ω2 − fp k2) ρλ + ω2 d2
ρλ + d2
E = 0 . (4.1)
Similarly, when B = 0, the equation for ay written in (A.6) is:
a′′y + ∂ρ log
[√
ρλ + d2 fp
]
a′y +
1
ρ7−p f 2p
(ω2 − fp k2) ρλ + ω2 d2
ρλ + d2
ay = 0 . (4.2)
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In the rest of this section we will analyze the solutions of (4.1) in different regimes. We will
begin by analyzing in the next subsection the diffusive solutions of (4.1) in which ω is purely
imaginary and is related to the momentum k as ω = −iD k2, with D being the so-called
diffusion constant. We leave for appendix C the analysis of (4.2) and of the calculation of
the corresponding transverse correlators.
4.1 Diffusion constant
Let us determine the diffusion constant which follows from the equation of motion of E at
zero magnetic field (4.1). With this purpose we first expand this equation near the horizon
ρ = rh. To begin with we expand the blackening factor fp(ρ) near ρ = rh. We get:
fp(ρ) =
7− p
rh
(ρ− rh) + . . . . (4.3)
It follows that the coefficients of E ′ and E near ρ = rh can be represented as:
∂ρ log
(ρλ + d2)
3
2 fp
(ω2 − fp k2) ρλ + ω2 d2 =
1
ρ− rh + c1 + . . .
1
ρ7−p f 2p
(ω2 − fp k2) ρλ + ω2 d2
ρλ + d2
=
A
(ρ− rh)2 +
c2
ρ− rh + . . . , (4.4)
where the constants A, c1, and c2 are given by:
A =
ω2
(7− p)2 r5−ph
c1 = (7− p) r
λ−1
h
d2 + rλh
k2
ω2
+
p− 8
2rh
+
λ
2
rλ−1h
d2 + rλh
c2 = − r
p+λ−6
h
(7− p) (d2 + rλh)
k2 +
1
(7− p)2 r6−ph
ω2 . (4.5)
Therefore, the near-horizon equation for E takes the form studied in appendix B (eq. (B.1))
and can be solved in a Frobenius series as in (B.2), i.e., as E(ρ) ∼ (ρ− rh)α[1 + β(ρ− rh) +
. . . ]. It follows from (B.4) that the solution of the indicial equation with infalling boundary
condition is:
α = − iω
(7− p) r
5−p
2
h
. (4.6)
Let us next perform a low frequency expansion by considering k ∼ O(), ω ∼ O(2). Then
α ∼ O(2) , c1 ∼ O(−2) , c2 ∼ O(2) . (4.7)
Since α c1 ∼ O(1), we get that:
β ≈ −α c1 . (4.8)
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More explicitly:
β = i
k2
ω
r
λ+ p−7
2
h
d2 + rλh
. (4.9)
Notice that β ∼ O(1). Moreover, since α ∼ ω ∼ O(2), we can neglect the prefactor (ρ−rh)α
in the near-horizon expansion of E and write:
E ≈ Enh
[
1 + β(ρ− rh)
]
, (4.10)
where Enh is the value of E at ρ = rh.
Let us now perform the limits in the opposite order and expand the equation (4.1) for E
in frequency first. One easily sees that the term without derivatives of E is of higher order
in this expansion and can be neglected. Moreover, in the term with E ′ we approximate
(ω2 − fp k2) ρλ + ω2 d2 ≈ −k2 fp ρλ and then:
log
(ρλ + d2)
3
2 fp
(ω2 − fp k2) ρλ + ω2 d2 ≈ − log
ρλ
(ρλ + d2)
3
2
+ constant . (4.11)
Therefore, the equation of E in this regime becomes:
E ′′ − ∂ρ log ρ
λ
(ρλ + d2)
3
2
E ′ = 0 . (4.12)
For λ > 2 this equation can be integrated as:
E(ρ) = E(0) + cE
∫ ∞
ρ
dρ¯
ρ¯λ(
ρ¯λ + d2
) 3
2
, (4.13)
where E(0) = E(ρ = ∞) (for λ = 2 the previous integral is not convergent, see subsection
4.2.2 for a detailed treatment for this). Next, we expand E(ρ) near the horizon:
E(ρ) ≈ E(0) + cE Iλ − r
λ
h cE(
rλh + d
2
) 3
2
(ρ− rh) , (4.14)
with
Iλ ≡
∫ ∞
rh
dρ¯
ρ¯λ(
ρ¯λ + d2
) 3
2
=
2
λ− 2 r
1−λ
2
h F
( 3
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−d
2
rλh
)
. (4.15)
By comparing (4.10) and (4.14) we get that E(0) = Enh − cE Iλ and that the integration
constant cE is given by:
cE = − β
(rλh + d
2
) 3
2 Enh
rλh
= − i k
2
ω
r
p−7
2
h (r
λ
h + d
2
) 1
2 Enh . (4.16)
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Thus, we can write the UV asymptotic value E(0) as:
E(0) = Enh
[
1 + i
k2
ω
r
p−7
2
h (r
λ
h + d
2
) 1
2 Iλ
]
. (4.17)
By requiring that E(0) = 0,3 we find the following dispersion relation
ω = −iD k2 , (4.18)
where the diffusion constant D is given by:
D = r
p−7
2
h (r
λ
h + d
2
) 1
2 Iλ =
2
λ− 2 r
p−5−λ
2
h (r
λ
h + d
2
) 1
2 F
( 3
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−d
2
rλh
)
. (4.19)
In order to write D in a more convenient way, let us define the rescaled density dˆ as follows:
dˆ =
d
r
λ
2
h
=
(7− p
4pi
) λ
5−p d
T
λ
5−p
. (4.20)
Moreover, we also rescale the frequency and momentum as:
ωˆ =
ω
r
5−p
2
h
=
7− p
4pi
ω
T
, kˆ =
k
r
5−p
2
h
=
7− p
4pi
k
T
, (4.21)
and define the rescaled diffusion constant Dˆ as the one which satisfies:
ωˆ = −i Dˆ kˆ2 . (4.22)
It follows that Dˆ and D are related as
Dˆ = r
5−p
2
h D =
4pi
7− p T D . (4.23)
Moreover, Dˆ only depends of dˆ and λ through the expression:
Dˆ =
2
λ− 2 (1 + dˆ
2
) 1
2 F
( 3
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−dˆ2
)
. (4.24)
We now analyze different limits of (4.24). First, we consider the case in which dˆ → 0,
which is equivalent to the large temperature limit (see (4.20)). It follows immediately from
(4.24) that:
lim
T→∞
Dˆ =
2
λ− 2 . (4.25)
Let us write this behavior in terms of the temperature T . Recall the relation between T and
the horizon radius (2.18) (when the radius R is taken to be one). Therefore, it follows from
(4.23) that the relation between Dˆ and D can be written in terms of the temperature as:
D =
7− p
4pi T
Dˆ . (4.26)
3This is the widely used Dirichlet condition for the gauge field. We will consider other possibilities leading
to anyonic correlations in section 6.
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Figure 1: The diffusion constant Dˆ in the D2-D4 model (λ = 4, top) and D1-D5 model
(λ = 6, bottom) as a function of dˆ. The red points represent the numerical data and the
continuous curves are plotted using the formula (4.24).
Thus, we have at large T that the diffusion constant behaves as:
D ≈ 7− p
λ− 2
1
2pi T
, T →∞ . (4.27)
Let us now analyze the opposite regime in which dˆ is large or, equivalently, when the tem-
perature T is small for fixed charge density d. To obtain the behavior of the hypergeometric
function in (4.24) in this regime, we use the following relation:
F (α, β; γ; z) =
Γ(γ)Γ(β − α)
Γ(β)Γ(γ − α) (−z)
−α F (α, α + 1− γ;α + 1− β; 1
z
) +
+
Γ(γ)Γ(α− β)
Γ(α)Γ(γ − β) (−z)
−β F (β, β + 1− γ; β + 1− α; 1
z
) . (4.28)
It follows that, for large dˆ we approximately have:
F
( 3
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−dˆ2
)
≈ 2√
pi
Γ
(3
2
− 1
λ
)
Γ
(
1 +
1
λ
)
dˆ
2
λ
−1 , (4.29)
and, therefore Dˆ takes the following approximate value for large dˆ:
Dˆ ≈ 4
(λ− 2)√pi Γ
(3
2
− 1
λ
)
Γ
(
1+
1
λ
)
dˆ
2
λ =
4
(λ− 2)√pi Γ
(3
2
− 1
λ
)
Γ
(
1+
1
λ
)
d
2
λ r−1h . (4.30)
20
Since D = r
p−5
2
h Dˆ and rh ∼ T
2
5−p , it follows that D behaves with the temperature as:
D ∼ T− 7−p5−p , T ∼ 0 . (4.31)
The numerical solution of (4.1) shows that the diffusion mode is the dominant one for high
enough temperature and allows the diffusion constant to be extracted. In figure 1 we compare
the prediction (4.24) to the results obtained numerically as a function on dˆ for two different
intersections. The numerical results for Dˆ agree very well with the prediction (4.24) which,
in particular, shows that the relation between Dˆ and dˆ only depends on the index λ.
When the temperature is low enough, the dominant excitation mode is the zero sound.
In the next subsection we will study analytically this mode following the method of [6]. The
transition between the collisionless and hydrodynamic regimes will be explored in subsec-
tion 4.3.
4.2 Zero sound
The equation of motion of the electric field fluctuation E at zero temperature and magnetic
field can be obtained from (4.1) by taking fp = 1, namely:
E ′′ + ∂ρ log
(ρλ + d2)
3
2
(ω2 − k2) ρλ + ω2 d2 E
′ + ρp−7
(ω2 − k2) ρλ + ω2 d2
ρλ + d2
E = 0 . (4.32)
Let us study the solutions of (4.32) near the horizon ρ = 0 at low frequency and momentum
(i.e., when ω ∼ k ∼ O()). Near the horizon ρ = 0, (4.32) can be approximated as:
E ′′ + ω2 ρp−7E ≈ 0 . (4.33)
When p < 5, the two independent solutions of this equation are given by Hankel functions:
E(ρ) = ρ
1
2 H
(α)
1
5−p
( 2ω
5− p ρ
p−5
2
)
, (α = 1, 2 , p < 5) . (4.34)
For p = 5 the two independent solutions of the differential equation (4.33) are:
E(ρ) =
√
ρ ρ±
1
2
√
1−4ω2 , (p = 5) . (4.35)
In what follows we will only consider the case p < 5. According to the standard prescription,
the retarded Greens’ functions correspond to modes with incoming boundary conditions at
the horizon. Actually, in our case, when ρ → 0 the argument of the Hankel functions in
(4.34) grows (ρ
p−5
2 →∞ for p < 5). As the asymptotic behavior of the Hankel functions is:
H(1)ν (z) ∼
√
2
piz
ei(z−
1
2
ν pi−pi
4
) , H(2)ν (z) ∼
√
2
piz
e−i(z−
1
2
ν pi−pi
4
) , (z →∞) , (4.36)
it follows that the incoming wave corresponds to the function H
(1)
ν . Thus, we select the
solutions with α = 1 in (4.34). Moreover, when the index ν of H
(1)
ν is not integer (in our
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case this corresponds to ν < 1 and p < 4), the Hankel function has the following expansion
near the origin:
H(1)ν (αx) = −
2ν Γ(ν)
pi αν
i
[ 1
xν
+
pi
Γ(ν) Γ(ν + 1)
(α
2
)2ν (
i − cot(piν)
)
xν + . . .
]
, (4.37)
for any constant α, when αx is small and ν < 1. In our case:
α =
2ω
5− p , x = ρ
p−5
2 , ν =
1
5− p . (4.38)
Therefore, after absorbing the multiplicative constant factor, we can write:
E(ρ) = Aρ+ Acp ω
2
5−p + . . . , (p < 4) , (4.39)
where A is a constant and the coefficient cp is:
cp = pi
(5− p) 3−p5−p[
Γ
(
1
5−p
)]2 [i − cot( pi5− p)] , (p < 4) . (4.40)
Notice that cp has both real and imaginary parts.
Let us next consider the case p = 4. The incoming solution contains in this case the
function H
(1)
1 . The corresponding expansion for small values of the argument of the function
takes the form:
H
(1)
1 (αx) = −
2i
piα
[ 1
x
+
α2
4
(
ipi + 1− 2γE − 2 log
(
αx/2
) )
x + . . .
]
, (4.41)
where γE = .577 · · · is the Euler-Mascheroni constant. In our case x = ρ−1/2 and α = 2ω
and we can write the expansion of E as
E(ρ) = Aρ + Ac4 ω
2 + Aω2 log
(
ρ/ω2
)
+ . . . , (4.42)
where c4 is given by:
c4 = ipi + 1− 2γE . (4.43)
Let us now perform the near-horizon and low frequency limits in the opposite order. For
low frequencies and momentum, the equation for E becomes:
E ′′ + ∂ρ log
(ρλ + d2)
3
2
(ω2 − k2) ρλ + ω2 d2 E
′ ≈ 0 . (4.44)
This equation can be readily integrated:
E ′ = cE
(ω2 − k2) ρλ + ω2 d2
(ρλ + d2)
3
2
, (4.45)
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where cE is a constant. A second integration gives:
E(ρ) = E(0) − cE
∫ ∞
ρ
(ω2 − k2) ρ¯λ + ω2 d2
(ρ¯λ + d2)
3
2
dρ¯ , (4.46)
where E(0) = E(ρ → ∞) is the value of the electric field at the UV boundary. Let us now
define the following functions:
J1(ρ) ≡
∫ ∞
ρ
ρ¯λ
(ρ¯λ + d2)
3
2
dρ¯ , J2(ρ) ≡
∫ ∞
ρ
dρ¯
(ρ¯λ + d2)
3
2
. (4.47)
Then it follows
E(ρ) = E(0) − cE
[
(ω2 − k2)J1(ρ) + ω2 d2 J2(ρ)
]
. (4.48)
For λ > 2 these integrals are convergent and can be computed analytically:
J1(ρ) = 2
λ− 2 ρ
1−λ
2 F
( 3
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−d
2
ρλ
)
,
J2(ρ) = 2
3λ− 2 ρ
1− 3λ
2 F
( 3
2
,
3
2
− 1
λ
;
5
2
− 1
λ
;−d
2
ρλ
)
. (4.49)
Moreover, the hypergeometric functions in (ω2 − k2)J1 + ω2 d2 J2 can be combined as
(ω2 − k2)J1(ρ) + ω2 d2 J2(ρ) = −2
λ
[
ρ
(ρλ + d2)
1
2
k2
+
2k2 − λω2
λ− 2 ρ
1−λ
2 F
( 1
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−d
2
ρλ
)]
. (4.50)
Therefore, for λ > 2, we have:
E(ρ) = E(0) +
2 cE
λ
[
ρ
(ρλ + d2)
1
2
k2
+
2k2 − λω2
λ− 2 ρ
1−λ
2 F
( 1
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−d
2
ρλ
)]
. (4.51)
Let us now expand E(ρ) in (4.51) near ρ ≈ 0. With this purpose it is better to deal directly
with the definition (4.47) of the integrals J1 and J2. One can prove easily that:
J1(ρ) = 2
λ
γ d
2
λ
−1 + O(ρ2) , J2(ρ) = λ− 2
λ
γ d
2
λ
−3 − ρ
d3
+ O(ρ2) , (4.52)
where γ is the constant defined in (2.22). Plugging these equations into (4.48) we arrive at:
E = cE
ω2
d
ρ + E(0) +
2cE
λ
d
2
λ
−1 γ [ k2 − λ
2
ω2 ] . (4.53)
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Moreover, taking into account (2.21), we can rewrite E in terms of the chemical potential µ
as:
E = cE
ω2
d
ρ + E(0) +
2cE
λ
µ
d
[ k2 − λ
2
ω2 ] . (4.54)
Let us now match the two expressions we have found for E when p < 4 (eqs. (4.39) and
(4.54)). From the terms linear in ρ we get the following relation between the constants A
and cE:
A = cE
ω2
d
. (4.55)
We can use this last relation to eliminate A. By comparing the constant terms in (4.39) and
(4.54) we get
E(0) =
cE
d
[2µ
λ
(λ
2
ω2 − k2
)
+ cp ω
2 6−p
5−p
]
, (p < 4, λ > 2) . (4.56)
We now impose the Dirichlet boundary condition E(0) = 0, which leads to the following
relation:
k2 − λ
2
ω2 =
λ
2µ
cp ω
2 6−p
5−p . (4.57)
At lowest order, the right-hand-side of this equation can be neglected and we arrive at the
following dispersion relation:
ω = ±
√
2
λ
k , (λ > 2) . (4.58)
Thus, the speed of zero sound coincides with the speed of first sound for the probe that
we have determined in (2.30) and only depends on the index λ of the intersection. Notice
that the result (4.58) is also valid for p = 4 since the term on the right-hand-side of (4.57)
is higher order. To avoid clutter, let us consider the solution with plus sign in (4.58) and
expand ω as:
ω =
√
2
λ
k + δω . (4.59)
Plugging this ansatz in (4.57) and expanding at zero order in δω, we arrive at an equation
for δω:
δω = −
√
λ
2
√
2
cp
µ
[(2
λ
) 6−p
5−p
k
7−p
5−p + 2
6− p
5− p
(2
λ
) 7−p
2(5−p)
k
2
5−p δω
]
, (4.60)
which we can solve for δω in powers of k. The second term on the right-hand-side is clearly
of higher order, thus
δω = − cp
2µ
(2
λ
) 7−p
2(5−p)
k
7−p
5−p . (4.61)
Taking into account the expression of cp in (4.40), we find the following expression for the
imaginary part of ω:
Imω = 0 + Im δω = − pi
2µ
(5− p) 3−p5−p[
Γ
(
1
5−p
)]2 (2λ)
7−p
2(5−p)
k
7−p
5−p . (4.62)
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Similarly, we get a correction to the real part of ω, namely:
Re δω =
pi
2µ
(5− p) 3−p5−p[
Γ
(
1
5−p
)]2 cot( pi5− p)(2λ)
7−p
2(5−p)
k
7−p
5−p . (4.63)
In Fig. 2 we plot our prediction for the real part of ωˆ and we compare it with the results
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Figure 2: In this plot we represent the real part of ωˆ versus kˆ for two classes of systems. On
the left we depict the dispersion relation for the intersections D3-D3 (p = 3, λ = 2), D3-D5
(p = 3, λ = 4), and D2-D6 (p = 2, λ = 6). On the right we plot the same quantity for
D4-D4 (p = 4, λ = 2), D4-D6 (p = 4, λ = 4), and D4-D8 (p = 4, λ = 6). The models are
listed top-down. The points correspond to numerical values at dˆ = 103λ/2 and the continuous
curves are the analytical results.
found numerically for different values of kˆ. We notice that the numerical dispersion relation
for the zero sound mode is well reproduced by our analytic equations.
4.2.1 The p = 4 case
When p = 4 the general formula (4.54) does not match (4.42), due to the presence of the
logarithmic term in the latter (which is absent in (4.54)). In order to include these terms we
have to compute the next order correction to (4.54) near the horizon, following the procedure
of [12]. First of all, we recall that the near-horizon equation (4.33) for E for p = 4 is given
by:
E ′′ = −ω
2
ρ3
E . (4.64)
Neglecting the right-hand side in this equation and integrating it gives rise to a linear solution
as in (4.54), which is second order in the expansion parameter . To go beyond this order
we just take into account the right-hand side of (4.64) and substitute the value of E, taken
from (4.54), in this term. We arrive at the equation:
E ′′ = −ω2 [Λ0 ρ−3 + Λ1 ρ−2] , (4.65)
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where Λ0 and Λ1 are:
Λ0 = E
(0) +
2cE
λ
µ
d
[ k2 − λ
2
ω2 ] , Λ1 = cE
ω2
d
. (4.66)
(Λ0 + Λ1 ρ is just the second-order expression (4.54)). Integrating this expression twice, we
get
E = Λ0 + Λ1ρ+ Λ1 ω
2 log ρ − Λ0
2
ω2
ρ
+ . . . , (4.67)
where we took into account that the solution of the homogeneous equation is just (4.54). Re-
call also that the solution (4.64) with in-falling boundary conditions is given by ρ
1
2 H
(1)
1 (2ω/ρ
1
2 )
and that the expansion (4.42) is valid when the argument of the Hankel function is small, i.e.,
when ρ  ω2. Therefore, we can neglect the last term in (4.67). The resulting expression
can be written as:
E = cE
ω2
d
ρ + E(0) +
2cE
λ
µ
d
[ k2 − λ
2
ω2 ] + cE
ω4
d
log ρ + . . . . (4.68)
Let us now match (4.68) and (4.42). By comparing the terms linear in ρ and those logarithmic
in ρ, we find that the constant A is related to cE as in (4.55). Moreover, from the identification
of the constant terms, we get that E(0) is given by:
E(0) =
cE
d
[2µ
λ
(λ
2
ω2 − k2
)
+ (c4 − logω2)ω4
]
, (p = 4, λ > 2) , (4.69)
where c4 has been written in (4.43). By imposing that E
(0) = 0 we get the following
dispersion relation:
k2 − λ
2
ω2 =
λ
2µ
(c4 − logω2)ω4 , (p = 4, λ > 2) . (4.70)
Let us solve this polynomial equation at different orders in the expansion parameter . At
leading order we find that ω is real and given by (4.58), i.e., this general expression is also
valid for p = 4. The next-to-leading contribution δω is given by:
δω = − 1
2µ
(2
λ
) 3
2
(
c4 − log
(2k2
λ
))
k3 . (p = 4, λ > 2) . (4.71)
Separating the real and imaginary parts using (4.43), we get:
Imω = 0 + Im δω = − pi
2µ
(2
λ
) 3
2
k3
Re δω =
2γE − 1 + log
(
2k2/λ
)
2µ
(2
λ
) 3
2
k3 , (p = 4, λ > 2) . (4.72)
Notice that, curiously, the leading term to Imω written above is exactly the same as the one
obtained by taking p = 4 in (4.62). For λ = 5 these formulas were obtained in [12].
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4.2.2 The λ = 2 case
When λ = 2 the integral J1(ρ) defined in (4.47) is not convergent and, therefore, the integral
of (4.45) written in (4.48) is not valid. In this case we can define a new integral J¯1(ρ) as:
J¯1(ρ) ≡
∫ ∞
ρ
[ ρ¯2
(ρ¯2 + d2)
3
2
− 1
ρ¯
]
=
ρ√
ρ2 + d2
− 1 + log 2ρ√
ρ2 + d2 + ρ
. (4.73)
Then, the solution of (4.45) for λ = 2 can be written as:
E(ρ) = E(0) − cE
[
(ω2 − k2) (J¯1(ρ) − log ρ) + ω2 d2 J2(ρ)
]
. (4.74)
At the UV (i.e., when ρ is large) the integrals J¯1(ρ) and J2(ρ) vanish by construction
and E(ρ) therefore behaves as:
E(ρ) = E(0) + cE (ω
2 − k2) log ρ + . . . , (ρ→∞) . (4.75)
When this logarithmic behavior is present, the source in the AdS/CFT correspondence is
determined by the coefficient of the logarithm, which should vanish. This can be achieved
either by requiring cE = 0 or:
ω = ±k . (4.76)
Let us see that if for cE = 0 the solution of the fluctuation equation is trivial. Indeed, in
this case E(ρ) is constant and the matching with the near-horizon results (4.39) or (4.42)
is only possible if the constant A in those solutions is zero. This, in turn, implies that the
whole solution vanishes, as claimed. Therefore, the dispersion relation in this case should be
given by (4.76), which corresponds to having no dissipation and the speed of zero sound is
equal to one. Notice that, when (4.76) holds, E(ρ) behaves near ρ = 0 as:
E(ρ) = E(0) + cE
ω2
d
ρ+O(ρ2) . (4.77)
One can then match (4.77) with eq. (4.39) (for p < 4). From the comparison of the linear
terms we get that A is given by the same expression as in (4.55) and that E(0) is related to
cE as:
E(0) =
cE
d
ω2
6−p
5−p . (4.78)
Notice that (4.78) is just the same as (4.56) when λ = 2 and ω = ±k. However, in the
present λ = 2 case we do not have to impose that E(0) = 0 and, thus, the dispersion relation
is not given by (4.57) but instead we have (4.76) (see [13] for a similar analysis in the D3-D3
intersection).
When p = 4 the matching of the logarithmic term in the near-horizon expansion requires
to go beyond the leading term in ω, as in subsection 4.2.1. It is easy to see that (4.77) can
be corrected in such a way that it matches (4.42) and that E(0) is related to cE as in (4.69)
with λ = 2 and ω = ±k.
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The dispersion relation (4.76) is the natural one for a massless excitation in 1 + 1 dimen-
sions. Accordingly, let us determine all possible intersections with λ = 2 and n = 1. Taking
λ = 2 and n = 1 in (1.1) we find the following relation between p and q:
(p− 3) q = (p− 3) (10− p) , (λ = 2 , n = 1) . (4.79)
When p = 3 this equation is satisfied by any q, whereas for p 6= 3 it requires that p+ q = 10.
Therefore, we have the following two series of intersections having λ = 2 and n = 1:
(1|3 ⊥ q) , q = 3, 5, 7 ,
(1|p ⊥ (10− p)) , p = 1, 2, 4 , (4.80)
where we have required that q ≥ p.
4.3 The collisionless/hydrodynamic crossover
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Figure 3: We are presenting typical dispersions in the D2-D6 model at dˆ = 106 and Bˆ = 0.
The dashed curves are real parts and continuous curves are imaginary parts. Around kˆ ∼
0.006 the diffusive mode merges with another purely imaginary mode, which defines what is
called the crossover location (kˆcr,ωˆcr). Notice, that we have included the first excited purely
imaginary mode from the transverse sector (lowest pink curve).
Our analytic treatment of the zero sound in subsection 4.2 was carried out at T = 0. The
numerical analysis of the fluctuation equation shows that the zero sound persists at T 6= 0
if T is low enough. A typical dispersion relation is depicted in Fig. 3. In this regime the
real part of this mode is independent of the temperature, while its imaginary part receives
corrections which are proportional to T
7−p
5−p . This behavior is illustrated in Fig. 4 for the
D1-D5 intersection.
If we continue increasing the temperature, at some point there is going to be a crossover
to a hydrodynamic diffusive regime, in which the D behaves as in eqs. (4.31) and (4.27).
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Figure 4: The imaginary part of the lowest excitation mode in the D1-D5 model at fixed
kˆ
dˆ(5−p)/λ
= 0.01. The red point represent the numerical results and the line segments have
slopes 0,3,-3,-2 from left to right. These are consistent with the analytic results. The 0
conforms with the notion that the zero sound is robust against temperature variations and
only for sufficiently hot environment will the decay rate behave as T 3/2. The latter two slopes
correspond to the diffusive regime with temperature behaviors D ∼ T−3/2 (eq. (4.31)) and
D ∼ T−1 (eq. (4.27)).
The frequency ωcr and momentum kcr at which this collisionless/hydrodynamic crossover
takes place depends on the temperature and chemical potential. We have determined this
dependence numerically (see Fig. 5). From this analysis we conclude that ωcr and kcr scale
as:
ωcr ∼ T
7−p
5−p
µ
, kcr ∼ T
7−p
5−p
µ
. (4.81)
Notice that, for the D3-D5 and D3-D7 system, ωcr ∼ T 2/µ, in agreement with the analysis
of [19] and [22], respectively, and for the Sakai-Sugimoto model ωcr ∼ T 3/µ, in agreement
with the analysis of [29].
5 Non-vanishing B field
In this section we study the influence of the magnetic field B in the collective excitations
of our brane intersection. The equations of motion of the brane fluctuations have been
written in appendix A (eqs. (A.4) and (A.6)). Notice that, when the magnetic field is
non-vanishing, the longitudinal and transverse fluctuations are coupled. We first study the
magnetized system at T 6= 0 in the diffusive regime.
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Figure 5: We plot the frequency (top panel) and the momentum (bottom panel) for the
location of the transition from the hydrodynamic to collisionless regime. The scalings are
chosen such that the slopes for all the models is 1 (best fit values). The models are D1-
D5, D2-D6, D3-D5, and D4-D6 top-down. This translates to scalings ωcr ∼ r(7−p)/2h /µ ∼
T (7−p)/(5−p)/µ and kcr ∼ r(7−p)/2h /µ ∼ T (7−p)/(5−p)/µ. Notice that we have subtracted a
constant p to separate the lines.
5.1 Diffusion constant
To obtain the diffusion constant in the presence of the magnetic field we follow the same
steps as in subsection 4.1. First we expand the equations of motion around the horizon
ρ = rh. As in ref. [22] the equations decouple and we have to expand the terms multiplying
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E ′ and E in (A.4). These expansions are:
∂ρ log
[
ρ7−p
ρ7−p +B2
(ρλ + ρλ+p−7B2 + d2)
3
2 fp
(ω2 − fp k2) ρλ + ω2B2 ρλ+p−7 + ω2 d2
]
=
1
ρ− rh + c1 + . . .
1
ρ7−p f 2p
(ω2 − fp k2) ρλ + ω2B2 ρλ+p−7 + ω2 d2
ρλ + ρλ+p−7B2 + d2
=
A
(ρ− rh)2 +
c2
ρ− rh + . . . , (5.1)
where the constants A, c1, and c2 are given by:
A =
ω2
(7− p)2 r5−ph
c1 = (7− p) r
λ−1
h
d2 + rλh +B
2 rp+λ−7h
k2
ω2
+
d2
2rh
p− 8 + (6− p)B2rp−7h
(1 +B2 rp−7h )(d2 + r
λ
h +B
2 rp+λ−7h )
+
rλ−1h
2
p− 8 + λ+ (λ− 1)B2 rp−7h
d2 + rλh +B
2 rp+λ−7h
c2 = − r
p+λ−6
h
(7− p) (d2 + rλh +B2 rp+λ−7h )
k2 +
1
(7− p)2 r6−ph
ω2 . (5.2)
The resulting fluctuation equations can be solved in Frobenius series as in (B.2), in terms of
two parameters α and β. In the low frequency limit with k ∼ O(), ω ∼ O(2), the exponent
α is given by the same expression as in (4.6), while β is given by:
β = i
k2
ω
r
λ+ p−7
2
h
d2 + rλh +B
2 rp+λ−7h
. (5.3)
We now expand first in frequency. The equation for E decouples from the one for ay in
this limit and becomes:
E ′′ − ∂ρ log
[ ρλ + ρp+λ−7B2
(ρλ + ρp+λ−7B2 + d2)
3
2
]
E ′ = 0 . (5.4)
This equation can be integrated as:
E(ρ) = E(0) + cE
∫ ∞
ρ
dρ¯
ρ¯λ + ρ¯p+λ−7B2(
ρ¯λ + ρ¯p+λ−7B2 + d2
) 3
2
, (5.5)
where cE is a constant of integration. Let us expand the function E(ρ) in (5.5) near the
horizon as:
E(ρ) = E(0) + cE Iλ,p − cE r
λ
h + r
λ+p−7
h B
2
(rλh + r
λ+p−7
h B
2 + d2)
3
2
(ρ− rh) + . . . , (5.6)
where Iλ,p is the integral:
Iλ,p =
∫ ∞
rh
dρ¯
ρ¯λ + ρ¯p+λ−7B2(
ρ¯λ + ρ¯p+λ−7B2 + d2
) 3
2
= r
1−λ
2
h
∫ ∞
1
dx
xλ + xp+λ−7 Bˆ2(
xλ + xp+λ−7 Bˆ2 + dˆ2
) 3
2
, (5.7)
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and where we have rescaled the magnetic field Bˆ as:
Bˆ =
B
r
7−p
2
h
=
(7− p
4pi
) 7−p
5−p B
T
7−p
5−p
. (5.8)
We now match (5.6) with the near-horizon expression (4.10). By comparing the constant
terms in both expressions we conclude that E(0) = Enh − cE Iλ,p, whereas the constant cE
can be determined by looking at the linear term. We get:
cE = −β Enh r
λ
2
h (1 + bˆ
2 + dˆ2)
3
2
1 + Bˆ2
, (5.9)
where β is given in (5.3). It follows that:
E(0) = Enh
[
1 + i
k2
ω
r
p−7
2
h
(1 + Bˆ2 + dˆ2
) 1
2
1 + Bˆ2
Iλ,p
]
. (5.10)
Requiring E(0) = 0 we find a dispersion relation of diffusive type, ωˆ = −iDˆλ,p kˆ2, where ωˆ
and kˆ are rescaled as in (4.21) and the rescaled diffusion constant Dˆλ,p is given by:
Dˆλ,p =
(1 + Bˆ2 + dˆ2
) 1
2
1 + Bˆ2
∫ ∞
1
dx
xλ + xp+λ−7 Bˆ2(
xλ + xp+λ−7 Bˆ2 + dˆ2
) 3
2
. (5.11)
We have not been able to compute the integral (5.11) analytically for arbitrary values of λ
and p. However, when λ+ p = 7 this integral can be obtained in terms of a hypergeometric
function:
Dˆλ=7−p,p =
2
λ
(1 + Bˆ2 + dˆ2
) 1
2
1 + Bˆ2
[
dˆ2
(dˆ2 + Bˆ2)(1 + dˆ2 + Bˆ2)
1
2
+
(
2
λ− 2 +
Bˆ2
dˆ2 + Bˆ2
)
F
(1
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−dˆ2 − Bˆ2
)]
. (5.12)
Notice that the systems for which (5.12) holds include the D3-D3 intersection ((2|3 ⊥ 5))
and D2-D8’ ((2|2 ⊥ 8)). In Fig. 6 we compare the analytic results to the numerical values
of the diffusion constant as a function of Bˆ. It is also easy to find the limiting value of Dˆλ,p
as dˆ = 0. Indeed, for any value of λ and p we get:
Dˆλ,p(dˆ = 0) =
2
λ− 2
1√
1 + Bˆ2
F
(1
2
,
λ− 2
2(7− p) ; 1 +
λ− 2
2(7− p) ;−Bˆ
2
)
. (5.13)
Notice that when Bˆ = 0 eq. (5.13) reduces to (4.25).
We wish to end this subsection with the following remark. In analogy to the lower bound
on the shear viscocity to the entropy ratio, Hartnoll proposed a universal lower bound on
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Figure 6: Plot of the diffusion constant for D2-D4 and D2-D6 as a function of Bˆ at fixed
dˆ = 10. The continuous curves are the analytic results, whereas the points are from the
numerics.
the charge diffusivity for incoherent metals at high temperatures [51]. Unfortunately, the
proposal was not precisely formulated and thus the bound does not have a specific value, and
we therefore cannot make a direct comparison. Nevertheless, according to [51], the bound
in our language reads
Dˆ & ~v
2
F
kB
= v2F , (5.14)
where vF is some number of order 1 (for Fermi liquid with quasiparticle description vF would
correspond to the Fermi velocity). The minimum value for Dˆ occurs at dˆ = 0, i.e., at high
temperature as in the regime of interest. This was computed in (4.25): limT→∞ Dˆ = 2/(λ−2).
At finite magnetic field this is given above in (5.13). In general, turning on the magnetic
field the diffusion constant decreases without bound, see Fig. 6 for example. Therefore,
holographic metals as modelled in the present work, seem to evade any bound on charge
diffusion at least at finite magnetic field.
5.2 Zero sound with B field
Let us study the zero sound for intersections with B field. Typical dispersions are depicted
in Fig. 7 for the D2-D6 model. First of all we analyze the equations of motion of appendix
B for E and ay at zero temperature near the horizon ρ ≈ 0. We will assume that B is small
(ρ7−p ∼ B2). With these assumptions the equations of motion for E and ay greatly simplify
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Figure 7: The zero sound becomes massive above a critical magnetic field strength. We
depict the dispersions for the D2-D6 model at Bˆ = 0.1 (left panel) and Bˆ = 0.2 (right
panel), both at dˆ = 106. In the latter case the zero sound mode has just become massive
and starts propagating.
and become the coupled system:
E ′′ +
(7− p)B2
ρ(ρ7−p +B2)
E ′ +
ω2
ρ7−p
E = −i(7− p) Bω
2
ρ(ρ7−p +B2)
ay
a′′y +
(7− p)B2
ρ(ρ7−p +B2)
a′y +
ω2
ρ7−p
ay = i(7− p) B
ρ(ρ7−p +B2)
E . (5.15)
Let us now define the operator Oˆ, which acts on any function F (ρ) as follows:
Oˆ F (ρ) ≡ F ′′ + (7− p)B
2
ρ(ρ7−p +B2)
F ′ +
ω2
ρ7−p
F . (5.16)
Then, the equations in (5.15) can be written as:
OˆE = −i(7− p) Bω
2
ρ(ρ7−p +B2)
ay , Oˆ ay = i(7− p) B
ρ(ρ7−p +B2)
E . (5.17)
These coupled equations are easy to decouple. By defining y± as
y± =
E
iω
± ay , (5.18)
the equations satisfied by y± are decoupled, and given by:(
Oˆ ± (7− p) Bω
ρ(ρ7−p +B2)
)
y± = 0 . (5.19)
More explicitly, we have
y′′± +
(7− p)B2
ρ(ρ7−p +B2)
y′± +
(
ω2
ρ7−p
± (7− p)Bω
ρ(ρ7−p +B2)
)
y± = 0 . (5.20)
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We now study the equations for y± when the B field is small. Let us neglect the terms that
are quadratic in B and approximate these equations as:
y′′± +
(
ω2
ρ7−p
± (7− p)B ω
ρ8−p
)
y± ≈ 0 . (5.21)
Let us expand the solutions of these equations in powers of B. Notice that the equation for
y− is obtained from the one for y+ by changing B by -B. Accordingly, we write:
y±(ρ) = y0(ρ)±B y1(ρ) . (5.22)
The equations for y0 and y1 are independent of B and given by:
y′′0 +
ω2
ρ7−p
y0 = 0 , y
′′
1 +
ω2
ρ7−p
y1 = −(7− p) ω
ρ8−p
y0 . (5.23)
The solution for the equation of y0 with incoming boundary condition is just the Hankel
function written in (4.34):
y0 = c+ ρ
1
2 H
(1)
1
5−p
( 2ω
5− p ρ
p−5
2
)
, (5.24)
where c+ is a constant. Notice that y0 is a source in the equation of y1. Actually, defining
the function y as y1 = c+ y, we find the following inhomogeneous equation for y(ρ):
y′′ +
ω2
ρ7−p
y = −(7− p) ω
ρ8−p
ρ
1
2 H
(1)
1
5−p
( 2ω
5− p ρ
p−5
2
)
. (5.25)
In the appendix D we find the solution of this equation by using the Wronskian method.
This solution is simply:
y = −ρ p−62 H(1)6−p
5−p
( 2ω
5− p ρ
p−5
2
)
, (5.26)
which also satisfies the incoming boundary condition at the horizon. Let us now write the
solution for y±. First we define the functions:
z1(ρ) ≡ ρ 12 H(1)1
5−p
( 2ω
5− p ρ
p−5
2
)
, z2(ρ) ≡ ρ
p−6
2 H
(1)
6−p
5−p
( 2ω
5− p ρ
p−5
2
)
. (5.27)
Then, y±(ρ) are given by:
y+(ρ) = c+ z1(ρ) − c+B z2(ρ) , y−(ρ) = c− z1(ρ) + c−B z2(ρ) , (5.28)
where, to obtain y− we changed B → −B and c+ → c−. Let us now redefine these constants
as follows
c1 =
iω
2
(c+ + c−) , c2 = −iω
2
(c+ − c−) . (5.29)
Then, E and ay can be written in matrix form as:E
ay
 =
 z1(ρ) B z2(ρ)
iB
ω
z2(ρ)
i
ω
z1(ρ)
 c1
c2
 . (5.30)
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We now study the near-horizon solution found in the small ω limit. At O(ω 25−p ) we have
(for p < 4):
z1(ρ) ≈ −2
ν Γ(ν)
pi αν
i
[
ρ+ cp ω
2
5−p
]
, z2(ρ) ≈ −2
ν Γ(ν)
pi αν
i
1
ω
, (5.31)
where ν and α are defined in (4.38) and cp is given in (4.40). Then, after redefining the
constants c1 and c2 by absorbing the common factor in z1 and z2, we have:E
ay
 ≈
ρ+ cp ω
2
5−p B
ω
iB
ω2
i
ω
(
ρ+ cp ω
2
5−p
)

c1
c2
 . (5.32)
We will now perform the two limiting operations in the opposite order. As in [22], in the
low-frequency limit we drop all terms not containing derivatives of E and ay, as well as all
factors of B. Thus, the equation of motion of E reduces to (4.44), whose solution is (4.51).
The corresponding equation for ay in this limit becomes:
a′′y + ∂ρ log
(
ρλ + d2
) 1
2
a′y ≈ 0 . (5.33)
This equation can be integrated twice to give:
ay = a
(0)
y − cy J3(ρ) , (5.34)
where cy is a constant and J3(ρ) is the following integral:
J3(ρ) =
∫ ∞
ρ
dρ¯
(ρ¯λ + d2)
1
2
=
2
λ− 2 ρ
1−λ
2 F
( 1
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−d
2
ρλ
)
. (5.35)
It is clear from these equations that a
(0)
y is the value of ay at ρ→∞. Moreover:
ay(ρ) = a
(0)
y −
2cy
λ− 2 ρ
1−λ
2 F
( 1
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−d
2
ρλ
)
. (5.36)
Let us now expand ay(ρ) in powers of ρ. First, one can check that, for small ρ, the integral
J3(ρ) can be approximated as:
J3(ρ) ≈ µ
d
− ρ
d
, (5.37)
where µ is the chemical potential (2.21). Therefore, for small ρ:
ay(ρ) ≈ a(0)y − cy
µ
d
+ cy
ρ
d
. (5.38)
The corresponding expansion of E has been written in (4.54). We now match (4.54) and
(5.38) with (5.32). By comparing the terms linear in ρ we find the constants c1 and c2 in
terms of cE and cy, namely:
c1 =
ω2
d
cE , c2 = −i ω
d
cy , (5.39)
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and the comparison of the terms independent of the radial variable leads to the following
matrix equation:E(0)
a
(0)
y
 =
 cpd ω
2(6−p)
5−p − 2µ
λd
(
k2 − λ
2
ω2
) −iB
d
iB
d
cp
d
ω
2
5−p + µ
d

cE
cy
 . (5.40)
We now require the vanishing of the sources E(0) and a
(0)
y , which only happens non-trivially
if the matrix written above has a vanishing determinant or, equivalently, when:
c2p ω
2(7−p)
5−p + 2µ cp ω
2(6−p)
5−p − 2µcp
λ
ω
2
5−p k2 + µ2 ω2 − 2
λ
µ2 k2 − B2 = 0 . (5.41)
Eq. (5.41) is a polynomial relation in ω and k whose solutions determine the dispersion
relation of the zero-sound. Let us solve this equation for ω. At leading order we can neglect
all the terms except the last three, which leads to the following gapped dispersion relation:
ω = ±
√
2
λ
k2 +
B2
µ2
. (5.42)
In order to solve (5.41) at the next-to-leading order, let us write:
ω =
√
2
λ
k2 +
B2
µ2
+ δω . (5.43)
By plugging (5.43) into (5.41), we get at next-to-leading order
δω = −cp
µ
(
2
λ
k2 +
B2
µ2
) p−3
2(5−p) [k2
λ
+
B2
µ2
]
. (5.44)
Let us now separate the real and imaginary parts in δω. From the expression of the constant
cp in (4.40) we obtain that the imaginary part at this order is given by:
Imω = −pi
µ
(5− p) 3−p5−p[
Γ
(
1
5−p
)]2
(
2
λ
k2 +
B2
µ2
) p−3
2(5−p) [k2
λ
+
B2
µ2
]
. (5.45)
Moreover, we get the following correction to Reω:
Re δω =
pi
µ
(5− p) 3−p5−p[
Γ
(
1
5−p
)]2 cot( pi5− p)
(
2
λ
k2 +
B2
µ2
) p−3
2(5−p) [k2
λ
+
B2
µ2
]
. (5.46)
Notice that (5.45) and (5.46) coincide with (4.62) and (4.63) when the B vanishes, as it
should.
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Figure 8: We present the real part of the dispersions in the D2-D6 above the critical value
above which the zero sound mode has become massive (Bˆ ∼ 0.2) at various Bˆ = 0.5, 5, 10
(bottom-up) for dˆ = 106. The points are the numerical values and the continuous curves are
the analytic results. Notice that the lowest curve has a small dip at small kˆ diverging from
the analytic result. This is easily understood by recalling that the zero sound picked up the
mass just slightly earlier.
5.3 The crossover with B field
Now let us finish this section with the following observation. Recall that in section 4.3
we were investigating the location where the transition from the collisionless regime to the
hydrodynamic regime takes place. By studying the dispersion relations in the complex ωˆ
plane by increasing the real momentum kˆ we found that the diffusion mode met with another
purely imaginary mode at some non-zero (ωˆcr, kˆcr), where they merged together to become
the pair of zero sound modes propagating in opposite directions.
While we now know from several studies that the zero sound generically picks up a mass
with a non-zero magnetic field, it is interesting to ask if the location of the transition point
is affected by the magnetic field, too. It turns out that the answer to this question, properly
defined, is negative. By increasing the magnetic above a critical one, where the zero sound
mode has become massive, the diffusive mode never meets with another purely imaginary
mode (see Figs. 3 & 7 ) and it is unclear how to define the location for the crossover to happen.
However, as suggested in [22], one can define it by making the momentum kˆ complex and
keeping ωˆ real. Indeed, we repeated a similar analysis to theirs (D3-D5 and D3-D7 cases)
in the D2-D6 model and found out that the transition point is unaffected by the magnetic
field strength. This suggests that this phenomenon is rather generic and may happen for all
other intersections as well. We have depicted the dispersions in the D2-D6 case in Fig. 9.
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Figure 9: We are depicting the dispersions as complex momentum as a function of frequency
for the D2-D6 model. On the left panel we plot the real part of kˆ and on the right Im kˆ.
The red, lower, points are numerical data for Bˆ = 0 and the blue, upper, points are for
Bˆ = 10. Both cases are for dˆ = 105. The continuous lines starting from the left are analytic
results for the diffusion mode (eq. (5.11)) and the continuous curves starting from the right
are the analytic results (at T = 0) for the zero sound (eq. (5.43)). The lower point of
the vertical line segment is extracted from the collision of poles in the complex ω plane,
indicating the collisionless/hydrodynamic crossover location. We infer that the transition
point is essentially insensitive to the inclusion of the magnetic field.
6 Alternative quantization
In this section we will not allow the intersection of the probe with the background branes be
as general as before, but we will specialize to a (2 + 1)-dimensional intersection. Contrary
to the scalar fields, for the gauge fields one can impose mixed Dirichlet-Neumann boundary
conditions, i.e., adopt an alternative quantization, only when the bulk spacetime is four-
dimensional [52, 53]. From the boundary perspective, a mixed boundary condition for the
gauge field can be traced back to a SL(2,Z) mapping from the usual Dirichlet condition,
where this operation generically corresponds to adding a Chern-Simons term to the action
and making the external vector field dynamical.4 We refrain from presenting a lengthy
introduction to the details [33] (see also [34–36]). Instead, we will walk the reader through
the necessary notations along way as our goal is a simple generalization of the methods
developed in [33] to tackle all conformally AdS4 backgrounds.
We wish to emphasize the key observation made in [33] (allowing the use of alternative
quantization) that the bulk action itself does not have to be invariant under SL(2,Z) trans-
formation: one only needs the bulk equations of motion for the gauge fields to reduce to free
equations near the boundary so that one can choose mixed boundary conditions. In other
words, since different quantizations only differ by boundary terms, the equations of motion
(A.4) and (A.6) which we plan to solve are still the same. The difference comes in interpret-
ing the different quantities: in general the quantum liquid transforms into an anyonic one at
non-zero density and magnetic field. For precise mapping between the parameters, we refer
the reader to [33].
4Incorporating SL(2,Z) duality has sparked many recent studies in holography [33–36,54–57].
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Let us thus consider fluctuation modes satisfying the following mixed Dirichlet-Neumann
boundary conditions:
lim
ρ→∞
[
n ρ
λ
2 fρµ − 1
2
µαβ f
αβ
]
= 0 , (6.1)
where n is some constant. The Dirichlet boundary conditions considered so far in the normal
quantization correspond to n = 0. Equivalently, as in [35], we can write the previous condition
as:
lim
ρ→∞
[
ρ
λ
2 fρµ − m
2
µαβ f
αβ
]
= 0 . (6.2)
Clearly m = 1/n and the normal quantization corresponds to m = ∞. For µ = t, x the
condition (6.1) leads to:
lim
ρ→∞
[
n ρ
λ
2 a′t − i k ay
]
= 0 , lim
ρ→∞
[
n ρ
λ
2 a′x + i ω ay
]
= 0 , (6.3)
while for µ = y it becomes:
lim
ρ→∞
[
n ρ
λ
2 a′y − i E
]
= 0 . (6.4)
Let us rewrite (6.4) as:
lim
ρ→∞
E = −i n lim
ρ→∞
[
ρ
λ
2 a′y
]
. (6.5)
Moreover, by using the transversality condition (3.21) at ρ → ∞, where u → 1, the two
equations in (6.3) reduce to:
lim
ρ→∞
ay = i
n
ω2 − k2 limρ→∞
[
ρ
λ
2 E ′
]
. (6.6)
As stated above, it is clear from (6.5) and (6.6) that n = 0 corresponds to the Dirichlet
boundary condition in which E and ay are fixed at the boundary.
Recall that the horizon radius rh can be eliminated from the fluctuation equations (4.1)
and (4.2) by rescaling the radial variable ρ as ρˆ = ρ/rh and rescaling d, ω and k as in (4.20)
and (4.21). We will rescale the gauge potentials as aˆµ = aµ/rh, which for the electric field E
means the following:
Eˆ =
E
r
7−p
2
h
. (6.7)
It can be easily checked that we can eliminate rh from the boundary conditions (6.5) and
(6.6) by rescaling n as:
nˆ =
n
r
7−p−λ
2
h
. (6.8)
Equivalently, m must be rescaled as:
mˆ =
m
r
p+λ−7
2
h
. (6.9)
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Let us now analyze the new boundary conditions at low frequency and momentum. The
expressions of E and ay in this regime have been written in (4.46) and (5.34). The UV
values at the boundary of these two fields are:
lim
ρ→∞
E(ρ) = E(0) , lim
ρ→∞
ay(ρ) = a
(0)
y . (6.10)
The radial derivatives of E and ay at the boundary can be easily obtained from (4.45) and
(5.34):
∂E
∂ρ
∣∣∣
ρ→∞
≈ (ω2 − k2) cE ρ−λ2 , ∂ay
∂ρ
∣∣∣
ρ→∞
≈ cy ρ−λ2 . (6.11)
From these expressions we can recast the boundary conditions for the alternative quantization
as a relation between the constants E(0), a
(0)
y , cE, and cy. Indeed, let us define E
(0)
n and a
(0)
y,n
as:
E
(0)
n ≡ E(0) + i n cy , a(0)y,n = a(0)y − i n cE . (6.12)
Then, (6.5) and (6.6) are equivalent to the conditions:
E
(0)
n = a
(0)
y,n = 0 . (6.13)
6.1 Zero sound
From the results of section 5.2 it is straightforward to relate E
(0)
n and a
(0)
y,n to the constants
cE and cy for incoming boundary conditions at the horizon at low ω and k. Indeed, from
(5.40) we get:E(0)n
a
(0)
y,n
 =
 cpd ω
2(6−p)
5−p − 2µ
λd
(
k2 − λ
2
ω2
) −iB
d
+ in
iB
d
− in cp
d
ω
2
5−p + µ
d

cE
cy
 . (6.14)
The alternative quantization conditions (6.13) can be implemented by imposing the vanishing
of the determinant of the matrix on the right-hand side of (6.14). The corresponding equation
is just (5.41) with the substitution B → B− nd. Solving this equation we get the dispersion
relation. At leading order the real part of ω is just:
ω = ±
√
2
λ
k2 +
(B − nd)2
µ2
. (6.15)
Similarly, we could get the higher order terms from (5.45) and (5.46). Notice that the
spectrum can be made gapless by adjusting the alternative quantization parameter to cancel
the gap induced by the magnetic field. See Fig. 10 for the comparison between (6.15) with
the numerics. This phenomenon was overlooked in the recent paper [36], since the focus was
more on the physics about the S-dual (m = 0) point.
The closing of the gap was expected since implementing the alternative quantization we
allow the gauge field to be dynamical. In particular, this means that we let the external
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Figure 10: We depict the (positive) real part of the lowest excitation mode in the D3-D5
model with dˆ = 106 and Bˆ = 3 · 103 as a function of nˆ. The dots are numerically computed
data points whereas the continuous curves stand for the analytic result of (6.15) for kˆ = 0
(lower curve) and kˆ = 1 (upper curve). Notice that the mass gap for the zero sound vanishes
precisely when nˆ = Bˆ
dˆ
for zero momentum.
magnetic field to adjust its vacuum expectation value. The particular case where the gap
closes corresponds to an anyonic fluid for which the effective magnetic field is vanishing
and respectively the zero sound mode becomes gapless. Similar occurrence happened in the
D3-D7’ model in the incompressible phase, where this mechanism was used to obtaining
an anyonic superfluid, with the soft mode in the neutral sector becoming massless precisely
when the effective magnetic field vanished [33,34].
6.2 Conductivities
Let us obtain the conductivity of the anyonic fluid following the approach of [35]. As shown
in that paper, the current-current correlator can be parametrized in terms of three functions
CL, CT , and W , which transform under S-duality as:
C∗L =
CL
(2pi)2
[
CLCT +W 2
] , C∗T = CT(2pi)2 [CLCT +W 2] ,
W ∗ = − W
(2pi)2
[
CLCT +W 2
] . (6.16)
Under the T transformation only the parity violation function W transforms as:
W ∗ = W +
1
2pi
. (6.17)
42
The current-current correlator at zero momentum is parametrized in terms CL(ω, 0) =
CT (ω, 0) and W (ω, 0) as:
〈Ji(ω, 0) Jj(ω, 0)〉 = iω
[
CL(ω, 0) δij + W (ω, 0) ij
]
, (6.18)
where i, j are spatial indices. The AC conductivities are defined as:
σij(ω) =
1
iω
〈Ji(ω, 0) Jj(ω, 0)〉 , (6.19)
or, equivalently
σL(ω) = CL(ω, 0) , σH(ω) = W (ω, 0) . (6.20)
In our case we can obtain the value of σL at ω = 0 (the DC conductivity) by looking at the
transverse correlator (C.41) at zero momentum. We get that σH = 0 and that
σL = N Γω , (ω → 0) , (6.21)
which, after taking (C.42) into account, becomes:
σL = r
p+λ−7
2
h N
√
1 + dˆ2 , (ω → 0) . (6.22)
Starting with a theory with W = 0 and performing the transformation TK we end up with
a theory with a Hall conductivity σH = K/(2pi). With a subsequent S transformation the
corresponding conductivities can be found from (6.16) with CT (ω, 0) = CL(ω, 0) = σL(ω):
σ∗L(ω) =
1
(2pi)2
σL(ω)
σ2L(ω) +
(
K
2pi
)2 , σ∗H(ω) = − 1(2pi)2 σH(ω)
σ2L(ω) +
(
K
2pi
)2 . (6.23)
For the AC conductivities there are no analytic results available in any model. Had there
been for example results for the normal quantization, one could just transfer them to any
quantization using the formulas (6.23). Given this shortcoming, we do not wish to make a
thorough scan over all the available parameters in the model, but are elated to highlight just
one interesting effect upon changing m. By numerically extracting the AC conductivities,
as in [35], we find that increasing m, the Drude-like peak will begin to transform to make a
secondary peak at higher ωˆ, similar to what is found in heavy fermion systems; see Fig. 11
for how the longitudinal conductivities vary.
The DC conductivities can be obtained by taking ω = 0 in the previous expression, as
well as the value (6.22) for the DC conductivity σL of the normally quantized system:
(2pi)2 r
p+λ−7
2
h N σ∗L =
√
1 + dˆ2
1 + dˆ2 + mˆ2
, (2pi)2 r
p+λ−7
2
h N σ∗H = −
mˆ
1 + dˆ2 + mˆ2
, (6.24)
where, as in [35], we identify m as:
m =
K
2piN , (6.25)
and mˆ is related to m as in (6.9).
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Figure 11: We are plotting the optical conductivities versus ωˆ for the D2-D6 model at fixed
dˆ = 10 and Bˆ = 0. In the left panel we are plotting the real part of (2pi)2r
p+λ−7
2
h Nσ∗L and in
the right panel the imaginary part. The different curves correspond to different quantization
schemes m = 0, 1, 2, 5, 10. The bigger amplitudes correspond to smaller m’s.
6.3 Diffusion constant
Let us consider the current-current correlator with non-zero momentum k following the
approach of [35]. In this case we have to distinguish between longitudinal and transverse
functions CL and CT . The longitudinal function CL and its S-dual C
∗
L can be parametrized
in terms of the DC conductivities σL and σ
∗
L and diffusion constants Dˆ and Dˆ
∗ as:
CL =
kˆ σL
iωˆ − Dˆ kˆ2 , C
∗
L =
kˆ σ∗L
iωˆ − Dˆ∗ kˆ2 . (6.26)
Notice that CL and C
∗
L are related as in (6.16), which we now write as:
1
(2pi)2C∗L
= CT +
W 2
CL
. (6.27)
Moreover, the DC conductivities σL and σ
∗
L are related as:
1
(2pi)2 σ∗L
= σL +
W 2
σL
. (6.28)
Let us now obtain the transverse correlation function CT in terms of CL and C
∗
L from (6.27).
By using the parametrization (6.26) and the S-dual relation (6.28) we get that:
CT =
σL
kˆ
(
iω − H kˆ2) , (6.29)
where H is given by:
H = Dˆ∗ + (Dˆ∗ − Dˆ) W
2
σ2L
. (6.30)
Inverting this last relation we get Dˆ∗ in terms of H and Dˆ:
Dˆ∗ =
H + W
2
σ2L
Dˆ
1 + W
2
σ2L
. (6.31)
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If parity is conserved in the original theory and, thus, W = 0, then H = Dˆ∗ and we can
write CT as:
CT =
σL
kˆ
(
iω − Dˆ∗ kˆ2) . (6.32)
We will use this relation to obtain Dˆ∗ from the transverse correlator calculated in section C.
Indeed, when W = 0 the non-vanishing different components of 〈Jµ Jν〉 when kµ = (ω, k, 0)
are related to CL and CT as:
〈Jt(k) Jt(−k)〉 = − k
2
√−ω2 + k2 CL(k) , 〈Jx(k) Jx(−k)〉 = −
ω2√−ω2 + k2 CL(k) ,
〈Jx(k) Jy(−k)〉 = − ω k√−ω2 + k2 CL(k) , 〈Jx(k) Jy(−k)〉 =
√
−ω2 + k2CT (k) .
(6.33)
In the hydrodynamic regime in which k ∼ O() and ω ∼ O(2), at leading order, we get:
〈Jx(k) Jy(−k)〉 ≈ k CT . (6.34)
Therefore, the expression of CT can be found from the correlator (C.41). By comparing this
equation with (6.32) and using (6.22), we find
Dˆ∗ = − Γˆk√
1 + dˆ2
=
2
2(6− p)− λ
1√
1 + dˆ2
F
(1
2
,
6− p
λ
− 1
2
;
6− p
λ
+
1
2
;−dˆ2
)
. (6.35)
We can now use this value of Dˆ∗ to apply the argument of [35] and find the diffusion
constant after a S TK transformation, which is given by:
Dˆm =
Dˆ∗ +
(
K
2piσL
)2
Dˆ
1 +
(
K
2piσL
)2 , (6.36)
which, with the identification (6.25) and the expression of σL written in (6.22), becomes:
Dˆm =
(1 + dˆ2) Dˆ∗ + mˆ2 Dˆ
1 + dˆ2 + mˆ2
. (6.37)
By using the values of Dˆ (eq. (4.24)) and Dˆ∗ (eq. (6.35)) we get:
Dˆm =
2
√
1 + dˆ2
1 + dˆ2 + mˆ2
[
1
2(6− p)− λ
1√
1 + dˆ2
F
(1
2
,
6− p
λ
− 1
2
;
6− p
λ
+
1
2
;−dˆ2
)
+
+
mˆ2
λ− 2 F
( 3
2
,
1
2
− 1
λ
;
3
2
− 1
λ
;−dˆ2
)]
. (6.38)
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Figure 12: The diffusion constants in the D2-D6 model with different quantization conditions.
The red points represent numerical data. The different curves are the analytic results. The
monotonically increasing solid blue curve corresponds to normal quantization, i.e., nˆ = 0
(4.24), the others to alternative quantization (6.38); the middle two dashed black curves
correspond to mˆ = 1000, 100, the dotted blue curve (visible as the middle on the left) to
mˆ = 1, and the monotonically decreasing solid blue curve to mˆ = 0. Notice that all Dˆm
(iff mˆ < ∞) asymptote to S-dual result (6.35) as dˆ → ∞ and at large temperatures they
asymptote to constants as given in (6.39).
From this formula we can get the limiting value of Dˆm when dˆ→ 0:
lim
dˆ→0
Dˆm =
2
λ− 2 +
λ− 7 + p
(λ− 2)(12− 2p− λ) . (6.39)
The numerical values of Dˆm match extremely well with the analytic results (6.38) as repre-
sented in Fig. 12 for the D2-D6 model.
7 Discussion: scaling behavior
The energy scale of the bulk theory is given, in terms of the radial coordinate r, as
E ∼ r 5−p2 . (7.1)
The coefficient in (7.1) contains
√
gYM , where gYM is the Yang-Mills coupling of the bulk
theory, which is dimensionful when p 6= 3. This distance/energy relation was found long time
ago in [58]. It can also be derived by noticing that the Dp-brane background is conformally
AdS. This means that one can perform a Weyl transformation to a dual frame:
ds2dual = e
2φ
p−7 ds2 , (7.2)
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followed by a change in the radial coordinate of the form u ∼ r 5−p2 , after which the metric
is that of AdSp+2× S8−p. The relation (7.1) follows by identifying the new radial coordinate
u with the energy scale. We can also extract (7.1) by looking at the relation between the
horizon radius rh and T (2.18).
Let us now consider rescalings of E of the form:
E → Λ E . (7.3)
In terms of ρ these rescalings are equivalent to:
ρ→ Λ∆ρ ρ , ∆ρ = 2
5− p . (7.4)
We will say that ρ transforms with scaling dimension ∆ρ.
Let us obtain the behavior of the density d and magnetic field B by imposing that the
three terms in the combination d2 + ρλ + ρλ+p−7B2, appearing in the equation of motion for
At (and also for the fluctuation fields), scale in the same way. We write
d→ Λ∆d d , B → Λ∆B B . (7.5)
We find the following values for the scaling dimensions ∆d and ∆B:
∆d =
λ
5− p , ∆B =
7− p
5− p . (7.6)
Therefore, λ determines the scaling dimension ∆d of the charge density,
5 while ∆B depends
only on p. In the conformal case p = 3 we have λ = 2n and, thus, ∆d = n and ∆B = 2. These
values are just the canonical dimensions of these fields in a (n + 1)-dimensional QFT. In a
non-conformal background ∆d and ∆B differ from the canonical dimensions. For example,
for the supersymmetric intersections of Table 1, we get:
∆SUSYd =
q − p+ 2
5− p =
2
5− p
(
n+ 3− p) . (7.7)
Curiously, when p 6= 3, ∆SUSYd = n only for (2 + 1)-dimensional intersections (i.e., with
n = 2 for any p 6= 3, corresponding to D2-D6 and D4-D4 in Table 1).
The scaling dimensions of the different quantities determine the way in which they must
be rescaled with the temperature to make them temperature independent. Indeed, given
a quantity O, its rescaled quantity Oˆ is defined in such a way that Oˆ is invariant under
rescalings. As ∆T = 1, it is clear that the relation between O and Oˆ must be of the type:
Oˆ ∼ O
T∆O
, (7.8)
5This was expected as we related λ to the polytropic index of the equation of state, see (2.29).
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with ∆O being the scaling dimension of O. Notice that this agrees with our definition of ωˆ
and kˆ in (4.21) (since ∆ω = ∆k = 1) and also with the definition of dˆ in (4.20). Recall the
expression of Bˆ written in (5.8):
Bˆ =
B
r
7−p
2
h
=
(7− p
4pi
) 7−p
5−p B
T
7−p
5−p
. (7.9)
A posteriori, we notice that the rescaling in (5.8) was chosen to agree with the general
definition (7.8) when ∆B is given by (7.6).
The behavior under rescalings can also be used to determine the general formula of the
invariant quantities normalized by the density. These quantities will be denoted by a tilde
and are generally given by:
O˜ =
O
d
∆O
∆d
. (7.10)
Let us first apply this definition to the temperature T , frequency ω, and momentum k. We
have:
T˜ =
T
d
1
∆d
=
T
d
5−p
λ
, ω˜ =
ω
d
1
∆d
=
ω
d
5−p
λ
, k˜ =
k
d
1
∆d
=
k
d
5−p
λ
. (7.11)
For p = 3 the exponent of the density in these definition is 1/n, in agreement with the
definitions used in [22]. In the case of the magnetic field we have:
B˜ =
B
d
7−p
λ
. (7.12)
In the conformal case p = 3 the power of d is 2/n, again in agreement with [22].
8 Conclusions and outlook
In this paper we studied the collective excitations of holographic matter engineered as in-
tersection of two stacks of D-branes. One type of branes (the color branes) were substituted
by the geometry they generated, while the flavor branes were considered as probes and their
dynamics were governed by the DBI action. We analyzed these systems at high baryonic
density, both at zero and non-zero temperature, and we also studied the influence of the
magnetic field.
We determined (both analytically and numerically) the dispersion relation of the holo-
graphic zero sound at low temperature, as well as the diffusion constant at higher temper-
ature. We also studied numerically the crossover between the collisionless regime at low
temperature and the hydrodynamic regime at higher temperature. When the intersection
is (2 + 1)-dimensional, one can further study the anyonic degrees of freedom in the system
by performing an alternative quantization. We implemented this procedure for a general
(2 + 1)-dimensional brane intersection and computed the corresponding anyonic correlators.
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Our results apply to a large number of brane intersections, characterized by the three
numbers p, q, and n. However, we found that they only depend on p (the dimensionality of the
background branes) and the index λ defined in (1.1). Indeed, this (p, λ) universality showed
up in the different rescalings we performed and in the relations that the rescaled quantities
satisfied. Thus, our analysis unified and extended previous results in the literature.
We are continuing our efforts in generalizing the results presented here to the case, where
we allow a non-zero mass for the fundamentals. This is a much more involved study, since
then also the fluctuations of the scalar field has to be taken care of. However, our initial
exploration suggest that most of the results in the present paper can be made available also in
the presence of the mass. Actually, for the supersymmetric intersections at zero temperature
and nonvanishing chemical potential, one can choose a system of coordinates such that the
embedding function of the probe is also a cyclic variable [59]. This has allowed to compute
analytically the dispersion relation of the zero sound for massive quarks in the case of the
D3-D7 [10, 19], D3-D5, and D3-D3 intersections [60]. Interestingly, the speed of zero sound
for these systems vanishes when the quark mass equals the chemical potential, signaling a
phase transition with violation of hyperscaling, whose critical exponents have been evaluated
in [60]. We intend to analyze this phenomenon for arbitrary intersections in the near future.
Another interesting avenue to pursue would be to allow an internal flux in the worldvol-
ume of the probe D-brane. In the Dp-D(p+ 2) systems, turning on the appropriate internal
flux induces a non-trivial profile of some scalar. This corresponds, in the field theory dual,
to moving to the Higgs branch of the theory (see [61]). The analysis of the collective exci-
tations of these intersections is an interesting open problem which we will try to address in
the future.
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A Fluctuation equations of motion
Let us write the equations of motion (3.15) with B field. The equation of motion for at
becomes:
∂ρ
[
|gtt|
√
H
u3
√
grr
(
gxx fp
g 2xx +B
2
) 3
2
a′t
]
+
1
u
√
grrH
fp
(
gxx
g2xx +B
2
) 3
2
∂x
(
∂x at − ∂t ax
)
+∂ρ
(
dB
g2xx +B
2
)
∂x ay = 0 (A.1)
Let us write this equation in momentum space. By using (3.21) we can write it in terms of
the electric field E. The result is:
E ′′ + ∂ρ log
[√|gtt|√
g
rr
gxx fp
g2xx +B
2
√
H + d2
ω2 − k2 u2
]
E ′ +
grr
|gtt| f 2p
(ω2 − k2 u2)E
= i B d
√
grr√|gtt| g
2
xx +B
2
gxx fp
ω2 − k2 u2√
H + d2
∂ρ
(
1
g2xx +B
2
)
ay . (A.2)
For a Dp-brane background the metric elements and the blackening factor are given in (2.16)
and (2.17) while the function H has been written in (2.19). Moreover, when B 6= 0 we have
ω2 − k2 u2 = (ω
2 − fp k2) ρλ + ω2B2 ρλ+p−7 + ω2 d2
ρλ + ρλ+p−7B2 + d2
. (A.3)
Plugging these values in the previous equation, we get:
E ′′ + ∂ρ log
[
ρ7−p
ρ7−p +B2
(ρλ + ρλ+p−7B2 + d2)
3
2 fp
(ω2 − fp k2) ρλ + ω2B2 ρλ+p−7 + ω2 d2
]
E ′
+
1
ρ7−p f 2p
(ω2 − fp k2) ρλ + ω2B2 ρλ+p−7 + ω2 d2
ρλ + ρλ+p−7B2 + d2
E
= − (7− p) i B d
ρfp (ρ7−p + B2)
(ω2 − fp k2) ρλ + ω2B2 ρλ+p−7 + ω2 d2
(ρλ + ρλ+p−7B2 + d2)
3
2
ay . (A.4)
The equation for ay can be written as:
a′′y + ∂ρ log
[
gxx
√|gtt|√
grr
fp
√
H + d2
g2xx +B
2
]
a′y +
grr
f 2p |gtt|
(ω2 − k2 u2) ay
= −idB
√
grr
gxx
√|gtt| 1fp g
2
xx +B
2
√
H + d2
∂ρ
(
1
g2xx +B
2
)
E . (A.5)
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For the Dp-brane background this equation becomes:
a′′y + ∂ρ log
[ ρ7−p
ρ7−p +B2
√
ρλ + ρλ+p−7B2 + d2 fp
]
a′y
+
1
ρ7−p f 2p
(ω2 − fp k2) ρλ + ω2B2 ρλ+p−7 + ω2 d2
ρλ + ρλ+p−7B2 + d2
ay
=
(7− p) i B d
ρfp
E
(ρ7−p +B2)
√
ρλ + ρλ+p−7B2 + d2
. (A.6)
B Indicial equation
Let us consider a differential equation for the function E = E(ρ) of the type:
E ′′ +
( 1
ρ− rh + c1
)
E ′ +
( A
(ρ− rh)2 +
c2
ρ− rh
)
E = 0 , (B.1)
where rh, A, c1, and c2 are constants. We want to find a solution in Frobenius series for ρ
close to rh, of the type:
E(ρ) = Enh (ρ− rh)α
[
1 + β (ρ− rh) + . . .
]
. (B.2)
By substituting this expansion in (B.1) and comparing the different powers of ρ− rh, we get
that α and β must satisfy the equations:
α2 + A = 0 , β(α2 + 2α + A+ 1) + αc1 + c2 = 0 . (B.3)
By choosing infalling boundary conditions, we get that α (when A > 0) must be:
α = −i
√
A . (B.4)
Moreover, β is given by:
β = −α c1 + c2
1 + 2α
. (B.5)
C Transverse correlators
We now study the equation of motion (4.2) for ay in the low frequency regime in which
k ∼ O() and ω ∼ O(2). First, we expand (4.2) near the horizon ρ = rh. The coefficient
of the term without derivatives is just the same as in (4.1) and can be expanded as in (4.4)
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and (4.5). Moreover, the coefficient multiplying a′y in (4.2) can be represented near ρ = rh
as:
∂ρ log
[√
ρλ + d2 fp
]
=
1
ρ− rh + d1 + . . . , (C.1)
where d1 is given by:
d1 =
p+ λ− 8
2 rh
− λ
2 rh
d2
d2 + rλh
. (C.2)
Let us now solve for ay in Frobenius series around ρ = rh:
ay(ρ) = (ρ− rh)α (1 + β (ρ− rh) + . . .) . (C.3)
From the equations of appendix A one can show that the exponent α is just the same as in
(4.6). The coefficient β is given by (B.5) with c1 changed by d1 (and given by (C.2)). Since
α , c2 ∼ O(2) and d1 ∼ O(1), we have that, at order 2, β can be written as:
β ≈ −(α d1 + c2) . (C.4)
Plugging the values of α, d1, and c2 (written in (4.6), (C.2), and (4.5) respectively), we find
that β is given by:
β =
i
2(7− p) r
7−p
2
h
(p− 8) d2 + (p+ λ− 8) rλh
d2 + rλh
ω +
rp+λ−6h
(7− p) (d2 + rλh)
k2 . (C.5)
We now take the near-horizon and low-frequency limits in the opposite order. First of all,
let us write the equation of motion of ay in the form:
a′′y +
G′
G
a′y + Qay = 0 , (C.6)
where G = G(ρ) is defined as:
G(ρ) ≡
√
ρλ + d2 fp(ρ) . (C.7)
The function Q in (C.6) can be read from (4.2). Notice that, at order 2, this function is
simply:
Q(ρ) ≈ − ρ
λ+p−7
(ρλ + d2) fp(ρ)
k2 . (C.8)
We want to match the near-horizon expansion (C.3). Therefore, it is better to redefine ay in
the form:
ay(ρ) = F (ρ)αy(ρ) , (C.9)
where αy(ρ) should be regular at ρ = rh and F (ρ) is given by:
F (ρ) = (ρ− rh)α . (C.10)
The resulting equation for αy is:
α′′y +
(G′
G
+ 2
F ′
F
2
)
α′y + 
2 (P +Q)αy = 0 , (C.11)
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where we have explicitly introduced the powers of  to keep track of the low frequency
expansion and we have defined the new function P (ρ) as:
P (ρ) ≡ F
′′
F
+
G′
G
F ′
F
. (C.12)
We will solve (C.11) order by order in a series expansion in  of the form:
αy = α0 + 
2 α1 + . . . . (C.13)
The equation for α0 is:
α′′0 +
G′
G
α′0 = 0 , (C.14)
whose first integration yields:
α′0 =
c0√
ρλ + d2 fp(ρ)
, (C.15)
where c0 is a constant. When c0 6= 0 the function α′0 blows up at ρ = rh. Thus, we choose
c0 = 0 and therefore α0 = constant. Without loss of generality we can take
α0 = 1 . (C.16)
The equation for α1 is
α′′1 +
G′
G
α′1 = −P − Q . (C.17)
Let us solve this equation by variation of constants. We put:
α′1 =
Λ(ρ)√
ρλ + d2 fp(ρ)
=
Λ(ρ)
G(ρ)
, (C.18)
where Λ(ρ) is a function to be determined. By direct substitution into (C.17) we get that
Λ(ρ) must satisfy:
Λ′ = −G (P +Q) . (C.19)
To integrate this equation we notice that the first term on the right-hand-side is, actually, a
total derivative. Indeed, at O(2) we have that(
logF
)′′
=
F ′′
F
−
(F ′
F
)2
≈ F
′′
F
, (C.20)
since F ′/F ∼ O(2) when F is the function (C.10). Using this result in the definition of P
we conclude that:
GP =
[
G (logF )′
]′
+ O(4) . (C.21)
Therefore,
Λ(ρ) = −G (logF )′ − c −
∫ ρ
rh
G(ρ¯)Q(ρ¯) dρ¯ , (C.22)
where c is a constant to be determined. Let us next define the integral I(ρ) as:
k2 I(ρ) ≡ −
∫ ρ
rh
G(ρ¯)Q(ρ¯) dρ¯ , (C.23)
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or, more explicitly:
I(ρ) =
∫ ρ
rh
ρ¯λ+p−7√
ρ¯λ + d2
dρ¯ . (C.24)
Then, α′1 can be written as:
α′1 = −
[
c√
ρλ + d2 fp
+
α
ρ− rh
]
+
I(ρ) k2√
ρλ + d2 fp
. (C.25)
We will fix the constant c by imposing that α′1 be regular at ρ = rh. This is equivalent to
require that the term with c cancels the term with 1/(ρ− rh). Notice that, by construction,
I(ρ) vanishes linearly at the horizon and the last term in (C.25) is therefore regular at the
horizon. Taking into account the expansion of 1/G around ρ = rh:
1√
ρλ + d2 fp
≈ rh
(7− p)
√
rλh + d
2
1
ρ− rh −
(p− 8) d2 + (p+ λ− 8) rλh
2(7− p)(rλh + d2)
3
2
, (C.26)
we get:
c = −7− p
rh
√
rλh + d
2 α = i
√
rλh + d
2
r
7−p
2
h
ω . (C.27)
Thus, α′y = α
′
1 +O(4) and is given by:
α′y = −
i
(7− p) r
5−p
2
h
[
7− p
rh
√
rλh + d
2√
ρλ + d2 fp
− 1
ρ− rh
]
ω +
I(ρ)√
ρλ + d2 fp
k2 . (C.28)
In order to match this solution with (C.3), let us expand I(ρ) near ρ = rh. We easily get:
I(ρ) = r
λ+p−7
h√
rλh + d
2
(ρ− rh) + O((ρ− rh)2) . (C.29)
From this result and the expansion of 1/G in (C.26), it is easy to check that, indeed,
α′y(ρ = rh) = β , (C.30)
where β is given in (C.5). Moreover, since αy ≈ 1 + α1 and F ≈ 1 + α log(ρ − rh), we
conclude that, at O(2):
ay ≈ 1 + α1 + α log(ρ− rh) . (C.31)
Therefore, it follows that:
a′y = α
′
1 +
α
ρ− rh + O(
4) = α′y +
α
ρ− rh + O(
4) . (C.32)
Explicitly,
a′y = −
1
G(ρ)
[
i
√
rλh + d
2
r
7−p
2
h
ω − I(ρ) k2
]
, (C.33)
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where G(ρ) has been defined in (C.7).
Let us now extract the 〈Jy Jy〉 correlator from the previous results. Recall that the term
depending on ay of the Lagrangian density is of the form:
L(ay) = F (fyρ)2 = F (a′y)2 , (C.34)
where F is given by:
F = −N
√
grr |gtt|√
H + d2
H Gyy Gρρ = −N G(ρ) , (C.35)
with N being a normalization constant. The on-shell action of ay is:
Son−shell(ay) =
∫
dn x
(
F ay a′y
)
ρ→∞
. (C.36)
With the normalization condition we are using (α0 = 1), the two-point function of Jy is
given by the standard AdS/CFT prescription:
〈Jy(p) Jy(−p)〉 =
(
F a′y
)
ρ→∞
. (C.37)
From the explicit expressions of F and ay, we get:
F a′y = N
[
i
√
rλh + d
2
r
7−p
2
h
ω − I(ρ) k2
]
. (C.38)
In order to get the value of the integral I at the boundary, let us rewrite its expression as:
I(ρ) = r
λ
2
+p−6
h
λ
∫ ( ρ
rh
)λ
1
ζ
p−6
λ√
ζ + dˆ2
dζ , (C.39)
with dˆ given by (4.20). Then, it is easy to prove that, when 2(6 − p) > λ the ρ → ∞ limit
of I converges and is given by:
I(ρ→∞) = 2
2(6− p)− λ r
λ
2
+p−6
h F
(1
2
,
6− p
λ
− 1
2
;
6− p
λ
+
1
2
;−dˆ2
)
. (C.40)
It follows that the 〈Jy Jy〉 correlator takes the form:
〈Jy(p) Jy(−p)〉 = N
[
Γω iω + Γk k
2
]
, (C.41)
where the coefficients Γω and Γk are:
Γω = r
λ+p−7
2
h
√
1 + dˆ2
Γk = − 2
2(6− p)− λ r
λ
2
+p−6
h F
(1
2
,
6− p
λ
− 1
2
;
6− p
λ
+
1
2
;−dˆ2
)
. (C.42)
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When p = 3 and λ = 4 the result written above coincides with the one in [35].
Let us rewrite the correlator in terms of the rescaled frequency and momentum ωˆ and kˆ
defined in (4.21):
〈Jy(p) Jy(−p)〉 = Nˆ
[
Γˆω iωˆ + Γˆk kˆ
2
]
, (C.43)
where Nˆ is related to N as:
Nˆ = N r
λ
2
−1
h , (C.44)
and the rescaled coefficients Γˆω and Γˆk are:
Γˆω =
√
1 + dˆ2
Γˆk = − 2
2(6− p)− λ F
(1
2
,
6− p
λ
− 1
2
;
6− p
λ
+
1
2
;−dˆ2
)
. (C.45)
D Wronskian method
In this appendix we solve the inhomogeneous equation (5.25) by the Wronskian method. We
start by defining a new function Y as:
Y ≡ ρ− 12 y(ρ) , (D.1)
and a new independent variable x as:
x ≡ 2ω
5− p ρ
p−5
2 . (D.2)
In what follows we consider Y as a function of x. After this change of variables, eq. (5.25)
becomes:
d2 Y
d x2
+
1
x
dY
dx
+
(
1 − ν
2
p
x2
)
Y = f(x) , (D.3)
where f(x) is given by:
f(x) = dp(ω)x
2νp H(1)νp (x) , (D.4)
and νp and dp are defined as:
νp ≡ 1
5− p , dp(ω) ≡ −(7− p)
(5− p
2
) 2
5−p
ω−
7−p
5−p . (D.5)
Eq. (D.3) is a linear inhomogeneous equation, whose solutions can be obtained from those
of the homogeneous equation. Let Y1(x) and Y2(x) be two independent solutions of (D.3)
with f(x) = 0. Then, the solution of (D.3) for f(x) 6= 0 can be written as:
Y(x) = I1(x)Y1(x) + I2(x)Y2(x) , (D.6)
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where I1(x) and I2(x) are the following indefinite integrals:
I1(x) = −
∫ Y2(x) f(x)
W (Y1,Y2) dx , I2(x) =
∫ Y1(x) f(x)
W (Y1,Y2) dx , (D.7)
and W (Y1,Y2) is the Wronskian function of Y1 and Y2:
W (Y1,Y2) = Y1 Y2′ − Y2 Y1′ . (D.8)
The homogeneous version of (D.3) is just the Bessel equation. Therefore, we can take the
Hankel functions of index νp as the two independent solutions Y1 and Y2:
Yi(x) = H(i)νp , (i = 1, 2) . (D.9)
The Wronskian of two Hankel functions is rather simple, namely:
W (H(1)νp (x), H
(2)
νp (x)) = −
4i
pix
. (D.10)
Therefore, I1(x) and I2(x) are given by:
I1(x) = −ipidp
4
∫
x2νp+1H(2)νp (x)H
(1)
νp (x) dx
I2(x) = i
pidp
4
∫
x2νp+1H(1)νp (x)H
(1)
νp (x) dx . (D.11)
Taking into account that (for ν + µ 6= 1):∫
xµ+ν+1H(α)µ (x)H
(β)
ν (x) dx =
xµ+ν+2
2(µ+ ν + 1)
[
H(α)µ (x)H
(β)
ν (x) + H
(α)
µ+1(x)H
(β)
ν+1(x)
]
,
(D.12)
we get that I1(x) and I2(x) are given by:
I1(x) = −ipidp
8
5− p
7− p x
2(6−p)
5−p
[
H(2)νp (x)H
(1)
νp (x) + H
(2)
νp+1(x)H
(1)
νp+1(x)
]
I2(x) = i
pidp
8
5− p
7− p x
2(6−p)
5−p
[
H(1)νp (x)H
(1)
νp (x) + H
(1)
νp+1(x)H
(1)
νp+1(x)
]
. (D.13)
It then follows that:
Y(x) = ipidp
8
5− p
7− p x
2(6−p)
5−p
[
H
(1)
νp+1(x)H
(2)
νp (x) − H(1)νp (x)H(2)νp+1(x)
]
H
(1)
νp+1(x) . (D.14)
By using the following property of the Hankel functions:
H
(1)
νp+1(x)H
(2)
νp (x) − H(1)νp (x)H(2)νp+1(x) = −
4i
x
, (D.15)
we arrive at:
Y(x) = −
[(5− p)x
2ω
] 7−p
5−p
H
(1)
6−p
5−p
(x) , (D.16)
which matches with the expression for y(ρ) in (5.26).
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