Introduction
Allee effect is an important biological factor in conservation biology and has a huge impact in population dynamics (8). Allee effect mainly classified into two categoriesone is coined as weak-Allee effect when the per capita growth rate in a low population density becomes positive while the negative growth rate refers to strong-Allee effect. For strong-Allee effect, there is a threshold population level below which the species become extinct. However, for the weak-Allee effect, the population does not require to have any such threshold value (191; 21) . Allee effect is common in many natural populations, including plants (16; 17), insects (18), birds and mam-0 A considerable part of this chapter is under revision in International Journal of Bifurcation and Chaos mals (156), marine invertebrates (19) . In recent times, (192) noticed the presence of strong-Allee effect by time-series analysis of two herring populations from the Icelandic and Canadian regions from the Global Population dynamics database with GPDD ID 1765 ,1759 . The study of predator-prey interaction under the influence of the disease in the population and Allee effect is an important issue. To reduce the risk of extinction of the species is of great concern. One of the fundamental drivers in this concern is the disease factor. If it is connected with the Allee, the combined effect may lead to disaster (162) . (194), studied a predator-prey model with infected prey where prey is subjected to the strong-Allee effect. As it links with species extinction the experimental ecologists are also studying the dynamics of such systems in different perspectives (e.g., see, 157; 158; 159; 160; 161) . The effect of Allee parameters in predator-prey interaction with disease in the prey population is studied extensively (162; 42; 164; 168; 169) . For example, in African wild dogs (170; 156) and island fox (171; 172), the combined effects of disease and Allee effect is observed. Apart from the combined effects, the different competitive abilities may provide some insight for species conservation point of view.
The experimental study of (195) suggests that disease can change the competitive abilities within the prey population. In a wide portion of the model-based studies, prey dynamics is governed by the logistic equation
, where r is the intrinsic growth rate and K is the explicit carrying capacity. But, when the passings exceed the births, the intrinsic growth rate becomes negative, and as a consequence, the model expectation will be impossible (1; 2; 3; 4; 5; 6). Such improbable results emerge on the grounds that for the wrong assumption on explicit carrying capacity, which is thought to be free of conception of birth and death rates.
Consequently, one approach to model such competition by using a carrying capacity which is the emergent property of the species related to growth rate and competition (7). In explicit carrying capacity, competitive abilities for both the susceptible prey and infected prey are same but in emergent carrying capacity, the competitive abilities for the susceptible prey and infected prey are different as in the presence of a disease, the infected prey population will not have the same competing ability as of susceptible one. Recently, (7) showed that disease-induced modifications of competition can tremendously alter the stability and persistence of predator-prey systems. Specifically, different prey competition can facilitate the coexistence of infected prey and predators, which is impossible if competitive abilities of healthy and diseased prey are equal. Recently, (196) have also shown that emergent carrying capacity enhances three species coexistence in an eco-epidemiological model.
Earlier eco-epidemiological modelling mainly focused on the basic reproduction number, local stability and species persistence, whereas the recent studies have a tendency in investigating extensive dynamical behavior such as bifurcation and chaos. It is to be observed that in a simple two species system, disease introduction in either prey or predator population makes the two-dimensional system to a three-dimensional system which enhances the chance of occurrence of chaos in a simple two species interacting system (148; 149; 150; 151). The determination of ecological factors through which chaos can be enhanced or controlled requires theoretical and experimental investigations. One way to study these issues is through controlled laboratory experiments (152; 153), another useful way to study these types of problems is through mathematical modelling and computer simulations (116). Allee effect is one of the such factors that can control chaos (116; 154; 136) .
Recent studies on chaos and its control in ecological systems reveal the fact that Allee effect is an important factor through which the chaos can be enhanced or suppressed (116; 154; 136) . The emergence of chaotic dynamics through such combined interaction and its possible control mechanism is the primary aim of the present investigation.
The main objective is to observe the dynamics of an eco-epidemiological model with emergent carrying capacity in the presence of strong-Allee in the prey. In the present paper, we have explored that disease can produce chaos in an ecoepidemiological system. We have observed that the chaos thus obtained can be controlled through strong-Allee and different competition coefficients. The rest of the paper is organized as follows. In the next section, we present the mathematical model and its boundedness property. In Section 3 we perform existence criterion and local stability analysis of different equilibria and Hopf bifurcation analysis respectively. Numerical results are shown in Section 4. Finally, the paper ends with a discussion.
Mathematical model
We consider by assuming that prey population is facing an infectious disease, where the predator feeds on both healthy and infected preys. Let S and I denote the susceptible prey and infected prey respectively and P denotes the predator population.
Susceptible prey can reproduce with the growth rate r. The infected and susceptible prey population cannot have the same competing ability in the presence of disease in prey population. For this reason, we have considered different competition coefficients for two possible interactions (intra-class competition in susceptible prey (b) and inter-class competition between susceptible prey and infected prey (c)). We also consider that although the infected prey population shares the resource, but cannot reproduce.
We study the following system of ordinary differential equations , where α 1 be the attack rate and d is the half-saturation constant of predator for infected prey. Here we assume that predator population captures only infected prey which contributes to its positive growth. It is worth mentioning that (197), experimentally established the fact that the predation rate on infected population is thirty one times higher than the susceptible one. Thus based on this experimental result we ignore the predation on susceptible one (136). γ 1 is the conversion efficiency of predator on infected prey. µ is the death rate of infected prey and m is the natural death rate of predator.
Further we assume that the prey exhibits a demographic Allee effect at low population densities due to reasons other than predation by the predator. θ is the Allee parameter, and f is an auxiliary parameter (f > 0 and θ ≥ −f , (178)). The auxiliary parameter f affects the overall shape of the per-capita growth curve of the prey population. As f increases, the curve becomes increasingly "flatter" and reaches lower maximum values. Table ( 
In addition, we have
Proof. For any S ≥ 0, I ≥ 0, P ≥ 0, we have
which implies that S = 0, I = 0 and P = 0 are invariant manifolds, respectively.
Due to the continuity of the system, we can easily conclude that System (4.2) is
Choose any point (S, I, P ) ∈ X such that S > r b
, then due to the positive invariant property of (4.2), we have
In addition, we have Now we define two functions by N(t) = S(t) + I(t) and Z(t) = S(t) + I(t) + P (t), then we have
, then for any ǫ > 0, there is a T large enough such that for any t > T , we have
By applying the theory of differential inequality (99) (or Gronwalls inequality) and letting ǫ → 0, we obtain lim sup
This implies that I(t) is bounded. Similarly, we have
This implies that lim
also bounded. Therefore, System (4.2) is positively invariant and bounded in X.
If βS a+S
≤ µ, then infected population can not persists. Then according to , any trajectory of (2.1) converge to either a locally asymptotically stable equilibrium or a limit cycle. However, no equilibrium on I-axis or SI-plane or IP-plane indicates that any trajectory converges to a boundary equilibrium locating on S-axis or SP-plane. Thus, we have lim
Assume that the initial susceptible prey population is less than θ and the infective population is large enough, the susceptible prey population can increase at the beginning due to the possibility of
However, the susceptible prey population can never increase to θ since
This implies that S(t) < θ whenever S(0) < θ. While if = S(S − θ)(r − bS) with S(t) < θ. This indicates that the susceptible prey population will eventually converge to 0. Therefore, we have lim t→∞ sup S(t), I(t), P (t) = 0
Permanence
Biologically, persistence of a system means the long-term survival of all populations of the system, no matter what the initial populations are. From mathematical point of view, persistence of a system means that strictly positive solutions do not have omega limit points on the boundary of the non-negative cone.
Dissipativeness:
Using the standard inequality theorem we shall show that the solution of the system (4.2) always exists and stays positive. From the system (4.2), we can obtain
(4.6) Let (u 1 ; u 2 ; u 3 ) is the positive root of the system of equations
(4.7)
where g = 1 f
, Using the standard comparison theorem (37), we observe that the above inequality implies
where
).
But we know that for strong Allee, the species become extinct below θ. Therefore,
Lemma 4.2.2. If βθ > aµ, then the system (4.2) is dissipative.
Permanence: From the system (4.2), we have
is the positive root of the system of equations
(4.9)
Using the standard comparison theorem (37), we observe that the above inequality
Stability and Hopf bifurcation analysis 4.3.1 Existence of the equilibrium points
The system has the following equilibrium points:
(i) The trivial equilibrium point E 0 (0, 0, 0) always exists.
(ii) The axial equilibrium points are E 1 ( r b
, 0, 0) and E 2 (θ, 0, 0).
The system has no disease free equilibria.
(iv) The system (4.2) has interior equilibrium point E * (S * , I * , P * ) where
, and S * is the positive root of the cubic equation
where There may exist multiple interior equilibria depending on the parameter values.
Here we consider E * 1 is a positive interior equilibrium. Without loss of generality, we investigate stability analysis for E * 1 .
Local stability analysis
To study the local stability property of the system (4.2), we shall calculate the Jacobian matrix at each equilibrium. The Jacobian matrix of the system (4.2) at any arbitrary equilibrium E(S, I, P ) is given below i.e. bθ < r. Therefore the equilibrium point E 2 (θ, 0, 0) will be stable if βθ < µ(a + θ) and bθ < r. Proof. One of the eigenvalues corresponding to the equilibrium point E 3 is
The other two eigenvalues of the equilibrium point E 3 is given by λ 2 − 1 λ+ 2 = 0.
),
So the equilibrium point E 3 is locally asymptotically stable if 
Bi-stability
In this subsection, we investigate the possibility of multistability of our model system. We will see that our model may be bistable with or without the interior equilibrium. Bi-stability is a phenomenon where the system can converges to two different equilibrium in the same parametric region based on the variation of the initial conditions. Here we observe that the system (4.2) shows two types of bi-stability (see Fig (5.2) ), one is in the absence of interior equilibrium and the other one is in the presence of interior equilibrium. Any trajectory starting from the interior of R 3 + either converge to E 1 or E 0 when unique interior equilibrium does not exist, or converge to E 0 or E * 1 when unique interior equilibrium exists. represents Bi-stability between E 0 and E * 1 .
We summarize the bi-stability criterion of the system (4.2) as follows (also see 
Hopf bifurcation Analysis
Here θ is the most crucial parameter. In this subsection, we analyze how the system dynamics changes with respect to θ by using Hopf bifurcation analysis. Hopf bifurcation occurs at θ = θ * if the following two conditions hold simultaneously
where λ is the root of the characteristic equation defined in Theorem 4.3.5.
Proof. Let θ = θ * , then the characteristic equation λ 3 + Σ 1 λ 2 + Σ 2 λ + Σ 3 = 0 con-
So the root of the above equation are
can rewrite the roots considering θ as bifurcation parameter as follows
λ 2 (θ) = −Σ 1 . Now first we substitute λ k (θ) = ψ 1 (θ) + iψ 2 (θ) into the above characteristic equation, then we differentiate it with respect to θ, lastly we separate real and imaginary parts.
Finally we get,
and λ 3 (θ
Therefore the system exhibits Hopf bifurcation at θ = θ * . Hence the theorem.
Numerical simulations
Several numerical experiments are performed on the system (4.2) to validate our theoretical findings. In the present investigation, the rate of disease transmission .7528, 0.1952, 6 .4067]. First we observe the dynamical behaviors of the system (4.2) for the variation of the infection rate β. We observe that if the force of infection exceeds a threshold value (β = 0.55), then the infection starts to persist in the system. For β = 0.56, the system (4.2) exhibits stable solution (see Figure (5.4) ). Further, we increase the value of β and observe that system (4.2) shows limit cycle for β = 0.65 (see Figure (5.5) ). Figure ( 4.6) shows the 2-periodic solutions of the system (4.2) for β = 0.78. Again after increasing the value of β, we observe that system (4.2) exhibits chaos for β = 1.3 (see Figure   (4.7) ). So here we observe that the disease (β) can produce chaos in the system (4.2). To visualize this scenario, we draw the bifurcation diagram for the system (4.2) considering β as the bifurcation parameter. Figure )). Therefore, we can conclude that the system (4.2) is chaotic for β = 1.3. Now we introduce the Allee effect (θ) into the system (4.2). If we take θ = 0.05, we observe that system (4.2) exhibits chaos (see Figure (4.10) ). Further, we increase the value of θ and observe that the system (4.2) shows 2-periodic solutions for θ = 0.095 (see Figure (4.11) ). Figure ( 4.12) shows the limit-cycle oscillations for θ = 0.11. Again if we increase the value of θ, then we observe that for θ = 0.155 the system (4.2) converges to stable focus (see Figure (4.13) ). for θ ∈ [0.118, 0.14) it depicts limit cycle oscillations and lastly for θ ∈ [0.14, 0.16) the interior equilibria E * is stable. We plot the max Lyapunov exponents with respect θ in Figure ( i.e. in the presence of strong-Allee. The system is stable in the brown region and yellow region shows limit cycle oscillation, period doubling in the cyan region and chaotic oscillation in the blue region.
Conclusion
In recent times, the prime reason behind human and animal mortality is the emergence of infectious diseases, which contradict the paradigm that disease is not an important cause of wildlife mortality (185; 186). Sometimes it can regulate population sizes (187). It also plays a leading factor to species extinctions (188). Moreover, disease introduces in either prey or predator, increases the dimension of predatorprey model which may enhance the chance of chaos. The influence of the Allee effect can show different dynamical behavior on the stability of population models.
This fact is surely depend on the assumptions of the corresponding model. (116) have shown that chaos can be enhanced by the Allee effect. (189) have exhibited that on a discrete-time predator-prey system, Allee effect in prey population has a stabilizing effect. (117) revealed that chaos may be evacuated because of the Allee effect in a discrete-time predator-prey system. (190) studied a two-species competition system with Allee effect and illustrate that it generates an alternative stable state. The Allee effect in a predator-prey system may have destabilizing effect, which is demonstrated by (175). In the present research, we have considered an eco-epidemiological model with emergent carrying capacity for our study. We observe that disease produces chaos. Then we investigate the impact of Allee effect on the prey population in a three species eco-epidemiological model. The dynamical behavior of the eco-epidemiological model changes remarkably after introducing the strong-Allee effect in the prey population. It is observed that the system with Allee effect has two interior equilibria. Through numerical analysis, we have exhibited that one equilibrium is locally asymptotically stable, and the other one is unstable.
Our numerical simulation affirms the fact that the Allee parameter θ has a stabilizing effect. We have verified it by drawing bifurcation diagrams. In the absence of Allee effect, we choose the other parameter values in such a way that the system shows chaotic dynamics. In the presence of Allee effect, if we steadily increase the value of θ, we observe that the system changes its dynamics from chaotic to period doubling, period doubling to limit cycle oscillation and limit cycle to stable focus. Consequently, θ can be treated as controlling parameter. The system ultimately converges to stable focus around the interior equilibrium from chaos for increasing the value of θ. Not only Allee parameter, but also intra-class competition between susceptible prey (b) and inter-class competition between susceptible prey and infected prey (c) of the system (4.2) can control chaos separately, which is not yet studied earlier. Lots of factors may control the dynamics of prey-predator, which leads to change in the whole dynamical behavior of the system. In this pa-
