Recommender system for personalized assortment in a clothing store by Gostiša , Karmen
Univerza v Ljubljani
Fakulteta za racˇunalniˇstvo in informatiko
Karmen Gostiˇsa
Razvoj priporocˇilnega sistema za
personalizacijo ponudbe trgovine s
tekstilnimi izdelki
DIPLOMSKO DELO
UNIVERZITETNI SˇTUDIJSKI PROGRAM
PRVE STOPNJE
RACˇUNALNISˇTVO IN INFORMATIKA
Mentor: izr. prof. dr. Matjazˇ Kukar
Ljubljana, 2017
Copyright. Rezultati diplomske naloge so intelektualna lastnina avtorja in
Fakultete za racˇunalniˇstvo in informatiko Univerze v Ljubljani. Za objavo in
koriˇscˇenje rezultatov diplomske naloge je potrebno pisno privoljenje avtorja,
Fakultete za racˇunalniˇstvo in informatiko ter mentorja.
Besedilo je oblikovano z urejevalnikom besedil LATEX.
Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge:
Raziˇscˇite podrocˇje priporocˇilnih sistemov in se seznanite z razlicˇnimi para-
digmami (priporocˇanje na podlagi vsebine, priporocˇanje na podlagi sodelo-
vanja). Preucˇite razlicˇne pristope k zbiranju podatkov (eksplicitno in im-
plicitno ocenjevanje) in implementaciji metod. Nad realnimi podatki vecˇje
slovenske trgovine implementirajte in ovrednotite vecˇ razlicˇic sistemov ter
podajte oceno uporabnosti.

Kazalo
Povzetek
Abstract
1 Uvod 1
2 Priporocˇilni sistemi 3
2.1 Problem priporocˇanja . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Vrste priporocˇilnih sistemov . . . . . . . . . . . . . . . . . . . 5
2.2.1 Priporocˇanje na podlagi vsebine . . . . . . . . . . . . . 5
2.2.2 Priporocˇanje na podlagi sodelovanja . . . . . . . . . . . 6
2.2.3 Priporocˇanje s hibridnimi metodami . . . . . . . . . . 11
2.3 Vrednotenje priporocˇilnih sistemov . . . . . . . . . . . . . . . 12
2.4 Omejitve in izzivi priporocˇilnih sistemov . . . . . . . . . . . . 14
2.5 Povezovalna pravila . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Opis in priprava podatkov 19
3.1 Opis podatkov . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Osnovna statisticˇna analiza podatkov . . . . . . . . . . . . . . 20
3.3 Iskanje povezovalnih pravil . . . . . . . . . . . . . . . . . . . . 22
3.4 Priprava podatkov . . . . . . . . . . . . . . . . . . . . . . . . 23
4 Implementacija metod 29
4.1 Priporocˇanje najbolj priljubljenih artiklov . . . . . . . . . . . 29
4.2 Priporocˇanje z metodo k -najblizˇjih sosedov . . . . . . . . . . . 29
4.3 Priporocˇanje z matricˇnim razcepom . . . . . . . . . . . . . . . 34
5 Rezultati in analiza implementiranih metod 39
5.1 Priporocˇanje najbolj priljubljenih artiklov . . . . . . . . . . . 40
5.2 Priporocˇanje z metodo k-najblizˇjih sosedov . . . . . . . . . . . 40
5.3 Priporocˇanje z matricˇnim razcepom . . . . . . . . . . . . . . . 44
5.4 Primerjava rezultatov implementiranih metod . . . . . . . . . 46
6 Zakljucˇek 49
Literatura 53
Seznam uporabljenih kratic
kratica anglesˇko slovensko
ALS alternating least squares izmenicˇni najmanjˇsi kvadrati
DCG discounted cumulative gain diskontirani kumulativni pri-
spevek
MAE mean absolute error srednja absolutna napaka
MAP mean average precision srednja povprecˇna preciznost
MRR mean reciprocal rank srednji reciprocˇni rang
NDCG normalized discounted cumu-
lative gain
normalizirani diskontirani ku-
mulativni prispevek
POS point of sale tocˇka prodaje
RMSE root mean squared error koren povprecˇne kvadrirane
napake
ROC receiver operating characteri-
stics
operativne znacˇilnosti spreje-
mnika
SGD stochastic gradient descent stohasticˇni gradientni spust
SOM self-organizing map samoorganizirajocˇe mape
SVD singular value decomposition singularni razcep

Povzetek
Naslov: Razvoj priporocˇilnega sistema za personalizacijo ponudbe trgovine
s tekstilnimi izdelki
Avtor: Karmen Gostiˇsa
V diplomskem delu se posvetimo problemu razvoja priporocˇilnega sistema za
trgovino s tekstilnimi artikli na podlagi podatkov o nakupih. V prvem delu
pregledamo teoreticˇno ozadje priporocˇilnih sistemov in povezovalnih pravil.
V nadaljevanju opiˇsemo podatke in kvantitativno ter kvalitativno predsta-
vimo njihove osnovne znacˇilnosti. Podrobneje opiˇsemo metode, s katerimi
smo se lotili razvoja priporocˇilnega sistema in sicer, metodi najblizˇjih sose-
dov ter matricˇni razcep. Rezultate metod primerjamo z naivno metodo pri-
porocˇanja najbolj priljubljenih artiklov in pri vseh dosezˇemo bistveno boljˇse
rezultate. Najbolje se je izkazal matricˇni razcep, ki bi ga lahko uporabili v
produkcijski aplikaciji.
Kljucˇne besede: priporocˇilni sistem, priporocˇanje na podlagi vsebine, pri-
porocˇanje na podlagi sodelovanja, strojno ucˇenje, matricˇni razcep, povezo-
valna pravila.

Abstract
Title: Recommender system for personalized assortment in a clothing store
Author: Karmen Gostiˇsa
In the diploma thesis we are dealing with the problem of developing a recom-
mender system for a clothing store based on transaction data. We start with
theoretical basics about recommenders and association rules. Afterwards we
describe data and represent its quantitative and qualitative aspects. We con-
tinue with the detailed explanation of implemented methods, namely, nearest
neighbors and matrix factorization. In the end we compare the results of our
methods with naive method of recommending most popular products, achiev-
ing much better results. Matrix factorization produced the best results and
we would use it in production.
Keywords: recommender system, content-based filtering, collaborative fil-
tering, machine learning, matrix factorization, association rules.

Poglavje 1
Uvod
Dandanes se ljudje v nakupovalnem procesu soocˇamo s preveliko ponudbo,
kar otezˇi izbiro artikla, ki ga iˇscˇemo v danem trenutku. V ta namen so se
razvili priporocˇilni sistemi, s pomocˇjo katerih lahko podjetje kupcu priporocˇi
prilagojen nabor artiklov in mu s tem prihrani cˇas ter izboljˇsa nakupovalno
izkusˇnjo. Na drugi strani ucˇinkoviti priporocˇilni sistemi izboljˇsajo poslovanje
celotnega podjetja, saj pospesˇujejo prodajo in v nekaterih primerih znizˇujejo
strosˇke oglasˇevanja.
Brskanje po spletu nam sicer omogocˇa izlocˇiti artikle, ki ne ustrezajo
nasˇim zahtevam, vendar brskalniki pri razvrsˇcˇanju zadetkov ne uposˇtevajo
nasˇih interesov in preferenc. Poleg tega to velja le za artikle spletnih trgovin,
ki lahko iz uporabnikove zgodovine brskanja izvedo, kateri artikli so upo-
rabnika pritegnili, kako dolgo se je zadrzˇal pri posameznem artiklu, kaksˇne
artikle iˇscˇe in podobno. Vsi ti podatki so spletnim trgovinam zelo v pomocˇ
pri razvoju ucˇinkovitega priporocˇilnega sistema. Vendar dandanes sˇe vedno
obstaja veliko trgovin, na primer trgovine s tekstilnimi izdelki ali obutvijo,
ki ne podpirajo spletnega nakupovanja in tovrstnih podatkov o uporabnikih
ne morejo pridobiti. Edina pridobljena informacija je nakup artikla, zato je
tem trgovinam veliko tezˇje zgraditi uporabniˇski profil, ki predstavlja posa-
meznega kupca. Spletne trgovine prikazˇejo nabor priporocˇil na svoji spletni
strani, medtem ko prve ponavadi posˇljejo priporocˇila preko elektronske ali
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navadne posˇte.
Razvoja priporocˇilnih sistemov se lahko lotimo z razlicˇnimi pristopi. Pri
priporocˇanju na podlagi vsebine se uporabniku priporocˇijo artikli, ki so po-
dobni tistim, ki jih je v preteklosti zˇe kupil, gledal ali visoko ocenil. Pri-
porocˇanje na podlagi sodelovanja pa uporabniku priporocˇi artikel na pod-
lagi ocen, ki jih je prejel s strani njemu podobnih uporabnikov. Prednost
taksˇnega pristopa je v tem, da lahko sistem na podlagi podobnih uporab-
nikov priporocˇa tudi artikle, ki so drugacˇni od tistih, ki jih je uporabnik zˇe
ocenil. Vsak pristop prinasˇa nekatere slabosti, zato so se razvile hibridne me-
tode, ki kombinirajo oba pristopa in s tem zviˇsajo uspesˇnost priporocˇilnega
sistema [1].
V diplomski nalogi se posvetimo razvoju priporocˇilnega sistema na po-
datkih trgovine s tekstilnimi izdelki z vecˇ podruzˇnicami v Sloveniji, ki na
lastno zˇeljo ostaja neimenovana. V poglavju 2 predstavimo teoreticˇen pre-
gled podrocˇja priporocˇilnih sistemov in povezovalnih pravil. V poglavju 3
opiˇsemo podatke in njihovo statisticˇno analizo ter pripravo. Predstavimo
tudi rezultate algoritma za iskanje povezovalnih pravil. Sledi poglavje 4 z
opisom implementacij metod in poglavje 5 z rezultati, analizo in primerjavo
metod. V poglavju 6 je zakljucˇek, kjer ovrednotimo rezultate ter predlagamo
mozˇne izboljˇsave.
Poglavje 2
Priporocˇilni sistemi
Priporocˇilni sistemi so v zadnjih letih postali izjemno priljubljeni na razlicˇnih
podrocˇjih. Zelo pomembno vlogo imajo pri podjetjih, ki se ukvarjajo s pro-
dajo. Velika izbira artiklov lahko hitro zmede uporabnika, da ne najde is-
kanega. Lahko se zgodi tudi, da ne vidi tistega, kar bi ga lahko zanimalo.
Trgovine tako uporabljajo sisteme, ki uporabniku priporocˇijo prilagojen na-
bor artiklov. S tem dosezˇejo vecˇjo lojalnost in zadovoljstvo kupcev, sebi pa
povecˇajo prodajo. Priporocˇilni sistemi so zˇe sˇiroko razsˇirjeni v spletnih trgo-
vinah, na primer eBay in Amazon, in na podrocˇjih e-uprave, e-izobrazˇevanja
ter e-storitev [2]. Pocˇasi prodirajo tudi na podrocˇje trgovin, ki zˇelijo ponoviti
uspeh spletnih trgovin in povecˇati prodajo [3].
2.1 Problem priporocˇanja
Za delovanje priporocˇilnega sistema so potrebne ocene artiklov. Te so lahko
pridobljene eksplicitno ali implicitno. Eksplicitno pridobivanje ocen zahteva
interakcijo z uporabnikom. Najpogostejˇsa oblika eksplicitne ocene je celo
sˇtevilo z nekega vnaprej dolocˇenega intervala, na primer med 1 in 5, kjer
viˇsina ocene dolocˇa, kako vsˇecˇ je artikel uporabniku. Taksˇno ocenjevanje
uporabljajo spletne trgovine kot so eBay, Amazon in Google Play. Pogosto
je tudi binarno ocenjevanje, pri katerem lahko artikel ocenimo bodisi z 0
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bodisi z 1, kjer 0 pomeni, da nam artikel ni vsˇecˇ in 1, da nam je. Pri
sistemih, ki ne dopusˇcˇajo ocenjevanja artiklov na sˇtevilski lestvici, so ocene
pridobljene implicitno iz uporabnikove zgodovine nakupov ali drugih vzorcev
iskanja informacij o artiklih. Taksˇen nacˇin pridobivanja ocen je znacˇilen za
trgovine, ki podatke o uporabniˇskih preferencah pridobivajo preko nakupov
preko terminala POS, uporabnika pa identificirajo s kartico zvestobe.
V splosˇnem je problem priporocˇanja definiran kot problem napovedovanja
ocen artiklov, ki jih uporabnik sˇe ni ocenil. Napovedovanje ocen se lahko
izvede s pomocˇjo:
• ocen, ki jih je uporabnik podelil drugim artiklom,
• ocen, ki so jih artiklu dodelili drugi uporabniki, in
• preostalih informacij o artiklu in uporabnikih.
Naj bo U mnozˇica vseh uporabnikov in A mnozˇica vseh artiklov, ki jih
sistem lahko priporocˇa. Obe mnozˇici sta lahko zelo veliki in vsebujeta svoje
znacˇilnosti, na primer vsak uporabnik u ∈ U je predstavljen s profilom,
ki vsebuje starost, spol, prihodek, zakonski stan in podobno. Na podoben
nacˇin so lahko predstavljeni tudi artikli iz mnozˇice A, na primer z barvo in
velikostjo.
Naj bo f funkcija koristnosti (angl. utility function), ki meri stopnjo kori-
stnosti artikla a uporabniku u. Koristnost artikla je ponavadi predstavljena
s sˇtevilsko oceno (angl. rating) R ∈ [1, 5], kjer viˇsina ocene dolocˇa, kako vsˇecˇ
je ta artikel uporabniku. Za funkcijo koristnosti velja:
f : U × A→ R, (2.1)
kjer je R popolnoma urejena mnozˇica, na primer cela ali realna sˇtevila v
dolocˇenem intervalu. Glavni problem priporocˇilnih sistemov je v tem, da f ni
definirana za celotni prostor U ×A, ampak samo za artikle, ki so jih predho-
dno ocenili uporabniki. Manjkajocˇe vrednosti se ponavadi izracˇuna s pomocˇjo
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ocenitve funkcije koristnosti, ki optimizira dolocˇena merila uspesˇnosti, na pri-
mer srednja absolutna napaka (angl. Mean Absolute Error, s kratico MAE).
To pomeni, da za manjkajocˇe ocene artiklov nastavi taksˇne vrednosti, ki pri
ucˇenju prinesejo najmanjˇso napako. Ta pristop se uporablja pri priporocˇanju
z matricˇnim razcepom, podrobneje opisanim v razdelku 4.3. Ko v prostoru
U×A ni vecˇ neznanih vrednosti, se lahko uporabniku priporocˇi seznam N ar-
tiklov, ki imajo napovedano najviˇsjo oceno in najbolje maksimizirajo f . Tak
izhod je znan pod imenom vrhnjih-N (angl. top-N ) priporocˇil, uporabljen
za implementacijo metode najblizˇjih sosedov [4].
2.2 Vrste priporocˇilnih sistemov
Priporocˇilne sisteme delimo glede na pristop priporocˇanja na naslednje sku-
pine [4]:
1. Priporocˇanje na podlagi vsebine (angl. content-based filtering): Pri-
porocˇijo se artikli, ki so podobni tistim, ki jih je uporabnik v preteklosti
visoko ocenil.
2. Priporocˇanje na podlagi sodelovanja (angl. collaborative filtering): Upo-
rabniku se priporocˇijo artikli, ki so jih visoko ocenili njemu podobni
uporabniki.
3. Priporocˇanje s hibridnimi metodami (angl. hybrid filtering): Kombi-
nira zgornja pristopa. Sistem izkoristi prednosti enega pristopa, da
odpravi slabosti drugega.
2.2.1 Priporocˇanje na podlagi vsebine
Sodobni informacijski sistemi stremijo k cˇim bolj ucˇinkovitem nacˇinu inte-
rakcije z uporabnikom. To dosezˇejo s spremljanjem in analizo njegovih akcij,
kar privede v izgradnjo uporabniˇskega profila. Pri takem nacˇinu modeliranja
uporabnikov gre za ucˇenje na podlagi vsebine (angl. content-based learning),
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ki temelji na predpostavki, da se uporabnikovo obnasˇanje cˇez cˇas ne spremi-
nja [4].
Uporabniˇski profili so lahko zgrajeni neposredno - na podlagi odgovorov,
ki jih uporabnik poda v posebej za ta namen izdelan vprasˇalnik. Rezul-
tati priporocˇilnih sistemov, ki uporabljajo taksˇen pristop, so dobri, vendar
uporabnika ne moremo prisiliti v resˇevanje vprasˇalnika. Pogosto se torej
uporabniˇski profili izdelajo posredno, to je na podlagi uporabnikove zgodo-
vine interakcij s priporocˇilnim sistemom. Na primer, uporabnik je kupil prvo
knjigo v neki knjizˇni seriji in priporocˇilni sistem mu priporocˇi nadaljevanje;
ali mu priporocˇi nov glasbeni album skupine, od katere je uporabnik v pre-
teklosti zˇe kupil album [5].
Vsebino uporabnikovih preteklih dejanj tako lahko uporabimo za napo-
vedovanje akcij v prihodnosti. Pri priporocˇanju na podlagi vsebine se torej
ocena f(u, a) artikla a za uporabnika u izracˇuna na podlagi ocen, ki jih je
uporabnik u podelil artiklom, ki so podobni artiklu a. Za dolocˇanje podob-
nosti med artikli moramo iz vsakega artikla izlusˇcˇiti njegove znacˇilke. Artikel
a je tako predstavljen z vektorjem znacˇilk (angl. feature vector)
F (a) = [znacˇilka1(a), znacˇilka2(a), znacˇilka3(a), ... znacˇilkan(a)]. (2.2)
Podobnost v kontekstu priporocˇanja predstavlja razdaljo, kjer nizˇja vre-
dnost pomeni vecˇjo podobnost. Najpogosteje se uporablja evklidsko, Pearso-
novo ali kosinusno razdaljo. Izbor mere podobnosti je odvisen od podatkov
in metode priporocˇilnega sistema [4].
2.2.2 Priporocˇanje na podlagi sodelovanja
Pristop priporocˇanja na podlagi sodelovanja temelji na predpostavki, da
imajo podobni uporabniki podoben okus za artikle. Tipicˇno lahko potek
dela taksˇnega pristopa razdelimo na naslednje korake [6]:
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1. Uporabnik izrazi svoje mnenje o artiklih, tako da jim podeli ocene. Te
ocene izrazˇajo uporabnikov interes v domeno artiklov.
2. Sistem primerja uporabnikove ocene z ocenami drugih uporabnikov in
poiˇscˇe podobne uporabnike. To so uporabniki, ki imajo podoben okus.
3. Sistem uporabniku priporocˇa artikle, ki jih uporabnik sˇe ni ocenil in so
jih podobni uporabniki ocenili visoko.
Glavna prednost taksˇnega priporocˇanja je v vsebinski neodvisnosti. Upo-
rabniku se namrecˇ lahko priporocˇijo tudi artikli, ki niso podobni artiklom, ki
jih je v preteklosti zˇe kupil, ampak izhajajo iz popolnoma druge domene.
Algoritmi, ki uporabljajo ta pristop, torej priporocˇajo artikle, ki imajo
napovedano najviˇsjo oceno s strani podobnih uporabnikov. Delimo jih v dve
skupini [7]:
• algoritmi na podlagi pomnjenja (angl. memory-based) in
• algoritmi na podlagi modela (angl. model-based).
Algoritmi na podlagi pomnjenja
Metode na podlagi pomnjenja hranijo informacije uporabnikov o preferencah
artiklov v racˇunalniˇskem spominu in do njih dostopajo, ko algoritem to zah-
teva. Algoritem pri generiranju priporocˇil za uporabnika takrat poiˇscˇe njemu
podobne uporabnike in nato priporocˇi artikle, ki so jih podobni uporabniki
visoko ocenili. Taksˇen pristop uporablja algoritem k-najblizˇjih sosedov, ki
je zaradi ucˇinkovitosti in enostavnosti implementacije uporabljen v sˇtevilnih
komercialnih sistemih.
Naj ru,a predstavlja vrednost neznane ocene, ki jo uporabnik u dodeli arti-
klu a. u′ predstavlja podobnega uporabnika iz mnozˇice N najbolj podobnih
uporabnikov U . Funkcija podobnost(u, u′) meri podobnost med uporabni-
koma u in u′. Oceno ru,a izracˇunamo kot agregatno funkcijo, ki na svoj vhod
dobi ocene podobnih uporabnikov:
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ru,a = agru′∈Uru′,a, u
′ 6= u. (2.3)
Primeri agregatnih funkcij so lahko:
ru,a =
1
N
∑
u′∈U
ru′,a, (2.4)
ru,a = c
∑
u′∈U
podobnost(u, u′)ru′,a in (2.5)
ru,a = r¯u + c
∑
u′∈U
podobnost(u, u′)(ru′,a − r¯′u), (2.6)
kjer je r¯u povprecˇna ocena uporabnika u za vse ocenjene artikle in c
normalizacijski faktor, izracˇunan po formuli:
c = 1/
∑
u′∈U
| podobnost(u, u′)| . (2.7)
Podobnost dveh uporabnikov a in b lahko izracˇunamo z utezˇenim pov-
precˇjem vseh ocen. Tak pristop uporabljata Pearsonov koeficient korelacije
(2.8) in kosinusna podobnost (2.9), ki prideta v posˇtev predvsem za pri-
porocˇilne sisteme, ki na vhod prejmejo preferencˇne ocene. Mnozˇica Iab vse-
buje artikle, ki sta jih ocenila oba uporabnika. Ocena r¯a je povprecˇna ocena
uporabnika a za artikle iz mnozˇice Iab.
podobnostPearson(a, b) =
∑
i∈Iab(ra,i − r¯a)(rb,i − r¯b)√∑
i∈Iab(ra,i − r¯a)2(rb,i − r¯b)2
(2.8)
podobnostcos(a, b) = cos
(
~a,~b
)
=
~a ·~b
||~a|| ||~b|| =
∑
i∈Iab ra,i rb,i√∑
i∈Ia r
2
a,i
√∑
i∈Ib r
2
b,i
(2.9)
Obe meri podobnosti sta definirani na intervalu med -1 in 1. Pri pri-
porocˇanju se zˇelimo izogniti negativnih vrednosti, saj jih nekatere metode
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ne podpirajo, na primer nenegativni matricˇni razcep. Nenegativne vrednosti
zagotavljata razdalji 2.10 in 2.11.
dPearson(a, b) = 1− podobnostPearson (2.10)
dcos(a, b) = 1− podobnostcos (2.11)
V primeru, da razpolagamo z implicitno pridobljenimi podatki in vemo le,
katere artikle je uporabnik kupil, lahko oceno podobnosti med uporabnikoma
izracˇunamo z Jaccardovim koeficientom podobnosti [8]:
podobnostJaccard(a, b) =
||Pa ∩ Pb||
||Pa ∪ Pb|| , (2.12)
kjer ||Pa ∩ Pb|| pomeni sˇtevilo artiklov, ki sta jih kupila tako uporabnik
a kot uporabnik b, in ||Pa ∪ Pb|| sˇtevilo razlicˇnih artiklov iz nakupov obeh
uporabnikov.
Z Jaccardovo mero lahko izracˇunamo tudi podobnost med artikloma a in
b, kjer ||Pa ∩ Pb|| pomeni sˇtevilo uporabnikov, ki so kupili tako artikel a kot
artikel b, in ||Pa ∪Pb|| sˇtevilo uporabnikov, ki so kupili artikel a ali artikel b.
Jaccardov koeficient podobnosti je definiran na intervalu med 0 in 1.
Razdaljo izracˇunamo na sledecˇ nacˇin:
dJaccard = 1− podobnostJaccard. (2.13)
Algoritmi na podlagi modela
Algoritmi na podlagi modela s pomocˇjo strojnega ucˇenja zgradijo model, ki
se nato uporablja pri napovedovanju ocen artiklov. Primeri taksˇnih algo-
ritmov so singularni razcep (angl. Singular Value Decomposition, s kratico
SVD), dopolnjevanje matrik (angl. matrix completion technique), verjetno-
stno iskanje skritih semantik (angl. probabilistic latent semantic analysis),
regresija (angl. regression) in grucˇenje (angl. clustering). Vsi uporabljajo
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vnaprej izracˇunan model in so po priporocˇilih podobni tistim, ki temeljijo na
iskanju najblizˇjih sosedov.
Poleg nasˇtetih metod vse bolj pomembni postajajo tudi algoritmi stroj-
nega ucˇenja, saj v procesu priporocˇanja ni pomembna samo ponudba, ampak
tudi kdaj je bila ta ponudba dana. Ponudniki artiklov namrecˇ zˇelijo pri-
porocˇiti artikle ob tistem cˇasu, ko je najvecˇja verjetnost, da bo kupec artikel
kupil.
Najbolj pogosti algoritmi strojnega ucˇenja, ki se uporabljajo za priporocˇanje,
so [4]:
• Povezovalno pravilo (angl. association rule): Algoritmi skusˇajo
izlusˇcˇiti pravila, ki napovedujejo verjetnost pojava nekega artikla glede
na ostale artikle v transakciji T. Na primer, pravilo {cˇebula, paradizˇnik}
⇒ {hamburger} najdeno v prodajnih podatkih trgovine z zˇivili, po-
meni, da je zelo verjetno, da stranka, ki kupi cˇebulo in paradizˇnik sku-
paj, kupi tudi hamburger. S taksˇnimi pravili si lahko trgovina pomaga
pri odlocˇanju o postavitvi artiklov, promocijah in gradnji priporocˇilnih
sistemov. Povezovalna pravila predstavimo podrobneje v razdelku 2.5.
• Odlocˇitveno drevo (angl. decision tree): Temelji na strukturi dreve-
snega grafa, zgrajenega z mnozˇico ucˇnih primerov, za katere je razred
znan. Taksˇno drevo se nato uporabi za klasifikacijo novih primerov.
V primeru, da testna mnozˇica vsebuje dovolj kvalitetnih podatkov, je
tocˇnost priporocˇil lahko zelo visoka.
• Grucˇenje (angl. clustering): Algoritmi za grucˇenje zˇelijo med podatki
odkriti povezave in jih na podlagi podobnosti razvrstiti v skupine. Re-
zultati dobre metode grucˇenja so skupine, znotraj katerih je zelo velika
podobnost, navzven pa so skupine med seboj zelo razlicˇne. Na ta nacˇin
lahko poiˇscˇemo podobne uporabnike in uporabniku priporocˇimo arti-
kle, ki so jih ti podobni uporabniki dobro ocenili. Najbolj znani metodi
grucˇenja sta metoda K-tih voditeljev (angl. K-means) in samoorgani-
zirajocˇe mape (angl. Self-Organizing Map, s kratico SOM).
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V uporabi so tudi drugi algoritmi kot so analiza povezav (angl. link
analysis), regresija in Bayesov klasifikator [7].
2.2.3 Priporocˇanje s hibridnimi metodami
Hibridne metode zdruzˇujejo dve ali vecˇ priporocˇilnih tehnik, da bi dosegle
boljˇso ucˇinkovitost in se znebile slabosti, ki jih prinese posamezna tehnika.
Ideja je torej, da kombinacija algoritmov prinese boljˇsa priporocˇila, saj lahko
slabost enega algoritma odpravi drugi algoritem, kar potrjujejo primeri na-
slednjih metod [9]:
• Utezˇena metoda (angl. weighted method): Najbolj enostavni hibri-
dni sistem dobimo z linearno kombinacijo izhodov vseh sistemov. Pri-
mer taksˇnega sistema je P-Tango [1], ki na zacˇetku enakovredno utezˇi
tako sistem priporocˇanja na podlagi vsebine kot sistem priporocˇanja
na podlagi sodelovanja, nato pa postopoma prilagaja utezˇi glede na
uspeh napovedi (ali se je uporabnik pri ocenjevanju priblizˇal napove-
dani sˇtevilski oceni).
• Zamenjalna metoda (angl. switched method): Hibridni sistem izbere
priporocˇilo tistega sistema, ki ima po vnaprej dolocˇeni oceni uspesˇnosti
kvalitete boljˇsi rezultat. Primer uporabe te metode je The Daily Lear-
ner [10], storitev za prilagojeno prikazovanje novic, ki najprej preveri
izhod priporocˇilnega sistema na podlagi vsebine. V primeru, da izhod
ne dosezˇe zˇeljene stopnje zaupanja, uposˇteva priporocˇilo, ki ga generira
sistem na podlagi sodelovanja.
• Kaskadna metoda (angl. cascade method): Ta metoda uporablja
proces postopnega izboljˇsevanja priporocˇil. Najprej prvi sistem izda
neka groba priporocˇila, ki so nato izboljˇsana z uporabo drugega sis-
tema. Taksˇna metoda je zelo ucˇinkovita in odporna na sˇum v podat-
kih. Primer kaskadnega hibridnega sistema je EntreeC [9], priporocˇilni
sistem za restavracije. Najprej sistem priporocˇanja na podlagi vsebine
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razporedi restravracije v skupine glede na oceno od najbolj ustrezne do
najmanj, nato pa sistem priporocˇanja na podlagi sodelovanja oceni sˇe
vsako restravracijo znotraj skupine.
• Metoda zdruzˇevanja znacˇilnosti (angl. feature combination): Sis-
tem priporocˇanja na podlagi vsebine lahko uporabi dodatne informacije
iz izhoda sistema priporocˇanja na podlagi sodelovanja. V [11] je opisan
sistem, ki pri generiranju priporocˇil za filme poleg vsebinskih informacij
o filmih (zˇanr) in uporabnikih (starost, spol) uposˇteva sˇe ocene filmov,
pridobljene s sistemom za priporocˇanje na podlagi sodelovanja. Tak
sistem se je izkazal za bolj ucˇinkovitega in fleksibilnega kot cˇisti sistem
priporocˇanja na podlagi vsebine.
• Metoda obogatitve z znacˇilnostmi (angl. feature augmentation):
Izhod prvega sistema je uporabljen pri vhodu v drugega. Na primer,
Amazon ima za priporocˇila knjig razvit sistem na podlagi sodelovanja,
ki uporabniku priporocˇa sorodne avtorje in knjige. Sistem Libra [12]
uporabi informaciji o sorodnih avtorjih in knjigah pri svojem sistemu
priporocˇanja na podlagi vsebine in s tem mocˇno izboljˇsa ustreznost
priporocˇil. Od kaskadne metode se razlikuje v tem, da je izhod prvega
sistema uporabljen kot vhod v drugega. Izhod najvecˇkrat predstavljajo
kar ocene artiklov.
2.3 Vrednotenje priporocˇilnih sistemov
Za ocenjevanje kvalitete priporocˇilnih sistemov se uporabljajo mere za stati-
sticˇno tocˇnost (angl. statistical accuracy metrics) in mere za tocˇnost podpore
odlocˇanja (angl. decision support accuracy metrics). Izbor primerne mere je
odvisen od znacˇilnosti podatkovne zbirke in tipov nalog, ki jih priporocˇilni
sistem opravlja [4].
Mere za statisticˇno tocˇnost ovrednotijo tocˇnost priporocˇilnega sistema
tako, da primerjajo napovedano oceno z oceno, ki jo je podal uporabnik.
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Najpogostejˇse taksˇne mere so srednja absolutna napaka, koren povprecˇne
kvadrirane napake (angl. Root Mean Squared Error, s kratico RMSE) in
korelacija (angl. correlation) [13].
Za vrednotenje priporocˇilnih sistemov, ki vrnejo seznam rangiranih pri-
porocˇil, lahko uporabimo tudi mere iz podrocˇja odkrivanja informacij (angl.
information retrieval) kot so srednji reciprocˇni rang (angl. Mean Reciprocal
Rank, s kratico MRR), srednja povprecˇna preciznost (angl. Mean Average
Precision, s kratico MAP), diskontirani kumulativni prispevek (angl. Disco-
unted Cumulative Gain, s kratico DCG) in normalizirani diskontirani kumu-
lativni prispevek (angl. Normalized Discounted Cumulative Gain, s kratico
NDCG). Srednji reciprocˇni rang je povprecˇje reciprocˇnih rangov, izracˇunano
po naslednji formuli:
MRR =
1
k
k∑
i=1
1
rangi
, (2.14)
kjer je rangi mesto, na katerem se je v iteraciji i pojavil artikel t. MRR
lahko zavzame vrednosti med 0 in 1, kjer 1 pomeni idealno razvrstitev (vse
artikle t je sistem uvrstil na 1. mesto seznama priporocˇil) [14]. Tako na
primer MRR = 0.2 pomeni, da je sistem v povprecˇju artikle t napovedoval
na 5. mesto, saj je 1
0.2
= 5. Slika 2.1 prikazuje graf MRR v odvisnosti od
povprecˇnega ranga artiklov.
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Slika 2.1: Graf MRR v odvisnosti od povprecˇnega ranga artiklov.
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Mere za tocˇnost podpore odlocˇanja ocenijo, kako dobro priporocˇilni sis-
tem pomaga uporabniku najti pravo odlocˇitev v smislu pravilne izbire pri-
porocˇenega artikla. Najpogostejˇse so stopnja preobrata (angl. reversal rate),
senzitivnost (angl. sensitivity) operativnih znacˇilnosti sprejemnika (angl.
Receiver Operating Characteristics, s kratico ROC), preciznost (angl. preci-
sion) in priklic (angl. recall) [13].
2.4 Omejitve in izzivi priporocˇilnih sistemov
V tem razdelku predstavimo glavne omejitve in izzive, ki nam jih prinasˇajo
priporocˇilni sistemi.
Problem hladnega zagona V splosˇnem lahko problem hladnega zagona
razdelimo na problem novih uporabnikov in problem novih artiklov. Pri-
porocˇilni sistem mora za generiranje dobrih priporocˇil dobro poznati upo-
rabnika. V kolikor uporabnik ni ocenil nobenega artikla, opravil nobenega
nakupa ali na kaksˇen drug nacˇin podal mnenja o artiklih, priporocˇilni sistem
ne more predlagati ustreznih priporocˇil. Ta problem se lahko resˇi z uporabo
hibridnih metod ali tehnike pridobivanja znanja o novem uporabniku. Sle-
dnja novemu uporabniku ponudi ocenjevanje vzorcˇnih artiklov, dolocˇenih z
uposˇtevanjem priljubljenosti in raznolikosti artiklov, s pomocˇjo katere cˇim
bolje opiˇsemo uporabniˇski profil [15]. Do problema novih artiklov pride pri
sistemih na podlagi sodelovanja, saj novih artiklov sistem ne more priporocˇiti,
dokler jih ne oceni zadostno sˇtevilo uporabnikov. Tudi ta problem lahko
resˇimo z uporabo hibridnih metod.
Redkost podatkov Uporabnik obicˇajno oceni zelo majhen delezˇ artiklov,
ki so na voljo. Posledicˇno to poslabsˇa mozˇnost natancˇnega izbora podobnih
uporabnikov, kar vodi do slabih priporocˇil [6]. Za ta problem je bilo predlaga-
nih vecˇ metod, ki temeljijo na hibridnih metodah ali tehnikah zmanjˇsevanja
sˇtevila dimenzij, kot je SVD [16].
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Skalabilnost Priporocˇilni sistemi se soocˇajo s stalno rastjo novih uporab-
nikov in artiklov, zato je pomembno, da so skalabilni. To pomeni, da ob rasti
kolicˇine podatkov sˇe vedno zagotavljajo priporocˇila v sprejemljivem cˇasu z
zadostno uspesˇnostjo [4]. Za resˇevanje tega problema se uporabljajo razlicˇne
tehnike kot so grucˇenje, zmanjˇsevanje sˇtevila dimenzij, Bayesove mrezˇe in
uporaba distribuiranih algoritmov, ki tecˇejo na vecˇ strezˇnikih [17].
Problem sivih ovc Pojavi se pri priporocˇanju na podlagi sodelovanja,
kjer dolocˇeni uporabniki, imenovani sive ovce, niso podobni nobeni skupini
uporabnikov, kar otezˇi celoten proces generiranja priporocˇil. Za resˇevanje
tega problema se uporabljajo hibridne metode z grucˇenjem [18].
2.5 Povezovalna pravila
V tem razdelku predstavimo definicijo povezovalnih pravil in mere ocenjeva-
nja mocˇi pravil. Nadaljujemo s postopkom iskanja pravil in predstavitvijo
algoritma Apriori, ki ga lahko uporabimo tudi v priporocˇilnem sistemu.
2.5.1 Definicija
V raziskavi iskanja pravil v velikih podatkovnih zbirkah so avtorji Agrawal,
Imielinski in Swami problem povezovalnega pravila (angl. association rule)
definirali sledecˇe [19]:
Naj bo A = a1, a2, ..., an mnozˇica n binarnih atributov (artiklov) in
D = t1, t2, ..., tm podatkovna zbirka z vsemi transakcijami. Vsaka transakcija
iz D ima svoj unikaten identifikator in vsebuje podmnozˇico artiklov iz A. Po-
vezovalno pravilo je definirano kot implikacija X ⇒ Y , kjer velja X, Y ⊆ A.
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2.5.2 Mere ocenjevanja mocˇi pravil
Za ocenjevanje mocˇi povezovalnega pravila se najpogosteje uporabljata meri
podpora (angl. support) in zaupanje (angl. confidence) [20].
Naj bo X mnozˇica artiklov, Y artikel, X ⇒ Y povezovalno pravilo in T
mnozˇica transakcij iz dane podatkovne zbirke.
Podpora X je definirana kot delezˇ transakcij t, ki vsebujejo X v T :
podpora(X) =
|t ∈ T ;X ⊆ t|
|T | . (2.15)
Na primer, v neki podatkovni zbirki ima mnozˇica artiklovX = {kruh,mleko}
podporo enako 0,2. To pomeni, da se pojavi v 20% vseh transakcij.
Zaupanje povezovalnega pravila X ⇒ Y je pogojna verjetnost oziroma raz-
merje transakcij, ki vsebujejo X in Y proti transakcijam, ki vsebujejo le X:
zaupanje(X ⇒ Y ) = podpora(X ∪ Y )
podpora(X)
= P (Y |X). (2.16)
Kot primer vzemimo povezovalno pravilo {maslo, kruh} ⇒ {mleko} z zau-
panjem 0,2
0,25
= 0, 8. To pomeni, da kupec v 80% primerih ob nakupu masla
in kruha kupi sˇe mleko.
2.5.3 Postopek iskanja pravil
Uporabnik obicˇajno vnaprej dolocˇi minimalno podporo in zaupanja, ki ju
mora imeti povezovalno pravilo. Postopek iskanja pravil nato razdelimo v
naslednja koraka [21]:
1. Poiˇscˇemo vse podmnozˇice artiklov, ki imajo podporo vecˇjo ali enako
minimalni podpori.
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2. Nad dobljenimi podmnozˇicami artiklov izracˇunamo sˇe zaupanje in zavrzˇemo
tiste podmnozˇice, ki imajo zaupanje manjˇse od minimalnega zaupanja.
Prvi korak je racˇunsko zahteven, saj terja iskanje vseh mozˇnih kombinacij
artiklov. Sˇtevilo teh je enako mocˇi mnozˇice I brez prazne mnozˇice, to je
2n − 1. Cˇeprav velikost mnozˇice raste eksponentno s sˇtevilom artiklov, je
mozˇno izvesti ucˇinkovito iskanje. Cˇe je neka mnozˇica artiklov nepogosta,
potem so nepogoste tudi vse njene podmnozˇice. Na primer, artikel kvas je
nepogost. Vse mnozˇice, ki vsebujejo kvas, so tudi nepogoste, saj je kvas
vsebovan v premajhnem sˇtevilu transakcij, da bi bile pogoste. Podpora ima
namrecˇ lastnost antimonotonosti in to v prid uporabljata algoritma Apriori
in Eclat [22].
Za iskanje pogostih mnozˇic algoritem Apriori najprej poiˇscˇe pogoste mnozˇice
prvega nivoja, torej mnozˇice, ki vsebujejo le en artikel (imenovane pogoste 1-
mnozˇice) in imajo podporo vecˇjo ali enako minimalni podpori. Nato generira
pogoste k-mnozˇice, kjer k iterativno povecˇuje za ena. Ustavi se, ko na k-tem
nivoju ni vecˇ pogostih mnozˇic, saj to pomeni, da jih tudi na viˇsjih nivojih ni
[21].
Rezultate iskanja pogostih mnozˇic in povezovalnih pravil lahko uporabimo
pri priporocˇanju artiklov uporabnikom, o katerih vemo zelo malo. To so
uporabniki, ki so ocenili premalo artiklov, da bi uporabili metode na podlagi
sodelovanja, kjer bi iskali podobne uporabnike ali metode na podlagi vsebine,
kjer bi iskali podobne artikle.
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Poglavje 3
Opis in priprava podatkov
V tem poglavju opiˇsemo podatke, ki smo jih prejeli od velikega trgovca s
tekstilnimi izdelki. Nadalje predstavimo statisticˇno analizo podatkov in po-
stopek obdelave ter transformacije podatkov, ki smo jih uporabili za vhod v
priporocˇilni sistem. Na koncu poglavja predstavimo rezultate algoritma za
iskanje povezovalnih pravil med artikli, s katerimi vidimo, kateri artikli se
pogosto kupujejo skupaj.
3.1 Opis podatkov
Podatke za vhod v priporocˇilni sistem smo pridobili v obliki tekstovne dato-
teke, kjer vsaka vrstica opisuje artikel trgovine, ki ga je kupil vcˇlanjeni kupec
v obdobju let od 2014 do vkljucˇno 2016. Gre torej za implicitno pridobljene
podatke o nakupih preko terminala POS. Primer izmiˇsljene vrstice z atributi
in njihovimi vrednostmi:
• identifikator racˇuna: 429041467,
• datum nakupa artikla: 15.6.2015 0:00:00,
• artikel (identifikator in ime artikla): 8941 - zˇ. majica,
• dobavna sˇifra artikla (identifikator in dobaviteljevo ime artikla):
56463 - zˇ. majica,
• barva artikla: midnight navy,
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• velikost artikla: S,
• sezona - leto artikla: pomlad/poletje 2015,
• blagovna skupina (nivo 1, 2 in 3): KZˇ majica, K majica Zˇ, zgornji
deli,
• blagovna znamka (nivo 1, 2 in 3): blagovna znamka 1, blagovna
znamka 2, blagovna znamka 3,
• sˇtevilka kartice (identifikator kupca artikla): C43245,
• vrednost (vrednost, po kateri je bil prodan artikel): 15.23,
• popust artikla: 10.0,
• kolicˇina (sˇtevilo, ki predstavlja kolicˇino kupljenih artiklov, vracˇilo ali
menjavo): 1.
3.2 Osnovna statisticˇna analiza podatkov
Za statisticˇno analizo podatkov smo uporabili orodje Microsoft Power BI
[23]. Osnovne lastnosti podatkovne zbirke so prikazane v tabelah 3.1 in
3.2. Podatka pri sˇtevilu kupcev in sˇtevilu razlicˇnih artiklov skupaj pomenita
sˇtevilo razlicˇnih kupcev oz. artiklov skozi vsa tri leta. Podatek o povprecˇnem
sˇtevilu artiklov v vseh nakupih kupca iz tabele 3.2 nam pove, da se bomo pri
razvoju priporocˇilnega sistema soocˇili z izzivom redkosti podatkov. Povprecˇje
kupljenih artiklov v vseh treh letih na kupca je namrecˇ nekaj vecˇ kot 5, kar
je zelo malo v primerjavi s celotnim sˇtevilom artiklov, ki je 574.327. Graf
sˇtevila kupcev v odvisnosti od sˇtevila kupljenih artiklov si lahko ogledamo
na sliki 3.1.
Lastnost 2014 2015 2016 Skupaj Povprecˇje
Sˇt. nakupov 427.189 424.652 405.905 1.257.746 419.248,6
Sˇt. prodanih artiklov 764.238 765.784 1.132.815 2.662.837 1.331.418,5
Sˇt. kupcev 182.993 177.908 258.881 415.620 309.891
Sˇt. razlicˇnih artiklov 263.113 266.048 351.465 574.327 293.542
Tabela 3.1: Lastnosti podatkovne zbirke.
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Lastnost Povprecˇje Modus Mediana
Sˇt. artiklov v posameznem nakupu 1,803 1 1
Sˇt. artiklov v vseh nakupih kupca 5,094 1 2
Sˇt. nakupov posameznega artikla 3,373 1 2
Tabela 3.2: Povprecˇje, modus in mediana sˇtevila artiklov v posameznem
nakupu in vseh nakupih kupca ter sˇtevila nakupov posameznega artikla med
letoma 2014 in vkljucˇno 2016.
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Slika 3.1: Graf sˇtevila kupcev v odvisnosti od sˇtevila kupljenih artiklov.
Podatki vsebujejo naslednje blagovne skupine in podskupine:
• zgornji deli: kratka majica zˇ, kratka majica m, dolga majica zˇ, dolga
majica m, pulover zˇ, pulover m, srajca zˇ, srajca m, trenirka zˇ, trenirka
m,
• spodnji deli: kratke hlacˇe zˇ, kratke hlacˇe m, dolge hlacˇe zˇ, dolge hlacˇe
m, jeans zˇ, jeans m, krilo zˇ,
• povrsˇnik: brezrokavnik zˇ, brezrokavnik m, plasˇcˇ zˇ, plasˇcˇ m, suknjicˇ zˇ,
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suknjicˇ m, jakna zˇ, jakna m,
• perilo in kopalke: perilo zˇ, perilo m, kopalke zˇ, kopalke m,
• obleka: obleka zˇ, obleka m,
• dodatki: tekstilni dodatki zˇ, tekstilni dodatki m, torbice zˇ, torbice
m, mali usnjeni dodatki zˇ, mali usnjeni dodatki m, ure/nakit/ocˇala
zˇ, dezˇnik/ure/nakit/ocˇala m, sˇal, rokavice, parfumi/kozmetika, ostali
dodatki,
• obutev: obutev zˇ, obutev m, obutev otrosˇka,
• nogavice: nogavice zˇ, nogavice m,
• otrosˇko,
• nakit,
• nedolocˇeno in
• ostalo.
Kategorija nedolocˇeno zajema artikle, ki nikoli niso bili razvrsˇcˇeni. Kate-
gorija ostalo vsebuje artikle, ki ne spadajo v nobeno izmed nasˇtetih blagovnih
skupin.
3.3 Iskanje povezovalnih pravil
Zanimalo nas je, ali v nasˇi podatkovni zbirki obstajajo pravila, ki prikazujejo,
kateri artikli so pogosto zastopani znotraj istega nakupa. Zaradi prevelikega
sˇtevila razlicˇnih artiklov in premajhnega sˇtevila nakupov pravil znotraj na-
kupov iste stranke nismo odkrili. Poizkusili smo sˇe na blagovnih skupinah in
podskupinah. Podatke smo razdelili na vrstice, kjer je posamezna predsta-
vljala nakup z blagovnimi podskupinami kupljenih artiklov, iz katerih smo
za generalizacijo izlocˇili oznako spola. Izlocˇili smo tudi blagovni skupini ne-
dolocˇeno in ostalo.
Za implementacijo smo uporabili algoritem Apriori iz knjizˇnice arules za
programski jezik R [24]. Branje podatkov in generiranje povezovalnih pravil
smo izvedli z naslednjima ukazoma:
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transactions <- read.transactions("data.csv", sep=",",
rm.duplicates=TRUE, format="basket")
rules = apriori(transactions, parameter = list(supp = 0.011,
conf = 0.5, maxtime = 120, target = "rules"))
Vrednosti parametrov minimalna podpora in zaupanje smo dolocˇili eks-
perimentalno. V tabeli 3.3 so prikazani rezultati, iz katerih lahko sklepamo,
da je kratka majica artikel, ki se najvecˇkrat pojavi v kombinaciji z drugimi
blagovnimi skupinami. Pri gradnji priporocˇilnega sistema si lahko s temi re-
zultati pomagamo pri priporocˇanju kupcem z malo nakupi in sicer na seznam
priporocˇil umestimo najbolj priljubljene kratke majice.
Povezovalno pravilo Podpora Zaupanje
{kratke hlacˇe} ⇒ {kratka majica} 0,027 0,552
{dolga majica, pulover} ⇒ {kratka majica} 0,014 0,529
{jakna, pulover} ⇒ {kratka majica} 0,013 0,559
{srajca, pulover} ⇒ {kratka majica} 0,011 0,591
{jeans, pulover} ⇒ {kratka majica} 0,011 0,592
{dolge hlacˇe, pulover} ⇒ {kratka majica} 0,012 0,594
Tabela 3.3: Povezovalna pravila in njihova podpora ter zaupanje.
3.4 Priprava podatkov
Preden smo podatke podali kot vhod v priporocˇilni sistem, jih je bilo po-
trebno transformirati v ustrezno obliko. To smo storili v programskem je-
ziku C# in na koncu podatke zapisali v datoteko CSV pomocˇjo knjizˇnice
CSV helper [25].
Korak 1 Atribut artikel, ki vsebuje enolicˇen niz numericˇnih znakov in
ime artikla, smo locˇili na identifikator artikla in ime artikla.
Korak 2 Iz podatkov smo izlocˇili atribut barva, saj smo po podrobnem
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pregledu mozˇnih vrednosti barv ugotovili, da so neenotne, pomanjkljive in
nesmiselne - nizi numericˇnih znakov, ki enolicˇno ne predstavljajo barve.
Izlocˇili smo tudi atribut velikost, saj njegove vrednosti niso bile enotne med
razlicˇnimi blagovnimi znamkami in skupinami.
Korak 3 Atribut blagovna skupina (nivo 2) vsebuje ime blagovne sku-
pine in oznako spola (m ali zˇ), za katerega je namenjen artikel. Dodali smo
nov atribut spol artikla s pomocˇjo metode za delo z nizi substring, ki vrne
podniz podanega niza.
Korak 4 Pri atributih blagovna skupina (nivo 1) in blagovna skupina (nivo
2) smo opazili ponavljanje vrednosti, zato smo ta dva atributa zdruzˇili v
enega - blagovna podskupina.
Korak 5 Iz atributov blagovna znamka (nivo 1), blagovna znamka (nivo
2) in blagovna znamka (nivo 3) smo izdelali atributa identifikator blagovne
znamke in ime blagovne znamke.
Korak 6 Zˇeleli smo pridobiti sˇe nekaj vsebinskih podatkov o uporabniku.
Za spol uporabnika smo privzeli prevladujocˇo vrednost atributa spol artikla v
uporabnikovih nakupih. Iz podatkov o cenah artiklov, ki jih je kupil uporab-
nik, smo izracˇunali sˇe povprecˇno ceno uporabnikovih nakupov in vrednost
shranili v atribut povprecˇna vrednost nakupov.
Korak 7 V zadnjem koraku smo izlocˇili 5.000 kupljenih artiklov razlicˇnih
kupcev in jih v fazi testiranja uporabili za neodvisno testno mnozˇico. Izlocˇili
smo tudi 5.000 artiklov za validacijsko mnozˇico, ki smo jo uporabili pri is-
kanju optimalnih parametrov za implementirane metode. Ucˇni mnozˇici smo
dodelili 851.749 artiklov.
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Pri izracˇunu sˇtevila razlicˇnih artiklov glede na enolicˇni identifikator artikla
za vsa leta smo dobili 574.327 (tabela 3.1), kar se nam je zdelo zelo veliko
sˇtevilo. Pri pregledu podatkov smo ugotovili, da atribut identifikator artikla
ni skupen za artikle, ki so sicer enaki, le drugacˇne velikosti ali barve, vendar
imajo skupnih prvih sˇest numericˇnih znakov, na podlagi katerih smo locˇili
razlicˇne artikle. Sˇtevilo razlicˇnih artiklov se nam je sˇe vedno zdelo veliko in
odkrili smo, da nekateri artikli z razlicˇnim identifikatorjem artikla in enako
dobavno sˇifro artikla predstavljajo isti artikel in obratno (tabela 3.4).
Identifikator artikla Dobavna sˇifra dobavitelja Artikel
46 20 kratka majica
97 20 kratka majica
112 20 kratka majica
5 32 dolge hlacˇe
5 34 dolge hlacˇe
5 78 dolge hlacˇe
Tabela 3.4: Isti artikli z razlicˇnimi identifikatorji artiklov v prvem primeru
in razlicˇnimi dobavnimi sˇiframi dobavitelja v drugem primeru.
Za resˇitev zgornjega problema smo napisali algoritem, ki uporablja dva
slovarja, enega za hranjenje atributa identifikator artikla in enega za atri-
but dobavna sˇifra dobavitelja. Pri branju vrstic podatkov smo preverili, ali
slovarja zˇe vsebujeta taksˇen vnos. V tem primeru smo prebranemu artiklu
dodelili vrednosti, ki jo je vseboval slovar pod ustreznim kljucˇem, sicer smo
v slovar dodali nov vnos. Sˇtevilo razlicˇnih artiklov nam je uspelo skrcˇiti na
88.844. Primer izmiˇsljene vrstice z atributi in njihovimi vrednostmi po koncu
postopka:
• identifikator racˇuna: 378042431,
• datum nakupa artikla: 9.4.2014 0:00:00,
• identifikator artikla: 84613,
• ime artikla: m. majica,
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• sezona artikla: pomlad/poletje,
• leto artikla: 2014,
• blagovna skupina artikla: zgornji deli,
• blagovna podskupina artikla: kratka majica m,
• identifikator blagovne znamke artikla: 12654,
• ime blagovne znamke artikla: blagovna znamka,
• spol artikla (spol, za katerega je namenjen artikel): m,
• vrednost artikla (cenovna vrednost artikla, po kateri je bil prodan):
12.99,
• popust artikla: 5.0,
• kolicˇina (sˇtevilo, ki predstavlja kolicˇino kupljenih artiklov, vracˇilo ali
menjavo): 1,
• identifikator kupca: C794823,
• spol kupca: m,
• povprecˇna vrednost nakupov kupca: 15.32.
Nasˇa podatkovna zbirka nakupov vsebuje le podatek, ali je uporabnik
artikel kupil, ne pa tudi ocene artikla na sˇtevilski ocenjevalni lestvici (npr.
med 1 in 5). Posledicˇno ne vemo nicˇ o artiklih, ki uporabniku niso vsˇecˇ. Na
podlagi majhnega sˇtevila nakupov je tezˇko sklepati o uporabnikovem profilu
in poiskati njemu podobne uporabnike, zato smo izlocˇili vse uporabnike, ki
imajo manj kot 5 kupljenih artiklov. To sˇtevilo smo dolocˇili po premisleku,
koliko artiklov je najmanj potrebno za dobro priporocˇilo in z ozirom na pov-
precˇno sˇtevilo kupljenih artiklov na kupca, ki je znasˇalo nekaj vecˇ kot 5.
Hkrati nismo zˇeleli odrezati prevelikega sˇtevila kupcev. V koncˇni produk-
cijski aplikaciji bi taksˇnim kupcem priporocˇali najbolj priljubljene artikle.
Po tem koraku je ostalo 152.449 kupcev. Podobno smo izlocˇili tudi artikle,
ki so bili kupljeni manj kot desetkrat. Sˇtevilo artiklov smo tako zmanjˇsali
na 16.153. Po tem filtriranju je ostalo 851.749 vrstic kupljenih artiklov v
obdobju treh let.
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Spodnja programska koda nalozˇi podatke in jih filtrira po prej opisanem
postopku.
podatki = pd.read_csv("./data.csv", sep=",",
names=["uporabnik", "artikel"])
st_nakupov_art = podatki["artikel"].value_counts()
st_nakupov_up = podatki["uporabnik"].value_counts()
podatki = podatki[podatki["artikel"].
isin(st_nakupov_art[st_nakupov_art > 5].index)]
podatki = podatki[podatki["uporabnik"].
isin(st_nakupov_up[st_nakupov_up > 10].index)]
V naslednjem koraku smo identifikatorje uporabnikov in artiklov prevedli
na sˇtevila z intervala med 1 in N oziroma 1 in M , kjer N pomeni sˇtevilo
vseh uporabnikov in M sˇtevilo vseh artiklov. S tem smo bistveno pohitrili
vse nadaljnje operacije, saj jim ni bilo treba primerjati nizov, kar je zelo
cˇasovno in prostorsko zahtevno, vendar samo nekaj bajtov za sˇtevilo.
def ustvariSlovar(vrednosti):
i = range(0, len(vrednosti))
v2i = pd.Series(indeks, index=vrednosti)
i2v = pd.Series(vrednosti, index=i)
return v2i, i2v
v2i_art, i2v_art = ustvariSlovar(podatki["artikel"].unique())
v2i_up, i2v_up = ustvariSlovar(podatki["uporabnik"].unique())
Za implementacijo metod, opisanih v naslednjem poglavju, smo zgra-
dili matriko nakupov (tabela 3.5), kjer vrstica predstavlja uporabnika in
stolpec artikel. Posamezno sˇtevilo v matriki predstavlja sˇtevilo nakupov.
Za ucˇinkovito delovanje s pomnilnikom smo uporabili podatkovno strukturo
redka matrika (angl. sparse matrix ), saj je celotna matrika vsebovala kar
99.84% nicˇel.
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artikel1 artikel2 artikel3 ... artikelm
uporabnik1 0 1 0 ... 1
uporabnik2 0 0 1 ... 1
uporabnik3 1 1 2 ... 1
... ... ... ... ... ...
uporabnikn 2 0 0 ... 1
Tabela 3.5: Matrika nakupov.
Postopek izdelave redke matrike prikazuje spodnja programska koda:
N = v2i_up.shape[0]
M = v2i_art.shape[0]
v = podatki["uporabnik"].map(v2i_up)
s = podatki["artikel"].map(v2i_art)
nakupi = sparse.coo_matrix((np.ones(len(podatki)), (v, s)),
shape=(M, N), dtype="float32").tocsr()
Poglavje 4
Implementacija metod
V tem poglavju bodo opisane metode, s katerimi smo se lotili razvoja pri-
porocˇilnega sistema za podatke, opisane v poglavju 3.
Metode smo implementirali v programskem jeziku Python s pomocˇjo
knjizˇnic NumPy, SciPy in pandas.
4.1 Priporocˇanje najbolj priljubljenih artiklov
Najprej smo preizkusili priporocˇanje najbolj priljubljenih artiklov glede na
sˇtevilo nakupov. Ta metoda je naivna, saj vrne seznam priporocˇil, ki je enak
za vse uporabnike. Na drugi strani je idealna za priporocˇanje uporabnikom,
ki nimajo zgodovine nakupov ali je njihovo sˇtevilo kupljenih artiklov zelo
majhno.
4.2 Priporocˇanje z metodo k-najblizˇjih sose-
dov
V razdelku 2.2.2 smo opisali algoritme na podlagi pomnjenja, kamor spada
tudi metoda k-najblizˇjih sosedov. Jaccardovo razdaljo (2.13) smo implemen-
tirali s sledecˇo funkcijo:
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def jaccard(x, y):
x[x > 0] = 1
y[y > 0] = 1
a = x + y
return 1 - numpy.sum(a == 2) / numpy.sum(a > 0)
kjer vhodna parametra x in y predstavljata tabeli kupljenih artiklov s strani
dveh uporabnikov. Na mestih, kjer je uporabnik kupil artikel je 1, sicer 0.
4.2.1 k-najblizˇjih uporabnikov
Implementacijo metode opisujejo naslednji koraki:
1. Izracˇun podobnosti uporabnikov Za uporabnika, za katerega smo
zˇeleli pridobiti priporocˇila, smo izracˇunali podobnost z ostalimi uporabniki.
Za mero podobnosti med uporabnikoma a in b smo uporabili Jaccardov koefi-
cient podobnosti (2.12) in funkcijo podobnosti, ki smo jo napisali po lastnem
premisleku glede na razpolozˇljive podatke ter tako dodali nekaj predznanja
o samem problemu. Definirali smo jo sledecˇe:
podobnostpo meri(a, b) =
1
2
dspol +
1
2
dvrednost, (4.1)
kjer velja:
• dspol = 1, cˇe sta uporabnika istega spola, in 0 sicer,
• dvrednost = 1−
∣∣∣∣dvrednosta−dvrednostbdvrednosta+dvrednostb
∣∣∣∣, kjer je dvrednosta povprecˇna vrednost
nakupov uporabnika a in dvrednostb povprecˇna vrednost nakupov upo-
rabnika b.
V kodi smo funkcijo 4.1 implementirali na sledecˇ nacˇin:
def podobnostUporabnikovPoMeri(a, b):
d_spol = (a[0,0] == b[0,0])
d_vrednost = 1 - abs((a[0,1] - b[0,1]) / (a[0,1] + b[0,1]))
return 1/2 * d_spol + 1/2 * d_vrednost
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kjer sta a in b tabeli uporabnikov, v kateri prvi element predstavlja spol upo-
rabnika in drugi element povprecˇno vrednost nakupov uporabnika.
V prvi razlicˇici metode smo za koncˇno podobnost dveh uporabnikov vzeli le
Jaccardov koeficient, v drugi pa smo podobnost izracˇunali utezˇeno na sledecˇ
nacˇin:
podobnost(a, b) =
3
4
podobnostJaccard(a, b) +
1
4
podobnostpo meri (4.2)
oziroma v kodi:
def podobnostUporabnikov(a, b):
return 3/4 * jaccard(a[0,2:], b[0,2:]) +
+ 1/4 * podobnostUporabnikovPoMeri(a, b)
Razdaljo med dvema uporabnikoma smo izracˇunali tako, da smo od 1
odsˇteli vrednost, ki jo je vrnila zgornja funkcija.
2. Iskanje podobnih uporabnikov Za obravnavanega uporabnika u
smo poiskali k najbolj podobnih uporabnikov in jih shranili v matriko. Za k
smo privzeli razlicˇne vrednosti z intervala med 25 in 500. Parameter metric
predstavlja izbrano razdaljo med uporabnikoma.
knn = NearestNeighbors(metric=jaccard, algorithm="brute")
knn.fit(nakupi)
sosedje = knn.kneighbors(u, n_neighbors=k,return_distance=False)
nakupi_sosedov = nakupi[sosedje[0]]
3. Izracˇun napovedi ocen artiklov in izgradnja priporocˇil Za vsak
posamezni artikel smo izracˇunali napoved ocene artikla uporabnika u, torej
verjetnost, da bo artikel kupil. Verjetnost smo dobili tako, da smo presˇteli,
koliko podobnih uporabnikov je artikel kupilo in vsoto delili s k. Napovedi
ocen smo nato razporedili padajocˇe. V produkcijski aplikaciji bi uporabniku
u priporocˇili najviˇsje uvrsˇcˇenih N artiklov, ki jih sˇe ni kupil.
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ocene_artiklov = numpy.mean(nakupi_sosedov, axis=0)
ocene_artiklov[u.toarray().astype("bool")] = 0;
priporocila = numpy.argsort(ocene_artiklov)[::-1]
4.2.2 k-najblizˇjih artiklov
Matriko nakupov iz tabele 3.5 smo transponirali, tako da so vrstice pred-
stavljale posamezne artikle in stolpci uporabnike. Nadaljnji postopek smo
razdelili na naslednje korake:
1. Izracˇun podobnosti artiklov Za mero podobnosti med artikloma
a in b smo uporabili Jaccardov koeficient podobnosti (2.12) in svojo funkcijo
podobnosti, ki smo jo napisali glede na razpolozˇljive podatke o artiklih ter
jo definirali kot:
podobnostpo meri(a, b) =
3
4
dspol +
1
12
dblag. +
1
12
dsez. +
1
12
dcena, (4.3)
kjer velja:
• dspol = 1, cˇe sta artikla namenjena istemu spolu in 0 v nasprotnem
primeru,
• dblag. = 1, cˇe sta artikla iste blagovne podskupine in 0 v nasprotnem
primeru,
• dsez. = 1, cˇe sta artikla iz iste sezone in 0,5 sicer,
• dcena = cmincmax , kjer je cmin cena artikla z nizˇjo ceno in cmax cena artikla
z viˇsjo ceno.
V programu smo funkcijo 4.3 implementirali tako:
def podobnostArtiklovPoMeri(a, b):
d_spol = (a[0,1] == b[0,1])
d_blag = (a[0,0] == b[0,0])
d_sez = 1 if (a[0,2] == b[0,2]) else 0.5
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d_cena = min(a[0,3], b[0,3]) / max(a[0,3], b[0,3])
return 3/4 * d_spol + 1/12 * d_blag +
+ 1/12 * d_sez + 1/12 * d_cena
kjer vhodna parametra a in b predstavljata tabeli artiklov z elementi bla-
govna skupina, spol, sezona in cena.
Tako kot v prejˇsnjem razdelku, smo tudi tu preizkusili delovanje metode z
dvema razlicˇnima nacˇinoma izracˇuna podobnosti. Za prvega smo vzeli mero
po Jaccardu, za drugega pa podobnost, izracˇunano na naslednji nacˇin:
podobnost(a, b) =
3
4
podobnostJaccard(a, b) +
1
4
podobnostpo meri (4.4)
in v kodi:
def podobnostArtiklov(a, b):
return 3/4 * jaccard(a[0,4:], b[0,4:]) +
+ 1/4 * podobnostArtiklovPoMeri(a, b)
Razdaljo med dvema artikloma smo izracˇunali tako, da smo od 1 odsˇteli
vrednost, ki jo je vrnila zgornja funkcija.
2. Iskanje podobnih artiklov Za vsak artikel, ki ga obravnavani upo-
rabnik sˇe ni kupil, smo poiskali k najbolj podobnih artiklov. Poskusili smo z
vrednostmi k z intervala med 25 in 500.
3. Izracˇun napovedi ocen artiklov in izgradnja priporocˇil Iz pre-
ostalih kupljenih artiklov uporabnika smo presˇteli, koliko se jih pojavi na
seznamu k najbolj podobnih artiklov in vrednost delili s k. Dobljeno sˇtevilo
je predstavljalo napoved ocene artikla uporabnika. To smo storili za vsak ar-
tikel, ki ga obravnavani uporabnik sˇe ni kupil in na koncu seznam razvrstili
padajocˇe. Tako kot pri prejˇsnji metodi bi tudi tukaj v produkcijski aplikaciji
uporabniku s seznama priporocˇali zgornjih N artiklov.
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4.3 Priporocˇanje z matricˇnim razcepom
Poleg metod, ki za priporocˇanje na podlagi sodelovanja uporabljajo algoritme
na podlagi pomnjenja, obstaja sˇe pristop, ki uporablja vnaprej zgrajen model.
Taksˇen pristop je znacˇilen za metodo priporocˇanja z matricˇnim razcepom,
osnovano na prikritih faktorjih (angl. latent factor model).
Na primer, priporocˇanja filmov nekemu uporabniku se lahko lotimo tako,
da na podlagi ocen filma poiˇscˇemo njemu podobne uporabnike in mu pri-
porocˇimo filme, ki so jih visoko ocenili in jih uporabnik sˇe ni ocenil. Taksˇne
metode temeljijo na izgradnji soseske za danega uporabnika in ne uposˇtevajo
drugih faktorjev, na primer kolicˇino akcije v filmih, naravnanost h komedi-
jam ali dramam in podobno. Modeli, osnovani na prikritih faktorjih, skusˇajo
taksˇne faktorje odkriti in filme opisati v prikritem prostoru skupin uporabni-
kov, ki pa jih tudi sˇe morajo odkriti na podoben nacˇin. Taksˇno predstavitev
podatkov v latentnem prostoru skupin stvari in skupin uporabnikov lahko
pridobimo z enotnim postopkom, imenovanim matricˇni razcep [26].
V nasˇem primeru smo matriko nakupov R (tabela 3.5) predstavili z ma-
trikama XM×K in YK×N tako, da velja R ≈ XY in da je K << M,N .
Konstanta K predstavlja sˇtevilo latentnih dimenzij ali stopnjo razcepa. M
je sˇtevilo vseh uporabnikov in N je sˇtevilo vseh artiklov. Konstanta K je
veliko manjˇsa od dimenzij M in N , kar pomeni, da s produktom XY prav
gotovo ne bomo vedno mogli predstaviti matrike R. Matrika X je matrika
uporabniˇskih profilov v latentnem prostoru artiklov, torej prostoru tipicˇnih
vrst artiklov, ki jih pridobimo z razcepom matrike. Latentni profil uporab-
nika u oznacˇimo z vektorjem ~xu. Matrika Y je matrika profilov artiklov v
prostoru latentnih uporabnikov, vektor ~ya pa predstavlja profil artikla a v
tem prostoru. Skalarni produkt latentnih profilov je priblizˇek ocene artikla a
uporabnika u (slika 4.1): rˆua = ~xu ~ya =
∑K
k=1 xukyka. S tem izracˇunom lahko
napovemo, kako verjetno je, da bo uporabniku vsˇecˇ artikel, ki ga sˇe ni kupil.
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R =~ X Y
u
a
xu
ya
Slika 4.1: Skalarni produkt latentnega profila uporabnika ~xu in latentnega
profila artikla ~ya predstavlja priblizˇek ocene artikla a uporabnika u, torej rˆua.
Glavni problem faktorizacije matrike nakupov je redkost matrike. Zgo-
dnje metode so problem resˇevale tako, da so zapolnile prazne vrednosti in
nato izvedle razcep. Ta postopek se je izkazal za pocˇasnega in pozˇresˇnega,
saj zahteva shranjevanje kar nekaj novih podatkov, ki lahko ob neprimerni
metodi izracˇuna celo pokvarijo izvirne podatke. Novejˇse raziskave [27, 28, 29]
predlagajo modeliranje na izvirnih podatkih in uporabo regularizacije za pre-
precˇitev prekomernega prilagajanja [26].
Nasˇa podatkovna zbirka vsebuje implicitno pridobljene podatke o naku-
pih in zato pri ucˇenju modela ne moremo uporabiti negativnih primerov ozi-
roma artiklov, ki uporabniku niso vsˇecˇ. V [30] je opisan postopek utezˇenega
matricˇnega razcepa, s katerim smo se lotili resˇevanja tega problema. Uve-
dli smo mnozˇico binarnih atributov pua, kjer posamezni predstavlja prednost
(angl. preference) artikla a uporabnika u. Vrednosti pua so pridobljene iz
matrike nakupov (tabela 3.5), kjer rua predstavlja sˇtevilo nakupov artikla a
uporabnika u:
pua =
1, rua > 00, rua = 0.
Z drugimi besedami, cˇe je uporabnik kupil artikel a (rua > 0), potem
sklepamo, da je uporabniku u vsˇecˇ artikel a (pua = 1). Na drugi strani, cˇe u ni
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nikoli kupil a, oznacˇimo pua z 0. V tem primeru ne moremo sklepati, da artikel
uporabniku ni vsˇecˇ. Lahko da ga ni videl ali pa ni kupil zaradi previsoke cene
oziroma neustrezne velikosti artikla. V splosˇnem lahko recˇemo, da vecˇji kot
je rua, bolj vsˇecˇ je artikel uporabniku. Uvedimo mnozˇico spremenljivk cua,
ki predstavljajo zaupanje (angl. confidence), izracˇunano sledecˇe [30]:
cua = 1 + αrua. (4.5)
Na ta nacˇin pridobimo nekaj minimalnega zaupanja za vsak par uporabnik-
artikel. Za tiste, ki jih je uporabnik dejansko kupil, se vrednost ustrezno
povecˇa. Faktor povecˇanja zaupanja je dolocˇen s parametrom α, v nasˇem pri-
meru se je za najbolj ugodno nastavitev izkazala α = 50. To vrednost smo
dobili tako, da smo na podatkih iz validacijske mnozˇice poskusˇali razlicˇne
vrednosti in opazovali vrednost ocene uspesˇnosti MRR.
Za priblizˇek ocene artikla (slika 4.1) zˇelimo, da je cˇim boljˇsi, oziroma da
je napaka, ki jo s tem priblizˇkom naredimo, cˇim manjˇsa. Pri ucˇenju faktorjev
torej minimiziramo regulariziran kvadrat napake [30]:
min
~xu, ~ya
∑
u,a
cua(pua − xTuya)2 + λ(
∑
u
||xu||2 +
∑
a
||ya||2). (4.6)
Konstanta λ je potrebna za regularizacijo modela, da ne pride do pre-
komernega prilagajanja. Tako kot pri α smo tudi tu v okviru testiranja na
validacijski mnozˇici preizkusili vecˇ razlicˇnih vrednosti in dobili najbolj ugo-
dno λ = 256.
Obstajata dve metodi za resˇevanje enacˇbe 4.6. Prva je stohasticˇni gra-
dientni spust (angl. Stochastic Gradient Descent, s kratico SGD), druga
pa izmenicˇni najmanjˇsi kvadrati (angl. Alternating Least Squares, s kratico
ALS). V splosˇnem je prva enostavnejˇsa in hitrejˇsa, vendar obstajata vsaj dva
primera, ko je ALS primernejˇsa metoda. Prvi je, ko lahko sistem izkoristi
vzporedno obdelavo procesorskih enot (angl. paralel processing), saj se pri
ALS latentni profil artikla izracˇuna neodvisno od drugih faktorjev artiklov in
latentni profil uporabnika neodvisno od ostalih faktorjev uporabnikov [26].
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Drugi primer pa je za sisteme, ki temeljijo na implicitnih ocenah. Pri taksˇnih
sistemih neznanih ocen artiklov pri resˇevanju enacˇbe 4.6 ne izpustimo, saj
ima prav vsak par uporabnik-artikel nekaj minimalnega zaupanja (enacˇba
4.5). SGD v osnovi iterira cˇez vsak ucˇni primer, kar se pri velikem sˇtevilu
uporabnikov in artiklov lahko izkazˇe za cˇasovno zelo zahtevno operacijo [30].
V enacˇbi 4.6 sta tako xu kot ya neznani vrednosti, kar pomeni, da enacˇba
ni konveksna. Cˇe oznacˇimo eno izmed neznanih vrednosti za konstanto, po-
stane problem kvadratne cˇasovne zahtevnosti in je lahko resˇen optimalno.
Metoda ALS izmenicˇno fiksira enega izmed latentnih vektorjev in resˇuje dru-
gega z uporabo metode najmanjˇsih kvadratov. To pocˇne toliko cˇasa, dokler
ne dosezˇe konvergence [31].
Metodo smo implementirali v programskem jeziku C# s pomocˇjo knjizˇnice
MyMediaLite [32]. Spodnji kos kode prikazuje izgradnjo in ucˇenje modela
ter ovrednotenje rezultatov.
using MyMediaLite;
var recommender = new WRMF
{
Alpha = 50,
Regularization = 256,
NumFactors = 270,
Feedback = trainingData
};
recommender.Train();
var results = recommender.Evaluate(testData, trainingData);
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Poglavje 5
Rezultati in analiza
implementiranih metod
V tem poglavju predstavimo nacˇin ovrednotenja rezultatov in analiziramo
ter primerjamo rezultate implementiranih metod.
Za ovrednotenje rezultatov implementiranih metod smo uporabili 10-
kratno testiranje na neodvisni testni mnozˇici, ki je v posamezni iteraciji za-
jemala 500 artiklov. Ucˇni in testni primeri se med razlicˇnimi metodami niso
razlikovali. V vsaki ponovitvi metode smo naredili naslednje:
1. Iz podatkovne zbirke nakupov smo nakljucˇno uniformno izbrali 500
vrstic in jih premaknili v testno mnozˇico. Pri tem smo pazili, da smo
izbrali 500 artiklov, ki pripadajo razlicˇnim kupcem. Preostale vrstice
smo dodelili ucˇni mnozˇici.
2. Z izbrano metodo smo model naucˇili na ucˇni mnozˇici in za uporabnike,
katerih artikel smo premaknili v testno mnozˇico, napovedali ocene vseh
artiklov.
3. Ocene artiklov smo razvrstili padajocˇe in pogledali, na katerem mestu
se je pojavil testni primer za posameznega uporabnika.
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Nato smo izracˇunali vrednost naslednjih metrik:
• priklic vrhnjih N priporocˇil (z oznako rec@N): delezˇ testnih prime-
rov, ki so se pojavili na prvih N mestih,
• srednji reciprocˇni rang (z oznako MRR): povprecˇje reciprocˇnih ran-
gov testnih primerov (2.14).
Vsa testiranja smo izvajali na racˇunalniku s procesorjem Intel Xeon E5-
2560 v3 z desetimi jedri in frekvenco 2,30 GHz ter 16 GB delovnega pomnil-
nika. Podatki so bili za hitrejˇsi dostop shranjeni na pogonu SSD.
5.1 Priporocˇanje najbolj priljubljenih artiklov
Rezultati metode so naslednji:
• rec@5: 0,52%
• rec@10: 0,60%
• MRR: 0,0232
MRR je znasˇal 0,0232, kar pomeni, da je metoda v povprecˇju napove-
dovala skriti testni primer na 43. mesto. Rezultati niso vzpodbudni, kar je
razumljivo, saj je metoda naivno vsem uporabnikom priporocˇala enak seznam
artiklov, zgrajen na podlagi sˇtevila nakupov posameznih artiklov.
5.2 Priporocˇanje z metodo k-najblizˇjih sose-
dov
V tem razdelku bomo predstavili in analizirali rezultate metod k-najblizˇjih
uporabnikov in artiklov z razlicˇnimi vrednostmi parametra k in dvema nacˇinoma
izracˇuna podobnosti sosedov.
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5.2.1 k-najblizˇjih uporabnikov
Glede na nacˇin izracˇuna podobnosti uporabnikov smo locˇili dve metodi:
• metoda 1: Jaccardov koeficient podobnosti,
• metoda 2: utezˇen izracˇun podobnosti z Jaccardovim koeficientom in
funkcijo podobnosti po meri.
Za sˇtevilo najblizˇjih uporabnikov k smo izbrali vrednosti z intervala med
25 in 500. Rezultati metode 1 so prikazani v tabeli 5.1, metode 2 v tabeli 5.2,
slika 5.1 pa prikazuje graf MRR v odvisnosti od sˇtevila najblizˇjih uporabnikov
k pri obeh metodah.
sˇt. uporabnikov rec@5 (%) rec@10 (%) MRR
k = 25 0,61 1,72 0,0370
k = 50 0,69 1,78 0,0373
k = 75 0,77 1,88 0,0379
k = 100 0,86 1,94 0,0394
k = 150 0,95 2,04 0,0400
k = 200 1,00 2,18 0,0409
k = 500 1,28 2,25 0,0412
Tabela 5.1: Rezultati metode k-najblizˇjih uporabnikov glede na k z uporabo
Jaccardove mere podobnosti.
sˇt. uporabnikov rec@5 (%) rec@10 (%) MRR
k = 25 1,12 2,20 0,0429
k = 50 1,23 2,24 0,0437
k = 75 1,34 2,35 0,0448
k = 100 1,48 2,41 0,0452
k = 150 1,53 2,48 0,0461
k = 200 1,68 2,55 0,0467
k = 500 1,76 2,61 0,0474
Tabela 5.2: Rezultati metode k-najblizˇjih uporabnikov glede na k z uporabo
Jaccardovega koeficienta in funkcije podobnosti po meri.
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Slika 5.1: Graf MRR v odvisnosti od sˇtevila k-najblizˇjih uporabnikov pri
metodah 1 in 2.
Iz slike 5.1 je vidno, da se MRR izboljˇsuje s povecˇevanjem sˇtevila uporab-
nikov. Metoda 2, okrepljena z vsebinskimi podatki o uporabnikih, je rahlo
boljˇsa in v povprecˇju testne primere napove na 21. mesto, medtem ko jih
metoda 1 napove na 24. mesto. Rezultat pri k = 500 pokazˇe, da se MRR
izboljˇsuje s povecˇevanjem sˇtevila uporabnikov.
5.2.2 k-najblizˇjih artiklov
Podobno kot v prejˇsnjem razdelku smo tudi tu locˇili dve metodi glede na
nacˇin izracˇuna podobnosti artiklov:
• metoda 1: Jaccardov koeficient podobnosti,
• metoda 2: utezˇen izracˇun podobnosti z Jaccardovim koeficientom in
funkcijo podobnosti po meri.
Za sˇtevilo najblizˇjih artiklov k smo izbrali razlicˇne vrednosti z intervala
med 25 in 500. Rezultati metode 1 so prikazani v tabeli 5.3, metode 2 v
tabeli 5.4, slika 5.2 pa prikazuje graf MRR v odvisnosti od sˇtevila najblizˇjih
artiklov k pri obeh metodah.
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sˇt. artiklov rec@5 (%) rec@10 (%) MRR
k = 25 2,02 3,12 0,0455
k = 50 2,11 3,14 0,0467
k = 75 2,25 3,24 0,0470
k = 100 2,37 3,39 0,0472
k = 150 2,49 3,41 0,0477
k = 200 2,58 3,65 0,0480
k = 500 2,69 3,76 0,0503
Tabela 5.3: Rezultati metode k-najblizˇjih artiklov glede na k z uporabo
Jaccardove mere podobnosti.
sˇt. artiklov rec@5 (%) rec@10 (%) MRR
k = 25 2,71 3,60 0,0541
k = 50 2,82 3,69 0,0554
k = 75 2,93 3,77 0,0559
k = 100 2,95 3,86 0,0567
k = 150 2,99 3,96 0,0569
k = 200 3,12 4,14 0,0581
k = 500 3,21 4,28 0,0599
Tabela 5.4: Rezultati metode k-najblizˇjih artiklov glede na k z uporabo
funkcije podobnosti po meri.
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Slika 5.2: Graf MRR v odvisnosti od sˇtevila k-najblizˇjih artiklov pri metodah
1 in 2.
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Pricˇakovano se tudi pri tej metodi MRR izboljˇsuje s povecˇevanjem sˇtevila
najblizˇjih artiklov k. Metoda 2 je dala boljˇse rezultate kot metoda 1 in v
povprecˇju testne primere napovedovala na 17. mesto, kar je za tri mesta
bolje od metode 1. Tako kot pri metodi k-najblizˇjih uporabnikov tudi tu
rezultat pri k = 500 pokazˇe trend izboljˇsevanja.
5.3 Priporocˇanje z matricˇnim razcepom
Ogledali si bomo vpliv treh najpomembnejˇsih parametrov matricˇnega raz-
cepa na rezultate ocen uspesˇnosti. To so regularizacija λ, faktor povecˇanja
zaupanja α in sˇtevilo faktorjev f . Za testiranje na validacijski mnozˇici po-
datkov smo uporabili naslednje vrednosti parametrov:
• α = 10, 30, 50, 70, 90,
• λ = 1, 4, 16, 64, 256, 1024, 2048 in
• f = 10, 30, 50, 70, 90, 110, 130.
Rezultati najboljˇsih 10 kombinacij zgornjih parametrov so prikazani v
tabeli 5.5.
α λ f rec@5 (%) rec@10 (%) MRR
50 256 110 2,61 6,91 0,0653
30 256 130 2,55 6,81 0,0650
70 256 110 2,54 6,73 0,0641
30 256 110 2,52 6,58 0,0633
90 256 110 2,52 6,49 0,0628
50 256 90 2,49 5,41 0,0619
30 64 130 2,48 5,29 0,0602
30 256 90 2,48 5,09 0,0592
50 256 70 2,46 4,99 0,0586
Tabela 5.5: Rezultati najboljˇsih 10 kombinacij parametrov matricˇnega raz-
cepa.
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Najboljˇsi rezultat matricˇnega razcepa nam je dala kombinacija α = 50, λ =
256 in f = 110 s priklicem prvih 5 priporocˇil 2,61% in prvih 10 priporocˇil
6,91%. Metoda je v povprecˇju napovedovala skriti testni primer na 15. me-
sto. V tabeli 5.5 opazimo, da se je vrednost MRR povecˇevala s sˇtevilom
faktorjev f in da je najboljˇse rezultate dosegala pri λ = 256. Parameter α ni
imel tako visokega vpliva, saj lahko opazimo, da njegove vrednosti izrazito
skacˇejo.
Test smo ponovili sˇe z vecˇjimi vrednostmi parametra f , da bi potrdili
trend povecˇevanja vrednosti MRR. Parametra α in λ smo fiksirali na vre-
dnosti α = 50 in λ = 256. Rezultati so prikazani v tabeli 5.6 in na sliki
5.3.
f rec@5 (%) rec@10 (%) MRR
300 6,72 9,33 0,0707
270 6,98 9,52 0,0711
240 6,81 9,42 0,0709
210 6,72 9,37 0,0706
180 6,59 9,29 0,0702
150 6,48 9,20 0,0699
Tabela 5.6: Rezultati matricˇnega razcepa glede na sˇtevilo faktorjev.
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Slika 5.3: Graf MRR v odvisnosti od sˇtevila faktorjev pri matricˇnem razcepu.
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Na sliki 5.3 vidimo, da MRR s sˇtevilom faktorjev narasˇcˇa do 270 faktorjev.
Vrednosti naprej pa zˇe kazˇejo znake prekomernega prilagajanja podatkom
(angl. overfitting). Idealno sˇtevilo faktorjev je tako okoli 270. Vrednost MRR
izracˇunana pri f = 270 znasˇa 0,0711, kar pomeni, da metoda v povprecˇju
testne primere napove na 14. mesto. Postopek postane pri velikem sˇtevilu
faktorjev zelo cˇasovno zahteven. V produkcijski aplikaciji bi za parameter f
vzeli vrednost 150, saj racˇunanje s to vrednostjo sˇe ni tako cˇasovno zahtevno
in prinasˇa dobre rezultate, saj tudi ta vrednost v povprecˇju testne primere
napove na 14. mesto.
5.4 Primerjava rezultatov implementiranih me-
tod
Metoda rec@5 (%) rec@10 (%) MRR
Najbolj priljubljeni 0,52 0,60 0,0232
k-najblizˇjih uporabnikov 1,76 2,61 0,0474
k-najblizˇjih artiklov 3,21 4,28 0,0599
Matricˇni razcep 6,98 9,52 0,0711
Tabela 5.7: Rezultati implementiranih metod.
Najboljˇsi rezultati posameznih metod so prikazani v tabeli 5.7. Pricˇakovano
je najslabsˇe rezultate prinesla naivna metoda priporocˇanja najbolj priljublje-
nih artiklov.
Priporocˇanje z metodo k-najblizˇjih uporabnikov nam je ponudilo neko-
liko slabsˇe rezultate kot metoda k-najblizˇjih artiklov. Kot smo zˇe opisali
v razdelku 3.4, smo iz podatkov izlocˇili uporabnike, ki imajo manj kot pet
nakupov in artikle, ki so bili kupljeni manj kot desetkrat. Na podlagi tega
lahko sklepamo, da so podatki o uporabnikih bolj redki kot podatki o artiklih
in metoda pri iskanju ne najde tako dobrih sosedov kot pri artiklih.
Matricˇni razcep ima najboljˇse rezultate. Priporocˇanje na podlagi skritih
faktorjev je bolj robustno kot priporocˇanje na podlagi podobnih uporabnikov
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ali artiklov. Faktorji lahko nosijo informacijo, ki se je ne da pridobiti s podob-
nostjo, na primer sˇiroke hlacˇe ali pulover iz mehkega elasticˇnega bombazˇa.
Sklepamo, da je do tega priˇslo tudi v nasˇi podatkovni zbirki, saj metoda
napoveduje skrite testne primere kar za tri mesta bolje od drugouvrsˇcˇene
metode k-najblizˇjih artiklov.
V tabeli 5.8 so prikazani cˇasi, ki so ga metode porabile za ucˇenje modela
in priporocˇanje.
Metoda Cˇas ucˇenja Cˇas priporocˇanja
za enega uporabnika
Najbolj priljubljeni / 1 ms
k-najblizˇjih uporabnikov / 30 s
k-najblizˇjih artiklov / 30 s
Matricˇni razcep 30 min 30 ms
Tabela 5.8: Priblizˇni cˇasi ucˇenja in priporocˇanja metod.
V razdelku 2.2.2 smo omenili, da algoritem k-najblizˇjih sosedov spada
med algoritme na podlagi pomnjenja. To pomeni, da si vse informacije o
uporabnikih in artiklih zapomni in do njih dostopa, ko je to potrebno. Po-
sledicˇno pri njem ne moremo govoriti o cˇasu, ki ga porabi za ucˇenje. Na
drugi strani pa je cˇas, potreben za priporocˇanje, toliko vecˇji, saj mora algori-
tem poiskati najblizˇje sosede v celotni podatkovni zbirki. To operacijo lahko
nekoliko pohitrimo z uporabo podatkovnih struktur kot sta kroglasto drevo
(angl. ball tree) in k-d drevo (angl. k-d tree), vendar na racˇun aproksimacije
podatkovni strukturi ne zagotavljata optimalnega rezultata [33]. Uporaba
taksˇnih podatkovnih struktur je zelo pomembna v produkciji. V primeru
stalnega prihajanja novih podatkov so algoritmi na podlagi pomnjenja pri-
merna izbira, saj jih je enostavno posodabljati. Nasprotno matricˇni razcep
uporablja model, ki ga je ob prihodu novih podatkov potrebno znova naucˇiti
popolnoma od zacˇetka, kar je lahko hitro cˇasovno zelo potratno. Vendar je
potem cˇas za priporocˇanje toliko manjˇsi, tako da velja premisliti, kaj je v
dani aplikaciji pomembno in predvsem dopustno.
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Same rezultate smo poskusˇali ovrednotiti tudi kvalitativno. V tabeli 5.9
sta prikazana seznama kupljenih in priporocˇenih artiklov dveh kupcev, pri
katerih se je napovedani testni artikel nahajal na prvem mestu. Seznam
priporocˇenih artiklov zajema prvih pet priporocˇil. Blagovne znamke pri po-
sameznih artiklih so zaradi zasebnosti podatkov izpusˇcˇene.
ID kupca Kupljeni artikli Priporocˇeni artikli
C894871 kratke hlacˇe m 2x kratka majica zˇ
kratka majica zˇ 2x dolga majica zˇ
dolge hlacˇe zˇ 2x kratke hlacˇe m
dolga majica zˇ kratka majica zˇ
perilo zˇ dolge hlacˇe zˇ
kopalke zˇ
nakit
C179385 jeans m perilo m
perilo m 3x perilo m
nogavice m kratka majica m
obleka m kratka majica m
kratka majica m jakna m
dolga majica m
trenirka m
Tabela 5.9: Seznam kupljenih in priporocˇenih artiklov dveh kupcev.
Kot vidimo bi za dobro kvalitativno vrednotenje morali poznati izgled
artiklov, saj so imena artiklov prevecˇ genericˇna. Sˇe bolje pa bi bilo pridobiti
mnenje o priporocˇilih s strani teh dveh kupcev.
Poglavje 6
Zakljucˇek
V diplomskem delu smo implementirali najbolj znane metode za izgradnjo
priporocˇilnega sistema trgovine s tekstilnimi izdelki z uporabo podatkov iz
realnega sveta. V prvem delu smo predstavili teoreticˇno ozadje priporocˇilnih
sistemov, kjer smo opisali problem priporocˇanja, vrste priporocˇilnih sistemov,
metode za izgradnjo priporocˇilnih sistemov, vrednotenje in glavne omejitve
ter izzive, ki jih prinasˇajo taksˇni sistemi. Predstavili smo tudi povezovalna
pravila in algoritem Apriori, ki se uporablja za iskanje taksˇnih pravil. V
nadaljevanju smo presˇli na prakticˇni del diplome, kjer smo opisali statisticˇno
analizo podatkov in njihovo transformacijo v ustrezno obliko za priporocˇilni
sistem. Sledil je opis implementiranih metod in rezultati skupaj z analizo.
V diplomskem delu smo ugotovili, da je izgradnja priporocˇilnega sistema,
ki na vhod prejme implicitne podatke, tezˇak problem, ki v akademskem svetu
sˇe ni tako raziskan kot problem priporocˇanja na podlagi eksplicitnih ocen.
Implementacijo smo tako prilagajali na vseh korakih, tako pri meri za po-
dobnost uporabnikov in artiklov kot tudi pri nacˇinu vrednotenja in izboru
ocen uspesˇnosti.
Mozˇnih izboljˇsav je kar nekaj. V prvi vrsti bi priporocˇanje mocˇno iz-
boljˇsali s poznavanjem uporabnikovih interesov in preferenc. Te informacije
bi lahko pridobili z vprasˇalniki, ki zajemajo ocenjevanje vzorcˇnih artiklov.
Tako bi za posameznega uporabnika izvedeli za primere artiklov, ki mu niso
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vsˇecˇ, kar bi bila zelo dobra informacija pri ucˇenju modela. Seveda trgovini
predstavlja mozˇno resˇitev tudi postavitev spletne trgovine, ki omogocˇa lazˇje
sledenje uporabniku preko njegove zgodovine brskanja artiklov. Priporocˇanje
na podlagi vsebine bi zagotovo izboljˇsali tudi z dodatnimi atributi o artiklih,
na primer s podatkom o barvi in materialu artikla.
Nasˇi rezultati so vzpodbudni, saj smo z metodami k-najblizˇjih sosedov
in matricˇnim razcepom dosegli precej boljˇsa priporocˇila kot pri naivni me-
todi priporocˇanja najbolj priljubljenih artiklov. S funkcijama podobnosti
uporabnikov in artiklov, ki smo ju napisali glede na razpolozˇljive podatke,
smo izboljˇsali delovanje metod k-najblizˇjih sosedov, ki za izracˇun podobnosti
uporabljata le Jaccardovo razdaljo. Metodo matricˇnega razcepa bi zaradi
kratkega cˇasa ucˇenja modela, hitrega cˇasa priporocˇanja in vzpodbudnih re-
zultatov lahko uporabili v produkcijski aplikaciji.
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