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Abstract
In contrast to statistical visual recognition, relational visual recognition aims at
employing relational representations for solving visual recognition problems. For
high-level tasks involving complex objects and scenes, low- and mid-level visual
features do not always suffice. In these cases it is the component objects, their
structure and semantic configuration that guides recognition. They are best
described in terms of relational languages or (higher-order) graphs. Relational
approaches enjoyed popularity in the early vision work. Convenient at that time
given the limitations of the hardware, data, scientific technologies and low-level
vision routines, relational representations are rarely used in visual recognition
today. This is mainly due to their pure symbolic nature. Nevertheless, recent
successes in combining them with statistical learning principles and the maturity
of the aforementioned resources motivates us to reinvestigate their use. Starting
from low-and mid-level solutions and building on top of them, (statistical)
relational learning gives the perspective of moving towards more general,
complete and effective relational visual recognition systems.
The thesis makes several contributions in this direction, three in the field
of computer vision and two in the field of robotics. We first introduce a
new relational distance-based framework for hierarchical image understanding.
Applied to the house facade domain, the relational distance shows good detection
results, while demonstrating the interplay between structural and appearance-
based aspects. The second contribution is the use of a kernel-based relational
language for scene classification and tagging. Part of this contribution is the
employment of the kernel-based language to understand images of houses. These
recognition tasks use a similar relational representation and language, showing
its generality and benefits. Our third contribution is a probabilistic logic
pipeline for task-dependent robot grasping. It contains a new module based
on causal probabilistic logic and symbolic object parts, such that, given a set
of probabilistic observations about the world, it can semantically reason about
object category, suitable tasks and pre-grasp configurations with respect to the
intended task. Experimental results, including those obtained with a real robot
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platform, confirm the importance of high-level reasoning and world-knowledge
for robot grasping, as opposed to using solely local object shape information.
Further, in the context of robot grasping, our fourth contribution is a relational
approach to numerical feature pooling. It combines numerical shape features,
qualitative spatial relations and kernels for graphs to recognize graspable object
points. Finally, we contribute with the use of sequential statistical relational
techniques to capture underlying concepts in video streams. In particular, we
focus on monitoring card games and learning to detect fraudulent sequences.
Overall, the experimental results provide evidence that we can develop effective
and real-world relational visual recognition systems that benefit from statistical
relational learning.
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Chapter 1
Introduction
1.1 Context
1.1.1 Machine Learning, Computer Vision and Robotics
Artificial Intelligence (AI) has the long-standing goal of building intelligent
machines that can perceive, think and act in similar ways as humans [Landwehr,
2009]. This definition makes AI a big challenge to achieve, but also an
inspiration to many researchers. Driven by this goal, AI today is an important
field of computer science that can successfully solve tasks in many real-world
applications, such as natural language understanding, drug discovery, fraud
detection, 3D reconstruction or autonomous robot navigation.
This dissertation is situated at the intersection of three subfields of AI: machine
learning, robotics and computer vision.
Machine learning is concerned with building systems that improve their
performance on a task with experience, beyond human experts. Machine
learning systems typically learn concepts from examples, either by observing
an expert, or by interacting with the environment. From given examples,
machine learning can automatically infer a model that is a formal representation
of the structure inherent in the data. The model can be used to predict
the environment or to assist humans in understanding the environment. In
either case, the learned model requires reasoning, that is, making predictions
or analyzing how modifying the system’s input will change its output. For
example, a machine learning system can learn a model based on the medical
3
4 INTRODUCTION
records of previous patients. Presented with a new patient record, the system
could reason if the patient has a certain disease or not.
Robotics and computer vision are fields that emerged from AI in the early
1970s. They give AI the means to exhibit real-world intelligence by directly
manipulating the environment. That is, computer vision gives the machine
eyes, or a means of perception, while robotics gives the artificial mind a body,
or a means of control and action. It studies ways to turn pixels of images
into interpretable concepts, such as objects, scenes, events and beyond, so that
computers can understand images in a similar manner as humans do. Thus,
computer vision methods acquire, process, analyze, and understand real-world
images in order to produce numerical or symbolic information. Computer
vision tasks include object tracking, visual recognition and 3D reconstruction.
Robotics deals with the construction, operation, and application of robots, as
well as systems for their control and sensor processing. Robotics tasks include
robot localization, navigation, planning and manipulation.
While classical robotics and computer vision use predefined models (or manual
encoding of knowledge) of the robot or its environment for task solving,
nowadays, both fields see learning as a central topic. The classical approaches
have either proven unsatisfactory in real-world vision tasks, or, although
successful for robotic industrial applications, they have fallen behind the more
ambitious goal of robotics as a test platform for AI. Machine learning has brought
a plethora of advances in extracting statistical models from abstract data in
modern computer vision and robotics (similar to speech and bioinformatics).
Furthermore, many robotic tasks depend on visual components. For example,
robot grasping relies on object recognition, object segmentation and graspable
point detection. Thus, the three fields intersect each other and the key
contributions of this thesis lie at these intersections.
1.1.2 Visual Recognition
Of all the computer vision tasks, visual recognition is probably the most
challenging. Visual recognition consists of analyzing static or dynamic scenes
and recognizing its constituent entities. In a dynamic setting the task is one of
recognizing sequences of interest or events. Following the definition by [Szeliski,
2010], in a static setting, visual recognition can be divided along several axes.
It subsumes the detection task, which is defined as checking whether a specific
element (e.g., a face or an interest point) is in the image and where the
match may occur. If the query entity to be recognized is a rigid template
then the task is that of instance recognition. The most challenging variant is
that of category recognition which involves recognizing instances of extremely
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varied classes. Visual category recognition may refer to object recognition, i.e.,
naming constituent objects of a certain object category, scene recognition, i.e.,
categorizing an image as belonging to one category of a large range of categories,
or scene understanding, i.e., naming all constituent objects, their categories and
potentially their semantic, spatial and functional relationships. Interlinked in
all these tasks is the topic of learning from example images.
This dissertation is concerned with visual recognition. Several visual recognition
tasks are essential for robot grasping, others are useful for robot navigation or
pre-requisites for truly intelligent artificial agents. For example, detecting good
contact points with the robot hand is a critical step for successful object grasping.
Object recognition is an important task for robot grasping and navigation. Scene
recognition and understanding plays a major role in mobile robot navigation.
Finally, recognizing sequences in video data is of central importance in complex
dynamic scenes. All these are important visual recognition problems in AI and
the main motivation driving this work.
1.1.3 Statistical Relational Learning
Traditional machine learning is concerned with learning from examples
represented in an attribute-value (or propositional) format. Propositional
representations express knowledge about a single set of properties of the world
and do not associate it with objects in the world. For example, in the medical
diagnosis case, attributes may be the patient’s symptoms, medical record and
current medication. In the object grasping domain, attributes can be object
shape properties that locally characterize object points.
Although propositional learning has made much progress over the last decades
with sophisticated and rigorous statistical techniques yielding accurate models
in the presence of noisy data [Bishop, 2006,Szeliski, 2010], in many complex
real-world domains a propositional representation is often not appropriate. In
the real-world, instances are themselves structured and/or interrelated. For
example, in the medical diagnosis problem we may want to also consider the
medical records and symptoms of the patient’s relatives, but also an explicit
family genealogy or relationship. Similarly, for the grasping points we may want
to consider properties of neighboring points satisfying certain spatial constraints.
In these cases the data exhibits a complex structure and examples are best
represented in terms of entities and relationships amongst them.
Furthermore, often real-world problems, such as the ones in computer vision or
robotics, cannot rely on complete and precise descriptions of the environment.
Thus, the artificial agent should be able to make abstractions and to cope
with incomplete or uncertain knowledge. For example, if the goal is to grasp a
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Figure 1.1: This dissertation is situated in three subfields of AI: statistical
relational learning (right), computer vision and robotics (left).
cup, then we do not care about its color or the number of handles (as long as
there is at least one). If complete descriptions are available, making learning
and reasoning effective requires exploiting symmetries and redundancies in the
domain, and thus, generalizing over similar situations. These are critical aspects
of intelligence not solved yet in computer vision or robotics. This thesis aims
to achieve them by means of relational representations [De Raedt, 2008], which
are most easily described by first-order logic or related formalisms, such as
(hyper-) graphs and best supplied by relational languages. When combined
with probabilities and statistics, they also provide the possibility to handle
uncertainty.
Statistical relational learning (SRL) is an area of machine learning that success-
fully combines statistical learning and reasoning and relational representations
in many complex applications, such as social network modeling, text mining
or bioinformatics [Getoor and Taskar, 2007,De Raedt, 2008]. A prominent
example are probabilistic logical models that tackle a long standing goal of
AI, namely unifying first-order logic –capturing regularities and symmetries–
and probabilities –capturing uncertainty. Figure 1.1 shows the general aim of
relational visual recognition, that is the use of (statistical) relational learning
techniques instead of traditional machine learning to solve visual recognition
problems for computer vision and robotics.
1.2 Motivation and Research Question
Computer vision and robotics have developed many techniques for visual
recognition that use a plethora of local low to medium-level features, including
geometric primitives, point clouds, shape and invariant features [Szeliski, 2010].
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However, for high-level tasks involving complex objects and scenes such features
are not always enough. As examples, consider the tasks of understanding and
recognizing individual house facades, distinguishing between restaurant and
bar scenes, or finding the best robot grasp based on the object configuration
and task-related constraints. In these cases it is the component objects and
their complex semantic configuration and interaction that helps recognition.
It is more intuitive to understand and describe typical houses as consisting of
aligned elements such as a roof, some windows, one or more doors and possibly
a chimney. In the bar/restaurant scene example, the differentiating patterns
are the consistent qualitative spatial and functional configurations between
chairs. One can describe a bar scene as having ‘a variable number of chairs
of similar size, close to each other and aligned horizontally along a counter’.
Finally, high-level reasoning about symbolic object configurations and tasks
reduces possible grasps and hence, improves performance. At the same time it
allows grasp transfer to novel objects that share similar parts.
In the early days of computer vision, it was felt that hierarchical structure
and relations are key components of a scene understanding system [Guzmán,
1968], [Kanade, 1977], [Hanson and Riseman, 1978], [González and Thomason,
1978], [Matsuyama and Hwang, 1985, Fu, 1974]. Popular in early work on
syntactic or structural pattern recognition [Haralick, 1983], relational formalisms,
such as ‘figure description languages’ and symbolic graphs, have lost interest in
the 1990s [Bunke and Sanfeliu, 1990] due to reasons such as: high computational
cost when facing graph complexities, immature low-and mid-level vision features
to support such ambitious representations and the limitation of pure relational
approaches in handling noisy data. Then, the focus in computer vision was
shifted towards low-level representations:
“We have showed the use of relational representations, we must yet
discover the use of low-level knowledge.” Linda Shapiro, 1983
Furthermore, to perceive, interpret and grasp objects in arbitrary and dynamic
environmental scenarios, robot vision capabilities are essential. The majority of
grasping methods learns direct mappings from visual perceptions to grasping
parameters. However, these methods have a major shortcomming: it is a difficult
problem to link gripper parameters to solely local sensor features when dealing
with an exploding complexity in the environment and variation in tasks. Only
recently, methods that take more global and symbolic knowledge into account
have gained more interest. Incorporating domain knowledge (e.g., ontologies)
that directly collaborates with the controllers and the (visual) sensors brings
increased robustness and can generate more accurate robot grasps.
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This thesis wants to contribute towards the idea that visual scenes, grasping sce-
narios and world knowledge are best described using high-level representational
devices that are based on semantically meaningful entities such as graphs, and
even more generally using logical and relational languages. We shall argue that
the advantages of these rich symbolic representations are: i) they can abstract
spatial relations between scene components away from exact locations and thus,
generalize over similar situations and view points, ii) they provide means to
obtain analytic descriptions of scenes and thus, semantical consistency, iii) they
offer contextual knowledge exploitation via symbolic relations, and iv) they
transfer knowledge to novel scenarios that share similar semantic entities and
thus, generalize over similar (multiple) entities.
Different from early work in computer vision, relational representations have
shown robustness to noise when combined with statistical techniques [Antanas
et al., 2013a]. Moreover, low-and mid-level vision features are now much
more mature. Nevertheless, relational representations have not yet been used
to solve visual-based grasping problems or have rarely been used to address
visual recognition problems in general (exceptions are grammars for image
understanding [Han and Zhu, 2009,Girshick et al., 2011,Zhu et al., 2012], graph
mining and rule induction for video data [Sridhar et al., 2010a,Dubba et al.,
2010]). Thus, it is time to reconsider old problems with new and successful
(statistical) relational learning techniques.
The main research questions of this thesis are whether visual recognition can
benefit from SRL and whether we can develop effective and real-world relational
visual recognition systems.
One of the main problems in robotic grasping is generalization across many
similar objects and/or tasks. Similarly, one challenge in computer vision is
the optimal exploitation of contextual information and generalization across
configurations of visual elements. Thus, on one hand, the extraction of
similarities between objects and scenes requires relational representations. On
the other hand, robotics and computer vision are fields continuously confronted
with real-world uncertainties. As a result, we have strong reasons to suspect
that SRL techniques can be beneficial for visual recognition tasks in computer
vision and robotics.
1.3 Thesis Contribution
We answer these questions via the key contribution of this dissertation, which
is the use of several (statistical) relational learning techniques for different
computer and robot vision problems. This is an important step towards
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relational visual recognition and thus, towards closing the loop with the old
literature. To achieve this goal, the thesis makes five main contributions, three
in the field of computer vision and two in the field of robotics. We will now list
and describe briefly these contributions.
1. A relational distance-based framework for hierarchical understanding of
images. Application: house facades.
Our first contribution is a new relational distance-based framework for
hierarchical image understanding. This contribution includes the following:
• a new relational distance function between visual descriptions,
• the use of recent results in relational distance metrics as a relational
generalization technique to recognize qualitative high-level structures in
images,
• the use of relational generalization throughout all layers of the hierarchy,
in a unified way.
2. The employment of a kernel-based relational language for scene classification
and scene tagging
Our second contribution is a new relational representation of visual scenes for
two important and challenging problems in computer vision: scene classification
and scene tagging with object categories. Both problems use a similar relational
representation, showing its generality and benefits. Part of this contribution is
the employment of the kernel-based language to understand images of houses.
Additional contributions are:
• a high-level relational scene description based on semantic objects and
the spatial relationships that hold among them,
• a powerful and expressive representation using (hyper)-graphs,
• a principled way to represent exact metric locations as higher-order
relations among objects,
• a deeper insight in scene understanding by employing relations among
semantic off-the-shelf object detections.
3. A probabilistic logic pipeline for task-dependent robot grasping
Our third contribution is for robot grasping. It is a new reasoning module based
on causal probabilistic logic [Vennekens et al., 2009] and symbolic object parts
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for task-dependent robot grasping. Given a set of probabilistic observations
about the world, the model can semantically reason about object category,
suitable tasks and pre-grasp configurations with respect to the intended task.
This contribution comprises:
• the integration of object categorical and task-dependent information for
semantic pre-grasp prediction,
• the use of world knowledge about object-task affordances and object/task
ontologies to encode general rules that allow generalization over similar
object parts and object/task categories,
• a first probabilistic logic module for task-dependent robot grasping.
4. A relational kernel-based approach to numerical feature pooling for robot
grasping. Application: graspable point recognition.
Our fourth contribution integrates, using kernels for graphs, numerical
appearance features with qualitative spatial relations. Given a 3D point cloud
and local shape features of each point, we construct a numerical attributed and
symbolic graph by defining spatial relations among points in the cloud. Our
goal is to investigate whether the structure of the object can improve graspable
point recognition. To achieve it, our approach includes:
• the exploitation of the object graph for extended contextual information,
• the use of spatial proximity to pool numerical shape features.
5. The employment of state-of-the-art SRL systems for video sequence
recognition. Application: video streams of Uno game.
This last contribution uses sequential statistical relational techniques to capture
underlying concepts in video streams. In particular, we focus on monitoring
card games and learning to detect fraudulent sequences in Uno video streams.
It includes two main steps:
• learning the rules of the Uno game by observing humans playing it from
video streams,
• recognizing fraudulent behavior using the learned rules.
Some of the SRL solutions proposed as contributions to the recognition problems
considered are framed upon a similar relational kernel-based approach. More
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precisely, contributions 2 an 4 rely on the same relational and logical language
of a kernel-based framework. They are obtained by changing the relational
representation of the problem, while keeping the framework engine. Thus, the
SRL approaches proposed are characterized not only by the expressivity of
the relational representations, but also by generality with respect to the visual
recognition problems addressed. This is an important step towards a general
purpose relational visual recognition system.
1.4 Thesis Roadmap
The final part of this introduction gives a brief tour of this thesis. We review
robotics, computer vision and statistical and relational learning foundations in
Chapter 2. The core of the thesis is divided into other three main parts.
Part I is devoted to relational scene understanding and tackles several
recognition problems: object recognition, scene recognition and scene
understanding. Chapter 3 provides an insight in the history of syntactic
pattern recognition, relations and graphs in visual recognition. Its role is to
point out why the popular relational frameworks of the 1970s failed and were
abandoned. We discuss what is different now and how SRL can help to solve
the old problems. Starting from the trends back then, we overview the recent
SRL work for computer vision and point out what would be possible if SRL
succeeded. To this aim, Chapter 4 proposes two new relational approaches
to hierarchical image understanding, where the goal is to recognize constituent
objects of interest at different levels of semantic granularity. We consider as
application the house facades domain. The first approach is a relational distance-
based approach which combines robust feature extraction, qualitative spatial
relations, relational instance-based learning and compositional hierarchies in
one framework. The second approach extends the first one, by replacing the
relational distance with a kernel for relational structures. This chapter is based
on the following publications:
• Antanas, L., van Otterlo, M., Oramas Mogrovejo, J. A., Tuytelaars, T.,
and De Raedt, L. Not far away from home: A relational distance-based
approach to understand images of houses. In Lecture Notes in Computer
Science, vol. 6489, pp. 22-29, Inductive Logic Programming, Springer,
2010.
• Antanas, L., Frasconi, P., Tuytelaars, T., and De Raedt, L. Employing
logical languages for image understanding. In IEEE Workshop on Kernels
and Distances for Computer Vision, International Conference on Computer
Vision, 2011.
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• Antanas, L., van Otterlo, M., Oramas Mogrovejo, J. A., Tuytelaars, T.,
and De Raedt, L. A relational distance-based framework for hierarchical
image understanding. In Proceedings of the 1st International Conference
on Pattern Recognition - Applications and Methods, 2012, Best Paper
Award.
• Antanas, L., Frasconi, P., Costa, F., Tuytelaars, T., and De Raedt, L. A
relational kernel-based framework for hierarchical image understanding.
In Lecture Notes in Computer Science, vol. 7626, pp. 171-180, Structural,
Syntactic, and Statistical Pattern Recognition, Springer, 2012.
• Antanas, L., van Otterlo, M., Oramas M., J. A., Tuytelaars, T., and
De Raedt, L. There are plenty of places like home: using relational
representations in hierarchies for distance-based image understanding.
Neurocomputing Journal, 2013.
In Chapter 5 we move towards more generic scene understanding where, in a
first phase, we contribute a relational kernel-based language for scene recognition.
We show that semantic object detections and qualitative spatial constraints
between them can improve recognition. In a second phase, we employ a similar
relational kernel-based language for scene tagging with object categories. We
then iteratively combine object and scene recognition to boost the performance
on both tasks. The chapter is based on the following contribution:
• Antanas, L., Hoffmann, M., Frasconi, P., Tuytelaars, T., and De Raedt, L.
A relational kernel-based approach to scene classification. In Proceedings
of Workshop on Applications of Computer Vision, 2013.
Part II discusses SRL techniques for robot grasping. We demonstrate their
benefits in Chapter 6 which proposes a new probabilistic logic pipeline for
object grasping, and in Chapter 7 which presents a new SRL technique to
recognize good grasping points in point clouds. The pipeline leverages world
knowledge, in the form of object/task ontologies, and low-level data, in the
form of point clouds, to improve robot grasping. Starting from a symbolic
vision-based scene description, the pipeline first employs a probabilistic logic
module to semantically reason about object category, suitable tasks and pre-
grasp configurations with respect to the intended task. Once the pre-grasp is
determined, the second step in the pipeline maps part-related shape features to
good grasping hypotheses. The mapping is done in Chapter 7 using relational
kernels. Chapter 6 is based on the paper:
• Antanas, L., Moreno, P., Figueiredo, R., Neumann, M., Kersting, K., and
De Raedt, L. High-level reasoning and low-level learning for grasping: a
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probabilistic logic pipeline. Submitted to IEEE Transactions on Robotics,
2013.
Part III focuses on visual sequence recognition with state-of-the-art SRL
techniques. The contribution is explained in Chapter 8 and considers as
application UNO card game. The work presented in this chapter has been
previously published in:
• Antanas, L., van Otterlo, M., De Raedt, L., and Thon, I. Learning
probabilistic relational models from sequential video data with applications
in table-top and card games. In the Belgian- Dutch Conference on Machine
Learning, 2009.
• Antanas, L., Thon, I., van Otterlo, M., Landwehr, N., and De Raedt,
L. Probabilistic logical sequence learning for video. In Inductive Logic
Programming, 2009.
• Antanas, L., Gutmann, B., Thon, I., Kersting, K., and De Raedt, L.
Combining video and sequential statistical relational techniques to monitor
card games. In Proceedings of the ICML Workshop on Machine Learning
and Games, 2010.
• Antanas, L., Gutmann, B., Thon, I., Kersting, K., and De Raedt, L.
Combining video and sequential statistical relational techniques to monitor
card games. In Proceedings of the Belgian-Dutch Conference on Machine
Learning, 2010.
A concluding chapter summarizes the thesis, points out the implications of
the results and gives an outlook on future work.
Some of the work performed during my Ph.D research has not been included
in the previous chapters. It is either work I am currently investigating and is
briefly summarized in Chapter 9 in the context of related future work, or is
listed in the publication list.
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De Raedt, L. There are plenty of places like home: Using relational
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Chapter 2
Preliminaries
This chapter provides the foundations for the work presented in this thesis.
They include the necessary background on robot grasping, computer vision and
statistical relational learning. Along the definitions and explanations we will
also roughly categorize existing work and thus, provide more context for the
contributions. We describe some concepts informally on examples and others
more formally following existing literature.
We start by defining fundamental concepts of machine learning that are used
throughout this text (Section 2.1.1). Next, we introduce relational data
representations in Section 2.1.2. Relational learning and reasoning settings are
outlined in Section 2.1.3. Finally, Section 2.2 explains the visual recognition
and robot grasping setups in this dissertation.
2.1 Foundations: Machine Learning and Reasoning
This section briefly outlines some fundamental concepts of statistical and
relational machine learning and reasoning, and introduces notation and
terminology that is used throughout the thesis. More details can be found
in [Flach, 2012,Barber, 2011] for statistical machine learning and reasoning and
in [De Raedt, 2008] for (statistical) relational learning and reasoning.
17
18 PRELIMINARIES
2.1.1 Statistical Learning and Reasoning
The general setup in statistical machine learning is based on objects of interest
called instances. The set of all possible instances is the instance space X . Each
instance x ∈ X is a point in an m-dimensional instance space X = d1×· · ·×dm
where di is the domain of the i-th attribute describing the input feature x.
Instances may have labels and all instance labels together define the output
space Y. Both instances and labels can be binary, categorical or continuous.
Learning from labeled instances is called supervised learning.
We consider supervised learning tasks throughout this thesis. We are given
a training set D containing n labelled instances or training examples D =
{(x1, y1), (x2, y2), . . . , (xn, yn)}. D ⊂ X × Y is also called training data and
e = (x, y) a training example. Then the supervised learning task is to find a
mapping or a model h¯ from the instance space to the output space. It is assumed
that examples are independently drawn form a fixed (unknown) distribution
P . Such examples are said to be i.i.d.. Starting from the type of labels several
settings are possible. In this work we focus on classification, where labels are
binary or categorical, i.e., classes. In binary classification it is assumed that
y ∈ {−1,+1}.
Definition 1. (Supervised statistical learning). Given a set of training
examples D, a space of possible (probabilistic) classifiers H = {h|h : X → Y}
and a loss function LH : Y × Y → <, find the classifier h¯ ∈ H with
low approximation error Err(h¯) on the training data as well as on unseen
examples. Err(h) is estimated based on a combination of the training error,
e.g., 1n
∑n
i=1 LH(h(xi), y).
Example 1. A supervised learning task example is that of patient disease
prediction. X can be the space of all possible patients and Y is then the space
of all possible diagnoses. The ith attribute may be the patient’s glucose level at
some point in time.
The classifier above is assumed to be deterministic, that is, it returns a class
label h(x) ∈ Y. A scoring classifier h is a mapping from the instance space X
to a k-vector of real numbers <k, where hi(x) is the score assigned to class Ci
for instance x. h becomes a probabilistic classifier if h(x) is a probability vector
over classes, that is h : X → [0, 1]k, where ∑ki=1 hi(x) = 1. This provides a
confidence value for any prediction, allowing further inspection in ambiguous
cases.
One of the central paradigms in statistical machine learning is to identify the
relevant random variables x ∈ X from training data, and make a probabilistic
model P (·) of their interaction. A discrete probabilistic model (e.g., a
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probabilistic classifier) defines a probability distribution P (·) over a set of
random variables. The set of assignments a random variable x can take is
the domain of x. P (x) denotes the probability distribution of the random
variable x on all values in its space. Probabilistic reasoning is performed by
introducing evidence that sets variables in known states, and subsequently
computing probabilities of interest of their interaction, conditioned on this
evidence. The distribution P (x) can then be used to evaluate a conditional
probability distribution P (x|e) = P (x,e)P (e) , called target distribution. In this case
x involves random variables and e is the evidence or a partial value assignment
of the random variables.
Example 2. In the case of the patient disease prediction example the glucose
level is a random variable and its domain is the set of all possible glucose levels.
The set of all attributes and the disease target forms the set X of random
variables. At inference time the target distribution is the probability of the
disease given the attribute values as evidence.
The conditional probability distribution P (y|x) expresses a relation between
the random variables, that is the probability that the random variable y has a
particular value given the knowledge of the evidence x. The random variables
can also be related with conjunction instead of condition. P (x, y) is called the
joint probability distribution over all possible values of x and y. A generative
model provides an estimate of the full joint probability distribution P (x, y)
on the inputs x and label y. It uses Bayes’ rule to calculate P (y|x) and pick
the most likely label y. A discriminative model provides an estimate of the
conditional probability distribution P (y|x) directly or learns a direct map from
the inputs x to the class labels y.
In the following we explain the basics of several well-established statistical
learning methods used in this thesis: Support Vector Machines (SVMs), k-
Nearest Neighbor (kNN) Conditional Random Fields (CRFs) and n-grams.
However, in our contributions they are upgraded to relational representations.
While n-grams are based on generative learning, the other classifiers are
discriminative methods.
Support Vector Machines and Kernels. Support Vector Machines (SVMs)
are very popular because of their good performance on noisy data and high-
dimensional spaces [Boser and et al., 1992,Vapnik, 1995]. We will briefly sketch
its principles here, more details can be found in [Shawe-Taylor and Cristianini,
2004,Gartner, 2008]. Assuming a binary classification problem, the goal of a
classification method is to find h¯ that best separates the two classes.
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A linear classifier h is a linear function in the form of a vector of weights w
y(x) = sign(〈w, x〉+ b), (2.1)
where 〈·, ·〉 is the l2 norm or inner product and b is a constant. Such a linear
classifier assumes that the data can be embedded into a space where the
separating hypothesis (or hyperplane) is a linear relation 〈w, x〉+ b in Rm. The
examples on one side of the hyperplane are classified as positive, while the others
as negative. The Euclidean distance between a point x and the hyperplane is
|〈w,x〉+b|
‖w‖ where ‖ · ‖ denotes the l2 norm, that is ‖ w ‖=
√〈w,w〉.
Training a linear classifier is equivalent to finding w¯ which constructs a
hyperplane (or set of hyperplanes) in the input feature space X that best
interpolates the training set D and can be used for classification:
w¯ = arg min
w
1
n
n∑
i=1
LH(w, xi, yi) + λ(w), (2.2)
where λ is a regularization term that constrains the weights w and LH is the
loss function. At inference time, the prediction for any input x is made using
the learned vector w¯:
y = arg max
y∈Y
(〈w¯, x〉+ b), x ∈ X . (2.3)
If the model is learned using probability estimates, the probabilistic inference
step means estimating the target distribution P (y|x).
The ingredients of the SVMs are the maximum-margin principle addressing
robustness, slack variables addressing class overlap, and the kernel trick
addressing non-linear structure. We first assume a perfect linear classifier
and explain the linearly separable examples case. Figure 2.1 (right) depicts
such a situation. We then extend it to the non-separable case (slack variables)
and non-linear case (kernel trick).
Perfect classification implies that for any x
y(x) =
{
+1 if 〈w, x〉+ b > 0,
−1 if 〈w, x〉+ b ≤ 0, (2.4)
which translates into ∀xinX , y · (〈w, x〉+ b) ≥ 1, with the equality holding for
the points nearest the hyperplane.
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〈w,x〉+ b
b/||w||
Figure 2.1: The max-margin in SVMs (right). The classes to be separated are
−1 (circles) and +1 (rectangles). The dotted arrow is the margin. The function
φ maps the data into a feature space where the nonlinear pattern (left) is now
linear (right). The kernel computes inner products in this feature space directly
from the inputs.
In a linearly separable setting, there are several perfect classifiers. However, an
optimal partition is achieved by the hyperplane that has the largest distance to
the nearest training data points of any class or the maximal margin. In general,
the larger the margin the lower the generalization error of the classifier. If such
a hyperplane exists, it is also known as the maximum margin hyperplane and
the linear classifier it defines is known as a max-margin classifier. The margin
is illustrated also in Figure 2.1 on the right.
These constraints are cast in the following optimization problem:
min
w,b
1
2 〈w,w〉,
subject to ∀x ∈ X : yi · (〈w, xi〉+ b) ≥ 1.
(2.5)
If the data is not separable, SVMs add a tolerance for misclassifications by
introducing slack variables ξ in the constraints:
min
w,b,ξ
1
2 〈w,w〉+ c
n∑
i=1
ξ,
subject to ∀x ∈ X : yi · (〈w, xi〉+ b) ≥ 1− ξi, ξi ≥ 0.
(2.6)
The positive constant c is the cost parameter of the error term. By increasing c
the model misclassifies fewer training examples, but becomes more complex.
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The reason why SVMs are so popular is that for most problems, only a
limited number of instances lie on the margin. This implies that the expensive
computation required by equation (2.2) to find a solution w¯ can become sparse,
that is features that are not in support vectors get zero weight. This is feasible
when the hinge loss function is used for LH(w, x, y) = max{0, 1− y · f(x)} =
max{0, 1− y · (〈w, x〉+ b)}.
Kernel-defined feature mappings. Although the original problem may be stated
in a finite dimensional space, it often happens that the classes to discriminate
are not linearly separable in that space. Using a feature mapping function
φ(x) instead of x, it is possible to project the original feature space into a
higher-dimensional space, presumably making the separation easier in that
space (see Figure 2.1). In this context φ(x) can be either computed explicitly
or defined implicitly, via a kernel function k(x, x′) = 〈φ(x), φ(x′)〉. SVMs use
a mapping designed via the kernel. The effect is a reasonable computational
load based on easily computable dot products in terms of the variables in the
original space.
The concept of a kernel formulated as an inner product in the feature space
allows any kernel choice. Because the input feature x enters in the form of
a scalar product, we can replace that scalar product with the kernel value.
In other words, the hyperplane in the higher dimensional space is defined as
the set of points whose inner product with a vector in that space is constant.
The vector defining the hyperplane is a linear combination with the mapped
images of feature vectors in the training set. For more details, see [Bishop,
2007,Schölkopf and Smola, 2002].
Instance-based Learning. SVMs learn an explicit description of the target
function (or model) at training time. Differently, instance-based learning is a
model-free classifier. It learns an approximation of the real-valued target function
h¯ by storing the training data. When a new test instance is presented, the set
of similar training instances are retrieved and used to classify the new query.
As a result, instance-based learning can construct a different approximation to
the target function for each test instance. Because the lack of an explicit model,
instance-based learning is also called instance-based reasoning.
kNN is an instance-based learning method. It is based on a distance function
d(x, x′) that measures the difference between two instances x and x′. The most
simple distance between two attribute-valued instances is the standard squared
Euclidean distance used often in practice. However, other distances are possible
as well. Given an instance x, kNN in the basic form assigns to x the most
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common class of x’s k nearest neighbors, as shown in Equation 2.7.
h¯(x) = arg max
y∈Y
k∑
i=1
δ(y, h(xi)) (2.7)
where xi are the k nearest neighbors of x, that is with the smallest distances to
x; δ(y, h(xi)) = 1 if h(xi) = y and δ(y, h(xi)) = 0 otherwise. In this case the
class of x is given by a majority vote of the classes in the training set.
A refined kNN method is to weight the contribution of each of the k nearest
examples according to their distance to the query point (Equation 2.8). The
class to be picked is the one with the minimum distance. This is called distance-
weighted kNN.
h¯(x) = arg max
y∈Y
k∑
i=1
δ(y, h(xi))
d(x, xi)2
(2.8)
kNN can easily be adapted to approximate continuous target value functions and
become a scoring or a probabilistic classifier. This can be done by calculating
the mean value of the k nearest training examples rather than their most
common number. To overcome the high computational cost of kNN to classify
new instances, several recent variations aim to obtain a representative training
set with a lower size compared to the original one [Garcia et al., 2012]. Such
representative training examples are called prototypes.
Sequence Classification and Tagging
A particular case of supervised learning is sequential supervised learning.
It includes tasks such as sequence tagging and sequence classification. An
example is part-of-speech tagging, where one pair (xi, yi) might consist
of the input sequence xi = 〈do you want water〉 and the output sequence
yi = 〈verb pronoun verb noun〉. There are several ways to obtain a sequence
classifier from a sequence tagger. Chapter 8 employs sequence classification
based on sequence tagging to recognize fraudulent playing behavior in game
video streams.
Definition 2. (Sequential supervised learning). Given a finite set of training
examples of the form D = {(xi, yi)}ni=1, where each xi = 〈xi,j〉mj=1 is a
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Figure 2.2: Graphical representation of linear-chain CRF.
sequence ∈ ⊗X of elements in the input space X and each yi = 〈yi,j〉mj=1
is the corresponding sequence ∈ ⊗Y of elements in the output space Y, find a
function h¯ : ⊗X → ⊗Y with low approximation error Err(h¯) on the training
data as well as on unseen examples.
Conditional Random Fields. CRFs are popular representations for sequential
supervised learning [Lafferty et al., 2001]. They are undirected graphical models
that encode a conditional probability distribution using a given set of features.
As a special case, consider a linear-chain CRF, where x = 〈x1 . . . xm〉 = 〈xi〉mi=1
and y = 〈y1 . . . ym〉 = 〈yi〉mi=1, so that y is a labeling of an observed sequence
x. Then, CRFs define the conditional probability of a state sequence given the
observed sequence as
P (y|x) = Z(x)−1 exp
∑m
t=1
Ψt(yt, x) + Ψt−1,t(yt−1, yt, x)
where Ψt(yt, x) and Ψt−1,t(yt−1, yt, x) are potential functions and Z(x) is a
normalization factor over all state sequences y ∈ Y. A potential function is
a real-valued function that captures the degree to which the assignment yt
to the output variable fits the transition from yt−1 and x. Due to the global
normalization by Z(x), each potential has an influence on the overall probability.
To apply CRFs to sequential supervised learning problems, one must choose a
representation for the potentials. Typically, it is assumed that the potentials
factorize according to a set of features {fk}, which are given and fixed, so that
Ψ(yt, x) =
∑
αkgk(yt, x) and Ψ(yt−1, yt, x) =
∑
βkfk(yt−1, yt, X) respectively.
The model parameters are now a set of real-valued weights αk, βk, one weight
for each feature. In linear-chain CRFs, a first-order Markov assumption is made
on the random variables. A graphical model for this is shown in Figure 2.2. In
this case, there are features for each label transition. Feature functions can
be arbitrary such as a binary test that has value 1 if and only if yt−1 has the
correct label. As one can see, every output node depends on the complete input.
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Figure 2.3: How would you characterize this train? A possible way is by “every
second car that is not an engine and has the shame shape as its cargo”. This
rule can distinguish this train from others that do not have similar structure
and properties.
N-grams. Propositional n-grams [Manning and Schütze, 1999] estimate the
probability of a sequence x = 〈xi〉mi=1 as smoothed Markov chains, a finite
mixture of Markov distributions of different orders. A Markov chain of order n
estimates the probability of x as follows
Pn(x) =
m∏
i=1
Pn
(
xi|xi−n . . . xi−1
)
=
m∏
i=1
C(xi−n . . . xi)
C(xi−n . . . xi−1)
(2.9)
where the conditional probabilities are estimated from a set D of training
sequences using ‘gram’ counts: C(x1 . . . xk) is the number of times 〈x1 . . . xk〉
appeared as a subsequence in any x ∈ D. To avoid overfitting of the model for
a large gram order n, models of different orders can be combined. Consequently,
the conditional probabilities are then defined as
Pn(xi|xi−n . . . xi−1) =
n∑
k=1
αkPk
(
xi|xi−k . . . xi−1
)
(2.10)
where α1, . . . , αn are positive weights with
∑n
k=1 αk = 1 and Pk is the
conditional distribution defined by a k-order gram. N-grams estimate a model
P (x) for each class label y. At prediction time the model is used to calculate
the posterior probability P (y|x) ∝ P (y) · P (x|y).
2.1.2 Relational Data Representations and Learning
The machine learning concepts described above are based on traditional
propositional representations that work with fixed feature vectors or attribute-
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value representations. However, consider the train in Figure 2.31. It is a
structured object consisting of a sequence of cars, each of different shapes
and sizes and containing differently shaped cargos. Each car, depending on
the shape and size, can have different number of wheels. Such an instance is
best described in terms of its constituent objects, their properties and their
dependencies. Relational representations represent a variable number of entities
and relationships amongst them. In fact, the real world has the form of complex
and structured data collections and is best represented in terms of relational
representations. Complex data representations include relational databases
and graphs. Graph structures are found whenever data consists of individual
entities connected by links. A real-world graph example of an indoor scene from
Chapter 5 is given in Figure 2.4. Using relational representations more general
structures such as hypergraphs can also easily be represented.
The main idea behind relational representations is to organize data in relations,
that is, sets of tuples. There are two major formalisms: the entity-relationship
(E/R) model from databases and first-order logic. When derived from first-order
logic, relational representations are called logical representations. There is a
straightforward mapping from the E/R models used in relational databases
to first-order logic [Das, 1992], meaning that any relational database can be
converted to a logical representation. They are both used throughout this thesis,
therefore we review and exemplify their key elements.
E/R model
The classic entity/relationship (E/R) data model [Garcia-Molina et al., 2008]
used in database theory is represented graphically as an entity-relationship
(E/R) diagram using three principal element types: entity sets, attributes and
relationships.
An entity is an abstract object of some sort and a collection of similar entities
forms an entity set. An entity resembles an “object”, which is a static concept
involving structure of the data.
Example 3. (Relational train example). Let us consider the train example in
Figure 2.3. We can build a train database were the entities are cars, parts of
cars (e.g., wheels, windows) and cargos.
Relationships are connections among two or more entity sets. For instance in
the train example a contain relationship between the cars and the cargos is
possible. Entity sets and relationships can have associated attributes, which are
1This example is based on [Michalski et al., 1986].
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Figure 2.4: (Partial) graph of a real-world dining room visual scene. Rectangles
are entities, diamonds are relationships among entities and they have properties.
properties of the entities in that set or of the relationships. Attributes are of
primitive types, such as categorical (or discrete), integer or real. For instance,
the entity car has an attribute indicating if the car is an engine or not and the
shape of the car.
An E/R diagram is a graph representing entity sets, attributes and relationships.
Elements of each of these are represented by nodes of the graph, as follows:
entities are represented by rectangles, attributes by ovals and relationships by
diamonds. Edges connect an entity set to its attributes and a relationship to the
entity sets it links. Figure 2.5 illustrates an E/R diagram that represents our
train database example. E/R diagrams are a notation for describing schemas
of databases or a visual interpretation of the database. When the diagram is
grounded with particular data we obtain an “instance” of the database. The
E/R diagram lists as entities car with properties id (the identifier of the car),
ctype (the type of the car, i.e., engine or not) and shape (the shape of the car),
cargo with properties id (identifier of the cargo) and shape (the shape of the
cargo), and carPart with properties id (the identifier of the part), ptype (the
type of the part, i.e., wheel, window, engine chimney) and fill (if the part
is black or white). Relationships involved in the E/R diagram are contains
between cargo and car entities, attached between part and car entities and
linked (behind) between two cargo entities.
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Figure 2.5: E/R diagram for the train domain example.
Logic
An atom is an expression of the form p(t1, . . . , tk) where p/k is a predicate
symbol of arity k and ti are terms. Terms are either constants, variables or
other structured terms of the form f(t1, . . . , tk) (or functors)2. Constants are
denoted in lower case and variables in upper case. Ground expressions do not
contain variables. Terms are arguments of atoms. Ground terms represent
entity identifiers or properties. Ground atoms represent particular relations,
i.e., entities and/or relationships. Also, ground atoms possess truth-values, that
is they are either true or false. When ground atoms are true they are also called
facts. Negated atoms have the form not(p(t1, . . . , tk)). Using these notions we
can now define a clause q as an expression of the from h1; . . . ;hn ← b1, . . . , bm,
where hi and bj are logical atoms. The arrow means implication (if). The
right side of the arrow, denoted body(q), is the body of the clause and it is a
conjunction of atoms. The left side, denoted head(q), is the head of the rule
and it is a disjunction of atoms. Furthermore, all variables are universally
quantified.
Example 4. The rule
engine(X); cargoCar(X)← car(X)
specifies that for all X, when X is a car, X is an engine or a cargo car.
From this general definition, we can obtain particular cases of definite clauses
or facts if n = 1, and n = 1 and m = 0, respectively. In the logic formalism the
same database specified with the E/R diagram consists of a set of clauses which
specify that all the clauses are true. In our train example we use the predicate
symbols car/3, cargo/2, part/3, contains/2, attached/2, linked/2, while
rectangle, circle, triangle are constants. A predicate which does not contain
2In practice, we use a functor-free language.
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any variables is, for example, car(2, cargo_car, rectangle). A substitution θ =
{V1/t1, . . . , Vk/tk} is an assignment of terms t1, . . . , tk to the variables V1, . . . , Vk.
We obtain an instantiated formula, denoted qθ, if all variables in q are replaced
by the terms in θ.
An important feature of learning in logic-based representations is the possibility
to employ background knowledge. Background knowledge is any form of prior
knowledge relevant for the problem at hand which is assumed to be correct a
priori. In our train example it can be the fact that any two consecutive cars in
a train are connected. Background knowledge is represented as a set of definite
clauses, and it is called also background theory.
The semantics of a database is strongly linked with the concept of interpretation.
An interpretation of a domain of a set of clauses is an assignment that maps
constants onto the entities in the domain, predicates p/k onto k-ary relations
defined in the domain (or a set of k-tuples objects) and function symbols f/k
onto k-ary functions defined on the domain. It defines which of the possible
atomic statements are true in a given interpretation. Example 5 illustrates an
interpretation for the train example. More formally,
Definition 3. A (Herbrand) interpretation of a set of clauses is a set of
ground atoms over the set of predicate symbols, constant symbols, and functor
symbols that occur in the set of clauses considered.
Example 5. (Relational train example). An interpretation can be the following:
i = {car(1, engine, complex), car(2, ccar, rectangle), car(3, ccar, triangle),
car(4, ccar, hexagon), car(5, ccar, rectangle), cargo(6, circle), cargo(7, triangle),
cargo(8, triangle), cargo(9, rectangle), part(10, wheel, black),
part(11, wheel, black), . . . , part(20, wheel, black), part(21, window,white),
part(22, window,white), contains(2, 6), contains(3, 7), contains(4, 8),
contains(5, 9), attached(10, 1), attached(11, 1), . . . , attached(20, 5),
attached(21, 1), attached(22, 1), linked(1, 2), . . . , linked(4, 5).}
A (Herbrand) interpretation I is a model of a clause q if and only if for all
substitutions θ such that body(q)θ ⊂ I is true, it is also true that head(q)θ ⊂ I.
I is a model of a set of clauses if it is a model of all clauses in the set.
Relational Learning and Generality
As for propositional data, different supervised machine learning methods can be
considered for relational data. Examples of relational tasks include classifying
entire graphs (e.g., visual scenes), or individual nodes within a graph (e.g.,
objects in a scene). Chapters 4 and 5 contain concrete examples of such
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prediction problems. From a logical perspective prediction tasks are similar
in the sense that they all involve graph nodes that correspond to tuples of
the form p(t1, . . . , tk). When learning from relational data one possible setting
is that of learning from interpretations. In this case, examples are complete
interpretations and provide, in this setting, more information than when learning
from single clauses (or facts) as examples3.
Definition 4. (Learning from interpretations). Given a background theory B,
a set of training examples D in the form of interpretations, a set of clauses
H that specifies the clauses that are allowed in hypotheses, find a hypothesis
h ∈ H such that h covers all positive training examples in D and maximizes a
score function s(D,h,B) specifying the quality of h w.r.t. the data D and the
background theory. The hypothesis h covers a training example e if e is a model
of B ∪ h.
Relational learning is based on the idea of generality , defined as follows
Definition 5. (Generality). Let h1, h2 ∈ H. Hypothesis h1 is more general
than hypothesis h2 (h1  h2) if and only if all examples covered by h2 are also
covered by h1.
There are several frameworks used for generalization. One of them is Θ −
subsumption with subsumption at the level of logical atoms. Clause q1 Θ −
subsumes clause q2 if and only if ∃ a substitution θ such that q1θ ⊆ q2. In this
case, q1 is more general than q2. Example 6 shows two cases of Θ-subsumption.
In the second example a longer clause can subsume a shorter clause, a difficulty
which one may want to avoid. This occurs when there exist substitutions θ for
which several literals in the longer clause collapse into one.
Example 6. The clause c1 = q(a) ← p(a), r(a) is Θ-subsumed by the clause
c2 = q(X)← p(X), r(X) with substitution θ = {X/a}.
The clause c1 is also Θ-subsumed by the clause c3 = q(X)← p(X), p(Y), r(X) with
substitution θ = {X/a, Y/a}. In this case, the literals p(X) and p(Y) collapse,
after the substitution, into p(a).
A variant of Θ-subsumption is the object identity (OI) subsumption. It prevents
collapsing literals because it does not allow to substitute two different terms
with the same variable or the same term with two different variables. In other
words, it requires that all terms in the same clause are different. More formally,
clause q1 OI − subsumes clause q2 if and only if there is a substitution θ
such that completed(q1)θ ⊆ completed(q2), where completed(q) = q ∪ {ti 6=
tj |ti and tj are two distinct terms in q}.
3This second setting is called learning from entailment.
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Example 7. Given the clause c3 = q(X) ← p(X), p(Y), r(X), completed(c3) is
q(X)← p(X), p(Y), r(X), X 6= Y.
The clause c1 = q(a)← p(a), r(a) is both Θ-subsumed and OI-subsumed by the
clause c2 = q(X)← p(X), r(X) with substitution θ = {X/a}. However, c1 is not
OI-subsumed by c3 due to the constraint X 6= Y in completed(c3).
Based on the idea of generality and generalization operations we can define
two concepts that are useful for learning in general, and in our case to explain
the notion of relational distance. The minimally general generalization of two
hypotheses h1 and h2 is defined as mgg(h1, h2) = min{h ∈ H|h  h1 and h 
h2}, where  indicates generality up to equivalence. The mgg is unique if
calculated in the Θ-subsumption framework. In this case the mgg is called least
general generalization and denoted lgg. The mgg represents computing the lgg
under OI-subsumption [Khoshafian and Copeland, 1986,Semeraro et al., 1996]
and it may not be unique. Illustrations of mggs under OI-subsumption and
Θ-subsumption are shown in Example 8.
Example 8. Let h1 : q(e)← p(a), r(a) and h2 : q(f)← p(b), r(c).
Under Θ-subsumption there is one mgg:
mggΘ = {q(Z)← p(X), r(Y)} with θ1 = {X/a, Y/a, Z/e}, θ2 = {X/b, Y/c, Z/f}.
Under OI-subsumption there are two possible mggs:
mgg0OI = {q(Y)← p(X)} with θ01 = {X/a, Y/e}, θ02 = {X/b, Y/f}
mgg1OI = {q(Y)← r(X)} with θ11 = {X/a, Y/e}, θ12 = {X/c, Y/f}.
2.1.3 Statistical Relational Learning and Reasoning
In real-world domains, systems need to handle both inherent uncertainty
and relational structure. Consider the train example, which assumes perfect
shapes. Real-world shapes, however, are much noisier. In turn, by restricting
their attention to simple attribute-value representations, propositional machine
learning approaches ignore much of the relational complexity of the real world.
Statistical machine learning easily handles uncertainty, while inductive logic
programming and related techniques address learning in relational domains.
Statistical relational learning combines these two directions of research into
techniques that perform statistical learning as well as reasoning in relational
domains.
The integration of statistical and relational learning/reasoning is approached
from different directions in this thesis. One perspective is to start from statistical
techniques and extend them to relational data representations. This perspective
is implemented by structured SVMs and kernels for graphs, kNN with relational
distances and graphical models lifted to logical representations. The other
32 PRELIMINARIES
perspective is to start from relational learning techniques and extend them
with probabilities. It includes probabilistic extensions of logic languages. One
probabilistic logic is Causal Probabilistic (CP) Logic (orCP-logic) [Vennekens
et al., 2009]. These techniques are used throughout this thesis and we briefly
introduce them here, with more explanations in their respective chapters.
Relational Distances. There are a wide range of possible distance measures
and metrics for structured data, either based on decomposition or based
on generalization. In this thesis we consider a relational distance based on
generalization which tries to find a common part among two interpretations. The
distance, introduced in Chapter 4, is based on a generalized metric result [De
Raedt and Ramon, 2009] which is very useful to construct relational distance
functions and which we briefly introduce. The main idea is that one can build a
metric based on the notion of mgg introduced in Section 2.1.2 for any partially
ordered hypothesis space H under some mild assumptions. More precisely
Definition 6. (Generalization metric). Assuming a partially generality order
on a hypothesis space H, an anti-monotonic and strict order preserving size
function |.| and a defined minimally general generalization mgg of two hypotheses
h and h′ (yielding at least one element), then the function
d(h, h′) = |h|+ |h′| − 2 · |mgg(h, h′)|,∀h, h′ ∈ H (2.11)
is a distance metric.
The result allows to derive distance metrics for different types of instances,
including hypergraphs, and therefore can be used to compute distances between
interpretations. For example, one can choose a graph isomorphism as a partially
ordered generality relation which induces a generality order on graphs, where
the size function can be the number of vertices [Bunke and Shearer, 1998]. In
this case the mgg corresponds to the maximal common subgraph. Computing
the distance between graphs g1 and g2 is equivalent to calculating the distance
between their corresponding interpretations i1 and i2 using mgg(i1, i2).
The lgg could also be used to find a common part between interpretations
(resp. graphs). However, it allows for different variables in the lgg to unify.
This collapse of literals into one would violate the strictly ordering preserving
condition for the size function. The mgg on the other hand is not unique (we
can find multiple common parts) and is the result of exact structure matching,
i.e., each constant in an interpretation (resp. each node in a graph) must be
matched against a different constant (resp. node) in the other. Exact structure
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matching makes also more sense in computer vision problems, since we want to
find specific structures and do not want for example to collapse two objects in
a scene into one.
Kernels for Structured Data. It addresses the setting in which the input
instances to the kernel function are rich compositions, that is, they can be
interpretations or graphs. Kernels for structured data can be constructed
starting from the decomposition kernel paradigm [Haussler, 1999] based on parts
and decomposition relations. If x ∈ X is a structured instance, such that it can
be decomposed into parts (x1, . . . , xP ), and there is a decomposition relation
R(x, x1, . . . , xP ) such that xi are parts that belong to x, the decomposition
kernel κ(x, x′) is:
κ(x, x′) =
∑
xi ∈ R−1(x)
x′j ∈ R−1(x′)
κp(xi, x′j) (2.12)
where R−1(x) returns the parts of x, that is R−1(x) = {(x1, . . . , xP ) :
R(x, x1, . . . , xP )} and κp denotes a kernel on parts. For kernels on vectors,
parts are attributes of the vector, while in the case of graphs parts may be
paths in the graph, subgraphs [Gärtner et al., 2004] or pairs of subgraphs [Costa
and De Grave, 2010]. Kernels for structured data are conveniently defined to
calculate explicit feature mappings φ(x) from interpretations to attribute-value
vectors. Computing a direct mapping offers advantages when dealing with
large scale learning problems (with many interpretations) and structured output
tasks (exponentially many possible predictions), as one can directly control the
complexity of the extracted features.
CP-logic. Similar to other probabilistic logics, CP-logic aims to evaluate a
target distribution P (x|e), where x is a query involving random variables and
e is the evidence. In a relational setting, random variables often correspond
to ground atoms, such that P (x|e) defines a distribution over truth value
assignments. A CP-theory is a set of CP-events or rules of the following form:
(α1 :: h1;α2 :: h2; . . . ;αn :: hn)← b1, . . . , bm
where αi are causal probabilities, αi ∈ [0, 1],
∑n
i=1 αi ≤ 1. In this case the head
of the rule is a set of pairs (αi : hi). We also refer to the hi as consequences,
and to the bi as conditions. Each rule may have several possible consequences
34 PRELIMINARIES
in its head, and each consequence hi has a causal probability αi assigned to
it. If the body of the rule is true, then the rule makes at most one of these
consequences true. The probability that the rule causes hi to be true is αi.
Thus, the probability should be interpreted as: if the body is true, then it causes
the consequence to become true with a causal probability. In any CP-rule, the
sum of the possible outcomes can be at most 1. If the sum is less than 1, there
is a non-zero probability that nothing happens.
Example 9. (Meal cooking). Let us consider the scenario in which a robot
may prepare a dish and it chooses to use pasta or rice. This can be written in
CP-logic as
0.6 :: makes(dish).
0.5 :: used(rice); 0.5 :: used(pasta)← makes(dish).
A random variable in this case is the atom used(rice). The rules express that
the robot may cook a main dish with probability 0.6 and if it does it can be pasta
or rice, each with 50% chance. The fact that the robot makes a dish causes the
existence of a pasta meal or a rice meal, but not both. We can extend the model
with another type of meal. For example, the robot may make also a soup and
we assume that it could make both meals. If it makes a soup, then it may use
either rice or vermicelli, but not both.
0.3 :: makes(soup).
0.3 :: used(rice); 0.7 :: used(vermicelli)← makes(soup).
This results in several rules in the CP-theory that may lead to a same
consequence: if the robot makes both a main dish and a soup it is possible
that it uses rice in both.
The aim of CP-logic is to offer a formal language to model causal knowledge. It
incorporates dynamic concepts, such as events and processes. The fundamental
kind of information is why events occur and what are the effects of events. It
is part of the semantics of CP-logic that each rule independently of all other
rules makes one of its head atoms true when triggered. CP-logic is therefore
particularly suitable for describing models that contain a number of independent
stochastic events or causal processes.
The interpretation of the probability in the head is different from the conditional
probability that the head is true given the body. It reflects the probability that
the body causes the head to become true. Among the two, the former is local
knowledge: an expert can estimate the probability that makes(soup) causes
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used(rice) without considering any other possible causes for used(rice). To
infer P (used(rice)|makes(soup)), we need global knowledge: we need to know
all possible causes for used(rice), the probability of them occurring, and how
they interact with makes(soup). More explanations on the meaning of CP-logic
with examples for robot grasping are given in Chapter 6.
Example 10. (Meal cooking).
It may be tempting to interpret P (used(rice)|makes(soup)) = 0.3, however the
conditional probability that rice is used, given that a soup is made, is higher
because there is a second possible cause for using rice, that of cooking a main
dish. Thus, P (used(rice)|makes(soup)) = 0.3 + 0.7 · 0.6 · 0.5 = 0.51. The rice
is used for the soup with probability 0.3, but there is also a probability 1− 0.3
that the soup is not made. In this case, it is possible that a main dish is cooked
with probability 0.6 and rice is used for it with 0.5 probability.
There are several queries that we can ask the CP-theory. For example, the
probability that pasta is used: P (used(pasta)) = 0.6 · 0.5 = 0.3. Pasta can
be used with probability 0.5 only when a main dish is cooked, thus, with
probability 0.6. Similarly, we can calculate the probability of vermicelli being
used: P (used(vermicelli)) = 0.7 · 0.3 = 0.21. The probability that rice is
used is triggered by two rules and is calculated using the noisy-or formula:
P (used(rice)) = 1 − (1 − 0.5 · P (makes(dish)) · (1 − 0.3 · P (makes(soup)) =
1− (1− 0.5 · 0.6) · (1− 0.3 · 0.3) = 0.363.
2.2 Background: Visual Recognition and Robot
Grasping
This section briefly explains the context of this thesis and gives some notes
on the terminology from the application point of view. For more detailed
explanations please see [Sahbani et al., 2012] for robot grasping and [Tuytelaars
and Mikolajczyk, 2007,Szeliski, 2010] for computer vision notions. The goal of
this section is not to give a exhaustive explanation of all existing interest point
detectors, descriptors or recognition methods, but to help later explanations on
visual primitives or baselines used.
2.2.1 Local Features, Points and Regions of Interest
Local feature points, also denoted local features or image patches, are the basic
concept of many advances in computer vision applications. A local feature is
an image pattern which differs from its immediate neighborhood, which means
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that it is often caused by significant local change(s) of image properties. Local
features can be very broadly divided into two different types of representations:
interest points and dense sampling.
Dense sampling is performed on a regular grid and results in a good coverage
of the image with a constant amount of features per image area. Each sample
is associated to a local feature. Different from densely sampled points, interest
points correspond to a well-defined and reproducible concept across different
images. Usually, all interest points are characterized by some implicit spatial
extent beyond the point location itself. When the interest point needs to be
described by a local neighborhood of pixels in order to be used for further
processing, it becomes a region of interest. Thus, interest point detectors
focus on ‘interesting’ regions, which are typically regions with high information
content, that can be localized precisely. They are also often called feature
detectors. Figure 2.6 exemplifies the types of local features.
The number of interest points extracted from an image varies depending on
the image content. Interest points have proved useful when the goal is to
find correspondences between object categories or between scenes categories.
Furthermore, there are interest points that are invariant to scale, rotation and
affine transformations. Examples of interest points detectors include geometric
primitives detectors (e.g., edges, curvatures), gradient-based detectors (e.g.,
Harris corner detector, SIFT) and intensity-based detectors.
k Adjacent Segments
An interest point detector that we employ in this work is k adjacent segments
(or kAS) [Ferrari et al., 2008]. kAS are contour-based local features that group
adjacent (or connected), approximately straight contour segments. The segments
in a kAS form a path of length k through a network of contour segments that
covers the image. Two segments are connected if they are adjacent on the same
contour or if one segment is at the end of another contour and directed towards
the other segment. The larger the number of k, the more complex the local
feature. We obtain for k = 1 just edges, for k = 2 ‘L’-like shapes (or corners)
and, for k = 3, shapes such as ‘Z’ and ‘F’. Except being interest points, one can
extract feature descriptors using the contour network. Figure 2.6(b) shows 2AS
interest point detections on a street view image.
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(a) Dense sampling on a regular grid using a sampling step of 50 pixels.
(b) Interest point detection using 2AS. The circles mark corners and
the colored dots contours found in the image.
(c) Interest points characterized by SIFT descriptors calculated in
their neighborhoods (regions of interest) using 4x4 grids. The interest
points are obtained using differences of gradients.
Figure 2.6: Examples of dense sampling, interest points and regions of interest
on a house facade image.
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2.2.2 Feature Descriptors
After detecting interest points, in order to be compared for recognition, they
are characterized by feature descriptors. Feature descriptors are obtained by
extracting a numerical vector that characterizes locally the image patch around
the interest point. There exist a large number of descriptors which emphasize
different image properties, depending on the task at hand [Mikolajczyk and
Schmid, 2005]. Many of them are based on histograms of certain (mostly
geometric) properties in the smoothed patch. There is a plethora of local
feature descriptors. Some examples of 2D local feature descriptors include
shape context [Belongie et al., 2002], SIFT [Lowe, 2004] (see Figure 2.6(c)),
SURF [Bay et al., 2006], HOG [Dalal and Triggs, 2005]. Local descriptors
developed for 3D images include 3D SURF, 3D shape context and point feature
histogram [Rusu et al., 2009].
We further note down the difference between local and global descriptors. While
local descriptors are calculated locally on an image region and summarize local
(geometric) changes, global descriptors consist of feature vectors describing
the image content. Examples of global feature descriptors are Gist [Oliva
and Torralba, 2001] and color histograms, among others. Because of the
difference in semantic content between object and scene recognition, the results
obtained with local descriptors is often quite different from those obtained
with global descriptors for the same task. Exceptions are, for example, bags of
words and spatial pyramids which are very popular in both object and scene
recognition [Fei-Fei and Perona, 2005,Grauman and Darrell, 2005, Lazebnik
et al., 2006,Pandey and Lazebnik, 2011]. We present in more detail some of the
descriptors employed in our work.
(a) (b)
Figure 2.7: Illustration of the HOG descriptor (a) and PFH computation [Rusu
and Cousins, 2011] (b).
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Point Feature Histograms
The point feature histogram (or PFH) encodes the statistics of the shape of a
depth image (or point cloud) by accumulating the geometric relations between
all the point pairs. Given a pair of points in the neighborhood and their normals
(see Figure 2.7(b)), the PFH accumulates the four dimensional histogram of:
the cosine of the angle α, the cosine of the angle φ, the angle θ and the distance
between the points. The PFH parameters are the dimensions considered to
compute the histogram and the number of bins for each dimension.
Histogram of oriented gradients
The histogram of oriented gradients (or HOG) is computed from a set of
gradient orientations extracted on a dense grid in the image patch. It is a
regional descriptor composed of a set of small local histograms of gradient
orientations computed on the grid. The main idea of HOG is that local
appearance and shape can often be characterized by the distribution of local
intensity gradients. Figure 2.7(a) shows gradient orientation histograms for
the window corner image patch. A histogram is computed for each cell in the
grid and is plotted as a rose. The HOG operator also includes a dependency
on image location of the local histograms. Although not rotationally invariant
(as SIFT), it is normalized with respect to image contrast and, therefore, its
biggest advantage is that it is robust to changes in brightness. The parameters
of the HOG are the grid size and the number of orientation bins.
The Gist Descriptor
The Gist encodes the “shape of a scene” as a unitary object. It is a holistic
modeling of a scene that encodes a set of perceptual dimensions such as
naturalness, openness, roughness, expansion, ruggedness, which, together,
represent the dominant spatial structure of a scene. The Gist descriptor
estimates these properties using spectral and coarsely localized information.
This is extracted by means of discrete Fourier transforms which capture both
the unlocalized spectral information and its spatial distribution. Thus, the
Gist encodes the global configuration of the image, ignoring most of the details
and semantic object information. The descriptor showed good results for scene
classification, when combined with color information [Quattoni and Torralba,
2009]. Figure 2.8 shows the visualization of the gist descriptor characterizing a
bar scene.
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Figure 2.8: The Gist descriptor of a bar scene.
Bag of Words and Spatial Pyramids
The bag of words (or BoW), also denoted bag of features, is an image
representation method that includes the following steps: feature detection,
feature description and codebook generation. Feature descriptors characterize
interest points and they are further used to obtain the codewords, which
are representatives of several similar patches, characterized by similar feature
descriptors. The dictionary of codewords is obtained by clustering all descriptor
vectors. Codewords are then defined as the centers of the learned clusters. It
follows that each patch in the image can be mapped to a certain codeword
through the clustering process. As a result, the image can be represented
by a histogram of codewords. Starting from the histogram, one can learn a
BoW model (e.g., a discriminative kernel-based classifier) which can be further
employed for recognition. A limitation of BoW is that it completely ignores
spatial information. Several methods were proposed to upgrade the BoW
representation in this direction.
A popular one, which we also use in this work, is spatial pyramids (or SPs)
[Lazebnik et al., 2006]. They partition the image into increasingly fine sub-
regions and then concatenate histograms of codewords (or features) found
inside each sub-region. The sub-regions are obtained using a three-level grid of
granularity. The first level is the image itself (thus, the BoW histogram), the
second level is a 2x2 grid and the third level is a 4x4 grid. A histogram of words
is computed in each block of the grid (or sub-region) and then concatenated
into one feature descriptor. Figure 2.9 is a schematic illustration4 of the spatial
pyramid representation for an image.
4This is for demonstration purposes only, and it is not an exact calculation of the feature
descriptors for the exemplified image.
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level 1 (BoW) level 2 level 3
Figure 2.9: An illustration of the BoW and the spatial pyramid representations.
2.2.3 Object Recognition and Scene Understanding
Scene understanding, also named image understanding, as introduced in
Chapter 1, is a complex problem which establishes correspondences between an
image and a symbolic knowledge base. It covers the task of object recognition
via the notion of context in which objects occur. In many circumstances, object
recognition heavily depends on the surrounding objects and scene elements.
From this point of view we can distinguish three broad axes of methods that
attempt to solve scene understanding problems, which build on concepts that
use simpler or more complex information in the image. Methods that consider
objects in isolation and do not explicitly consider their structure are denoted as
appearance methods. These are based on low and mid-level features, such as the
ones introduced in the previous subsections. Appearance-based methods ignore
the geometric and structural information about the key parts in the image,
and usually fail when faced with variable part configurations and occlusion.
Contextual methods make use of contextual information outside the object itself
(objects are not treated in isolation), however, they do not necessarily consider a
structural representation of the problem. Finally, structural methods represent
visual information in a structural form (e.g., by employing graphical models,
grammars).
This view is also related to the learning method employed. For appearance-
based methods it is more likely that discriminative, and thus, propositional
statistical learning techniques are employed (e.g., template matching, boosting,
SVMs). Structural methods are often employed with generative learning, and
thus, graphical models and grammars (e.g., fixed compositional structures
[Felzenszwalb et al., 2010], constellation models [Fergus et al., 2007]). Contextual
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methods are distributed among the two main learning techniques and, in this
case, the difference comes more from the use of spatial information and the
co-occurrence of other elements in the image.
Appearance-based techniques include template matching, which we use as a
baseline in our work. The basic idea of template matching is to use a convolution
mask (or template), adjusted to a specific feature of the search image, which we
want to detect. On a test image, the convolution output will be highest at places
where the image structure matches the mask structure. To be able to somewhat
deal with inter-class variations, in practice, a deformable template is used
[Torralba et al., 2004]. Part-based models are examples of structural approaches
that recognize an object by finding its constituent parts and measuring their
geometric relationships. They can have different topologies for the geometric
connections and more complex hierarchical part-based models can be derived
towards a grammar [Girshick et al., 2011]. We will give a more detailed overview
of the related work in the next chapter, where we present historical insights and
latest structured approaches to scene understanding.
2.2.4 Robot Grasping
Given an object, the goal of robot grasping is to find a grasp hypothesis, or a
relationship between an object and a robot hand/gripper, that allows for some
subsequent manipulation of the object. Robot grasping includes several steps.
A first step is to perform a reconstruction of the environment and to segment
and recognize the object. Once the object is detected and segmented, the robot
needs to estimate its pose (position and orientation) in order to proceed to the
grasping strategy step. Often, before the approach strategy is planned – that
is the arm motion and hand configuration are planned for grasping, there is
a pre-grasp step for object adjustment [Kappler et al., 2010]. Such pre-grasp
decisions or manipulation actions bring objects into better configurations for
grasping. Examples of pre-grasp decisions are object rotation, object sliding
or, if the object is not within (the best) reach, arm moving to detect the best
pre-grasp pose, while avoiding obstacles. The final step is grasp execution:
placing the fingers on the object and making sure that the goal was achieved.
The role of a grasping strategy (or grasp synthesis/hypothesis) is to find a grasp
configuration that satisfies a set of criteria which are relevant to accomplish
a grasping task. This implies achieving grasp stability, task compatibility,
adaptability to novel objects and other grasping constraints. Figure 2.10 shows
the four main sources of influence on a grasp hypothesis selection that a grasping
strategy must consider: gripper parameters, object properties, environment
constraints and task constraints. Also, because of the variety of object shapes
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Figure 2.10: Strategy of grasp selection.
and sizes, a grasping strategy should be good enough and prepared to grasp novel
objects. Thus, selecting a suitable grasp among the infinite set of candidates is
a challenging problem in robotics.
A first important role in grasping is played by the gripper. The function of a
gripper is to grasp objects and possibly manipulate them with its fingers. During
task execution, the grasping fingers must be controlled such that the grasp
is characterized by dexterity, stability and dynamic behavior. This requires
methods of computing the gripper parameters, such as position, orientation
and forces of fingertips and joints. Grasping stability often relies on the local
geometry and on the limitations in the contact force transmissions. A grasp is
stable if a small disturbance, on the object position or finger force, generates a
restoring wrench that tends to bring the system back to its original configuration.
All these aspects imply a large number of parameters. A big challenge is finding
ways to map the parameters to simple and general representations, such that
searching for good grasps is fast.
Another important role for a successful grasp is played by the object and
its properties. Grasping approaches can be divided based on whether they
address grasps for known or unknown objects. In the case of known objects,
most approaches are analytical and based on object recognition and pose
estimation [Zhu and Ding, 2004,Prats et al., 2007]. They determine the contact
locations on the object and the hand configuration that satisfy task requirements
through kinematic and dynamic formulations. Grasp synthesis is then usually
formulated as a constrained optimization problem over criteria that measure
gripper parameters. In this case, a grasp is typically defined by the grasp
map that transforms the forces exerted at a set of contact points to the object.
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Analytical approaches are good to find stable, but not task-oriented grasps.
Task-oriented analytical approaches suffer from computational complexity as
they fail to find a general mathematical formulation compatible with different
tasks.
In the case of unknown objects, most approaches are empirical and based on
learning methods [El-Khoury and Sahbani, 2010,Lenz et al., 2013,Song et al.,
2010]. They rely on sampling grasp hypotheses for an object and are further
divided into: techniques centered on the observation of a human performing
the grasp and those focused on the properties of the grasped object. In the
first case, a robotic system observes a teacher performing a task and it tries
then to reproduce the same grasps. Such techniques are known as learning
from demonstration or human centered [Kjellström et al., 2008]. They overcome
the difficulty of analytical approaches by learning the task. However, these
systems are not fully autonomous when they face new objects or new tasks. To
overcome this problem, object centered methods [Saxena et al., 2008b] learn
grasp - object feature mappings. They are capable of generalizing to new objects
as they are more adaptable via learning. They learn to find good grasping
poses or to associate object local features to different hand parameters. Their
drawback is, however, that they generate too many possible grasping hypotheses.
Therefore, finding a task-compatible grasp for a new object is still an open
challenge. In Chapter 6 we propose a new solution for task-dependent robot
grasping based on probabilistic logical reasoning. In addition, we propose a
new SRL approach to pre-grasp position recognition which can generalize to
different object categories, based on contextual object shape.
Part I
Relational Scene
Understanding
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Chapter 3
History of Relational
Representations in Visual
Recognition
This chapter provides insights in the history of syntactic, relational and statistical
pattern recognition for visual recognition problems. The goal is to review the use
of high-level relational representations for visual recognition built on symbolic
descriptions of the image content and point out ideas that were central in
knowledge-based early vision work. We emphasize intuitions that have been
forgotten or are not enough appreciated by the vision community today. For
reference, we rely on four ingredients: data, representation, learning and world
knowledge. Critical for modern computer vision and visual recognition solutions,
they are also dependent on each other and interrelated. With this in mind, we
structure this chapter along three, roughly delimitated periods.
The first period is that of syntactic pattern recognition (Section 3.1). It marked
the early vision era between 1960s and 1980s. A pattern is a quantitative or
structural description of a concept or some entity of interest. While decision-
theoretic pattern recognition is based on decision functions and is suitable for
applications where patterns can be meaningfully represented in vector form,
syntactic pattern recognition has structure-handling capability and is suitable for
domains where structure plays an important role, e.g., scene analysis [González
and Thomason, 1978]. Following the idea of decomposition of patterns into
subpatterns and/or primitives, early visual syntactic pattern recognition was
concerned with reasoning about scenes and finding the most likely object
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interpretation for regions in an image. In this period, the recognition problem
was dominated by the discovery of analytic and relational representations of
objects and often relied on geometric properties. The underlying motivation
of these descriptions was to perform recognition under partial occlusion, any
viewpoint and any condition of illumination.
Section 3.2 continues with take away messages and lessons learned from early
vision. It indicates why large scale visual recognition was (and still is) a hard
problem and why older ideas trying to incorporate symbolic and relational
knowledge were abandoned. The high-level vision progressed at that time
by often assuming (prematurely) that the low-level vision part was solved.
Insights that this assumption was flawed led to the second period, that of
statistical pattern recognition. Motivated to overcome the shortcomings of
low-level routines and encouraged by the strong launch of statistical machine
learning, computer vision moved firmly in 1990s towards statistical pattern
recognition. Since then and until today, low-level features have been a major
research thrust in the vision community.
Although there was a dominance of statistical or syntactic pattern recognition
for visual tasks in different time periods, recognition ideas were continually
re-visited, as computational power, feature construction, reasoning/learning
methods, and data availability advanced. The two areas pursued their goals
somewhat independently and in parallel and were not totally abandoned at any
point in time. For instance, in the early decades, ideas from signal processing,
such as autocorrelation, were exploited for character recognition. Similarly,
symbolic and relational representations re-appeared not long ago and revisiting
them is currently of growing interest. Section 3.3 covers the last period which is
marked by recent trends that combine statistical machine learning with symbolic
and relational world knowledge. We indicate what is different now and we
overview current SRL work in visual recognition.
In Section 3.4 we conclude with potential gains for the computer vision
community if SRL succeeds, by pointing out what it can add to solve current and
older problems. Along the exposure we point out what were the successes and
weaknesses of each approach, while focusing on the visual recognition problem.
We present the advances from the relational/structural representation point of
view. Other surveys on early vision work can be found in [Mundy, 2006,Nilsson,
2009], however they are less focused on relational representations.
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Figure 3.1: Blocks world scenes; (a) illustrates the blocks world in [Roberts,
1963] (photograph used with permission of Lawrence Roberts), while (b) shows
the representation scheme of vertices, regions and edges used by [Guzmán, 1968].
3.1 Back in History: Syntactic Pattern Recognition
The early goal of computer vision, started at MIT, was to develop a set of
routines based on formal logic and other mathematical tools that could analyse
a picture. It started with blocks world, a simplification of the world, where
objects were restricted to polyhedral shapes on a uniform background and in an
arbitrary spatial arrangement that could occlude each other. The goal was to
name shapes projected in 2D with symbols from a predefined vocabulary (see
Figure 3.1(a)).
The blocks world domain led to several early vision systems that used reasoning
to interpret visual scenes. The first system was that of Roberts [Roberts, 1963].
His recognition algorithm included a library of polyhedral parts that could be
assembled in different configurations to obtain composite structures. His idea
was that “objects could be constructed out of parts with which we are familiar.
That is, either the whole object is a transformation of a preconceived model, or
else it can be broken into parts that are known”. Roberts’ algorithm was based
on grouping heuristics modeling constraints of polyhedral scenes.
Early Image Description Languages Guzmán’s system SEE [Guzmán,
1968] continued the recognition work in the blocks-world domain. Its task was
to segment scenes into plausible three-dimensional constituents called “bodies”.
The input scene was represented in a symbolic format, in terms of straight lines,
plane surfaces (or regions) and vertices (line intersections), as Figure 3.1(b)
illustrates. The recognition problem was formulated using a figure description
language which could naturally represent configurations of regions and lines
together with their properties, symbolic relations, such as “strong” or “weak”,
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and composite relations, such as “nucleus” identifying a region or a set of nuclei.
The language was implemented in the Lisp language and the relations were
defined as background knowledge using rules. For example, the definition of
a “nucleus” was: “if two nuclei are connected by two or more links, they are
merged into a larger nucleus by concatenation”. SEE could solve quite complex
polyhedra configurations. However, there were many drawbacks of the system.
It was not able to identify shape symbols such as “cubes” or “houses”, leaving
this task to a higher-level module. Further, the experiments consisted in several
perfectly painted scenes or pictures of painted blocks. Thus, no noise and
shadows were considered and a few mistakes were enough to fool the program.
Similar local and global constraints for polyhedral scenes were exploited and
improved later [Huffman, 1971, Clowes, 1971,Waltz, 1975]. In these works,
the local constraints of vertices and edges were put in context and global
inconsistencies were checked to rule out multiple scene interpretations. The
blocks world domain dominated vision research for over a decade before it
was largely abandoned in favour of more realistic scenes. This did not imply,
however, that the problem of recognizing polyhedral objects and more complex
structures using polyhedra was completely solved, even when solutions assumed
other simplifications (e.g., that primitive lines were given). Several papers
continued working on syntactic pattern recognition for visual recognition until
late 1980s (e.g., [Ferraté et al., 1988]). Meanwhile, the community realised that
even if the proposed approaches solved the blocks world problem, they were not
likely to hold in real-world scenes. This interplay between formal theoretical
frameworks and the ability to apply them on complex real-world problems is
valid for computer vision research field even today.
Graphs A first step in moving away from the blocks world towards more
realistic domains was made by Guzmán. He extended the blocks world with
curved objects [Guzmán, 1971]. The central concept was that of “relation
models”. They represented a scene as a symbolic graph between regions (with
relations such as “next to” and “above” to name a few). In addition to the
relational aspect both local and global constraints were used. Thus, context
was considered an important element of the system. The relational models
had the form of “parsing trees” (see Figure 3.2(a)). However, besides the fact
that there was no implementation of the proposed approach, there were two
other main drawbacks. One was the perfectly assumed segmentation problem.
The other one was the assumption of ideal primitive lines which was too far
away from real-world applications. As a result, the move was made towards the
generalized cylinder domain, which extended the blocks world with composite
curved shapes [Nevatia and Binford, 1977].
Guzmán’s trees were not the only graph-based representation used in early vision.
Another representational scheme was “pictorial structures”. A pictorial structure
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was a reference model composed of a number of rigid components held together
by "springs" or linkages [Fischler and Elschlager, 1973]. The rigid piece could be
a small image patch or the entire reference image and corresponded to a single
coherent entity in the image. An example is illustrated in Figure 3.2(b). The
springs joining the components were serving as relative displacement constraints
among the rigid pieces with costs of the displacements. The springs costs
captured semantic information (which was application dependent) and syntactic
information (which consisted of the number of components, the embedding
metric, etc). The problem of matching a pictorial structure to an image was
defined as an energy function to be minimized in order to find the best match.
The cost of a particular configuration depended on how well each part matched
the image data at its location and how well the relative locations of the parts
agreed with the model. Some qualitative experiments on a variety of line type
drawings and grey-level images were presented in [Fischler and Elschlager, 1973].
Further, “aspect graphs” were also used as a representational strategy. The idea
behind aspect graphs is to represent a polyhedral shape using multiple related
2D views of the object. An aspect graph is a graph with a node for every aspect
(or object view). An aspect is the topological structure of the object from a
viewing direction. Graph edges connect adjacent aspects. They arise from
the topological structures of the views, i.e., transitions in the graph structure
relating surfaces and edges of the projected object. Figure 3.2(c) shows an
instance of an aspect graph extracted from two object views. Aspect graphs were
promoted by [Underwood and Coates, 1975] in the form of interpretation trees.
An interpretation tree consists of different object descriptions which can be
produced from the object views. The tree shows various ways in which the object
views can be matched to the previously generated description. An interpretation
tree in graphical form is shown in Figure 3.2(e). The correct description is the
one with the smallest matching error value. Aspect graphs were also extended
to generalized cylinders [Ponce and Kriegman, 1990]. They encountered major
difficulties later because of the graph size explosion due to scale transitions
that were relevant topologically, but unimportant from the recognition point
of view. Another characteristic of aspect graph-based approaches is that they
were model-based. Working top-down, they tried to fit relational models to
meaningful ungrouped features. Such works included recognition plans by [Goad,
1983] and interpretation trees by [Ikeuchi, 1987,Grimson and Lozano-Pérez,
1987]. Differently, in bottom-up approaches first low-level features are extracted
and then they are grouped according to defined patterns. However, given the
low-level vision performance at that time, bottom-up approaches showed little
stability and did not scale to complex textured objects.
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(a) Relational models in the form of pars-
ing trees by [Guzmán, 1971] (illustration
used with permission of Adolfo Guzmán).
(b) Pictorial structure representing
a face introduced by [Fischler
and Elschlager, 1973] (illustration
used with permission of Martin
Fischler).
1
2
3
5
1
2
3
4
16
15
14
11
12
13
4
5
9
6
8
7
10
2625
19
20
1817
17
16
22
23
24
19
29
20
26
21
4
20
183
18
17
6
5
5
1
4
1
2
3 2
8
9
1
10
11
13
12
29
15
14
16
3
2
8
1
5
4
3
2
4
9
1
7 14
15
16
10 11
12
13
5
6
23
17
18
19
24
22
25
21
29
26
17
18
28
27
20
20
19
view 1
view 2
(c) Aspect graph extracted from two
views (excerpt reconstructed from [Un-
derwood and Coates, 1975]).
D
1
D
2
D
3
D
6
D
7
D
4
D
5
A
0
A
1 A
3
A
4
A
5
A
7
A
6
A
2
Universe
Sky Mount
Cloud
LakeHouse
Door
Window
(d) Semantic map representing the
scene above it used by [Preparata and
Ray, 1972].
Figure 3.2: Examples of graph-based representations used in early vision.
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(e) Image interpretation tree. Each node shows
a different way in which object views can be
matched. The image was taken from [Underwood
and Coates, 1975] under copyright notice c© 1975
IEEE.
Figure 3.2: Examples of graph-based representations used in early vision.
In [Barrow and Popplestone, 1971,Preparata and Ray, 1972] relations between
regions and their properties were stored in the form of a graph or semantic
map; the nodes corresponded to the regions in the image (or surfaces/ parts
of an object), while edges to relations between objects. Interpreting a scene
consisted of graph or subgraph matching operations. A similar relational
matching approach based on graph isomorphism was proposed by [Ullmann,
1983] and [Shapiro and Haralick, 1982]. The matching approach was able
to handle n-ary relational structures in which n-tuples (or symbolic edges)
represented complex relations between primitive image parts. The motivation
behind the idea of matching relational representations instead of whole pictures
was that one can make the matching process invariant under changes of
appearance attributes that one can ignore. Additionally, relationships could be
used contextually to recognize primitive parts. A major drawback was the high
computational cost of matching high arity relations with many objects in the
database. A solution to this problem proposed then was to do the matching
only against scene prototypes obtained by clustering object descriptions. It
was implemented by the VPI vision system [Shapiro, 1983]. However, the
performance of the low-level visual routines at that time restrained empirical
evaluation. Another weakness of the approach was dealing with occlusions or
rotations of objects which changed the graph structure dramatically.
Relational Compositional Hierarchies Several other (hierarchical) logical
and relational representational schemes for model-based image understanding
were proposed in more realistic domains. Some early approaches based on
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relational description languages are surveyed in [Kanade, 1977]. Starting from
five levels of image description, i.e., pixel, patch (or line segment), region, object
(part of the image corresponding to an object) and semantic object (the object
itself) layers, Kanade indicates different forms of dependencies between the
elements. We discuss the ones that are based on relational descriptions. Figure
3.2(f) illustrates qualitative relations at the object level.
In his survey, Kanade stresses the role of the hierarchy and the control in
linking its layers, but also the importance of a proper image representation and
a good integration of semantic constraints at different layers in the hierarchy,
when dealing with noise. First steps into this direction were taken by [Ohta
et al., 1979] and [Ohta, 1985]. These works combined bottom-up processing with
top-down control for semantic segmentation of outdoor images. Starting with an
over-segmentation, the system generated “plan images” or scene interpretations
by merging low-level segments. Domain knowledge was represented as a semantic
description map in the bottom-up process and a set of production rules in the
top-down process.
Another relational hierarchy was proposed in [Hanson and Riseman, 1978]
(Figure 3.2(g)). Following the authors’ position that the “interpretation
of an image involves the construction of an internal model which is a
description of the major semantic elements in the scene, as well as their
three-dimensional relationships in the physical world”, the work proposed an
approach that combined the low-level result of visual segmentation with the
high-level interpretation of a scene. The system included a relational, explicit
representation of knowledge to describe the world, the construction of an
appropriate model for the task at hand and the control of the matching process.
The interpretation of a particular image was defined as an inter-linked collection
of instantiations of concepts of interest. The set of instantiations was named
“short-term memory” and general a priori knowledge was called “long-term
memory”. In relational learning terminology they are equivalent to the set of
facts and background knowledge, respectively. The knowledge had the form of
directed semantic networks, called “schemas”. Schema instances communicated
with each other via a global blackboard, which have advantages for parallel
implementations. The knowledge representation was, however, not mainly
declarative, because of the recognition control strategy used. Although the
resulting system VISIONS was general and could, in principle, be applied
to a variety of domains, the empirical evaluation was limited. It consisted of
qualitative results for one image and quantitative results for two images.
Logical and Relational Languages Starting from the late 1970s more
formal standpoints arose tackling semantic and syntactic visual recognition. As
pointed out in [González and Thomason, 1978], “structure and relationships of
the various components of a scene are of fundamental importance in establishing
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(f) The compositional hierarchy from
[Kanade, 1977] (illustration used with
permission of Takeo Kanade).
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Figure 3.2: Two hierarchical logical/relational representational schemes for
model-based image understanding in early vision.
a meaningful recognition scheme”. Based on concepts from formal language
theory, formal grammars and languages have been proposed to handle complex
representations such as trees or graphs. They include logical formalizations,
such as first-order logic, to interpret scenes. Such frameworks were employed
in several systems in the late 1980s. A presentation of this work can be found
in [Peraldi et al., 2011].
The work of [Yakimovsky and Feldman, 1973] and [Tenenbaum and Barrow,
1977], tried to solve the segmentation and region recognition problems starting
from detected patches. They used semantic constraints such as “adjacent” and
“above”. Different optimization and filtering procedures were used to find the
most likely explanation of an image. [Yakimovsky and Feldman, 1973] developed
a Bayesian framework for analyzing road scenes. It combined segmentation with
semantic domain information at the region and inter-region level. [Tenenbaum
and Barrow, 1977] proposed an interpretation-guided segmentation which used
constraint propagation to get a globally consistent scene interpretation for the
region labels. Although this was quite impressive at that time because of the
method and representation used, the empirical results were not very good. The
main problems were the weak performance of the lower-level visual routines
56 HISTORY OF RELATIONAL REPRESENTATIONS IN VISUAL RECOGNITION
which could have helped to guide the segmentation better.
A relational and declarative approach to represent and use high-level knowledge
for object recognition was proposed in [Silberberg, 1987]. Objects were modeled
using collections of regions and lines, taking into account spatial, temporal, and
contextual knowledge. A semantic network was used to represent relationships
between objects. The recognition process was both bottom-up and top-down,
following the hypothesize-verify scheme. However, the reasoning part suffered
from computational problems when many objects were involved in the scene.
The logic-based approaches proposed were built on declarative representation
languages with a formal semantics. The representation relied on initial symbolic
descriptions extracted from images. A first logic-based formal theory was
employed in [Reiter and Mackworth, 1987,Reiter and Mackworth, 1989] for
hand-drawn sketches of geographical regions. Their interpretation system used
image-domain knowledge, corresponding to the concrete object instantiations
found in the image, scene-domain knowledge, corresponding to general domain
knowledge, and a mapping between the image and scene domains using first-order
logic. An interpretation of the image was a logical model of a set of logical facts
or formulae, which described domain knowledge as well as low-level processing
output. Example 11 illustrates first-order logic axioms expressing knowledge
about the taxonomy of image-domain objects. The goal was to compute an
interpretation of the image in terms of roads, rivers, pieces of land and water.
To make the computation of all possible interpretations or models feasible,
Reiter and Mackworth considered the close world assumption, which allows
reducing the first-order formulas to propositional formulas. They use scene
consistency to prune interpretations that are impossible. The computation of all
possible models is formalized as a constraint satisfaction problem. The approach
assumes deterministic image descriptions, neglecting noise and incompleteness
aspects. This implies too rigid and strict assumptions for a general purpose
scene interpretation framework. In [Poole, 1993] a similar interpretation scenario
was exemplified in a probabilistic knowledge setup, however no experimental
results were provided.
Example 11. Image-domain knowledge specified as first-order logic axioms
in [Reiter and Mackworth, 1989]:
∀x : image_object(x)⇔ chain(x) ∨ region(x)
∀x : ¬(chain(x) ∧ region(x))
The first axiom states that chains and regions are the image primitive objects
that can exist in a geographical map, whereas the latter axiom states that an
object cannot be both chain and region at the same time. Relations between
image-domain chains are specified using predicates such as tee(o, o′), meaning
that chain o meets chain o′ at a T-junction.
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Differently, the first-order logic approach in [Matsuyama and Hwang, 1985]
does not assume the availability of an a priori image segmentation and
constant symbols representing image-domain objects. These are created
through an expectation-driven segmentation reasoning and are the output of
the interpretation process. They are computed through hypotheses generation
starting from observations (or evidence) and reasoning backwards to find feasible
explanations (or hypotheses). An advantage of this approach is that it can deal
with situations where the available information is incomplete. The hypotheses
generation computes interpretation networks consisting of mutually related
object instances. The reasoning system returns the set of hypotheses that
are possible. The language models classes of scene objects, their attributes
and spatial relations using logical rules, functions and logical constraints. The
approach was applied to aerial images of suburban areas that show houses and
roads. Example 12 illustrates first-order logic axioms that are used to represent
general knowledge about this application domain.
Example 12. The SIGMA system represents the fact that every house is
related to exactly one street as follows:
∀x : house(x)⇒
(∃y : road(y) ∧ related(x, y) ∧ ∀z : (road(z) ∧ related(x, z))⇒ z = y)
Grammars Other formal frameworks tackling computational theoretical
aspects of visual recognition were automata and grammars. Popular formalisms
in early vision were tree, shape and graph grammars [González and Thomason,
1978]. The recognition of syntactic structures with these formalizations was
performed using different automata.
An experiment on fingerprints using deterministic tree grammars is present
in [Moayer and Fu, 1976]. The experiment consisted in 92 image samples, from
which 193 patterns were parsed and recognized by the system. Many images,
however, were too noisy to be handled by the grammar. Thus, there were
several drawbacks of these formalisms when applied on real problems. One of
them was efficiency when parsing. Another disadvantage was handling the noise,
as only patterns without any error were accepted by the grammar. Different
correction steps were employed to tackle this problem. The other alternative
was to incorporate probabilities in grammatical formulations, however, no real
experimental results were obtained until much later [Zhu and Mumford, 2006].
In turn, the work by [Rosenfeld, 1979] starts from fundamental questions, such
as what types of recognition tasks are feasible and what are the minimum
operations required to perform a task, and studies various types of automata
defined for two-dimensional arrays that can recognise certain classes of pictures
(including highly parallel automata and stacked automata). Then, Rosenfeld
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links at a theoretical level his proposed array automata for bottom-up recognition
to more general (parallel) array grammars, which can be used both for top-down
and bottom-up image parsing. Similar in spirit, Fu presents in his book [Fu,
1982] several applications that employed grammars for visual recognition. One
of them is shape analysis of contours, for which an hierarchical syntax shape
analyzer was developed in [Pavlidis and Ali, 1979]. However the focus of the
book is on attributed grammars, which were introduced for shape recognition
in [You and Fu, 1979]. Although not probabilistic, they showed robustness to
noise due to the extra contextual rules imposed on the attributes. Nevertheless,
in a noisier environment a correction step was still required.
Early Relational Systems The relational, logical and hierarchical formalisms
presented produced several pioneering systems. One of them was MSYS
[Tenenbaum et al., 1975]. It was able to reason about and find the most
likely interpretation for the regions in the image scene, given a number of
interpretations and their probabilities. As stated by the authors, “MSYS is a
system for reasoning with uncertain information and inexact rules of inference”.
Another example is the system VISIONS [Hanson and Riseman, 1978]. It was
an ambitious system that analyzed a scene on many interrelated levels including
segments, 3D surfaces and volumes, objects, and scene categories. In addition,
it had integrated contextual knowledge, such as ’road scenes’, which were used
to group contextually related objects. However, their main drawback was to
assume that region primitives were given a priori, and therefore, manually
segmented. Similar declarative and logic-based representations, utilization of
domain knowledge and control structures were employed by Mapsee [Reiter
and Mackworth, 1989] for geographical region interpretation and by SIGMA
for aerial image understanding [Matsuyama and Hwang, 1985]. Because the
application involved less difficult low-level processing, the proposed frameworks
showed that the approach was feasible in practice if the low-level part was
solved. Other promising results in this direction were obtained by the systems
ACRONYM [Brooks, 1981], VPI [Shapiro, 1983] and SPAM [McKeown et al.,
1985]. They used low-level and intermediate image processing to get the image
primitives and world knowledge to reason about scene interpretations. One
decade later, shape grammars were employed in a crisp logical form by the
system FORMS [Zhu and Yuille, 1996].
It is fair to say that early vision work and systems were clearly dominated
by a knowledge-directed paradigm. For this purpose, often large amounts of
specific knowledge were collected about the objects and domains. This resulted
in quite complex object class descriptions which were integrated by the vision
systems, making the reasoning systems quite complex and sometimes difficult
to be applied in practice.
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3.2 Lessons Learned and the Move towards Statis-
tical Learning
Obtaining general vision systems was even more difficult in the early vision era
than it is today. As already pointed out, the (relational) approaches and systems
in those times had several major drawbacks. One of them was the simplification
of vision recognition applications to blocks world, generalized cylinders and
some extensions, which were far away from real-world problems. Even so, the
blocks world and generalized cylinder systems were heavily dependent on the
rigid and strict models and had difficulty dealing with noise. That was due to
the fact that these scene interpretation systems using spatial constraints on the
image parts relied on good low-level processing which ensured the primitives. In
case of a poor segmentation, however, they could fail completely. This was often
the case, as the noise-prone low-level features, even in simple domains such
as the blocks world, were immature and little advancement had been shown
until early 1980s. This led to several systems which were only working in a
small domain world. Therefore, there was a growing realization [Shapiro, 1983]
that in order to have intelligent and general vision systems, they must show
robustness to noise, occlusion, illumination, scale, and so on. Linda Shapiro
notes:
“We have showed the use of relational representations, we must yet
discover the use of low-level knowledge, not about specific objects
such as airplanes or chairs, but about all wooden objects with curved
surfaces or all metal objects with flat tops.” Linda Shapiro, 1983
Furthermore, the shortage of data was an important obstacle. However, even if
data was available, another major drawback was the lack of learning techniques
to make the systems more robust to noise and able to better generalize to new
data. As the application domains broadened, the available systems (i.e., mainly
large systems with a single reasoning control engine) became too complex and
difficult to be applied. Directly linked to this matter, another shortcoming
was the fact that the data representation at all processing levels and the
interpretation procedures were mixed in a single engine. Denoted as the control
process by [Draper et al., 1996], the recognition procedure itself (i.e., matching
or reasoning) was never addressed as an independent problem by the early
vision work. Draper et al. note:
“In particular, we argue that while these systems addressed (...)
many critical issues, their success was limited not only by the relative
immaturity of the field, but also by fundamental and still open
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problems in control. (...) The knowledge engineering paradigm used
to collect knowledge for small systems was inadequate for gathering
the larger amounts of knowledge needed for more general systems.
In addition, as the size of the knowledge base grew, the systems
integration problems became more and more dauting.” Draper et al.,
1996
Much of the high-level knowledge about the structure of the scene was not
clearly separated from the routines implementing the low-level processing.
This drawback was already pointed out by Kanade 20 years earlier in his
survey [Kanade, 1977] and it was also noted by Russ et al. in [Russ et al., 1996]:
“We believe that all of these systems suffered from the major drawback
that they forced one to commit oneself to developing large vision
systems with a single inference engine, whereas there were and are
many tasks in vision better handled by different control structures.”
Russ et al., 1998
Finally, the computational power was another important impediment. Derek
Hoiem notes in his paper [Hoiem et al., 2007]:
“It is interesting to note that a lot of what are considered modern
ideas in computer vision—region, superpixels, combining bottom-up
and top-down processing (...) were well-known three decades ago!
But, though much was learned in the development of these early
systems, none of them were particularly successful, mainly because
of the heavy use of hand-tuned heuristics which did not generalize
well to new data. This, in turn, led people to doubt the very goal
of complete image understanding. However, it seems that the early
pioneers were simply ahead of their time. They had no choice but
to rely on heuristics because they lacked the large amounts of data
and the computational resources to learn the relationships governing
the structure of our visual world.” Derek Hoiem, 2007
These limitations marked the end of an active period for relational and structural
methods and the rise of appearance methods and statistical approaches, once
machine learning started to get momentum. However, syntactic and structural
visual recognition was not totally abandoned at any time. It was kept alive
in the next two decades by few dedicated researchers [Bunke and Sanfeliu,
1990,Esposito et al., 1992,Russ et al., 1996]:
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“This book is currently the only one on this subject [syntactic and
structural pattern recognition] containing both introductory material
and advanced recent research results. It presents, at one end,
fundamental concepts and notations developed in syntactic and
structural pattern recognition and at the other, reports on the current
state of the art with respect to both methodology and applications.”
Bunke and Sanfeliu, 1990
Following different goals and problems (i.e., improving low-level vision routines),
the interest of the computer vision community was shifted to statistical pattern
recognition. One example is the VISOR system which employed neural networks
for scene analysis [Leow and Miikkulainen, 1994].
3.3 Bringing Back Relations in Visual Recognition
After more than two decades of using purely statistical methods in computer
vision, large scale vision recognition remains a hard problem [Fei-Fei, 2013].
Nevertheless, given the burst of computational power, data and statistical
learning techniques, impressive progress in low- and mid-level vision has been
made. Derek Hoiem notes in 2007 that: “the advancement of learning methods
in the last decade brings renewed hope for a complete scene understanding
solution”. Although statistical techniques using solely appearance cues in the
form of low and mid-level features are able to solve many real-world problems,
they are insufficient to obtain complete scene descriptions when high-level tasks
and structured domains are involved. Therefore, it may be the right time to
build on top of them and bring back in visual recognition the early ideas that
hierarchical structure and symbolic relations are key components of an image
understanding system.
This section is meant to put face to face old and new approaches for relational
visual recognition and inspect how they evolved in time. The goal is to show that
along with the progress to overcome early vision problems, old ideas have started
to be re-investigated. The recent trend in visual recognition is to move again
from purely statistical methods to methods that combine syntactical/structural
and statistical aspects in order to take the best of both worlds.
3.3.1 Timeline and Axes for Discussion
The axes for discussion are generated from Table 3.3.1. Resulting cells cover
a specific representation of the problem (given by a row) and the way this
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representation is used, that is the decision making technique (given by a column).
We consider as representational formalisms graphs, logic and relational languages,
compositional hierarchies and grammars. We group the decision making aspect
along three main lines: deterministic matching/reasoning/learning, graphical
models and remaining statistical methods (both parametric, i.e., kernel methods,
linear classifiers, neural networks; and nonparametric, i.e., kNN, decision trees,
random forests). Among the statistical decision making approaches, graphical
models are listed separately as they are a popular method in the computer vision
community. Therefore, when exposing the related work, we merge the last two
columns for all types of representation, except graphs. In addition, since there is
relevant recent work in employing deterministic relational approaches for visual
recognition, we will allocate to it an extra axis for discussion from a modern
perspective. The rest of the cells, identifying representation – deterministic
techniques combinations, were already presented in Section 3.1. Results axes of
related work are: relational/logical matching, learning and reasoning, graphical
models, other graph-based statistical approaches, statistical relational learning,
stochastic grammars and probabilistic compositional hierarchies.
To indicate the trends in visual recognition in time or how old ideas are being
revisited, we fill each cell with old and new references to papers that belong to
the specific area of discussion. For practical reasons, the table covers part of the
literature references. We picked the ones that are more representative especially
for the recent related work. We also point out in the text the advancements
of the recent work as opposed to the old one. This setup gives us a playing
ground to mark the potential direction of SRL in visual recognition.
3.3.2 Recent SRL-related Work in Visual Recognition
The axes of related work are described as follows.
Graphical models Visual recognition tasks heavily rely on appearance and
context information from objects. Appearance information is based on visual
cues and can recognize categories up to a certain degree. Context information,
based on the interactions between pixels, object parts or objects in the scene,
or on global cues, can help further to disambiguate appearance cues in the
recognition task. As indicated in Section 3.1, (semantic) context was heavily
used by early computer vision systems as pre-defined rules in order to facilitate
recognition. Propositional graphical models provide a simple way to model
context since they can encode the structure of local dependencies in statistical
frameworks. Employed at different semantic levels, they can include information
about relative or absolute position of parts in an image. Graphical models have
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been successfully employed for visual recognition. A related survey is presented
in [Galleguillos and Belongie, 2010].
Specific related work for visual recognition has exploited both directed and
undirected graphical models. Directed graphical models express causal
relationships between random variables. They model global distributions using
local transition probabilities. Here fits the work of [Bar-Hillel and Weinshall,
2008], where a part-based object class model which uses appearance features,
location and scale relations between parts is modeled via a star-like Bayesian
network with nodes representing object parts and one hidden node which
captures spatial and scale information. Parameter learning is done in a weakly
supervised setting with a boosting approach where each part is treated like a
weak classifier. Other recent approaches are presented in [Gupta and Davis,
2008, Karlinsky et al., 2010, Choi et al., 2012]. In [Gupta and Davis, 2008]
a directed graphical model is used to estimate region labels and possible
relationships between them in an Expectation-Maximization manner, while
in [Choi et al., 2012] a tree graphical model is used to model object categories co-
occurrences and spatial relationships between them. Both the tree structure and
the parameters of the model are learned using maximum likelihood estimation.
The work in [Karlinsky et al., 2010] is an extended directed star model.
Many object recognition approaches use undirected graphical models. Some
of these are based on CRFs, a discriminative approach which estimate the
conditional distribution and thus, have the ability to directly predict the labels.
Some of the work on CRFs for visual recognition is presented in [Quattoni et al.,
2004,Galleguillos and Belongie, 2010]. Other approaches employing CRFs to
maximize object label agreement according to semantic and spatial relevance
are proposed in [Galleguillos et al., 2008,Ladický et al., 2010,Nowozin et al.,
2010,Nowozin et al., 2011].
Part-based models are popular undirected graphical models for visual recognition.
They are currently among the state-of-the-art methods for general object
recognition on different datasets. Their success is due to engineered feature
representations, their structural representation and the discriminative algorithms
employed. They are mainly extensions of the original pictorial structures
introduced in [Fischler and Elschlager, 1973] and of their later statistical
formulation proposed in [Felzenszwalb and Huttenlocher, 2005]. An overview of
part-based models extensions and various learning methods to learn their
parameters (such as maximum likelihood estimation, conditional random
fields, structured max-margin models or latent-variable structural models)
for human body recognition and its pose estimation is given in [Ramanan, 2011].
Additional extensions for object and scene recognition include [Fidler et al., 2013]
and [Pandey and Lazebnik, 2011], respectively. Part-based models are rather
powerful, although they can still handle limited variability in the structure.
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Mixtures of part-based models can capture different object views or poses
and can partially solve this problem [Felzenszwalb et al., 2010]. Constellation
models are a special case of part-based models; they are fully connected graphical
models [Fergus et al., 2007]. Although they are the most general, the assignment
of features to parts becomes intractable for moderate numbers of parts. An
undirected graphical model approach to region recognition using factor graphs
trained in a generative manner is proposed in [Boutell et al., 2007].
Other graph-based statistical approaches In graph matching, patterns
are modeled as graphs and pattern recognition techniques are used to find
a correspondence between the nodes of different graphs. Graph matching
techniques have made great progress from early vision. Statistically framed,
recent work includes defining and learning kernels, distances or compatibility
measures for graphs in order to solve visual recognition problems. In [Harchaoui
and Bach, 2007, Lee and Grauman, 2012] graph kernels are used for image
classification and object recognition, respectively, while in [Caetano et al.,
2009,Duchenne et al., 2011] kernel, distance or similarity function learning is
considered.
Several related approaches employed data mining techniques to detect higher-
order groups of patches or objects that are related with each other spatially.
Called also “grouplets” or “visual phrases”, they are further employed as
discriminative patterns to recognize activities [Yao and Fei-Fei, 2010], scenes
and object categories [Li et al., 2012,Sadeghi and Farhadi, 2011,Pineda et al.,
2009]. In addition to spatial relations, temporal ones are also used to recognize
functional object categories from symbolic activity graphs in [Sridhar et al.,
2008]. Constraint-based graph mining is employed to similar spatio-temporal
activity graphs to discover in a supervised manner subgraph patterns that
represent activity events [Sridhar et al., 2010a]. An unsupervised approach to
relational graph mining of event patterns is proposed in [Sridhar et al., 2010b].
Relational and logical matching, learning and reasoning Graphical
models can model context to some extent. They can handle limited variability in
the structure due to an usually fixed number of parts and pair-wise relations, even
when mixtures of models are employed. Additionally, they face computational
costs due to their full grounding and lack of abstraction. More general in
these respects are logic and higher arity symbolic graphs. Early work on
crisp logic/graph matching and reasoning from 1970s and 1980s is described
in Section 3.1, as Table 3.3.1 indicates. In fact, the early vision work was
dominated by relational and logical approaches. This work was extended
with compositional hierarchies at that time and, as described in the following
paragraph, not so long ago it started to be framed in statistical (hierarchical)
formulations.
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However, original ideas on finding abstract graph models for recognition have
been kept alive in few later works (e.g., [Russ et al., 1996]) and then revisited in
modern visual recognition (e.g., [Keselman and Dickinson, 2005]). On the logic
side, while formal logic has been used much in automated theorem proving and
constraint satisfaction, its use in modern visual recognition has only recently
started to rise again (see Table 3.3.1, first column, second row), but is limited in
the large vision research community today. Nevertheless, there are still several
(recent) inductive logic programming approaches extending early work with
promising results in different application domains.
A promising logic-based approach from late 1990s was implemented by the
system VEIL [Russ et al., 1996]. It was used to interpret aerial images of
airports containing objects such as buildings, transportation networks, power
transmission lines, trucks, natural terrain and so on. The framework was a
layered architecture that separated the low-level extraction of visual primitives
employing specialized data structures, from the declarative logic-based formal
knowledge representation of symbolic structures used for reasoning. VEIL’s
goal was to enable the construction of explicit declarative visual models which
included qualitative spatial, temporal and functional reasoning, flexible control of
instance recognition and classification, and incremental scene processing. To this
end the Loom language [MacGregor and Bates, 1987], a knowledge representation
language based on description logic, was used. The tasks considered were object
and event recognition. Its main achievement was to show that declarative
representations and logic deduction as reasoning engine can be useful for image
understanding. Some of these ideas were revisited 10 years later in the context of
a realistic scenario for traffic intersection interpretation. In her work, [Hummel,
2010] employs description logic as representation language.
In document image analysis a relational distance between logical descriptions is
learned from data [Esposito et al., 1992]. Using the same application domain as
in [Malerba, 2003], an inductive logic programming system is employed to learn
logical theories for document image understanding. The problem considered
is that of mapping the layout structure of a document into its corresponding
logical structure, that is its hierarchy of logical objects, such as sender/receiver
of a letter, title, authors of an article, and so on. The mapping of the layout
structure into the logical structure is, thus, represented as a set of rules.
Further, declarative and relational models of house facades concepts are
estimated from logical interpretations of house images in [Hartz and Neumann,
2007]. As pointed out by the authors such descriptions of scene objects play an
essential role in model-based scene interpretation. They show how ontological
concept descriptions for spatially related objects and their aggregates can be
learnt from positive and negative examples using version spaces and based
on a relational description language that can capture both quantitative and
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qualitative attributes and spatial relations. These concepts are integrated in a
recognition control framework proposed in [Hartz et al., 2009], where learning
of such concepts is one module. The use of description logics as a knowledge
representation and reasoning language for high-level scene interpretation is
demonstrated in [Neumann and Möller, 2008]. The aggregates composed of
multiple parts and constrained by temporal and spatial relations are shown to
be useful in representing object configurations, occurrences, events, and episodes
that are required in different applications. Finally, the work in [D’Este and
Sammut, 2008,Farid and Sammut, 2012] and [Dubba et al., 2010] use first-order
clause inducing systems to learn classifiers for structured objects, concepts and
activity events recognition. A first-order explanation-based reasoning approach
to scene interpretation for robotics is employed in [Shanahan, 2005].
Nevertheless, these are crisp logic-based and declarative approaches that do not
consider a probabilistic aspect of the recognition problem. One idea to improve
visual recognition with relational approaches is to design better interfaces
between the binary-valued logic and the probabilistic vision output. For example,
this aspect is pointed out in [Esposito et al., 2001], where a rule inducer is
employed to learn logical theories that are further used to recognize logical
components of a document and for layout analysis. In the proposed framework
the models are applied in a probabilistic formulation by extending the concept
of Θ subsumption to probabilistic subsumption (or flexible-subsumption), which
indicates the probability of A Θ-subsuming B.
Statistical relational learning SRL promises to improve visual recognition.
Several first steps were made into this direction for hierarchical and non-
hierachical setups in a static or dynamic setting [Cohn et al., 2008]. Although
recent work mainly uses statistical formulations to solve recognition problems,
as Table 3.3.1 indicates, in a relational context, they are mostly combined with
hierarchical formalisms. In non-hierarchical setups, relational languages, graphs
and logic-upgraded graphical models have been rarely employed by modern
computer vision.
We next present some of the non-hierarchical approaches. An ahead of its time
work was that by [Yakimovsky and Feldman, 1973], where the problems of
image segmentation into meaningful regions and the recognition of these regions
are considered. Bayesian decision theory is employed to integrate the high-level
semantic and logic-based information into the reasoning mechanism for learning
and inference procedures. Further, an integrated supervised approach for
semantic structure extraction from biomedical multi-page document images can
be found in [Berardi et al., 2004]. Images are first processed to extract both their
layout and logical structures on the base of geometrical and spatial information.
Then, textual content of logical components is employed for automatic semantic
labeling of layout structures. To support the learning procedure a Naive Bayes
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approach, among others, is employed.
The logical explanation-based approach of [Matsuyama and Hwang, 1985] for
scene understanding is extended by a description logic-based approach for
multimedia content in [Peraldi et al., 2009] and by a statistical formulation
in [Gries et al., 2010]. The development, realized via Markov Logic Networks
(MLNs), consists in a control strategy with respect to ranking image explanations
according to their probabilities. Finding the best interpretations is controlled
by generating an explanation only if the probability of the evidence being true
is substantially increased. In [Marton et al., 2009] SRL techniques like MLNs
and Bayesian Logic Networks (BLNs) are investigated to recognize kitchen
objects in a robotics manipulation task by combining information from different
sensor data. The models are trained in a supervised manner. Further, the
hierarchical framework presented in [Petrou, 2008] exploits object functionalities
and relations, expressed as logical rules, along with symbolic and semantical
descriptions. MLNs are employed as SRL technique to express in softer ways
such high-level descriptions [Xu and Petrou, 2009]. The work includes learning
the structure of the network and the parameters of the model. Integrating
MLNs into the hierarchical framework increases significantly the performance
of labelling 3D representations of buildings, while the training examples are
reduced significantly. MLNs have been also employed for visual event recognition
in a parking lot [Tran and Davis, 2008].
Stochastic grammars Related hierarchical approaches framed in stochastic
formulations are discussed hereafter. Crisp syntactic grammars employed in early
vision were presented in Section 3.1. Notable progress in the use of grammars
for image understanding has been made by stochastic attribute grammars [Zhu
and Mumford, 2006,Zhu et al., 2007,Schmittwilken et al., 2009,Tylecek and
Sara, 2011,Han and Zhu, 2009]. They model the hierarchical decomposition of
scenes, objects, parts, primitives via terminal and non-terminal nodes and the
context (spatial and functional relations) via horizontal links between the nodes.
Therefore, the attribute grammar can be represented as an and-or graph, where
the or-nodes give the possible alternatives in the hierarchy and the and-nodes
are decomposed in components among which context constraints are enforced.
It is a probabilistic context-sensitive grammar, where the probabilistic aspect is
given by three components: the frequency of the branches in the or-nodes, the
frequency of the primitives/ parts/objects and the frequency of their context
constraints. Using the grammar one can build an and/or graph to interpret
new images. The work in attributed grammars for scene understanding includes
learning the parameters of the model [Porway et al., 2007a,Tylecek and Sara,
2011], the primitives [Tylecek and Sara, 2011], the relation set [Porway et al.,
2007b] and the structure of the grammar [McAuley et al., 2009,Zhu et al., 2007].
Inference can be done in a bottom-up/top-down fashion using the grammars.
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To solve the ambiguities in inferring labels of local primitives local constraints
can be used [Han and Zhu, 2009,Schmittwilken et al., 2009].
Closely related to attribute grammars are probabilistic geometrical grammars
(PGGs) [Lippow et al., 2008]. A difference from the attribute grammars is
that they make stronger independence assumptions when modeling the context
constraints, by assuming that the attributes of the parts are independent of
its non-descendants, given the attributes of the parent, and of its descendants,
given its children. These dependencies are modeled using Bayesian networks and
require fewer parameters, which increases the speed of learning and improves
performance. PGGs do not allow primitives as internal nodes. The independence
assumptions which impose a partial order generates a parse tree as image
interpretation for an image, while in an attribute grammar this is represented
by a parse graph due to the horizontal links.
Other related work in the context of grammars is the work by [Siskind et al.,
2007], where a stochastic-context-sensitive grammar is learnt generatively in
a supervised way to distinguish between images of cars and images of houses.
This differs from [Zhu and Mumford, 2006] and [Lippow et al., 2008] in that it
models the segmentation of the entire image and not only few object classes
across the hierarchy. In [Girshick et al., 2011] an object detection grammar is
defined. It is a nondeterministic grammar assigning weights to the grammar
rules. The early deterministic shape grammars are revisited by recent work to
automatically derive 3D models of highly symmetric urban buildings from single
facade images. In [Koutsourakis et al., 2009] the grammar contains rules which
describe how basic shapes like floor, tile and small regions in the tiles interact
to produce more complex geometries. The parameters of the grammar are floor,
tile and minimum region sizes and are estimated from training data. [Müller
et al., 2007] optimizes the shape grammar parameters (e.g., window height) in
an unsupervised manner. It does not, however, express complex spatial and
context constraints.
Probabilistic compositional hierarchies Grammar models have consider-
able representational power. However, they must always find a tradeoff between
the representational and computational performance. For example, the work
in [Lippow et al., 2008] exploits statistical independence assumptions between
different parts in order to do so. Therefore, in the search for computational
efficiency in structured probabilistic representations, some visual recognition
researchers have focused on the principle of hierarchical compositionality to
build structured and stochastic models of images and objects. This idea was
pursued starting from early vision. The work on compositional hierarchies in
that period culminated with a stochastic extension of the VISIONS system,
which was refined for more than a decade [Draper et al., 1989]. It was continued
by modern machine vision research via several frameworks.
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In [Zhu et al., 2011], such models are denoted recursive compositional models
(RCMs). They represent visual patterns in a hierarchical way, such that more
complex structures are composed of more elementary ones. In addition, they are
usually probabilistic and the probabilities are defined over these structures in
the hierarchy. This compositional structure allows to exploit both the structure
of the problem and computational efficiency. Keeping the hierarchical and
generative aspects of grammars, they are different from grammars, by considering
overlapping situations of reusable parts and treating dependencies among
different parts of a parent node, also called aggregate/composition, in a non-
Markovian fashion. They are graph-structured networks which allow arbitrary
dependencies among the children and impose distributions on hierarchical
representations of the image. As a result, long range spatial relations between
elements of the scene can be represented by local short-range dependencies, given
the hierarchical decomposition. Also, their recursive compositional structure
means that when modeling multiple objects, parts between different object
models can be shared. Thus, the compositional nature of RCMs enables efficient
inference and learning algorithms. Inference is performed by searching for
probable states of the sub-parts and using them to propose states for the parts.
Similarly, learning exploits the recursive structure by first learning sub-parts
and then learning ways to combine them to form larger parts. Their use includes
object detection, object parsing, object matching, and image tagging. Their
effectiveness was shown on several benchmarks [Fidler et al., 2009, Li et al.,
2009,Zhu et al., 2008,Zhu et al., 2012]. Learning the graph structure of a RCM
in an unsupervised manner is presented in [Fidler and Leonardis, 2007] for a
deterministic setting. In [Epshtein and Ullman, 2007] a hierarchy of visual
features is built to recognize semantic image parts.
Further, in [Wang and Fei-Fei, 2006] a latent theme variable layer is introduced
and shared among categories and images to build a hierarchy of semantic
concepts. It captures the inter-dependency between the patches by using
semantic linkage (e.g., if they occur together or not). A semi-supervised learning
approach of hierarchical Dirichlet process is employed to learn the semantic
taxonomy of the model. Another hierarchical Dirichlet process extension is
presented in [Sudderth et al., 2008]. In [Ommer and Buhmann, 2010] the
compositions are shape models whose configurations are based on features
like edges, pixel intensities, relative orientation and location. The paper
proposes an unsupervised learning approach to parameter estimation for the
hierarchical compositional model. In [Parikh and Chen, 2007] a tree-shaped
hierarchy is presented. The tree groups semantically related objects based on
similar part-part/object-object spatial distance and appearance features for
particular scene categories (e.g., office). The structure of the hierarchy is learnt
in an unsupervised way by clustering extracted features. The approach can
afterwards detect parts of the image that belong to the foreground objects,
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cluster these parts to represent objects and provide an understanding of the
scene by hierarchically clustering these objects.
There are other compositional hierarchy frameworks that exploit spatial
relationships between objects, however not many are combined with logic.
An exception is the tower of knowledge (ToK) architecture [Petrou, 2008]. It
has 4 levels: the image level (where all the feature measurements are available
e.g. spatial relations, colour), the semantic level (the object class labels) and on
top, encoded in a logical form, are the functional and description layers. The
last two layers give feedback in a top-down manner, by checking measurement
descriptions and imposing constraints on these descriptions. Another exception
is the work by [Kreutzmann et al., 2009], where the context exploited during
object recognition is created step-by-step from evolving image interpretations
based on the objects recognized at some point in time. Therefore, the inference
process allows an evolving context as prior. The logical language used in
the framework is description logic. A rule-based representation is proposed
in [Bohlken and Neumann, 2009] as an alternative to solve the limitations of
description logic. Finally, the framework proposed in [Hotz and Neumann, 2010]
relies on a Bayesian tree-shaped hierarchy where each aggregate node is expressed
in logical form. Except the “part of” relationship and qualitative spatial
relations such as “below neighbour of”, it allows for quantitative properties,
such as shape, height and width, number of part aggregates and their class.
A supervised learning approach of the hierarchy is presented in [Hartz, 2009],
where probabilistic structure graphs for each level of the hierarchy are obtained
by finding the maximum common attributed subgraph from the graphs given
in the training phase.
In [Yang et al., 2008] a bottom-up and top-down hierarchical structure is used to
classify an object at different levels of the hierarchy. To this end, a different part-
based star model that capture spatial information between parts is employed at
each layer of the hierarchy. Another layered approach to object categorization
is proposed in [Bouchard, 2005].
3.4 Conclusions
We have presented a brief history of early and modern vision from a relational
representation point of view. We showed that relational representations were
popular in vision recognition 30-40 years ago. The research focus at the time
was to design the high-level relational background knowledge, the representation
of the image data, the reasoning or control mechanisms, and the use of the
data and knowledge in the control scheme. We also motivated why the interest
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was later shifted towards statistical pattern recognition. Today, relational
representations are rarely used in computer vision. In one talk Kanade notes:
“...Successes in computer vision primarily solve problems construct-
ing geometrical world-models from image data, whereas the important
problem of relating visual images to high-level scene descriptions is
largely neglected ...” Takeo Kanade , 2003
However, now, different from then, much progress has been made concerning
the drawbacks of those times. Low-and mid-level vision procedures are much
more mature. Statistical machine learning has made an immense progress
and a plethora of robust and very efficient techniques are available. These
developments are potentially enough to re-investigate old ideas on relational
vision and to support ambitious relational/logical representations and goals.
One example is the recent work on hierarchical models by Zhu and Mumford,
which re-visits the early work by Barrow and Tenenbaum. Now, the old ideas
on filtering are implemented using more modern statistical techniques such as
particle filtering and Markov Random Fields. Another example is the work
by [Girshick et al., 2011], which employs soft attributed grammars to obtain a
state-of-the-art object detector in 2011.
Therefore, given the advancement of data availability, computational power, the
maturity of low-and mid-level features and statistical methods, efforts need to
be invested now in advancing representational and learning techniques for visual
recognition. Chapter 2 shows the benefits of SRL techniques, which combine the
advantages of relational representations with those of statistical learning. Recent
successes in employing SRL techniques to other domains, such as bioinformatics
[Kimmig and Costa, 2012] and natural language processing [Verbeke et al.,
2012], motivates us to reinvestigate their use for visual recognition tasks. As one
could conclude from Section 3.3, in computer vision they have been only timidly
used so far. Thus, we believe it is time to transform SRL for visual recognition
into an active research area. This idea is encouraged by several quite successful
attempts already made, which are described in Section 3.3. The main difficulty
in directly employing current SRL techniques for visual recognition is the large
representational and semantic gap between the SRL formal frameworks and the
low-level primitives. Practically, this gap depends from domain to domain and
from problem to problem. Nevertheless, there are still few approaches that have
tried SRL for visual recognition and much potential for further investigation
is left. In this thesis we contribute a few [Antanas et al., 2009,Antanas et al.,
2012a,Antanas et al., 2013a,Antanas et al., 2014].
If SRL succeeds to accomplish the dream of early vision, we can further hope to
have general vision systems that are domain independent and can incorporate any
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kind of world knowledge, and thus, obtain truly intelligent machine vision. The
generalization ability of SRL and its advantages seem to make SRL a theoretically
sound approach to solve some of the control problems. However, another
important aspect is designing integrated frameworks which can customize the
union of different techniques for different problems. This issue raises from
the fact that SRL techniques may work for a certain category of structured
problems, while for other problems, that are more appearance-based, purely
vector-form representations and statistical techniques may be more suitable.
This implies finding the best sequence of recognition steps, or recognition
strategy, to obtain the final goal. How to structure such an integration is still a
major open problem. Logic can, however, provide a representation suitable for
specifying and guiding the processing of visual information, in which bottom up
construction of complex objects from their constituents can be flexibly combined
with top down reasoning for the constituents of an object whose existence is
hypothesised. In the research process, it is important to always keep in mind
and revisit the lessons already learned.

Chapter 4
Understanding Images of
Houses Relationally
As indicated in the previous chapters, many of the approaches tackling image
understanding problems heavily rely on dense appearance cues in the form
of low and mid-level features [Tuytelaars and Mikolajczyk, 2007,Felzenszwalb
et al., 2010,Fergus et al., 2007]. However, looking at Figure 4.1, house facades
especially exhibit considerable structure that can be captured using qualitative
spatial relations. In this case, it is more intuitive to understand and describe
a visual scene in terms of hierarchical structural or graph-like representations,
which express the natural composition of scenes into objects, parts of objects
and lower-level substructures [Pinz et al., 2009]. For example, a typical house
consists of aligned elements such as: a roof, some windows, one or more doors
and possibly a chimney. A hierarchical aspect is that a window and a chimney
themselves are composed of particular configurations of local features (e.g.,
corners with a certain appearance arranged in a rectangular- like way and
‘brick’-like patterns of a certain shape, respectively).
This chapter puts relational representations to work. To this end, it addresses
the problem of hierarchical understanding of images of houses. For each layer in
the hierarchy we make use of qualitative spatial relations to detect and classify
substructures in images. Next, we employ them one layer up the hierarchy to
obtain even higher-level semantic structures. For our application of street view
images we utilize a four-layer hierarchy in which subsequently corners, windows
and doors, and individual houses are detected. We present two statistical and
relational approaches to the image understanding problem: a distance-based
technique and a kernel-based one.
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Figure 4.1: Examples of house facades in Eindhoven. The third image from left
to right is a house facade annotated with windows, doors and individual houses.
Instead of using a formal model of the distribution of scenes (e.g., in the form of a
grammar), the relational distance-based approach employs recent developments
from relational learning. Yet, our contribution preserves desired properties of
grammars, that is, it employs structured input features and outputs a structured
explanation of the image at each layer in the hierarchy. We show how theoretical
results in relational distance metrics [De Raedt and Ramon, 2009] can be utilized
as a generalization technique to help recognize higher-level structures in an
image. The result is a framework in which spatial configurations and relational
distance functions are used throughout all levels of a hierarchy, in a unified way,
to recognize objects.
Motivated by our results on using distances between logical interpretations of
images to hierarchically detect known structures, our second approach replaces
the relational distance functions with kernels for graphs. The resulting approach
is more principled and more robust to noise than the relational distance, as it is
grounded in a statistical learning framework. Furthermore, it is computationally
more tractable and provides improved results. Our earlier approach relied on
more expensive logical matching and generalization operations and was more
tailored towards the house facade application.
The two statistical relational learning approaches build on ideas from statistics
to address uncertainty, while incorporating a relational representation of the
problem. Images are described in terms of automatically extracted semantic
parts and relationships between them, thus as relational databases or (hyper)-
graphs. Domain knowledge can easily be incorporated using logical rules.
Furthermore, the declarative approach offers a flexible and interpretable way to
consider both appearance and spatial information in an image.
The chapter is structured as follows. Section 4.1 gives an overview of the
hierarchical framework. Next, we present the visual primitives and how they
were obtained at the base layer in Section 4.2. Section 4.3 describes the
representation at each layer and the learning problem. We explain the distance
and kernel approaches in Sections 4.4 and 4.5, respectively. The empirical
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evaluation is presented in Section 4.7. Finally, Section 4.8 presents related
work and we conclude in Section 4.9.
An early version of most work in this chapter was published in
• Antanas, L., van Otterlo, M., Oramas Mogrovejo, J. A., Tuytelaars, T.,
and De Raedt, L. “A relational distance-based framework for hierarchical
image understanding”. In: Proceedings of the 1st International Conference
on Pattern Recognition - Applications and Methods, 2012.
• Antanas, L., Frasconi, P., Costa, F., Tuytelaars, T., and De Raedt, L. “A
relational kernel-based framework for hierarchical image understanding”.
In: Structural, Syntactic, and Statistical Pattern Recognition, Lecture
Notes in Computer Science, Springer, 2012.
• Antanas, L., van Otterlo, M., Oramas M., J. A., Tuytelaars, T., and
De Raedt, L. “There are plenty of places like home: using relational
representations in hierarchies for distance-based image understanding”.
In: Neurocomputing Journal, 2013.
4.1 The Hierarchical Framework
In our hierarchical framework, an image Z is described at several layers 0, . . . , k
in the hierarchy, with 0 the base layer and k the top layer. At each layer,
the description consists of a set of classified regions of interest or parts Ci,
their properties as well as the attributed spatial relationships among them. In
Figure 4.2(a) parts are indicated by a circle, while the relations between them
with an edge. The classes denote the concepts the parts belong to. The task
then consists of using the description of an image at layer i to generate and
classify regions of interest Ci+1 at the next higher level i+ 1 in the hierarchy.
We assume that manually labeled examples of object categories we want to
recognize throughout all layers in the hierarchy (i.e., houses, windows and doors)
are available as training data (Figure 4.1). Each house in the training set is
annotated with the locations and shapes of its constituent windows and doors.
We represent an object as a set of parts and a set of qualitative spatial relations
defined on them (hence; a relational attribute graph). Each image substructure
is spatially embedded in a 2D plane, and parts are related to each other with
respect to this space.
Figure 4.2(b) shows the hierarchical structure of a partial house facade with
all four layers. In this hierarchy, the pixel layer consists of the image itself.
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(2) object 
layer
(1) primitive 
layer
(0) pixel 
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(k) scene 
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(3) higher-level 
concepts
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...
(a) A typical hierarchy with k + 1 layers. A
layer i is a set of classified entities (empty
circles) arranged in spatial configurations.
Each configuration generates a classified entity
at the next higher-level i+ 1 in the hierarchy.
(b) The hierarchy mapped to the house
facades application. The result is a 4-
layer hierarchy: pixel, primitive, object and
house layers.
Figure 4.2: The hierarchical framework.
In the primitive layer the parts are pixels and the regions of interest to be
recognized are local patterns, i.e., corners and edges. The object layer is then
built from spatial configurations of such local patterns with their properties,
forming regions of interest belonging to concepts such as door and window.
These then become parts at the next level and are used to find higher-level
regions of interest representing houses. We stop at the scene layer which groups
houses into streets. As an example, the object layer consists of corner primitives
detected at the primitive layer with their properties, spatial configurations of
corners and candidate windows and doors. The task is to determine the classes
the candidates belong to.
This hierarchical image understanding framework propagates the detected parts
in a bottom-up manner through each layer. Information flow is similar at all levels.
The layer-wise algorithm is based on three main steps. First, recognized parts
Ci−1 from the previous layer are used to generate a relational representation of
the problem at the current layer. Current-level candidate parts are included in
the layer representation and are generated using configurations of Ci−1. Next,
candidates are evaluated by the classifier. Finally, only the best Ci’s are selected
to be further employed at the next layer.
Figure 4.3 illustrates the information flow at one layer in the framework.
The classification step consists of the relational kernel/distance and the
statistical/instance-based learning. While the distance works directly on the
relational features via logical matching, the kernel-based approach works on
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a graphicalized representation of the relational representation. The selection
step uses extra contextual constraints to keep detected regions of interest that
best explain the image. Although, in theory, the selection step can be used in
both approaches, in practice, we use it only for the distance-based approach,
as the kernel can naturally capture contextual information. After we obtain
the set of selected candidates, a final post processing step is applied. In the
following sections we explain how an image is relationally represented layer-wise
and how our recognition problem is formalized and modeled within a relational
representation.
4.2 From Images to Visual Primitives
The goal of this section is to describe the visual primitives which are used to build
the relational representation at each layer. The primitive layer is an exception, as
instead of our SRL approaches, we employ standard computer vision routines. It
takes as input image pixels and groups them in corner-like features. Each corner
is characterized by a pair of edges with their coordinates. Their intersection
generates the centre of the corner. Corners, together with their properties
represent image parts at the object layer together with their attributes. We
employ the 2AS interest point detector [Ferrari et al., 2008] to detect corners
formed by chains of 2 connected, roughly straight contour segments. Each corner-
like part can be one of the types in the set {topR, topL, botR, botL} representing
top-right, top-left, bottom-right and bottom-left corners, respectively. The
corner type is given by the orientation of the segments composing the 2AS.
Because we can get many detections we only keep square-like corners with an
angle of ≈ 90◦. Figure 4.4(a) illustrates selected corner-like detections on a test
image.
To avoid redundant corners and thus, increased computational cost, we collapse
almost overlapping corners of the same type. Further, to discard irrelevant
corners found on other structures than buildings (e.g., trees), we train a binary
classifier using features describing the corners. For this purpose, we use theHOG
descriptor [Dalal and Triggs, 2005] to characterize the appearance information
of each corner. In practice we use a variation of the HOG descriptor with 16
orientation bins, window size of 128x128 pixels and a block size of 8x8 cells that
showed improved results. We use the training annotations of windows and doors
to label the detected corner instances characterized by the feature descriptor.
At the object layer, visual primitives are the sparsely detected corners and their
associated edges. Instead of a raw feature descriptor characterizing each corner
primitive, we train another classifier to map each HOG to a discrete attribute,
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Figure 4.3: Information flow at one layer: detection of visual primitives,
relational representation and declarative feature construction, relational
distance/kernel module, statistical learner and regions selection.
either a window or a door label. From this point of view, we partly assume a
discrete representation of the recognition problem at the object layer. Additional
properties of a corner primitive are the corner type, its estimated bounding box
and edges. Figure 4.4(b) illustrates classified corner-like detections together
with their properties.
At the house layer, visual primitives are doors and windows found at the object
layer and possible houses are candidate configurations of objects. Attributes
of visual primitives at this layer are the labels door and window and their
estimated bounding box.
4.3 Relational Problem Formulation
Let us now describe how we represent relationally an image Z at the object
and house layers in the hierarchy. We assume knowledge about the identity of
the layer and access to automatically detected and extracted parts in the image
at this layer, together with their properties. Based on these assumptions we
define and employ a relational language which is derived from its associated
E/R data model and thus, is based on entities, relationships linking entities
and attributes that describe objects and their relationships. Figure 4.5 shows
the E/R diagrams for our problem at both layers. They provide an abstract
representation of the examples for the class of interest (i.e., window and door
at the object layer, and house at the house layer).
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(a) Pre-selected corner-like detections on a test image. Estimated corners
are marked by circle-cross pairs. The corner type is indicated by the color
combination of the pair. Plain crosses mark the edges endings.
(b) Classified corner-like detections on the same test image. Red indicates
corners classified as belonging to a window, while green those classified as
belonging to a door.
Figure 4.4: Examples of corner detections in an image at the primitive layer.
The language is house facade domain specific and allows to specify, in a
declarative way, relational features. It consists of visual entities, candidate
entities, spatial relationships between entities, and member relationships, all
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(b) E/R model at the house layer.
Figure 4.5: E/R diagram.
with their attributes. The language slightly differs from one layer to another,
depending on the characteristics of the entities at each layer. Entities and
relationships correspond to tuples (or relations) in the database. They can be
visualized as relational facts, in Figure 4.6 for the object layer and in Figure 4.7
for the house layer.
A visual entity represents a part or region of interest of the image at the
current layer i. It is represented by the relation part(id, attr1, . . . , attrn),
which indicates that each visual entity has a unique identifier id (under-
lined oval) and several attributes attri. At the object layer, the tuple
part(p1, botL, 0.62, door, 0.79) specifies a part entity (depicted purple in
Figure 4.5(a)), where p1 is its identifier and the other arguments are properties
extracted by the previous layer in the hierarchy. They are the corner type, its
detection confidence, the corner category and its associated class confidence. At
the house layer an example of a visual entity (depicted yellow in Figure 4.5(b))
is part(o1, door, 1.5, tall), where o1 is the part identifier and the rest are its
properties, that is the object category (door), its detection score from the object
layer and its discretized height.
A candidate entity represents a possible concept of interest to be recognized
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and is a candidate visual entity at the next level i + 1. It is represented
by the relation candidate(ic, attr1, . . . , attrn), indicating that each visual
entity has a unique identifier ic (underlined oval) and several attributes
attri. Semantically, it groups a set of visual entities and their spatial
configuration into an example or learning instance. At the object layer, the
tuple candidate(o1, thin, tall, area3, 4) represents a possible object of interest
(yellow in Figure 4.5(a)). It has identifier o1 and properties describing its
discretized aspect ratio, height, area and the number of visual entities it groups.
At the house layer a candidate entity (red in Figure 4.5(b)) represents a house
candidate and is visualized relationally as a tuple candidate(h1, ar6, tall4),
where, except for the candidate identifier h1, the other two arguments are the
discretized aspect ratio and height. Size-related properties are estimated from
the extracted bounding box of the candidate based on the visual entities it
groups.
Spatial relationships impose a structure on entities (e.g., spatial neighborhood)
and are linked to the entities that participate in the relationships. In our
problem, we have spatial relationships amongst visual entities (green diamonds)
and, respectively, amongst candidate entities (blue diamonds). They are derived
from the spatial localization of the entities, i.e., bounding boxes, and extension.
An example is the relationship closeRight(p3, p1, 232.6), which indicates that
visual entities p3 and p1 are spatially close to each other and aligned on the
X axis with p3 to the right of p1. It has as attribute the Euclidian distance
between the bounding boxes centres. Other spatial relationships are defined in
Section 4.3.1.
Additional relationships are introduced by the predicate category(ic, class)
(white diamond), which is linked to candidate entities and indicates the
category of the candidate, and the membership relationship partof(id, ic)
(grey diamonds), which links visual entities to candidate entities.
In practice, the language is specified using the kLog engine for the kernel-based
approach [Frasconi et al., 2012] and using a self-developed framework for the
distance-based approach. Nevertheless, both implementations closely follow
the relational language introduced above and are embedded in Prolog. They
only differ with respect to some implementation assumptions. While kLog is
a general purpose relational language for kernel-based learning that allows to
specify different learning problems, the self-developed framework is tailored
towards the houses application using specific defined distance functions. In
addition, kLog has a more principled and general syntax than the distance-based
framework.
A clear advantage of the relational language is that it supports both extensional
as well as intensional relations. Extensional relations are explicitly listed sets
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x = {part(p1, botL, door), part(p2, topL, door),
. . . , part(p5, botL,win), part(p6, botR,win),
part(p7, topR,win), closeUp(p2, p1, 226),
closeRight(p3, p1, 145), closeRight(p6, p5, 161),
closeRight(p4, p2, 312), . . . ,
candidate(o1, thin, h5, area3, 3),
candidate(o2, squared, h3, area3, 3),
candidate(o3, squared, h5, area5, 3),
candidate(o5, thin, h3, area2, 5), . . . , partOf(p1, o1),
partOf(p2, o1), partOf(p3, o1), partOf(p4, o2),
partOf(p5, o2), partOf(p6, o2), partOf(p7, o2), . . . ,
inside(o7, o2), touch(o6, o2), . . . }.
y = {category(o1, door), category(o5, window),
category(o3, none), . . . }.
Figure 4.6: Description of the house facade image at the object layer.
Entities are purple/yellow squares, relationships are diamonds (green/blue
for spatial/functional constraints, grey for membership constraints), properties
are circles. Candidate entities not belonging to a class of interest are empty
squares. A visual interpretation i = (x, y) is on the right; x specifies the input
features, while y is the learning target.
x = {part(o1, door, 1.56, h5), part(o2, window, 1.7, h4),
part(o3, window, 0.5, h2), part(o5, window, 2.1, h3),
part(o6, window, 0.8, h4), . . . , closeUp(o5, o1, 450),
closeUp(o4, o2, 390), touchRight(o6, o2, 134), . . . ,
candidate(h1, ar6, tall4), candidate(h2, ar2, tall4),
. . . , partOf(o5, h1), partOf(o1, h1), partOf(o4, h1),
partOf(o2, h1), . . . , inside(h2, h1)}.
y = {category(h1, house), category(h2, none), . . . }.
Figure 4.7: A description of a facade image at the house layer. Entities are
yellow/red squares, the rest is kept the same as for the object layer.
of given facts, whereas intensional relations are defined implicitly using logical
rules in Prolog. In other words, intensional relations can be derived from other
extensional or intensional relations given a set of rules. They represent domain-
related feature construction and those used in our problem are described in the
next section. In our case extensional relations are those introduced by visual
entities, while the rest are intensional.
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4.3.1 Declarative and Relational Feature Construction
Intensional facts are spatial relations and candidate entities. The grounding
of intensional relations is computed using Prolog’s deduction mechanism and
represents the extensionalization step at one layer in Figure 4.3.
Spatial Relations
The spatial relations used are closeUp/3, closeRight/3, touchRight/3,
inside/2 and touchTaller/2. They link visual entities or candidate entities
and are derived using notions of spatial theory from spatial localization (or
bounding boxes) of the entities. Spatial relations are defined using a logical
background knowledge or a set of Prolog rules. Example 13 shows how the
spatial relation closeRight/3 is defined as a logical rule. In practice, the rule
is implemented as Horn clauses in Prolog.
Example 13. The relation closeRight/3 is defined as follows:
closeRight(E1, E2, Dist)← part(E1,_,_,_,_), part(E2,_,_,_,_),
rightOf(E1, E2), closeBy(E1, E2, Dist).
The relation is not symmetric and directionality is imposed by the rightOf/2
condition. Predicates closeBy/3 and rightOf/2 are defined in the following
way:
closeBy(E1, E2, Dist)← bb(E1, BB1), bb(E2, BB2), edist(BB1, BB2, Dist),
Dist < .
rightOf(E1, E2)← right_fuzzy(E1, E2), not(up_fuzzy(E1, E2)),
not(down_fuzzy(E1, E2)), not(E1 == E2).
based on the visual entities bounding boxes BBi. Finally, the predicate
right_fuzzy/2 is specified as:
right_fuzzy(E1, E2)← bb(E1, BB1), bb(E2, BB2), getMinX(BB2, X2min),
getMaxX(BB2, X2max), getMinX(BB1, X1min),
Width is X2max−X2min, Xfuzzy is X1min−z ·Width,
X1min ≥ Xfuzzy.
In words, E1 is close to the right of E2 if both spatial constraints are fulfilled.
E1 is right of E2 if the min and max X coordinates of BB1 are smaller than
the minimum and the maximum X coordinates of BB2 in a fuzzy way (as
defined by the predicate right_fuzzy), and if E1 is not too much above or
below of E2, also in a fuzzy way (as defined by similar predicates up_fuzzy and
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down_fuzzy). Predicate bb/2 returns the bounding box BBi of an entity with
id Ei. The fuzzy definition of the predicate right_fuzzy is illustrated in the
example above. In words, it checks if the most left X coordinate of the bounding
box of E1 is greater or equal than a fuzzy variant of the most right X coordinate
of the bounding box of E1, such that a spatial overlap with E2 on its right side
is possible. Thus, the fuzzy definition allows a spatial displacement relative to
the width (Width) of E2 with a certain degree measured by the constant factor
z. The predicate getMinX/2 returns the X coordinate of the most left corner
of the bounding box that it takes as input parameter. Finally, edist/3 unifies
the variable Dist with the Euclidian distance between the two bounding boxes,
and is thresholded to obtain the closeBy/2 relation. The threshold  is defined
relatively to the size of the objects (at the house layer) or is fixed (at the object
layer) and estimated experimentally from the training data. While the spatial
relation closeUp/3 is defined in a similar way as closeRight/3, but on the Y
axis, touchRight/2 indicates if two entities are spatially touching.
Another example is the relation inside/2. It holds if one entity is spatially
inside another. This relationship is used both at the object layer (amongst likely
window candidates) and at the house layer (amongst houses candidates). Thus,
there are small variations in the definitions for the two layers. Example 14
illustrates one definition.
Example 14. The relation inside/2 at the house layer is defined as follows:
inside(C1, C2)← bb(C1, [X1min, X1max, Y 1min, Y 1max]),
bb(C2, [X2min, X2max, Y 2min, Y 2max]),
X1min > X
2
min, X
1
max < X
2
max, Y
1
min > Y
2
min, Y
1
max < Y
2
max.
where the inequalities are evaluated on similar fuzzy variants of the bounding
boxes.
A final example (illustrated in Example 15) is the spatial-functional relation
touchRightTaller/2, which is defined at the object layer between candidate
entities. In words, the relationships holds if a candidate entity C1 is touching
to the right another candidate entity C2 and is considerably taller.
Example 15. The relation touchRTaller/2 is defined as follows:
touchRTaller(C1, C2)← candidate(C1,_,_,_,_), candidate(C2,_,_,_,_),
touchRight(C1, C2), height(C1, H1), height(C2, H2),
H1 > f ·H2, hasDoorPart(C1), hasDoorPart(C2).
where the constraint hasDoorPart/1 ensures that the candidate entity considered
in the relationships groups at least one visual entity belonging to a door. This
improves door recognition, as it enforces a constraint on the height of the
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candidates belonging to the same facade that may be doors. The constraint is
reflected via the height factor f .1
Candidate Entities
Similar to spatial relations, candidate entities are estimated in a declarative way
as intensional relations from the bounding boxes of visual entities grouped by
the candidate entity. The generation of meaningful new entities is also a novel
task in the relational learning context. It can be seen as a dual to predicate
invention [Muggleton and Buntine, 1988]. There the goal is to determine new
and useful predicates. Here the task is to invent new entities. In a probabilistic
context, it is related to existence uncertainty, a term coined in the literature on
probabilistic relational models [Getoor et al., 2000]. In practice, we consider
different definitions of candidate entities, depending on the layer in the hierarchy.
Example 16. The candidate relation candidate/5 at the object layer generated
by 3 visual entities is defined as follows:
candidate(Id,Ar,A,H,NoP )← sprl(A,B), sprl(B,C), edge(Eab, A),
edge(Eab, B, ), edge(Ebc, B), edge(Ebc, C),
getProp([A,B,C], Ar,A,H,NoP,EntList),
getId(EntList, Id).
Here sprl/2 brings together the pairs of parts that satisfy any of the spatial
relations {closeRight/3, closeUp/3} and that share an edge2; getProp/6
calculates the discretized properties of the candidate relation, i.e., aspect ratio,
area, height, total number and list of visual entities characterizing the bounding
box of the candidate; getId/2 associates a unique identifier to the newly
generated candidate, based on the combination of visual entities identifiers.
At the object layer we consider also candidates generated by 4 parts that satisfy
the square-like spatial constraint. However, these parts, together with their
bounding boxes, determine the spatial frame (or bounding box) of the candidate.
The definition of getProp/6 considers inner entities as well as those along the
sides of visual entities with respect to this frame. At the house layer, the edge
condition from the definition is removed and the sprl/2 constraint belongs
to the extended set {closeRight/3, closeUp/3, touchRight/3}. To find the
houses in case of noisy information (e.g., when only part of the house is visible)
1One can define a similar relation touchLTaller which holds if an entity is touching to
the left another entity and is considerably taller.
2In practice it is a softer condition that checks if the edge passes through one of two
corners’ bounding box in a fuzzy way and in a strict way through the other.
88 UNDERSTANDING IMAGES OF HOUSES RELATIONALLY
and thus, the best explanation of the image in the selection step, the number of
visual entities used for candidate generation varies from 2 up to 6. The limits
on the number of visual entities are estimated from the training data. For
example, if the image contains some parts of a (hypothetical) house, they can
be regarded as configurations on their own (e.g. the partial house at the end of
the facade on the left in Figure 4.1 (middle) is composed of two windows only).
Candidate Entities with Global Thresholding. The definitions above
consider all generated candidates based on local spatial configurations. As the
number of candidate entities can be large when visual entities are dense (e.g.,
big windows with many panels), we additionally impose an upper bound on the
number of composite entities considered. The bound, calculated image-wise, is
proportional to the number of visual entities, but not larger than a heuristically
chosen maximum value on the training set. The candidate generation is done
recursively for every image. It starts with a less strict threshold on the closeBy/2
relation and it decreases the threshold at each iteration until the constraint
on the upper bound of the number of candidates is met. Global thresholding
is not necessary for the kernel-based approach. Logical matching, however,
even in an approximative form, is computationally more demanding and thus,
the distance-based approach requires global thresholding. Another practical
alternative could be sampling from the set of candidates.
4.3.2 Visual Interpretation and Problem Definition
Starting from the definition of a logic interpretation, we define a visual
interpretation of an image at one layer as the union of all relations at that layer.
Definition 7. A visual interpretation is the set of ground entity atoms and
the set of ground relationship atoms (over the constant and predicate symbols
occurring in the set of clauses that characterize the facade domain) that are
extracted from the image and assumed to be true. In a partially observable case,
when not all values of all atoms are known, we obtain a partial interpretation.
Visual interpretations of an image at the object and house layers are illustrated
in Figure 4.6 and Figure 4.7, respectively. We represent each image as a visual
interpretation I = (x, y) or as an instance of a relational database; x ∈ X is the
set of input ground atoms and y ∈ Y the set of output target ground atoms
representing the candidates categories. Some of the candidate entities capture
the concepts of window, door or house; the rest belong to the category none.
Our framework learns from interpretations in a supervised setting [De Raedt,
2008]. We are given a training set of n independent interpretations D =
{(x1, y1), (x2, y2),
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. . . , (xn, yn)}. In our problem, the target is the unary relationship category/1.
Each ground target atom yki in the set of targets yi belonging to interpretation i,
together with its input ground atoms xki , forms a training example ek = (xki , yki ).
Each example ek is, thus, a smaller visual interpretation, part of the larger
image interpretation. The goal is to learn a mapping h from the inputs X to the
outputs Y . During prediction, we are given a partial interpretation of an image
consisting of ground atoms x, and are required to complete the interpretation
using h to predict the output atoms y. The classifier h can have different forms,
depending on the machine learning solution employed.
In this work we consider two solutions for composite entity classification. First,
we use a k-nearest-neighbor approach based on a distance measure between
interpretations. Second, we employ a SVM approach combined with kernels for
graphs. We describe these solutions in turn.
4.4 A Relational Distance-based Approach
Following the setup described above, each region of interest example e is
represented by its corresponding visual interpretation. We use quantified
matchings between two interpretations to build a composite entity classifier
using the kNN approach.
Definition 8. A matching between two interpretations I1 and I2, denoted
m(I1, I2), is a mapping such that each atom a1 ∈ I1 corresponds to at most one
atom a2 ∈ I2 and vice versa. To each matching we associate a dissimilarity
score d(I1, I2), which indicates how different the two interpretations are.
In terms of the graph representation, this corresponds to mapping the vertices
from I1 to those of I2. A possible matching between two interpretations depicted
as graphs, is shown in Fig. 4.8. The quality of the matchings is evaluated by the
dissimilarity score. We express this score in terms of a distance metric between
interpretations. The matching is evaluated directly on the relational language.
4.4.1 The Distance Metric
The distance function d(I1, I2) that we define measures the quality of the
mapping and has two components. One characterizes the structure similarity,
the other the appearance. Our choice is justified by the fact that both aspects
may have impact on the matching score.
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Figure 4.8: Graph representations of an example (left) and an image
interpretation (right).
Structural Component
To evaluate how well two logical interpretations match structurally, we must
calculate their generalization (or common part). We employ the recent general
result of [De Raedt and Ramon, 2009] on metrics, which targets the minimally
general generalization of two interpretations, as explained in Section 2.1.2.
We choose the object identity (OI)-subsumption order [Ferilli et al., 2003] to
calculate it. The minimally general generalization (mgg) is equivalent, in terms
of graphs, to the maximum common subgraph. This means that vertices in the
subgraph can be mapped to at most one vertex in the supergraph, imposing an
exact structure matching, and thus the mgg is not necessarily unique [De Raedt,
2008] (Section 2.1.2). Example 17 illustrates the mgg under OI-subsumption
for two house facade interpretations.
Example 17. Let I1 and I2 be two visual interpretations, where
I1 = {part(o1, win), part(o2, door), part(o3, win), cRight(o3, o2, 2),
cUp(o1, o2, 10)} and I2 = {part(o4, win), part(o5, door), part(o7, door),
cRight(o7, o4, 2), cUp(o4, o5, 10)}.
Under OI-subsumption there are two possible mggs:
mgg0OI(I1, I2) = {part(X1, win), part(X2, door), part(X3, X4), cUp(X1, X2, 10)}
with θ01 = {X1/o1, X2/o2, X3/o3, X4/win}, θ02 = {X1/o4, X2/o5, X3/o7, X4/door}
mgg1OI(I1, I2) = {cRight(X1, X2, 2), part(X3, X4), part(X2, X5), part(X1, X4)}
with θ11 = {X1/o3, X2/o2, X3/o1, X4/win, X5/door},
θ12 = {X1/o7, X2/o4, X3/o5, X4/door, X4/win}.
Consequently, the mgg for the two interpretations I1 and I2 results in the set
mggall = {mgg(I1, I2)}. Given one mgg in this set mgg(I1, I2) ∈ mggall, the
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structural distance between two interpretations I1 and I2 is:
ds = |I1|+ |I2| − 2|mgg(I1, I2)| (4.1)
where | · | is the number of the vertices in the interpretation. From this,
it is straightforward to derive a normalized structural distance dns(I1, I2).
Similar distance measures are defined in [Nienhuys-Cheng, 1997,Horváth et al.,
2001,Kirsten et al., 2000].
Appearance Component
In addition to structural similarities, properties of entities (e.g., color) are
important. If mgg represents the maximal common structure between two
interpretations I1 and I2, then mggθ1 and mggθ2 are specialized maximal
common parts of mgg that correspond to I1 and I2, respectively. The
substitutions θ1 and θ2 specify the mapping between different entities. Indeed,
if V/e1 ∈ θ1 and V/e2 ∈ θ2 then e1 is mapped onto e2. We can now define a
normalized appearance distance between the two interpretations I1 and I2 as:
dna(I1, I2) =
1
|mgg| ×
∑
a∈mgg
d0(aθ1, aθ2),
where a is an atom in mgg. Since mgg gives the common structure of the
two interpretations, in order to compute dna(I1, I2) we start from mgg and
specialize each atom a ∈ mgg, such that aθ1 and aθ2 are ground atoms with
the same predicate symbol a. Let S denote the set of all symbols, then the
distance d0 : S × S → [0, 1] is a normalized distance measure defined for our
particular application in the following way. Let ti, si be attributes, then:
d0(a(t1, ...tn), a(s1, ..., sn)) =
1
n
×
n∑
i=1
d0(ti, si) (4.2)
For discrete attributes we employ the hamming distance d0(t1, t2) = 0 if t1 = t2,
otherwise 1. For numerical attributes in the range [min,max]:
d0(t1, t2) =
abs(t1 − t2)
max−min (4.3)
The Combined Distance
The structural and appearance-based aspects of the distance measure are
combined into a single measure using a (normalized) weighted average:
dsa(I1, I2) = ws × dns(I1, I2) + wa × dna(I1, I2), (4.4)
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where ws + wa = 1. These weights can be supplied or learned.
Because the mgg of the two interpretations I1 and I2 is not unique, the global
normalized distance between I1 and I2 finally is:
d(I1, I2) = min
m∈mggall
dsa(I1, I2). (4.5)
Next, we employ the kNN classifier. Given the set of candidate entities C in
the test image and the set of training examples or prototypes ζ, the algorithm
evaluates the quality of each composite entity by computing the distance to the
prototypes and classifies it based on the majority vote of its k nearest neighbors.
The algorithm returns the set Ceval of 3-tuples (y, d, c), where y is the category
of c ∈ C and d is the mean distance score from c to the elements of the subset
ζy ⊆ ζ describing only entities of class y in the set containing the k nearest
neighbors.
A strong point of our framework is that distance functions at each level of the
hierarchy, either in terms of low-level features or high-level relational spatial
composites, can easily be replaced by alternatives. Additionally, it can be
proven that the distance that we defined is a metric. This gives extra useful
properties, such as the triangle inequality satisfaction, which can be exploited
for a faster approximate kNN.
Theorem 1. The distance function d is a distance metric.
Proof. d0 represents the sum of well known distance functions that are metrics.
Given that the sum of metrics is also a metric, d0 is a distance metric. Similarly,
dna is an averaged sum of d0 values and thus, it is a distance metric. dsa is
proven to be a metric in [De Raedt and Ramon, 2009]. As a result, their sum
dsa is a metric. Finally, a minimum over a set of metrics is also a metric and
thus, d is a metric.
The distance-based approach considers as visual interpretation of a candidate
entity the set of visual entities grouped by the candidate, the set of spatial
relations amongst them, the set of membership relations, the candidate entity
itself and its category relation. Thus, the classification step classifies the
candidate entity in a local manner, that is, this step only takes into account the
internal structure and appearance properties of the entity to be classified, but
no context. This may give unintuitive results at the global level. For instance,
it could be that two entities with a significant overlap of two windows are both
classified as houses. Although the approach could use, in theory, more visual
context at the interpretation level, it is limited by the high computational
cost caused by the logical matching, even when an approximation is used in
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practice. Therefore, we also perform a selection step in which contextual global
constraints are taken into account. Using global optimization we find the best
subset of the classified entities in the image. From this set we then derive
detections. The selection step can be used for the kernel-based approach as well.
However, since in practice it is employed only for the distance-based approach,
we describe it in this section.
4.4.2 Contextual Candidate Selection
Given the kNN evaluated candidates, the selection step is performed as follows.
We first rank the set of candidate entities of interest Ceval according to their
distances to the nearest examples in ζ. Next, we use a threshold on the number
of candidates to select the best set C∗. This step is optional, but recommended
as a large space of entities C is usually generated. From this reduced set, we
then select those that together explain best (most of) the visual entities at that
layer. To this end, we formulate the candidate entity selection problem as a
maximum weighted independence set problem.
Definition 9. Let G = (V,E,W ) be an undirected graph, where V , E and W
are the set of vertices and edges and a vertex weighting function, respectively.
An independent set is a set S ⊆ V such that ∀e ∈ E the two end vertices of e
do not belong to S simultaneously. A maximum weighted independence set
problem (WISP) is formulated as follows: given an input graph G = (V,E,W ),
find the independence set S of vertices in V such that the valueW (S) is maximal.
In order to convert our problem to a WISP problem we have to find the
correspondence to the input graph G = (V,E,W ) and the independence set S.
In our case:
• V becomes the set of candidate entities C∗.
• we use the set of edges E to model constraints between candidate entities,
that is the solution must contain only candidate entities that do not share
any visual entities. This constraint is considered through the independence
property itself by inserting an edge between any two C which share at
least one visual entity:
E = {e(c1, c2)|c1, c2 ∈ C∗, V (c1) ∩ V (c2) 6= ∅}
• the vertex weighting function W : V → N is
Wc = σ(1− dζ(c, ζ)),∀c ∈ C∗
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where σ is a function which proportionally amplifies higher scores to ensure
the selection of best scored candidate entities. The function that we want
to maximize is then W (S) =
∑
c∈SWc, where S is one independence set
solution.
The solution to the WISP problem is known to be a NP-hard optimization
problem. However, both exact and approximation algorithms exist [Busygin,
2006]. For the exact case we use a branch-and-bound algorithm3 for the
maximum clique problem, which is computationally equivalent to the maximum
independent set problem computed on the complement graph (for more details
see [Östergård, 2002]). For the approximation case we use the algorithm for
the maximum weight clique problem proposed in [Busygin, 2006]4. Other
approximation methods are also known to work in polynomial time [Lozin and
Milanic, 2010]. However, these are adequate for particular (i.e., planar) graphs,
while our selection problem deals with general graphs. If the size of C∗ is in a
certain range (e.g., ≤ 150 vertices at the object layer) we use the exact optimizer,
otherwise the approximate one. This gives acceptable results in practice. The
set S∗ of selected detections is used next for post processing.
4.5 A Relational Kernel-based Approach with Con-
text
We now include contextual information in a principled way and directly at
the interpretation level using the kernel-based approach, which is faster and
can evaluate larger example interpretations. Different from the distance-based
approach, the kernel-based one works on a graphicalized representation of the
visual image interpretation.
As already mentioned, the kernel-based approach is implemented in the kLog
framework [Frasconi et al., 2012]. kLog transforms the relational databases into
graph-based representations and uses graph kernels to extract the feature space.
There are several advantages of using kLog and, implicitly, its kernel-based
language. First, it can take relational contextual features into account in a
principled and natural way. Its declarative kernel allows us to “program” it in
order to construct and integrate multiple heterogeneous features via a flexible
bias. Second, it allows fast computations with respect to the interpretation
size, which allows us to explore different measures of contextual information
via the kernel hyper-parameters. Third, kLog provides a flexible architecture in
3Available at http://users.tkk.fi/pat/cliquer.html.
4Available at http://www.stasbusygin.org.
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Figure 4.9: Part of the graphicalized visual interpretation in Figure 4.5(a). A
neighborhood-pair feature with R = 2 and D = 4 is marked in yellow. The root
vertices or kernel points are the candidate vertices and the balls are marked
as yellow ellipses.
which only the specification language for relational learning problems is fixed.
Actual features are determined by the choice of the graph kernel. In this setting,
experimenting with alternative feature spaces is rapid and intuitive.
4.5.1 Graphicalization in kLog
Each interpretation I is converted into a bipartite graph G that has a vertex for
each ground atom. Vertices correspond to grounded atoms, either entities
or relationships, but identifiers are removed. Edges connect entities and
relationships: there is an undirected edge {e, r} if the entity identifier in e
appears as an argument in r. Figure 4.9 shows part of the graph obtained from
the visual interpretation in Figure 4.5(a). Thus, edges connect vertices that
share identifiers in the tuples. Role information (i.e., the position of an entity
in a relationship) is retained as an edge annotation. The graph can be seen as
the result of unrolling (or grounding) the E/R diagram for a particular image.
There is no loss of information associated with this step.
4.5.2 The Kernel Function
Once interpretations are represented as graphs, any graph kernel in conjunction
with a statistical learner can be used to solve the classification problem in
the supervised setting. The kLog implementation uses a variant of the fast
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neighborhood subgraph pairwise distance kernel (NSPDK) [Costa and De
Grave, 2010]. NSPDK is a decomposition kernel [Haussler, 1999] that counts
the number of common parts between two graphs. In our case, the graph is the
contextual information of one candidate vertex. Parts are pairs of subgraphs
extracted from the graph defined as follows. Given a graph G = (V,E) and a
radius r ∈ N, we denote by Nvr (G) the subgraph of G rooted in v and induced
by the set of vertices V vr
.= {x ∈ V : d?(x, v) ≤ r}, where d?(x, v) is the shortest-
path distance between x and v. A neighborhood is therefore a topological ball
with centre in v. For a given distance d ∈ N, the neighborhood-pair relation
is then defined as Rr,d = {(Nvr (G), Nur (G), G) : d?(u, v) = d}, where the roots
u and v are exactly at distance d. Thus Rr,d identifies pairs of topological
balls of radius r and distance d. The kernel between two graphs is then the
decomposition kernel defined by relations Rr,d for r = 0, . . . , R and d = 0, . . . , D:
K(G,G′) =
R∑
r=0
D∑
d=0
∑
A,B ∈ R−1
r,d
(A,B,G)
A′, B′ ∈ R−1
r,d
(A′, B′, G′)
κ((A,B), (A′, B′)) (4.6)
where R−1r,d(A,B,G) returns the set of all pairs of neighborhoods (or balls)
(A,B) of radius r with roots at distance d that exist in G. The maximum
radius R and the maximum distance D are kernel hyper-parameters and are
set experimentally. Figure 4.9 shows a neighborhood-pair feature with R = 2
and D = 4. The root vertices, also called kernel points are imposed via the
kLog language as domain bias. In the example, kernel points are the candidate
vertices and the balls are marked as yellow ellipses. Furthermore we consider a
normalized version of K(G,G′) that is:
K ′(G,G′) = K(G,G
′)√
K(G,G) ·K(G′, G′) (4.7)
to ensure that relations induced by all values of radii and distances are equally
weighted regardless of the size of the induced part sets.
The kernel κ((A,B), (A′, B′)) compares pairs of neighborhood sub-graphs (A,B)
and (A′, B′) extracted from the two graphs G and G′ and is defined over sets
of vertices (atoms). We ensure that only neighborhoods centered on the same
type of vertex will be compared, thus κ((A,B), (A′, B′)) is defined as a product
of two components:
κ((A,B), (A′, B′)) = κroot((A,B), (A′, B′))·κsubgraph((A,B), (A′, B′)), (4.8)
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where the component κroot((A,B), (A′, B′)) is 1 if the neighborhoods to be com-
pared have the same type of roots, while the component κsubgraph((A,B), (A′, B′))
compares the pairs of neighborhood graphs extracted from two graphs G and
G′. KLog implements several variants of κsubgraph to be used depending on
the problem at hand. Because the graphs induced in our application are not
sparse and some vertices (those corresponding to visual entities) exhibit large
degrees, the likelihood that two neighborhoods match exactly is very low. Thus,
we consider a partial or soft match between subgraph pairs. Additionally, we
deal both with symbolic and numerical properties and it is more appropriate to
solve the classification problem using a soft specialization of κsubgraph or a soft
match kernel.
Soft matching
The soft matching kernel uses the idea of multinomial distribution (i.e.,
histogram) of labels introduced in the Weighted Decomposition Kernel
[Menchetti et al., 2005]. Although it discards some structural information inside
the graph, context is incorporated by kernel hyper-parameters which collect
information from neighboring candidates. More precisely, it counts corners with
similar properties in both the instance candidate and the contextually related
candidates.
κsubgraph((A,B), (A′, B′)) =
∑
v ∈ V (A) ∪ V (B)
v′ ∈ V (A′) ∪ V (B′)
1`(v)=`(v′)κtuple(v, v′) (4.9)
where V (A) is the set of vertices of A and `(v) is the label of vertex v. If the
atom part(p1, botL, 0.62, door, 0.79) is mapped into vertex v, l(v) returns the
signature name part. In this case κsubgraph is decomposed in a part that counts
the vertices that share the same labels `(v) in the neighborhood pair and ensures
matches between tuples with the same signature name, and a second part that
takes into account the tuple of property values. In words, we count the vertices
that share the same labels in the pair of subgraphs. This is enforced via the first
element of the product in the sum, 1`(v)=`(v′), ensuring, thus, matches between
tuples with the same signature name. Tuples can have discrete or continuous
properties. For the discrete case, the kernel on the tuple considers each element
of the tuple independently:
κtuple(v, v′) =
∑
d
δ(propd(v), propd(v′)) (4.10)
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where δ(x, x′) = 1 if x = x′ and 0, otherwise. If atom part(p1, botL, 0.62, door, 0.79)
is mapped into vertex v, propd(v) returns the property values botL and door.
For real values, it considers the standard dot product:
κtuple(v, v′) =
∑
c
propc(v) · propc(v′) (4.11)
where for the atom part(p1, botL, 0.62, door, 0.79), mapped into vertex v,
propc(v) returns the property values 0.62 and 0.79.
The kernel counts the number of symbolic labels and properties (e.g.,
closeRight, botL, door, . . . ) and sums continuous property values that belong
to vertices with identical labels l(v) that are contained in the neighborhood
pair. For example, in our specific recognition problem at the object layer, the
kernel will count, among others, how many corners contained by a candidate
and its neighborhood candidates (thus, by a pair of balls) belong to a window,
how many belong to a door, how many are of a certain type, how many close
to the right relations there are in the neighborhood and so on. For more
details, see [Frasconi et al., 2012]. Many alternative statistical learners can be
used on the feature vectors created by kLog. In our experiments, we used a
standard implementation of support vector machines [Fan et al., 2008], which
was integrated via a wrapper in kLog, together with a linear kernel. In practice
we train a binary classifier for each category. The set of positively predicted
candidate entities is used next for post processing.
4.6 Post Processing
Following the candidate selection step, we employ two post-processing steps.
Bounding Box Prediction
The end goal of our framework is to predict the bounding boxes of detected
objects of interest. We use the subgraph of visual entities grouped by the
candidate entity to predict a bounding box of the object. This is implemented
by mapping the bounding boxes of the visual entities (i.e., vectors of 2D
locations) to the corners of the object bounding box.
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Non-Maximum Suppression
Either the classifiers or the selection step may give multiple spatially overlapping
detections for each instance of an object. The selection step ensures that
detections do not share any visual entities, however their bounding boxes
may still overlap. Non-Maximum suppression (NMS) however, uses a greedy
procedure for eliminating spatially overlapping detections. After applying the
bounding box prediction described above we have a set of detections for an
object category in an image. Each detection is defined by a bounding box and a
score. We sort the detections by score, and greedily select the ones with highest
score, while suppressing detections with bounding boxes that are more than
some percentage (which varies depending on the setting) covered by a bounding
box of a previously selected detection. Similar NMS steps are frequent in the
computer vision community (e.g., [Felzenszwalb et al., 2010]). Experimentally,
before the evaluation, a NMS step with 50% overlap was applied.
4.7 Experiments
The goal of the experiments, and of this work in general, is not to compete with
powerful detectors, often built on dense feature representations, but rather to
evaluate how structure and context can be flexibly exploited in understanding
house facade images via relational representations. We show that even when
starting from relatively sparse cues (primitive layer in Figure 4.10), recognizing
and understanding complex objects is feasible, thanks to the use of structure
and context. Moreover, rather than just detecting bounding boxes of objects,
our methods can return a semantic hierarchical interpretation of the scene,
decomposing each object into its constituent parts.
We investigated the following questions experimentally:
(Q1) How does the relational distance (combined with global selection) perform
when understanding house facade images? Does the interplay between
structural and appearance-based aspects affect the results?
(Q2) How do relational, contextual features perform for images of houses in
the kernel-based framework?
(Q3) Which of the two SRL approaches works better?
(Q4) How do the SRL frameworks compare to other propositional approaches?
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By answering questions (Q1) we investigate how the relational distance performs
in the house facade application. Additionally, we analyse the best parameter
settings when understanding house facade images. Question (Q2) looks at the
performance of the kernel for the same problem, while using richer contextual
features. Finally, the goal of questions (Q3) and (Q4) is to compare the
performance results of both SRL frameworks, also in contrast with other
propositional approaches.
Notes. As explained in Section 4.4, our relational distance-based approach
relies on finding maximum common subgraphs between graphs. This is an
optimization problem that is known to be NP-hard. Therefore, in practice,
we used an approximation. Additionally, to keep the computation time for
one image relatively fast (i.e., in terms of a few minutes), in the case of the
distance-based approach, we considered sparser candidate instances by including
in the interpretation only visual entities that generate the candidate bounding
box (without the inner/sides ones). Moreover, the partOf/2 relation was not
used in practice (since we do not use contextual candidates, each visual entity
is linked directly to the candidate entity via the candidate identifier) and some
entity attributes were not used (e.g., corner type confidence). Also for speed
reasons, we used as training instances a set of candidate prototypes that were
extracted directly from the annotations.
4.7.1 Datasets and Evaluation
For the experimental evaluation we used 2D street view images (Figure 4.1).
They commonly display a rich structure (and variety), yet are often quite
consistent in terms of structure in a row of houses. We annotated5 164 images
of rows of house facades from different countries. A number of 20 images were
collected by ourselves, the rest from Google Street View. All images showed
near-frontal views of the houses and no further rectification was performed.
Each image had a resolution of 600x800 pixels. On these images, windows,
doors and houses were manually annotated. We considered 2 settings: the full
dataset denoted D164 and a subset of 60 images denoted D60.
Figure 4.10 recalls the bottom-up data flow. We make use of three layers in a
four-level hierarchy: primitive, object and house layers.
The experiments were performed in two different phases. In a first phase, we
performed experiments at single layers independently. More precisely, we used
as input for the learning task at one single layer the annotated parts at the
5Using the LABELME toolbox [Russell et al., 2008].
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Figure 4.10: Data flow in the four-level hierarchy of the facades domain. Input
layers: pixels, corner primitives and objects. Corresponding output layers:
corner primitives, objects and houses, respectively.
house layer and the segmented parts at the object layer. Then, we employed our
method to compute the output. In this way, it is possible to get an appreciation
of how difficult the learning problem is and what are the limitations of the
data at each layer. For the house layer, although the input is precise given the
ground-truth annotations, it is still noisy with respect to occlusions of windows
and doors present in the image. In a second phase, we performed experiments in
the full hierarchical setting, that is, the inputs are image pixels and the outputs
are at the house layer. This allowed us to estimate how good the hierarchical
approach works.
Because we deal with a detection problem we adopt the evaluation measures
used in information retrieval. We measure performance in terms of the
number of true and false detections in a test dataset. In our setting the
positives are all the composite entities selected via the selection function. We
evaluate the performance using the overlap measure, which is also the PASCAL
VOC [Everingham et al., 2008] criterion. We compare the bounding box BBd
corresponding to the detected concept to the ground-truth bounding box BBt
in manually annotated data. If area(BBd∩BBt)/area(BBd∪BBt) > 0.5, then
BBd is a true positive (TP), otherwise it is a false positive (FP). The precision
P is TP divided by the total number of predicted components. The recall R is
TP divided by the number of ground-truth components in the test set. The F1
score is a measure of accuracy and is the harmonic mean of precision and recall.
The problem of detection is posed in the kernel-based approach as a classification
task, namely distinguishing in the image the class of interest with some score.
Such a classifier can be turned into a detector by sliding it across the image and
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thresholding the scores of the hypotheses to obtain a precision-recall curve. In
the distance-based approach, however, our formulation builds on top of a kNN
classifier by selecting interesting (already scored) candidates which together
find the best semantic segmentation of the image. Since they are together part
of the solution, they are all predicted positive instances (except the spatially
overlapping ones solved by the final NMS step). As a result, there is no obvious
threshold that can be varied to trade-off precision vs. recall and instead of a
precision-recall curve, the performance is measured as a precision-recall point.
In the experiments with the relational distance we perform a 5-fold cross
validation on the datasets. In the experiments with the kernel we used a fixed
split of the data consisting of 48 images for training and 12 for testing. The
fixed setup was kept for the comparison experiment in question (Q4). The
implementation combines code in Prolog, Matlab and C.
4.7.2 Baselines and Comparisons
To assess the difficulty of the problem we compare our methods to a baseline
and to two other well known approaches in computer vision.
Baseline 1. Objectness. As our first baseline we use the generic object
detector proposed in [Deselaers and Ferrari, 2010].
Baseline 2. Objectness + HOG. Our second baseline we use the generic
object detector as a prior distribution to sample relevant hypotheses in the
image. Next, we train6 a classifier for the category house on HOG feature
descriptors [Dalal and Triggs, 2005] to re-score them. We first sample 100 house
candidates in each image and then employ the specialized classifier to improve
the predictions.
Approach 1. Deformable Template Matching with Boosting (DTM). We
first employ the boosting approach7 in [Torralba et al., 2004], which trains an
ensemble of weak detectors for each category (house, window, door). Each weak
detector computes template matching with a localized patch in object centred
coordinates. The features are obtained using a convolution mask tailored to the
normalized correlation between the search patch and the deformable template.
6Using the LIBSVM library available at: http://www.csie.ntu.edu.tw/~cjlin/libsvm/.
7Available at http://people.csail.mit.edu/torralba/shortCourseRLOC/boosting/
boosting.html.
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Individual houses can be more effectively detected using a template matching
approach than a texture-based one, since houses in the same row have the same
texture and most street scenes greatly vary in texture across the dataset. In our
experiments we use 30, 60 and 120 weak classifiers, resulting in the comparison
approaches denoted DTM30, DTM60 and DTM120.
Approach 2. Deformable Part-based Models (DPM). The second approach
is the deformable part-based models [Felzenszwalb et al., 2010], a system that
can represent highly variable objects using mixtures of multiscale deformable
part models. Each model is a hierarchical star-structured model defined by a
“root” filter (first layer) plus a set of parts filters with spring-like connections
between the root and the parts (second layer). The score of a star model
at a particular position and scale within an image is the score of the root
filter at the given location plus the part scores. The score of a part is the
maximum over part filter scores of possible part locations, minus a deformation
cost measuring the deviation of the part from its ideal location relative to the
root. To discriminatively train this model using object bounding boxes, a latent
SVM is used. Results are reported for the standard DPM setting with one
component (belonging to the front pose of the house) containing 8 parts. We
use as positive examples the house bounding boxes and we provide as “weak"
negatives background samples of fixed size from the annotated bounding box
surroundings.
4.7.3 Results
We first evaluate the quality of the input primitives introduced in Section 4.2
and illustrated in Figure 4.4, by reporting results at the primitive layer. In this
way we can assess the accuracy of the primitives the object layer builds on. We
recall that the primitive parts are 2AS interest points with their properties
and some of these properties, i.e., relevant part categories, are obtained via two
classification steps. For the first classification step establishing whether a corner
is relevant or not we obtained F1 = 0.85. For the second classification steps
distinguishing between window and door corners we obtained F1 = 0.64.
(Q1) To investigate the relational distance experimentally, we considered
different values of k (in the kNN) at single layers independently and
with the full hierarchy on both datasets. The features employed at
the object layer rely directly on available detected 2AS from the primi-
tive layer. The corresponding list of relations was {part(idp, type, class),
candidate(idc), closeUp(idp1, idp2, dist), closeRight(idp1, idp2, dist)}. At
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Figure 4.11: Object layer segmentation, class door, D60. The influence of the
structure component ws on precision/recall values for different values of k.
Figure 4.12: Object layer segmentation, class window, D60. The influence of
the structure parameter ws on precision/recall values for different values of k.
the house layer, the set of relations used is {part(idp, class), candidate(idc),
closeUp(idp1, idp2, dist), closeRight(idp1, idp2, dist),
touchRight(idp1, idp2, dist)}.
At the object layer, in the case of D60, the results are shown in Figures 4.11
and 4.12 for classes door and window, respectively. The maximal values R=0.47,
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Figure 4.13: Object layer segmentation, class door, D164. The influence of the
structure parameter ws on precision/recall values for different values of k.
Figure 4.14: Object layer segmentation, class window, D164. The influence of
the structure parameter ws on precision/recall values for different values of k.
P=0.41, F1=0.44 for class door and R=0.61, P=0.43, F1=0.50 for class window
were obtained for parameters k = 75, ws = 0.4, wa = 0.6 and k = 75, ws = 0.5,
wa = 0.5, respectively. We notice that for k = all precison and recall for class
door are very low. That can be explained by the fact that the number of
windows is much greater than the number of doors in the training set, and
thus, a weighted kNN would be more suitable to try in the future. In the
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Figure 4.15: House layer segmentation (annotations), class house, D60. The
influence of the structure parameter ws on precision/recall values for different
values of k.
case of D164, the results are shown in Figures 4.13 and 4.14. The maximal
values R=0.44, P=0.41 and F1=0.43 for class door and R=0.54, P=0.42 and
and F1=0.47 for class window were obtained for parameters k = 50, ws = 0.4,
wa = 0.6, and k = 150, ws = 0.4, wa = 0.6, respectively. We notice that results
for other k values are also close.
At the house layer, we first tested our approach directly on the ground-truth
annotations of the underlying layer, that is, objects such as windows and doors.
We observe that if k is large enough (k ≥ 30 and k ≥ 100, respectively),
increasing of the amount of structure increases precision/recall values. For D60,
when k = 60, we obtained optimal values R=0.86, P=0.83; for k = 90, R=0.92
and P=0.9; for k = all, R=0.88 and P=0.85. For D164, when k = 300, we
obtained optimal values R=0.83, P=0.8 and F1=0.81.
Finally, we evaluated detection results at the house layer using the full hierarchy.
From the raw image we first detected the 2AS primitives. These were then
employed further as input to detect windows and doors. At this point there
are 2 possible ways to proceed. We can select relevant windows and doors via
the described selection step at the object layer and use this result as input for
the house layer. However, this gave less good results as a high enough recall
was required from the object layer to obtain rich enough visual interpretations
of images. Alternatively, instead of the full selection step at the object layer,
we propagated the top ranked composite entities by directly applying a NMS
selection. In this way, the full selection is replaced by a less selective mechanism,
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Figure 4.16: House layer segmentation (annotations), class house, D164. The
influence of the structure parameter ws on precision/recall values for different
values of k.
Figure 4.17: Hierarchical segmentation, class house, D60. The influence of the
structure parameter ws on precision/recall values for different values of k.
improving recall at the object layer, even when a low NMS overlap degree is
used. The selected candidates became visual entities at the house layer. This
improved the results to obtain for D60, when k = 90, R=0.68, P=0.69, F1=0.68
(ws = 0.3) and when k = all, R=0.67, P=0.67, F1=0.67 (ws = 0.4). Figure 4.17
illustrates these results, obtained for a NMS selection with 0% overlap at the
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Figure 4.18: Hierarchical segmentation, class house, D164. The influence of the
structure parameter ws on precision/recall values for different values of k.
object layer. Results for D164 are shown in Figure 4.18. For k = 300, we
obtained R=0.53, P=0.61, F1=0.57 (ws = 0.4) in the 0% overlap NMS selection
setting. When a 2% overlap degree was used to select the best visual entities at
the house layer, we obtained R=0.57, P=0.65, F1=0.61 (ws = 0.4) for the class
house.
We note that, due to the selection procedure, precision and recall are highly
coupled in all experiments. Also, our method generalizes well across larger
datasets of house facades, independently of the appearance variability. We are
able to delineate houses and to separate them from neighboring houses, even
when attached. The experiments ran for all settings and their outcome answer
the first part of question (Q1). We also indicate that the results reported here
are slightly better than those in the papers [Antanas et al., 2012b] and [Antanas
et al., 2014]. This is due mainly to the fact that we consider less noisy prototypes
which satisfy the 50% overlap criteria with the annotated bounding boxes. This
was not the case in our previous experiments where all annotation-derived
prototypes were used.
To understand how the interplay between structure and appearance affects the
results, we consider the relative weights ws and wa (structure vs. appearance
for classification) as reference points. More precisely, we evaluated the influence
of the structure parameter ws on precision/recall values.8 They show that there
8We choose ws as the free parameter; wa = 1− ws.
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Figure 4.19: PR curves, classes window, door, house using the fixed split, D60,
R = 2, D = 4.
is a “compromise” between the structure and the appearance parameters and
that it differs depending on the layer and the setup.
At the object layer, the results reported above show that the variation of the
structure has an influence, though it is limited. This can be explained by the
fact that windows and doors have mostly the same structure. However, the
structure has an indirect influence, as it is needed for computing appearance-
based aspects. At the house layer, we varied ws from 0 to 1 to plot recall and
precision. For the annotations setting, these are reported in Figure 4.15 for
D60 and Figure 4.16 for D164. The best results were generally obtained when
ws = 0.4. We stress that ws is not a threshold to trade precision for recall, but
we used it to show the influence of using structure on the performance. Indeed,
in our setup the use of structure is essential to obtain good results. We notice
that the approach is not very sensitive to a precise value of ws when ws > 0.1.
For the pipeline, the results shown in Figure 4.17 for D60 and in Figure 4.18
for D164 show an optimal performance for ws = 0.3 (D60) and ws = 0.4 (D164),
respectively.
For small values of k recall and precision are much lower for any ws. This is
explained by the fact that, given the structural variability at the house layer,
a comparison with enough prototypes is needed. The higher we get in the
hierarchy and therefore richer in the semantics, the more relevant the structural
aspect becomes.
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(Q2) Further, we investigated the use of relational, contextual features for
understanding images of houses in the kernel-based framework. For this
purpose we trained, in turn, binary classifiers for the classes window, door
and house in kLog. At the object layer, we used the following set of features:
{part(idp, type, tConf, class, cConf), candidate(idc, ar, height, area, noParts),
partOf(idp, idc), closeUp(idp1, idp2, dist), closeRight(idp1, idp2, dist),
inside(idc1, idc2), touchRTaller(idc1, idc2)}. Different from the distance-
based approach, because we do not face the computational limitation, we
employ denser candidates which include in the interpretation also inner visual
entities. Candidates classified as window or door became parts at the house layer.
Here, we used the following set of features: {part(idp, class, score, height),
candidate(idc, ar, height), partOf(idp, idc), closeUp(idp1, idp2, dist),
touchRight(idp1, idp2, dist), inside(idc1, idc2)} for the class house.
To assess the impact of contextual features on the performance of each classifier
we varied the hyperparameters of the kernel R and D. Figure 4.19 shows
precision recall curves for each of the three classifiers. They were obtained for
R = 2 and D = 4, the hyperparameter values that gave the best result. This
translates into F1 = 0.58 for class window and F1 = 0.54 for class door. The
performance obtained for house detection was R = 0.68, P = 0.56, F1 = 0.62.
We show that even if we start from relatively sparse cues, the detection problem
is solvable with good results thanks to the use of relational representations and
kLog’s flexible language and kernel. The experiments were performed on the
D60 dataset using the fixed split.
Many alternative statistical learners can be used on the feature vectors created
by kLog. In our experiments, we used a standard implementation of support
vector machines [Fan et al., 2008], which was integrated via a wrapper in kLog,
together with a linear kernel. The cost c of the SVM was chosen via internal
cross-validation on the training set.
(Q3) We compare the relational distance approach to the the graph kernel
approach onD60 using the fixed split. Comparison results are shown in Table 4.1.
We can see that by incorporating more structural context and richer features,
kLog improves results over the relational distance. This result is obtained
without explicitly considering the global selection step used in the distance-
based approach, but directly applying the post-processing.
(Q4) Table 4.2 compares the results of our distance-based approach to those
of the baselines on D164. The evaluation setting used is 5-fold cross-validation
with the same splits for the distance-based approach and for the baselines.
Precision-recall curves are shown in Figure 4.20. Although the baseline detectors
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Method R P F1
RD (hierarchy) house 0.65 0.6 0.62
kLog house 0.68 0.56 0.62
RD window 0.57 0.39 0.46
kLog window 0.65 0.52 0.58
RD door 0.55 0.47 0.51
kLog door 0.53 0.54 0.54
Table 4.1: kLog vs. relational distance (RD); classes house, door and window
using the fixed split, D60.
perform reasonably well for the house detection problem, none of these detectors
incorporates a fine-grained decomposition of a house, in the form of structured
output which explains the image in the same way as our relational distance-based
framework. DPM is an exception, as the trained model can be visualized in
terms of its parts and displacements to the root. Still, these parts do not have
an explicit meaning. Moreover, our results are comparable to the DPM results.
The relational distance still outperforms the other baselines although we start
from sparse features and therefore, a less rich appearance-based component.
This is opposed to the employed baselines which are optimized for dense cues
and a richer appearance component. The outcome scales to the smaller dataset
D60 as well. We investigated it by performing similar comparisons to some of
the baselines which are reported in Table 4.3. These conclusions implicitly hold
for the kernel-based approach as well and therefore, answer question (Q4).
Method R P F1
Objectness 0.21 0.08 0.12
Objectness + HOG 0.35 0.10 0.16
DTM 30 0.53 0.55 0.51
DTM 60 0.52 0.51 0.53
DTM 120 0.51 0.54 0.49
DPM 0.62 0.61 0.62
RD (hierarchy) 0.57 0.65 0.61
Table 4.2: Relational distance vs. baselines, class house, D164 (5-fold cv).
4.8 Related Work
A lot of work in computer vision has focused on fixed compositional structures
[Felzenszwalb et al., 2010] or constellation models [Fergus et al., 2007]. Recently,
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Method R P F1
Objectness + HOG 0.23 0.11 0.14
DTM 120 0.57 0.48 0.52
RD (hierarchy) 0.68 0.69 0.68
Table 4.3: Relational distance (RD) vs. baselines, class house, D60 (5-fold cv).
Figure 4.20: Relational distance (RD) vs. baselines. PR curves, class house,
D164 (5-fold cv). We recall that performance for our RD (hierarchy) approach
is measured as a precision-recall point due to the selection step.
more attention was devoted to using high-level relational representations for
image understanding or object recognition in general. Yet, most of this work
is restricted to a model-based approach that performs image interpretation
through attributed image grammars [Hartz and Neumann, 2007,Lippow et al.,
2008,Han and Zhu, 2009,Felzenszwalb et al., 2010,Girshick et al., 2011,Zhu
et al., 2012]. These have been well-studied in the literature [Zhu and Mumford,
2006], but need considerably more input from the user in terms of a set of
grammar rules. This is in contrast to our approach, which is based on learning
from annotated examples and which uses domain knowledge to specify only
basic qualitative spatial relations between image parts.
The use of rich logical formalisms in non-grammar approaches by the state-of-
the-art in computer vision is limited [Szeliski, 2010]. Closely related are graph
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matching and graph kernel-based techniques for image understanding [Caetano
et al., 2009,Harchaoui and Bach, 2007]. However, different from these, our work
aims at combining the best of both worlds by using kernel-based and distance-
based approaches to learn from logical interpretations. In this sense, our work fits
in the current interest for using relational learning techniques for complex vision
tasks [Petrou, 2008]. In document analysis, distance-based techniques have
been used in a relational setting [Esposito et al., 1992], yet they do not address
the intrinsically noisy nature of vision-based interpretation of images of houses.
Other relevant work includes approaches based on relational object models [Bar-
Hillel and Weinshall, 2008] or probabilistic relational learning [Dubba et al.,
2010].
Several papers have addressed the problem of understanding images of house
facades. In [Hartz and Neumann, 2007, Hartz, 2009], structure models of
meaningful facade concepts are learned from examples, while in [Zhao et al.,
2010], the authors tackle the house delineation problem by generating vertical
separating lines on the facade and using a dissimilarity measure between these
features. Finally, the works in [Müller et al., 2007,Koutsourakis et al., 2009,
Terzic et al., 2010,Teboul et al., 2013] assume having the structure or grammar of
a building facade and estimate the parameters of the model. In a more advanced
setting, [Martinović and Van Gool, 2013] presents an approach to automatically
learn two-dimensional attributed stochastic context-free grammars from a set
of labeled building facades. Different from these, our work uses distances
and kernels between logical interpretations to detect known structures. The
relational interpretation in our case lies in the input representation and not in
the model itself.
4.9 Conclusions and Future Work
We have presented two new SRL approaches to hierarchically understand images
of houses. One approach relies on a new relational distance, while the other is
a kernel-based approach nested in kLog, a framework for logical and relational
learning with kernels. For the first approach, experiments show the interplay
between on one hand structural and appearance-based aspects in the recognition
task and on the other hand good detection results both at single layers and at
the full hierarchy. Three strong points of the approach are that i) we do not
assume availability of a full model of the domain (e.g., a grammar) but only
a set of annotated examples, which is more natural and easier to obtain, ii)
the framework can easily be extended by adding relational/spatial background
knowledge, or replacing the classifiers by other similarity functions or kernels
and iii) the approach incorporates a fine-grained decomposition of a house in
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the form of structured output which explains the image, as opposed to existing
detectors. In the second approach the declarative visual language construction
and feature engineering platform used by kLog allows a flexible exploitation of
the structural and contextual knowledge in visual scenes. We show that even if
we start from sparse cues, our problem is solvable with good results thanks to
the use of relational representations and kLog’s flexible language and kernel,
without the global selection step employed by the relational distance.
This work explores a new relational scheme for solving computer vision problems.
Overall, our results clearly show the feasibility and effectiveness of our approach
by combining relational knowledge representations with computational vision.
One open question for the house facade domain is finding the right semantic
representation of the features used as input at the object layer. Here we associate
a part to a detected corner. Another possibility is to consider a pair of corners as
one part. A clear answer to this question is not obvious and more experimental
evaluation is required to settle this issue.
There are several limitations of the frameworks which will be pointed out in the
following. First, the declarative features and the visual primitives are tailored to
the house facade domain. Although the frameworks can be employed for other
domains as well (e.g., human detection), changes with respect to the feature
construction are required for good results. Second, the representation relies
on strong and discretizable local appearance features and does not guarantee
good results for domains in which the appearance component is dominant (e.g.,
butterflies, trees). Finally, the distance-based approach is limited to deal with
rather small interpretations. Once the interpretation size increases, so does the
computation time. Nevertheless, the kernel-based approach solves this problem
with fast computations on very large interpretations.
4.9.1 Future Work
There are several directions for future work. One direction is going towards a
collective classification setting, in which target predictions are simultaneously
classified based on their features and their dependencies. This is a form of
structured output learning in which, not only the input is structured, but
also the output. Another direction is to consider hierarchical features as
top-down feedback. For example, a detected house can constrain the number
of doors composing the house, and thus, improve door detection results. A
third possibility is to go towards a declarative kernel specification. Such a
programmable kernel would allow to fine-tune features of interest for the
visual task considered. Although we use the Euclidian distances as continuous
attributes, an interesting research direction is building a kernel that integrates
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numerical values in a better way than just a simple sum. In this way one can
avoid the feature discretization at the primitive layer.
Finally, the declarative definitions of spatial relations are based on general
notions of spatial theory. Although they are general and rely on few parameters
that are estimated from training data, the integration of a more principled
and richer spatial theory based on standard frameworks [Cohn and Renz,
2001], would allow a convenient and faster experimental platform for feature
construction.

Chapter 5
Relational Scene
Classification and Tagging
This chapter continues with a perspective on relational scene understanding
which is less domain-focused. We move towards more general scene
understanding and show the use of relational representations to understand
images belonging to a wide range of indoor and outdoor scene categories. This
is an important step towards relational computer vision and closing the loop
with the early vision literature. We approach the scene understanding problem
via two sub-problems, that is object recognition and scene classification, and
show the benefits of relational representations on both of them.
To this end, we contribute by employing a relational language for scene
descriptions which builds on automatically detected semantic objects, object
parts and spatial relationships that hold among them. Scenes are then described
as logical interpretations or, equivalently, as (hyper-) graphs. Using this
language, we define qualitative spatial relations, which map object bounding
boxes and part locations to higher-order relations among semantic objects and,
indirectly, object parts. This mapping is based on domain knowledge in the form
of logical rules. When applied for a particular image, the symbolic relations that
hold among scene elements characterize their spatial arrangement and provide
discriminative cues for the scene/object category. This is a more expressive
representation than a fixed grid [Parizi et al., 2012,Lazebnik et al., 2006] and
more robust than continuous locations, as it allows to flexibly integrate high-
level knowledge about scenes. We show that such relational techniques can
also improve scene and object classification. Moreover, our work gives deeper
insight in scene understanding by employing higher-order spatial relations
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among semantic elements in the scene. The story of the scene is not told only
by individual object detections, but also by their complex dependencies.
As explained in Chapter 3, this view on image representation was embraced by
early ideas that hierarchical structure and relations are key components of an
image understanding system. Differently, however, we start from modern feature
and object detectors and more complex visual recognition problems. Consider
the images in Figure 5.1. While the pool scene can be distinguished from the
others using global information and the office scene from the bar and restaurant
categories using the presence of certain objects, both sources of information
are prone to mistakes when differentiating between bar and restaurant scenes.
In this case, component objects are weaker discriminative cues and it is their
complex semantic interaction that helps the scene category disambiguation.
Indeed, the differentiating patterns are not the objects themselves but rather the
consistent qualitative spatial and functional configurations between chairs. For
example, one can describe a bar scene as having “a variable number of chairs of
similar size, close to each other and aligned horizontally along a counter”. This
high-level interpretation of a scene relies on semantically meaningful entities
and is consistent across the scene category instances. It can be most generally
described using relational representations [De Raedt, 2008] which can naturally
capture the alignment relation among the chairs.
Similarly, consistent spatial layouts of objects can be used as contextual
information to improve object recognition. Consider, for example, the office
scene in Figure 5.1. A possible false detection of a chair north-east to the
desk can be discarded by imposing a spatial constraint in the following way:
features characterizing chair legs can only be below features characterizing table
tops. Also, in this case, we advocate the use of semantically meaningful local
features in terms of discrete words. While the inner object appearance and
their spatial configuration are characterized by grid-guided histograms of words,
such as bag of words (BoW) or spatial pyramids (SP) (see Chapter 2), the
qualitative spatial constraints are enforced at the object level between BoW
or SP. Additionally, to the presence of other objects in the scene, we consider
Figure 5.1: Sample indoor scenes belonging to categories inside pool, restaurant,
bar and office (from left to right).
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as contextual information the scene category. We approach the scene tagging
problem (or object recognition with many object categories) using a similar
relational representation of the scene.
This chapter is structured as follows. Section 5.1 presents the visual primitives
on which we build the relational representation in Section 5.2. We continue
with Section 5.3 which explains how we solve the recognition tasks starting from
the relational representation. Section 5.4 shows the benefits of the relational
approach experimentally, while Section 5.5 discusses related work. We conclude
in Section 5.6.
Part of the work in this chapter was published in:
• Antanas, L., Hoffmann, M., Frasconi, P., Tuytelaars, T., and De Raedt, L.
“A relational kernel-based approach to scene classification”. In: Proceedings
of Workshop on Applications of Computer Vision, 2013.
5.1 Scene Primitives
Our relational representation of a scene is built using a set of primitives. A
primitive is either an object in the image with its properties, or a global property
of the scene. This section describes how we obtain them from raw images. Each
scene is characterized by a set of automatically detected objects in the image
together with their properties.
Semantic objects First we obtain object detections using off-the-shelf object
class detectors introduced in [Felzenszwalb et al., 2010] and [Li-Jia Li and Fei-
Fei, 2010] which are freely available online.1 We do not use all available
detectors, but restrict ourselves to a vocabulary of 51 objects, which are
more likely to appear in indoor and outdoor scenes. In addition, object
classes that characterize very small objects are not considered. Although
they may be discriminative for some scene categories (e.g., object book for
category office), they are less likely to be accurately detected by current
detectors. In practice, using 51 object detectors is reasonable, given that
pre-trained detectors are available. Additionally, we use far less detectors
than in [Li-Jia Li and Fei-Fei, 2010]. The set of object classes considered are
{screen, bed, table, desk, counter, dresser, cupboard, cabinet,mountain,window,
bookshelf, people, stair, door, railing, fence, rack, cloth, flower, building,
skyscraper, grass, sky, tree, plant, sidewalk, cloud, tower, shelf,mast, ocean,
1Available at http://vision.stanford.edu/projects/objectbank/ and http://people.
cs.uchicago.edu/~rbg/, respectively.
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streetlight, soil, f lag, cue, pin, sump, drum, boat, bus, bathtub, bridge, beach,
horse, cow, animal, sand, streetsign, seashore, truck, rock}.
To increase the effectiveness of the detectors, we exploit the idea proposed
in [Park et al., 2010], where it is shown that scale-variant, or multiresolution
detectors are beneficial to obtain better detections. Thus, we apply the detectors
at different scales of the image. If the size of the detected object is small (e.g.,
bottle), we run the detector at larger image scales, otherwise at smaller ones.
Also if the size of the object varies greatly (e.g., car), a larger range of scales
is considered. The same number of scales is kept (six to ten depending on the
object class) across datasets. We filter out all detections which occupy more
than 70% of the image size or less than 1%. Filtered detections at one and
three scales are shown in Figure 5.2(a). Next, all detections in the dataset at
all scales are globally thresholded keeping the highest scored detections. Even
after thresholding, there is a considerable number of false positives as well as
missed detections. However, if a detection is a true positive, it is often obtained
at many scales and this can be regarded as an implicit detection weight. If a
detection is a false positive, its weight is typically much lower. As attributes of
each object we use its class label and discretized area.
Object parts In addition to the predicted label, we characterize each object
in terms of visual words. We construct a codebook vocabulary on the training
images by dense sampling (every 8 pixels) of SIFT features on the bounding
boxes of the annotated objects. We then cluster these features to obtain a
vocabulary of 1000 words. Given a new SIFT feature, it can be characterized
by the closest cluster or word. We then describe each object with BoW or SP,
using the built vocabulary.
Global properties In some of our experiments, we also consider global scene
properties as primitives. We use the Gist [Oliva and Torralba, 2006,Pandey
and Lazebnik, 2011], introduced in Section 2.2.2, and Object bank [Li-Jia Li
and Fei-Fei, 2010] as feature descriptors to globally characterize the whole scene.
While the Gist of a scene captures spectral and coarsely localized information
across the image [Oliva and Torralba, 2001], the Object bank descriptor is a
collection of scale invariant response maps of many pre-trained object detectors
in the scene. Instead of directly using raw descriptors, we use them to separately
train individual classifiers on the training instances. The discrete predictions of
the classifiers for each image are employed as global scene properties.
Depending on the task, we use different primitives as input to build our relational
representation. For the scene classification we consider semantic objects and
global properties, while for the object tagging task all three primitives.
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5.2 The Relational Scene Representation
The previous section presented the primitives that we use to describe a visual
scene. Next, these are represented as a relational database and serve as input
to our relational language for kernel-based scene understanding. Practically, the
language is specified using the kLog framework [Frasconi et al., 2012], introduced
in Chapter 4. Let us now describe how we represent a scene relationally and the
tasks considered. We derive the language from its associated E/R data model
and thus, is based on entities, relationships linking entities and attributes that
describe objects and relationships. The entities in our representations for both
tasks correspond to the detected semantic objects with their local properties,
as explained in Section 5.1. In Figures 5.3(a) and 5.3(b) these are visually
depicted as rectangles. The attributes that describe the objects are represented
as ovals. They can be visualized as relational facts, in Figure 5.2(b) for the
scene classification problem. For example, the tuple obj(o3, bookshelf , large)
specifies an object entity with o3 as its identifier. The attributes are its class
label (i.e., bookshelf ) and its area (i.e., large). For the scene tagging problem a
similar representation can be found in Figure 5.2(c).
Relationships impose a structure on entities and are linked to the entities
that participate in the relationships. They are depicted as diamonds. In our
representation, we have spatial relationships among objects. These are derived
from their spatial bounding boxes. For the scene classification problem, an
example is the unary relationship location(o1, b4) which associates a specific
object o1 with its position on a 3 by 4 rectangular grid that identifies 12 blocks
in the original image; see Figure 5.2(a). In particular, for every object O and
block B, location(O,B) is true iff the bounding box of O intersects B. The
location of the object is conveniently specified with a relationship (and not a
property) as the same object can belong to several different locations (blocks)
in the image. In a relational representation, we can naturally represent sets of
locations that vary in size (and thus with more discriminative power), depending
on whether the object is found in a particular block on the grid2. Higher order
spatial relationships are defined intensionally in Section 5.2.1.
For the scene classification task, other non-spatial relationships are global
properties. We encode the global property as a special relationship of zero
arity, whose attributes are associated with a scene database. An example is
global(office), where office represents the class predicted by a pre-trained
classifier (Section 5.1). For the object recognition problem, we encode the
visual words characterizing the semantic object as properties of the relations
p_Li attached to the object entity; i indicates the level in the spatial
2This is different from an attribute-based representation, where a fixed vector length is
needed.
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b1 b2 b3
b4 b5 b6
b7 b8 b9
b10 b11 b12
(a) Office image with object detections at a scale of 400x520 (left), at 3 different scales
(middle) and with the spatial grid on top (right).
x = {global(office), global(livingroom), obj(o1, chair,med), obj(o2, table,med)),
obj(o3, bookshelf, large), obj(o6, screen, tiny), obj(o11, chair, large), . . . ,
location(o1, b4), . . . , location(o1, b11), . . . , location(o11, b2), . . . , location(o11, b12),
aligned_y(o3, o1), aligned_y(o3, o5), aligned_y(o3, o2), aligned_y(o6, o5),
aligned_y(o7, o5), . . . , aligned_x(o4, o3, o8), . . . }.
y = {category(office)}.
(b) Logical visual interpretation of the image for the scene classification task. It shows
an example in the scene classification problem. The target attribute is the property (i.e.,
office) of the category/1 relation. Each block position B in the relation location, is
encoded as bi, where i indicates the block on the 3× 4 grid.
x = {obj(o1, chair,med), . . . , obj(o5, desk, large)), . . . , scene_category(o1, office), . . . ,
scene_category(o5, office), . . . , p_L0(o1, w2), p_L0(o1, w1), p_L0(o1, w2), . . . ,
p_L1(o1, w2, b2× 2_11), p_L1(o1, w2, b2× 2_12), p_L2(o1, w1, b4× 4_24), . . . ,
p_L0(o5, w3), p_L0(o5, w1), p_L1(o5, w1, b2× 2_12), p_L2(o5, w2, b4× 4_24), . . . }.
y = {isChair(o1), . . . }.
(c) Logical visual interpretation of the image for the object recognition task. It shows
examples in the binary chair recognition problem. The target is the unary relation
isChair/1, which is true (and, thus, appears as a relational fact) if the example is
positive, otherwise is false (and thus, does not explicitly appear in the interpretation).
Each block position B in the relation p_Lk−1 is encoded as bk × k_ij, where k is the
size of the grid and ij indicates the block on the grid, i, j ∈ {1, . . . , k}.
Figure 5.2: Visual interpretations of the office scene containing instances of
the relational learning tasks considered.
pyramid [Lazebnik et al., 2006]. By having the relation p_L0(O,W ), we encode
that a word W belongs to an object O at level L0. The relation p_L1(O,W,B)
associates a word W belonging to an object O with its block position B on a 2
by 2 rectangular grid that identifies 4 blocks in the object patch (i.e., at level
L1). Finally, the relation p_L2(O,W,B) does the same thing as p_L1(O,W,B),
but for a 4 by 4 rectangular grid (i.e., at level L2). For object recognition the
scene category is considered via the unary relation scene_category(O,Label),
where the attribute Label indicates the scene category.
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5.2.1 Declarative and Relational Feature Construction
As already explained in Chapter 4, kLog supports extensional relations, explicitly
listed sets of facts, and intensional relations, defined within the language
using logical rules. In both tasks, the intensional relationships describe spatial
arrangements. For the scene classification task, an example is the binary
relationship aligned_y/2 which captures the alignment on the y axis of two
objects. Another example is aligned_x/3 (3 objects aligned on the x axis).
These relations are derived using notions of spatial theory and functional
properties. For example, aligned_y/2 is defined for outdoor scenes as a logical
rule illustrated in Example 18. It is implemented as a Horn clause in Prolog:
Example 18. The spatial relation aligned_y/2 is defined as follows:
aligned_y(O1, O2)← object(O1, Label1,_), object(O2, Label2,_),
outdoor(O1), outdoor(O2), up(O1, O2).
where up(O1, O2) is defined based on the bounding boxes of the entities in
a similar way. In words, O1 is above O2 if the minimum and maximum y
coordinates of O1 are smaller than the minimum and maximum y coordinates
of O2, respectively, and if O1 is not too much to the right or to the left (in
a fuzzy way) of O2. The relation outdoor(O1) specifies whether O1 is an
outdoor specific object, and it helps to define the above mentioned relations
only between outdoor (respectively indoor) objects. For the object recognition
task, a similar spatial relation aligned_y/2 is defined, although in a slightly
changed form. The condition that the objects are typical outdoor objects is
removed and the constraint up(O1, O2) is replaced by closeUp(O1, O2), which
indicates that object entities O1 and O2, in addition to being vertically aligned,
are also spatially close to each other. The closeness is enforced via inferior and
superior thresholds on the Euclidian distance between the normalized objects’
bounding boxes.
5.3 The Relational Learning Tasks
The ensemble of intensional and extensional relations describing the particular
scene gives a visual interpretation of an image. It corresponds to a small
relational database. Scenes and objects are assumed to be independent for the
scene classification task and the object recognition task, respectively. For scene
classification, a possible visual interpretation I = (x, y) is shown in Figure 5.2(b),
where y is the discrete property label of the target relation category/1 (e.g.,
office). For object recognition, a possible visual interpretation I = (x, y) is
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(b) scene classification
Figure 5.3: E/R modeling of the two tasks. Rectangles denote entity vertices,
diamonds denote relationships, and ovals (except obj id) denote properties.
exemplified in Figure 5.2(c), where y is the target unary relation isCategory/1
(e.g., isChair/1 indicates if the object is a chair).
In both tasks we learn from interpretations in a supervised setting [De
Raedt, 2008]. Learning to categorize scenes at the relational level is
formalized as: given a training set of n independent interpretations D =
{(x1, y1), (x2, y2), . . . , (xn, yn)}, the goal is to learn a mapping h from sets of
ground atoms X characterizing scene descriptions to the set of all scene labels
Y . We formalize it as a multi-class classification problem. For a new image, we
are given its partial interpretation consisting of the input ground atoms x, and
are required to complete the interpretation by predicting y using h.
For the object recognition problem each ground target atom yki in the set of
targets yi belonging to interpretation i, together with its input ground atoms
xki , forms a training example ek = (xki , yki ). Each example ek is, thus, a smaller
visual interpretation, part of the larger image interpretation. The goal is to
learn another mapping h′ from the inputs X = {xki } to the outputs Y = {yki }.
Similarly, during prediction, we are given a partial interpretation of an image
consisting of ground atoms x, and are required to complete the interpretation
using h′ to predict the output atoms y. For each considered object category we
train a binary classifier. To solve any of the learning problems, kLog proceeds
in three steps: graphicalization, feature generation and the actual learning. The
graphicalization step is described in more detail in Chapter 4. Here we focus
on the feature generation step for the tasks considered.
5.3.1 Graphicalization in kLog
First, as explained in Chapter 4, each interpretation I is converted into a
bipartite graph that has a vertex for each ground relation. Figure 5.7 shows
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the graphicalized example corresponding to the scene interpretation in Figure
5.2(b) and obtained using the scene E/R model for scene classification from
Figure 5.3(b). Figure 5.4 shows excerpts of graphicalized examples obtained
using variants of the E/R model illustrated in Figure 5.3(a) (i.e., without the
area and label properties of the object and the scene_category/2 relation).
Vertices are annotated by grounded relations and identifiers are removed. The
graph can be seen as the result of unrolling (or grounding) the E/R diagram
for a particular scene. Again we point out that there is no loss of information
associated with this step.
5.3.2 Feature Generation
Once interpretations are represented as graphs, kLog uses a graph kernel in
conjunction with a statistical learner in the supervised learning setting. The
kernel is a variant of the fast neighborhood subgraph pairwise distance kernel
(NSPDK) [Costa and De Grave, 2010], as explained in Chapter 4. Here, we
briefly recall some definitions and notations. NSPDK counts the number
of common parts between two graphs, where parts are pairs of subgraphs.
Given a graph G = (V,E) and a radius r ∈ N, we denote by Nvr (G) the
subgraph of G rooted in v and induced by the set of vertices V vr
.= {x ∈ V :
d?(x, v) ≤ r}, where d?(x, v) is the shortest-path distance between x and v.
For a given distance d ∈ N, the neighborhood-pair relation is then defined as
Rr,d = {(Nvr (G), Nur (G), G) : d?(u, v) = d}. The kernel between two graphs is
then the decomposition kernel defined by relations Rr,d for r = 0, . . . , R and
d = 0, . . . , D,:
K(G,G′) =
R∑
r=0
D∑
d=0
∑
A,B ∈ R−1
r,d
(A,B,G)
A′, B′ ∈ R−1
r,d
(A′, B′, G′)
κ((A,B), (A′, B′)) (5.1)
where R−1r,d(A,B,G) returns the set of all pairs of neighborhoods (or balls)
(A,B) of radius r with roots at distance d that exist in G. The maximum
radius R and the maximum distance D are kernel hyperparameters. The
kernel κ((A,B), (A′, B′)) compares pairs of neighborhood sub-graphs (A,B)
and (A′, B′) extracted from the two graphs G and G′ and is defined over sets
of vertices (atoms). We ensure that only neighborhoods centered on the same
type of vertex will be compared, thus κ((A,B), (A′, B′)) is defined as a product
of the two components:
κ((A,B), (A′, B′)) = κroot((A,B), (A′, B′))·κsubgraph((A,B), (A′, B′)), (5.2)
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where κroot((A,B), (A′, B′)) is 1 if the neighborhoods to be compared have the
same type of roots. The component κsubgraph((A,B), (A′, B′)) compares the
pairs of neighborhood graphs extracted from two graphs G and G′.
We illustrate and explain how particular kernel variations κsubgraph compute
meaningful features from the associated graphs of different representations,
depending on the task we consider. As shown in Section 5.2, the E/R diagram
looks differently depending on the task to be solved. Because of this, the features
for the object recognition task will be different from those for scene classification.
The E/R scheme also influences the choice of the kernel hyperparameters R
and D. We will explain how feature generation works for the two tasks.
Relational Scene Tagging
To show the role of relational representations when capturing context information
for object recognition, we first consider the setting without any contextual
information, and afterwards the setting with context.
Object recognition without context. A partial grounded graph for one scene
is illustrated in Figure 5.4(a). One NSPDK feature consisting of a pair of
sub-graphs is illustrated in the same figure for R = 0, D = 1, with kernel roots
obj and p_L0. By considering kernel roots p_L1 and p_L2 as well, removing the
object properties area and label, and applying exact match on such subgraphs,
we can reproduce exactly the SP setting. The exact match kernel is defined as
κsubgraph((A,B), (A′, B′)) = 1 iff (A,B) and (A′, B′) are pairs of isomorphic
graphs. In words, the overall kernel counts the number of similar graph pairs
(or simply graphs) obj− p_L0, obj− p_L1 and obj− p_L2 in the larger graph.
Then, it is these counts that are compared when learning. By removing from
the E/R model p_L1 and p_L2 and keeping obj and p_L0 as kernel roots, we
can reproduce with similar hyperparameters the BoW setting.
Evaluating the exact match kernel requires a graph isomorphism subroutine.
kLog employs an approximate solution with efficiency guarantees based on
topological distances. The idea is to compute an integer pseudo-identifier for
each pair of subgraphs, such that isomorphic graphs are guaranteed to have the
same identifier and non-isomorphic graphs to have different ones. An identity
test between the pseudo-identifiers then evaluates if the graphs are isomorphic or
not. The calculation of such identifiers (or features) for one graph is exemplified
in Figure 5.5 for the BoW setting. We obtain the identifier by first constructing
a topological encoding of each vertex in the graph and then applying a hashing
scheme. For the encoding, we relabel a vertex with a sequence that encodes
the vertex distance from all other (labeled) vertices (plus the distance from the
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obj(o1,chair,
medium)
p_L0(w1)
isChair
p_L0(w2)
p_L0(w2)
... ...
...
p_L1(w2,b2x2_12)
p_L2(w1,b4x4_24)
p_L1(w2,b2x2_11)
obj(o5,desk,
large)
p_L0(w1)
p_L0(w3)
...
...
...
p_L1(w1,b2x2_12)
p_L2(w2,b4x4_24)
(a) No contextual spatial dependencies among objects. The graphs characterizing different
object instances are in this case disconnected. The unary relations p_Li encode the visual
words characterizing the object patch and their grid block locations as properties; i indicates
the level in the spatial pyramid.
(b) Spatial context is ensured via the aligned_y/2 relation. Grid block locations are in this case
included into the signature names, e.g., the relation p_L2(w1, b4×4_24) becomes p_L2_24(w1).
Figure 5.4: E/R groundings on a particular image for the object recognition
task. Each obj/3 relation is a training/testing instance. The target is the
dotted diamond. The subgraph pair roots are marked in green. The paths with
distances D = 1 (case a) and D = 2 (case b) are marked with a thick, dashed
line. The radiuses R = 0 (case a) and R = 1 (case b) are marked as ellipses
around the roots.
root vertex). For the example in Figure 5.5, the canonical relabeling of the
vertex p_L0(w1) is given by the sequence 1root 0p_L0w1 1obj. This sequence
is further hashed into an integer which represents the new label of the vertex.
Next, the graph encoding is obtained as the sorted edge list, where each edge is
annotated with the endpoints’ new labels. The new edge sequence is hashed
into the integer pseudo-identifier (i.e., 314 in the example). To obtain the final
BoW feature vector that characterizes the (larger) object instance graph, we
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obj(o1)
augmented with pairwise distances from 
p_L0(w1) to all connected vertices
1root 0p_L0w1 1obj --> hash 11
15
isChair
11
sorted edge 
representation
hash
11 15 314
R=0 D=1
BOW
p_L0(w1)
isChair
p_L0(w2) p_L0(w2)
314 1034
1034
all counts
vertex label hashing
...
Figure 5.5: Kernel features calculation reproducing the BoW setting. They are
obtained using the exact (or hard) match kernel for obj and p_L0 as kernel
roots and R = 0/D = 1. The graph identifier (i.e., 314) is computed as the
hash of the sorted list of edge hashes. An edge hash is computed as the hash of
the sequence of the two endpoints new labels (i.e., 11 15). The new label of a
vertex is calculated as the hash (i.e., 11) of the sorted list of distance-vertex
label pairs (i.e., 1root 0p_L0w1 1obj).
count the number of identical identifiers or identical pairs obj− p_L0. For
more details about the feature calculation procedure, see [Frasconi et al., 2012].
Object recognition with context. We introduce spatial context for the
object recognition task which is realized via spatial constraints between SPs
at the object level. Because of the kernel definition (based on pairs of balls)
and in order to have fast computations, we slightly change the E/R model to
obtain the grounding illustrated in Figure 5.4(b). The difference is the inclusion
of the grid blocks into the signature names. More specifically, the relation
p_Li is replaced by the relation p_Li_jk, where jk indicates the block on
the grid at level Li. Thus, in our example, the relation p_L2(w1, b4 × 4_24)
becomes p_L2_24(w1). The result is that, if the relation aligned_y/2 is
removed and the exact match kernel is replaced by a soft match one with
R = 1/D = 0, the representation approximates the SP setting. The use of the
relation aligned_y/2 in combination with the hyperparameters of the kernel
ensures the incorporation of contextual information into the object recognition
task.
The soft matching kernel relaxes the idea of all-or-nothing and allows a partial
match between subgraphs. To ensure acceptable computational costs, we
consider the variant of NSPDK which relies on multinomial distributions (i.e.,
histogram) of labels. It discards the structural information inside the graph,
however, contextual information is incorporated by counting common similarly
located words in both the instance object and the contextually related objects.
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Figure 5.6: Kernel features calculation for the object recognition task using soft
matching without context (a) and with context (b). Hyperparameters used are
R = 1/D = 0 for (a) and R = 1/D = 2 for (b).
The soft match kernel is described in more detail in Section 4.5.2. Here we
briefly recall its properties:
κsubgraph((A,B), (A′, B′)) =
∑
v ∈ V (A) ∪ V (B)
v′ ∈ V (A′) ∪ V (B′)
1`(v)=`(v′)κtuple(v, v′) (5.3)
where V (A) is the set of vertices of A and `(v) is the label of vertex v. If the
atom p_L2_24(w1) is mapped into vertex v, l(v) returns the signature name
p_L2_24. In words, we count the vertices that share the same labels in the
pair of subgraphs. This is enforced via the first element of the product in the
sum 1`(v)=`(v′) ensuring, thus, matches between tuples with the same signature
name. The second element κtuple(v, v′) deals with the situation when the graphs
vertices (relations) have tuples of properties. If these are discrete, we consider
each element of the tuple independently:
κtuple(v, v′) =
∑
d
1propd(v)=propd(v′) (5.4)
where for an atom r(c1, . . . , cd, . . . cm), mapped into vertex v, propd(v) returns
the property value cd.
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The soft match kernel with hyperparameters R = 1/D = 0 and the entity
relation obj/1 (after removing the object properties area and label) as kernel
root can be used to generate an approximative SP setting. This is a faster
alternative to the hard match kernel variant presented in the previous paragraph
(which generates the exact SP setting). The advantage of the soft variant is that
it can be easily extended to incorporate context in an efficient way. Figure 5.6(a)
shows the calculation of an approximative SP using the soft match kernel for the
grounding in Figure 5.4(b). The SP feature vector corresponds to the subgraph
generated by the entity predicate obj(o1) as its root and the ball with radius
R = 1 around it.3 In words, for the feature vector calculation, the kernel counts
the number of similar words that are found in similar grid blocks at all levels of
the spatial pyramid. A feature is created for each word-block combination. For
example, Figure 5.6(a) shows, among other features, one p_L0w1 feature and
two p_L0w2 features. They can be found in graphical form in Figure 5.4(b)
belonging to object entity o1. In addition, the kernel counts the number of
times each grid block appears (i.e., three times block p_L0) and the root itself
(i.e., one time objR = 1 and one time objR = 0).
To incorporate contextual information we change the hyperparameters of the
kernel to R = 1/D = 2. The calculation of the contextual SP features using
the soft match kernel for the grounded graph in Figure 5.4(b) is illustrated
in Figure 5.6(b). The kernel considers the words that belong to both object
entities which are linked by the vertex aligned_y/2. The later is counted as
an independent node in the graph and feature in the feature vector. Similarly,
the kernel counts, besides the number of times each grid block appears, the
number of common words that are in similar blocks, for each grid block and it
does not differentiate between grid blocks belonging to different objects.
Relational Scene Classification
For scene classification we use the exact match kernel. One NSPDK feature
consisting of a pair of sub-graphs is illustrated in Figure 5.7 for D = 2, R = 2.
The encoding and canonical labeling of the feature is done in the same way as
explained in Section 5.3.2.
For both tasks, many alternative statistical learners can be used on the
feature vectors. In the case of scene classification, we used a standard
implementation of support vector machines with one-vs-one handling of
multiclass classification [Chang and Lin, 2011] integrated via a wrapper in
kLog. We chose the cost of the SVM and the set of discriminative relations
by performing internal 10 fold cross-validation on the training set. In the case
3Thus, it does not include any contextual information.
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Figure 5.7: Graphicalized (partial) interpretation of the image for the scene
classification problem. Illustration of NSPDK features when D = 2, R = 2 for
the same graphicalized interpretation. The sub-graph pair roots are marked
in green. The path with distance D = 2 is marked with a dashed line and
the radius as ellipses around the roots. The roots are, in this case, nodes with
signature name obj or object entities.
of object recognition, we used the LIBSVM implementation of support vector
machines for binary classification. Since we used the linear kernel, we chose the
cost of the SVM by performing internal 5 fold cross-validation on the training
set.
5.4 Experiments
Our experiments have two main goals. One goal is to show that combining
semantic features with high-level, rich relations between them, may improve
scene classification, when we deal with a low semantic inter-category variability.
A second goal is to investigate the use of the presence of other object categories
as context for the object recognition task. This is similar to the object detection
task for several object categories.
This chapter aims at answering the following questions, all in spirit with our
mentioned goals:
(Q1) Do symbolic relations among objects improve scene classification?
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(Q2) Does the object detection precision influence the classification results?
(Q3) Can relational representations make use of context when tagging scenes
with known objects? How helpful is the presence of other objects for this
task?
5.4.1 Datasets and Evaluation
In order to evaluate both tasks we consider two datasets: 15Scenes [Lazebnik
et al., 2006] and a subset of the 67 MIT indoor dataset which we denote
15MIT [Oliva and Torralba, 2001]. Both of them are used for the scene
classification problem, while 15MIT is used for the object recognition task. The
67 MIT dataset contains 67 indoor scene categories and poses a challenging
classification problem. The 15MIT considers fifteen categories out of the 67,
that are more likely to be confused mostly due to the low semantic inter-category
variability. The categories are: {auditorium, bedroom, computer room, classroom,
restaurant, waiting room, inside bus, bar, dining room, concert hall, living room,
office, fast-food restaurant, meeting room, kitchen}. In addition, most of the
images have object segmentations together with their object classes, which
allows us to use this dataset for tagging scenes with known object categories.
The 15Scenes contains six indoor categories {kitchen, bedroom, living room,
meeting room, office, store} and ten outdoor categories {suburb, tall building,
inside city, industrial, highway, coast, street, open country, forest, mountain}.
For evaluation we use the same settings as the ones reported in the literature
for all datasets. For 15MIT we keep the same training/test split as in [Oliva
and Torralba, 2001], where each scene category has about 80 training and
20 test images. For this dataset we do, in addition, a set of experiments in
which we only use ground truth instead of object detections in the image, when
considering the scene classification task. We consider this experiment to asses
the impact on the results when rich and precise information is available. For
15Scenes we keep the same setting as in [Lazebnik et al., 2006]. For both
datasets, when employed for the scene classification task, we report the more
appropriate overall multi-class prediction accuracy as evaluation measure. As
the data for training pairwise category classifiers is balanced, this measure
is preferred instead of the average multi-class prediction accuracy (which is
more suitable when the data is unbalanced). When considering the object
recognition task, we train a binary classifier for each object category using
the training/validation data available online. We use the same setting for the
15MIT dataset and use the same fixed split as for scene classification. We
report results in terms of average precision (AP) as it is commonly done in the
computer vision literature.
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5.4.2 Features Used
As we deal with two different tasks, we use different features for each task.
Scene classification
• zero arity relationship global. It considers the Gist and Object bank
feature descriptors. We integrate them simultaneously in a discrete way,
i.e., as the output of separate classifiers.
• object local properties. The object entity is first assigned as attribute the
generic category object, such that no identity of the detected object is
assumed. Next, the object entity is assigned the object category label and
its discretized area.
• unary relationship location. It captures the position of the object on a grid
that identifies 3× 4 blocks in the image.
• unary relationships tall/long. If an object bounding box is taller (longer)
than 2/3 of the image height (width), then the relation is attached to the
object entity.
• higher-order relationships defined on the y axis. The relation aligned_y/2
captures the alignment on the y axis of two objects bounding boxes, while
aligned_sim_y/2 imposes, in addition to the vertical alignment, that
the objects must be similar in appearance, i.e., they have the same class
labels. Finally, aligned_sim_y/3 is similar to aligned_sim_y/2, but
defined between three objects.
• higher-order relationships defined on the x axis. The relation aligned_x/3
captures the alignment on the x axis of three objects. aligned_sim_x/3
imposes, in addition, that the objects have the same class labels and
aligned_x/4 is a quadruple relation that holds between four objects that
have similar, but interleaved (e.g., A− B− A− B) object class labels.
In all defined relations, except the unary ones, the objects involved in the
relation represent at the same time either indoor, outdoor or natural objects.
This condition follows naturally as we do not want to add, for example, a relation
between a car and a desk. We refer to all relationships as all relations and
to local attributes and all relationships, except global properties, as all.
Scene tagging
• unary relationships p_Lk (or p_Lk_ij variants). They indicate that a visual
word characterizes the object detection at level Lk in a spatial pyramid at
134 RELATIONAL SCENE CLASSIFICATION AND TAGGING
Overall Accuracy (%)
Features 15MIT annot 15MIT 15Scenes
L
object 3.3 4.0 6.7
labels 33.1 28.4 45.8
R=0/D=0 labels+area 35.5 39.5 64.4
L+R
labels+loc 35.5 34.1 66.7
labels+tall/long 34.8 35.1 58.7
labels+area+loc 36.2 46.0 67.6
R=1/D=0 labels+area+loc+tall/long 36.5 46.6 68.3
R=2/D=0 labels+area+all relations 37.2 47.5 69.7
G Gist 36.6 36.6 52.3Object bank 49.7 49.7 80.9
G+L+R global+all 60.5 54.2 82.0
Table 5.1: Overall accuracy for scene classification on the considered datasets.
L denotes local object attributes, R denotes unary/ binary/ ternary/ quadruple
relationships and G denotes global information. The best result for the G+L+R
setting was obtained when R=2/D=0.
a certain position in the grid. For k = 0 the object is characterized by a
BoW, while for k = 2 the object is characterized by a SP (or approximation
of SP). The relationship variant depends on the type of kernel that is
declared.
• binary relation aligned_y/2 among two object detections. It captures the
alignment on the y axis of two objects bounding boxes.
Thus, for the reported results we do not consider yet any local properties of the
object (such as area or label) or scene category information. This a first next
step to consider for future work.
5.4.3 Results
(Q1) To investigate whether symbolic relations among objects improve scene
classification, we analyze the impact of the symbolic information gradually
by combining different features. We incrementally incorporate richer and
richer relational information to assess the importance of the features used. As a
baseline, we use the generic discrete label object as the class of the objects. Next,
we replace the object label with the available class label for each detection to see
the importance of the semantic features. We add discretized area information
(in eight intervals) on the objects and then add gradually functional and spatial
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Figure 5.8: Scene images missclassified by Object bank/Gist and correctly
classified by our relational approach (top). Scene images where our approach
fails (bottom).
information by incorporating the user defined symbolic relations: location,
tall/long and more complex relations as listed in Section 5.4.2. We report
performance results in Table 5.1.
Adding the area attribute, unary relations location and tall/long, separately,
improves classification results on both 15MIT and 15Scenes. When they are
combined, classification performance increases. We get more improvement
when other relations are added. The justification of this result is that when
relations between objects are injected in the graph as information about their
configuration in the scene, the feature mapping encodes even more high-level,
discriminative information about the scene. This increases the classification
performance. The hyperparameters of the kernel that gave the best results
were R=0 and D=0 for labels+area. For the cases when relations were also
used, the best performance was obtained when R=2/R=1 and D=0. Thus,
including rich relations and using a larger radius improve classification results,
which lets us conclude that indeed symbolic relations are helpful discriminative
features. Additionally, we combine global properties global with all features.
Their combination gave the best results, as shown by the last row of the table.
(Q2) We replace object detections with the ground-truth object annotations
and their bounding boxes (15MIT annot) to test if improving the precision of
the object detections helps the classification result. Our goal is to show that
also when starting from less noisy and rich detectors, relational representations
can improve indoor scene classification (see Table 5.1). Again, we gradually
include high-level information. We notice that when local semantic information
is strong, the impact of qualitative relations is more limited. However, we get
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AP
Object category BoW SP SP context
chair 32.2 35.6 36.4
table 11.5 13.2 13.8
Table 5.2: AP for categories chair and table on the 15MIT dataset. The BoW,
SP and SP+context settings were obtained for kernel parameters R=0/D=1,
R=1/D=0 and R=1/D=2, respectively.
an improvement on AP of 1.5 using the annotations with the help of relations.
This experiment requires fully annotated objects. However, practically, out of
the 15 categories considered, only 7 had annotations on the test set and not for
all instances. This leads to typically lower accuracy for 15MIT annot than for
15MIT, as Table 5.1 shows.
Qualitative results for the scene classification task are illustrated in Figure 5.8.
The bottom row shows mistakes made by our relational approach on the scene
classification task. These are mainly due to noisy detections where discriminative
qualitative relations between meaningful detections could not be established
or where relations between chairs were not properly captured by our spatial
theory rules in Prolog. Qualitative relations helped in several cases (top row) by
capturing configurations between meaningful detected objects at different image
scales (e.g., relations between chairs in the meeting room in the third figure
from the left). We note that the complementarity is best visible for 15MIT
annot, where the object detections and thus, the relations, are more precise.
(Q3) In order to examine whether relational representations employing context
can improve scene tagging, we analyze the performance of recognizing different
object categories, by gradually adding local features and contextual information.
Similarly, this is done by combining different features. In a first step we consider
the setting in which each object detection is characterized by a BoW. Next, we
incorporate grid-based spatial information and extend the BoW to a SP. Finally,
we consider contextual information for each object by adding the qualitative
spatial constraint between SPs.
We perform experiments for categories chair and table on the 15MIT dataset
and the results are reported in Table 5.2. We note that with the SP setting
we obtain better results than with the BoW setting, as expected and reported
in the literature. By adding contextual information to the SP setting via
hyperparameters R=1/D=2, we further improve the performance for both
categories.
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5.5 Related work
The work presented in this chapter is typically in contrast to current trends
in scene classification. They treat a scene as a whole [Oliva and Torralba,
2001], rely on independent semantic objects [Vogel and Schiele, 2007] or use
scene parts without spatial information [Zhu et al., 2010] or with weak spatial
dependency [Wu and Rehg, 2011,Lazebnik et al., 2006,Zhou et al., 2009], [Yao
and Fei-Fei, 2010, Parizi et al., 2012, Quattoni and Torralba, 2009]. These
approaches have shown that representations based on objects or parts may
provide complementary information to low-level global descriptions and that
the semantic configuration of the scene is important. Yet, scenes (indoor in
particular) involving many objects that interact in complex semantic patterns,
remain a challenge. Recent work [Li et al., 2012,Pandey and Lazebnik, 2011] has
shown that stronger spatial cues in the form of geometric constraints between
parts can improve results. Still, it uses a part-based model of the scene which
captures only pair-wise dependencies between the parts and the root, and which
has a fixed number of parts that do not have an explicit semantic meaning.
In contrast, we consider qualitative interactions between semantic objects and
explicitly describe the image as a logical interpretation.
Relational representations can be used in several ways to solve the scene
classification problem. Related work in computer vision using such high-level
representations is mostly restricted to grammars [Han and Zhu, 2009, Zhu
et al., 2012]. Differently, we employ relational representations in a kernel-based
approach that allows us to tractably learn from such complex features. Other
related papers that make use of relations between regions of interest [Grauman
and Darrell, 2005,Desai et al., 2009,Boutell et al., 2007], or employ kernels for
scene classification [Tuytelaars et al., 2011,Harchaoui and Bach, 2007,Grauman
and Darrell, 2005,Lazebnik et al., 2006] exist in the literature. However, none
of them uses relational representations that build on semantic detected objects
together with a kernel-based approach.
5.6 Conclusions and Future Work
The main contribution of this chapter was to show that relational representations
are beneficial for more general scene understanding results. To this end, we use
global properties, semantic object detections with their local properties, unary
relations on the objects and complex spatial relations among them to build a
relational database of scene descriptions. This relational database forms the
input to a kernel-based statistical relational approach, based on kLog, which
models the scene classification and scene tagging problems in a principled and
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declarative way. We obtain results competitive with state-of-the-art for scene
classification and we show the benefits of relational representations even in a
less application-focused setting.
This work gives the perspective of closing the gap between high-level languages,
context feedback and low- and mid-level features. It makes a first move towards
combining all this information into more general purpose visual systems and
broader scene understanding, the main goal of computer vision. However, there
are still several limitations of the current approach and implementation due
to the assumptions made. First, the representation relies on available, pre-
trained object detectors. As a result, if more object categories are required, a
detector must first be trained on available datasets. Second, object appearance
relies on visual words as mid-level features and is further enhanced with
contextual information starting from bag of words and spatial pyramid concepts.
Although they work remarkably well in practice for many object categories
(as related literature reports), it does not guarantee that visual words and
spatial pyramids are the best or most general ways to exploit appearance
information for all object categories. Third, there are some limitations of the
relational kernel definition and implementation. They become evident when
trying to generate desired features in particular settings. For example, in the
object recognition problem one could incorporate more effectively contextual
appearance information starting from the exact SPs setting and using hard
matching. However, due to the language constraints on the kernel roots or,
equivalently, the too strict definition of a kernel decomposition “part”, desired
features are not exactly producible. Currently, the most flexible definition of
a decomposition part is a pair of balls centred in kernel roots, with specified
radius of balls and distance between the roots.
5.6.1 Future Work
There are many possible directions for future work. An important aspect to
investigate next is the effectiveness and performance of the approach on a wider
range of object and scene categories. Some categories are better characterized
by visual appearance information, while others by the spatial configuration of
crucial regions of interest. Ideally, for fast experimentation, this should be done
in an integrated framework that disposes of different visual low and mid-level
features and forms of representation, i.e., vector form and relational languages.
Another imperative line of work is to investigate experimentally the performance
of our relational approach on additional object detection benchmarks exhibiting
relational contextual information (e.g., Pascal VOC2012 [Everingham et al.,
2012]) and to compare it to state-of-the-art results.
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Our relational approach relies on the traditional task of learning a single
predicate or relation independently. However, classifying multiple objects in the
image simultaneously based on their features and dependencies can improve
performance. Thus, another interesting direction is to investigate a collective
classification setting for the scene tagging task. In collective classification the
i.i.d. assumption made by the traditional approach to learning no longer holds.
Another interesting direction is to investigate how much the scene categorization
results are influenced if object detections improve over time. This triggers the
reverse question, that is how much the scene category prior can influence scene
tagging results. Both tasks can be formulated as a structured output learning
problem, which is a more general form of collective classification. In structured
output not only the input is structured, but also the output. In this case
learning refers to the joint learning of multiple relations simultaneously. To
approach it, we would first consider the iterative prediction scheme based on
iterative convergence.
Further, more research and experimentation is needed with respect to more
object properties (e.g., area or prior category label) and spatial/functional
relations. To ease the process, a more convenient and faster experimental
platform for feature construction is required. As already mentioned in Chapter
4, achieving this goal for spatial relations can be realized via the integration of
a more principled and richer spatial theory implementation based on standard
frameworks [Cohn and Renz, 2001] or learning the relations from data.
Finally, a future direction is to investigate other kernels for similar tasks. One
interesting possibility is to test the complementarity of the employed relational
kernel with other kernels proposed in the literature (e.g., [Rematas et al., 2012]).
This can be done by averaging kernel features. A second promising research setup
is defining a declarative language for programable kernels to overcome current
limitations of kLog, that is a too strict definition of a kernel decomposition
“part”. The language would allow a more flexible and general definition of
a “part” which results in more kernel variants. The user would be able to
program more specifically the definition of a decomposition part by relaxing
the notion of a pair of balls. For example, one can introduce typed elements
that define the decomposition part. The typed part may be defined by a root, a
radius and a list of directed relationships filtered by the part. Additional to the
typed part, the language could allow a connectivity component that specifies
the number of typed parts and the distances between these parts as kernel
parameters, indicating the combination of the parts (e.g., pairs, triplets). The
typed connectivity could specify a list of directed relationships considered in
the combination. The choice of features can be done via the typed part and
connectivity elements.

Part II
Relational Recognition for
Robot Grasping
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Chapter 6
Leveraging World Knowledge
and Low-Level Data for
Robot Grasping∗
Robot vision capabilities are not only essential for perceiving and interpreting
the world, but also for acting in arbitrary and dynamic environments. To operate
in the real world, a robot also requires good manipulation skills. Objects in the
environment can be grasped in different ways. A robot grasp must, at least,
satisfy the stability criteria. A good robot grasp depends, in addition, on the
specific manipulation scenario: the object, its properties and functionalities, as
well as task and grasp constraints (e.g., gripper configuration). How to take
into account such information for robot grasping from a high-level and symbolic
perspective is a problem that we tackle in this chapter.
Our main contribution is an intermediary probabilistic logic module for robot
grasping which semantically recognizes and reasons about the most likely object
category, the performable tasks on the object and the best pre-grasp, given
object properties and potential task constraints. In this context, we define a
pre-grasp as a part of the object (e.g., the cup handle) to be grasped. The
contribution introduces a symbolic part-based representation, which has the
following advantages:
∗The work presented in this chapter is joint work with other people on robot grasping.
My contribution is the probabilistic logic module which is presented as part of the broader
probabilistic logic pipeline.
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• grasp transfer to novel objects that share similar parts and thus,
generalization over similar (multiple) object parts;
• high-level task-dependent reasoning over parts reduces the space of feasible
robot grasps and hence, can improve performance;
• the use of symbolic parts as manifold information leads to reliable object
category estimation.
We investigate the role of the probabilistic logic module in robot grasping by
leveraging symbolic world knowledge, in the form of object and task ontologies
and object-task affordances, object categorical and task-based information.
The knowledge and relations are naturally encoded using compact rule-based
logical models. However, often, descriptions of the perceived world are also
uncertain. For example, not all cups look like the ‘prototypical’ cup. Thus, we
need probabilistic models, which, additionally, allow one to reason about the
uncertainty in the world. The module assumes available observations about
the task and visual scene and we show that, using our probabilistic logic, we
can ask queries about different grasping aspects. By employing object-task
affordances and objects/tasks ontologies, the module can generalize over similar
object parts and object/task categories when predicting the best graspable
object parts (or pre-grasps). This allows us to experiment with a wide range
of object and task categories, which is a critical aspect of autonomous agents
acting freely in new environments. It is integrated into a probabilistic logic
pipeline, presented in [Antanas et al., 2013b]. The pipeline also exploits shape
features of the object to extract symbolic observations about the visual scene
and to execute the grasping. Our approach can be extended beyond the set of
categories used, by augmenting the probabilistic logic module with extra rules.
The chapter is structured as follows. Section 6.1 starts by presenting the
robot grasping scenario. Next, we explain the task-dependent grasping pipeline
in Section 6.2. It briefly presents the vision-based part and focuses on the
probabilistic logic module. Before we review related work in Section 6.4, we
show experimentally in Section 6.3 the benefits of probabilistic logic reasoning
for the robot grasping scenario considered. Finally, Section 6.5 concludes the
chapter.
The work on task-dependent grasping pipeline containing the probabilistic logic
module has been submitted as:
• Antanas, L., Moreno, P., Figueiredo, R., Neumann, M., Kersting, K.,
Santos-Victor, J. and De Raedt, L. “High-level Reasoning and Low-level
Learning for Grasping: A Probabilistic Logic Pipeline”. Submitted to
IEEE Transactions on Robotics, 2013.
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Figure 6.1: Robot grasping scenario. The table is in front of the mobile platform,
the arm is vertical, the objects are on the table and the range sensor is marked
by the green rectangle.
6.1 The robot grasping scenario
We consider the robot scenario in Figure 6.1. A similar setup is shown with a
real robot and with the ORCA robot simulator [Baltzakis, 2005]. The robotic
platform is next to a table and on the table there are one or more objects
for grasping exploration. The robot has the following components: a mobile
component, an arm, a gripper and a range camera (i.e., a Kinect camera in the
real robot setup).
An object (e.g., cup, glass) may be placed on the table at various poses. Each
pose provides a point cloud, obtained via the Kinect sensor. The points above
the table are converted, using segmentation techniques (e.g., [Muja and Ciocarlie,
2012]), into a point cloud describing the object. Figure 6.2 illustrates the partial
point cloud of a can placed sideways on the table. The task to be executed
on the object (e.g., pour out, pass) by the robot may be given as a scenario
constraint. The goal is to determine the best object part to be grasped by the
robot, the optimal grasping pose and approach direction of the gripper given
the object part, and to execute the grasping.
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Figure 6.2: A partial point cloud of a can placed on the table. The (i, j, k) is
the reference frame of the camera centred at the sample point and its normal
is the black line. The (i1, j, k1) is the reference frame of the 3D grid, which is
obtained by rotating the (i, j, k) frame along the y axis.
6.2 Task-dependent Grasping: A Probabilistic Logic
Pipeline
Starting from the defined grasping scenario, the robot first semantically reasons
about the most likely object category, task and object part to be grasped using
the probabilistic logic pipeline as described below.
6.2.1 The proposed pipeline
The pipeline is exemplified in Figure 6.3. It takes as input the point cloud
of an object (e.g., a cup) and, using vision-based techniques, we first obtain
a description of the scene in terms of symbolic object parts, object pose and
containment. We assess global object similarity via manifold-based graph
kernels to complete the scene description with a prior on the object category.
Next, using the visual description, we query the probabilistic logic module for
the most likely object category, most likely task and best pre-grasp. For our
cup example, the manifold shape model predicts the categories cup, can and
pot with probabilities 0.56, 0.36 and 0.05, respectively. The categorical logic
module reasons about the symbolic parts and recalculates the probabilities
as following: 0.98 for category cup and 0.02 for category pan. The presence
of exactly one handle increases the probability of the object being more a
cup rather than a can and, as a result, the object is recognized more as a
pan rather than a pot. Similarly, using object-task affordance knowledge and
object/task ontologies (e.g., any object affords the tasks pass and pick-place
on), but also world knowledge (e.g., the task pour in cannot be executed on a
full object), the probabilistic logic module predicts the tasks pass, pick-place on
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Figure 6.3: The task-dependent grasping pipeline on a cup point cloud example.
Top row (left to right): object 1©, symbolic object parts 2© with labels top
(yellow), middle (blue), bottom (red), and handle (green), k-nn graph 3© with
part labels, k = 4 (the edges are colored according to the colors of the adjacent
nodes), manifolds model with its outcome and visual description of the object
(pose, containment and parts). Bottom row: probabilistic logic module with its
components and reasoning outcome, predicted pre-grasp middle 4©, shape-based
grasping model and predicted grasping point.
and pick-place inside upright with equal probability. If the task given is pass,
the task-dependent grasping model recognizes as the most likely pre-grasp the
middle part of the object. The last step in the pipeline is the local shape-based
grasping module which predicts the best point for grasping in the pre-grasp
point cloud.
An overview of our learning and reasoning grasping pipeline is shown in
Figure 6.4. It has four modules. The first module is a visual perception
module which maps the object point cloud to scene descriptions in the form
of symbolic and probabilistic visual observations about the world. After it
segments the object point cloud and performs a full object shape reconstruction,
the visual module estimates the object pose (upright, sideways) and parts (top,
middle, bottom, handle). Further, it predicts a prior on the object category by
employing object similarity based on manifold and semantic part information.
The second module is responsible for pre-grasp recognition. It consists of a
probabilistic logic reasoning model for task-dependent grasping which, given
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the input observations, is able to perform inference about the grasping scenario.
The module can answer, in turn, queries about the object category, most likely
task and most likely object part to grasp, given the task. It uses probabilistic
visual observations about the object, such as object pose, object functionality
(i.e., the object is empty or full), and a prior on the object category, and evidence
about the task, which is either given or has the form of a prior on the task type.
Once we have identified the most likely object part to grasp, the pipeline calls
the third module, which solves the problem of grasping pose prediction using
visual shape features. Finally, the last module executes the best predicted grasp
on the robotic platform. We now describe in turn each of these modules.
6.2.2 Vision-based Scene Description
The role of the visual module (cf. first module box in Figure 6.4) is to obtain a
semantic description of the perceived objects in terms of their pose, symbolic
parts and probability distributions over possible object categories. The object
segmentation step [Muja and Ciocarlie, 2012] is followed by part detection and
object category estimation, which rely on a full object point cloud. When only
a partial view of the object is available, we first employ a symmetry-based
approach for object shape completion. Object reconstruction based on single
views is a difficult problem due to lack of observability of the self-occluded parts.
Thus, we made some assumptions about the occluded parts, inspired by the
work in [Thrun and Wegbreit, 2005,Bohg et al., 2011]. Our shape completion
algorithm translates a set of assumptions and rules of thumb observed in many
daily environments into a set of heuristics and approximations. They work
well for simple box-like and cylinder-like object shapes, such as kitchen-ware
tools, and are reasonable assumptions for many other approximately symmetric
objects, such as tools (see Figure 6.5). Figure 6.6 illustrates examples of detected
semantic parts for several objects using our completion algorithm.
Part-based object representation
We consider two main types of objects: tools and other objects. A tool has
as parts a handle and a usable area, while the rest of the objects have top,
middle, and bottom parts and may have handles. The extraction of semantical
parts is based on the object’s dimensions along the main geometrical axes
and is achieved by bounding-box analysis. It divides each object into a set of
semantical parts, namely, top, middle, bottom, handle and usable area. When
the axis of symmetry is parallel to the supporting plane and the lengths of the
remaining directions are smaller than a predefined threshold, we consider that
the object has a handle and a usable area. In order to cope with objects such
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Figure 6.5: Objects having approximative rotational symmetry.
as mugs and pans we detect a handle if a circle is fitted in the projected points
with a large confidence. The points lying outside of the circle are labeled as
handle. The rest of the points are divided along the axis of symmetry into top,
middle and bottom. This reduces the search space for robot grasp generation,
prediction and planning.
Object category via manifolds
Given the completed object point cloud and its semantic parts, we proceed
further at estimating the object category using the object’s shape. Global
object similarity ensures a strong enough appearance-based predictor for object
category. The prediction has the form of a probability distribution over the object
categories considered and is used as a prior for the probabilistic logic module. In
this way, we leverage low-level and high-level information by combining shape-
based global features with semantic logic reasoning. To incorporate global object
similarity for object categorization, we leverage propagation kernels, a recently
introduced graph kernel designed for classification and retrieval of partially
labeled graphs [Neumann et al., 2012b]. We chose the propagation kernel
solution as previous work reported in [Neumann et al., 2012a] has successfully
employed them to solve the related problem of retrieving similar object views
for similar robot grasping datasets. Here we employ them for global object
similarity retrieval using the full point cloud instead of single views. The
extension is straightforward.
Briefly, we obtain the distribution on object categories for a particular query
object by retrieving the objects in an object database being most similar in terms
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(a) Pan (b) Knife (c) Hammer
(d) Glass (e) Bowl (f) Cup
Figure 6.6: Semantic parts for several objects after applying the completion
algorithm. The colors correspond to parts as follows: yellow - top, blue - middle,
red - bottom, green - handle, and magenta - usable area.
of global shape and semantic part information. We represent the objects by
labeled graphs, where the labels are the semantic part labels derived by the visual
module and the graph structure given by a k-nearest neighbor (k-nn) graph. For
each object point cloud we derive a weighted k-nn graph by connecting the k
nearest points w.r.t. Euclidean distance in 3D. We use a four-neighborhood (i.e.,
k = 4) and assign an edge weight reflecting the tangent plane orientations of its
incident nodes to encode changes in the object surface. The nodes have five
semantic classes encoding object part information top, middle, bottom, handle
and usable area. To be able to capture manifold information as graph features
in presence of full label information we use a diffusion scheme of the labels
corresponding to the diffusion graph kernel, in the following simply referred to
as label propagation kernel, as described in [Neumann et al., 2012b]. The graphs
of the 3D point clouds as illustrated† in Figure 6.3 3© capture both manifold
†The illustration does not depict the edge weights being proportional to the change in
curvature of the adjacent points.
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information (geodesic distance) via their structure and semantic information
(part labels) via their node labels.
The similarity measure among objects is a kernel function over counts of similar
node label distributions per propagation iteration. The T -iteration propagation
kernel between two graphs G′ and G′′ is, then, defined as:
KT (G′, G′′) =
T∑
t=0
ker(G′t, G′′t ), (6.1)
where T represents the maximum number of label propagation iterations
considered and ker is a linear base kernel, defined as:
ker(G′t, G′′t ) = 〈φ(G′t), φ(G′′t )〉, (6.2)
In our experiments we vary T ∈ {0, ..., 15} and use the maximum number of
iterations giving the best results.
The main ingredients of propagation kernels are the distribution-based graph
features φ(Gt). They are essentially computed from node label distributions
of running label diffusion on the respective graphs. Based on the node label
distributions of Gt we compute for each graph the counts of similar distributions
among the respective graphs’ nodes. As the node label distributions are
m−dimensional continuous vectors, where m is number of semantic labels (i.e.,
in this casem = 5), propagation kernels use locality sensitive hashing [Datar and
Indyk, 2004] as a quantization function to ensure the acquisition of meaningful
features (for more details, see [Neumann et al., 2012b]). Propagation kernels
leverage the power of evolving continuous distributions as graph features which
are built from semantic node labels.
Given a new object G∗ that the robot aims to grasp, we first select the top
n most similar graphs {G(1), · · · , G(n)}. Then we build a weighted average
over the categories of the objects corresponding to {G(1), · · · , G(n)}, which
is employed as a prior distribution on the object category for the object
with the graph representation G∗. The distribution is further used by the
probabilistic logic module to reason about the different grasping tasks. As an
example, the prior distribution over object categories for the cup example in
Figure 6.3 is 0.56 cup, 0.36 can, 0.05 pot, 0.02 pan. We use n = 10 in all our
experiments. More details about our approach to object categorization and
extensive experimental results are given in our paper [Neumann et al., 2013].
TASK-DEPENDENT GRASPING: A PROBABILISTIC LOGIC PIPELINE 153
6.2.3 The Probabilistic Logic Module
After the visual module, we introduce our reasoning module (cf. second module
in Figure 6.4). Its role is to answers three types of queries, related to object
category, most affordable task and best semantic pre-grasp. For example, for
object category prediction, we query the object instance for being a hammer by
calculating the probability P (cat(O, hammer)|obs,M), where O is the object
to classify, M is the model and obs is the conjunction of observations made
about the world (e.g., obs = {parts, pose, task}). Similarly, we query for the
most likely pre-grasp by calculating probabilities P (grasp(Pt)|obs,M), where
Pt is an object part. When the task is not observed the set of observations
becomes obs = {parts, pose} and then the task can be also inferred from the
model by calculating probabilities P (affords(O, T )|obs,M), where T is a task.
Bayesian Networks (BNs) are often used to model such complex dependencies
involving uncertainty [Madry et al., 2012b]. Differently, our probabilistic model
is defined using CP-logic [Vennekens et al., 2009], which has several advantages.
First, it can intuitively integrate world knowledge as logic rules. For example,
we can exploit object ontologies to reason about object (super-)categories.
Similarly, we can use object/task ontologies and task-object affordance models
to reason about possible, impossible and desirable pre-grasps. Second, CP-logic
is designed to explicitly model causal events (or relationships between random
variables). For example, if the object has a usable area and a handle it is
likely to be a ‘tool’ and it can be one (any) of the tool sub-categories (e.g.,
‘hammer’). This rule is a general piece of information employed locally, as it
does not consider other possible causes for the object sub-category. This is
rather difficult to encode with a BN, as querying for P (cat(O, hammer)|obs,M)
involves knowing all the possible causes for cat(O, hammer) and how they
interact with the observations obs. Similarly, if the object is a ‘tool’ and the
task is ‘pass’, then it should be rather grasped by the usable area instead of
by the handle. This involves again local causation. In fact, robotic grasping is
characterized by a number of causal uncertain events which sometimes involve
different consequences. Third, a CP-theory is more efficient as it requires fewer
parameters [Meert et al., 2008] and allows parameter sharing by generalizing
over similar situations.
Our grasping CP-theory has 4 parts:
(1) a set of probabilistic observations about the world consisting of visual
object properties and, optionally, a probability distribution on the task
type;
(2) a set of logic rules, defined as background knowledge which incorporate
common sense knowledge about the world, that is, object/task ontologies
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and object-task affordances;
(3) a set of probabilistic logic rules as the object category model;
(4) a task-dependent grasping model in the form of probabilistic logic rules.
For all prediction tasks we make the mutually exclusiveness assumption. For
object category prediction this implies that an object cannot have several
categories at the same time. Similarly, for task selection, this translates into
the fact that only one task can be executed at any point in time. We use a
ProbLog implementation [Fierens et al., 2011] of the CP-logic theory and we
show experimentally that by putting together probabilistic and logical reasoning
we improve the grasping performance. We expose the numerated parts in the
following subsections.
6.2.4 Observations about the world
We observe one object at a time, however, this setup is easily extendable to
consider several objects simultaneously. Visual and task-related observations
characterizing the scenario in Figure 6.3 are shown in Example 19. They can
be ground probabilistic facts, such as 0.8 :: part(top, o) stating that the object
o has a top part with probability 0.8, deterministic facts, such as empty(o)
stating that o is empty, or CP-rules.
Example 19. Visual and task-related observations of scenario in Figure 6.3:
object(o).
0.8 :: part(top, o).
1.0 :: part(handle, o).
1.0 :: part(middle, o).
1.0 :: part(bottom, o).
0.5 :: pose(o, upright).
empty(o).
0.56 :: cup(o); 0.36 :: can(o); 0.05 :: pot(o); 0.02 :: pan(o)← object(o).
pourOut(t1).
pass(t2).
...
1/7 :: task(t1); 1/7 :: task(t2); ...; 1/7 :: task(t7)← true.
Example 20. A CP-rule capturing the prior distribution over the object category
for object(o) is:
0.56 :: cup(o); 0.36 :: can(o); 0.05 :: pot(o); 0.02 :: pan(o)← object(o).
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object
container tool
open container canister
kitchen container dish
cup, glass,
 bowl
pan,
pot
bottle,
can
hammer, screwdriver, 
cooking_tool, knife 
Figure 6.7: An object ontology.
task
pickPlace pour
p&pIn p&pOn
p&pInUpright p&pInUpsidedown
"put can in box" "put cup on table"
pass
pourOutpourIn
"put cup in  cupboard"
"put water in cup"
"empty cup"
"pass cup to human"
p&pInSideways
Figure 6.8: A task ontology.
The CP-rule in Example 20 states that an object o belongs to a category with
a certain probability, that is, it is either a cup with probability 0.56 or a can
with probability 0.36 or a pot with probability 0.05 or a pan with probability
0.02. Similarly, we can have a prior on the task type as a CP-event. In our
experiments, if the task is not given, we assume a uniform distribution on the
task type. Similarly, if the prior on the object category is not observed, we
consider a uniform prior instead.
CP-rules with probability 1.0 are encoded deterministically.
6.2.5 World knowledge: ontologies and affordances
The object ontology is illustrated in Figure 6.7 and structures 11 object categories
that we consider in our scenario: C = {pan, pot, cup, glass, bowl, bottle, can,
hammer, knife, screwdriver, cooking_tool}. The super-categories, defined based
on the object functionality, are: kitchenContainer, dish, openContainer, canister,
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container
affordances
task/object
open container
canister
tool
dish kitchen
cup glass bowl pan pot bottle can hammer knife screwdr cooking
pass ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
pour
in ✓ ✓ ✓ ✓ ✓ - - - - - -
out ✓ ✓ ✓ - - ✓ ✓ - - - -
upright ✓ ✓ ✓ ✓ ✓ ✓ ✓ - - - -
p&p
in upsidedown ✓ ✓ ✓ - - - - - - - -
sideways - - - - - - - ✓ ✓ ✓ ✓
on ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Table 6.1: Object-Task affordances.
container, tool, object. By making use of the ontology structure, the grasping
model makes abstraction of the fine-grained object categories.
The task ontology in Figure 6.8 structures 7 tasks: T = {pass, pourOut, pourIn,
p&pInUpright, p&pInUpsidedown, p&pInSideways, p&pOn}. For example,
the task pourOut refers to the action of removing the contained liquid, while
p&pInUpsidedown refers to picking and placing the object inside a shelf in the
upside-down pose. Depending on the object properties, its parts and the task
to be performed, the object should be grasped in different ways.
The object-task affordances for the considered scenario are illustrated in
Table 6.1. They allow us to relate the two concepts and thus define the
grasping model in a relational way. Both the affordances table and the object
ontology were defined by human experience and inspired by AfNet: The
Affordance Network, available at: www.theaffordances.net. They can be
extended to include new object/task categories. This knowledge is translated
into deterministic logical rules. For convenience, in the case of task prediction,
we defined the affordance rules with a high and equal probability due to the
mutually exclusiveness constraint.
Example 21. We define the world knowledge into rules in the following way:
%Examples of object ontology mappings
canister(X) : −can(X).
dish(X) : −cup(X).
tool(X) : −hammer(X).
container(X) : −canister(X).
object(X) : −tool(X).
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object(X) : −container(X).
%Examples of task ontology mappings
pour(T ) : −pourIn(T ).
pour(T ) : −pourOut(T ).
task(T ) : −pour(T ).
% Task affordances
possible(X,T ) : −object(X), pass(T ).
possible(X,T ) : −container(X), pour(T ).
possible(X,T ) : −object(X), p&pOn(T ).
possible(X,T ) : −container(X), p&pIn(T ).
possible(X,T ) : −tool(X), p&pInSideways(T ).
%Some impossible task affordances
impossible(X,T ) : −canister(X), pourIn(T ).
impossible(X,T ) : −kitchenContainer(X), pourOut(T ).
% Common sense exceptions
impossible(X,T ) : −pan(X), full(X), pass(T ).
impossible(X,T ) : −container(X), full(X), p&pInUpsidedown(T ).
...
affords(X,T ) : −possible(X,T ), not(impossible(X,T )).
where, for example, dish(X) : −cup(X) is a deterministic intensional rule
stating that “any cup is a dish”; dish(X) is the head of the rule, while cup(X)
is the body. We initially assume a deterministic affordances model. However,
the model can be learned to obtain better estimations [Moldovan et al., 2012] or
can be re-estimated in our reasoning module by inferring the most likely task.
This shows the flexibility of our approach.
6.2.6 The CP-theory for semantic grasping
Similarly, we use deterministic rules and CP-events indicating object category
consequences based on the object parts and properties.
Example 22. For example the deterministic rule:
tool(X) : −part(usable area,X), part(handle,X), pose(X, sideways).
reads as: if the object has a usable area and a handle and it poses sideways,
then it is a tool.
When observed parts are, for example, bottom, middle and top, no handles are
detected and the pose is sideways or upright, then the object can be a glass, a
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bowl or a canister. If the observed pose is upside-down then the object can be
a glass, a bowl or a can. If exactly one handle is observed, then the object may
be a cup or a pan. In these cases we can define CP-events showing the possible
outcomes.
Example 23. The excerpt of the object categorization theory described above
is:
0.25 :: glass(X); 0.25 :: bowl(X); 0.5 :: canister(X)← part(top,X),
part(middle,X), part(bottom,X), no_handle(X), pose(X,upright).
0.25 :: glass(X); 0.25 :: bowl(X); 0.5 :: canister(X)← part(top,X),
part(middle,X), part(bottom,X), no_handle(X), pose(X, sideways).
0.33 :: glass(X); 0.33 :: bowl(X); 0.33 :: can(X)← part(top,X),
part(middle,X), part(bottom,X), no_handle(X), pose(X,upsidedown).
0.75 :: cup(X); 0.25 :: pan(X)← part(top,X), part(middle,X),
part(bottom,X), part(handle,X), pose(X,upright).
These rules encode generality also by using object super-category atoms in the
head. Thus, in order to estimate the object category, we replace the original
object ontology defined in Section 6.2.5 with an ontology that models category
distributions with respect to the super-categories across the ontology. This
is part of the categorization model and is done using CP-events. The causal
probabilities are estimated based on the number of specific categories in the
leafs. For example, we have the distribution over hammer, knife, screwdriver
and kitchen_tool caused by the super-category tool or the distribution over can
and bottle caused by the object being a canister :
Example 24. An excerpt of the object ontology that models category
distributions w.r.t. the super-categories is:
0.25 :: hammer(X); 0.25 :: knife(X); 0.25 :: screwdriver(X);
0.25 :: kitchen_tool(X)← tool(X).
0.5 :: can(X); 0.5 :: bottle(X)← canister(X).
Thus, in our experiments, the object categorization CP-theory M contains cate-
gory rules, world knowledge and visual observations. As explained in Chapter
2, interpreting the second rule in the example as P (can(o)|canister(o)) = 0.5
is incorrect. The conditional probability that o is a can, given that o is a
canister, may be different than 0.5 if there is a second cause that contributes to
P (can(o)).
Querying for the most likely object category is equivalent to calculating
argmax
C
P (cat(o, C)|M). It is possible to ask the query without grounding
the specific object category. This will result in a probability distribution over
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object categories, which is better than the observed prior. For the example in
Figure 6.3 the new distribution is P (cat(o, cup)) = 0.98, P (cat(o, pan)) = 0.02,
while P (cat(o, can)) and P (cat(o, pot)) become 0.
There are different levels of generalization with respect to the rules of the theory.
We experimented also with more general rules to investigate the suitability of
our model. A more general theory was also able to improve the object category
prior (see section 6.3), showing similar behavior and results to the more specific
one. Examples of more general rules are shown below, where we replace, for
example, the more specific head 0.25::glass(X); 0.25::bowl(X); 0.5::canister(X)
with the super-category 1.0::container(X), while keeping the same rule body.
For the example in Figure 6.3 the new distribution with the more general theory
becomes P(cat(o,cup))=0.93, P(cat(o,pot))=0.05, P(cat(o,pan))=0.02.
Example 25. The excerpt of the more general object categorization theory is:
1.0 :: container(X)← part(middle,X), part(top,X), part(bottom,X),
no_handle(X), pose(X,upright).
0.6 :: dish(X); 0.4 :: canister(X)← part(top,X), part(middle,X),
part(bottom,X), no_handle(X), pose(X, sideways).
1.0 :: container(X)← part(middle,X), part(top,X), part(bottom,X),
no_handle(X), pose(X,upsidedown).
0.5 :: cup(X); 0.5 :: kitchen_container(X)← part(middle,X), part(top,X),
part(bottom,X), one_handle(X).
To query for the most likely task in a grasping scenario, we use world observations,
the probability distribution over object categories and world knowledge. We
can estimate the most likely task by calculating argmax
T
P (affords(o, T )|M),
where M is the CP-theory. Again, one can ask queries without grounding T
to obtain a probability distribution over possible task types. For the example
in Figure 6.3 the distribution over possible tasks is P (affords(o, pass)) =
0.32, P (affords(o, p&pOn)) = 0.32, P (affords(o, p&pInUpright)) = 0.32,
P (affords(o, pourIn)) = 0.03, P (affords(o, p&pInUpsidedown)) = 0.01.
We define the pre-grasp recognition model as a set of CP-events. Each
causal event generates as consequence the graspability of a certain object part
conditioned on the part existence, task, object (super-)category and properties.
The feasibility of the semantic grasp is encoded via the causal probability. Some
examples from the grasping model for the dish super-category are shown in
Example 26:
Example 26. 0.8 :: grasp(X,T,middle)←affords(X,T ), pass(T ), dish(X),
pose(X,upright), full(X), part(middle,X).
0.1 :: grasp(X,T, top)←affords(X,T ), pass(T ), dish(X), pose(X,upright),
full(X), part(top,X).
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0.1 :: grasp(X,T, bottom)←affords(X,T ), pass(T ), dish(X), pose(X,upright),
empty(X), part(bottom,X).
0.6 :: grasp(X,T,middle)←affords(X,T ), pass(T ), dish(X), pose(X,upright),
empty(X), part(middle,X).
0.2 :: grasp(X,T, top)←affords(X,T ), pass(T ), dish(X), pose(X,upright),
empty(X), part(top,X).
0.1 :: grasp(X,T, handle)←affords(X,T ), pass(T ), dish(X), pose(X,upright),
full(X), part(handle,X).
0.2 :: grasp(X,T, bottom)←affords(X,T ), pass(T ), dish(X),
pose(X,upsidedown), part(bottom,X).
0.7 :: grasp(X,T,middle)←affords(X,T ), pass(T ), dish(X),
pose(X,upsidedown), part(middle,X).
0.1 :: grasp(X,T, top)←affords(X,T ), pass(T ), dish(X),
pose(X,upsidedown), part(top,X).
...
0.7 :: grasp(X,T,middle)←affords(X,T ), p&pIn(T ), dish(X),
pose(X, sideways), part(middle,X).
0.3 :: grasp(X,T, bottom)←affords(X,T ), p&pIn(T ), dish(X),
pose(X, sideways), part(bottom,X).
1.0 :: grasp(X,T,middle)←affords(X,T ), pourIn(T ), dish(X),
empty(X), part(middle,X).
1.0 :: grasp(X,T,middle)←affords(X,T ), pourOut(T ), dish(X),
not(empty(X)), part(middle,X).
...
We can enforce constraints to model impossible pre-grasps. For example, when
the object is a tool and the task is pour, we have an impossible affordance and
thus, an impossible pre-grasp position. In the same way we could specify and
integrate constraints from the motion planner to model impossible pre-grasps
due to collision.
Example 27. Examples of constraint rules in ProbLog are:
%Constraint for impossible affordances
false : −grasp(X,T,R), task(T ), object(X), impossible(X,T ), part(R,X).
%Constraint for collision
false : −grasp(X,T,R), task(T ), object(X), part(R,X), collision(R).
%Other constraints
false : −grasp(X,T,R), pose(X,upsidedown), pan(X), task(T ), part(R,X).
...
The first constraint states that it is impossible that the pre-grasp atom
grasp(X,T,R) is true when the body is true. This will guarantee that the
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probability of such grasps is equal to 0. The second constraint rule shows that,
additionally, we can connect the reasoning module to the execution planner
by enforcing the probability of a pre-grasp to 0 if there are environmental
constraints for the gripper. The third constraint indicates that if the object is a
pan in the upside down pose then no task should be executed, as grasping the
object in this situation is very difficult.
If M is the CP-theory for task-dependent grasping, we can query for
the most likely semantic pre-grasp of an object. This is equivalent to
calculating argmax
Pt
P (grasp(o, t2, P t)|M), where Pt is a part in the set
of observed object parts and t2 is the given task. For the example in
Figure 6.3 the distribution over possible parts when the task considered is
pass becomes: P (grasp(o, pass,middle)) = 0.87, P (grasp(o, pass, top)) = 0.08,
P (grasp(o, pass, bottom)) = 0.03, P (grasp(o, pass, handle)) = 0.01.
Similar to the object categorization theory, there are different levels of
generalization with respect to the rules. To test the brittleness of the theory we
experimented also with more general rules, by generalizing over the object pose
and containment with respect to several tasks and thus, reducing the number
of rules. For example, we replaced part of the theory presented in Example 26
for task pass and super-category dish with a more general theory illustrated in
the following example:
Example 28.
0.1 :: grasp(X,T, bottom)←affords(X,T ), pass(T ), dish(X), part(bottom,X).
0.6 :: grasp(X,T,middle)←affords(X,T ), pass(T ), dish(X), part(middle,X).
0.2 :: grasp(X,T, top)←affords(X,T ), pass(T ), dish(X), part(top,X).
0.1 :: grasp(X,T, handle)←affords(X,T ), pass(T ), dish(X), part(handle,X).
We have defined our models using human experience and “educated guesses".
They can be augmented by adding extra rules to include new object/task
categories. The world knowledge was encoded as general as possible while
still reflecting the ontologies and task-object affordances. The parameters of
the rules composing the models can, in principle, be learned from data [Meert
et al., 2008] to best represent the application domain. Our current experimental
results with the quite rigid affordance model can be improved by learning better
probability estimates for object-task affordances from data.
6.2.7 Shape-based Grasping
The probabilistic logic module selects the pre-grasp and/or the task to be
performed. In order to execute the grasping, the third module of the pipeline (cf.
third module box in Figure 6.4) employs additional shape features characterizing
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Figure 6.9: Examples of the pre-grasp gripper poses for a face of the top part
of a bottle.
the object part to select optimal grasping poses. There are several possible
ways to consider shape features at this stage. We compute the probabilities
of the grasping pose hypotheses defined by the bounding box of the object
part. One bounding box generates several hypotheses, providing two grasping
poses for each face of a box, as illustrated in Figure 6.9. The shape-based
module calculates P (grasp|local shape) by mapping the classification output of
an SVM onto a probability. The SVM classifier discriminates between graspable
and non-graspable shapes. The pose with the highest grasping probability is
selected. Further, the grasping approach directions are defined by the normals
to the face of the bounding box that defines the best grasping pose. Since each
face has two possible poses, we consider both, however, one will be discarded by
the collision checker and the motion planner. Thus, the final number of grasping
hypotheses is pruned in a first stage by the task-dependent probabilistic logic
module and the shape-based module, and in a second stage by a collision checker
and the motion trajectory planner.
Depth difference features
The local shape features are computed in the volume enclosed by the gripper,
which is a bounding box located and oriented according to the pre-grasp
hypothesis pose. Depth changes in the objects were shown helpful to recognize
graspable regions, even in cluttered environments where objects cannot be
segmented accurately [Fischinger et al., 2013]. We employ a feature with
computations based also on heights, yet, it can be computed for any grasping
orientation. This scales better to the diversity of object parts we consider in
our experiments than the symmetry height accumulated feature [Fischinger
et al., 2013] which is robust, but constrained to top grasps only. Our feature,
called depth gradient image (DGI), computes the gradient of the depth image
in the volume enclosed by the gripper. This volume defines a depth value, that
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Figure 6.10: Gripper and volume of interest, showing the reference frame origin
for the orthogonal projection of the DI image from Eq. (6.3) (top left). Object
(top right) and its correspondent point cloud (bottom left). The blue points
show the selected points of a graspable region of the remote control. The bottom
right image shows the points enclosed by the gripper volume.
is, the Z-component of the distance from the gripper base to the object point.
Figure 6.10 shows an example of the selected region of an object and the volume
of interest enclosed by the gripper. The DGI acts as a local shape descriptor
for grasping prediction. The descriptors of several graspable and non-graspable
regions are next fed into the SVM classifier to obtain a shape-based grasping
model for grasping hypothesis selection.
The depth image (DI) requires a discrete sampling of the volume, which is
described as boxes of 7× 7× 15 (mm). A depth image sample is defined as:
DI(u, v) =
{
min{z} if z ∈ box(u, v)
−1 otherwise, (6.3)
where box(u, v) represents the set of points inside the box defined by the pixel
(u, v). Eq. (6.3) performs an orthogonal projection of the closest point to the
base of the gripper for every pixel in the depth image. Figure 6.11 shows the
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(a) Depth Image (b) Depth Gradient Image
Figure 6.11: Example of a depth image (10x21 pixels) and its corresponding
gradient magnitude (8× 19 pixels).
depth image for the selected volume in Figure 6.10. The DGI is computed on
the depth image by applying pixel differences in u and v as follows:
DIu(u, v) = DI(u+ 1, v)−DI(u− 1, v), (6.4)
DIv(u, v) = DI(u, v + 1)−DI(u, v − 1), (6.5)
DGI(u, v) =
√
DIu(u, v)2 + DIv(u, v)2. (6.6)
Grasping probability
Given DGI shape features xi and their labels yi, we use SVMs [Cortes and
Vapnik, 1995] with the RBF kernel to discriminate between successful and a
failed grasps. Before applying the sign function, we map the SVM output onto a
probability by applying a sigmoid function to the decision value from Eq. (6.7).
h(xi) = 〈w, φ(xi) + b〉, (6.7)
where (6.8)
φ(xi) = exp(−γ|xi − xj |2), (6.9)
We employ the parametric sigmoid
P (grasp|local shape) = 11 + exp(A · h(xi) + b) , (6.10)
where the parameters A and b are obtained by generating a hold-out set and
cross-validation. Its advantages were shown empirically in [Platt, 1999]. We
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trained the SVM classifier on the grasping rectangle dataset [Jiang et al., 2011],
available at http://pr.cs.cornell.edu/placingobjects/. Our approach
using only depth features has good performance, improving the result reported
in [Jiang et al., 2011].
6.3 Experiments
We address experimentally the benefits of our probabilistic logic module and the
performance of the full pipeline for robot grasping. Specifically, we investigate
the following main questions:
(Q1) How robust is the probabilistic logic module w.r.t. the considered robotic
tasks? How well does it cope with missing information?
(Q2) Does the integration of high-level reasoning (about task and object
category) and low-level learning improve the grasping performance upon
local shape features?
We decompose (Q1) into the following questions, which we answer in turn:
(i) does the probabilistic logic module improve upon manifold information for
object category prediction?
(ii) can it predict correctly suitable tasks?
(iii) can it predict the correct pre-grasp region?
We investigate its robustness with respect to object category, task, pre-grasp and
pre-grasp pose in Subsection 7.4.3. We perturb either the visual observations
about the world by dropping the prior on the object category, or the CP-theory
by keeping the more general rules.
For question (Q2) we first learn a classifier that maps pre-grasp poses to
successful grasps using local shape features. Given a new object, we then directly
predict the most likely pre-grasp pose using solely local shape information. This
is our local shape-based baseline. We compare the baseline with the pipeline
classifier, which maps pre-grasp poses extracted from predicted semantic pre-
grasp regions (or object parts) to successful grasps, using similar local shape
features. Given a new object, we first predict, using high-level reasoning, the
most likely object pre-grasps. We then use the classifier to predict good grasping
poses among the set of possible grasping poses in the inferred pre-grasp.
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6.3.1 Datasets and evaluation scenarios
We consider three types of datasets to quantitatively investigate the robustness
and power of generalization of our SRL approaches. For the first type, the
object point clouds are obtained from 3D meshes and the object parts are
manually labeled. In this case the dataset is synthetic and actual grasps are
not executed. For the second type, data samples are obtained from the ORCA
simulator [Baltzakis, 2005], while for the third type, data samples are obtained
from a real robot platform.
Synthetic scenario
We first consider flawless object point clouds obtained from 3D meshes. The
object points are distributed uniformly on the object surface according to their
size by applying the midpoint surface subdivision technique. Point normals
are correctly oriented, the object pose and its parts are manually labeled as
well as the object containment. This “perfect scenario” serves as an upper-
bound comparison scenario to the more realistic scenarios, allowing an extensive
evaluation of the generalization capabilities of the probabilistic logic module.
The dataset contains 41 objects belonging to all categories in our ontology and
102 grasping scenarios. We denote this dataset SSY N and we use it to evaluate
the probabilistic logic module.
ORCA scenarios
The second type of datasets is used to evaluate the full pipeline, the pipeline
modules and the grasping point prediction in simulation. We use ORCA,
which provides the sensors (laser range camera Asus Xtion PRO and the
Universal Gripper WSG 50 force sensor), robotic arm (KUKA LightWeight
Robot), objects and interface to physics engine (Newton Game Dynamics library)
for robot grasping simulation. The other modules are external to ORCA and
interfaced both with the simulated and real robot. These modules include: object
completion (where needed), part and pose detection, global shape similarity,
probabilistic logical reasoning modules, local shape feature construction and
grasping prediction and the tree-based motion planner [Sánchez and Latombe,
2003] available in the Open Motion Planning Library (OMPL) [Şucan et al.,
2012]. Each object is placed on top of a table.
Our simulated robot scenario (see Figure 6.1) considers four possible settings
for the grasping pipeline. In the first setting, object pose is not estimated but
given by the ground truth, while the parts are estimated from the completed
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point cloud, as explained in Section 6.2.2. Thus, the scene description may have
missing parts when they are occluded or not detected. Additionally, we assign to
all detected parts probability 1.0. We denote this dataset SREAL_semi. In the
second setting, both object pose and its parts are estimated from the completed
point cloud. While the pose has associated a likelihood, we keep highly confident
parts. We denote this setting SREAL. In the third setting we also provide a part
likelihood according to the limitations of the detection algorithm. We denote
this dataset SREAL_noisy. Finally, the fourth setting includes actual grasping
tests with the simulated robot. It comprises a subset of the scenarios from the
third setting, where all containers are empty and all objects are graspable by
the robot. The rationale behind is that it is very difficult to check whether a
container is full or if some objects (too big or too small) do not fit the gripper
capabilities. We denote this dataset SGRASP_noisy. In addition, object poses
considered are upright or sideways due to the ambiguity between upright and
upside-down when using global shape representations. Each of the first three
settings contains 26 different objects, instances of categories pan, bowl, cup,
glass, bottle, can, hammer, screwdriver, knife and 126 grasping scenarios. The
fourth setting contains 18 objects, instances of categories pan, cup, glass, bottle,
can, hammer, screwdriver, knife and 113 grasping scenarios.
Real robot scenario
The real robot scenario (see Figure 6.1) considers the same type of tests as
those included in the SGRASP_noisy and is used for the evaluation of our task-
dependent grasping pipeline. In addition, we evaluate the performance of the
pipeline when two or more objects are in the field of view of the camera and the
field of action of the arm, considering three settings of increasing complexity in
terms of path planning. The less complex setting (scenario1), considers only
two objects which are instances of glass and bottle, in a way that planning
constraints are very similar to a single object on the table. The setting with
intermediate complexity (scenario2) includes three objects which are instances of
can, hammer and screwdriver. The more complex setting (scenario3) considers
four objects which are instances of bottle, glass and cup. Figure 6.12 shows the
objects of every scenario. In addition to the larger number of objects, we also
consider object placement as another criterion for evaluation. Object placement
is performed in two steps: (i) plan from the grasp pose to a post-grasp pose and
(ii) plan from the post-grasp pose to the grasp pose. We denote the associated
dataset SROBOT .
The synthetic dataset and part of ORCA datasets are available for download at
http://www.first-mm.eu/data.html.
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Figure 6.12: Experimental settings with the real robot. Each picture shows the
objects utilized for each scenario. Additional object constraints are: the gray
bottle of scenario3 is full with water, the white bottle is empty and the coffee
container is full of coffee.
6.3.2 Evaluation measures
We evaluate our experiments in terms of accuracy given by #successes#tries · 100%.
We assess a success in several ways. Depending on the prediction task, the
ground truth is either one value (object categorization) or a set of values (task
and pre-grasp prediction, part detection). For object categorization we take as
prediction the category with the highest probability and consider it a success
if it matches the ground truth category. For the uniform prior, it can be that
two or more categories are predicted with the same probability. This case is
reported as a false positive.
For task/pre-grasp prediction evaluation, the ground truth Gt of each instance
is a set (e.g., the tasks p&pOn and p&pInUpright may be equally possible in
a particular scenario). In this case, we compare the set of best predictions
Pr to Gt, where |Pr| ≤ |Gt|. If Pr ⊆ Gt a success is reported. We present
results for different sizes of Pr, such that |Pr| belongs to the set {|Gt| − i},
with i ranging from 0 (the most restrictive evaluation setting) to |Gt| − 1 (the
most pertinent setting). We denote the possible evaluation settings as Ei. For
the scenarios with robot grasping execution (SGRASP_noisy and SROBOT ) the
evaluation must consider the success of grasping execution with respect to the
valid grasping hypotheses provided by the pipeline. In this case the accuracy is
given by #correctly estimated task/part#valid grasping hypotheses · 100%.
6.3.3 Results and discussion
In the following we present quantitative experimental results for all questions.
For all results bold font, if present, indicates the best performance.
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(Q1) We investigate the robustness of the probabilistic logic module w.r.t. the
considered robotic tasks by evaluating the performance of each of its components.
(Q1-i) Object category prediction. We first evaluate the object category
prediction task and report accuracy results in Table 6.2. We compare random
category assignment (Random), propagation kernels (Manifolds) and the
probabilistic logic module (PLM). For Manifolds we set the parameter T to
give the best leave-one-out accuracy performance.‡ We observe that, overall,
manifold information leads to a good prior distribution among object categories
(more details can be found in [Neumann et al., 2013]).
Next, we incorporated the manifold priors into the PLM. We started from the
priors that gave the best accuracy for each task. To show the robustness of the
PLM, we varied the generality of our categorization theory and experimented
with and without the manifold prior on the object category. PLMgeneraluniform
indicates the more general theory setting with the uniform prior, while
PLMgeneralmanifold indicates the more general theory with the manifold prior. The
results show that the PLM improves object categorization accuracy upon
manifold information. By increasing the generality of the theory, we do not
loose much in terms of performance when the manifold information is used, and
we are still able to improve upon the prior.
Note that by removing the manifold prior, the PLMmanifold still gives a
reasonable result (3 times better than Random on SSY N ). We also evaluated
the PLMuniform with a second accuracy definition (acc) in which a success
is reported if at least one category in the set of equally and maximum
category prediction values is equal to the ground truth. In this case we obtain
acc = 68.25% (SREAL datasets) and acc = 99.02% (SSY N ) for PLMuniform, and
acc = 62.70% (SREAL datasets) and acc = 94.12% (SSY N ) for PLMgeneraluniform.
The results obtained using this evaluation setting explain the good performance
for the other grasping tasks explained in the following. That is, estimating the
category of an object as any of the sub-categories of a super-category in the
ontology is satisfactory to predict good semantic pre-grasps.
(Q1-ii) Task prediction. We investigate what is the suitable task by reporting
results in Table 6.3 (top rows) with evaluation setting E0 for both general and
more specific object categorization theories. Figure 6.13 (left) presents results
for the specific object categorization theory using all evaluation settings. We
experimented on all datasets with and without the manifold prior. The presence
of the prior gives significantly better results in the most restrictive evaluation
setting. For the other evaluation settings, in most situations, the probabilistic
‡The Manifolds results for SREAL_semi, SREAL and SREAL_noisy are the same due to
the fact that object pose and part confidence are not used by the propagation kernel. We
refer to these datasets as SREAL for the Manifolds evaluation.
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Dataset PLMuniform PLMgeneraluniform PLMmanifold PLM
general
manifold
SSY N 71.57 65.69 72.55 72.55
SREAL_semi 98.41 98.41 95.24 93.65
SREAL 80.16 80.16 95.24 93.65
SREAL_noisy 38.10 38.10 93.65 93.65
SGRASP_noisy E0 30.00 - 35.71 -
SGRASP_noisy E1 40.00 - 50.00 -
SROBOT E0 28.57 - 25.00 -
SROBOT E1 85.71 - 75.00 -
Table 6.3: Accuracy (%): PLM for task prediction.
logic module will return, although not as the first option, a correct possible task
with or without a prior.
In the scenarios with grasp execution (bottom rows in Table 6.3), the evaluation
settings E0 and E1 consider the outcome of the grasping action. The additional
source of failures on grasping include uncertainty on the pose of the objects and
the gripper, which are caused by the sensor and the object completion. These
sources have effects on the performance of the planner, for instance placing
the gripper a bit misaligned or hitting and object before closing the gripper.
The few cases where the uniform prior provided better results (SROBOT ) are
explained by the fact that the complete pipeline failed on the PLMmanifold
experiment more than the uniform prior due to uncertainty.
We note the importance of having a prior probability distribution over the object
categories, rather than the top category. We perform the same experiments
only with the top predicted category and obtain accuracies of 95.24%, 89.68%
and 89.68% for SREAL_semi, SREAL and SREAL_noisy, respectively, which are
lower than using the full prior (see Table 6.3).
(Q1-iii) Pre-grasp prediction. For this question we considered the specific object
categorization theory and experimented with both a more specific and a more
general task-dependent grasping theory. The results for both settings when the
task is given for evaluation setting E0 are shown in Table 6.4. We note that
increasing the generality of the model does not cause much performance loss.
The result confirms generalization over similar object parts and object/task
categories, which implies that if the input object is an unseen category, such as
a paint roller or a vase the grasping pipeline is robust enough to return a good
grasping part. This allows us to experiment with a wide range of object/task
categories and lets us to believe that our approach can be extended beyond the
categories used, by augmenting the probabilistic logic module with extra rules.
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Dataset PLMuniform PLMgeneraluniform PLMmanifold PLM
general
manifold
SSY N 81.23 80.67 85.29 84.73
SREAL_semi 69.95 72.00 85.26 86.73
SREAL 72.00 72.00 85.26 84.69
SREAL_noisy 69.16 69.16 85.49 86.73
SGRASP_noisy E0 66.7 - 75.51 -
SGRASP_noisy E1 66.7 - 75.51 -
SROBOT E0 66.7 - 66.7 -
SROBOT E1 66.7 - 66.7 -
Table 6.4: Accuracy (%): PLM for pre-grasp prediction.
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(b) PLM for pre-grasp prediction.
Figure 6.13: Accuracy (%) of PLM for task and pre-grasp prediction using all
evaluation settings.
When the task is predicted by the probabilistic logic module we report accuracies
of 95.10% and 100.0% for SSY N and SREAL_noisy, respectively, for both priors
using the evaluation setting E0. When the task is given, results for the pre-grasp
prediction task using the most specific task-dependent grasping theory for all
evaluation settings are reported in Figure 6.13 (right).
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For this task as well, in the scenarios with grasp execution, the evaluation
considers the outcome of the grasping action. In all cases the object category
provided by the manifold matching has better performance than the uniform
category prior, showing the benefits of the pipeline. Again, it is important to
consider the full prior distribution as input to the PLM, instead of only the top
category. Our experiments using solely the top category resulted in accuracies
of 81.63, 81.63 and 82.88, respectively, for the three SREAL datasets, which are
lower than the ones using the full prior.
The robot experiments (SGRASP_noisy and SROBOT ) did not consider the
mutually exclusiveness assumption. However, for the other datasets we
performed experiments both with and without this assumption. The means of
the differences between the mutually exclusive and the non-exclusive results
for object categorization, task prediction and pre-grasp prediction (1.6%, 8.5%
and 2.6%, respectively) indicate a better result for the mutually exclusive setup.
This lets us to believe that current robot results can be only improved by the
exclusiveness assumption.
(Q2) We acknowledge whether the integration of high-level reasoning and
low-level learning improves grasping performance upon local shape features by
evaluating the full pipeline.
Full pipeline evaluation. The selection of grasping points using only local
shape descriptors bias the ranking of the object points towards the most
“visually graspable”, disregarding other constraints such as the pre-grasp pose
for task execution, path planning and post-grasp object pose. By adding those
constraints, regions with lower “visually graspable‘” probability will become
more important when considering the task execution probability and vice versa.
Thus, we compute the percentage of grasping points that have a low “visually
graspable” probability as calculated in Section 6.2.7, but still lead to successful
grasps when taking into account task constraints. Results are shown in Table 6.5
(Pipelinemanifold), having as baseline the local shape-based approach. We also
investigate its robustness with respect to grasping point prediction by dropping
the prior on the object category (Pipelineuniform).
The full pipeline selects in average more points having low “visually graspable”
probabilities than the other options. This behavior confirms the importance
of task constraints on the computation of the grasping probability. We note
that the complete pipeline clearly improves upon using the local shape-based
approach. This answers affirmatively (Q2). Additionally, the results obtained
by Pipelineuniform show again the robustness of the pipeline.
Finally, we present results for the grasp and place action for each level of
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Feature (DGI) Measure Local Pipelinemanifold Pipelineuniform
SGRASP_noisy
lt 0.5 44.55% 52.38% 50%
lt 0.4 27.27% 28.57% 21.15%
lt 0.3 4.55% 7.94% 7.69%
SROBOT
lt 0.5 37.5% 50% 46.15%
lt 0.4 25% 42.86% 23.08%
lt 0.3 12.5% 28.57% 23.08%
Table 6.5: Percentage (%) of successfully graspable points that have “visually
graspable” probability less than (lt) 0.3, 0.4 or 0.5: Pipeline vs. local shape
grasp prediction.
Scenario Total tests Reachable Grasped Placed
pre-grasps objects objects objects
scenario1 10 9 (90%) 7/9 (77.8%) 7/9 (77.8%)
scenario2 15 10 (66.7%) 7/10 (70%) 7/10 (70%)
scenario3 20 16 (80%) 8/16 (50%) 8/16 (50%)
Table 6.6: Percentage of successful grasps in the real robot scenarios. Different
levels of SROBOT complexity.
complexity on the SROBOT dataset in Table 6.6. It is important to notice
the performance drop of 20% in average when the complexity increases from
medium (scenario2) to complex (scenario3). Considering that the multiple
object scenario of these experiments is rather simple, one way to improve the
performance would be to plan for object displacement (sequence of actions
before the pre-grasp pose) before the grasp execution in order to increase the
grasping performance on scenario3.
We note that in all our experiments with the pipeline the result changes if
the data is perturbed for the task, pre-grasp and the grasping point prediction.
This highlights the importance of the object categorical information for robot
grasping. However, when this information is absent the probabilistic logic
theory is robust enough to give reasonable results thanks to the use of world
general knowledge. The experiments show the robustness of the probabilistic
logic module when more general rules are used.
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6.4 Related work
Object grasping is an important problem in robotics. We review the related work
following three main directions. First, we address visual-dependent grasping.
Next, we present the related work on task-dependent grasping. Finally, we give
an overview of the existing work that employs SRL techniques in robotics.
6.4.1 Visual-dependent grasping
A significant number of vision-based grasping methods learn a mapping from
2D/3D features to grasping parameters [Saxena et al., 2008b,Bohg and Kragic,
2010,Erkan et al., 2010,Kraft et al., 2010, Jiang et al., 2011,Montesano and
Lopes, 2012, Lenz et al., 2013]. However, it is difficult to link a 3D gripper
orientation to local image features without considering contextual or global
object information. Only recently, methods that take more global and symbolic
information into account have been proposed [Aleotti and Caselli, 2011,Neumann
et al., 2012a]. They benefit from increased geometric robustness, which gives
advantages with respect to the pre-shape of the robotic hand and general shape
of the object, generating more accurate grasps. Nevertheless, global information
is exclusively dependent on a complete shape of the object.
Object reconstruction based on single views is a difficult problem due to lack
of observability of the self-occluded parts and requires several object-related
assumptions. We combine task-dependent grasping with a shape completion
method based on the symmetry assumption inspired by the work of Thrun and
Wegbreit [Thrun and Wegbreit, 2005] and similar in spirit with Bohg et al. [Bohg
et al., 2011]. The new computationally efficient shape completion approach
we incorporated into the proposed probabilistic logic pipeline translates a set
of environmental assumptions into a set of approximations, allowing us to
reconstruct the object point cloud in real-time, given a partial view of the
object.
6.4.2 Task-dependent grasping
Since grasping is highly correlated with the task to be performed on the object,
recent work has focused on incorporating task constraints in robot grasping.
This is mostly done by learning a direct mapping function between good grasps
and geometrical and action constraints, action features and object attributes.
A part of this work focuses on Bayesian network learning to integrate symbolic
task goals and low-level continuous features such as object attributes, action
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properties and constraint features [Madry et al., 2012a,Song et al., 2010]. The
goal is to learn features of importance for grasping knowledge transfer. This work
is extended to consider object categorical information as an additional feature
to predict suitable task-dependent grasping constraints [Madry et al., 2012b].
Further, Detry et al. [Detry et al., 2013,Detry et al., 2012b,Detry et al., 2012a]
identify grasp-predicting prototypical parts by which objects are usually grasped
in similar ways. The discrete part-based representation allows robust grasping.
Differently, in addition to the semantic parts, we also consider a task-dependent
setting that uses probabilistic logic and world-knowledge to reason about best
pre-grasps. Several approaches make use of object affordances for grasping.
While in [Sweeney and Grupen, 2007] the authors employ estimated visual-based
latent affordances, the work in [Barck-Holst et al., 2009] reasons about grasp
selection by modeling affordance relations between objects, actions and effects
using either a fully probabilistic setting or a rule-based ontology. In contrast, we
employ a probabilistic logic-based approach to task-dependent grasping which
can generalize over similar object parts and several object categories and tasks.
Related to our probabilistic logic pipeline is the fully probabilistic one introduced
in [Bohg et al., 2012]. It combines low-level features and Bayesian networks
to obtain possible task-dependent grasps. Closely related is the semantical
pipeline presented in [Dang and Allen, 2012]. It employs a semantic affordance
map which relates gripper approach directions to particular tasks. However,
we exploit additional object/task ontologies using probabilistic reasoning and
leverage low-level learning and semantic reasoning. This allows us to experiment
with a wide range of object categories.
6.4.3 SRL for robot grasping and other robotic tasks
From a different point of view, probabilistic relational robotics is an emerging
area within robotics. Building on statistical relational learning (SRL) and
probabilistic robotics, it aims at endowing robots with a new level of robustness
in real-world situations. We review some recent successful contributions of
SRL to various robotic tasks. Probabilistic relational models have been used
to integrate common-sense knowledge about the structure of the world to
successfully accomplish search tasks in an efficient and reliable goal-directed
manner [Hanheide et al., 2011]. Further, relational dependency networks have
been exploited to learn statistical models of procedural task knowledge, using
declarative structure capturing abstract knowledge about the task [Hart et al.,
2005]. The benefits of task abstraction were shown in [Winkler et al., 2012],
where the robot uses vague descriptions of objects, locations, and actions in
combination with the belief state of a knowledge base for reasoning. The goal of
this work is to robustly solve the planning task in a generalized pick and place
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scenario. Abstract knowledge representation and symbolic knowledge processing
for formulating control decisions as inference tasks have proven powerful in
autonomous robot control [Tenorth and Beetz, 2009]. These decisions are sent
as queries to a knowledge base. SRL techniques using Markov Logic Networks
and Bayesian Logic Networks for object categorization from 3D data have been
proposed in [Marton et al., 2009].
In probabilistic planning, relational rules have been exploited for efficient and
flexible decision-theoretic planning [Lang and Toussaint, 2010] and probabilistic
inference has proven successful for integrating motor control, planning, grasping
and high-level reasoning [Toussaint et al., 2010]. In mobile robotics, relational
navigation policies have been learned from example paths with relational Markov
decision Processes [Cocora et al., 2006]. In order to compute plans comprising
sequences of actions and in turn be able to solve complex manipulation tasks,
reasoning about actions on a symbolic level is incorporated into robot learning
from demonstrations [Abdo et al., 2012]. Symbolic reasoning enables the
robot to solve tasks that are more complex than the individual, demonstrated
actions. In [Kulick et al., 2013] meaningful symbolic relational representations
are used to solve sequential manipulation tasks in a goal-directed manner via
active relational reinforcement learning. Relational Markov networks have
been extended to build relational object maps for mobile robots in order to
enable reasoning about hierarchies of objects and spatial relationships amongst
them [Limketkai et al., 2005]. Related work for generalizing over doors and
handles using SRL has been proposed in [Moldovan et al., 2013a]. All of these
approaches successfully intertwine relational reasoning and learning in robotics.
However, none of these frameworks solves the generalization capability needed
for task-dependent grasping following an affordance-based behavior. Relational
affordance models for robots have been learned in a multi-object manipulation
task context [Moldovan et al., 2012]. We propose a probabilistic logic pipeline
to infer pre-grasp configurations using object-task affordances.
6.5 Conclusions and Future Work
This chapter makes two contributions to robot grasping. The first is a new
probabilistic logic pipeline which combines high-level reasoning and low-level
learning for task-dependent grasping. The high-level reasoning leverages
symbolic world knowledge, in the form of object/task ontologies and object-task
affordances, object categorical and task-based information. The low-level part is
based on learning with shape features. The non-trivial realization of high-level
knowledge relies on logic, which exploits world knowledge and relations to
encode compact grasping models that generalize over similar object parts and
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object/task categories in a natural way. When combined with probabilistic
reasoning, our proposed pipeline shows robustness to the uncertainty in the world
and missing information. In addition, our experiments confirm the importance
of high-level reasoning and world-knowledge as opposed to using solely local
shape information for robot grasping.
6.5.1 Future Work
As future work we point out several important directions. One of them is
learning the parameters and structure of our grasping CP-theory from data.
Further, we would like to extend our object/task ontologies and expand the
grasping modules to be able to generalize across more object categories and tasks.
Finally, another direction is planning the sequence of actions in order to fulfil the
task-dependent pre-grasp poses. Since planning in presence of multiple objects
raises complexity and generalization issues, considering relational planners
similar to those in [Moldovan et al., 2013b] as part of the probabilistic logic
module may provide successful plans for pre-grasp tasks.
Chapter 7
Relational Kernel-based
Grasping with Numerical
Features
As the previous chapter shows, our experiments with the proposed probabilistic
logic pipeline confirm that performing a grasp depends on high-level world-
knowledge, the object (e.g., its shape), and grasp constraints (e.g., gripper
configuration, environmental restrictions). To execute the grasping, the third
module of the pipeline (cf. third module box in Figure 6.4) employed additional
shape features characterizing the object part to select optimal grasping poses.
While there we selected the best grasping pose hypotheses based on the bounding
boxes of the relevant semantic object parts, providing a statistical and purely
appearance-based solution, in this chapter we present an new alternate SRL
solution to recognize optimal grasping poses.
Our contribution builds on the reaching point concept [Erkan et al., 2010,Popovic
et al., 2010]. In this setup, every point of the object point cloud defines the
position of the end gripper effector and its approaching orientation. The reaching
point concept places the gripper at a constant distance from the point in the
direction of the surface normal at that point. This reduces the number of
hypotheses for grasping execution in two ways. First, the gripper parameters
are given by the local geometry of the point cloud. Second, the collision checking
between the gripper and the point cloud reduces largely the number of points
selected for grasping execution. The points where the gripper does not collide
with the point cloud provide samples for learning to recognize good grasping
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points in object clouds. Thus, robot grasping heavily relies on finding good
mappings between gripper orientations and object points. However, it is a
challenging problem to learn fully unstructured models that directly map local
visual perceptions to good grasps. This may be the case if the robot acts in
highly dynamical real-world environments handling objects that belong to a
large range of different categories, such as household or supermarket objects.
Current work mainly focuses on adapting low-level descriptors popular in the
computer vision community (i.e., shape context) to point cloud representations
for grasping. For each point in the cloud, an appearance-based feature descriptor
characterizing a limited neighboring surface around the point is calculated.
Although they give acceptable results, such features are restricted to a local
description of the point and do not capture enough contextual information about
the object. Instead, as one contribution, we investigate whether the structure
of the object can improve robot grasping using SRL. As an example, consider a
graspable point on the rim of a cup. Although it may be characterized by a
misleading local shape descriptor due to its position or perceptual noise, this
can be corrected by nearby graspable points with more accurate shape features.
As our second contribution, we detect graspable points by combining, in a kernel-
based manner, numerical appearance features with qualitative spatial relations
among them. Given a (partial) 3D point cloud, we characterize each point with
shape features and represent each cloud as a (hyper-) graph by considering
symbolic spatial relations between neighboring points. Further, we use kernels
on graphs (i.e., kLog) to exploit extended contextual shape information and
compute highly discriminative features which show improvement upon local
shape features. Our work for robot grasping highlights the importance of moving
towards integrating relational representations with low-level descriptors for robot
vision. The result is a new relational kernel-based approach to numerical feature
pooling for robot grasping. Its benefit is shown experimentally on a realistic
dataset. Our SRL approach outperforms the performance of solely shape features
on the same task. A related kernel-based approach for graphs was successfully
employed in Chapter 6 for object categorization. There, the kernel function was
defined over counts of similar continuous node label distributions and relied on
semantic labels and local sensitive hashing. Differently, this chapter considers
shape-based continuous features organized in graph structures. In this case
the nodes are characterized by distributions of appearance features instead
of distributions of semantic labels. The propagation kernel has not yet been
employed for such appearance-based continuous input and, due to its nature, it
does not guarantee successful results.
We proceed as follows. We first explain in Section 7.1 the grasping primitives
that define our setup. Afterwards, we present our relational formulation for
the learning problem considered (Section 7.2) and show how we solve it with
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variants of relational kernels (Section 7.3). Next, in Section 7.4 we present
our experimental results. Before concluding, we review related work on robot
grasping, feature pooling and graph kernels 7.5.
7.1 Robot grasping primitives
We consider three types of domain primitives which we use to build our relational
representation (or hyper-graphs) of the grasping problem: reaching points, their
3D locations and their shape features. Reaching points are labeled as good
grasping points using the simulator. The robot executes grasps on the object
points and if they are successful, the reaching points become positive instances.
Next, each reaching point is characterized by several local 3D shape features
computed in its neighborhood. The neighborhood of each point consists of a 3D
grid centred at the reaching point and oriented with respect to the projection
of the point’s normal on the table plane and the gravity vector, as illustrated in
Figure 6.2. We consider as neighborhood grid, in turn, the gripper cell and a
sphere around the point and calculate three shape features: 3D shape context
(SC) [Körtgen et al., 2003], point feature histogram (PFH) [Rusu, 2009] and
viewpoint feature histogram (VFH) [Rusu et al., 2010].
While the PFH feature encodes the statistics of the shape of a point cloud by
accumulating the geometric relations between all point pairs, the VFH augments
PFH with the relation between the camera’s point of view and the point cloud of
an object. The 3D SC describes the structure of the shape as relations between
a point to the rest of the points in the region. Given the coordinates of a point
p on the shape, the shape context descriptor is constructed as a histogram of
the direction vectors from p to the rest of the points.
7.2 Relational Grasping Problem Formulation
Next, we use the grasping primitives as input to our relational learning system.
We use the kLog framework [Frasconi et al., 2012] introduced in Chapter 4 to
employ a relational kernel-based approach to grasping point recognition. As
already explained, kLog is a domain specific language for kernel-based learning,
embedded in Prolog that allows to specify in a declarative way relational learning
problems at a high level using E/R models. Its declarative nature allows us to
construct and integrate multiple heterogeneous features and specify relational
learning problems. It transforms the created relational databases into graph-
based representations and uses graph kernels to extract the feature space. The
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Figure 7.1: From point clouds to feature vectors in kLog.
actual features are determined by the choice of the graph kernel and is explained
for our grasping problem in Section 7.3.
Figure 7.1 illustrates the information flow in kLog for robot grasping. We model
our graspable point recognition problem starting from the grasping primitives
which we represent as relational databases. Next, we define declaratively spatial
relations between reaching points. The extended relational database is used by
kLog to build kernel features which are finally used for learning. We explain in
more detail each step for our grasping problem.
7.2.1 Data modeling
We represent grasping primitives at a higher level using a relational language
derived from its associated E/R data model. It is based on entities, relationships
linking entities and attributes that describe object points and relationships.
Figure 7.2(a) shows the E/R diagram for our application. A reaching entity is
any reaching point. It is represented by the relation point(id, f1, . . . , fn), which
indicates that it has a unique identifier id (underlined oval) and shape properties.
The vector [f1, . . . , fn] represents a shape feature characterizing the reaching
point. Each fi is a shape feature vector component and is represented as an
entity attribute. For example, the tuple point(p1, 10.8, . . . , 557.9) specifies a
specific reaching point entity (depicted yellow in Figure 7.2(b)), where p1 is its
identifier and the other arguments are shape feature components.
Relationships are spatial relations among entities (blue diamonds) and are
derived from their 3D spatial locations. They impose a structure on reaching
entities. An example is the relationship closeBy2(p1, p3) which indicates that
reaching entities p1 and p3 are spatially close to each other. Another relationship
is introduced by the predicate category(id, class) (white diamond), which is
linked to reaching entities and associates a binary class label grasp / nonGrasp
with every entity.
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(a) Proposed E/R scheme: rectangles
denote entity vertices, diamonds denote
relationships, and circles (except point id)
denote local properties.
(b) Part of a glass grounded E/R scheme mapped on its point
cloud.
x = {point(p1, 10.8, . . . , 557.9), point(p2, 8.6, . . . , 545.7), point(p3, 19.4, . . . , 569.4),
point(p4, 11.6, . . . , 620.8), point(p5, 18.2, . . . , 572.3), . . . , closeBy2(p1, p3),
closeBy2(p3, p2), closeBy2(p4, p5), . . . , closeBy3(p1, p2, p3), . . . }.
y = {category(p1, nonGrasp), category(p2, nonGrasp), category(p3, nonGrasp),
category(p4, grasp), category(p5, grasp), . . . }.
(c) Point cloud interpretation i = (x, y) of the same glass view.
Figure 7.2: Relational robot grasping in kLog.
7.2.2 Declarative and Relational Feature Construction
We define intensional relations for our graspable point detection problem using
logical rules. We define the relation closeBy2/2, which holds between two
points that belong to the same object view and are close to each other.
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Example 29. The relation closeBy2/2 is defined as follows:
closeBy2(P1, P2)← point(P1, F11, . . . , F1n), point(P2, F21, . . . , F2n),
belongsToView(P1, V ), belongsToView(P2, V ),
edist(P1, P2, Dist), Dist < unionsq.
The relation edist(A,B) is defined in a similar way and represents the
normalized Euclidian distance between 2 points in the 3D space. In practice it
is projected on all 3 axes and thresholded on each axis. The threshold unionsq is a
constant calculated for every object as a ratio relative to the normalized object
dimensions. The condition belongsToView(P1, V ), belongsToView(P2, V )
specifies that P1 and P2 belong to the same object view. Another relation
is closeBy3/3 which holds between three points that belong to the same view
and are close to each other.
In our defined setting each point cloud is represented as an instance of a relational
database (i.e., as a set of relations), and thus, as a point cloud interpretation.
Object point clouds are assumed to be independent. An example of a point
cloud interpretation is given in Figure 7.2(c).
7.2.3 The Relational Problem Definition
We formulate the learning problem at the relational representation level in the
following way: given a training set D = {(x1, y1), . . . , (x2, y2), . . . , (xm, ym)} of
m independent interpretations, the goal is to learn a mapping h : X → Y , where
X denotes the set of all instances xki in any interpretation i, with i ∈ {1, . . . ,m}
and Y is the set of target atoms yki . The pair ek = (xki , yki ) is a training
example, where k ∈ {1, . . . , n} and n is the number of training instances in
the interpretation i. Each example ek is, thus, a smaller interpretation, part
of the larger point cloud interpretation. Given a new point in a point cloud
interpretation we can use h to predict its target category. Next, as explained in
Chapter 4, each interpretation x is converted into a bipartite graph G that has a
vertex for each ground relation. Figure 7.2(b) shows part of the graph mapped
on a point cloud. The graph is the result of grounding the E/R diagram for a
particular point cloud.
7.3 Relational Kernel Features
We solve the grasping recognition problem in a supervised learning setting.
We employ two variants of the fast neighborhood subgraph pairwise distance
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Figure 7.3: From point cloud graph to feature vectors in kLog.
kernel [Costa and De Grave, 2010]. In the graspable point detection problem,
our goal is to explore different ways to combine appearance-features that are
constrained by spatial proximity in a structural symbolic manner.
As explained in Chapter 4, the kernel is a decomposition kernel [Haussler, 1999]
that counts the number of common parts between two graphs. In our case the
graph is the contextual information of one point in the cloud. We review the
kernel between two graphs as the decomposition kernel defined by relations Rr,d
for r = 0, . . . , R and d = 0, . . . , D:
K(G,G′) =
R∑
r=0
D∑
d=0
∑
A,B ∈ R−1
r,d
(A,B,G)
A′, B′ ∈ R−1
r,d
(A′, B′, G′)
κ((A,B), (A′, B′)) (7.1)
where R−1r,d(A,B,G) returns the set of all pairs of neighborhoods (or balls) (A,B)
of radius r with roots at distance d that exist in G. The kernel hyper-parameters
maximum radius R and the maximum distance D are set experimentally.
Figure 7.3 shows a neighborhood-pair feature with R = 2 and D = 2 for
the grasping problem. After we ensure that only neighborhoods centered on
the same type of vertex will be compared, constraint imposed by the equation:
κ((A,B), (A′, B′)) = κroot((A,B), (A′, B′))·κsubgraph((A,B), (A′, B′)), (7.2)
we solve the grasping problem using two specializations of κsubgraph. Because
we deal both with symbolic and numerical attributed graphs, we employ a
hard-soft variant which combines an exact matching kernel for the symbolic
relations and a soft match kernel for numerical properties of the relations, and
a soft variant which uses only a soft match kernel.
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7.3.1 Soft matching
The soft matching kernel uses the idea of multinomial distribution (i.e.,
histogram) of labels. It discards the structural information inside the graph,
however, contextual information is still incorporated by the sum pooling
operation applied on the points numerical properties.
κsubgraph((A,B), (A′, B′)) =
∑
v ∈ V (A) ∪ V (B)
v′ ∈ V (A′) ∪ V (B′)
1`(v)=`(v′)κtuple(v, v′) (7.3)
where V (A) is the set of vertices of A and `(v) is the label of vertex v. If the atom
point(p1, f1, . . . , fc, . . . , fm) is mapped into vertex v, `(v) returns the signature
name point. In this case κ is decomposed in a part that counts the vertices
that share the same labels `(v) in the neighborhood pair and ensures matches
between tuples with the same signature name (1`(v)=`(v′)), and a second part
that takes into account the tuple of property values. These are real values and
thus, the kernel on the tuple considers each element of the tuple independently
with the standard product:
κtuple(v, v′) =
∑
c
propc(v) · propc(v′) (7.4)
where for the atom point(p1, f1, . . . , fc, . . . , fm), mapped into vertex v, propc(v)
returns the property value fc. In words, the kernel will count the number of
symbolic labels and will sum property values that belong to vertices with same
labels l(v) that are contained in the neighborhood pair.
7.3.2 Hard-soft matching
The hard-soft variant replaces the label l(v) in Equation 7.3 with a relabeling
procedure for the discrete signature names. We proceed with a canonical
encoding that guarantees that each vertex receives a label that identifies it in
the neighborhood graph based on the exact extracted structure of the ball with
respect to the relabeled vertex. Then, the exact match kernel for the discrete
part is defined as κsubgraph((A,B), (A′, B′)) = 1 iff (A,B) and (A′, B′) are pairs
of isomorphic graphs. The isomorphism is ensured by the vertices canonical
relabeling. Concerning the real valued properties, we use the standard product
as in Equation 7.4 for the tuples of vertices with same relabelings. The spatial
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relations injected in the graph and its structure ensures that the pooled features
are the ones belonging to vertices with a similar relabeling. In this way, we
only sum the features with the same contextual structure. For more details,
see [Frasconi et al., 2012].
7.4 Experiments
We address experimentally the benefits of our contribution: the relational
kernel-based approach for robot grasping. Specifically, we evaluate whether the
relational kernel using contextual symbolic information improve graspable point
recognition upon local shape features by investigating the following questions:
(Q1) Does featuring pooling via symbolic relations help solving the robot
grasping problem?
(Q2) Does the structural contextual information using the hard-soft matching
improve over the soft matching?
(Q3) How do the parameters of the kernel and thus, contextual knowledge,
influence the results?
For this purpose we perform experiments with all feature types in turn. We
incorporate richer and richer information to assess the importance of pooled
features for both kernel variations and validate the best kernel parameters.
7.4.1 Dataset
To investigate the benefit of contextual information via symbolic relations
for graspable point recognition we consider a realistic dataset similar to that
in [Moreno et al., 2011]. Denoted as S8, it is gathered using 8 objects: ellipse,
rectangle, rounded object, 2 glasses and 3 cups. It contains 2631 instances
(1972 positives and 659 negatives). The goal is to evaluate the generalization
capabilities of our approach across different object categories based on local
appearance features and contextual symbolic ones. We estimate this under the
partial view constraint, that is for each object different partial point clouds
were gathered representing the object from different view points. The number
of views can differ from object to object. Figure 7.4 shows eight views for one
of the cups. All views belonging to the same object are mapped to a logical
interpretation in our representation. In this way one may consider several views
of an object as one interpretation. However, in our practical experiments the
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Figure 7.4: Point clouds representing partial views of a cup.
alignment between the views is not realized, such that the contextual information
used for each point belongs only to the same view.
7.4.2 Evaluation measures
We apply the one-leave-out validation method for performance evaluation in
which one object is used for testing and the rest for training. In all our
experiments we have used an SVM with a linear kernel on top of the relational
kernel features. The SVM cost parameter was set to 1. We evaluate performance
in terms of true positive rate (TPR) and accuracy (Acc) for both datasets.
Because the datasets are unbalanced (with more positives than negatives), we
also report the area under the ROC curve (AUC) which is not sensitive to the
distribution of instances to classes.
7.4.3 Results and discussion
In the following we present quantitative experimental results for all questions.
For all results bold font, if present, indicates the best performance. For each
feature type we start with local feature vectors and we gradually combine the
different relations listed to analyze the impact of the symbolic information. As
a baseline for comparison we use the local vectors as sole features, without
any symbolic information. We add spatial information by incorporating the
user defined symbolic relation closeBy as defined in Section 7.2. We report
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Shape features TPR (%) S8 Acc (%) S8 AUC S8
VFH 73.9 59.5 0.46
VFH + closeBy2 92.4 89.0 0.92
VFH + closeBy3 97.2 76.3 0.55
VFH + closeBy2 + closeBy3 94.1 89.0 0.91
PFH 72.6 62.3 0.51
PFH + closeBy2 89.7 87.0 0.92
PFH + closeBy3 94.5 74.4 0.53
PFH + closeBy2 + closeBy3 91.3 86.1 0.91
SC 74.3 58.7 0.43
SC + closeBy2 92.7 89.2 0.92
SC + closeBy3 88.3 69.8 0.54
SC + closeBy2 + closeBy3 94.1 88.2 0.91
Table 7.1: Performance results using sphere features. Per object evaluation
using hard-soft matching (R = 2, D = 2).
performance results using the hard-soft matching kernel in Table 7.1 for sphere
appearance feature setup and in Table 7.2 for gripper cell setup. Our results
show that the use of symbolic relations for features pooling improves the robotic
grasping tasks for all shape features used, which answers positively (Q1).
We answer question (Q2) by plotting the ROC curves for both soft and hard-soft
kernel for sphere features and hyper-parameters R = 2 and D = 2. The results
in Figure 7.5(a) show that hard-soft matching improves considerably upon the
soft kernel. Thus, the contextual structure in the point cloud is highly relevant
and ensures the right shape features pooling. In Figure 7.5(b), we fix the shape
feature to VFH and the kernel to hard-soft matching and draw the ROC curves
for different hyper-parameters of the kernel. The goal is to show how relevant
is contextual structure to recognize good grasping points. The best result is
obtained for R = 2 and D = 2/D = 4, which answers question (Q3).
7.5 Related work
In visual recognition a number of feature extraction techniques based on image
descriptors (i.e., SIFT) have been proposed. They usually encode the descriptors
over some learned codebook and then summarize the distribution of the codes
by a pooling step [Boureau et al., 2010,Jia et al., 2012]. While the coding step
produces representations that can be aggregated (or pooled) without losing
too much information in the process, pooling gives robustness only to small
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Shape features TPR (%) S8 Acc (%) S8 AUC S8
VFH 70.8 55.7 0.41
VFH + closeBy2 91.3 88.3 0.92
VFH + closeBy3 97.2 76.3 0.55
VFH + closeBy2 + closeBy3 93.0 87.5 0.91
PFH 60.8 50.4 0.40
PFH + closeBy2 90.2 87.6 0.92
PFH + closeBy3 97.2 76.2 0.53
PFH + closeBy2 + closeBy3 91.6 86.7 0.90
SC 75.8 64.0 0.53
SC + closeBy2 90.6 88.0 0.92
SC + closeBy3 91.4 72.7 0.53
SC + closeBy2 + closeBy3 92.4 87.4 0.91
Table 7.2: Performance results using the gripper cell setup. Per object evaluation
using hard-soft matching (R = 2, D = 2).
(a) Soft and hard-soft kernels for R =
2, D = 2.
(b) Kernel hyper-parameters for hard-soft
matching (VFH feature).
Figure 7.5: ROC curves for the two kernel variants and different hyper-
parameters (sphere features, VFH/PFH/SC + closeBy2).
transformations of the image. In standard computer vision tasks one fact
that makes the coding step necessary is that descriptors such as SIFT cannot
be pooled directly with their neighbors without losing information. Different
from this work, our contribution to graspable point recognition considers shape
feature pooling without the coding step. To this end, we employ a relational
learning technique and show its benefit for robot grasping.
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Previous works on visual-dependent robot grasping have shown promising results
on learning grasping points from image-based 2D descriptors [Montesano and
Lopes, 2009,Saxena et al., 2008a,Saxena et al., 2006]. Other works have learned
from combinations of image-based and point cloud-based features [Jiang et al.,
2011,Bohg and Kragic, 2010,Erkan et al., 2010]. Saxena et. al. [Saxena et al.,
2008a] propose to infer grasping probability from the image filter responses at
object points. The projected grasping regions on the image allow to discriminate
between graspable and non-graspable points and to perform inference on new
objects. However, their model does not consider the parameters of the gripper
to estimate the quality of the grasping.
Jiang et. al. [Jiang et al., 2011] extend this approach by computing grasping
stability features from the point clouds. Those additional features consider
finger’s presence, object’s symmetry and local planarity. The point cloud
features are related to the gripper configuration, while the image-based features
are related to the visual graspability of a point. Differently, we consider dense 3D
data for both gripper configuration and visual graspability. Kraft et. al. [Kraft
et al., 2009,Kraft et al., 2010] propose to learn by exploration the graspable
points of an object. Each object has a 3D hierarchical representation based on
contours and a ‘grasp density’, both learned during exploration. The hypotheses
tested for the grasp density estimation are reduced by considering groups of
contours that define a reaching orientation. Since the learning procedure is
attached to each object, scalability issues arise and it is difficult to transfer
the skills learned to other objects. A major difference is that we learn shape
features that generalize across objects.
Furthermore, a significant number of vision-based grasping methods learn a
mapping from 2D/3D features to grasping parameters [Saxena et al., 2008b,Bohg
and Kragic, 2010,Montesano and Lopes, 2012, Lenz et al., 2013]. However,
it is difficult to link a 3D gripper orientation to local image features without
considering contextual or global object information. Only recently, methods
that take more global and symbolic information into account have been
proposed [Aleotti and Caselli, 2011, Neumann et al., 2012a]. They benefit
from increased geometric robustness, which gives advantages with respect to
the pre-shape of the robotic hand and general shape of the object, generating
more accurate grasps. Nevertheless, global information is exclusively dependent
on a complete shape of the object. Object reconstruction based on single views
is a difficult problem due to lack of observability of the self-occluded parts
and requires several object-related assumptions. Differently, our contribution
in graspable point recognition employs a new SRL approach to shape feature
pooling that uses kernels on symbolic and numerical attributed graphs to exploit
the contextual shape information of objects.
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7.6 Conclusions and Future Work
The contribution of this chapter to robot grasping is a statistical relational
approach to recognize graspable object points. We represent each point cloud as
a graph and we consider symbolic spatial relations between point neighborhood
features to exploit extended contextual shape information. Further, we use
kernels on graphs to compute discriminative features. We show experimentally
that numerical shape featuring pooling via symbolic relations improves robot
grasping results upon purely appearance-based approaches. Additionally we
show that contextual symbolic structure combined with feature pooling is
better than plain sum pooling. The configurable kernel allows us to show the
importance of contextual shape information of the object for graspable point
recognition based on visual features.
7.6.1 Future Work
As future work we point out three directions. A first direction is to investigate
how similar SRL techniques working directly with numerical features can help
other robot vision tasks. A second direction is to validate our results on
graspable point recognition on datasets that contain a wider range of object
categories. Finally, a third direction is to research a more fine-tuned method
to semantically mix sub-symbolic (i.e., shape feature vectors) with high-level
features (i.e., qualitative spatial relations). Currently, in kLog, the graph
kernel implicitly defines a vast set of subgraph features, but it does not allow
the user to program this kernel in a declarative way when considering sub-
symbolic information. A programmable relational kernel would better exploit
and integrate the numerical features.
Part III
SRL for Video Sequence
Recognition
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Chapter 8
Monitoring Card Games using
SRL for Video Sequences
Understanding dynamic scenes of real-world activities from low-level sensor
data is essential in many applications. Consider as an example a smart visual
surveillance system that is used by rescue robots to recognize traffic collisions,
allowing them to act immediately. The more general goal of AI in this context
is to create artificial agents that learn by interacting with humans in a natural
environment – for instance by observing traffic violation scenarios. In this
chapter we tackle the problem of fraud detection. In particular, we are interested
in monitoring people playing games and recognizing game related frauds by
visual observation in real-world environments. Not only does fraudulent behavior
lower the game experience for players, it can also cause economic threats. In
fact, the gambling industry generates a large volume of revenues and plays a
non-negligible role from an economic point of view. This makes it a driving
force behind technical innovation in surveillance systems.
As a first step to be able to recognize game frauds, agents must learn the rules of
the game by observing humans playing it. Currently, most computer-controlled
agents are trained in virtual environments, where it is assumed that the state
of objects is directly available to the agent. Afterwards the agent can use
the rules to recognize fraudulent behavior. The difficulty of the tasks is due
to several aspects. Firstly, it depends on the richness of the game protocols
and the challenge raised by sensor information. Games can be arbitrarily
complex due to the number of actions and objects or stochastic aspects. Still,
common characteristics between them are their sequential behavior and inherent
structure – given by relations between objects, which can elegantly be represented
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using relational sequences. While complex scenes are best described by high-
level, logical representations, video data consist of noisy low-level numerical
values. A natural way to incorporate sensor uncertainty from video data is
using probabilistic relational sequences. They allow us to work with structured
terms and, in addition, they capture the inherent uncertainty of object detection.
Combining the two types of representation is complex and although this question
has been studied before [Tran and Davis, 2008,Needham et al., 2005], there
does not yet exist a generally accepted framework that is flexible enough to
extract rich symbolic representations from video streams in a general setting.
Secondly, one needs to learn models of dynamic scenes based on such
representations to reason about different aspects of the scene. Previous work has
learned from sensor data game strategies in a purely logical setting [Needham
et al., 2008, Needham et al., 2005, Bennett and Magee, 2007, Fern, 2005].
Even though efficient reasoning about real-world activities requires logical
representations, purely logical rules will not suffice due to the inherent noise in
video streams. Relational sequential learning techniques, however, combine hard
logical information with noisy uncertain knowledge. This makes them a good
fit for our sequential learning tasks. We first consider the task of extracting
the rules of the game. Afterwards we focus on sequence classification, that is
labelling game sequences as legal or illegal. Different SRL systems for logical
sequences exist [Kersting et al., 2008,Thon et al., 2008]. We employ two of
these.
Our first choice is a relational extension of n-grams, called r-grams [Landwehr
and De Raedt, 2007]. We show experimentally that it is a valid option for
simple card games. Furthermore, we propose a theoretical framework to upgrade
r-grams to deal with probabilistic observations. Our second choice is a relational
extension of CRFs, called TildeCRF [Gutmann and Kersting, 2006]. We use it
experimentally to solve the same tasks. These two models are representatives
of very different classes of learning algorithms. The former is trained using a
generative learner, whereas the latter employes a discriminative one.
The chapter is organized as follows. In Section 8.1 we show how to obtain logical
and relational descriptions from video streams. In Section 8.2 we formulate
the problem setting, explain the sequential learning systems used and present
theoretical contributions. Section 8.5 briefly presents related work. Before
concluding in Section 8.6, we present our experimental validation in Section 8.3.
Part of the work in this chapter was published in
• Antanas, L., Gutmann, B., Thon, I., Kersting, K., and De Raedt, L.
“Combining video and sequential statistical relational techniques to monitor
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card games”. In Proceedings of the ICML Workshop on Machine Learning
and Games, 2010.
• Antanas, L., Gutmann, B., Thon, I., Kersting, K., and De Raedt, L.
“Combining video and sequential statistical relational techniques to monitor
card games”. In Proceedings of the Belgian-Dutch Conference on Machine
Learning, 2010.
• Antanas, L., Thon, I., van Otterlo, M., Landwehr, N., and De Raedt,
L. “Probabilistic logical sequence learning for video”. In Inductive Logic
Programming, 2009.
• Antanas, L., van Otterlo, M., De Raedt, L., and Thon, I. “Learning
probabilistic relational models from sequential video data with applications
in table-top and card games”. In Proceedings of the Belgian- Dutch
Conference on Machine Learning, 2009.
8.1 Card Game Video Streams as Relational Se-
quences
We consider social-interaction scenarios, such as card and board games, which
have rich protocols and contain complex spatio-temporal properties. Their
complexity can easily be modified by adding new actions and objects or by
varying stochastic aspects, which renders such games very suitable for controlled
experiments. In this work we consider Uno, a card game which generates simple
relational sequences (see Figure 8.1(a)).
Uno is a game for two to seven players. The game objective is to be the first to
get rid of all the cards in one’s hand to a discard pile. The Uno deck consists
of ‘common’ cards of 4 colors with ranks from 0 to 9 in each color. There are
‘action’ cards in each color (e.g skip) and special action cards or jokers (e.g.
wild). At any point in time only one exposed card is on the table. Each turn,
a player may play a card from its hand that matches either the color or number
of the top exposed card, or a (special) action card. Full sequence games may be
either legal or illegal. All moves involving a joker are legal moves, as jokers can
be played at any time. A sequence is labeled illegal if it contains at least one
move which violates the rules. Otherwise it is labelled as legal.
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(a) Standard Uno cards (b) Cards with tags {red, one} (left); {one,
green} (right)
Figure 8.1: The Uno game domain
8.1.1 Relational Uno Sequences
We next describe the task of translating videos of Uno games into relational
sequences. Uno games can be naturally described using sequences of played
cards. One major difference in representing sequences is given by the complexity
of the underlying language – namely the individual sequence elements. They
could be described by sequences of propositional identifiers where each identifier
represents a played card (as in Example 30).
Example 30. A sequence of moves in an Uno game:
2− red, 1− red, red− draw2, wild, blue− 6, blue− skip, wild, . . .
These sequences are propositional and applying statistical models to them
requires one to explicitly enumerate all possible states in the game (all
possible combinations number-colors). For complex problems propositional
representations can lead to a combinatorial explosion in the number of
parameters. Instead, we use relational representations in the form of ground
atoms describing sequences of elements. Example 31 illustrates a Uno sequence
of atoms. This allows one to generalize over similar situations.
Common cards are represented as card(red, 2), and action cards as either
card(red, draw2) (colored action card) or joker(wild) (special action card).
Each relational atom in the sequence represents the top exposed card on the
discard pile.
Example 31. The same sequence of moves in a relational form:
card(red, 2), card(red, 1), card(red, draw2),joker(wild), card(blue, 6),
card(blue, skip), joker(wild4), . . .
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We propose a simple and efficient method to visually recognize the cards
from video streams by means of tags. We associate with each (previously
trained) tag a symbol that represents the object that we want to detect. As
an example, a common card contains two tags: one for color and one for
number (action cards have special symbols – e.g. skip). In Figure 8.1(b), two
different cards with tags are shown together with their associated symbols. We
use the ARToolKit framework [Kato et al., 2000] to generate and recognize
tags. It uses 2D planar markers and has been employed in augmented reality
applications. The introduction of tags enables us to focus on the benefits of SRL
techniques instead of focusing on the low-level computer vision tasks. However,
the approach is realistic in that similar results can be obtained by applying
computer vision techniques for card detection. Several possibilities are available.
One can use RGB thresholding for color detection and shape features for digit
recognition [Bosch et al., 2007].
Furthermore, the use of tags offers a general framework for symbol detection
across different games. Given that with each tag one can associate any symbol,
the same set of markers can be used to represent different symbols, depending
on the cards of the game (e.g. a marker with associated symbol one for Uno can
be used to represent symbol ace for Poker). A distinction between a game state
and a sequence state is useful in the following. A sequence state is obtained for
each video frame in time. Typically, there are a number of successive identical
sequence states. Such a sequence is called a game state.
In order to obtain the data in the format shown in Example 31 from video
streams, a pre-processing phase from tags to logical atoms is required, as
described in the following steps.
Step 1: Using ARToolKit, we first obtain a description of each video frame in
terms of tags:
tag(1, 2), tag(1, red), . . . , tag(102, 2), tag(102, red),tag(103, 1),
tag(103, red),. . . , tag(179, 1),tag(179, red), tag(180, red), . . . ,
tag(186, red), tag(187, 1), tag(187, red), . . . , tag(205, 4),tag(206, 4),
tag(207, draw2), tag(207, red), . . . , tag(242, draw2), tag(242, red), . . .
The atom tag(1, 2) – for instance – corresponds to observing number 2 in video
frame 1. Similarly tag(1, red) stands for observing color red in frame 1.
Step 2: We compress this sequence by merging tags with the same frame number
into one atom. We denote this setting as uncompressed data, where each state
is a sequence state. Video noise is interleaved between the valid states.
card(1, red, 2), . . . , card(102, red, 2),card(103, red, 1),. . . , card(179, red, 1),
joker(180, red), . . . ,joker(186, red), card(187, red, 1), . . . , joker(205, 4),
200 MONITORING CARD GAMES USING SRL FOR VIDEO SEQUENCES
joker(206, 4),card(207, red, draw2), . . . , card(242, red, draw2), . . .
Step 3: We replace sets of identical consecutive atoms with one atom. The
compressed variant of the sequence above is:
card(red, 2, 102), card(red, 1, 77), joker(red, 7),card(red, 1, 18), joker(4, 2),
card(red, draw2, 36), . . .
The atom card(red, 2, 102) has as arguments the color, the number (or special
action) and the number of identical video frames, respectively. The atom
joker(wild, 7) has as arguments the joker symbol and the number of identical
video frames. We indicate that the sequence above is a noisy one, where the
atoms joker(red, 7) as well as joker(4, 2) are noise. We denote this setting as
compressed data, where a state in the sequence is a game state. Similar data
compression has been done before in [Fern, 2005].
Step 4: We replace the states where the symbols are senseless with unknown
tags∗. For instance, joker(4, 2) does not make sense as jokers cannot be
numbers, therefore it is replaced by joker(unknown, 2). Also, ground atoms
such as card(yellow, green, 1) are substituted by card(unknown1, unknown2, 1)
since a card cannot contain two colors. After we drop the sequence length, the
resulting relational sequence (without the number of identical frames) becomes:
card(red, 2), card(red, 1), joker(unknown), card(red, 1), joker(unknown), card(red, draw2), . . .
After pre-processing, the noise-free sequence from Example 31 is in fact the one
in Example 32.
Example 32. ‘Noisy’ relational sequence – the same as in Example 31 –
obtained from video streams:
card(red, 2), card(red, 1), joker(unknown),card(red, 1), card(red, draw2),
joker(wild), joker(unknown), card(blue, 6), card(yellow, 6),
card(unknown, unknown), card(yellow, 2),card(blue, skip), joker(wild), . . .
Tags simplify the recognition task, yet there is uncertainty in the recognition
process, due to lighting conditions and occlusion. ARToolKit deals with this
by providing confidence values for detected markers. For example, the cards in
Figure 8.1(b) are, in fact, recognized in the form: tag(one, 0.8), tag(red, 0.7),
tag(green, 0.9), tag(one, 0.8). The attached numbers express the confidence
factor with which these tags were recognized. As a consequence, video streams
can be represented using probabilistic relational sequences. The examples given
above only consider markers detected with a confidence factor above 0.5. In our
∗ARToolKit introduces inter-tag confusion (e.g. it may recognize the green tag instead of
the correct tag 6).
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experimental evaluation we consider deterministic atoms. However, we propose a
new theoretical framework for the probabilistic case. Although thresholding the
confidence removes considerable amount of noise, ARToolKit still introduces non-
negligible inter-marker confusion and false positive rates. Added to temporary
marker occlusions when cards are manipulated, this translates into a significant
source of noise (as shown in Example 32). We address the sequential, relational
and noisy aspects of this kind of data by employing sequential SRL techniques.
8.2 Learning Statistical Relational Models from
Relational Sequences
There are several learning tasks that can be identified when learning from
sequences. One obvious task in the games domain is learning strategies to
play the game. We focus on learning various aspects of the dynamics of
relational domains from video streams. Afterwards we focus on the task of
recognizing fraudulent game sequences. This is done by considering the task
of sequence classification, that is to label sequences of Uno moves as legal
or illegal. The learning setting is that of learning from interpretations. In
this case interpretations are sets of ground atoms sequentially ordered. Each
interpretation is a learning example.
8.2.1 R-grams
Relational n-grams or r-grams are propositional n-grams [Manning and Schütze,
1999] lifted to logical representations. As explained in Section 2.1.1, n-grams
model the joint probability of a sequence x = 〈x1 . . . xm〉 as smoothed Markov
chains (a finite mixture of Markov distributions of different orders). An n-gram
model is a set of propositional grams which estimates the probability of x as
Pn(x) = P (〈x1 . . . xm〉) =
m∏
i=1
Pn
(
xi|xi−n, . . . , xi−1
)
(8.1)
where the conditional probabilities are estimated from a set D of training
sequences x using ‘gram’ counts. Additional smoothing mechanisms which
combine grams of different orders prevent the deterioration of model accuracy.
R-grams are obtained by generalizing the sequence elements xi to first-order
logical atoms. In our Uno domain a grounded logical atom is, for example,
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xi = card(blue, 2). R-grams exploit the relational structure by considering
relational generalizations of grams and by estimating conditional probabilities for
non-ground atoms. The generalized atom card(blue, X) – for instance – stands
for an arbitrary blue card. The probability P (card(blue, X) | card(blue, Y)) is
the probability that a blue card is followed by another blue card.
An r-gram model R of order n is a set of relational grams
l1n
. . .
ldn
←− l1 . . . ln−1
where ∀i : lin contains no constant variables and is annotated with probability
values Pr(lin|l1 . . . ln−1) such that
∑d
i=1 Pr(lin|l1 . . . ln−1) = 1. Moreover, the
heads l1n . . . ldn are mutually exclusive and there are no two grams in R with
identical bodies.
By relational generalization, r-grams upgrade n-grams with smoothed probability
estimates. This is in contrast to modeling sequences with n-grams by considering
all data at the ground level. The basic idea behind smoothing in r-grams is to
generalize grams logically, and mix the resulting distributions
PR(xi|xi−n . . . xi−1) =
∑
r∈R
αrPr(xi|xi−n . . . xi−1) (8.2)
where the xi are logical atoms, R is the set of all generalized relational grams, Pr
is the conditional distribution defined by a particular gram and αr are positive
weights with
∑
r αr = 1. Learning an r-gram model from data involves choosing
the set R of relational grams, estimating their corresponding probabilities and
defining weights αr for every r-gram r in the selected set. The model is built
using maximum likelihood estimates. Similar to n-grams, the r-gram model can
consider grams of different orders for an additional smoothing step. A detailed
presentation of the r-gram model and learning algorithm is given in [Landwehr
and De Raedt, 2007].
Example 33 shows a 2nd order r-gram model. It represents Uno rules extracted
from a relational bigram model for the sequence class legal. The first two rules
show that the next card should have either the same color A with probability
P1 = 0.4, or the same number B with probability P2 = 0.51, while the third
shows that a joker can be played next with a probability P3 = 0.08. The last
rule models noise. In practice, the bigram model is combined with higher-order
models and additional weights are learned for smoothing.
LEARNING STATISTICAL RELATIONAL MODELS FROM RELATIONAL SEQUENCES 203
Example 33. Generalized rules of a relational bigram model for the class legal.
0.40 card(C, B)
0.51 card(A, C)
0.08 joker(C)
0.01 card(C, D)
←− card(A, B).
Sequence Classification with R-grams
An r-gram model R is built by estimating a model Pc(x) for each sequence class
c. An unseen sequence x is labelled by R with the class that maximizes P (c|x).
This is equivalent to finding c ∈ C maximizing Pc(x) · P (c), where P (c) is the
prior probability of the class c.
8.2.2 TildeCRF
CRFs [Lafferty et al., 2001] are state-of-the art models for sequence tagging. As
in Section 2.1.1, they define a probability distribution P (y|x) as follows
P (y|x) = 1
Z(x) exp
∑m
t=1
F (yt−1, yt, x) (8.3)
where x = 〈x1 . . . xm〉 is the observed sequence, y = 〈y1 . . . ym〉 is the sequence
of labels assigned to the observed sequence, F (yt−1, yt, x), t ∈ {1, . . . ,m} is the
potential function, and Z(x) is a normalization factor. In the Uno domain, x is
the sequence of cards played in one game and y labels every move as legal or
illegal. Sequence classification can result from sequence tagging using several
approaches, as described later in Section 8.2.2.
TildeCRF is a relational extension of CRFs where the potential function
F (yt−1, yt, x) is represented as sums of relational regression trees [Gutmann
and Kersting, 2006]. Relational regression trees upgrade the attribute-value
representation within classical regression trees: every test is a logical conjunction
of generalized atoms where a variable already introduced in some node
cannot appear in its right subtree. This allows for very flexible and compact
representations within potential functions.
The compactness and comprehensibility is payed by a more expensive estimation
of the potentials, as they are non-parametric functional representations.
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TildeCRF† follows a gradient tree boosting technique to learn the potential
functions [Dietterich et al., 2004]. The resulting potential functions still have the
form of a linear combination of features, but the features are complex, i.e., sets
of weighted logical rules. Gradient tree boosting is a functional gradient search,
where the true gradient is approximated by a regression tree. The gradient,
evaluated at all training iterations i, reproduces the potential function as a
sum of i regression trees F (yt−1, yt, x) = ∆1 + . . .+ ∆i. TildeCRF implements
several gradient ascent optimizations: plain gradient, plain gradient with line
search (LS), conjugate direction boosting [Lutz and Bühlmann, 2006] (CG) and
conjugate direction boosting with line search (CG+LS).
A relational regression tree for the Uno domain learned from data is shown in
Figure 8.2 ‡. An inner node represents a generalized atom, a path constitutes
a conjunction of generalized atoms, and a leaf represents the regression value
of all examples in this leaf. To simplify the evaluation of the gradient at each
iteration, TildeCRF does not use the complete input x, but only windows wt(x)
of fixed size d. Thus, the potential has the form F yt(yt−1, wt(x)). The sliding
window wt is implicit in the predicate card/5 and joker_played/4 as they
take the offset from the current position Pos as input argument. One advantage
of using a relational tree representation is, that this window does not need
to be constructed explicitly. That means, the input data does not have to
be reformatted when – for instance – changing the window size. Instead, one
specifies the window size d implicitly during learning by means of background
knowledge. In our example, the third argument for card/5 specifies the offset
from the current position Pos. Therefore, by varying that constant from −d to
d one obtains the same effect as preprocessing the input data towards a fixed
window size.
Consider
0.495 : PreviousLabel = legal, card(Pos, ID,−1, A, B),
card(Pos, ID, 0, A, C), card(Pos, ID, 1, A, D)
taken from the regression tree. It groups all ground instances, where A is
substituted by some term such as {A/red} or {A/green}. The meaning of this
rule is, that within 3 consecutive rounds a card with color A has been played
and so far, nobody has cheated. The free variables PreviousLabel, Pos, and
ID represent the previous label yt−1, t, and the identifier of the input sequence
x, respectively. Relational abstraction makes useful predictions possible in very
†Available at http://www-kd.iai.uni-bonn.de/index.php?page=software_details&id=
17.
‡The predicate card_played in the figure is marked as card in the text.
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False
...
False
True
0.498
True
PreviousLabel=legal
card_played(Pos,Id,-1,Color1,Number1) ...
True False
card_played(Pos,Id,0,Color1,Number2) ...
True False
card_played(Pos,Id,1,Color1,Number3) card_played(Pos,Id,0,Color2,Number1)
True False
0.495 card_played(Pos,Id,1,Color3,Number2) joker_played(Pos,Id,1,Joker1)
False
0.43
True
...
False
0.33
True
Figure 8.2: A learned regression tree by TildeCRF representing the gradient in
the first iteration. Internal nodes represent tests – queries in Prolog form – and
leaves represent the output. Parts of the tree have been removed due to space
restrictions (indicated by . . .).
large state spaces, where many of the states are never observed in the training
data. Example 34 illustrates an instantiation of this rule.
Example 34. In our example a variable assignment {ID ← 1, Pos ←
2, PreviousLabel← legal} together with the set of ground atoms
0.495 : PreviousLabel = legal, card(1, 1, red, 1),
card(2, 1, red, 4), card(3, 1, red, 8)
is sorted into the leftmost leaf, i.e., the value 0.495 is assigned. In contrast,
changing the third atom to card(3,1,green,4) yields 0.498 as value.
Sequence Classification with TildeCRF
There are several ways to get a sequence classifier from trained CRFs (i.e., to
predict a single label for the entire sequence). In order to do so, CRFs first have
to be trained accordingly: for all sequences x belonging to class c one provides
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a training example of the form (x, y) where y = 〈c . . . c〉 is a sequence of the
same length as x.
The most simple approach – similar to r-grams – is to calculate the likelihood
P (y|x) for the label sequence y = 〈c . . . c〉. The predicted class is the one with
the highest likelihood. We refer to this as global vote.
P (y|x) = arg max
c∈C
P (〈c . . . c〉|x) (8.4)
The advantage of this approach lies in its simplicity, as it does not require to
calculate the normalization factor Z(x).
Another option is to predict every atom yt in the output sequence individually.
This makes sense when we want to maximize the number of correctly tagged
input atoms. To do so, one first predicts a sequence of class labels y either by
using the Viterbi (Vi) tagger or the forward-backward (FB) tagger. In a second
step, we use the majority vote classifier. It treats each position as an equally
important vote for a class. In this case, we count the number of appearances of
each class labels count(c, y) := |{t ∈ {1, . . . ,m} | yt = c}|. Then, the sequence
x is assigned to class c with probability
P (c|x) = 1
m
count(c,H(x)) (8.5)
We will refer to the two version of this classifier by Vi majority and FB majority,
respectively.
Finally, for our binary fraud detection problem, we additionally consider a third
classifier. We predict the sequence as illegal, if there is at least one position
labeled as illegal. We refer to this as single rule mode. Similarly to the majority
vote, one first has to tag the whole sequence. Rule mode can be also combined
with forward backward and Viterbi. We will refer to each version of this classifier
as Vi rule and FB rule, respectively.
8.3 Experiments
The purpose of the experimental section is to investigate how TildeCRF and
r-grams for logical sequences perform on the different Uno datasets when
employed for sequence classification (or fraud detection) and if they can extract
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the rules of the game. We also examine how they compare to propositional
approaches. To this aim, we investigated the following questions:
(Q1) Do r-grams perform well when dealing with real-world video data?
(Q2) Does TildeCRF outperform propositional CRFs?
(Q3) Can TildeCRF be used for sequence classification tasks although it is
trained for tagging?
(Q4) Is the majority vote a good classifier when used with TildeCRF?
(Q5) Which of the two SRL approaches works better?
Answering (Q1) and (Q2) aims at investigating the additional flexibility of
relational models for (relational) sequences. (Q3) checks to which extent a
model that was designed for tagging can be used for classification. (Q5) evaluates
the majority vote classifier when used with TildeCRF, compared to the other
classification approaches used. Finally, (Q4) compares TildeCRF with r-grams.
Before we describe the experiments carried out and discuss their results, we
present the datasets and the evaluation metrics considered.
8.3.1 Datasets
Experimental data was collected from video sequences of people playing the
game with the special tagged cards, using a subset of the Uno cards (without
the doubles). The data was gathered with a camera mounted on the ceiling
so that it captured the playing deck at any moment. The illegal games were
played by 2 players – a fair player and a fraudulent one, while the legal ones
by 2 honest players. We shall call this dataset UnoReal. Although the use
of tags simplifies the recognition task, ARToolKit introduces non-negligible
inter-marker confusion and false positive rates. Added to temporary marker
occlusions when cards are manipulated, this translates into a significant source
of noise. In addition to the real-world dataset, we generated simulated Uno
games. The reason was to have better control over different parameters and to
examine the influence of noise on the results. We obtained the datasets Uno0,
Uno15, Uno30, Uno50, where the subscript represents the level of artificially
generated noise, as described in Appendix A.
Each dataset contains 50 game sequences with an even distribution of the two
classes. We used stratified 5-fold cross validation on these datasets. The folds
were built by randomly assigning the examples to folds such that the number
of legal and illegal examples are evenly distributed. For both legal and illegal
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examples we randomly sampled from examples with high and low level of noise
and, in the case of illegal examples, we sampled from the distribution of the
low and high number of incorrect moves per sequence, while in the case of
legal examples from the distribution of the low and high sequence lengths. The
absence of such a stratification can give an uneven distribution of noisy, low-level
illegal examples and noise free, high-level illegal examples, which results in a
standard deviation often higher than 10%.
8.3.2 Evaluation Metrics
We use the accuracy per instance to evaluate the classification performance for
both r-grams and TildeCRFs experiments. Accuracy reports the fraction of test
sequences classified correctly. Additionally, we note down the log-likelihood for
TildeCRF. Log-likelihood (llh) reports the normalized conditional log-likelihood
of test sequences as n−1
∑n
i P (yi|xi), where yi = 〈c, . . . , c〉 and n is the number
of test sequence instances.
8.3.3 Results
A set of experiments with r-grams answers question (Q1). We used the UNOReal
dataset and 1 up to 4 r-gram lengths were considered. We report results both
with the compressed and uncompressed settings. For r-grams we trained two
models, one for each of the classes legal and illegal. We used both models to
classify a sequence as described in Section 8.2.1. The 5-fold cross-validation
accuracy was averaged for each r-gram length.
As shown in Figure 8.3 for compressed, ‘clean’ data, the r-grams are able to best
learn with a bigram model, while for compressed, noisy data a trigram model
gives a better accuracy. For the uncompressed data a bigram model performs
not as good, which can be explained by the fact that in an uncompressed
sequence two consecutive ground atoms usually describe the same game state,
whereas in the compressed version they describe two different game states. Note
that for the uncompressed data the model is best learned also by trigrams.
Example 33 illustrates a bigram model built from data, in the ’clean’ setting.
It shows that r-grams can learn the rules of the Uno game. The first two
rules show clearly that the next card should have either the same color or the
same number. While in a relational setting the rules are very compact by using
variables, in a propositional one these rules are fully grounded.
To answer question (Q2) we consider all datasets. For TildeCRF we used the
classifiers described in Section 8.2.2. A comparison between the relational CRF
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Figure 8.3: Accuracy for different r-gram lengths (UnoReal).
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Figure 8.4: Performance of TildeCRF on UnoReal. With a relational language
bias TildeCRF outperforms the propositional setting. The plain gradient
optimization and the Vi majority classifier were used for this experiment.
and its propositional version for UNOReal is shown in Figure 8.4. The accuracy
of predicted sequence classes after each training iteration is reported. The
relational version outperforms consistently the propositional version, obtaining
a test set performance of 91%.
In Figure 8.5 experimental results with relational CRFs for all optimization
methods are summarized on the left. The ones for propositional CRFs are on
the right. We can see that in all cases, for either accuracy or log-likelihood, the
relational version gives consistently improved results, on the same scale and the
same number of iterations. This answers affirmatively (Q2). The model trained
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Figure 8.5: Performance on UnoReal with Vi majority: relational (left) vs
propositional (right) CRFs.
using a propositional language bias shows poor performance due to overfitting.
The learner tries to fit each possible combination of color and number to another
legal combination color and number or a joker. A part of the regression tree
learned by TildeCRF is shown in Figure 8.2. It presents some of the Uno rules,
saying that the next card should match the card color, the card number or
should be a joker. While in a relational setting the learnt rule can be nicely
expressed using variables, in a propositional one such a tree explodes, by trying
to learn each possible combination for which the rule holds. For UnoReal the
conjugated gradient achieves an accuracy of 96%, slightly better than the plain
gradient (92%). In terms of log-likelihood the performance of the two methods
are basically the same.
The performance of the conjugated gradient for all levels of noise is illustrated
in Fig. 8.6. One can notice that the accuracy of TildeCRF decreases along
with the increase of noise level. The results for real-world dataset in terms of
accuracy are situated in between the results for UNO30 and UNO50, which
motivates us to believe that the real-world noise level is in the same range of
values.
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In order to tackle question (Q4), results for all classification approaches: Vi
majority, Vi rule, FB majority, FB rule and global label are described in
Table 8.1. In general all the sequence classification criteria can be used for the
classification task, except FB rule vote, which gives the poorest results and
a high standard deviation for one of the dataset. This answers affirmatively
question (Q4) and lets us believe that it is a good classifier when used with
TildeCRF. Viterbi majority vote gives the best performance for all datasets.
When building the TildeCRF model we allow regression trees up to 12 leaves
and a learning rate µ = 1. As a stopping criteria for our results we monitored
the validation set and reported the test accuracy corresponding to the second
validation accuracy before it decreases a few times consecutively. A sliding
9-window is used.
Criteria Uno0 Uno0 Uno0 Uno0 UnoReal
FB majority 1.00± 0.00 0.97± 0.04 0.97± 0.05 0.88± 0.05 0.96± 0.06
FB rule 0.92± 0.08 0.89± 0.24 0.84± 0.07 0.80± 0.07 0.87± 0.09
Vi majority 1.00± 0.00 0.98± 0.03 0.97± 0.05 0.88± 0.08 0.96± 0.06
Vi rule 0.97± 0.06 0.96± 0.06 0.97± 0.05 0.85± 0.09 0.92± 0.07
Global 1.00± 0.00 0.96± 0.05 0.94± 0.05 0.84± 0.09 0.90± 0.07
Table 8.1: Performance of TildeCRF (conjugated gradient) on all Uno datasets
using the defined classification approaches. The bold notation shows the best
accuracy scores.
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Model Setting Accuracy
r-grams Length 2 0.84± 0.12
Length 3 0.94± 0.05
Length 4 0.94± 0.05
Length 5 0.92± 0.04
TildeCRF Vi majority 0.96± 0.06
Vi rule 0.92± 0.07
FB majority 0.96± 0.06
FB rule 0.87± 0.09
Global label 0.90± 0.07
Table 8.2: Classification results for UnoReal. The bold notation shows the best
accuracy scores.
Comparative results between r-grams and TildeCRF are shown in Table 8.2.
Both systems perform well and obtain competitive results on the sequence
classification task with respect to the predicted accuracy. However, the
advantage of the generative model is that it is easier to understand and, for
the Uno domain, also faster to train. To allow for a true comparison of the
results, the same folds were used for cross-validation when evaluating the models.
Nevertheless, there are small representation differences of the sequences in order
to optimize the performance of each method. This answers question (Q5).
8.4 Augmented r-grams
The original r-grams have been developed for working with sequences x =
〈x1 . . . xm〉 that are certain (each element xi is known to be true). In the real-
world, however, each element has a degree of uncertainty. Thus, we introduce
an extension of r-grams that deals with sequences where each observation xi is
estimated to be correct with probability pi. In a more general setting each xi is
a probability distribution over possible tag symbols or classes introduced by
object detection. In our case the observations are the defined symbols associated
to previously trained tags. Example 35 shows such a probabilistic sequence.
Example 35. A sequence example where each element is a probability
distribution over possible tag symbols
card([one : 0.8, two : 0.0, red : 0.1, blue : 0.1], [one : 0.0, two : 0.0, red : 1.0, blue : 0.0]),
card([one : 0.7, two : 0.1, red : 0.2, blue : 0.0], [one : 0.0, two : 0.0, red : 0.1, blue : 0.9]),
card([one : 0.2, two : 0.8, red : 0.0, blue : 0.0], [one : 0.0, two : 0.2, red : 0.0, blue : 0.8]),
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where the defined set of observations is O = {one, two, red, blue}. The atom
card([one : 0.8, two : 0.0, red : 0.1, blue : 0.1], [one : 0.0, two : 0.0, red :
1.0, blue : 0.0]) reflects the degree of uncertainty of the atom card(one, red)
(previoulsly assumed certain). The card has the symbol one as its number
observation with probability 0.8. Similarly, the card has the symbol red as
its number with probability 0.1, the card has red as its color observation with
probability 1.0 and so on.
In order to deal with such sequences of probabilistic relational atoms, we propose
augmented r-grams or ar-grams. The new model extends the original r-grams by
introducing a new type of smoothing due to the probabilities in the sequences.
Therefore it requires new methods to (i) evaluate the conditional probabilities
and (ii) estimate the r-gram probabilities. The probability of an observed
sequence o using ar-grams is defined as
Pn(o) =
m∏
i=1
Pn
(
xoi |xoi−n , . . . , xoi−1
)
= (8.6)
=
m∏
i=1
|S|∑
k=1
Pn
(
xkoi |xkoi−n , . . . , xkoi−1
) · P (xkoi−n |oi−n) · · · · · P (xkoi |oi) (8.7)
where o is the sequence of probabilistic atoms, S is the set of all possible
sequences xko = xkoi−n , . . . , x
k
oi of length n that can be observed, starting from the
set of possible observations O. Pn(xoi |xoi−n , . . . , xoi−1) is a standard (smoothed)
r-gram model as defined by Eq. 8.2. P (xoi |oi) is the probability of xoi given the
observation oi. There is always one probability for each observation atom in the
sequence xko . It can be estimated by multiplying the probabilities of individual
symbols involved in the relational atom. We also assume accurate estimates
for the observations at each video frame, which makes the observation of every
sequence element independent (see Eq. 8.7). The model can be built using
maximum likelihood methods. Dealing with sequences as described above makes
our setting different from the standard hidden data problems§. We do not have
noise observation, as in the case of hidden data models, but distributions over
possible expected true observations.
§When models such as Logical Hidden Markov Models [Kersting et al., 2006] can be used.
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8.5 Related work
We present the related work along two axes. The first axis is the use of sequential
relational models to solve problems in other domains. For example the relational
extension of HMMs, called LoHMMs, was employed for two bioinformatics
problems [Kersting et al., 2006], while relational sequence alignments were
used for information extraction in medical texts and in protein fold description
[Karwath and Kersting, 2007]. R-grams were successfully applied before to
Unix user modeling, protein fold prediction, and mobile phone user pattern
analysis [Landwehr and De Raedt, 2007]. Finally, TildeCRF was used to solve
protein fold classification problems [Gutmann and Kersting, 2006].
The second axis is the use of sequential models to analyze video data. Very
related is the work in [Needham et al., 2005], [Santos et al., 2006], [Needham
et al., 2008] where similar relational sequences were obtained from video and
audio data by clustering extracted video features. However, one disadvantage
is that feature clustering can give much redundancy and objects can easily be
misclassified. A second disadvantage is the use of a purely relational technique
to learn the rules of the game, without considering the statistical aspect of noisy
perceptual information.
Other papers continued our work published in [Antanas et al., 2009], [Antanas
et al., 2010a], [Antanas et al., 2010b]. One extension makes use of probabilistic
relational input [De Raedt and Thon, 2010], however their approach is different
than ar-grams. Other extensions look at more complex games with richer
game states [Barbu et al., 2010], [Hazarika and Bhowmick, 2012]. A major
difference is that they do not employ statistical relational techniques as we do.
Furthermore, [Kaiser, 2012] presents an integrated vision and robotic system
that plays and learns to play simple physically-instantiated board games that
are variants of games such as Tic Tac Toe or Hexapawn. In a broader context
the work on human activity recognition is also related. Several relational graph
mining [Sridhar et al., 2010a] or inductive logic programming [Dubba et al.,
2010] techniques have been employed to learn activity event models with more
complex states. Differently, we focus on learning from sequences of relational
atoms.
8.6 Conclusions and Future Work
We presented a method to obtain relational descriptions from video streams.
Starting from these descriptions, we successfully employ r-grams and TildeCRF
models to show that the two SRL approaches can learn the dynamics of the
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Uno game and perform well in detecting fraudulent games. We motivated
that a more powerful r-gram model is needed to explicitly incorporate the
inherent uncertain aspects of video streams. In this direction we propose a
novel extension of the r-grams, called ar-grams. Finally, we provide consistent
experimental evidence that shows the benefits of using relational representations
over propositional ones.
There are several useful observations with respect to the experimental evaluation.
They concern the representation part, that is bridging the gap between low-level
features and high-level logical representations. First, although tags eased the
pre-processing steps, finding a good representation with respect to the SRL
systems required several tests, e.g., using compressed/uncompressed sequences,
replacing the senseless detections with unknown symbols or taking into account
discretized lengths of game states (in the case of r-grams). Thus, building
a general purpose computer vision framework that allows for efficient pre-
processing steps to get from a continous format (i.e., the image) to a symbolic
one (e.g., the tags) would allow more resource allocation to the representational
aspect. Second, there were several advantages of the generative method over the
discriminative one. R-grams required less background knowledge, were faster to
train, provided more understandable models and had similar performance to
the discriminative approach, although used in a setting with limited amounts
of data.
8.6.1 Future Work
As future work there are several possible directions. An obvious next step is to
use real games and computer vision techniques for symbol detection instead of
markers. Another possibility is to employ ar-grams experimentally to evaluate
how their performance compares to the one when using deterministic input.
Moreover, an interesting idea is to address the problem of recognizing less obvious
fraudulent behaviours for games with richer protocols. This involves also more
complex models, where each game state corresponds to a full interpretation. In
this case, however, compressing similar sequence states will pose difficulties, as
finding similar interpretations via interpretation matching is NP-hard. Thus,
the SRL extension should be able to work with uncompressed sequences. In the
generative case this issue could be approached, for example, by extending ar-
grams to m-skip ar-grams [Guthrie et al., 2006]. Finally, although the employed
SRL methods work well on our datasets, it would be interesting to see whether
other methods, such as LoHMMs, perform as well.
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Chapter 9
Summary and Future Work
This chapter summarizes the contributions of the thesis, formulates conclusions
by answering the questions addressed in the introduction and discusses main
directions for future work.
9.1 Thesis Summary
This thesis has investigated the use of several SRL techniques for different
real-world visual recognition problems. The resulting systems are feasible with
respect to the visual recognition problems addressed and have shown promising
experimental results. In particular, we have explored relational representations
in five different settings: 1) object recognition, 2) scene classification, 3)
robotic pre-grasp prediction, 4) grasping point classification, and 5) sequence
classification. We now briefly summarize the key contributions and experimental
conclusions.
Part I of the thesis was devoted to relational scene understanding. Several
SRL approaches were proposed to tackle different recognition problems: object
recognition, scene recognition and scene understanding. In contrast to statistical
scene understanding, relational scene understanding uses symbolic relations and
relational background knowledge for visual recognition, leading to declarative
and more intuitive recognition systems. In contrast with pure appearance
and statistical approaches, they take into account qualitative spatial relations
and sparser appearance cues. In Part I we first reinvestigated some old ideas
from 1970s and 1980s, starting from modern low-and mid-level appearance
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features. Then, in Chapter 4, we explored two new relational approaches to
understand hierarchically images of houses. The goal there was to recognize
constituent doors, windows and houses at different levels of semantic granularity.
The first approach was based on a relational distance and combined feature
extraction, qualitative spatial relations, and compositional hierarchies in one
framework. The second approach extended the first one, by replacing the
relational distance with a kernel for relational structures. We showed empirically
the interplay between structural and appearance-based aspects and good
detection results thanks to the use of relational representations and the flexible
declarative language, although sparser appearance cues were used. Furthermore,
in Chapter 5, we approached the scene understanding problem via two sub-
problems, that is object recognition for indoor scenes, and scene classification
for both indoor and outdoor scenes. The experimental results, competitive with
state-of-the-art using sparser cues, show the benefits of relational representations
for both visual sub-problems. Furthermore, we successfully distinguished
between indoor scene categories with the help of relations in cases where
non-relational systems could not. Overall, our results show the feasibility and
effectiveness of relational formulations for specific visual recognition problems
by combining relational knowledge representations with computational vision.
Part II introduced relational recognition for robot grasping. Specifically, we
proposed a probabilistic logic pipeline that leverages world knowledge, in the
form of object/task ontologies, and low-level data, in the form of point clouds
for robot grasping. State-of-the-art approaches learn a function that maps
directly visual perceptions to good grasps. Chapter 6 upgrades robotic setups
proposed in the literature in two ways. First, we introduced a probabilistic logic
module which can semantically reason about the object category, suitable tasks
and pre-grasp configurations. Experimentally, our pipeline showed robustness
to uncertainty and missing information and confirmed the importance of high-
level reasoning for robot grasping, which is most conveniently expressed using
relations/logic. Using probabilistic logic reasoning we could improve over local
shape features on both simulated and real robot platforms. Second, we proposed
a relational kernel-based approach to map part-related shape features to good
grasping points. Our experiments showed that numerical shape feature pooling
via symbolic relations improves robot grasping results upon purely appearance-
based approaches. This confirms the benefits of contextual knowledge for
graspable point prediction by means of relational representations.
Part III explored two different probabilistic relational sequential learning
techniques for video streams of dynamic game scenes. We considered the tasks
of extracting the rules of the game and sequence classification in Chapter 8.
We provided consistent experimental evidence to support the benefits of using
relational representations over propositional ones when detecting fraudulent
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behaviour from video in games involving sequences of logical atoms.
9.2 Discussion
Relational visual recognition aims at solving visual recognition problems by
employing relational representations. It enjoyed popularity in the early vision
work, where relational and logical languages, sometimes in declarative and graph-
like forms, have been employed to solve different computer vision problems.
The interest in such representational schemes was based on the intuition that
people are interpreting visual scenes in terms of high-level symbolic knowledge,
such as component objects, their complex structure, semantic configuration and
interaction. As examples, consider the tasks of understanding and recognizing
individual house facades, distinguishing between restaurant and bar scenes, or
finding the best robot grasp based on the object configuration and task-related
constraints. In these cases, scenes are best described in terms of relational
languages or, equivalently, (higher-order) graphs. Moreover, this approach
was convenient at that time given the limitations of hardware, data, scientific
technologies and low-level vision routines. Today, however, these elements have
become much more mature. Still, relational visual recognition is currently an
inactive area of research as the computer vision community takes a leading
statistical position. This is also due to the pure symbolic nature of relational
representations, which partly limited progress in early vision. Nevertheless,
recent successes in combining symbolic representations with statistical principles
and the maturity of the aforementioned resources, motivated us to revive old
ideas and to reinvestigate them by means of SRL. Starting from low-and mid-
level visual solutions and building on top of them, we contributed with several
developments which answer the main research question of this thesis introduced
in Chapter 1. We can have real-world relational visual recognition systems and
the problems tackled by these systems can use several advantages of SRL. These
insights give the perspective of moving towards more general and effective visual
recognition systems with the help of SRL.
We showed that visual recognition problems can benefit in several ways from
(statistical) relational learning. These gains depend on the application and
the problem at hand. First, relational representations are more intuitive to
understand and can describe domains exhibiting considerable structure using
qualitative relations. In Chapters 4 and 5 we demonstrated that they can
declaratively express the composition of scenes into objects, parts of objects
and lower-level substructures and the symbolic dependencies among these parts.
For example, we showed how typical houses can be described as consisting
of spatially aligned windows and doors. Thus, relational approaches offer a
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flexible and interpretable way to consider spatial, functional and contextual
information in visual scenes. Second, they employ structured input features
and may output a structured explanation of the scene (see Chapter 4). Third,
when grounded in statistical learning frameworks, i.e., kernel-based methods
exemplified in Chapters 4 and 5, relational approaches show more robustness
to noise, provide improved results, and are computationally more tractable.
Fourth, it can be that appearance features are weaker discriminative cues and
it is their consistent and complex semantic interaction that helps solving the
recognition problem. In these cases relational representations can provide a
principled way to represent exact metric locations as arbitrarily higher-order
relations among the component objects of a scene. For example, one can describe
a bar scene as having “a variable number of chairs of similar size, close to each
other and aligned horizontally along a counter”. This is a more expressive
representation than a fixed grid and more robust than continuous locations.
Chapter 5 illustrated this aspect. Finally, domain and world knowledge can
easily be incorporated using logical rules. In Chapters 4 and 5 spatial theory was
specified in an intuitive way for image understanding. In robot manipulation,
high-level reasoning about the object, its properties, task and grasp constraints,
object/task ontologies and object-task affordances, can be best performed using
compact rule-based logical models. Furthermore, SRL provides probabilistically
enhanced logical models to reason about the uncertainty in the perceived world.
We exemplified these aspects in Chapter 6. The logic-based representation
can naturally generalize over similar object parts and object/task categories.
This allowed us to experiment with a wide range of object and task categories,
moving visual recognition towards more general systems.
Related (statistical) relational visual recognition work includes several old
frameworks for general scene understanding [Tenenbaum et al., 1975,Hanson
and Riseman, 1978,Shapiro, 1983], geographical region interpretation [Reiter
and Mackworth, 1989] or aerial image understanding [Matsuyama and Hwang,
1985]. Currently, there are, however, only few recent works that actually
start from automatically extracted image primitives and employ relational
learning techniques. They tackle problems such as event recognition for parking
lots [Tran and Davis, 2008] or airport aprons [Dubba et al., 2010], object
recognition for robot grasping [Marton et al., 2009] and navigation [Farid and
Sammut, 2012], or understanding scenes of buildings [Hartz et al., 2009,Xu and
Petrou, 2009]. These systems are also mainly problem focused and their impact
is not enough appreciated in the visual recognition community. Nevertheless,
the aforementioned work and our contributions in relational visual recognition
are good starting points for more general systems. The development of general,
complete and effective relational visual recognition can be identified today as a
promising, but also difficult direction for relational learning and vision.
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9.2.1 General Remarks and Take Away Messages
To summarize, the thesis has contributed with the use of several SRL techniques
for different visual recognition problems. These contributions should act as
evidence that extending current statistical approaches to visual recognition with
relational representations is feasible in practice for real-world problems. The
relational approaches proposed in this thesis are characterised by expressivity,
but also generality. The later is achieved via the background knowledge,
relational language and learning methods employed. For example, kLog’s
language was used to tackle two different tasks in Chapters 4 and 5. Nevertheless,
these characteristics were achieved by focusing on particular problems and
application domains. For instance, in Chapter 4 the relational features were
tailored to the house facade domain. While the language and the learning
method can be employed for other structured domains as well (e.g., human body
recognition), changes with respect to the primitives and the spatial relations
used – thus, feature construction, are required to obtain good results. For
example, for the house facade domain, we started from 2AS primitives and used
several spatial relations among them to recognize windows and doors. However,
we could also start directly from window and door detections obtained using
purely appearance-based detectors and employ spatial relational context to
improve them. Finding the semantic level where relational representations can
help the most is problem-dependent and open for investigation. For the indoor
scene domain we used more general primitives, i.e., visual words and semantic
objects, however, the feature engineering was still problem-dependent.
One should also keep in mind that there must be a trade-off between the
generality, expressivity, efficiency, and performance of relational approaches to
visual recognition problems. High generality may involve less discriminative
features and may not pay off performance-wise when compared to purely
statistical approaches which are computationally faster. Finding the right
discriminative relations involves good knowledge of the domain and pay off
only for highly structured domains or where relational context plays a relevant
and consistent role. Furthermore, employing relational representations for
unstructured problems or where contextual information is unavailable (e.g.,
images focused on certain object categories) is not beneficial. For example, one
can use relational representations to obtain spatial pyramid features from an
image representing a cat. However, if no relational context is available to justify
this choice, using a fancy representation will not bring any additional benefits
for cat recognition. In this case employing low-and mid-level visual routines
already available is more convenient.
The aspects presented above are tightly related to combining visual recognition
and SRL techniques. This combination implies filling the semantic gap
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between the low-and mid-level features and relational symbolic representations,
or, in other words, combining purely statistically methods with relational
representations for visual recognition problems, such that advantages of relations
and logic can be used at full potential. Practically, for the work done in this
thesis, it was rather challenging to bridge the semantic gap and to incorporate
symbolic relations expressing world knowledge into the real-world tasks tackled.
Filling this gap highly depends on the domain and the targeted visual problem.
This implies that extending this work asks for several extra developments
currently unavailable in the SRL frameworks employed. A first one is a principled
way to semantically mix sub-symbolic (e.g., shape feature vectors) with high-
level features (e.g., qualitative spatial relations). To meet the problem-depend
needs, SRL frameworks should also integrate several well-established low and
mid-level visual cues or primitives for fast declarative experimentation. Another
requirement is the possibility to specify the features of interest in a flexible and
declarative manner. Because our goal is to combine numerical and symbolic
features, kernel methods continue to be a promising choice. Currently, in kLog,
the graph kernel implicitly defines a vast set of subgraph features, but it does
not allow the user to program this kernel in a declarative way. A programmable
kernel would allow to fine-tune features of interest and to combine symbolic
with sub-symbolic information. Further, collective classification formulations
are necessary to be able to classify multiple objects in the image simultaneously
based on their features and their graph structure. It is one of the characterizing
features of SRL and a form of structured output learning. Finally, the availability
of a toolbox implementing qualitative spatial/temporal reasoning concepts would
allow an easy and fast integration of qualitative spatial relations and thus, also
fast experimentation in vision recognition applications.
9.3 Future Work
Following the remarks made, most of the work could be extended with improved
background (e.g., spatial) knowledge that captures better and more complex
relations between points of interest, to further increase the performance. This
aspect is problem dependent and can be done only with a deep understanding
of the domain and application. For instance, the spatial theory defined and
implemented in Chapter 4 for the houses domain includes relations such as
“touch taller to the right”. While this has worked remarkably well in practice,
more meaningful and discriminative relations could be defined to capture more
information and complex dependencies. However, defining and implementing
such relations in practice is time consuming and not trivial. This would be more
effectively and efficiently achieved by using available toolboxes that encapsulate
principled spatial and temporal theory concepts (e.g., [Cohn and Renz, 2001]).
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Then, one could reason in a qualitative way about a diversity of spatial relations,
allowing convenient and fast experimentation. Another possibility is to learn
from data discriminative relations in a principled way.
Another direction is to extend the applications to new or more complex domains
and the datasets used in experiments to more diverse object categories, higher
intra-category variation and richer configurations. For instance, the houses
dataset can be enhanced with images containing larger buildings having more
rows of windows. Similarly, one could directly extend the experiments on generic
object recognition (Chapter 5) or grasping capabilities (Chapter 6) with more
object categories. Richer protocols involving sequences of interpretations instead
of sequences of atoms are another natural direction for the dynamic settings
considered in Chapter 8. Although most of the work in this thesis addressed
static settings, temporal setups can also gain from SRL. Potential new and
interesting applications can be inspired from older work (e.g., understanding
aerial images of airports [Russ et al., 1998]) and (re)investigated using current
enhanced SRL solutions.
The approaches and results presented in this thesis rely on the traditional task
of learning a single predicate or relation independently. However, predicting
simultaneously targets based on their features and dependencies can improve
performance. For example, in the houses application, the fact that a hypothesis
is a door with high probability eliminates the possibility that another touching
above hypothesis is also a door at the same time. Thus, another interesting
direction is to investigate a collective classification setting for our visual
recognition tasks. In collective classification the i.i.d. assumption made by the
traditional approach to learning a single predicate or relation no longer holds.
A straightforward idea to achieve this is using a local iterative scheme. The
prediction process is based on iterative convergence and updates the label of
each instance and the labels of the related instances. It continues to do so until
the assignments to the labels stabilize. An alternative approach is to define a
global objective function to be optimized on the entire relational dataset.
General visual recognition requires flexible matching or interpretation possi-
bilities on many characteristics or features (e.g., there are object categories,
such as trees, for which appearance features may be more relevant than high-
level information), ability to combine them, skill to use high-level knowledge
about the domain, exception handling, and possibility to integrate contextual
information. Therefore, visual recognition should have a flexible and multi-
representation scheme that covers different aspects and requires a well-organized
control strategy of the information. This implies a general and integrated
framework rather than bits and pieces of recognition routines. Such a visual
recognition system must integrate several aspects: different semantic levels
and forms of representation (i.e., sub-symbolic and symbolic), several low and
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mid-level visual cues, contextual information, domain and world knowledge,
evidence from different modalities. Continuing the idea of general purpose visual
recognition, a concrete future step is a declarative kernel language meant to
overcome the limitations of kLog. Using this language, the user should be able
to program in more detail the definition of a decomposition part by relaxing
the notion of a pair of balls.
Another concrete idea is to investigate other SRL systems (e.g., Problog) for
similar visual recognition problems in order to evaluate how they perform and
thus, establish what SRL language is most convenient and when.
Appendix
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Appendix A
Simulated UNO datasets
The artificial datasets were collected by letting two computer agents play Uno.
For the positive examples agents play according to the rules, while for the
negative examples agents are always cheating with a probability P = 0.5 (50%
of the time the agent randomly plays one from the cards in their hand). The
environment is controlled by an arbiter which deals cards and determines the
winner. However, the arbiter’s task is solely to manage the card dealing, shuffling
and recognizing the end of the game. The arbiter does not check whether the
player follow the rules of Uno. Only afterwards the game log is checked to
identify whether or not there were illegal moves in the game.
The simulator contains a move function which is Do_Move for the honest
agent, whereas a fraudulent agent calls Cheater_Do_Move, as described
in Algorithm 1. In some cases he will play a legal card or even pass, but
there is also a chance that he discards a random card which might not be a
legal move. The game logic build into the arbiter is defined in the function
Run_One_Game.
The simulator outputs game protocols in Prolog notation as shown below
top_card(1, 1, red, 5). card_played(1, 1, red, 1). label(1, 1, illegal).
top_card(2, 1, red, 1). card_played(2, 1, yellow, 3). label(2, 1, illegal).
top_card(3, 1, yellow, 3). joker_played(3, 1, wild). label(3, 1, illegal).
. . . . . . . . .
Using this simulator, we generated 50 sequences of which 25 contain illegal
moves and 25 which contain solely legal moves. The games were simulated
using 4 players which results in a sequence length mean of lµ = 27.5 moves
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Algorithm 1 Code used for simulating UNO games between various agents,
which can either play according to the rules, or cheat. The arbiter notices
fraudulent moves, but does not stop the simulation when they are played.
1: function Do_Move(topcard)
2: if card in hand matches topcard then
3: return discard randomly a correct card
4: end if
5: take card from deck
6: return null
7: end function
8: function Cheater_Do_Move(topcard)
9: if Flipping a biased coin yields heads then
10: return Do_Move(topcard)
11: else
12: return discard randomly a card
13: end if
14: end function
15: function Run_One_Game(agent[])
16: Shuffle cards
17: topcard← take first card from deck
18: deal 7 cards to every agent
19: p← random(0, size(agent)) . decide randomly who starts
(0, 1, 2, . . . , size(agent)− 1)
20: while Every agent has at least one card do
21: topcard←agent[p].do_move(topcard)
22: p← (p+ 1) mod size(agent) . Next player’s turn
23: end while
24: report winner
25: report illegal_or_not
26: end function
per sequence. The sequences consist of a number of logical atoms as shown in
the example above. We considered datasets with four levels of artificial noise:
UNO0 = 0%,UNO15 = 15%, UNO30 = 30% and UNO50 = 50%. A noise level
of 30% means that instead of the correct symbol on the card an ‘unknown’ tag is
observed with the following chances: we randomly generate a number between
0 and 1, which if lower than 0.3, one of the correct or ‘unknown’ symbols is
randomly chosen, otherwise the symbol is observed correctly.
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