Abstract-The integral transform method with the asymptotic extraction technique is formulated for calculating a Sommerfeldtype integral problem. This formulation allows the infinite double integral of the asymptotic part of the impedance matrix to be transformed into a finite one-dimensional (1-D) integral. This finite 1-D integral contains a spherical Legendre function and can be easily evaluated numerically after the singular part of the integral is performed analytically. It is shown that the proposed method dramatically reduces the computation time and improves the accuracy over the conventional method to evaluate the asymptotic part of impedance matrix.
I. INTRODUCTION
T HE propagation of electromagnetic waves in a grounded dielectric slab has numerous applications in printed antenna technology and in the analysis of microwave-and millimeter-wave integrated circuits. For the accurate analysis of microstrip dipoles and circuits based on the moment of method (MoM), a crucial step is the precise evaluation of the impedance matrix elements which contain the integration of Sommerfeld-type integrals. For the accurate and efficient computation of these impedance matrix elements, numerous researchers [1] - [7] have extensively studied the problem to obtain the dielectric slab Sommerfeld-type Green's function with approximate closed form in the spatial domain.
For planar structures, the spectral-domain approach (SDA) is the popular and efficient method. However, in the spectral domain, filling the impedance-matrix elements is the most time-consuming part in the MoM because the matrix elements are expressed in terms of infinite double integrals and their integrands exhibit slow convergence and highly oscillating behavior. To improve the computational efficiency of these matrix elements, this paper presents the analytical technique for calculating the asymptotic part of the impedance-matrix element in the spectral domain.
For the electrically narrow microstrip-line structures, the infinite double integral of the asymptotic part of the impedance-matrix element can be transformed into a finite one-dimensional (1-D) integral by using the asymptotic Green's function and the triangular basis function with edge Manuscript received June 17, 1996 ; revised October 7, 1996 . This work was supported by the U.S. Army Research Office under Contract DAAL 03-92-G-0262.
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condition. This finite 1-D integral can be easily evaluated by the method described in this paper. Finally, these results are applied to solve microstrip dipole problems.
II. THEORY
The extensive study of the grounded dielectric slab Green's function and moment-method formulation was considered in detail in [2] , [8] . Therefore, only the formulas that are pertinent to the problem are outlined here.
In planar structures (such as microstrip dipoles and discontinuities in microstrip lines) a typical moment-method impedance matrix element in the spectral domain may be expressed in the form [8] , [9] (1) where is the Fourier transform of the basis function and is the dyadic Green's function in the spectral domain for the structure of interest.
In this paper, the transverse direction is represented by while the longitudinal direction is denoted by . Also the transverse current is assumed to be zero because the width of the strip is generally considered very thin [9] . Thus, only the matrix of (1) involving the Green's function needs to be evaluated. The Green's function can be written as [8] , [10] (2) where (3) 0018-926X/97$10.00 © 1997 IEEE where is the frequency, and , , and are the free-space wavelength, permeability, and permittivity, respectively.
Numerically computing the double integration of (1) is very inefficient since the number of computations is proportional to the square of the number of terms taken for a single integration. To improve the computation efficiency, we use the asymptotic extraction technique in which the asymptotic part of the Green's function is subtracted and added from the original Green's function, and the integral of (1) is split into two parts as (4) The first integral decays rapidly to zero as becomes large; in fact, the double infinite integral can be truncated at a finite upper-limit after transforming the Cartesian coordinates into the polar coordinate . It is indicated in [10] and [11] that to evaluate the first integral of (4) accurately, usually upper-limits are used for printed dipole and for discontinuities problems in microstrip lines. Thus, the first integral with a finite upper limit can be evaluated by any suitable numerical technique, which takes into account the surface wave region . The numerical techniques for calculating the first integrals of (4) have been addressed by others in [8] and [12] , and they are not the subject of this paper.
The second integral in (4) converges very slowly. Typically the upper limit for ranges from to [10] , [11] . Most of the time is taken to fill the impedance matrix, if the integration of the second integral in (4) is carried out in the spectral domain. Moreover, if the separation distance between the testing function and the basis function is increased, the integrand is highly oscillatory. This requires more sampling points in the numerical integration. For example, in [11] , the computation time for calculating the second integral in (4) requires an average of 63 times longer than that of the first integral in (4) in the case of discontinuity problems in microstrip lines [12] . Hence, if we find an efficient method to evaluate the second integral in (4), the computational effort for calculating the impedance matrix can be significantly reduced.
In the present work, emphasis is placed in finding an efficient solution of the asymptotic part of impedance matrix elements [the second integral in (4)] by using the integraltransform technique. To investigate the efficient evaluation of the second integral in (4), we examine the asymptotic behavior of the Green's function which, for a grounded dielectric slab, for large and , is well-known and is given by [10] (
The choice of the basis functions is a key step to find an efficient integral transform in calculating the asymptotic part of the impedance-matrix elements. An accurate description of the current density near sharp edges leads to improved numerical efficiencies with fewer basis function terms [13] , [14] . The behavior of the electromagnetic field in the vicinity of sharp edges is well described by Meixner [15] . Also the basis functions should be selected to have explicit forms in the Fourier transforms domain.
To describe the anticipated currents on the electrically narrow microstrip lines, the triangular subdomain basis function with edge condition is used in this paper. The edge condition with the square-root weighting function describes well the singular behavior of the longitudinal current densities toward the edges of strips. The longitudinal current densities of the triangular basis function with edge condition are denoted by , where is defined as (6) where is the width of the strip and is the half-length of the basis function.
It is easily shown that the Fourier transforms of these functions are represented analytically as (7) where are the zero order Bessel function of the first kind. Substituting (7) and (5) into the second integral of (4), the asymptotic part of impedance matrix is written as (8) with (9) (10) where the even and odd properties of the integrand are used to reduce the integration range in (9) and (10), and is defined as . The integrand of (9) has an integrable singularity at .
III. INTEGRAL TRANSFORM TECHNIQUE
Let us consider the calculations of the integrals and . The integrand in (9) and (10) are not separable in terms of and due to the term. However, the term in (9) and (10) can be expressed as sum of separable functions in terms of and by using the infinite integral formula 6.671.14 of [16] in terms of as if are real,
where is the modified Bessel function of the first kind. Substituting (11) into (9) and (10), and can be expressed as (12) (13) If the separate double integrals with respect to and in (12) and (13) can be solved analytically, the three-fold integrations of (12) and (13) can be converted into only 1-D integrals in terms of .
Integration with respect to can be carried out by using [16, formula 6.513.2]. So, the first integral in (12) and (13) with respect to can be expressed explicitly as (14) where is the spherical Legendre function of the first kind. For convenience of notation, the function that appears in (14) is defined as (15) The integration of the second integral in (12) with respect to results in a well-known function, referred to as a cubic cardinal spline function as follows: (16) The second integral in (13) with respect to can also be expressed explicitly as (17) The derivation of (17) is demonstrated in Appendix B. From the above results, the integral value in (16) and (17) are exactly zero for ; therefore, the infinite interval of the 1-D integral with respect to can be converted into a finite interval. As a consequence, substituting (14) , (16) , and (17) into (12) and (13), the infinite double integrals of (9) and (10) are transformed into a finite 1-D integrals as (18) (19) The integrals of (18) and (19) contain an integrable singularity. After the singular parts of integral are extracted analytically, the remaining nonsingular integration can be evaluated using a numerical procedure because the integral varies smoothly.
IV. EVALUATION OF THE INTEGRALS AND
Using the abovementioned technique, we will present a method to solve the finite 1-D integrals of (18) and (19) . The argument of the cosine term in the infinite double integral acts as a shifting variable for the function of the finite 1-D integral in (18) and (19) . The function of 1-D integrals in (18) and (19) is a well-behaved function, except for the singularity region.
To evaluate the integral at and near the singularity, first we need to describe the asymptotic form of . To accomplish this we introduce the following asymptotic behavior of the complete elliptical integral ( [17, 17.3.26] ). (20) where is the complete elliptical integrals of the first kind.
Using (20) and (31) from the Appendix A, the asymptotic behavior of can be approximated at and near the singularity , in by
Since the functions and are piecewise continuous, we need to integrate over each continuous section by considering the singularity region whose location is determined by . Hence, two separate cases for evaluating the integrals of (18) and (19) are considered, which include .
A.
Evaluation of : In this case, there exists one singularity point within the integration region at arising from . Thus, we subdivide the interval of integration into the three regions: one region at and near the singularity and two regions away from the singularity regions and . Away from the singularity regions and , a numerical integration is used because the two functions and are well behaved and vary slolwly. Next, at and near the singularity regions, and are approximated by their respective asymptotic function and then the integrations are performed analytically. These lead to integrals of the form (22) If and the original function are used to evaluate the second integral of (22), a closed-form solution is possible. But it has an obviously complicated and lengthy form. Therefore, at and near the singularity region of can also be approximated as a linear function at the local region of interest. In particular, we are interested in the interval . In this region, is defined as (23) where with respect to evaluated at . Using (21) and (23), the second integral of (22) can be evaluated in closed form as follows:
The function in (23) does not affect the results of the integral due to its odd property.
Evaluation of : In this case, the integral procedure is the same as the previous case, except at and . To evaluate the integral (19), the same procedure described for the case of is used by replacing in (22) by . Thus, (17) can be rewritten as (25) The result of the second integral of (22) (in the case of ) can use the same formula of (24) (18) and (19) has a zero value as approaches . Hence, the integrals in the region can be evaluated numerically using their respective functional representations of (15)- (17) .
For both A and B cases, the transition factor ( ), which is used to subdivide the numerical integration and analytical integration regions, is determined by setting the relative error ratios of both functions and to be less than 1%. The relative error ratios of both functions and are defined, respectively, as and . The analytical integration at and near the singularity region is performed after replacing the original functions and by their respective asymptotic forms defined in (21) and (23); otherwise, the numerical integration is carried out by using the self-adaptive integration scheme with the original functions and . It should be noted that the overall value of the integral of (18) and (19) is not significantly affected by the transition factor , which is determined by the relative error ratios. Using the two cases of A and B, we can now completely evaluate the finite 1-D integral in (18) and (19) .
V. NUMERICAL RESULTS OF AND
The original functions and defined in (15)- (17) have been calculated and plotted in Fig. 1 for mm when . and have very small values as compared to . Thus, and were magnified by twenty times and five times, respectively, and then plotted in Fig. 1 . Also, is compared with its asymptotic function defined in (21). As can be seen in Fig. 1 , the original function is well approximated by the asymptotic function defined in (21) at and near the singularity region.
To demonstrate the speed and accuracy of our improved method, the finite 1-D integrations in (18) and (19) and (19) , respectively, can be obtained with an accuracy of four significant figures. For purpose of comparison, the infinite double integrations of (9) and (10) were evaluated numerically by applying a self-adaptive integration scheme and an upper limit (rad/mm), and their accuracies are set up to the fourth significant figures. The integrand of in (9) has a singular behavior at when represented in rectangular coordinates. However, numerical integration of (9) in the polar coordinates removes the singularity at . Each method was performed on an HP735/125 workstation. For illustration, computation times and results of only are listed in Table I . Also, their values of both results are plotted on a log scale in Fig. 2 . As can be seen in Fig. 2(a) and (b) , the agreement is very good. When the upper limit is increased in evaluating the double integral, the results of the numerical integration are getting closer to those of the 1-D integration. This means that the proposed method provides more accurate results than the conventional brute-force numerical integration of the infinite double integrals and . This is due to the fact that the proposed method using the finite 1-D integral can eliminate the truncation error arising from calculating the infinite double integral.
If the lateral separation distance between the basis and testing functions is increased, the infinite double integral has a highly oscillatory behavior. This means a large number of sampling points are required to follow the highly oscillatory behavior in the numerical calculation. This requires large amount of computation time, as seen in Table I . However, the proposed finite one-dimensional integral retains a wellbehaved functional form after the singularity is removed, regardless of the separation distance . Thus, it can be evaluated quite easily by a suitable numerical procedure with a small number of sampling points. This is another advantage to our proposed method. Table I also illustrates a comparison of the computation time between the proposed method and the two-dimensional (2-D) integral for the case of . As shown in Table I , the proposed method reduced the computational time by 2 10 than the conventional 2-D method, while improving the accuracy. This is also the case for . In a practical problem, a separation distance between the basis and testing function has only discrete integer values of ; namely . It is interesting to note that except at the self-interaction case , the values of are extremely small and rapidly decay to zero for large , as seen in Table I and Fig. 2(b) , however, the values of decrease very slowly as compared to . This means that as the operating frequency is increased for the large separation distance , the term in (8) has more dominant behavior than the term .
VI. APPLICATION TO MICROSTRIP DIPOLE
To check the validity of this paper method, the input impedance of a center-fed microstrip dipole is obtained by using (18) and (19) for efficiently evaluating a poorly convergent asymptotic impedance matrix in (8) . In this paper, the matrices are determined by a Galerkin moment method in the spectral domain based on the acceleration technique in (4) . To expand the current density on the surface of microstrip dipole, the basis and testing functions used are given by , where is defined in (6) . The impressed voltage is represented by a delta-gap generator at the center-fed point [18] , [19] . The microstrip dipole on the dielectric slab has length and width with a relative permittivity and a substrate thickness
. The values of the input impedance computed by using the proposed method are compared with those of the conventional method in Fig. 3(a) , in which the conventional method gives the same results of Marin et al. [19] . The conventional method was calculated by using three expansion modes (piecewise sinusoidal (PWS) basis with edge condition along the direction) in the spectral domain. To reach the results of the conventional method, the proposed method used seven expansion modes. There seems to be a good agreement between the methods, however, a slight discrepancy is observed in the peak impedance regions in Fig. 3(a) .
In the proposed method, the first resonance occurs at and the second at , which is similar to the results indicated in [19] . By increasing the number of basis functions, the first resonance is almost unchanged. In contrast to the first resonance, we have found the second resonance to be somewhat sensitive if a small number of mode expansions is used. This indicates that more basis functions are needed for this structure. The convergence of the second resonance is achieved by increasing the number of the basis functions to 13 for the proposed method and to 11 basis functions for the conventional method, respectively. In this case, it is found that both methods indicate the second resonance at , with the first resonance remaining almost unchanged. The input impedances of both results versus normalized length are plotted in Fig. 3(b) . It can be seen that the agreement with each method is quite good; the agreement becomes better by increasing the number of basis functions.
To calculate the impedance matrix of (4) using the proposed method, the upper limit of the first integral in (4) was set to . A further increase in the upper limit on the first integral in (4) did not give any substantial change of the input impedance. Meanwhile, for a direct calculation of the impedance matrix of (1) (using the conventional method), the upper limit was used. For comparison of the overall computational efficiency, we calculated the average computation times of the two methods used to obtain the results of Fig. 3(a) and (b) . The overall computation time of the proposed method (with seven expansion modes) is nine times faster than that of the conventional method (with three expansion modes) for the results of Fig. 3(a) , and 12 times faster for the results of Fig. 3(b) . Also the accuracy of the proposed method is quite comparable with that of the conventional method.
VII. CONCLUSION
Using the integral transform technique, the infinite double integral in the evaluation of the asymptotic part of the impedance matrix with triangular subdomain basis functions with edge condition was reduced to a finite 1-D integral. This finite 1-D integral significantly reduces the CPU time by a factor of 2 10 over the double integral. This procedure is applied to problems of microstrip dipole, and the efficiency and accuracy of the proposed method have been demonstrated. Similar analysis can be used to the microstrip circuit such as gap and discontinuity problem.
APPENDIX A
The function , which is used in this paper, is referred to as spherical Legendre function of the first kind. With aid of [16, 
