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Abstract
In this paper we study the global asymptotic stability for a class of delay logistic equations. A sufficient and necessary condition
is derived. As a result, we obtain a full affirmative answer to the Gopalsamy and Liu’ conjecture.
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1. Introduction
The present paper is concerned with the global asymptotic stability of positive equilibrium for the following dif-
ferential equation
dN(s)
ds
= rN(s)[1 − aN(s) − bN([s])], s ∈ (0,∞), (1.1)
which has a delay continuous argument s − [s]. Here r, a, b are positive numbers and [s] denotes the integer part of
s ∈ (0,∞). Eq. (1.1) is a mathematical model to describe a logistically growing population undergoing a density-
dependent harvesting and is studied by many authors (see [1–18]).
Clearly, N∗ = 1
a+b is the unique positive equilibrium of Eq. (1.1). For reader’s convenience, we use the same
notations as in [4,11]:
α = a
b
, t∗ = α
1 + α , t
∗∗ = 2α
1 + α ,
r∗(α) ≡ 1
α
ln(1 + 2α) + ln 1 + α
1 − α ,
ˆ¯r(α) ≡ 1 + α
α
ln
1 + α
1 − α .
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statements:
(1) if r  ˆ¯r(α), N∗ is asymptotically stable;
(2) if r  r∗(α), N∗ is globally asymptotically stable,
and they also conjectured that N∗ is globally asymptotically stable if and only if r  ˆ¯r(α) for α ∈ (0,1) in [4,6].
Muroya and Kato in [11] showed the following two results:
(1) N∗ is asymptotically stable if and only if r  ˆ¯r(α);
(2) N∗ is globally asymptotically stable if and only if r  ˆ¯r(α) for α ∈ (0, α¯1), where α¯1 = 0.634817 . . . is the unique
positive solution of ˆ¯r(α) = 2(2+α)2−α .
By computer simulations, they tested several values of r and α, and believed that the conjecture is true. But a mathe-
matically rigorous proof of this problem still remains as an open problem.
In this paper we solve the open problem and get the following theorem.
Main Theorem. For 0.625 α < 1, N∗ is globally asymptotically stable if and only if r  ˆ¯r(α).
Obviously, our result is a partial answer to Gopalsamy and Liu’s conjecture, but combining with Muroya and Kato’s
result we give a full affirmative answer to the conjecture.
For the case α = 0, several authors have investigated the stability and oscillatory characteristics of Eq. (1.1) (see
[1–3,5,8,9,12,14,15] and the references therein) and the sufficient and necessary conditions of the global asymptotic
stability have been established in [3]. In [4] Gopalsamy and Liu gave a sufficient and necessary condition of the global
asymptotic stability for α  1.
Eq. (1.1) is a differential equation with a piecewise constant argument. This system is a hybrid system and is
extensively studied. The existence of periodic solutions and almost periodic solutions has been studied (see [16–18]
and the references therein).
The organization of the paper is as follows. In Section 2, we introduce some previous results we need, hereafter we
establish the necessary and sufficient conditions for the positive equilibrium of Eq. (1.1) to be globally asymptotically
stable. We prove Main Theorem in Section 3.
2. Lemmas
We recall the definition of solutions to Eq. (1.1) as follows. We say that a function N : R+ → R is a solution of
Eq. (1.1) if the following conditions are satisfied:
(1) N is continuous on R+;
(2) the derivative N˙(s) of N(s) exists everywhere, with the possible exception of the point s = n (n ∈ N), where
one-sided derivative exists;
(3) N satisfies Eq. (1.1) on each interval (n,n + 1), n ∈ N.
If N(s) is a solution of Eq. (1.1), then we know that
N(s) = N(n) exp
{
r
s∫
n
(
1 − aN(ξ) − bN(n))dξ
}
, n s  n + 1, n = 0,1,2,3, . . . , (2.1)
and N(s) > 0 if and only if N(0) > 0.
Using the same notations as in [10,11], we introduce some known results.
Lemma 2.1. (See [10, Lemma 3.1].) Assume that
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1 + aN(n) exp{r(1−bN(n))}−11−bN(n) > 0, if b = 0, or b = 0 and N(n) = 1b ;
1 + aN(n)r > 0, if b = 0 and N(n) = 1
b
.
Then
N(n + 1) =
⎧⎨
⎩
N(n) exp{r(1−bN(n))}
1+aN(n) exp{r(1−bN(n))}−11−bN(n)
, if b = 0, or b = 0 and N(n) = 1
b
;
N(n)
1+aN(n)r , if b = 0 and N(n) = 1b ,
(2.2)
and
N(n + 1) − N∗ =
⎧⎪⎨
⎪⎩
1−bN(n) exp{r(1−bN(n))}−11−bN(n)
1+aN(n) exp{r(1−bN(n))}−11−bN(n)
(N(n) − N∗), N(n) = 1
b
;
1−bN(n)r
1+aN(n)r
(
N(n) − N∗), N(n) = 1
b
.
(2.3)
In the sequel, we set
0 < α = a
b
< 1, x(n) = bN(n) > 0, x∗ = 1
1 + α > 0,
and
f (t; r) =
{
(1 − t) ert−1
t
, t = 0;
r, t = 0. (2.4)
Since f (t; r) > 0 for t < 1, 0 < α < 1, we have
1 + αf (1 − t; r) > 0.
Then Eq. (2.2) can be transformed into
x(n + 1) = x(n)e
r(1−x(n))
1 + αf (1 − x(n); r) := fα
(
r;x(n)) (2.5)
and Eq. (2.3) can be transformed into
x(n + 1) − x∗ = F (1 − x(n); r)(x(n) − x∗), (2.6)
where
F(t, r) = 1 − f (t; r)
1 + αf (t; r) .
From (2.6), if we let tn = 1 − x(n), then we have
tn+1 − t∗ = F(tn; r)
(
tn − t∗
) (2.7)
and
tn+2 − t∗ = F(tn+1; r)
(
tn+1 − t∗
)= F (G(tn; r); r)F(tn; r)(tn − t∗), (2.8)
where G(tn; r) = F(tn; r)(tn − t∗) + t∗. Obviously, t∗ is globally asymptotically stable if and only if x∗ is globally
asymptotically stable, and so is N∗.
In the following, we will illustrate our idea and show that if N∗ is globally asymptotically stable as r = ˆ¯r(α), then
for any r  ˆ¯r(α), N∗ is globally asymptotically stable too.
Setting
Jα,r =
{
t
∣∣∣ f (t; r) > 21 − α
}
,
we claim that
Jα,r ⊂
(
t∗, t∗∗
)
and Jα,r ⊂ Jα,r for any 0 < r1 < r2  ˆ¯r(α).1 2
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f
(
t∗; ˆ¯r(α))= f (t∗∗; ˆ¯r(α))= 2
1 − α
and
f
(
t; ˆ¯r(α))> 2
1 − α for t ∈
(
t∗, t∗∗
)
.
Since f (t; r) is increasing in r for any r > 0 and t < 1, so Jα,r ⊂ (t∗, t∗∗) and Jα,r1 ⊂ Jα,r2 for any 0 < r1 < r2  ˆ¯r(α).
For any arbitrary α ∈ (0,1), we claim that the following statements
(∗)
{
G(t; r) : Jα,r ×
(
0, ˆ¯r(α))→ (0, t∗) is decreasing in r and decreasing in t as r = ˆ¯r(α);
G(t; r) : (0, t∗)× (0, ˆ¯r(α))→ (t∗, t∗∗) is increasing in r and decreasing in t as r = ˆ¯r(α)
hold. In fact, from the expression
G(t; r) = 1 − f (t, r)
1 − αf (t, r)
(
t − t∗)+ t∗ = [− 1
α
+ 1 + α
1 + αf (t, r)
](
t − t∗)+ t∗
and the fact that f (t; r) is increasing in r for any r > 0 and t < 1, it is obvious that G(t; r) is decreasing in r uniformly
for (t, r) ∈ (t∗, t∗∗) × (0, ˆ¯r(α)) and increasing in r uniformly for (t, r) ∈ (0, t∗) × (0, ˆ¯r(α)). In Lemma 2.6, we will
prove that G(t; ˆ¯r(α)) is decreasing in t on the interval (t∗, t∗∗) and G(t; ˆ¯r(α)) is decreasing in t on the interval (0, t∗).
We would like to mention that the proof of Lemma 2.6 is independent of Lemma 2.2.
Since (∗) holds, then for any fixed α ∈ (0,1), letting tn,r denote the solution of (2.7) where r < ˆ¯r(α) and tn, ˆ¯r denote
the solution of (2.7) as r = ˆ¯r(α), we know if for some n0 > 0 such that t∗  tn0,r  tn0, ˆ¯r < t∗∗ or 0 < tn0, ˆ¯r  tn0,r  t∗,
then |tn,r − t∗| |tn, ˆ¯r − t∗| for any n > n0. Then if limn→∞ tn, ˆ¯r = t∗, it follows limn→∞ tn,r = t∗. As we have known
that Jα,r1 ⊂ Jα,r2 for any r1 < r2  ˆ¯r(α), therefore for any tn0,r , we can find a tn0, ˆ¯r such that tn0,r  tn0, ˆ¯r . Hence, we
only need to consider the case of r = ˆ¯r(α),α ∈ (0,1).
Remark. In [11] Muroya and Kato did not offer the reason why they only consider the case of r = ˆ¯r(α) for α ∈ (0,1),
but their results is treated of 0 < r  ˆ¯r(α) for α ∈ (0,1). Using the statements (∗) in this paper, we can find that their
results still remain true.
In the following, we set
fα(t) = f
(
t; ˆ¯r(α)), (2.9)
Fα(t) = 1 − fα(t)1 + αfα(t) , Gα(t) = Fα(t)
(
t − t∗)+ t∗. (2.10)
Thus, (2.7) and (2.8) become the following forms:
tn+1 − t∗ = Fα(tn)
(
tn − t∗
) (2.11)
and
tn+2 − t∗ = Fα(tn+1)
(
tn+1 − t∗
)= Fα(Gα(tn))Fα(tn)(tn − t∗). (2.12)
Up to here, we can get the following lemma.
Lemma 2.2. For α ∈ (0,1), let Sα(t) = fα(Gα(t)) + fα(t) − (1 − α)fα(Gα(t))fα(t), t∗ < t < t∗∗. Then
|Fα(Gα(t))Fα(t)| < 1, t∗ < t < t∗∗, if and only if fα(Gα(t)) + fα(t) > (1 − α)fα(Gα(t))fα(t), t∗ < t < t∗∗. In
this case, if (∗) holds, the positive equilibrium N∗ of Eq. (1.1) is globally asymptotically stable if and only if r  ˆ¯r(α).
Proof. As stated in [11, Lemma 2.6], the positive equilibrium N∗ of Eq. (1.1) is globally asymptotically sta-
ble if and only if |Fα(Gα(t))Fα(t)| < 1 for t∗ < t < t∗∗. Then by Lemma 2.3, (∗) and (2.10), it holds that
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t ∈ (t∗, t∗∗), |Fα(Gα(t))Fα(t)| < 1 is equivalent to fα(Gα(t)) + fα(t) > (1 − α)fα(G(t))fα(t). Because (∗) holds,
it implies that for any r < ˆ¯r(α), N∗ is globally asymptotically stable too. This completes the proof. 
Lemma 2.3. (See [11, Lemma 2.4].) For 0 < α < 1, we have the following statements:⎧⎪⎨
⎪⎩
fα(t
∗) = fα(t∗∗) = 21−α ,
fα(t) >
2
1−α , t
∗ < t < t∗∗;
fα(t) <
2
1−α , otherwise,
(2.13)
and {
Fα(t
∗) = Fα(t∗∗) = −1 and Fα(t) < −1, t∗ < t < t∗∗;
Gα(t
∗) = t∗,Gα(t∗∗) = 0 and Gα(t) < t∗, t∗ < t < t∗∗. (2.14)
We will use Lemma 2.3 in the proof of our main theorem. As we will meet some complicated estimates, for clarity,
we establish some lemmas as follows.
Lemma 2.4. For 0 α < 1, we claim that{ ˆ¯r(α) > 2, for 0 < α < 1;
ˆ¯r(0) = 2 and limα→1− ˆ¯r(α) = +∞.
(2.15)
Proof. It is known that
ln(1 − x) < −x, 0 < x < 1.
If we replace x with 2α1+α , α ∈ (0,1), then the above inequality becomes
ln
1 − α
1 + α = ln
(
1 − 2α
1 + α
)
<
−2α
1 + α ,
which is equivalent to
ln
1 + α
1 − α >
2α
1 + α , α ∈ (0,1).
From above we can conclude that
1 + α
α
ln
1 + α
1 − α > 2, α ∈ (0,1),
which just is the first result.
Using Taylor expansion at 0, we can derive
ˆ¯r(α) = 1 + α
α
ln
1 + α
1 − α
= 1 + α
α
(
α + α
2
2
+ α
3
3
+ · · · + α − α
2
2
+ α
3
3
+ · · ·
)
= 1 + α
α
(
2α + 2
3
α3 + · · ·
)
,
from that we can get ˆ¯r(0) = 2 and limα→1− ˆ¯r(α) = +∞. This completes the proof. 
Lemma 2.5. For 0 < α < 1, we have that fα(t) > 2 for t ∈ [0, t∗∗], and f ′α(t) > 0 on the interval (0, t¯α), f ′α(t) < 0
on the interval (t¯α, t∗∗], where t¯α is the unique solution of f ′α(t) = 0 on the interval (0, t∗∗] satisfying t∗ < t¯α < t∗∗.
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f ′α(t) =
[ ˆ¯r(α)t − ˆ¯r(α)t2 − 1
t2
]
e
ˆ¯r(α)t + 1
t2
:= kα(t)
t2
. (2.16)
Then to find that f ′α(t) = 0 has a unique solution on the interval (0, t∗∗] is equivalent to find that
kα(t) =
( ˆ¯r(α)t − ˆ¯r(α)t2 − 1)e ˆ¯r(α)t + 1 = 0
has a unique solution on the interval (0, t∗∗]. Clearly,
kα(0) = 0 and k′α(t) = ˆ¯r(α)te ˆ¯r(α)t
( ˆ¯r(α) − 2 − ˆ¯r(α)t).
From above we can see that the sign of k′α(t) is decided by the sign of
hα(t) = ˆ¯r(α) − 2 − ˆ¯r(α)t.
By Lemma 2.4, ˆ¯r(α) > 2 for α ∈ (0,1), so hα(0) > 0 for α ∈ (0,1). Now we calculate the sign of hα(t) at t = t∗∗.
Obviously,
hα
(
t∗∗
)= 1 − α
α
ln
1 + α
1 − α − 2 =
(1 − α) ln 1+α1−α − 2α
α
:= q(α)
α
.
Since
q ′(α) =
[
(1 − α) ln 1 + α
1 − α − 2α
]′
= − ln 1 + α
1 − α + (1 − α)
(
1
1 + α +
1
1 − α
)
− 2
= − ln 1 + α
1 − α −
2α
1 + α < 0 for α ∈ (0,1)
and q(0) = 0, we get q(α) < 0 for α ∈ (0,1), which implies that hα(t∗∗) < 0 for α ∈ (0,1). Combining with the fact
that hα(t) is decreasing on the interval (0, t∗∗], we can conclude that for α ∈ (0,1), the sign of hα(t) first is positive
and then becomes negative as t ∈ (0, t∗∗], and so is k′α(t). Then kα(t) first is increasing and then decreasing on the
interval (0, t∗∗]. Since kα(0) = 0, it follows that the sign of kα(t) first is positive and then becomes negative or always
is positive on the interval (0, t∗∗], which implies that f ′α(t) has the same sign (since those two cases do not affect
our proof, we do not pay more attention to them). Thus fα(t) is increasing and then decreasing or only increasing as
t ∈ (0, t∗∗]. By the Mean Value Theorem we can draw the conclusion that there really exists t¯α ∈ (t∗, t∗∗) that satisfies
f ′α(t¯α) = 0 from fα(t∗) = fα(t∗∗) = 21−α (here we can exclude the case that kα(t) is always positive on the interval
(0, t∗∗]). Therefore, for α ∈ (0,1),{
f ′α(t) > 0, t ∈ (0, t¯α);
f ′α(t) < 0, t ∈ (t¯α, t∗∗].
By Lemma 2.3, fα(t∗∗) = 21−α > 2 for α ∈ (0,1). From (2.4) and Lemma 2.4 we know that fα(0) = ˆ¯r(α) > 2 for
α ∈ (0,1). Combining with fact that fα(t) first is increasing and then decreasing on the interval (0, t∗∗], we can draw
the conclusion: for α ∈ (0,1),
fα(t) inf
α∈(0,1) min
{
fα(0), fα
(
t∗∗
)}
> 2, t ∈ [0, t∗∗].
This completes the proof. 
In the following, we always let ˆ¯r stand for ˆ¯r(α).
Lemma 2.6. For α ∈ [0.625,1), G′α(t) < 0 on the interval (0, t∗∗), and on the interval (t∗, t¯α], G′α(t) < −1.
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Then for α ∈ (0,1),
fα(t) − 1 = αfα(t) + (1 − α)fα(t) − 1 > 1 + αfα(t), t ∈
(
t∗, t∗∗
)
.
Since f ′α(t) 0 on the interval (t∗, t¯α], then on the interval (t∗, t¯α],
G′α(t) =
−(1 + α)f ′α(t)(t − t∗) + (1 − fα(t))(1 + αfα(t))
(1 + αfα(t))2 :=
zα(t)
(1 + αfα(t))2
<
−(1 + αfα(t))2
(1 + αfα(t))2 = −1. (2.17)
In the following we will prove G′α(t) < 0 on the interval (0, t∗∗) for α ∈ [0.625,1).
From Lemma 2.5, it follows that fα(t) > 2 for (α, t) ∈ (0,1) × (0, t∗∗). Since (1 + αfα(t))2 > 0 for (α, t) ∈
(0,1) × (0, t∗∗). We know that the sign of G′α(t) is the same as the sign of zα(t). Since
−zα(t) = (1 + α)f ′α(t)
(
t − t∗)+ (fα(t) − 1)(1 + αfα(t))
=
[
(1 − t)(e ˆ¯rt − 1)
t
− 1
][
1 + α (1 − t)(e
ˆ¯rt − 1)
t
]
− [(1 + α)t − α]e ˆ¯rt ( ˆ¯rt − ˆ¯rt2 − 1) + 1
t2
= 1
t2
{[
(1 − t)(e ˆ¯rt − 1)− t][t + α(1 − t)(e ˆ¯rt − 1)]− [(1 + α)t − α][e ˆ¯rt( ˆ¯rt − ˆ¯rt2 − 1)+ 1]}
≡ Vα(t)
t2
,
then we need to show that Vα(t) > 0 on the interval (0, t∗∗) uniformly for α ∈ [0.625,1). Note that
Vα(t) =
[
(1 − t)(e ˆ¯rt − 1)− t][t + α(1 − t)(e ˆ¯rt − 1)]− [(1 + α)t − α][e ˆ¯rt( ˆ¯rt − ˆ¯rt2 − 1)+ 1]
= e ˆ¯rt{(1 − t)[(1 + α)t − α]− α(1 − t) + α(1 − t)2e ˆ¯r(α)t − [(1 + α)t − α][ ˆ¯rt − ˆ¯rt2 − 1]}
+ α − (1 − α)t + (1 + α)t − α
= e ˆ¯rt{(1 − t)[(1 + α)t − α]− α(1 − t) + α(1 − t)2e ˆ¯rt − [(1 + α)t − α][ ˆ¯rt − ˆ¯rt2 − 1]}
= e ˆ¯rt{[(1 + α)t − α][ ˆ¯rt − ˆ¯rt2 − t]− α(1 − t)[1 − (1 − t)e ˆ¯rt]}≡ e ˆ¯rtMα(t),
where
Mα(t) =
[
(1 + α)t − α][ ˆ¯rt − ˆ¯rt2 − t]− α(1 − t)[1 − (1 − t)e ˆ¯rt ].
In the following, we will prove Mα(t) > 0 on the intervals (0, t∗) and [t∗, t∗∗) for α ∈ (0,1), respectively, which
implies that Gα(t) is decreasing in t for (t, α) ∈ (0, t∗∗) × [0.625,1).
(i) First, we prove that it holds on the interval [t∗, t∗∗) for α ∈ [0.625,1).
Clearly, (1 + α)t − α  0 and 1 − t > 0 on the interval [t∗, t∗∗). Hence we need to know the signs of ˆ¯rt − ˆ¯rt2 − t
and 1 − (1 − t)e ˆ¯rt on the interval [t∗, t∗∗). For this purpose, we first estimate the value of 1 − (1 − t)e ˆ¯rt . Notice that
1 − (1 − t)e ˆ¯rt |t=t∗ = 1 − 11 + α
1 + α
1 − α = 1 −
1
1 − α < 0 for α ∈ [0.625,1) (2.18)
and [
1 − (1 − t)e ˆ¯rt]′ = −e ˆ¯rt ( ˆ¯r − ˆ¯rt − 1).
Then we know that 1 − (1 − t)e ˆ¯rt < 0 on the interval {t | ˆ¯r − ˆ¯rt − 1  0} ∩ [t∗, t∗∗) ⊂ {t | t∗  t  ˆ¯r−1ˆ¯r }. On the
interval {t | t∗  t  ˆ¯r−1ˆ¯r }, we know that[
(1 + α)t − α][ ˆ¯rt − ˆ¯rt2 − t] 0
and
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which means that on the interval {t | t∗  t  ˆ¯r−1ˆ¯r }, Mα(t) > 0. Setting
Nα(t) = (1 − t)e ˆ¯rt − 1 − ˆ¯rt + ˆ¯rt2 + t = (1 − t)
(
e
ˆ¯rt − 1 − ˆ¯rt),
it is easy to see that Nα(t) > 0 for t < 1 and α ∈ [0.625,1). Then on the interval {t | α(1 − t) > (1 + α)t − α} ∩
[t∗, t∗∗) = {t | t∗  t < 2α1+2α }, from the expression of Mα(t), we know that Mα(t)  (1 + α)(1 − t∗)Nα(t) > 0
for α ∈ [0.625,1). From above we know that we only need to consider the sign of Mα(t) on the interval I (α) =
[t∗, t∗∗) \ ({t | t∗  t < 2α1+2α } ∪ {t | t∗  t  ˆ¯r−1ˆ¯r }). On the interval I (α), we know that ˆ¯r − ˆ¯rt − 1 < 0, so we have
Mα(t) =
[
(1 + α)t − α][ ˆ¯rt − ˆ¯rt2 − t]− α(1 − t)[1 − (1 − t)e ˆ¯rt]
> α
[ ˆ¯rt − ˆ¯rt2 − t]− α(1 − t)[1 − (1 − t)e ˆ¯rt ]
:= M1α(t).
It is easy to see that(
M1α(t)
)′ = α( ˆ¯r − 2 ˆ¯rt − 1) + α[(1 − t)e ˆ¯rt − 1]− α(1 − t)e ˆ¯rt(1 − ˆ¯r(1 − t))
= ˆ¯rα(1 − 2t) − e ˆ¯rtα(1 − t)[2 − ˆ¯r(1 − t)].
Clearly, on the interval I (α),
1 − 2t  1 − 4α
1 + 2α =
1 − 2α
1 + 2α < 0 for α ∈ [0.625,1)
and
2 − ˆ¯r(1 − t) > 2 − ˆ¯r
[
1 −
(
1 − 1ˆ¯r
)]
= 1,
so (M1α(t))
′ < 0 on the interval I (α), which implies that M1α(t) is decreasing on the interval I (α). An easy calculation
provides that
M1α
(
t∗∗
)= α[ ˆ¯rt − ˆ¯rt2 − t]− α(1 − t)[1 − (1 − t)e ˆ¯rt ]∣∣
t=t∗∗
= α
[
ˆ¯r 2α
1 + α
1 − α
1 + α −
2α
1 + α
]
− α 1 − α
1 + α
[
1 − 1 − α
1 + α
(
1 + α
1 − α
)2]
= ˆ¯rα 2α
1 + α
1 − α
1 + α > 0 for α ∈ [0.625,1).
Since M1α(t) is decreasing on the interval I (α), we know that M1α(t) > 0 on the interval I (α). As Mα(t) M1α(t)
on the interval I (α), we derive that Mα(t) > 0 on the interval I (α). Since we have proved Mα(t) > 0 on the interval
{t | t∗  t < 2α1+2α } ∪ {t | t∗  t < ˆ¯r−1ˆ¯r }, then we have Mα(t) > 0 on the interval [t∗, t∗∗) for α ∈ [0.625,1).(ii) Secondly, we prove Mα(t) > 0 on the interval (0, t∗) for α ∈ [0.625,1).
First, we estimate the sign of ˆ¯r − ˆ¯rt − 1 on the interval (0, t∗). Obviously, ˆ¯r − ˆ¯rt − 1 is decreasing in t on the
interval (0, t∗) and
ˆ¯r − ˆ¯rt − 1|t=t∗ = 1 + α
α
ln
1 + α
1 − α
1
1 + α − 1
= ln
1+α
1−α − α
α
> 0 for α ∈ [0.625,1),
which means that ˆ¯r − ˆ¯rt − 1 > 0 on the interval (0, t∗). Obviously, Mα(t) can be rewritten as
Mα(t) = α
{
−
[
1 − (1 + α) t
][ ˆ¯rt − ˆ¯rt2 − t]+ (1 − t)[(1 − t)e ˆ¯rt − 1]}.α
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α
t  1 − t for (t, α) ∈ (0, t∗) × [0.625,1), then to prove that Mα(t) > 0 for (t, α) ∈ (0, t∗) ×
[0.625,1), we only need to show that for (t, α) ∈ (0, t∗) × [0.625,1)
ˆ¯rt − ˆ¯rt2 − t  (1 − t)e ˆ¯rt − 1.
Since
Nα(t) = (1 − t)e ˆ¯rt − 1 − ˆ¯rt + ˆ¯rt2 + t = (1 − t)
(
e
ˆ¯rt − ˆ¯rt − 1)> 0 for t > 0 and ˆ¯r > 0,
it follows that Mα(t) > 0 for (t, α) ∈ (0, t∗) × [0.625,1). By (i) and (ii), we prove that Mα(t) > 0 on the interval
(0, t∗∗) for α ∈ [0.625,1). Since Vα(t) = e ˆ¯rtMα(t), then
Vα(t) > 0 for (t, α) ∈
(
0, t∗
)× [0.625,1),
which implies that
zα(t) < 0 for (t, α) ∈
(
0, t∗
)× [0.625,1).
Then we know that G′α(t) < 0 for (t, α) ∈ (0, t∗∗) × [0.625,1). This completes the proof. 
Lemma 2.7. w(y) = e4y+4ye2y−1−4e3y+4ey
e4y−4ye2y−1 is increasing for y  1.5.
Proof. A direct calculation provides
w′(y) = (4e
4y + 4e2y + 8ye2y − 12e3y + 4ey)(e4y − 4ye2y − 1)
(e4y − 4ye2y − 1)2
− (4e
4y − 4e2y − 8ye2y)(e4y + 4ye2y − 1 − 4ye3y + 4y)
(e4y − 4ye2y − 1)2
= 4ey
{
4ye6y − 3e6y + 2e5y − 4ye5y + 8ye4y + e4y − 8y2e4y
(e4y − 4ye2y − 1)2
+ −4ye
3y + 3e2y − 4ye2y − 2ey + 8y2ey − 1
(e4y − 4ye2y − 1)2
}
:= 4e
yw∗(y)
(e4y − 4ye2y − 1)2 . (2.19)
So, to prove that w(y) is increasing on the interval [1.5,∞), we only need to show that
w∗(y) = 4ye6y − 3e6y + 2e5y − 4ye5y + 8ye4y + e4y − 8y2e4y − 4ye3y + 3e2y − 4ye2y − 2ey + 8y2ey − 1
> 0, y  1.5.
On the interval [1.5,∞), since ey > y and 3e2y − 2ey − 1 > 0, we can give a briefly estimate:
w∗(y) = 4ye6y − 3e6y + 2e5y − 4ye5y + 8ye4y + e4y − 8y2e4y − 4ye3y − 4ye2y + 8y2ey + 3e2y − 2ey − 1
> e4y
(
4ye2y − 3e2y + 2ey − 4yey + 8y + 1 − 8y2 − 4 − 4)
= e4y(4ye2y − 3e2y + 2ey − 4yey + 8y − 8y2 − 7).
Setting m(y) = 4ye2y − 3e2y + 2ey − 4yey + 8y − 8y2 − 7, then
m(1.5) = 4ye2y − 3e2y + 2ey − 4yey + 8y − 8y2 − 7|y=1.5
= 6e3 − 3e3 + 2e1.5 − 6e1.5 + 12 − 18 − 7
= 3e3 − 4e1.5 − 13
= 3e1.5(e1.5 − 1)− e1.5 − 13
> 3 × 1.5 × e1.5 − e1.5 − 13
= 3.5 × e1.5 − 13
> 0
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m′(y) = [4ye2y − 3e2y + 2ey − 4yey + 8y − 8y2 − 7]′
= 4e2y + 8ye2y − 6e2y + 2e2y − 4ey − 4yey + 8 − 16y
= (8y − 2)e2y − (4y + 2)ey − 16y + 8
= (4y + 2)ey(ey − 1)+ (4y − 4)e2y + 8 − 16y
> y(4y + 2)ey + (4y − 4)e2y + 8 − 16y
> 12ey + 2e2y − 16y + 8
> 8.
From above we get m(y) > 0 for y  1.5. Since w∗(y) > e4ym(y), thus w∗(y) > 0 for y  1.5, which implies that
w(y) is increasing for y  1.5. This completes the proof. 
Lemma 2.8. Let W(α;y) = − ˆ¯r2−ˆ¯r(1+α)2
α(1+α)2 + e
4y+4ye2y−1−4e3y+4ey
e4y−4ye2y−1 y
2
. We claim that W(α;y) < 0 for (α, y) ∈
[0.625,1) × (0,1.5].
Proof. In fact, we would like to show the following two inequalities
ˆ¯r2 − ˆ¯r(1 + α)2
α(1 + α)2 > 2.5, α ∈ [0.625,1) (2.20)
and
e4y + 4ye2y − 1 − 4e3y + 4ey
e4y − 4ye2y − 1 y
2  2.5, y ∈ (0,1.5], (2.21)
hold, which implies that Lemma 2.8 holds.
In the following, we will prove that (2.20) and (2.21) hold, respectively. Since
ˆ¯r2 − ˆ¯r(1 + α)2
α(1 + α)2 =
ln 1+α1−α [ln 1+α1−α − α(1 + α)]
α3
,
hence (2.20) is equivalent to p(α) := ln 1+α1−α [ln 1+α1−α − α(1 + α)] − 2.5α3 > 0 for α ∈ [0.625,1). It is easy to see that
p′(α) = 2 ln 1 + α
1 − α
2
1 − α2 − α(1 + α)
2
1 − α2 − (1 + 2α) ln
1 + α
1 − α − 7.5α
2
= [4 − (1 + 2α)(1 − α
2)] ln 1+α1−α − 2α(1 + α) − 7.5α2(1 − α2)
1 − α2 .
Letting ϕ(α) = [4 − (1 + 2α)(1 − α2)] ln 1+α1−α − 2α(1 + α) − 7.5α2(1 − α2), we have
ϕ′(α) = [−2 + 2α + 6α
2](1 − α2) ln 1+α1−α + 4 − 23α + 4α2 + 53α3 − 30α5
1 − α2 .
Clearly, −2 + 2α + 6α2 > 0 for α ∈ [0.625,1), then in order to prove ϕ′(α) > 0 for α ∈ [0.625,1), it is suffices to
prove the rest part
β(α) := 4 − 23α + 4α2 + 53α3 − 30α5
is positive for α ∈ [0.625,1). By easy calculation, we obtain that
β(0.6) > 0, β(1) > 0, β ′(0.6) > 0 > β ′(1)
and
β ′′(0.6) > 0 > β ′′(1), β ′′′(α) = 318 − 1800α2 < 0 for α ∈ (0.6,1),
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β(α)α∈(0.6,1) > min
{
β(0.6), β(1)
}= min{0.7552,8} > 0,
which implies that ϕ′(α) > 0 for α ∈ (0.6,1). Since
ϕ(0.625) =
[
4 −
(
1 + 10
8
)(
1 − 25
64
)]
ln
13
3
− 65
32
− 15 × 25 × 39
2 × 64 × 64
=
[
4 − 351
256
]
ln
13
3
− 65
32
− 14625
8192
>
[
4 − 351
256
]
× 1.466 − 65
32
− 14625
8192
= 673 × 32 × 1.466 − 65 × 256 − 14625
2 × 64 × 64
= 31571.776 − 31265
2 × 64 × 64
= 306.776
2 × 64 × 64
> 0,
we know that ϕ(α) > 0 for α ∈ [0.625,1), which implies that p′(α) > 0 for α ∈ [0.625,1). An easy calculation
provides that
p(0.625) = ln 13
3
(
ln
13
3
− 65
64
)
− 2.5 ×
(
5
8
)3
= ln 13
3
(
ln
13
3
− 65
64
)
− 625
1024
> 1.466(1.466 − 1.016) − 0.611
= 0.6597 − 0.611
= 0.0487 > 0
thus, p(α) > 0 for α ∈ [0.625,1), which shows that (2.20) holds.
In the following, we prove that (2.21) holds. Obviously, if we can prove
e4y + 4ye2y − 1 − 4e3y + 4ey
e4y − 4ye2y − 1 
10
9
for y ∈ (0,1.5], (2.22)
then
e4y + 4ye2y − 1 − 4e3y + 4ey
e4y − 4ye2y − 1 y
2  10
9
× 2.25 = 2.5, y ∈ (0,1.5].
Now we prove that the above inequality (2.22) holds. Clearly, (2.22) is equivalent to
H(y) = 10(e4y − 4ye2y − 1)− 9(e4y + 4ye2y − 1 − 4e3y + 4ey)
= e4y − 76ye2y − 1 + 36e3y − 36ey
 0.
A direct calculation provides that
H ′(y) = 4ey(e3y − 19ey − 38yey + 27e2y − 9) := 4eyH1(y)
and
H ′(y) = ey(3e2y − 57 − 38y + 54ey) := eyH2(y).1
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Combining with H1(0) = 1, we know that H ′(y) > 0 for y ∈ (0,1.5]. Since H(0) = 0, we get that H(y)  0 for
y ∈ (0,1.5]. It follows that (2.22) holds, hence (2.21) holds too. This completes the proof. 
Lemma 2.9. Letting lα(x) = fα(t∗ + x) + fα(t∗ − x) − (1 − α)fα(t∗ + x)fα(t∗ − x), then lα(x) > 0 for (α, x) ∈
[0.625,1) × (0, t∗).
Proof. For x ∈ (0, t∗), we can derive that
lα(x) = fα
(
t∗ + x)+ fα(t∗ − x)− (1 − α)fα(t∗ + x)fα(t∗ − x)
= 1 − t
∗ − x
t∗ + x
(
e
ˆ¯r(t∗+x) − 1)+ 1 − t∗ + x
t∗ − x
(
e
ˆ¯r(t∗−x) − 1)
− (1 − α)1 − t
∗ − x
t∗ + x
(
e
ˆ¯r(t∗+x) − 1)1 − t∗ + x
t∗ − x
(
e
ˆ¯r(t∗−x) − 1)
= (1 − t
∗ − x)(t∗ − x)(e ˆ¯r(t∗+x) − 1) + (1 − t∗ + x)(t∗ + x)(e ˆ¯r(t∗−x) − 1)
t∗2 − x2
− (1 − α)(1 − t
∗ + x)(e ˆ¯r(t∗−x) − 1)(1 − t∗ − x)(e ˆ¯r(t∗+x) − 1)
t∗2 − x2
= (1 −
α
1+α − x)( α1+α − x)(e
ˆ¯r( α1+α +x) − 1)
( α1+α )2 − x2
+ (1 −
α
1+α + x)( α1+α + x)(e
ˆ¯r( α1+α −x) − 1)
( α1+α )2 − x2
− (1 − α)(1 −
α
1+α − x)(e
ˆ¯r( α1+α −x) − 1)(1 − α1+α + x)(e
ˆ¯r( α1+α +x) − 1)
( α1+α )2 − x2
= [1 − x(1 + α)][α − x(1 + α)][(1 + α)e
ˆ¯rx − (1 − α)]
(1 − α)(α2 − (1 + α)2x2)
+ [1 + x(1 + α)][α + x(1 + α)][(1 + α)e
−ˆ¯rx − (1 − α)]
(1 − α)(α2 − (1 + α)2x2)
− [1 − x(1 + α)][(1 + α)e
ˆ¯rx − (1 − α)][1 + x(1 + α)][(1 + α)e−ˆ¯rx − (1 − α)]
(1 − α)(α2 − (1 + α)2x2)
= [α − (1 + α)
2x + x2(1 + α)2][(1 + α)e ˆ¯rx − (1 − α)]
(1 − α)(α2 − (1 + α)2x2)
+ [α + (1 + α)
2x + x2(1 + α)2][(1 + α)e−ˆ¯rx − (1 − α)]
(1 − α)(α2 − (1 + α)2x2)
− [1 − x
2(1 + α)2][(1 + α)e−ˆ¯rx − (1 − α)][(1 + α)e ˆ¯rx − (1 − α)]
(1 − α)(α2 − (1 + α)2x2)
= [α(1 + α) − (1 + α)
3x + (1 + α)3x2]e ˆ¯rx
(1 − α)(α2 − (1 + α)2x2) +
[α(1 + α) + (1 + α)3x + (1 + α)3x2]e−ˆ¯rx
(1 − α)(α2 − (1 + α)2x2)
+ (1 + α)(1 − α)[1 − x
2(1 + α)2]e ˆ¯rx + (1 + α)(1 − α)[1 − x2(1 + α)2]e−ˆ¯rx
(1 − α)(α2 − (1 + α)2x2)
+ −2(1 − α)(α + (1 + α)
2x2) − 2(1 + α2)(1 − (1 + α)2x2)
(1 − α)(α2 − (1 + α)2x2)
= [1 + α − (1 + α)
3x + α(1 + α)3x2]e ˆ¯rx + [1 + α + (1 + α)3x + α(1 + α)3x2]e−ˆ¯rx
2 2 2(1 − α)(α − (1 + α) x )
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3x2
(1 − α)(α2 − (1 + α)2x2)
= (1 + α)
{ [1 − (1 + α)2x + α(1 + α)2x2]e ˆ¯rx + [1 + (1 + α)2x + α(1 + α)2x2]e−ˆ¯rx
(1 − α)(α2 − (1 + α)2x2)
+ −2 + 2α(1 + α)
2x2
(1 − α)(α2 − (1 + α)2x2)
}
.
Clearly,
α2 − (1 + α)2x2 > 0, (α, x) ∈ (0,1) × (0, t∗).
In order to prove
lα(x) > 0, (α, x) ∈ [0.625,1) ×
(
0, t∗
)
,
we only need to show that for (α, x) ∈ [0.625,1) × (0, t∗),
uα(x) =
[
1 − (1 + α)2x + α(1 + α)2x2]e ˆ¯rx + [1 + (1 + α)2x + α(1 + α)2x2]e−ˆ¯rx − 2 + 2α(1 + α)2x2 > 0.
First, we calculate the values of uα(x) at x = 0 and x = t∗. It is easy to see that for α ∈ [0.625,1),
uα(0) = 0 (2.23)
and
uα
(
t∗
)= [1 − α(1 + α) + α3]1 + α
1 − α +
[
1 + α(1 + α) + α3]1 − α
1 + α − 2 + 2α
3
= [1 − α(1 + α) + α
3](1 + α)2
1 − α2 +
[1 + α(1 + α) + α3](1 − α)2 − 2(1 − α3)(1 − α2)
1 − α2
= 2(1 + α
3)(1 + α2) − 4α2(1 + α) − 2(1 − α3)(1 − α2)
1 − α2
= 2 + 2α
3 + 2α2 + 2α5 − 4α2(1 + α) − 2 − 2α5 + 2α3 + 2α2
1 − α2
= 4α
3 + 4α2 − 4α3 − 4α2
1 − α2
= 0
1 − α2 = 0. (2.24)
Our idea is that if we prove that uα(x) is either first increasing and then decreasing or always increasing on the interval
(0, t∗) uniformly for α ∈ (0,1), then we can conclude that
uα(x) > inf
α∈[0.625,1) min
{
uα(0), uα
(
t∗
)}
> 0, x ∈ (0, t∗).
For this purpose, we first calculate the derivative of uα(x):
u′α(x) =
[
2α(1 + α)2 − ˆ¯r(1 + α)2]x(e ˆ¯rx + e−ˆ¯rx)+ [ ˆ¯r + ˆ¯rα(1 + α)2x2 − (1 + α)2](e ˆ¯rx − e−ˆ¯rx)
+ 4α(1 + α)2x
= x(e ˆ¯rx + e−ˆ¯rx)
×
{
−[ ˆ¯r(1 + α)2 − 2α(1 + α)2]+ [ ˆ¯r − (1 + α)2 + ˆ¯rα(1 + α)2x2] e ˆ¯rx − e−ˆ¯rx
x(e ˆ¯rx + e−ˆ¯rx) +
4α(1 + α)2
e ˆ¯rx + e−ˆ¯rx
}
:= x(e ˆ¯rx + e−ˆ¯rx)vα(x), (2.25)
where
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[ ˆ¯r − (1 + α)2 + ˆ¯rα(1 + α)2x2] e ˆ¯rx − e−ˆ¯rx
x(e ˆ¯rx + e−ˆ¯rx) +
4α(1 + α)2
e ˆ¯rx + e−ˆ¯rx .
Clearly, for α ∈ [0.625,1), that u′α(x) has at most one zero solution on the interval (0, t∗) is equivalent to that vα(x)
has at most one zero solution on the interval (0, t∗).
Claim. vα(x) has at most one zero solution on the interval (0, t∗) for α ∈ [0.625,1).
For this purpose, we would like to study the monotone property of vα(x). We calculate the derivative of vα(x):
v′α(x) =
[ ˆ¯r − (1 + α)2]4 ˆ¯rxe2 ˆ¯rx − e4 ˆ¯rx + 1
x2(e2 ˆ¯rx + 1)2 +
ˆ¯rα(1 + α)2 e
4 ˆ¯rx − 1 + 4 ˆ¯rxe2 ˆ¯rx
(e2 ˆ¯rx + 1)2 −
4α(1 + α)2( ˆ¯re3 ˆ¯rx − ˆ¯re ˆ¯rx)
(e2 ˆ¯rx + 1)2
= −[ˆ¯r − (1 + α)
2](e4 ˆ¯rx − 4 ˆ¯rxe2 ˆ¯rx − 1) + ˆ¯rα(1 + α)2(e4 ˆ¯rx − 1 + 4 ˆ¯rxe2 ˆ¯rx)x2
x2(e2 ˆ¯rx + 1)2
− 4α(1 + α)
2x2( ˆ¯re3 ˆ¯rx − ˆ¯re ˆ¯rx)
x2(e2 ˆ¯rx + 1)2
= −[ˆ¯r − (1 + α)
2](e4 ˆ¯rx − 4 ˆ¯rxe2 ˆ¯rx − 1)
x2(e2 ˆ¯rx + 1)2 +
ˆ¯rα(1 + α)2x2[e4 ˆ¯rx + 4 ˆ¯rxe2 ˆ¯rx − 1 − 4e3 ˆ¯rx + 4e ˆ¯rx]
x2(e2 ˆ¯rx + 1)2
= ˆ¯rα(1 + α)
2x2(e4
ˆ¯rx − 4 ˆ¯rxe2 ˆ¯rx − 1)
x2(e2 ˆ¯rx + 1)2
{
− ˆ¯r − (1 + α)
2
ˆ¯rα(1 + α)2x2 +
e4
ˆ¯rx + 4 ˆ¯rxe2 ˆ¯rx − 1 − 4e3 ˆ¯rx + 4e ˆ¯rx
e4 ˆ¯rx − 4 ˆ¯rxe2 ˆ¯rx − 1
}
≡ ˆ¯rα(1 + α)
2x2(e4
ˆ¯rx − 4 ˆ¯rxe2 ˆ¯rx − 1)
x2(e2 ˆ¯rx + 1)2 Iα(x), (2.26)
where
Iα(x) = −
ˆ¯r − (1 + α)2
ˆ¯rα(1 + α)2x2 +
e4
ˆ¯rx + 4 ˆ¯rxe2 ˆ¯rx − 1 − 4e3 ˆ¯rx + 4e ˆ¯rx
e4 ˆ¯rx − 4 ˆ¯rxe2 ˆ¯rx − 1 .
Since
e4y − 4ye2y − 1|y=0 = 0
and [
e4y − 4ye2y − 1]′ = 4e2y(e2y − 2y − 1)> 0, y > 0,
thus e4y − 4ye2y − 1 > 0 for y > 0, which implies that e4 ˆ¯rx − 4 ˆ¯rxe2 ˆ¯rx − 1 > 0 for any α ∈ (0,1) and x > 0. Hence
the sign of v′α(x) is decided by Iα(x).
In Lemma 2.8, replacing y with ˆ¯rx, we can see that Iα(x) < 0 for α ∈ [0.625,1) and 0 < ˆ¯rx  1.5, which im-
plies that vα(x) is decreasing in x uniformly for α ∈ [0.625,1) and 0 ˆ¯rx  1.5. Obviously, for α ∈ [0.625,1) andˆ¯rx  1.5,
− ˆ¯r − (1 + α)
2
ˆ¯rα(1 + α)2x2 is increasing in x on the interval
(
0, t∗
)
.
As in Lemma 2.7 we have proved that
w(y) = e
4y + 4ye2y − 1 − 4e3y + 4ey
e4y − 4ye2y − 1 is increasing for y  1.5,
which implies that
e4
ˆ¯rx + 4 ˆ¯rxe2 ˆ¯rx − 1 − 4e3 ˆ¯rx + 4e ˆ¯rx
4 ˆ¯rx 2 ˆ¯rx is increasing in x for
ˆ¯rx  1.5, α ∈ (0,1).e − 4 ˆ¯rxe − 1
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a solution 0 < x¯α < t∗ such that Iα(x¯α) = 0, let x¯α stand for itself; if not, let x¯α stand for t∗. From (2.23), we see{
vα(x) is decreasing, x ∈ (0, x¯α];
vα(x) is increasing, x ∈ [x¯α, t∗). (2.27)
Also, from the expression of ˆ¯r(α), we know that it can be rewritten as ˆ¯r(α) = 2(1 + α)(1 + X(α)), here X(α) :=
ln 1+α1−α /2α − 1 > 0 for α ∈ [0.625,1). Then we can see that for α ∈ [0.625,1),
vα(0) = −
[ ˆ¯r(1 + α)2 − 2α(1 + α)2]+ [ ˆ¯r − (1 + α)2 + ˆ¯rα(1 + α)2x2] e ˆ¯rx − e−ˆ¯rx
x(e ˆ¯rx + e−ˆ¯rx) +
4α(1 + α)2
e ˆ¯rx + e−ˆ¯rx
∣∣∣∣
x=0
= −ˆ¯r(1 + α)2 + 2α(1 + α)2 + 2 ˆ¯r2 − 2 ˆ¯r(1 + α)2 + 4α(1 + α)2
= 2 ˆ¯r2 − 3 ˆ¯r(1 + α)2 + 6α(1 + α)2
= 8(1 + α)2(1 + X(α))2 − 6(1 + α)3(1 + X(α))+ 6α(1 + α)2
= 2(1 + α)2{4(1 + X(α))2 − 3(1 + α)(1 + X(α))+ 3α}
= 2(1 + α)2{1 + 4X(α)2 + 5X(α) − 3αX(α)}
> 2(1 + α)2{1 + 4X(α)2 + 2X(α)}
> 0. (2.28)
Now, we can prove the claim. From (2.27), suppose that the claim is false, then vα(t∗) > 0. On the other hand, we can
calculate
−vα
(
t∗
)= [ ˆ¯r(1 + α)2 − 2α(1 + α)2]− 4α(1 + α)2
e
ˆ¯r α1+α + e−ˆ¯r α1+α
−
[
ˆ¯r − (1 + α)2 + ˆ¯rα(1 + α)2
(
α
1 + α
)2]
e
ˆ¯r α1+α − e−ˆ¯r α1+α
α
1+α (e
ˆ¯r α1+α + e−ˆ¯r α1+α )
= [ ˆ¯r(1 + α)2 − 2α(1 + α)2]− 4α(1 + α)21+α
1−α + 1−α1+α
− [ ˆ¯r − (1 + α)2 + ˆ¯rα3] 1+α1−α − 1−α1+α
α
1+α (
1+α
1−α + 1−α1+α )
= [ ˆ¯r(1 + α)2 − 2α(1 + α)2]− 2α(1 − α)(1 + α)3
1 + α2 −
[ ˆ¯r − (1 + α)2 + ˆ¯rα3]2(1 + α)
1 + α2
= ˆ¯r(1 + α)
2(1 + α2) − 2α(1 + α)2(1 + α2)
1 + α2 −
2(1 + α)[ ˆ¯r − (1 + α)2 + ˆ¯rα3] + 2α(1 − α)(1 + α)3
1 + α2
= (1 + α)
2(1 − α)[−ˆ¯r(1 − α) + 2]
1 + α2 .
Setting ψ(α) = −(1 − α2) ln 1+α1−α + 2α, it is to see that ψ(0) = 0. A direct calculation provides that
ψ ′(α) = 2α ln 1 + α
1 − α −
(
1 − α2)( 1
1 + α +
1
1 − α
)
+ 2 = 2α ln 1 + α
1 − α > 0, α ∈ [0.625,1).
Then from above we can see that ψ(α) > 0 for α ∈ [0.625,1), which implies that −ˆ¯r(1−α)+2 > 0 for α ∈ [0.625,1).
Then vα(t∗) < 0 for α ∈ [0.625,1), which is a contradiction. This proves our claim. So we can conclude that vα(t)
has at most one zero solution, which implies that u′α(t) has at most one zero solution.
By (2.25) and (2.28), we can see that u′α(0) > 0. Combining with uα(0) = 0 in (2.23), uα(t∗) = 0 in (2.24) and that
u′α(x) has only one zero solution on the interval (0, t∗), we know that uα(x) first is increasing and then decreasing on
the interval (0, t∗), then
uα(x) > min
α∈[0.625,1)
{
uα(0), uα
(
t∗
)}= 0, x ∈ (0, t∗),
which implies that lα(x) > 0 for (α, x) ∈ [0.625,1) × (0, t∗). This completes the proof. 
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Proof. “⇐” From Lemma 2.2, we need to prove Sα(t) > 0 for (α, t) ∈ [0.625,1) × (t∗, t∗∗). We divide (t∗, t∗∗) into
two intervals (t∗, t¯α] and (t¯α, t∗∗), and prove Sα(t) > 0 on them respectively.
Claim 1. For α ∈ [0.625,1), Sα(t) > 0 on the interval (t∗, t¯α].
From Lemma 2.5, t¯α is the unique solution of f ′α(t) = 0 for t ∈ (0, t∗∗]. Then by Lemmas 2.3 and 2.6, we know
that Gα(t∗) = t∗ and G′α(t) < −1, t ∈ (t∗, t¯α], so G(t) < t∗ + t∗ − t , t ∈ (t∗, t¯α]. Since fα(t) is increasing on the
interval (0, t¯α], we can derive that on the interval (t∗, t¯α],
Sα(t) = fα
(
Gα(t)
)+ fα(t) − (1 − α)fα(Gα(t))fα(t)
= fα
(
Gα(t)
)[
1 − (1 − α)fα(t)
]+ fα(t)
> fα
(
t∗ + t∗ − t)[1 − (1 − α)fα(t)]+ fα(t)
= fα
(
t∗ − t∗ + t)[1 − (1 − α)fα(t∗ + t − t∗)]+ fα(t∗ + t − t∗)
= fα
(
t∗ + t − t∗)+ fα(t∗ − t + t∗)− (1 − α)fα(t∗ + t∗ − t)fα(t∗ − t∗ + t).
By taking a transformation of x = t − t∗ as t ∈ (t∗, t∗∗), then x ∈ (0, t∗) and
fα
(
t∗ + t − t∗)+ fα(t∗ − t + t∗)− (1 − α)fα(t∗ + t∗ − t)fα(t∗ − t∗ + t)
= fα
(
t∗ + x)+ fα(t∗ − x)− (1 − α)fα(t∗ + x)fα(t∗ − x)
= lα(x).
By Lemma 2.9 we can derive Sα(t) > 0 on the interval (t∗, t¯α]. This completes the proof of Claim 1.
Claim 2. For α ∈ [0.625,1), Sα(t) > 0 on the interval (t¯α, t∗∗).
By Lemmas 2.3, 2.5, and 2.6, we know fα(Gα(t∗)) − 11−α = 11−α > 0 and f ′α(Gα(t))G′α(t) < 0 for (t∗, t∗∗).
Thus fα(Gα(t)) is decreasing on the interval (t∗, t∗∗), and there is at most one solution for fα(Gα(t)) − 11−α = 0,
t ∈ (t∗, t∗∗). Two cases can occur.
Case 1. fα(Gα(t)) − 11−α = 0 has no solution as t ∈ (t∗, t∗∗).
As fα(Gα(t)) is decreasing on the interval (t∗, t∗∗), we can derive that fα(Gα(t)) > 11−α for t ∈ (t∗, t∗∗). Thus
1 − (1 − α)fα(Gα(t)) < 0 for (t¯α, t∗∗). By Lemmas 2.3 and 2.5, we know that 1 − (1 − α)fα(t) < 0 and f ′α(t) < 0
for (t¯α, t∗∗). From above, we can see that
S′α(t) = f ′α
(
Gα(t)
)
G′α(t)
(
1 − (1 − α)fα(t)
)+ f ′α(t)(1 − (1 − α)fα(Gα(t)))> 0, t ∈ (t¯α, t∗∗).
From Claim 1, we know Sα(t¯α) > 0, then Sα(t) > 0 on the interval (t¯α, t∗∗).
Case 2. fα(Gα(t)) − 11−α = 0 has a solution as t ∈ (t∗, t∗∗).
Let t˜α be the unique solution of fα(Gα(t˜α)) − 11−α = 0 as t ∈ (t∗, t∗∗). Then fα(Gα(t)) − 11−α < 0 on the interval
(t˜α, t
∗∗). It is easy to see that on the interval (t˜α, t∗∗),
Sα(t) = fα
(
Gα(t)
)+ fα(t) − (1 − α)fα(Gα(t))fα(t) > fα(Gα(t))+ fα(t) − fα(t) = fα(Gα(t))> 2 > 0.
If t˜α < t¯α , then we complete the proof of Claim 2. If not, then in the interval [t¯α, t˜α], similar to the proof of Case 1,
we know that
S′α(t) = f ′α
(
Gα(t)
)
G′α(t)
(
1 − (1 − α)fα(t)
)+ f ′α(t)(1 − (1 − α)fα(Gα(t)))> 0.
Since Sα(t¯α) > 0, then Sα(t) > 0 on the interval [t¯α, t˜α]. Combining with Sα(t) > 0 on the interval (t˜α, t∗∗), then we
conclude that Sα(t) > 0 for t ∈ (t¯α, t∗∗). Then in either Case 1 or Case 2, Sα(t) > 0 for t ∈ (t¯α, t∗∗). This completes
the proof of Claim 2.
Combining with Claims 1 and 2, we know Sα(t) > 0 for t ∈ (t∗, t∗∗). From Lemma 2.2, we can conclude that N∗
is globally asymptotically stable.
1168 H. Li, R. Yuan / J. Math. Anal. Appl. 338 (2008) 1152–1168“⇒” In [4], to discuss the linear stability of the positive equilibrium x∗ of (2.5), they calculated the derivative of
fα(r;x) (defined in (2.5)) with respect to x, and showed that
f ′α
(
r;x∗)= exp[−rα/(1 + α)](1 + α) − 1
α
. (3.1)
It is well known that (see, for instance Sandefur [13]) that the positive equilibrium x∗ is not linearly stable if
|f ′α(r;x∗)| > 1, or equivalently,
r > ˆ¯r(α) = 1 + α
α
ln
1 + α
1 − α , for α > 0. (3.2)
Then r  ˆ¯r(α) provides a necessary condition for global asymptotic stability of N∗. This completes the proof. 
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