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Abstract
This work focuses on the computationally efficient detection of the buck-
ling phenomena and bifurcation analysis of the parametric Von Kármán
plate equations based on reduced order methods and spectral analysis. The
computational complexity - due to the fourth order derivative terms, the non-
linearity and the parameter dependence - provides an interesting benchmark
to test the importance of the reduction strategies, during the construction of
the bifurcation diagram by varying the parameter(s). To this end, together
the state equations, we carry out also an analysis of the linearized eigenvalue
problem, that allows us to better understand the physical behaviour near the
bifurcation points, where we lose the uniqueness of solution. We test this
automatic methodology also in the two parameter case, understanding the
evolution of the first buckling mode.
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1 Introduction and motivation
In this work we are interested in the numerical approximation of parameter depen-
dent non-linear structural problems governed by the Von Kármán plate equations
[36]. The main issue, and so the most interesting feature, of this kind of model,
is the bifurcation phenomenon that corresponds to the buckling behaviour of an
elastic thin plate.
From the mathematical point of view, we dealt with a problem in which
multiple solutions for the same value of the parameter can arise. This led us to
the non-uniqueness of the solution that we investigated. Numerically speaking the
model presents three main problems that we had to face with: (i) non-linearity (ii)
parameter dependency (iii) high order derivative terms.
Thus we relied on the Reduced Basis (RB) method aiming at reducing the com-
putational time in order to have a better understanding of the physical phenomena
that we were modelling. In practice we wanted to find an efficient and rapid way
to draw the bifurcation diagram and detect the buckling points, i.e. critical values
of the parameter λ, which in our case controls the compression along the edges of
the plate.
TheRBmethod is one of themainReducedOrderModelling (ROM) techniques
and we applied it in conjunction with the Galerkin-Finite Element (FE) method
[27, 20, 31, 21]. As the latter, the RB approach is a Galerkin projection over a
finite dimensional subspace of the weak formulation of the model. Thus, we solve
the FE problem, called high order formulation because of the huge number of
degrees of freedom involved, then we construct a subspace as the span of some
basis functions computed before, and finally we project again on this new smaller
subspace. A recent review chapter focused on parametric elasticity problems
solved by RB method is [22].
This technique allows us to efficiently study the entire behaviour of the plate
under compression, but still involves a huge amount of computations in the offline
high order phase. Thus, being inspired by the recent works in branching detection
[19, 29], also in a more industrial framework [17], we supplemented the model
with the eigenvalue analysis of the linearized equations.
Indeed, in the past, many authors established the connection between the
buckling points and the eigenvalues behaviour, but the computational complexity
of the problem was not affordable for that time [6, 8]. Hence we propose a new
reduced order approach, in order to avoid the huge computational cost. Previous
works on model order detection for non-linear elasticity could be found in [34, 37],
as well as in preliminary works by Noor and Peters [25, 24, 26].
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The structure of the work is the following. In Section 2 we provide a brief
description of the equations of plate (2.1), that model the physical phenomena
in connection with the mathematical formulation and boundary conditions, then
we provide the weak formulation (2.2) of the problem, necessary as the first
step towards the numerical approximation. To end, we recall few definitions and
theorems in bifurcation and non-linear analysis (2.3) that justify the eigenproblem
coupling.
In Section 3 we deal with the numerical approximation of the problem, provid-
ing the pseudo-code used to construct the bifurcation diagram, based on Galerkin
finite element (3.1) and Newton method. The reduction strategy, or reduced basis
method is reported in (3.2) with its main features and its matrix formulation, com-
pared with the finite element one. Finally, we show some preliminary results on
the spectral analysis (3.3), the eigenvalues approximation in two different settings,
and a test to verify the order of convergence which is fundamental in view of the
connection with the buckling points.
Section 4 is dedicated to results and tests. Here we ensure the reliability of
our high fidelity solver and most importantly we ran all the procedure to study the
square and rectangular plate case, finding up to eight solutions for the same param-
eter value, multiple buckling points that validate the theoretical results, and provide
a good accuracy for the reduced approximation, while saving significant compu-
tational time. Finally we show some preliminary results in the two-parameters
test case, where the shape of the compression load is also parametrized, showing
a 3-D bifurcation plot for the evolution of the first buckling mode, which is very
complex and computationally very expansive. To the best of our knowledge the
proposed approach combining reduced order methods and parametric bifurcation
analysis is original, especially considering more then one parameter for non-linear
Von Kármán equations. Some conclusions follow.
2 Parametrized formulation of Von Kármán equa-
tions
Starting from the very well known theory of continuum mechanics, Von Kármán
in 1910 proposed a mathematical model in order to describe all the possible
configurations that a plate under compression can take [36]. Buckling phenomenon
is the mathematical way of explaining a well known physical event that very
frequently happens in many contexts. As an example, an appropriate one since it
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is exactly what we are trying to model, if we pick a thin rectangular plate at rest,
we can use our hands to compress it until we reach a critical point, i.e. when the
plate takes a deformed configuration, or it buckles.
2.1 Equations of the plate
Let us consider an elastic and rectangular plate Ω = [0, L]× [0,1] in its undeformed
state, subject to a λ-parametrized external load acting on its edges, then the
displacement from its flat state and the Airy stress potential, respectively u and φ,
satisfy the Von Kármán equations{
∆2u = [λh+φ,u]+ f , in Ω
∆2φ = −[u,u] , in Ω (1)
where h and f are some given functions, that we can set to specify the exter-
nal forces acting on our plate, while ∆2 is the biharmonic operator in Cartesian
coordinates and
[u, φ] :=
∂ 2u
∂ x2
∂ 2φ
∂ y2
−2 ∂
2u
∂x∂y
∂ 2φ
∂x∂y
+
∂ 2u
∂ y2
∂ 2φ
∂ x2
,
is the brackets of Monge-Ampére. Thus we aim to find the displacement and the
coupled Airy stress potential that solve the system (1) which is of fourth order, due
to the presence of the biharmonic operator, non-linear due to the product of second
derivatives in the bracket, and parametric due to the buckling coefficient λ varying
in a proper range of real numbers. Moreover we are presenting, for the sake of
simplicity, a non-dimensional model where all the physical quantities, except for
the compression parameter λ, are set to unity.
In order to have a well posed system of partial differential equations we pro-
vide boundary conditions for both the unknowns that match the different physical
setting. Among all the possible choices, we just focused on the so called simply
supported boundary conditions{
u = ∆u = 0, in ∂Ω
φ = ∆φ = 0, in ∂Ω
(2)
which are physically complex to reproduce, but also the most used ones for the
simulations because of their versatility and importance also in the weak formu-
lation. So from now on, unless specified otherwise, we will consider the system
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(1) with simply supported boundary conditions (2). We remark that despite the
simple boundary conditions chosen, the goal of this work is understanding the
bifurcation behaviour for a complex system, regardless the numerical constraints
that a conforming method for more involved boundary condition could impose.
Thanks to the BCs chosenwe can split the system of two fourth order non-linear
elliptic equations, into a system of four second order non-linear elliptic equations.
In order to carry out this trick, given by Ciarlet-Raviart [16], we introduce two
new unknowns, namelyU = ∆u, Φ = ∆φ, so that we can rewrite the system (1) with
homogeneous Dirichlet boundary conditions as
∆U = [λh+φ,u]+ f , in Ω
∆u = U , in Ω
∆Φ = −[u,u] , in Ω
∆φ = Φ , in Ω
with

u = 0, in ∂Ω
U = 0, in ∂Ω
φ = 0, in ∂Ω
Φ = 0. in ∂Ω
(3)
We know that (1) and (3) are equivalent [38] when the boundary is regular and
the solution is smooth enough, so from now on we just consider the latter.
Finally, since we are interested in the behaviour of the plate under compression,
we can set the external body force f = 0 and model different kind of stresses at
the boundaries through the function h. Indeed if we choose h = −12 y2, we obtain
that [λh,u] = −λuxx where we are assuming that the compression is acting on the
edges parallel to the y direction (see Figure 1). Note also that if instead we choose
h = −12 (x2 + y2) we would have the stress component given by [λh,u] = −λ∆u, in
which case the compression we are considering is on the whole boundary.
Ω
z
y
xλ
λ
Figure 1: A rectangular bi-dimensional elastic plate compressed on its edges
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2.2 Weak formulation
Starting from the considerations of the previous section we are now able to set our
problem in a more abstract mathematical framework, which will be considered by
us for the following numerical investigation. So let us consider λ ∈ D ⊂ R, where
D is the parameter space, Ω ⊂ R2 is the bi-dimensional domain, that we identify
with the plate, whereasV =V(Ω) =
(
H10 (Ω)
)4
is the Hilbert space in which we will
seek the solution and V ′ its dual space.
Furthermore we represent the non-linear PDE with the parametrized mapping
G :V ×D →V ′, so that the Von Kármán system (3), in abstract form reads: given
λ ∈ D, find X(λ) .= (u(λ),U(λ), φ(λ),Φ(λ)) ∈ V such that
G(X(λ);λ) = 0 , in V ′. (4)
We present the weak formulation where all the boundary terms vanish due to
the simply supported boundary conditions (2). Then, we seek X(λ) ∈ V such that
(∇u,∇w)L2(Ω) + (U,w)L2(Ω) = 0 , ∀w ∈ H10 (Ω)
(∇U,∇v)L2(Ω) + ([λh+φ,u],v)L2(Ω) = 0 , ∀v ∈ H10 (Ω)
(∇φ,∇θ)L2(Ω) + (Φ, θ)L2(Ω) = 0 , ∀θ ∈ H10 (Ω)
(∇Φ,∇ψ)L2(Ω)− ([u,u],ψ)L2(Ω) = 0 , ∀ψ ∈ H10 (Ω)
(5)
in which we embed the simply supported boundary conditions in the choice of the
space H10 (Ω), where the test functions Y
.= (w,v, θ,ψ) reside. Moreover we denote
with (·, ·)L2(Ω) the usual inner product in the Hilbert space L2(Ω).
Then coming back to the abstract form of our problem (4) the weak formulation
reads: given λ ∈ D, find X(λ) ∈ V such that
g(X(λ),Y ;λ) = 0 , ∀ Y ∈ V, (6)
where the parametrized variational form g(·, ·;λ) :V×V→R is defined as g(Z,Y ;λ) =
〈G(Z;λ),Y〉 , ∀ Z,Y ∈ V, where we denoted the duality pairing between V ′ and
V with 〈·, ·〉. In this case the parametrized variational form g(·, ·;λ) is defined as
follows
(7)
g(X(λ),Y ;λ) = a(u(λ),w) + b(U(λ),w) + a(U(λ),v) + λc(h,u(λ),v)
+ c(φ(λ),u(λ),v) + a(φ(λ), θ) + b(Φ(λ), θ)
+ a(Φ(λ),ψ) − c(u(λ),u(λ),ψ) , ∀ Y ∈ V, ∀λ ∈ D,
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where the following bilinear and trilinear forms have been introduced
a(x, y) =
∫
Ω
∇x · ∇y dΩ , b(x, y) =
∫
Ω
xy dΩ , c(x, y, z) =
∫
Ω
[x, y] z dΩ .
The numerical treatment of the variational form including the bracket of Monge-
Ampére obviously needs a non-linear method, to this end we compute the partial
Fréchet derivative of g(Z, ·;λ) with respect to X at Z ∈ V .
Thus we assume the mapping G to be continuously differentiable and denote
by DXG(Z;λ) :V→V ′ its partial Fréchet derivative at (Z, λ) ∈ V ×D. In this way
we can express the partial Fréchet derivative of g(Z, ·;λ) at Z ∈ V as
dg[Z](W,Y ;λ) = 〈DXG(Z;λ)W,Y〉, ∀W,Y ∈ V . (8)
These computations, for the non-linear system we are considering, show the
explicit expression of the derivative of g be of the form
(9)
dg[Z](X(λ),Y ;λ) = a(u(λ),w) + b(U(λ),w) + a(U(λ),v) + λc(h,u(λ),v)
+ c(φ(λ), Z1,v) + c(Z3,u(λ),v) + a(φ(λ), θ)
+ b(Φ(λ), θ) + a(Φ(λ),ψ) − c(u(λ), Z1,ψ)
− c(Z1,u(λ),ψ) , ∀ Z,Y ∈ V, ∀λ ∈ D,
where we denoted with Z = (Z1, Z2, Z3, Z4) the components of the point in which
we are computing the derivative.
2.3 Bifurcation and non-linear analysis
The focus of our work is the efficient detection of the possible multiple solutions of
the equations (3). Following the work done in [2, 11, 9] we recall the mathematical
definitions of bifurcation theory, which, as we will see, will serve us in developing
a tool for the efficient detection of the buckling points.
Since the undeformed configuration is a trivial solution for every λ ∈ R, i.e.
G(0, λ) = 0, we can denote with
S = {(X, λ) ∈ V ×R : X 6= 0, G(X, λ) = 0} , (10)
the set of non-trivial solutions of (4), then we can finally define the bifurcation
points.
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Definition 1 We say that λ∗ ∈ R is a bifurcation point forG :V ×D→V ′, from the
trivial solution, if there is a sequence (Xn, λn) ∈V ×Rwith Xn 6= 0 andG(Xn, λn) = 0
such that
(Xn, λn)→ (0, λ∗) .
In order to understand where are located these bifurcation points, we could
numerically investigate the equations for each value of the parameter λ observing
when the buckling phenomena occur. Of course this way is computationally very
expensive and we need a different tool for the detection.
To this end we have analyzed the path pursued in [8, 2, 6] where the link be-
tween the bifurcation points and the behaviour of the eigenvalues of the linearized
problem is highlighted. If we linearize the equations (3) around the trivial solution
the system we obtain is simply given by{
∆U = λ [h,u] , in Ω
∆u = U , in Ω
, with
{
u = 0, in ∂Ω
U = 0, in ∂Ω .
(11)
This connection is not surprising, in fact from ODE’s theory we know that the
stability of the solutions is linked to eigenvalues that change sign, i.e. cross the
imaginary axis varying λ. Now we briefly recall the main theorems [2], based
on an application of the Implicit Function Theorem, that validate the numerical
investigation we carried out.
Theorem 1 A necessary condition for λ∗ to be a bifurcation point forG :V ×D→
V ′ is that the partial derivative DXG(0;λ∗) is not invertible.
Theorem 2 Bifurcation points of Von Kármán equations (3) with respect to the
trivial solution, i.e. X = 0, can occur only at the eigenvalues of the linearized
problem (11).
The former is a general result, while for Von Kármán equations we also know [8, 6]
that every bifurcation point is an eigenvalue of the linearized problem. Moreover,
if we assume that all the eigenvalues are real, positive and ordered in such a way
that 0 ≤ λ1 ≤ λ2 ≤ λ3 ≤ . . ., from [8] we can reverse the statement.
Theorem 3 From each eigenvalue of the system (11) at least one branch of non-
trivial solution of (1) bifurcates. In particular from a simple eigenvalue one
branch bifurcates and from a multiple eigenvalue at least two branches bifurcate.
Furthermore if λ1 is the smallest eigenvalue then for every value λ ≤ λ1 the unforced
system has no non-trivial solutions.
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3 Numerical approximation of the problem
As we said, in this application we have to face with different kinds of difficulties,
such as: non-linearity, fourth order derivatives, and parameter dependence.
This led us to use a double approach, the full order and the reduced order one
that we will present soon in detail. Let us present now, through a pseudo-code,
how we addressed all these issues in order to obtain the bifurcation diagram.
Algorithm 1 A pseudo-code setting
1: while λ < λ f do . External loop on compression parameter
2: if | |uh | |∞< δ then . Pre-buckling initial guess
3: Xh(λ) = X (0)h
4: end if
5: while | |δXh | |V>  do . Newton method
6: DXG(X (i)h (λ);λ)δXh = G(X
(i)
h (λ);λ) . Galerkin FE method
7: X (i+1)h (λ) = X
(i)
h (λ)− δXh
8: end while
9: λ = λ+ dλ
10: end while
The Algorithm 1 is the implementation result of our approach to the difficul-
ties previously mentioned. We denote by Xh = (uh,Uh, φh,Φh) the approximated
solution and by D = [λi, λ f ] the parameter domain and we start with a slightly
modified continuation method [1], which in its basic formulation consists in a
while loop over λ ∈ D. So, at each new cycle, i.e. for every λ, we are changing
the initial guess for the non-linear problem from a properly chosen guess (usually
the solution of the linearized problem) to the solution of the last cycle, as soon as
the solution of the latter turns out to be non-trivial. Thus we are able to detect the
buckling by looking at the behaviour of the maximum norm of the displacement.
The second goal we had was to overcome the issue of the non-linearity. We
choose the very well know Newton-Kantorovich method [15], where we use the
norm of the increment δXh in the Hilbert space V as stopping criterion.
Finally we note that in the line 6 we have to find the solution of a new, linear,
weak formulation. To this end we applied the Galerkin-Finite Element method
which appears to be a good candidate, also in view of the numerical extension
towards the model order reduction. Since the fundamental importance of the last
two methods, we briefly recall in the next section how we applied them to the
Von Kármán equations.
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3.1 Galerkin finite element method
As we already said, we decided to use the Galerkin finite element method to
discretize the problem. This is a projection-like technique, where using the versa-
tility of the weak formulation, we can set the model in a finite dimensional space
[14, 30].
So we again consider the weak problem (6) and denote with Vh a family of
spaces, dependent from the h parameter, such that Vh ⊂ V , dim(Vh) = Nh <∞ for
all h > 0. Then, given λ ∈ D, we seek Xh(λ) ∈ Vh that satisfies
g(Xh(λ),Yh;λ) = 0 , ∀ Yh ∈ Vh. (12)
Obviously, because of the non-lineartity, we can not directly apply the finite
element method to the equation (12). So the Newton method, which in this case is
also known as Newton-Kantorovich [15, 31], reads as follows: once assigned an
initial guess X0h (λ) ∈ Vh, for every k = 0,1, . . . we seek the variation δXh ∈ Vh such
that
dg[X kh (λ)](δXh,Yh;λ) = g(X
k
h (λ),Yh;λ) , ∀ Yh ∈ Vh, (13)
and then we update the solution for the successive step as X k+1h (λ) = X
k
h (λ)− δXh,
until we reach the convergence with the stopping criteria we discussed before.
From the algebraic point of view we denote with {E j}Nhj=1 a base for the space
Vh such that we can write every element Xh(λ) ∈ Vh as
Xh(λ) =
Nh∑
j=1
X ( j)h (λ)E
j , (14)
so that we obtain the solution vector ®Xh(λ) = {X ( j)h (λ)}Nhj=1. We then lead back to
the study of the solution ®Xh(λ) ∈ RNh of the system
g
(
Nh∑
j=1
X ( j)h (λ)E
j,E i;λ
)
= 0 , ∀i = 1, . . .,Nh (15)
which, recalling the notations we introduced in Section 1.2, corresponds to
the solution of Gh( ®Xh(λ);λ) = 0, where the residual vector Gh is defined as
(Gh( ®Xh(λ);λ))i = g(Xh(λ),E i;λ). Finally, the Newton method combined with
the Galerkin finite element method, applied to our weak formulation reads: find
δ ®Xh ∈ RNh such that
J( ®X kh (λ);λ)δ ®Xh = Gh( ®X kh (λ);λ) , (16)
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where we defined the Jacobian matrix in RNh×Nh as
J( ®X kh (λ);λ))i j = dg[X kh (λ)](E j,E i;λ), for all i, j = 1, . . .,Nh . (17)
Moreover we use standard Lagrange finite element so that Vh = (X˚rh)
4 where
Xrh = {Yh ∈ C0(Ω¯) : Yh |K∈ Pr ,∀K ∈ Th} (18)
and
X˚rh = {Yh ∈ Xrh : Yh |∂Ω= 0} (19)
is the space of globally continuous functions that are polynomials of degree r
on the single element of the triangulation Th of the domain, which vanish on the
boundary.
To provide a clear matrix representation of the application of the Galerkin
method, we present the projected weak formulation. In this case the Newton
method (16) reads: given an initial guess X0h = (u
0
h,U
0
h, φ
0
h,Φ
0
h) ∈ Vh for k = 0,1, . . .
until convergence we seek δXh = (δuh, δUh, δφh, δΦh) ∈ Vh such that
a(δuh,wh) + b(δUh,wh) = a(ukh,wh) + b(U
k
h,wh) , ∀wh ∈ X˚rh
a(δUh,vh) + c(δφh,ukh,vh) + c(φ
k
h, δuh,vh) +λc(h, δuh,vh) =
a(Ukh,vh) + c(φ
k
h,u
k
h,vh) +λc(h,u
k
h,vh) ,
∀vh ∈ X˚rh
a(δφh, θh) + b(δΦh, θh) = a(φkh, θh) + b(Φ
k
h, θh) , ∀θh ∈ X˚rh
a(δΦh,ψh)− c(δuh,ukh,ψh)− c(ukh, δuh,ψh) = a(Φkh,ψh)− c(ukh,ukh,ψh) , ∀ψh ∈ X˚rh
(20)
and then set X k+1h = X
k
h − δXh. We can finally present the matrix formulation that
follows directly from (16) and (20)
©­­­«
Ah Bh 0 0
C2h +λC
0
h Ah C
1
h 0
0 0 Ah Bh
−C1h −C3h 0 0 Ah
ª®®®¬
©­­­«
δuh
δUh
δφh
δΦh
ª®®®¬ =
©­­­«
Ahukh +BhU
k
h
AhUkh +C
1
hu
k
h +λC
0
hu
k
h
Ahφ
k
h +BhΦ
k
h
AhΦkh −C1hukh
ª®®®¬ , (21)
where we denoted the matrices as follows
(Ah)i j = a(E j,E i) , (Bh)i j = b(E j,E i) , (C0h)i j = c(h,E
j,E i) ,
(C1h)i j = c(E
j,ukh,E
i) , (C2h)i j = c(φ
k
h,E
j,E i) , (C3h)i j = c(u
k
h,E
j,E i) .
Note that because of the symmetry of the bracket of Monge-Ampére, we easily
obtain that it holds C1h ≡ C3h.
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3.2 Reduced Basis method
Dealing with the approximation of a parametrized problem could be very difficult,
sometimes we must therefore rely on some techniques, by which we can reduce the
computational cost. With this aim in the past years many authors, to mention few
works [27, 20, 31, 7], developed and applied the reduced order methods (ROM), a
collection of methodologies used to replace the original high dimension problem,
called high fidelity approximation, with a reduced problem that is easy to manage.
One of these methodologies is the Reduced Basis method (RB), that consists
in a projection of the high fidelity problem on a subspace of smaller dimension,
constructed with some properly chosen basis functions.
At the beginning this method was used for non-linear structural problems
[25, 26], but the computational complexity of this kind of equations was too big to
provide a deep understanding of the bifurcation phenomena that we have analyzed.
As we have seen, the preliminary step is the projection of the weak formulation
(6) in a discretized setting, which results in the Galerkin problem (12). Finding
a numerical solution to this problem is very challenging because of the potential
high number of degrees of freedom Nh.
Thus we aim at building a discrete manifold VN induced by properly chosen
solution of (12) and then project over it. This is the description of the first step,
namely the offline phase, in which we explore the parameter space D in order
to construct a basis for the reduced space of dimension N . On the other side,
the second step, called online phase, is the efficient and reliable part where the
solutions are computed through the projection onVN . This complexity reduction is
based on twomain key points: the assumption that it holds the affine decomposition
and the fact that N  Nh.
As in the offline phase (12), given λ ∈ D, we seek XN (λ) ∈ VN that satisfies
g(XN (λ),YN ;λ) = 0 , ∀ YN ∈ VN . (22)
At this point we have again to face with the non-linearity, and so come back to
the Newton-Kantorovich method obtaining: given an initial guess X0N (λ) ∈ VN , for
every k = 0,1, . . . we seek the variation δXN ∈ Vh such that
dg[X kN (λ)](δXN,YN ;λ) = g(X
k
N (λ),YN ;λ) , ∀ YN ∈ VN, (23)
and then we update the solution as X k+1N (λ) = X
k
N (λ)− δXN until convergence.
From the algebraic point of view and thus to do another step towards the
reduced solution, we introduce the orthonormal base {Σm}Nm=1 for the space VN
12
such that we can write
XN (λ) =
N∑
m=1
X (m)N (λ)Σ
m , (24)
and denote with ®XN (λ) = {X (m)N (λ)}Nm=1 ∈ RN the reduced solution vector.
Choosing properly the test element YN ∈ VN as YN = Σn for every 1 ≤ n ≤ N ,
we obtain the algebraic system in RN given by
(GN ( ®XN (λ);λ))n .= g
(
N∑
m=1
X (m)N (λ)Σ
m,Σn;λ
)
= 0 , ∀n = 1, . . .,N , (25)
where we denoted with GN ( ®XN (λ);λ) the residual reduced vector and with V the
transformation Nh×N matrix whose elements (V) jm = Σm( j) are the nodal evaluation
of the mth basis function at the jth node. Moreover, we note that (25) corresponds
to the solution of
VTGh(V ®XN (λ);λ) = 0 . (26)
Finally we can apply again the Newton method, which combined with the
reduced basis method, provides the following formulation : find δ ®XN ∈ RN such
that
JN ( ®X kN (λ);λ)δ ®XN = GN ( ®X kN (λ);λ) , (27)
where JN is the reduced Jacobian RN×N matrix defined as
JN ( ®X kN (λ);λ) = VTJ(V ®X kN (λ);λ)V . (28)
Thus we want to construct the reduced problem through the projection on a
subspace VN ⊂ Vh from a collection of the so called snapshots, i.e. the solutions of
the full order problem for specific values of the parameter selected by a sampling
technique. The most famous strategies to construct VN are the Proper orthogonal
decomposition (POD) and the Greedy algorithm [20, 27, 31]. In this work we
relied on the former, based on an ordered sampling of the interval D, since its
physical interpretation w.r.t the energy of the problem and because of the lack of
a rigorous a posteriori error estimate for the latter.
Obviously POD increases the computational cost in the offline part, but si-
multaneously gives us a reliable representation of the reduced manifold and keep
track of the energy information that we are discarding. Moreover, we can slightly
modify it in order to consider multi parameter case, as the one in Section 4.3,
where the reduction shows its potentiality. Thus, once finished the offline phase,
we can build up the projection space asVN = span{Σn, n = 1, · · ·,N}where {Σn}Nn=1
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is the basis functions set obtained through the Gram-Schmidt orthonormalization
procedure.
Now we show how the reduced basis method reflects the projection properties
of the Galerkin method also in the online phase. Indeed the weak formulation that
we obtain from the application of the Newton method at the reduced level reads as
(23), with the reduced Jacobian JN ( ®X kN (λ);λ) ∈ RN×N having the same structure of
the finite element one
JN ( ®X kN (λ);λ) =
©­­­«
AN BN 0 0
C2N +λC
0
N AN C
1
N 0
0 0 AN BN
−C1N −C3N 0 0 AN
ª®®®¬ , (29)
where, if we introduce the transformation matrices with respect to the different
components of the solution, Vu and Vφ, respectively for u and φ, we can define
the reduced matrices in the following way:
C0N = V
TC0hV , C
1
N =
N˜∑
n=1
u(n)N V
T
uC
1
h(Σ
n)Vu , C2N =
N˜∑
n=1
φ(n)N V
T
φC
2
h(Σ
n)Vφ ,
C3N =
N˜∑
n=1
φ(n)N V
T
φC
3
h(Σ
n)Vφ , AN = VTAhV , BN = VTBhV .
Moreover, we highlight that also the reduced residual vector has the same form
of the high order one, indeed it reads
GN ( ®X kN (λ);λ) =
©­­­«
ANukN +BNU
k
N
ANUkN +C
1
Nu
k
N +λC
0
Nu
k
N
ANφ
k
N +BNΦ
k
N
ANΦkN −C1NukN
ª®®®¬ . (30)
We have illustrated the online phase, that permits an efficient evaluation of the
solution and possibly related outputs for every possible choice of a different param-
eter λ ∈ D. The key point of this time saving is the so called affine decomposition.
Indeed we want the computations to be independent form the, usually very high,
number of degrees of freedom Nh of the true discrete problem. In general the
reduced matrices we have just presented are λ-dependent and an affine-recovery
technique called Empirical Interpolation Method (EIM) is needed [5].
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3.3 Spectral analysis
In the previous sections we discussed about the issue of the computational com-
plexity of the problem itself, that we try to avoid using the ROM. It is clear that
drawing the bifurcation diagram is yet a difficult task. Indeed how can we inves-
tigate the parameter space D without having any information on the position of
these points?
Taking some inspiration from [29, 28], where the stability property is analyzed
with the help of the spectral problem, supported by the theoretical results given in
Section 1.3, we tried in this way to locate more precisely the buckling points.
Thus we construct the eigenvalue problem for the linearized parametrized
operator {
∆2u+λuxx = σλu , in Ω = [0, L]× [0,1]
u = ∆u = 0 , in ∂Ω
(31)
wherewewant to find, varying the buckling parameter, the couple (u,σλ) ∈H10 (Ω)×
R, whose components are respectively the eigenfunction and eigenvalue. We will
restrict our simulations to the square plate with L = 1 and the rectangular one with
L = 2.
We are interested in the behaviour of σλ with respect to λ, in fact since the
sign of the eigenvalues is strictly linked with the stability property of the solution,
we aim at observing that the first eigenvalue crosses the y-axis when the plate is
buckling. This is exactly what we found, indeed in Figure 2 for L = 1 we can see
the behaviour of the first four eigenvalues σλ for λ ∈ [30,40] and if we use a λ-step
equal to one half the crossing happens for the value λ = 39.5.
Figure 2: Behaviour of the first four eigenvalues for λ ∈ [30,40].
This should tell us that from this point we have a change in stability properties
and also the presence of a new solution branch. Indeed, as we will see, because of
the symmetry, there will be at least two new branches for each simple eigenvalue.
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Going on with the simulations for greater values in the parameter spaceD we also
observed the crossing of the successive eigenvalues.
Finally, if we solve the eigenvalue problem (31) for the case of L = 2, we
note that a simple eigenvalue of the square plate becomes a multiple eigenvalue
with algebraic multiplicity equal to two (see Figure 3). This fact has a relevant
consequence from the physical point of view as we will see in the bifurcation
diagram later.
Figure 3: Double eigenvalue for the rectangular plate crossing for λ = 62.
What we just showed is computationally heavy to perform, so to keep in mind
the efficiency as key word of the whole analysis, we tried two different ways that
validate the result and at the same time reduce the computational time.
Thus we consider the linear problem (11) but in its original form{
∆2u+λuxx = 0 , in Ω = [0, L]× [0,1]
u = ∆u = 0 , in ∂Ω
(32)
that has non trivial solutions for m,n = 1,2, . . . given by
um,n = sin
(mpix
L
)
sin (npiy) if and only if λm,n =
( pi
L
)2 [
m+
n2L2
m
]2
, (33)
where um,n and λm,n can be considered as the eigenfunctions and eigenvalues for
this new generalized eigenvalue problem. Now we have a simpler problem, indeed
since λ is now the eigenvalue, there is no parametrization. This provide us also an
explicit expression for the spectra, that we can use to validate the results.
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L=1 h = 1.e-1 h = 6.e-2 h = 1.e-2 h = 6.e-3 Order Exact
λ1,1 39.91 39.59 39.48 39.47 1.98 39.47841
λ2,1 63.70 62.20 61.70 61.69 1.99 61.68502
λ3,1 116.63 111.54 109.73 109.68 1.97 109.66227
Table 1: Buckling coefficients for the square plate with the average order of
convergence
Using the formula (33) we find the exact value for the eigenvalues of the
problem (32), that turn out to be the buckling parameter, i.e. the bifurcation point
L = 1 : λ1,1 = 4pi2, λ2,1 =
25
4
pi2, λ3,1 =
100
9
pi2, λ4,1 =
289
16
pi2,
L = 2 : λ2,1 = 4pi2, λ3,1 =
169
36
pi2, λ1,1 = λ4,1 =
25
4
pi2,
indeed we obtain the value λ1,1 ' 39.47 predicted in Figure 2 for the square
plate, while we note the presence of the double eigenvalue λ1,1 = λ4,1 ' 61.68 that
confirms what we saw in Figure 3 for the rectangular one.
Finally, using the techniques in [4, 23], is an easy task to prove the following
theorem that provides us a tool to better understand how good is our approximation.
Theorem 4 There exists a strictly positive constant C such that
|λ−λh |≤ Ch2,
where λh is an approximation, dependent on the sparsity of the grid, of the true
eigenvalue λ.
The theorem above is crucial when we are dealing with problems for which we
do not know an explicit expression of the eigenvalues. For the sake of completeness
we provide in Table 1 and Table 2 the order of convergence results respectively for
the square and rectangular plate, that agree with the theoretical ones.
To conclude this section we briefly discuss also the second straightforward
way to reduce the computational complexity of solving multiple times a full order
eigenvalue problem. Coming back to the parametrized eigenproblem (31), we can
apply again the Reduced Basis method, and thanks to the affine decomposition, we
easily obtain in a more efficient way the same behaviour of the results discussed
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L=2 h = 1.e-1 h = 6.e-2 h = 1.e-2 h = 6.e-3 Order Exact
λ2,1 40.74 39.76 39.48 39.48 2.05 39.47841
λ3,1 49.15 46.97 46.35 46.33 2.34 46.33230
λ1,1 62.08 61.79 61.68 61.68 1.98 61.68502
λ4,1 67.44 63.02 61.73 61.69 2.05 61.68502
Table 2: Buckling coefficients for the rectangular plate with the average order of
convergence
Figure 4: First eigenvalue λ1,1 in the full order case.
Figure 5: First eigenvalue λ1,1 in the reduced order case.
before, as we can see from Figures 4 and 5. We do not discuss further this last
approach, in fact we can embed the computation for the eigenproblem (32) in the
offline phase.
4 Results and test problems
In this Section we will show how the buckling phenomena, i.e. the loss of
uniqueness of the solution, appears in the equation through the bifurcation diagram,
both in the square and rectangular plate cases.
Thus, in order to recap, let us consider the Von Kármán plate equations, with
simply supported BCs, in the bi-dimensional domain Ω = [0, L]× [0,1] given by
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
∆2u+λuxx = [φ,u] , in Ω
∆2φ = −[u,u] , in Ω
u = ∆u = 0 , in ∂Ω
φ = ∆φ = 0 , in ∂Ω
(34)
and we are interested in the study of the solution while varying the buckling
parameter λ, which describes the compression along the edges parallel to the
y-axis.
This model was previously numerically investigated by many authors [10, 13,
33], but as we already said the biggest issue was the computational complexity,
that we overcame by means of the Reduced Basis method. We performed all the
simulations within FEniCS [3] for the full order case and RBniCS [32] for the
reduced order one.
The investigation donewith the eigenproblemgive us the necessary information
that the parameters responsible of the buckling live in the interval D = [35,65],
which we chose as our parameter domain.
4.1 Square plate test case
We present the bifurcation diagram in Figure 6 for the square plate case Ω =
[0,1]× [0,1]. The graph represents for every value of λ ∈ D on the x-axis, the
correspondent value of the full order displacement u in its point of maximum
modulo. How we predicted previously, we can observe the buckling phenomena
from the trivial solution. Moreover, we note that the first bifurcation happens for
λ value near λ1,1 ' 39.47. We did not stop at the first bifurcation, in fact choosing
properly the initial guess we have been able to detect also the second bifurcation
for the square plate. This result is confirming what we predicted, since for λ near
λ2,1 = 61.68 we obtain other branches.
The physical symmetry issue is evident in both buckling points and the same
holds for the rectangular plate. Indeed, once we chose a bifurcation point, a
solution from the upper branch is the same solution of the other one, but reflected
with respect to the plate plane. Thus, for the first bifurcation near λ1,1, looking at
the contour plot, we observe a one cell like displacement as in Figure 7. While
if we look at the second branch, so the one near λ2,1, we find a two cells like
displacement as in Figure 8. So for the square plate case we obtained four different
solutions for each λ ≥ λ2,1.
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Moreover, the RB method worked well with this problem. Indeed as we can
see in Figure 9, the reduced basis solution approximates perfectly not only the
behaviour but also the order of magnitude. The remarkable point is that in order
to obtain the solution on the right in Figure 9 we just solved a linear system of
dimension 5 instead of the one given by the Galerkin full order method of order
8 ·103.
Figure 6: Bifurcation diagram for the square plate.
Figure 7: Full order one cell so-
lution for the displacementuwith
λ = 65 (green branch).
Figure 8: Full order two cells so-
lution for the displacementuwith
λ = 65 (blue branch).
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Figure 9: Comparison between the full order solution (on the left) and the reduced
order one (on the right) for the displacement u with λ = 46, belonging to the green
branch. Below the reduced basis error plot.
We just saw that the Reduced Basis method provides us a useful technique,
always based on a full order method (in this case is the Galerkin-Finite Element),
that allows us to obtain the same results, at the cost of a small error, but with a huge
amount of time saving. To be more precise we present in Table 3 a convergence
results: the error between the truth approximation and the reduced one as a function
of N . The error reported, EN = maxλ∈D | |uh(λ)−uN (λ)| |H10 (Ω) is the maximum of
the approximation error over a uniformly chosen test sample.
We highlight that we present here just the full order bifurcation diagrams since,
also in view of Table 3 and Figure 9, the reduced order one is exactly the same.
We remark that we did not implemented the Greedy algorithm here, because
a suitable extension of Brezzi-Rappaz-Raviart (BRR) theory for the a posteriori
error estimate would be needed [9, 35, 18, 12]. However, applying BRR theory at
reduced level is not straightforward and we leave it for further future investigation.
Finally, as regards computational times, a RB evaluation λ→ uN (λ) requires
just tRB = 100ms for N = 8; while the FE solution λ→ uh(λ) requires tFE = 8.17(s):
thus our RB online evaluation is just 1.22% of the FEM computational cost.
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N EN
1 6.61E+00
2 6.90E-01
3 7.81E-02
4 2.53E-02
5 1.88E-02
6 1.24E-02
7 9.02E-03
8 8.46E-03
Table 3: The reduced basis convergence with respect to the number of the basis N
for the square plate case.
Figure 10: Bifurcation diagram for the rectangular plate.
4.2 Rectangular plate test case
Now we analyze the case of the rectangular plate, where the domain is Ω =
[0,2]× [0,1]. A huge amount of computations led us to the bifurcation diagram in
Figure 10.
Now we have a different situation, in fact, varying the length of the domain,
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we obtained a new bifurcation and also the third one changed its properties. Note
that this sensitivity with respect to the dimension of the plate is the main reason
why we did not treat also L as a second geometrical parameter along with λ.
In this case, the solution start branching, as before, from the first ordered
eigenvalue λ2,1 ' 39.47. Obviously the number of the cells in the contour plot that
are formed strictly depends on the length of the domain, for example here the first
bifurcation is linked with the two cell configuration as shown in Figure 11.
We observed also a new bifurcation for λ value near 46.5, that is the one with
three cells corresponding to the eigenvalue λ3,1 ' 46.33, in Figure 12.
Finally, we comment the last, qualitatively different, buckling. As we note in
Figure 10, as before, we have a buckling for the λ value near to 61.68 but this
time the bifurcation is linked with two eigenvalues. In fact, for the rectangular
plate we have a double eigenvalue λ1,1 = λ4,1 that is the responsible of this double
bifurcation. In practice what we obtained is a point from which start branching
two sets of different solutions with one and four cells, respectively in Figure 13
and Figure 14.
Figure 11: Full order two cells so-
lution for the displacement u with
λ = 65 (blue branch).
Figure 12: Full order three cells
solution for the displacement u
with λ = 65 (cyan branch).
Figure 13: Full order one cell so-
lution for the displacement u with
λ = 65 (yellow branch).
Figure 14: Full order four cells
solution for the displacement u
with λ = 65 (red branch).
Same conclusions regarding the convergence error EN and computational sav-
ings can be established also in this case. Finally we show that, also for the rect-
angular plate, the RB method works well approximating efficiently the solution in
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Figure 15.
Figure 15: Comparison between the full order solution (on the left) and the reduced
order one (on the right) for the displacement u with λ = 65, belonging to the red
branch. Below the reduced basis error plot.
4.3 3-D bifurcation test case
In this last numerical result section we want to extend the previous analysis in
the case of two parameters, thus obtaining a 3-D bifurcation plot. Considering
again the same physical phenomenon, we aim at modelling a compression along
the shorter sides of the plate, which is no more uniform on that boundaries.
Interested in some practical applications of buckling plates in naval engineering,
we parametrized the shape of the compression using a new parameter ψ. In
fact, the shape of the compression is determined by the function h appearing in
(1) thus we can characterize the in-plane compression along ∂Ω generalizing the
corresponding term λuxx in (32) obtaining:{
∆2u+λdiv(σ∇u) = 0 , in Ω
u = ∆u = 0 , on ∂Ω
(35)
where σ : Ω→ R2×2, σ 6= 0 is the plane stress tensor field, which is assumed
to satisfy the equilibrium equation:{
σt = σ , in Ω
divσ = 0 , in Ω .
(36)
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The more general case can be studied, with the uni-axial non-uniform com-
pression given by the stress tensor
σ(ψ) =
[(
1−ψ y
L
)
0
0 0
]
,
where ψ ∈ [0,2] is the parameter that takes care of the linearly varying in-plane
load. Moreover, we can recover the standard case analyzed before by choosing
ψ = 0.
Here wewant to test the strategy developed in the previous sections in this more
complex case, where two parameters are involved in the bifurcation phenomenon.
Here we restrict ourself to the most physically relevant behaviour, i.e. the evolution
with respect to ψ of the first buckling, for the generalized system
∆2u+λdiv(σ(ψ)∇u) = [φ,u] , in Ω
∆2φ = −[u,u] , in Ω
u = ∆u = 0 , in ∂Ω
φ = ∆φ = 0 , in ∂Ω .
(37)
Now we can show some preliminary results on the behaviour of the first
buckling for the system (37). First of all we can observe in the Figure 16 the
3-D bifurcation plot for the square plate, in which we are describing the first
bifurcation point and the post-buckling behaviour, without loss of generality, for
each uniformly sampled ψ ∈ [0,2]. For the sake of clearness we show also in
Figure 17 the 2-D version of the 3-D plot just presented.
As we can see, the methodology presented in the previous section was able to
well detect in the reduced phase the first bifurcation points with respect to the new
parameter ψ just introduced. Moreover, we were able to capture correctly the post
buckling behaviour, with results validated by the former analysis with ψ = 0.
Finally we want to remark that here the necessity of the Reduced Order Models
is still more evident. In fact, considering only the full order problem, we have to
solve a huge linear system (as many times as the following nested iteration): for
each Newton step, for each λ in the parameter domain, for each (selected) ψ and
for each initial guess if one is interested on multiple branches.
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Figure 16: 3-D bifurcation diagram
for the square plate.
Figure 17: 2-D projected bifurcation
diagram for the square plate.
5 Future perspectives and developments
In this work we have presented a methodology to properly detect a bifurcation
phenomena at different levels, with the support of strong and consolidated theoret-
ical results and the help of computational reduction strategies, allowing to predict
efficiently the buckling. We showed the connection of these physical phenomena
with the eigenvalue problem, which is fundamental in dealing with different ge-
ometry or more complex applications. Several numerical tests were performed
confirming the strength of the reduced basis method and its reliability, also in
non-linear context. The recovery of eight of the possible solutions shows that,
approaching with complex non-linear problems, we need to rely on some backup
tool in order to verify that the solution we found is the one we are interested in.
Moreover, with this work we showed the consistency of the theoretical results with
the numerical ones, but also the necessity to investigate the reduction strategies to
apply this methodology on more complex, real applications. The extension of the
results for the multi parameter application could be also more relevant since the
increasing computational cost.
We plan to extend this work in different directions. The first one is towards
the Brezzi-Rappaz-Raviart theory providing the model with an “a posteriori error
estimate". Furthermore, we want to apply this methodology to other kind of
problems, such as in fluid structure interactionmodels, as well as in vibro-acoustics
and fluid mechanics frameworks. From the continuum mechanics point of view,
we are also interested in the study of different type of plate models, such as the
Saint Venant-Kirchhoff, as well as the extension toward the three dimensional
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Von Kármán equations.
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