Let θ(n) denote the number of permutations of {1, 2, . . . , n} that do not contain a 3-term arithmetic progression as a subsequence. Such permutations are known as 3-free permutations. We present a dynamic programming algorithm to count all 3-free permutations of {1, 2, . . . , n}. We use the output to extend and correct enumerative results in the literature for θ(n) from n = 20 out to n = 90 and use the new values to inductively improve existing bounds on θ(n).
Introduction and Results
Let n be a positive integer and let [n] denote the set {1, 2, . . . , n}. Let α = (a 1 , a 2 , . . . , a n ) be a permutation of [n] . Then α is a 3-free permutation if and only if, for every index j (1 ≤ j ≤ n), there do not exist indices i < j and k > j such that a i + a k = 2a j . Let θ(n) be the function that gives the number of 3-free permutations of [n] . Of course the value of θ(n) will be unchanged if we replace [n] with any set of n integers in arithmetic progression so we will hereafter use [n] when referring to θ(n). In 1973 Entringer and Jackson initiated the study of 3-free permutations by posing Problem 1 (Entringer and Jackson [5] ). Does every permutation of {0, 1, . . . , n} contain an arithmetic progression of at least three terms?
Three solutions (see [7] , [8] , [12] ) to Problem 1 showing that the answer is "No" along with comments [11] containing a table of values of θ(n) for 1 ≤ n ≤ 20 were published. The solutions of Odda [8] and Thomas [12] contained the first constructions for 3-free permutations. Odda describes how to construct one 3-free permutation for each n. Thomas devised a method to generate 2 n−1 3-free permutations for each n. Thomas's examples show that the sets of permutations his method generates aren't exhaustive.
The purpose of this note is to present an algorithm that counts the number of 3-free permutations of n consecutive integers for each n. We correct and extend the tables of known values of θ(n) out to n = 90 and improve upper and lower bounds by proving the following four results.
Theorem 2. For positive integers
Theorem 3. For positive integers n ≥ 36,
Theorem 4. For positive integers k ≥ 6 and n = 2 k ,
Theorem 5. For all positive integers n,
The existence of lim θ(n) 1/n as n → ∞ was identified in [9] as a key problem in the study of θ(n). It remains an open question although Theorems 2, 3 imply that the limit lies within the interval [c 1 , c 2 ] if it exists. The first author explored connections between 3-free permutations and Costas arrays in [2] , where slightly weaker versions of Theorems 2 and 3 were stated without proof.
For clarity, we comment here that we are not presenting any results on the related problem of evaluating and bounding the function r(n) giving the longest 3-free subsequence of the sequence 1, 2, . . . , n. The latest developments in solving that problem currently appear in [4] .
Some Results From the Literature on θ(n)
Davis, Entringer, Graham, and Simmons [3] established a number of bounds on the growth of θ(n) including the following: Theorem 6 (Davis, Entringer, Graham, and Simmons, [3] ). For positive integers n,
Theorem 7 (Davis, Entringer, Graham, and Simmons, [3] ). For n = 2 k , k ≥ 4,
Sharma's dissertation [10] is noteworthy in that it established the long-conjectured result that θ(n) has an exponential upper bound. Sharma used parity arguments to prove Theorem 8 (Sharma, [9] ). For each n ≥ 3,
The key result in [10] (and in the follow-up journal paper [9] as well as the book [13] ) he obtains from Theorem 8 is
Sharma also improved Thomas's strict, constructive lower bound of 2 n−1 for n > 5 by showing that:
Theorem 10 (Sharma, [9] ). For all positive integers n,
but LeSaulnier and Vijay were able to establish Theorem 11 (LeSaulnier and Vijay [6] ). For n ≥ 8,
In Section 5 we use Theorems 6 and 8 in inductive proofs of Theorems 2, 3, and 4 to improve Theorems 11, 9, and 7, respectively. We also rework Sharma's proof of Corollary 3.2.1 of [9] relying on Theorem 6 using our additional computed values of θ(n) to improve upon Theorem 10 for n ≥ 19.
Algorithm Descriptions
Recall from Section 1 that we write α = (a 1 , a 2 , . . . , a n ) for a permutation of [n]. For j = 1, 2, . . . , n, if we define
then the 3-free property of a permutation can be restated as saying that there do not exist a i ∈ T j and a k ∈ T j − {a j } such that a i + a k = 2a j . Further inspection of the 3-free property allows us to replace T j − {a j } with T j , because a k = a j would imply a i = a j (from a i + a k = 2a j ), but then a i would be in T j . If the 3-free property holds for all 1 ≤ j ≤ n, then α is a 3-free permutation. This suggests the following algorithm to generate 3-free permutations:
Backtracking algorithm to enumerate 3-free permutations Subroutine Enumerate Input: if |ρ| = n then 3:
else 5:
Enumerate((ρ, j)) In the subroutine Enumerate, the notation (ρ, j) on line 8 denotes the sequence obtained from appending the integer j to the sequence ρ. The main backtracking algorithm recursively generates the 3-free permutations one by one, so it could be of use in generating data from which new structural properties of 3-free permutations could be deduced. Clearly its running time is bounded below by θ(n). If we are interested in the number θ(n) of 3-free permutations and not the permutations themselves, we can speed up the counting process by using dynamic programming. Dynamic programming algorithms (see, for instance, [1] ) solve programs by combining solutions to subproblems. The subproblems can be dependent in that they have common subsubproblems.
A key observation is that the 3-free property of a permutation depends on the set of elements that have been used so far in building up that permutation. The exact ordering of those elements is not relevant. The dynamic programming algorithm recursively evaluates θ(n) using dynamic programming. It uses bitsets to keep track of which integers have not been placed in an effort to build up a 3-free permutation (a bitset is a sequence of zeros and ones.)
Dynamic programming algorithm to count 3-free permutations Subroutine Count Input: A bitset b of length n Output: The number θ(b) of 3-free permutations of [n] that begin with ρ, where ρ is any valid initial sequence that uses exactly the integers that b maps to 0. Note that if there is more than one such sequence, then they must give the same number, due to the 3-free property
if ∃(b, v) ∈ C for some v then ans ← 0 8: return Count ((1, 1, . . . , 1) ) (⊲) Bitset of n ones 4: end function
In the above algorithm, C denotes a set of pairs (b, v), where b is a bitset of length n and v is a non-negative integer. The set C is intended to be implemented by a data structure known as a "map". In our usage of C, the value of v for each b is θ(b).
. It takes O(n) time to check if the 3-free property is violated and it takes O(n) time to iterate over every element t in T . On the surface Algorithm 3 appears to require O(2 n ) memory to store θ(T ) for every subset T of [n] and the running time appears to be O(n 2 2 n ). However, it turns out that only a small percentage of the subsets of [n] are needed in the recurrence because most of them are not reachable due to a violation of the 3-free property. This helped us to tabulate θ(n) out to n = 90. The value of θ(90) has 31 digits.
Computational Enumerative Results
We pushed a Java implementation of the dynamic programming algorithm out to n = 90 and updated entry A003407 of the Online Encyclopedia of Integer Sequences (http://www.oeis.org/A003407) with the values in Table 1 . For n = 90, the fraction of subsets that had to be visited was only 254931123/( 2 90 ) ≈ 2.059 (10 −19 ).
Our Java implementation ran out of memory for n = 91. Algorithm 3 does not lend itself to parallelization due to the way it uses memory. Additional values of θ(n) can be obtained on computing platforms having additional memory, support for arbitrarily long integers, and adequate processing power.
Before our computations, there were at least 4 published tables of values of θ(n) for 1 ≤ n ≤ 20 although only two of these tables are correct. The very first table to appear is in [11] and claims that 73904 is the value of θ(15) but the correct value is θ(15) = 74904. For n = 17 the table in [9] claims that 360016 is the value of θ(17) but the correct value is θ(17) = 368016. The first twenty values of θ(n) listed above do agree with the table in [3] . The first 20 entries in entry A003407 were correct at the time we extended them.
Proofs
Theorems 2, 3, and 4 can be proven by induction:
Proof. To prove Theorem 2 it suffices, by Theorem 6, to prove θ(n) ≥ c n 2 for 42 ≤ n ≤ 83 and some constant c. Computation shows that the maximal such c is min(2θ(n)) 1/n = c 1 and occurs for n = 42.
Proof. To prove Theorem 3, we observe that, for 42 ≤ n ≤ 83, max(21θ(n)) 1 n = c 2 , and occurs for n = 64 so (3) holds for all n ∈ [42, 83]. That inequality (3) holds for 
all n ≥ 42 follows from using the fact that it holds for 42 ≤ n ≤ 83 as a basis for an inductive argument and from Theorem 8. Straightforward numerical investigation reveals that inequality (3) actually holds for n ≥ 36 (but not for n ≤ 35).
Proof. A proof of Theorem 4 follows by induction on k using Theorem 6.
To prove Theorem 5, we rework the reasoning of Section 3 of [9] through the proof of Corollary 3.2.1 using an exponential base α > 2 and the values of θ(n) in Table 1 . We obtain improved variants of Theorems 3.1 and 3.2 of [9] along the way. First note that:
(a) If for some positive integer n, θ(n) ≥ α n and θ(n+1) ≥ α n+1 then by Theorem 6, we have θ(2n) ≥ 2α 2n and θ(2n + 1) ≥ 2α 2n+1 . By computer verification and the data in Table 1 , we see that θ(n) ≥ α n for n ∈ [40, 79] for α = c 4 and that c 4 is the maximal such value. Thus, by (a), θ(n) ≥ 2α n for n ∈ [80, 159]. Applying (a) to this inequality yields θ(n) ≥ 8α n for n ∈ [160, 319]. An inductive argument allows us to prove the following improvement on Theorem 3.1 of [9] .
Theorem 12. For integers p ≥ 2 and α = c 4 ,
Proof. We know the statement is true for p = 2. Suppose the statement holds for all p ≤ l − 1. Then for n ∈ 5 × 2 l+1 , 5 × 2 l+2 − 1 if n is even, applying the inductive hypothesis to n 2 and using Theorem 6 verifies the theorem for n (similarly for n odd applying the induction hypothesis to n−1 2 and n+1 2 ). This verifies the statement for p = l as desired.
Next, we prove the following improvement over Theorem 3.2 of [9] . Theorem 13. For any fixed integer p ≥ 5 and α = c 4 ,
Proof. Consider the sequence a n = θ(n)
n and 2 p−2 − 1 ≥ p log 2 α for the intervals of n and p values). Similarly a 2n+1 ≥ a n+1 for all such n (proof is identical with the additional step of noting that (2n + 2) p+1 ≥ (2n + 1) p+1 ). Let γ = min a n for n ∈ 5 × 2 p+1 , 5 × 2 p+2 − 1 . Using the statements a 2n ≥ a n and a 2n+1 ≥ a n+1 recursively implies a n ≥ γ for all n ≥ 5 × 2 p+1 . Therefore θ(n) n p ×α n = n × a n ≥ n × γ for all n ≥ 5 × 2 p+1 and θ(n) n p ×α n clearly tends to ∞ as n → ∞ as desired.
We now prove Theorem 5.
Proof. Let a n = θ(n) n×α n . From the values of θ(n) in Table 1 we note that a n ≥ 1 40 for all n ∈ [40, 79]. Since θ(n) ≥ α n for all n ≥ 40 by Theorem 12, reasoning as in the proof of Theorem 13 lets us prove that a 2n ≥ a n and a 2n+1 ≥ a n+1 for all n ≥ 40. This proves that a n ≥ 1 40 for all positive integers n.
Conjecture
Define the function h(n) = log(θ(n + 1)) − log(θ(n)). Examining a plot of h(n) suggests 
