ABSTRACT In this paper, we present an efficient method for single image super-resolution based on the dense network. First, considering that the dense architectures reuse all the previous features in each layer and cause a huge memory overhead, we simplify the dense architecture and only reuse the hierarchical features in the reconstruct layer; therefore, the redundancy in dense architecture is reduced. Subsequently, since the information of the degraded low-resolution image is much less than the potential high-resolution image, we propose a non-degenerate layer to address the degeneracy problem caused by the loss of input information. In the non-degenerate layer, we introduce a skip connection to the linear transformation to eliminate the singularity and utilize an invertible nonlinear activation function to avoid the dead zone. In addition, the direct reconstruction scheme is adopted for efficient models, and the structural similarity is utilized for better human perception. The experiments show promising results in terms of quantitative and qualitative results, which indicates that our method is effective and superior.
I. INTRODUCTION
Single image super-resolution (SR) aims to predict a high-resolution (HR) image from a single low-resolution (LR) input image, which is widely used in remote sensing imaging, image compression, medical imaging, surveillance and lowresolution object detection, etc. [1] - [4] . The SR process is a highly ill-posed problem due to lots of solutions. Prior information about HR images is strongly needed for the stability of SR process.
In recent years, many learning-based SR methods have been devoted to learning priors from a set of images. The neighbor-embedding-based method [5] - [7] makes use of the local linear embedding to generate HR patches under the assumption that a LR patch and its corresponding HR patch lie on low-dimensional nonlinear manifolds with similar local geometry. The sparse prior is learned in the sparsecoding-based methods [8] - [10] by enforcing a similar sparse representation of the LR patch and its HR patch. Besides, Gu et al. [11] present a convolutional sparse coding
The associate editor coordinating the review of this manuscript and approving it for publication was Alireza Sadeghian. approach for SR. Through combing neighbor embedding and sparse coding, Timofte et al. propose an anchored neighborhood regression method (ANR) [12] . The improved version A+ [13] of ANR obtains the state-of-the-art performance by making better use of training data. In addition, probabilistic graphical model [14] , [15] and random forest [16] are also utilized to learn priors for image SR problem. Huang et al. [17] focus on a subspace view and develop an effective way via multiple mixture prior models. Hu et al. [18] use a cascade of linear regressor to fast model the relationship between high-and low-resolution images.
More recently, deep-learning-based methods have demonstrated the state-of-the-art performance. Deep learning methods learn prior knowledge via modeling a mapping from LR space to HR space on a large set of LR-HR image pairs. Dong et al. propose a super-resolution convolutional neural network (SRCNN) with three convolutional layers to predict a nonlinear LR-HR mapping. The sparse prior is encoded into a LISTA network by Wang et al. [19] , [20] , in which a cascade structure model is trained and the parameters are shared between different subnetworks. In [21] - [23] , the LR input is interpolated into HR space before feeding into the SR network. In order to build a faster convolutional SR model, Dong et al. [24] use the deconvolution and Shi et al. [25] use the sub-pixel convolution to upscale the feature size in the reconstruction module so that they can extract features in LR space. Due to the difficulty of training deep network, these models are still relatively shallow and the performance is limited. To break the limitation of model capacity, an effective method of training deep networks is urgently needed. Since the skip connection in residual network makes the training of very deep networks possible, the residual structure has been widely employed in deeplearning-based SR model. Kim et al. [22] present a very deep convolutional network (VDSR) for accurate HR image prediction, a residual structure and an extremely big learning rate are employed to ease the training process of deep model. After that, the residual learning is also utilized by Ledig et al. [26] to generate photo-realistic HR image. Besides, the residual structure is applied in almost every submission in the NTIRE2017 challenge [27] . In order to control the number of parameters, a deeply recursive convolutional network is proposed by Kim et al. [23] . Tai et al. [28] propose a deep recursive residual network in which the recursive module is introduced to compress the size of the model and different levels of skip connections are employed to ease the training. On the other hand, a combination of several subnetworks is employed in SR. Wang et al. [29] assemble two independent subnetworks where the shallow one stabilizes the training and the deep one enhances the accuracy. Similarly, Tang et al. [30] integrate a set of independent parallel subnetworks to learn different frequent information for SR. A cascade of convolutional networks is employed to progressively restore the HR image in [19] and [31] - [33] . A dilated network is used by Lu et al. [34] for efficient models. Hui et al. [35] combine an enhancement unit with a compression unit in a convolutional network to obtain fast and accurate models. Inspired by densely connected convolutional networks (DenseNet) [36] , Tong et al. [37] and Zhang et al. [38] introduce the dense connection to make full use of the hierarchical features. To generate more perceptual satisfactory HR images, Johnson et al. [39] utilize a pretrained deep model as a part of loss function, so that the SR model can produce more visual pleasing results than the pixel-wise loss. In addition to the pixel-wise loss and the pre-trained deep model, Ledig et al. [26] also use a deep adversarial model to construct their perceptual loss. Li et al. [40] train a dual-streams edge driven network and the visual quality is refined by the edge prior. Sajjadi et al. [41] focus on creating realistic textures to yield visual pleasing results.
The deep-learning-based SR methods have achieved impressive results. However, deep networks are hard to train as the supervised signal need to propagate a long path from the optimization target to the shallow layers. It is generally treated as the vanishing/exploding gradients problem [42] . The residual learning [43] is widely used in SR models to address the vanishing/exploding gradients problem. Since LR input and intermediate features are highly correlated to the corresponding HR image, it is beneficial to explicitly use LR and intermediate features for HR reconstruction. Nevertheless, residual architectures only use the features from the last layer for HR reconstruction. In dense architectures [37] , [38] , features from all the previous layers are reused by the following layer. Due to the reusing of features, shallow features can be directly supervised by the reconstruction error in dense architectures. However, Ma et al. [44] indicate that overly reusing features would introduce redundancy. Huang et al. [45] also support this point of view. Furthermore, Pleiss et al. [46] find that this kind of architectures requires a large capacity memory.
To build an efficient global architecture, in this work, we simplify the dense architecture and only reuse the hierarchical features in the reconstruct layer. In other words, we concatenate LR input and all the hierarchical features from different levels of depth together to reconstruct HR image. In this way, all the hierarchical features are fully utilized for HR reconstruction, in which all the hierarchical features can be fully supervised by the reconstruction error without a residual connection. In addition, the features are only reused for reconstruction, which enable to train models on resource limited devices. We are failed to train a large dense network for SR on devices without bulk memory while we can train our models using less than 2GB memory.
Secondly, we introduce a local structure named nondegenerate layer into our model. It is found in many applications that the performance degrades when the depth of network is increased. He et al. [43] and Orhan [47] have explained that it is caused by the degeneracy problem. We explain the degeneracy problem in SR as the progressive loss of input information. Since the information of degraded LR input is much less than the potential HR image, deficient information for reconstruction will decrease the performance of SR model. To prevent the loss of information and preserve the nonlinearity, we propose a non-degenerate layer in the local structure of our SR model. In the non-degenerate layer, we introduce a skip connection to the linear transformation to eliminate the singularity and utilize an invertible nonlinear activation function to avoid the saturation region.
Shi et al. [25] and Dong et al. [24] originally propose to extract features in LR space and then directly reconstruct LR features to HR image in a one-step way. The following state-of-the-art works reconstruct HR image in a two-step way where the LR features are firstly mapped to HR space and the HR features are then reconstructed to the HR image. We compare the two methods in terms of computational cost and model size. We find that the one-step way is much more efficient than the two-step way.
In addition, we believe that a more robust model can be obtained with more prior knowledge. Minimizing a pixelwise loss will result in a solution that is poorly correlated with human perceptual systems [48] , [49] . An image quality assessment structural similarity (SSIM) index [50] is proposed based on the observation that the human perceptual system is sensitive to local structure. Following Zhao et al. [51] , we combine L 1 loss with SSIM as our optimization target. Since more reasonable prior is given, the model can obtain a more robust result.
The remainder of this paper is organized as follows. Section II briefly introduces the related work. Our new method is provided in Section III. In Section IV, extensive experiments are presented and the results are reported. Conclusions are drawn in Section V. The code is available at https://github.com/tzm1003306213/SDNND.
II. RELATED BACKGROUND A. GLOBAL STRUCTURE
In general, a SR convolutional network consists of a feature extraction subnetwork and a reconstruction layer to generate the HR image from the feature space. There are mainly two popular types of global architectures, the plain architecture ( Fig. 1(a) ) and the residual architecture ( Fig. 1(b)) 
1) PLAIN ARCHITECTURE
In a plain deep network, the feature extraction subnetwork typically consists of many stacked layers, as illustrated in Fig. 1(a) . The l-th layer applies a transformation F l on its input x l to produce its output x l+1 . A plain deep network can be described as:
where Recon is a reconstruction module that is utilized to reconstruct the HR image from feature space. Denoting the loss function as L, the gradient ∂L ∂x l can be calculated using the chain rule:
It shows that the gradient needs to propagate a very long path from reconstruction error to shallow layers, which leads to an inefficient and ineffective training of the shallow layers.
2) RESIDUAL ARCHITECTURE
To ease the training of deep networks, He et al. [43] , [52] present the residual learning. It have been widely applied in many fields including SR. The residual architecture is the same as the plain network in global structure. It can be treated that the local convolutional layers in plain architecture are replaced by residual blocks, which is illustrated as Fig. 1(b) . The global residual architecture [22] , only has one residual block and the block is composed by a stack of convolutional layers. Each residual block can be expressed in a general form:
where x l and x l+1 are input and output of the this block respectively, and R l is a local residual component. The residual architecture can be described as:
The gradient of loss L with respect to x l in residual architecture can be computed as:
Equation (5) indicates that the global residual architecture leads to a nice gradient for each block. The gradient can be decomposed into two additive terms:
The first term implies the reconstruction error can almost directly propagates to shallow layers. It ensures that the gradients of shallow layers do not vanish even though in a very deep network.
B. LOCAL STRUCTURE
In plain architectures, the local transformation F l is always a convolutional layer. A convolutional layer consists of a convolution operation and a nonlinear activation function, which is parameterized by a convolutional kernel k l and a bias term b l . It can be formulated as:
where * denotes the convolution operation and ReLU is the rectified linear unit. In residual architectures, the local residual block can be a convolutional layer or a local subnetwork.
C. RECONSTRUCTION MODULE
In most previous deep-learning-based SR methods, such as SRCNN [53] , VDSR [22] , DRCN [23] DRRN [28] and MemNet [54] , bicubic interpolation is used to upscale the LR input image into HR space. Next, the interpolated input is fed into the SR model. Since the features is extracted in HR space, the reconstruction module in these works is just a convolutional layer.
Since processing features in HR space is computationally expensive, Shi et al. [25] and Dong et al. [24] extract features in LR space and upscale LR features to HR space at the end of SR network. Stride deconvolution [55] is a commonly used approach to upscale LR features to HR space. Deconvolution can be considered as the inverse operation of convolution. It works by swapping the forward and backward passes of a convolutional layer. The stride of deconvolution is equal to the upscaling factor. The recent works [26] , [30] , [37] , [38] have a two-step reconstruction process, a deconvolution to upscale LR features to HR space and a convolution to restore the HR image.
D. LOSS FUNCTION
In previous works, L 2 loss is the mostly used optimization target for SR model training. Given a training dataset
, where N is the number of training pairs and {I LR i , I G i } are the i-th LR and ground truth HR patch pair. The L 2 loss function is calculated as:
III. THE PROPOSED METHOD A. THE SIMPLIFIED DENSE ARCHITECTURE
Dense architectures can build high efficient models via reusing all the previous features. Considering that it requests a huge memory overhead, we simplify the dense network by only reuse features in the reconstruction layer to build a more memory efficient architecture. In this subsection, we will analyze the propagation formulations and the efficiency of the simplified dense network. We concatenate the input image I LR and all the features from a deep feature extraction network together,
, to generate the HR output. The simplified dense network can be formulated as:
The gradient of loss L with respect to x l has the following form:
Like Equation (6), the gradient can also expressed as two additive terms. The supervised signal consists of a direct term and a long-term dependence term. Unlike (6), the direct term of (10)
is related to x l while the direct term of (6)
is related to x L . Firstly, the simplified dense architecture can make full use of the hierarchical features to recover the HR output. Secondly, The supervised signal can directly supervise the features from all levels of depth, not just the last layer. Besides, the features are not reused in all layers and bulk memory is not needed. These reasons would lead to an efficient global architecture for SR.
B. NON-DEGENERATE LAYER
In this subsection, we introduce an effective local structure to deal with the degeneracy problem in SR. Since the LR input is degraded from its latent HR, the information of LR is insufficient to reconstruct accurate HR image. The progressive information loss in the deep feature extraction network might cause a performance drop. Zhang et al. [56] show that most convolutional layers would cause information loss through an information theoretic view. Orhan [47] explain that the difficulty of training deep network is mainly due to the degeneracy problem. The degeneracy problem is largely due to the loss of information. We ascribe degeneracy to the singularity of linear transformation and the dead zone in ReLU, as they might cause information loss and therefore result in performance degradation. The singularity would lead to consistent deactivation of nodes and decrease the effective representation dimension of deep features. The widely used nonlinearity ReLU is developed for image recognition, but not for image restoration. ReLU ignores the negative activations which also causes an information loss of features. Therefore, we propose a non-degenerate layer to avoid information loss in the linear transformation and the nonlinear activation function.
Orhan and Pitkow [57] explain that residual connections can eliminate singularities. Inspired by their work, we introduce the skip connection into the linear transformation to eliminate singularity, i.e.we connect the input to the output for each convolutional layer before nonlinear activation. Connecting the input to the output of nonlinear activation can also eliminate the singularity, but it will reduce the nonlinearity since the nonlinear activation is skipped by the residual connection.
Following Lai et al. [32] , we adopt the Leaky ReLU as our nonlinear activation function which is invertible and have no dead zone. Leaky ReLU is formulated as:
where a is the pre-activation produced by convolution operation. If β = 0, the Leaky ReLU degrades to ReLU. If β is in the interval (0, 1), Leaky ReLU is a nonlinear invertible function without information loss. Leaky ReLU avoids the dead zone in ReLU and facilitates the propagation of supervised signal, which might enhances the performance of model. A convolutional layer in the work of Lai et al. [32] can be formulated as:
where k l is the convolutional kernel of the l-th layer, b is the bias term. The layer can be illustrated as Fig. 2(a) . The proposed non-degenerate layer can be expressed as: where bias term is not used in this work. The non-degenerate layer can be illustrated as Fig. 2(b) . The proposed local structure can learn a non-degenerate nonlinear transformation and keep as much information as possible for HR image reconstruction. While the conventional local transformation (7) is degenerate due to the singularity of convolution and the dead zone of ReLU.
C. RECONSTRUCTION MODULE
Following Dong et al. [24] , we directly use a deconvolutional layer to reconstruct HR image from LR features. We find that the two-step reconstruction method, upscaling LR feature firstly and then reconstructing HR image from HR features, is inefficient compared to direct way.
Suppose M (i) is the number of input feature, the spatial size of input feature is H × W , the convolution stride is s, the number of output features is M (o) , and the spatial size of convolutional kernel is K × K . The computational cost of a convolutional layer can be described by the number of multiply-add operations (mult-adds). The number of multadds is:
The number of parameters in this layer is:
In a deconvolutional layer, we can get the computational cost in the same way by swapping the input and the output. It is obvious that the computational cost in LR feature space is s 2 times less than in HR feature space. The parameters of a deconvolutional layer can be calculated in the same way as a convolutional layer.
As described in (14) and (15), the two-step scheme has M (o) times of computational cost and parameters in upscaling the feature size compared to the one-step scheme. Besides, the two-step approach has an extra HR convolutional layer which is also computationally expensive. Although it can enhance the performance a little, we find it is extremely uneconomical through experiments. Therefore, we directly reconstruct HR image from the LR features.
D. LOSS FUNCTION WITH PERCEPTUAL PRIOR
In general, the optimization target of supervised image restoration algorithms is the minimization of L 2 loss between VOLUME 7, 2019 ground truth and reconstructed output. However, L 2 loss is not good at capturing perceptual differences as it is defined by pixel-wise image differences [39] , [50] . Besides, Lim et al. [58] experimentally demonstrate that training with L 2 loss is not a good choice and the L 1 loss is suggested. Further, Wang et al. [50] propose a perceptual measurement named structural similarity (SSIM) index. Therefore, we chose L 1 loss and utilize SSIM as an additional prior to train a more robust model. Given a training dataset
, where N is the number of training pairs and {I LR i , I G i } are the i-th LR and ground truth HR patch pair. The loss function of our model can be expressed as:
where λ balances SSIM and reconstruction error. In order to simplify the implementation of SSIM, we use a 3 × 3 block filtering to approximates the original Gaussian filtering in SSIM.
The meaning of the second term is the dissimilarity between I G i and I HR i . The range of SSIM is −1 to 1, and the smaller of the SSIM the great of the loss. On one hand, we would like to convert the range of the term to values between 0 and 1. On the other hand, we would like to minimize the dissimilarity of I G i and I HR i when performing optimization, i.e. SSIM needs to be added with a minus sign. So, we convert SSIM to
For convenience, we name our method as simplified dense network with non-degenerate layer and abbreviate it as SDNND.
IV. EXPERIMENTS
In this section, we conduct extensive experiments to evaluate the effectiveness of the proposed method. A description of benchmarks and an introduction of the implementation details is firstly given. The effectiveness and efficiency of our method are then analyzed through extensive experiments. After that, comparisons with state-of-the-art methods are presented.
A. BENCHMARKS
The training data of NTIRE 2017 [59] , which contains 800 diverse 2K resolution images, is used to train all the models in this work. LR images are obtained through bicubic downsampling by MATLAB. We randomly extract LR-HR patch pairs for training.
We perform evaluation experiments on widely used datasets including Set5 [6] , Set14 [10] , B100 [60] and Urban100 [61] . These datasets contain 5, 14, 100 and 100 images respectively. These images are distinct from the training data.
We utilize peak signal to noise ratio (PSNR) and SSIM as metrics for quantitative evaluation. SR reconstruction is performed on the luminance channel in YCbCr color space.
All the criteria are calculated on luminance channel after shaving the boundary in the same way of literatures [21] , [22] . For displaying, the chrominance channels are obtained by bicubically interpolating the corresponding channels of LR.
B. EXPERIMENTAL SETUP
The performance of SR factors of 2, 3 and 4 are evaluated. All the convolutional kernel have a size of 3 × 3. All the convolutional layers are followed by a Leaky ReLU nonlinear activation where β is set to 0.2. In deconvolutional layer, the upscaling filter sizes are 4 × 4, 7 × 7 and 8 × 8 corresponding to upscaling factors of 2, 3 and 4, respectively.
A mini-batch of 64 LR-HR patch pairs is extracted for training. Adam [62] is used for updating parameters with an initial learning rate of 0.0001 and divided by 2 when the error plateaus. All the models are iteratively optimized until converging using the PyTorch 1 on three GTX 1080Ti GPU and an Intel E5-2650 CPU 2.3 GHz.
In comparative experiments with state-of-the-art methods, the depth and width of feature extraction subnetwork is set to 40 and 128, λ in the robust loss function is set to 0.1. In this work, depth refers to the number of convolutional layers, and width refers to the number of features in each convolutional layer. Except for the comparative experiments, we use L 2 loss to train the models for a simple implementation.
C. MODEL ANALYSIS
In this subsection, the effectiveness and efficiency of our model are analyzed through extensive experiments.
1) SIMPLIFIED DENSE NETWORK AND NON-DEGENERATE LAYER
We perform a series of comparative experiments on SR ×2 to clearly investigate the effectiveness and efficiency of the simplified dense architecture and the non-degenerate layer. We mainly change the depth of different architectures and evaluate their performance. We set a width of 64 for all of these architectures.
As illustrated in Fig. 3 , the performance of simplified dense architectures, 'Simplified', 'Simplified & Post-residual' and 'Simplified & Pre-residual', have better performance than other architectures on both Set5 and Set14 in most cases. Due to the loss of input information, the performance will degrade when the depth is too deep in the plain network, the degenerate simplified dense network ('Simplified') and the global residual structure ('Global residul'). Even though the shortcut connection is used in the global residual network, no sufficient input memory can be propagated to the output of the feature extraction subnetwork, which still leads to performance degradation. It can be observed that the degeneracy problem does not happen when networks are relatively shallow. We think that it is caused by the redundancy since the number of features is much greater than the input and most of the input information is delivered to the output. For the non-degenerate architectures, 'Residual', 'Simplified & Postresidual' and 'Simplified & pre-residual', where residual connections are used, the degeneracy problem is not happening. This is because the non-degenerate architectures can deliver enough input information to the output even in extremely deep networks. As shown in Fig. 3 , connecting the input to the output of nonlinear activation ('Simplified & Post-residual') is inferior to connecting input to the input of nonlinearity ('Simplified & Pre-residual'). For this phenomenon, we think the reason may be that the nonlinear function is skipped and the nonlinearity of models is reduced. Because of the high efficiency of the simplified dense architecture and the nondegeneracy of the non-degenerate layer, our method outperforms architectures and the performance of our method grows better when the depth is increased.
We conduct experiments to compare the efficiency of our method with state-of-the-art methods, such as SRResNet [26] , EDSR [58] and SRDenseNet [37] . Upscaling factor ×4 is evaluated. Fig. 4 shows the model size and performance for different networks. As shown in Fig. 4 , although SRResNet is trained by 350,000 images from ImageNet, our method achieves almost the same PSNR when using the same scale of parameters. EDSR and SRResNet is trained by color images while most recent state-of-theart methods are trained and evaluated on gray images. Color image can provide more information for SR models which might enhance the performance. Our method can deliver close or higher PSNR compared to SRResNet, SRDenseNet and our implemented dense architecture. The efficiency of our method benefits from the efficient global structure, local structure, direct reconstruct module and the perceptual prior. One of the goals of this work is to reduce the memory footprint of dense architecture. Fig. 4 shows that our simplified architecture uses less training memory and achieves better PSNR than dense architecture when using the same scale of parameters. We think the reason is that reusing features at every layer bring unnecessary redundancy and it is reduced in our simplified dense architecture.
To better understand the property of degeneracy, we perform a set of experiments of SR ×2 on different skip schemes and different nonlinear activation functions. The depth and width of feature extraction subnetwork are set to 15 and 64. As shown in Table 1 , residual connections obtain better results than non-residual connection, and pre-residual connection delivers better performance than post-residual connection in most cases. Residual connections facilitate the input memory propagate to output, which promote a better performance. The post-residual connection is not good as pre-residual connection, which might be caused by that the activation function is skipped and the non-linearity is reduced. Networks activated by Leaky ReLU achieve the best results. The dead zone in the negative part of ReLU leads to an information loss which might limit the predicted accuracy in image restoration tasks. Although sigmoid and tanh is invertible, they will become saturated when the input value is large, which would lead to the vanishing gradient problem [42] in the training stage. Therefore, we adopt the pre-residual scheme and Leaky ReLU to build the non-degenerate layer.
We conduct experiments to investigate the effect of our non-degenerate layer on different architectures. Since residual architecture is non-degenerate, we do not need add non-degenerate layer. Therefore, the comparison of residual network is not contained. The depth of dense architecture is set to 10 for fast training and matching the parameter scale of other architectures. As shown in Table 2 , non-degenerate layer can significantly enhance the performance on plain and our simplified dense architecture. While the effect is not obvious on dense architecture. We think that degeneracy will not happen in dense architecture since the features are reused in every layer and do not lose input information. The nondegenerate layer can be widely used on degenerate architectures and enhances performance with no extra parameters. Fig. 5 demonstrates the effect of width on our simplified dense architecture. The depth of the feature extraction subnetwork is fixed to 11 layers, only the width is changed. We find that the accuracy increases as the width increases. The accuracy only increases little when the width is larger than 100. With the width become larger, the capacity of the model will become larger. As a result, wider models can learn more prior and achieve better accuracy. 
2) THE EFFECT OF WIDTH

3) THE EFFICIENCY OF RECONSTRUCTION MODULE
To understand the complexity of different reconstruction schemes, we conduct a set of experiments to study the relation between the PSNR performance and the model complexity on the two reconstruction schemes. Only SR ×4 is evaluated. The total number of mult-adds on Set5 [6] and the number of parameters are evaluated as the complexity. We can find from Fig. 6 that direct reconstructing HR image from LR features is much efficient than the two-step reconstruction method. The direct reconstruction method spends much less computational cost and parameters, but it obtains a better PSNR accuracy. From Fig. 6, Fig. 3 and Section IV-C.1, we can find that the dominating factor of performance is the depth of feature extraction subnetwork. Although the two-step reconstruction scheme delivers a better result when using the same depth, it takes too much computational cost. Therefore, the one-step reconstruction method is adopted in this work. 
4) PERCEPTUAL PRIOR
In order to verify the effectiveness of our loss function and choose a reasonable λ for our loss function Equation (16), we train different values of λ for ×2 SR and evaluate the performance of PSNR and SSIM. The depth and width of feature extraction subnetwork are set to 11 and 64 for each model. As illustrated in Fig. 7 , the bigger the coefficient λ is, the bigger the SSIM index is. There is a drop trend on PSNR when λ increases. We can find from Fig. 7 that it has a satisfactory performance of SSIM and PSNR on both Set5 and Set14 when λ is set between 0.05 and 0.3. We empirically set λ to 0.1 in this work.
In addition, we compare our loss function with other losses such as, SSIM, L 1 , L 2 and Charbonnier penalty function used by Lai et al. [32] . As shown in Table 3 , the model trained by our loss function achieves the best PSNR on both Set5 and Set14 and the best SSIM index on Set5 because more prior is considered in our loss function. SSIM aims to capture the local structure similarity, so it obtains the best SSIM and a bad PSNR. Loss function L 1 , L 2 and Charbonnier are pixelwisely calculated. They are not good at capture the structure information in images.
D. COMPARISONS WITH STATE-OF-THE-ART APPROACHES
To illustrate the effectiveness of our SDNND model, extensive comparisons with state-of-the-art single image SR methods are presented, including A+ [13] , SelfEx [61] , SRCNN [53] , VDSR [22] , DRCN [23] , LapSRN [32] , TABLE 4. The comparisons with stat-of-the-art methods. The red and blue numbers indicate the best and the second performance. 1 The results are carefully copied from the original papers. 2 The results are carefully copied from the original papers. Only upscale factor ×4 is provided by these papers. (c) A+ [13] . (d) SelfEx [61] . (e) SRCNN [53] . (f) VDSR [22] . (g) DRCN [23] . (h) LapSRN [32] . (i) DRRN [28] . (j) SDNND (Ours).
DRRN [28] , MemNet [54] , SRResNet [26] , EDSR [58] , SRDenseNet [37] , EnhanceNet [41] , IDN [35] and DSRN [63] .
The quantitative results on the four benchmark datasets for three upscale factors of 2, 3 and 4 are summarized in Table 4 . Since SRResNet [26] , SRDenseNet [37] and EnhanceNet [41] provide no executable models and only report the SR result of upscale factor 4, we only compare our ×4 model with them. Our proposed SDNND achieves the second PSNR and SSIM in most cases. EDSR [58] obtains the best results in most cases. It is worth note that most stateof-the-art works are trained by gray images, while SRResNet and EDSR are trained by color images, more information is given in this way. Besides, EDSR takes about 43M parameters while our method only uses 6M parameters in SR . SRResNet obtains the best SSIM in SR ×4, we think the reason is that it is trained on 350,000 images. Although the recent state-of-the-art method SRDenseNet [37] have nearly 68M parameters and trained on 50,000 images from ImageNet, our method still outperforms it by 0.11 dB average on the four datasets. We can further improve the performance using a deeper and wider network.
The qualitatively visual comparisons of different methods are given in Fig. 8 , Fig. 9 and Fig. 10 . Since we do not have the executable codes or SR results of MemNet, SRDenseNet and EnhanceNet, their visual results are not provided in the figures. Our proposed SDNND can accurately and clearly restores the texture patterns and structures. It can be observed that our SDNND provides the clearest text in Fig. 8 compared to other methods. Only our method can predict clear grids of the wall in Fig. 9 while other methods generate very blurry results. In Fig. 10 , only our SDNND is able to reconstruct the right texture on the body of the bird.
V. CONCLUSION
In this paper, we propose a new method SDNND for modeling the SR reconstruction process. The redundancy in the dense architecture is reduced by simplifying the feature reusing way. The simplified dense network is a memory efficient variant of dense network and it is demonstrated as a highly efficient global architecture. Since the singularity is eliminated by the skip connection applied in the linear transformation and the adopted nonlinearity is invertible, a nondegenerate layer is established and lead to a more effective local structure without extra parameters. Next, the direct reconstruction scheme is adopted for efficient models and the structure similarity is utilized for better results. Additionally, extensive experiments show the effectiveness and efficiency of our proposed SDNND. In future work, we will extend our SDNND to other image restoration problems.
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