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Specular reflected light techniques, including both single wavelength and spectroscopic versions of ellipsometry and reflectometry, 
have been used for both etch and growth rate control. However, use of these techniques for process control on products has been lim- 
ited due to the problems inherent in the analysis of refected light from patterned structures. In this paper, we examine techniques for 
the quantitative analysis of data from both highly regular grating structures and from patterns with low local order. We find good 
quantitative agreement of vector diffraction theory to specular reflection data. We conclude that there is significant promise for the use 
of specular techniques for in situ monitoring of topography provided that computational speed issues can be improved. 
Introduction 
High accuracy, high speed, non-invasive wafer state 
monitors are important for advanced semiconductor process 
development and control. Reflected light measurements 
have proven to be very successful for in situ monitoring, 
endpoint detection, and feedback control of vacuum proc- 
esses on unpatterned substrates. Single wavelength and 
spectroscopic ellipsometry (1), laser and spectral reflecto- 
metry (2,3), and related methods have all been used to dem- 
onstrate monitoring accuracies in the ~lnm or better range. 
However, applications of these methods in actual produc- 
tion have been very limited due to the problems inherent in 
monitoring patterned structures. Laser reflectometry (4) and 
laser ellipsometry (5) have been used in some patterned 
structure monitoring and endpoint detection applications. 
Recent success in the use of multi-wavelength ellipsometry 
to monitor and control high density reactive ion etching of 
digital circuit structures with long pattern repeat distances 
has been achieved using a scalar theory for modeling the 
polarization dependent reflection problem (6). However, as 
expected, these scalar methods are inaccurate on periodic 
patterns due to strong diffraction effects. Some initial ef- 
forts have been made to experimentally and theoretically 
examine ellipsometry data from gratings (7,8,9). However, 
quantitative analyses have been limited. 
Ex situ applications of diffraction-based measurements 
(scatterometry) have shown that accurate critical dimen- 
sions, thickness, and sidewall shapes can be obtained by 
analyzing the specular and higher order diffraction intensi- 
ties vs. angle of incidence (10) or by analyzing the relative 
intensity of several diffracted orders at a single angle of 
incidence (11). However, for in situ applications, it is often 
only possible to obtain specular reflection information at a 
single angle of incidence. In this paper, we will present re- 
sults on applications of scalar models and vector diffraction 
theory to the analysis of both spectroscopic ellipsometry 
(SE), and spectral reflectometry (SR) data from patterned 
structures. Strong potential of specular measurements for 
topographic monitoring is indicated. 
Experiments 
We fabricated two types of experimental samples for 
tests of reflection models. 
The first was a set of relief grating etched in (100) orien- 
tation single crystal Si wafers. Gratings with nominally 
equal lines and spaces were fabricated with periods of 2, 4, 
and 10 gin. The grating areas were 2.5 x 2.5 ram. They 
were etched by first patterning approximately 1.3 gm of 
Shipley 1813 photoresist using contact photolithography. 
The patterns were then etched using a Lam 9400 SE TCP 
high-density plasma etch tool. The etch conditions were: 10 
mTorr pressure, an etch gas mixture of CL: (100 sccm) and 
HBr (100 seem), a TCP power of 350 W, and a bias power 
of 160W. With this recipe, the etch rate is approximately 
0.4 ~m/min. Six wafers were etched to different depths (ap- 
proximatelyl00 to 600 nm in 100 nm increments) by 
changing the etching time. Due to time limitations, we con- 
centrated our analysis efforts on the 500nm deep grating. 
We used the other wafers to simulate in situ data from the 
etching process. Post-etch cross-section scanning electron 
microscopy (SEM) was used to evaluate the line structure 
profile on the 500 nm sample (shown in Figure 1). There is 
no visible surface roughness and the lineshapes can be 
modeled as trapezoidal. There appears to be some concave- 
down rounding of the bottoms of the grating. This may have 
some influence on the results of our attempts to fit optical 
data from these structures. 
Figure 1. Cross-sectional view of 4 gm period Si relief grating. 
We estimate the structure as: period=3.96 gm, top linewidth = 2.2 
p.m, depth = 0.52 p.m, and wall angle = 73.9 °. 
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The second set of samples was a set of aSi:H on Cr on 
glass samples from our flat panel display efforts. The sam- 
ples contain no array structures within each die. The die are 
square and have a repeat distance of about 360 gm. Ap- 
proximately 100 nm of Cr was deposited by magnetron 
sputtering on Coming 1737F glass substrates. The aSi:H 
was deposited using a PlasmaTherm Clusterlock 7000 
PECVD chamber. The aSi:H patterns were etched using 
conventional photolithography and selective wet chemical 
etching. 
All SE and SR measurements were performed on a Sopra 
GESP-5 spectroscopic ellipsometer/photometer system. The 
rotating polarizer ellipsometric measurements were per- 
formed in the tracking analyzer mode. For grating meas- 
urements at an angle of incidence of 75 ° , focusing optics 
were used to reduce the spot size so that only the grating 
was measured. For near-normal ellipsometry and reflecto- 
metry, an aperture was used to reduce the spot size. For 
measurements of the aSi:H samples, the full spot size of the 
instrument was used. Polarization-dependent reflectometry 
measurements were conducted in a double beam mode with 
a straight-through calibration of the instrument before each 
measurement. 
Modeling and Simulation 
For scalar analysis, we are using the modified Heimann 
approach (4) of the Lucent group (6). For diffraction analy- 
sis, we are using both commercial grating simulation soft- 
ware (12) which uses the rigorous coupled wave analysis 
(RCWA) method (13) and our own software which uses a 
surface integral equation (SIE) method (14). 
The scalar model assumes that the profile of a patterned 
wafer is divided into separate uniform thin film regions. The 
total reflection coefficient of the structure is calculated as a 
complex combination of the individual reflection coeffi- 
cients from the different regions, i.e., 
u )  Pi 
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where Rpi and R~ i are the reflectances in the p and s polari- 
zation corresponding to the i-th region. The nonnegative 
real number af~ is the area fraction of the i-th region. In Eq. 
(1), 6, is the thickness of a layer of vacuum added on top of 
the i-th region to consider the phase lag due to the different 
heights of the stacks. Now, as usual, the ratio of Rp and R~ 
determines p = tan(~)e J~ . The coefficients Rpi and Rs i are 
well-known nonlinear functions of the thickness of the lay- 
ers in each stack (15). The computational load of this model 
is equivalent to the requirements of four different models 
for blanket wafers and is negligible compared with the 
vector diffraction models. 
The RCWA algorithm finds a set of inhomogeneous 
plane waves which approximate the exact solution of the 
Maxwell's equation boundary value problem defined by the 
grating. The set of differential equations is solved with 
standard difference equation - eigenmatrix methods. Arbi- 
trarily complex grating line profiles are approximated with 
discrete slices. The number of slices, s, and the number of 
plane waves (the order of algorithm, N) determines the 
computation time/wavelength point and simulation preci- 
sion. A 2(N+l)s x 2(N+l)s matrix problem is created, but 
can be solved relatively efficiently due to the 4s x 2s block 
diagonal character of the matrix. For ellipsometry simula- 
tions, the complex s- and p-polarization fields were first 
computed and the tan(~) and cos(A) quantities were com- 
puted from these fields. In all our RCWA simulations, we 
used 10 slices to approximate the grating profiles. One 
limitation of the current software is that it will not use point- 
wise optical refraction indexes. To overcome this difficulty, 
we fitted silicon's n and k by a 10 th order polynomial (the 
maximum the software allowed). This introduced about 3% 
error in the worst region. The order, N, for our simulations 
was determined on the basis of energy conservation, and 
was typically in the range of 45-65. Our typical run times 
were on the order of 2.1-5.4 minutes/wavelength on a 300 
MHz Pentium II TM system (so that a 100 wavelength SE 
simulation for a given structure could take up to 9 hours). 
Parallel computation can offer great time advantages but 
was not pursued in this initial effort. 
The SIE algorithm uses a number of surface current 
filaments placed at the boundary between two media (air 
and Si in our case). By utilizing the equivalence theorem (a 
generalization of Huygen's Principle) and a two- 
dimensional periodic Green's function as a kernel, the dif- 
fracted field above and below the Si surface can be convo- 
luted to form a single integral equation. By matching 
boundary conditions, the continuity of tangential compo- 
nents of both the E and H fields, the amplitude and phase of 
each surface current filament can be solved. The field of 
each diffraction mode can then be evaluated by the interfer- 
ence from these secondary filament sources. The typical 
execution times for this algorithm were 1.3 min- 
utes/wavelength using 16 filament/(wavelength spacing on 
the grating) on a Sun Ultra Sparc 1 workstation. 
In comparison with RCWA, the SIE approach uses 
fewer unknowns, and thus reduces the size of the variable 
matrix. Also, the most time-consuming part in the SIE algo- 
rithm, the evaluation of the periodic Green's function, must 
only be calculate once for both s and p polarization. There- 
fore, this method is much more computationally efficient 
than RCWA. To date, we have only been successful in ap- 
plying the SIE model to the normal incidence case. A pro- 
gram including oblique incidence is under development and 
will be reported in a future publication. 
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Experimental Results 
For the scalar analysis of the aSi:H/Cr/glass samples, the 
structure was divided into two thin film regions. We have 
included a native SiO2 layer on top of the wafer. In addi- 
tion, based on SE measurements of unpatterned aSi:H films 
on these substrates, we have inserted a thin surface rough- 
ness layer between the aSi:H and the Cr substrate. The re- 
fractive index of this layer was calculated with Brugge- 
man's effective media approximation using 50% of amor- 
phous silicon and 50% of Cr. 
We have measured tan(Y) and cos(A) at an angle of inci- 
dence of 75 ° . The cost function used to fit the model was as 
follows: 
~t(t""(w)-t""(q')/2+((co~(~)-co~(~)e+ ] (2) 
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where tan(' i  ~ ) and cos(A) are the estimates given by the 
model. The behavior of the patterned sample in the short 
wavelength range is very similar to bare Cr. Hence, we 
needed to include in Eq. (2) the error in the derivatives to 
force the model to fit the oscillations observed in the long 
wavelengths. These oscillations are not present in the bare 
Cr, and they are a distinctive characteristic of the patterned 
structure. Figure 2 shows the results of this procedure. 
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Figure 2. Measured SE data and fit of the scalar model for the 
aSi:H test structure. Model parameters: region l- 10.96% (94.52/~ 
SiO2 / 2888.42~ a-Si / 197.09,~ roughness / Cr); region2- 89.04% 
(8.89,~ roughness / Cr). 
The model is in near-perfect agreement with the experi- 
mental data for tan(Y). Moreover, the area fraction of re- 
gion 1 obtained by the model is very close to the nominal 
area fraction deduced from SEM measurements (about 
9.3%). However, the scalar model shows an almost constant 
offset in cos(A). This effect is evident in the data presented 
by the authors of (6) as well. This difference may be due to 
diffraction effects even though the pattern repeat distance is 
very long for these samples. 
On the grating structures, SE data were collected from 
several die on the 500 nm depth sample at 75 °. Typical data 
are illustrated in Figure 3. Data were collected both with the 
plane of incidence normal to the grating and parallel to the 
grating. As expected, we observed the strongest grating 
induced structure in the SE data for the case normal to the 
grating direction. We observed significant differences in the 
SE data curves between different die which we believe to 
due to small differences in the etch depth across the sample. 
As very long times are required for the RCWA simulation, 
we concentrated our data analysis efforts on an arbitrarily 
selected single 4 p.m period grating the normal-to-the- 
grating geometry. 
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Figure 3. Measured SE data from the 500 nm depth, 4 ~m period 
sample. The plane of incidence was normal to the grating. The 
RCWA simulation yielded a period of 4.0 gm, a top linewidth of 
2.22 tam, a sidewall angle of 72.5 °, and a depth of 480 nm. 
Our RCWA simulations show several general trends. 
The positions of peaks and valleys in the oscillations in 
tan(~t) and cos(A) vs. )L are very sensitive to the period of 
the grating, while the magnitudes of both el|ipsometric pa- 
rameters were very sensitive to the structure depth. More 
subtle but still strong structures in the curves are related to 
the details of the lineshapes. However, these effects are not 
mutually orthogonal, so it is not a straight-forward exercise 
to extract the topography information from even these sim- 
ple test structures. Samples with additional thin film struc- 
ture would present even stronger challenges. 
Therefore, we used a hybrid procedure for finding ap- 
proximate fits to the grating topography. We measured both 
near-normal (6 °) s- and p-polarized SR and SE data, and 75 ° 
SE data. Simple scale theory allow the thickness to be esti- 
mated from ~A wave interference between waves reflected 
from the top and bottom of the grating: 
3 3 3  
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(3) 
We used this estimate on the p-polarized data as it is ex- 
pected that these data will be less strongly influenced by 
coupled mode effects (16). We observed that the scalar-area 
fraction model could be applied to the p-polarized reflec- 
tance data to achieve very good fits, but that the s-polarized 
data showed stronger differences vs. the scalar model. Thus, 
for more complex samples, the scalar approach could be 
used on p-polarized normal-incidence reflectance data to 
establish initial guesses. These thickness estimates can then 
be refined, and linewidth and sidewall slope estimates can 
be added by iteratively fitting using the SIE approach. Fi- 
nally, these estimates can be further refined using the 
RCWA algorithm. 
The best fits we have achieved to the near-normal inci- 
dence data are shown in Figure 4 and Figure 5. The 75 ° SE 
data and RCWA simulation are illustrated in Figure 3. The 
agreement between the SEM-measured quantities and the 
ones from fits to optical data is good. The differences may 
be due to the differences between the two die, incomplete 
optimization of the RCWA analysis, magnification calibra- 
tion errors in the SEM, or human error in measuring the 
SEM photo. 
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Figure 4. Measured and fitted s- and p-polarized reflectances at 6 ° 
for the nominal 500 nm deep, 4 p,m period structure. The RCWA 
simulation yielded a period of 4.0 gin, a top linewidth of 2.22 gin, 
a sidewall angle of 72 °, and a depth of 480 nm. 
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Figure 5. Near-normal (6 °) SE data, SIE fit to tan(w) data, and 
RCWA simulation. 
The potential of SE to measure evolving grating topogra- 
phies during an etch was simulated by measuring the sam- 
ples etched for varying times. We have not yet fully opti- 
mized the RCWA simulations for these experiments, but as 
can be seen in Figures 6 and 7, the basic trends in the ex- 
perimental data are reflected in the modeled results. Careful 
examination of the side-by-side simulations and experi- 
ments reveals similar non-monotonic behavior in both 
tan(w ) and cos(A) as the etch depth increases. In this simu- 
lation the top and bottom linewidths were held constant at 
2.2 and 2.5 gin, respectively, and the period was held con- 
stant at 3.96 gin. This leads to a varying wall angle. A con- 
stant wall angle simulation may lead to more comparable 
results to the experimental data. By more accurately fitting 
theory to experimental data, it should be possible to accu- 
rate extract etch depth and wall vs. etch time from in situ 
data. Other RCWA simulations which we have made for 0.1 
gm line/space gratings indicate that this technique will be 
applicable for monitoring the etching of deep submicron 
structures. 
C o n c l u s i o n s  
Use of SE and/or SR yields quantitatively accurate criti- 
cal dimension and wall angle data on patterned semicon- 
ductor structures. These methods can be employed for in 
situ monitoring and process control. However, accurate 
analysis requires both good prior knowledge of the ap- 
proximate structure and computationally-intensive vector 
diffraction calculations. Use of successively more complex 
but accurate approximation techniques can reduce the need 
for prior knowledge. Scalar simulation techniques show 
promise for locally irregular structures, but some method to 
account for polarization-dependent scattering appears to be 
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Figure 6, Simulated tan(v) (top) and cos(A) (bottom) curves at 
75 ° angle of incidence for a series of etched 4 ,Ltm period Si grat- 
ings. 
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