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We demonstrate that measurements of number fluctuations within finite cells provide a di-
rect means to study susceptibility scaling in a trapped two-component Bose-Einstein condensate.
This system supports a second-order phase transition between miscible (co-spatial) and immiscible
(symmetry-broken) states that is driven by a diverging susceptibility to magnetic fluctuations. As
the transition is approached from the miscible side the magnetic susceptibility is found to depend
strongly on the geometry and orientation of the observation cell. However, a scaling exponent con-
sistent with that for the homogenous gas (γ = 1) can be recovered, for all cells considered, as long
as the fit excludes the region in the immediate vicinity of the critical point. As the transition is ap-
proached from the immiscible side, the magnetic fluctuations exhibit a non-trivial scaling exponent
γ ' 1.30. Interestingly, on both sides of the transition, we find it best to extract the exponents
using an observation cell that encompasses half of the trapped system. This implies that relatively
low-resolution in situ imaging will be sufficient for the investigation of these exponents. We also
investigate the gap energy and find exponents νz = 0.505 on the miscible side and, unexpectedly,
νz = 0.60(3) for the immiscible phase.
INTRODUCTION
Ultracold quantum gases play an important role in
our understanding of phase transitions; they provide
us with a number of experimental controls and obser-
vational tools that are not available in conventional
condensed matter systems. For example, modern ex-
periments with laser-cooled atoms have demonstrated
thermal phase transitions such as Bose-Einstein con-
densation (BEC) [1–6] and the Berezinkskii-Kosterlitz-
Thouless transition in two-dimensional (2D) superflu-
ids [7–10], and quantum phase transitions such as the
Mott insulator/superfluid transition [11–14] and Dicke
super-radiant self-organization [15–17]. Recently, a great
deal of interest has been generated by quantum gases of
bosons with spin or pseudo-spin degrees of freedom, in-
cluding spinor [18, 19] and spin-orbit coupled BECs [20–
22], which are ideal for studying a variety of magnetic
and topological phase transitions in quantum-degenerate
matter.
Perhaps the most simple, yet robust quantum Bose
gas with a pseudo-spin (1/2) degree of freedom is the
two-component, or binary BEC. At ultracold tempera-
tures, this system supports a second-order phase transi-
tion between miscible and immiscible states as the inter-
action strength between the components (g12) is tuned
across a critical threshold gc, reminiscent of a para-to-
ferromagnetic Ising transition. To date, a great deal of
experimental [23, 24] and theoretical [25–37] work has
been dedicated to understanding these states and the dy-
namics of the transition between them.
Binary condensates exhibit qualitatively different be-
havior, if the population of each component is required to
be individually conserved, depending whether the system
is trapped or homogenous (infinite). For the trapped sys-
tem, in the immiscible phase, the separated components
meet at a well-defined interface where the components
overlap (see Fig. 1 (b) and Fig. 2 insets). In contrast,
the infinite homogenous system is somewhat patholog-
ical with the interface boundary being difficult to de-
fine. We consider the case where the population of each
component is individually conserved, and focus on the
experimentally realistic situation of an oblate trapping
potential, much like a pancake. As we shall see, a fur-
ther consideration for the trapped system is that large
length-scale fluctuations are dominated by a finite num-
ber of excitations, in contrast to the continuum exhibited
by the infinite system.
A number of groups have performed theoretical stud-
ies of quenches across the miscible-immiscible transition
for both simple [38–42] and coherently coupled [43, 44]
binary condensates, and have demonstrated, for exam-
ple, a Kibble-Zurek scaling of domain formation [44]
and long-time coarsening behavior of the “ferromagnetic”
domains [42]. These studies were motived in part by
the fact that ultracold atomic systems equilibrate on
relatively long time scales, allowing for resolved mea-
surements of their dynamics. Modern methods for in
situ imaging, however, allow for the direct measurement
of number fluctuations, and thus for statistical stud-
ies of equilibrium states that were previously unobtain-
able [12]. Experimental in situ investigations of atom-
number fluctuations have already probed quantum fluc-
tuations in one dimension [45], the universality of the
Berezinkskii-Kosterlitz-Thouless transition [10] and the
Hanbury Brown-Twiss effect [46] in Bose gases. Further-
more, recent Theoretical studies pave the way for experi-
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2ments to utilize number fluctuations to investigate spinor
condensates [47] and roton excitations in dipolar conden-
sates [48–50].
In this paper, we study the equilibrium properties of
a binary condensate near the miscible-immiscible tran-
sition threshold at very low but finite temperature, and
show how measurements of number fluctuations can re-
veal the scaling exponent associated with the diverg-
ing susceptibility to pseudo-spin, or magnetic fluctua-
tions. We numerically calculate the magnetic fluctua-
tions within finite observation cells. Experimentally, the
observation cells may be formed either by considering in-
dividual imaging pixels or by combining pixels to form
larger cells, and fluctuation statistics can be obtained by
repeated in situ imaging. We extract scaling exponents
for the the gap energy ∆ and the magnetic susceptibility
χ as [51]
∆ ∼ |δ|νz, χ ∼ |δ|−γ (1)
where δ ≡ 1 − g12/gc, and show how the latter exhibits
a strong dependence on the cell orientation and geome-
try. The scaling of the homogeneous binary BEC (γ = 1)
can be recovered in the harmonically trapped system as
long as the fitting region excludes the immediate vicin-
ity of the critical point or, perhaps counterintuitively, by
choosing a large cell that encapsulates half the system.
We also study the miscible-immiscible transition as it is
approached from the immiscible side, and find a non-
trivial scaling exponent γ ' 1.30. Finally, we compare
our results with a local density approximation (LDA),
and find qualitative agreement only for very specific ori-
entations of the observation cell.
FORMALISM
We consider an ultracold Bose gas with two dis-
tinguishable components that have equal mass m and
are trapped by the same harmonic potential V (r) =
m(ω2xx
2 +ω2yy
2 +ω2zz
2)/2, where ωi are the trapping fre-
quencies along each direction. Additionally, we consider
the case where the confinement along the z-direction is
tight (ωz  ωx, ωy) so the axial degree of freedom is
effectively frozen out. This assumption is accurate if
the temperature kBT/~ωz  1 and chemical potential
µ/~ωz  1 are relatively small. The oblate geometry
is ideal for experimental measurements of number fluc-
tuations, which can be made via in situ column den-
sity imaging [10]. Analytically integrating over the z-
coordinate then allows us to work in the quasi-two di-
mensional (quasi-2D) regime with the spatial coordinates
ρ = {x, y}. The two-body scattering is still three dimen-
sional (3D), however, provided that aij  az, where aij
is the 3D s-wave scattering length between components i
and j, and az =
√
~/mωz [52]. In the weakly interacting
limit, the condensate order parameters ψk(ρ) = 〈Ψˆk(ρ)〉,
where k = 1, 2, are solutions of the coupled Gross-
Pitaevskii equations (GPEs)[25, 53, 54],[
−~2∇2
2m
+ V (ρ) +
∑
i
gkin
0
i (ρ)
]
ψk(ρ) = µkψk(ρ),
(2)
with n0i (ρ) = |ψi(ρ)|2 being the unit-normalized areal
density of component i, gij = N
√
8pi~2aij/maz and
N is the number of atoms per component. We ob-
tain the condensate excitations by linearizing the cou-
pled Eqs. (2) about the stationary solutions ψk(ρ) and
solving the resulting Bogoliubov de Gennes (BdG) equa-
tions [29, 53, 55, 56].
In the thermodynamic limit, the fluctuation-
dissipation theorem relates the magnetic susceptibility
χ = 2∂(N1 − N2)/∂(µ1 − µ2)T to the magnetic number
fluctuations δM2 as [57, 58]
kBT
Nσ
χ =
δM2
Nσ
=
〈[Mˆσ − 〈Mˆσ〉]2〉
Nσ
, (3)
where Mˆσ =
∫
σ
dρ[nˆ1(ρ) − nˆ2(ρ)] is the magnetization
operator and Nσ = 〈Nˆσ〉 =
∫
σ
dρ〈nˆ1(ρ) + nˆ2(ρ)〉 is the
total particle number in the cell σ, µk is the chemical po-
tential, and nˆk(ρ) = Ψˆ
†
k(ρ)Ψˆk(ρ) is the density operator
for component k. At the level of Bogoliubov theory we
evaluate δM2 at quadratic order in the field fluctuations
Ψˆk(ρ) − 〈Ψˆk(ρ)〉 and neglect higher order contributions
which are vanishingly small away from the critical point.
Bogoliubov theory is expected to give good quanitative
results in the ultracold dilute regime that we consider
here except in the vicinity of the critical point where in-
teractions between excitations become important. For
detailed discussions of density fluctuations in condensed
systems, see Refs. [48–50].
In practice, we solve the coupled GPEs (Eq. (2)) and
the BdG equations with a basis of ideal harmonic os-
cillator modes beneath the single-particle energy cutoff
Ecut = 100~ωx. We use 8800 modes when evaluating
Eq. (3) in the normally ordered form, which produces a
converged result [67].
RESULTS
We consider a system with interaction strengths g11 =
g22 ≡ g = 500~2/m in a slightly asymmetric trap with
ωy/ωx = 1.1 to avoid the ambiguity of choosing a bound-
ary axis. For this system, the critical interspecies interac-
tion strength, which defines the threshold of the miscible-
immiscible transition, is gc = 1.0072(8)g [68], where the
deviation from unity is due to finite size effects.
The most fundamental properties of this system
undergo qualitative changes across this transition.
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FIG. 1: (color online) Transition properties. Condensate
densities of component 1 (dashed) and 2 (solid) in miscible
(a) and immiscible (b) phases. (c) Component separation
in the x-direction, where 〈xk〉 =
∫
dρxn0k(ρ). Short red
(gray) vertical lines mark the five smallest g12/gc plotted in
Fig. 3. (d) Bogoliubov energy spectrum. The red (gray) solid
curves are scaling fits with νz = 0.505 for the miscible and
νz = 0.60(3) for the immiscible region (see text). The vertical
dashed lines show the interaction parameters for (a) and (b).
ax =
√
~/mωx.
Figs. 1(a) and (b) show examples of the condensate den-
sities for miscible and immiscible solutions, respectively.
The component separation, shown in Fig. 1(c), is zero
until g12 = gc, above which it grows abruptly before
plateauing for larger g12. The low-lying excitation en-
ergies, which are eigenvalues of the BdG equations, are
plotted in Fig. 1(d) as a function of the interspecies in-
teraction strength. On the miscible side (g12 < gc), the
two lowest-lying modes are out-of-phase “slosh” modes,
which soften at the transition threshold. We perform a
scaling fit ∼ |δ|νz (see Eq. (1)) to the lowest mode in the
region near the transition, over g12/gc = 0.6-1, and find
that νz ' 0.505, consistent with square root behavior.
On the immiscible side (g12 > gc), we ignore the modes
corresponding to interface bending, as they do not con-
tribute to the transition instability [59], and instead focus
on the out-of-phase “mixing” modes [55, 60]. For these
modes, there is a clear deviation from a square root be-
havior over the fitting range g12/gc = 1-1.3, where we
find νz = 0.60(3). The uncertainty arises because of fit-
ting ambiguity, possibly due to avoided crossings, and is
particularly evident within the immediate vicinity of the
transition.
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FIG. 2: (color online) Magnetic (solid, black) and LDA-
magnetic [solid, red (gray)] number fluctuations with fits
(dashed), where fitting regions are g12/gc = 0.1-1 (miscible)
and 1-1.2 (Immiscible). Normal (dot-dashed) number fluctu-
ations are defined as  N2 = h[Nˆ  hNˆ i]2i. Cells are squares
of width L = 3a⇢ (cell A), 5a⇢ (cell B) and 9.3a⇢ (cell C).
Insets show the cell size and position relative to the conden-
sates for g12/gc = 0.897 (left) and 1.094 (right). Temperature
kBT/~!⇢ = 7.8.
magnetic fluctuations are seen to sharply diverge whereas
normal fluctuations steadily decline due to the increasing
role of interspecies correlations.
For the quasi-2D system in the thermodynamic limit
we find that (c.f. the susceptibility for the coherently cou-
pled system [57])
 M2
N 
=
kBT
n1gc 
(4)
with n1 being the density of one component, which here is
half the total density since both components have iden-
tical densities. Eqs. 4 and 1 together imply a critical
exponent of   = 1. Motivated by such a scaling we per-
form fits using scaling (1) to find   from our numerical
results for the trapped system.
We first perform fits over the broad region from g12/gc
= 0.1-1, drawn as dashed lines in Fig. 2. The smallest cell
[cell A] gives   = 0.84, for cell B we find   = 0.94 and for
the largest cell [cell C], that encompasses half the system,
the exponent further approaches unity with   = 0.98.
The quality of fit also improves as a function of increasing
cell size. The results of fitting to di↵erent regions are
displayed in table I. Interestingly, excluding the region
miscible fit regions immiscible fit regions
cell (width, L) 0.1-0.9 0.1-1 0.9-1 1-1.05 1-1.2 1.05-1.2
cell A (3a⇢) 0.97 0.84 0.70 0.62 0.55 0.47
cell B (5a⇢) 0.99 0.94 0.90 0.94 0.64 0.49
cell C (9.3a⇢) 1.01 0.98 0.95 1.29 1.30 1.24
TABLE I: Magnetic fluctuations fitting parameter   for dif-
ferent fitting regions [over variable g12/gc] and di↵erent cells.
closest to the transition, i.e. fitting from g12/gc = 0.1-0.9,
brings   much closer to unity for all cell sizes. In contrast,
fitting only to the transition region, g12/gc = 0.9-1, takes
  further below unity particularly for the smallest cell
(cell A). The reduction of   from unity in the vicinity of
the transition for the smallest cell is consistent with finite
size e↵ects i.e. a ‘diverging’ correlation length, in this
case a spin-healing length ⇠. Once the correlation length
exceeds the cell size, deviations from the thermodynamic
limit scaling [Eq. (4)] are expected.
A potential di culty of including the transition region
within a fit is the small ambiguity in determining the
critical point. However, we highlight that exclusion of
the critical region is not crucial as can be seen for cell
C by comparing the fitting regions g12/gc = 0.1-0.9 and
g12/gc = 0.1-1 which give   = 1.01 and 0.98, respectively.
An important result of this letter is that critical scaling is
found to occur over more than two decades of fluctuation
size over an experimentally accessible interaction range.
In Fig. 2 we apply Eq. 4 to our GPE solution using a
local density approximation (LDA). Here we replace n1
by the cell-weighted average density
n¯1  =
Z
 
d3x
n01(x)
N0 1
n01(x), (5)
where N0 1 =
R
 
n01(x)dx and we use the finite system
critical point, i.e. recall gc/g = 1.0072(8). It is remark-
able how well the LDA result agrees with the full calcu-
lation. In the infinite uniform system ⇠ diverges as the
transition is approached, so maintaining the applicabil-
ity of Eq. (4) in the limit   ! 0 requires an infinite cell,
L ! 1. In contrast, for the trapped system, if L is
larger than the system then fluctuations are inhibited for
all g12 gc. However, a choice of L that contains half the
system [cell C] is the most sensitive to the longest wave-
length fluctuations, i.e. the out-of-phase slosh modes. In
this sense, cell C applied to the trapped system is the
closest analogue to the thermodynamic limit, which is
consistent with our findings.
On the immiscible side the behavior is more compli-
cated. As can be seen in table I,   increases significantly
with increasing cell size for all fitting regions. Further-
more, for cells A and B,   is significantly larger for fits
near the transition, g12/gc = 1-1.05, compared to the re-
gion further from the transition, g12/gc = 1.05-1.2. How-
ever, for cell C the fit over the largest region is relatively
FIG. 2: (c lor online) Magnetic (solid, bl ck) and LDA-
m gn tic (solid, red (gray)) number fluctuations with fits
(dashed), where fitting regions are g12/gc = 0.1-1 (miscible)
and 1-1.2 (immiscible). Normal (dot-dashed) number fluctu-
ations are defined as δN2 = 〈[Nˆσ−〈Nˆσ〉]2〉. Cells are squares
of widt L = 3ax (cell A), 5ax (cell B) and 9.3ax ( ell C).
Ins ts show the cell size and position relative to the conden-
sates for g12/gc = 0.897 (left) and 1.094 (right). We consider
a temperature T = 7.8~ωx/kB .
We st dy number fluctuations in the low tempera-
ture regime with T = 7.8~ωx/kB = T 0c /10, where
T 0c =
√
6N~ωx/pikB i the deal 2D condens tion tem-
p rature [61]. In Fig. 2, we plot number fluctuati ns
as a function of g12/gc for three square cells of various
width L. The cells are positioned symmetrically about
the y-axis with their edges placed at x = 0 (see insets).
This cell location makes them highly sensitive to fluctu-
ations that separate (mix) the components in the mis-
cible (immiscible) phase. Deep in the miscible regime
(g12/gc  1), the magnetic (δM2) and normal (δN2)
number fluctuations are small and equal. The magnetic
fluctuations diverge as the transition is approached from
the miscible side, g12/gc → 1, whereas the normal fluc-
tuations steadily decrease.
For the uniform binary Bose gas in the thermody-
namic limit, the magnetic cell-fluctuations for the mis-
cible phase scale as (c.f. the susce tibility for the coher-
ently coupled spinor system - Eq. 9 of [62])
δM2
N1
=
kBT
n1 cδ
, (4)
4miscible fit regions immiscible fit regions
cell (width, L) 0.1-0.9 0.1-1 0.9-1 1-1.05 1-1.2 1.05-1.2
cell A (3ax) 0.97 0.84 0.70 0.62 0.55 0.47
cell B (5ax) 0.99 0.94 0.90 0.94 0.64 0.49
cell C (9.3ax) 1.01 0.98 0.95 1.29 1.30 1.24
TABLE I: Fitting parameter γ for magnetic fluctuations; for
various ranges of g12/gc and various cell sizes.
where n1 is the areal density of component 1, which is
equal to that of component 2 in the balanced case we
consider here. Together, Eqs. (1) and (4) imply that
this system has an exponent γ = 1. Motivated by this
result, we explore the scaling of magnetic fluctuations
in the trapped system by fitting our numerical results
to Eq. (1). We first perform fits over the broad range
g12/gc = 0.1-1, which are shown by the dashed teal lines
in Fig. 2. For cell A (the smallest cell) we find γ = 0.84,
for cell B we find γ = 0.94, and for cell C (the largest
cell, which encompasses half the system) the exponent is
near unity with γ = 0.98. As the cell size is increased,
the fit parameter γ approaches unity and the fit qual-
ity improves, i.e. the divergence of δM2 becomes more
algebraic.
We also perform fits over the ranges g12/gc = 0.1-0.9
and g12/gc = 0.9-1, the results of which are shown in ta-
ble I. An important result, is that fitting over the range
g12/gc = 0.1-0.9 (i.e. excluding the transition region) pro-
duces values of γ that are close to unity for all cell sizes.
We note that this is also the region where Bogoliubov
theory is expected to be quantitatively accurate as it ex-
cludes the strongly fluctuating region. In contrast, fitting
only near the critical point (g12/gc = 0.9-1) results in γ
parameters that are further from unity, particularly for
the smallest cell (cell A). The deviation from γ = 1 in
smaller cells is a finite size effect, reflecting the fact that
the dominant magnetic fluctuations are long-wavelength
in nature; when their characteristic length (the spin heal-
ing length ξ) exceeds the cell size, deviations from the
thermodynamic limit scaling (Eq. (4)) are expected [69].
For cell C, this cannot occur, as ξ is limited by the size
of the system itself. Thus, cell C represents the closest
analog to the thermodynamic limit that is achievable in
the trapped system, which explains how the exponent re-
mains close to unity when fitting to the transition region.
Additionally, in contrast to the uniform system, the local
condensate densities in the trapped system decrease with
increasing g12. Thus, it is not surprising that the fit pa-
rameters exhibit a residual dependence on the fit range,
even for cell C.
We employ a local density approximation (LDA) by
applying the uniform result (Eq. (4)) to our numerical
solutions; we replace n1 with the cell-weighted average
density
n¯1σ =
∫
σ
dρ
n01(ρ)
N0σ1
n01(ρ), (5)
where N0σ1 =
∫
σ
n01(ρ)dρ, and we use the critical point
for the trapped system, gc = 1.0072(8)g. It is remarkable
how well the LDA results agree with the full numerical
calculation, as seen in Fig. 2, where the LDA results are
shown by the red solid lines. Away from the transition,
the LDA is more accurate when applied to cell A. In this
case, the density is more uniform across the cell (due
to its small size), and the free-particle character of the
magnetic fluctuations is less evident.
As the transition is approached from the immiscible
side, the behavior is more complicated and we do not
have the luxury of being able to compare our results
with an unambiguous thermodynamic limit. Again, we
fit our numerical results to scaling (1) over various ranges
of g12/gc, and show the fitting parameters γ in table
I. In this case, γ increases significantly with increasing
cell size for all fitting ranges. Furthermore, for cells A
and B, γ is significantly larger for fits near the transi-
tion (g12/gc = 1-1.05) compared to the region further
from the transition (g12/gc = 1.05-1.2). In contrast, the
fits for cell C are approximately constant over the var-
ious fitting ranges, giving γ = 1.29 near the transition,
γ = 1.24 away from the transition, and γ = 1.30 over
the broad range g12/gc = 1-1.2. This behavior arises
because the large cell (C) is insensitive to the interface
bending modes, due to geometry, and is instead represen-
tative of the steeply softening mixing-modes that drive
the transition [see Fig. 1 (d)]. The smaller cells (A and
B) however, are sensitive to both the mixing and the
bending modes and consequently the scaling exponent is
highly dependent on the fitting region and the relative
dominance (softness) between these mode classes therein
[see Fig. 1 (d)].
In Fig. 3, we show how magnetic fluctuations depend
on cell position in the miscible regime, with L = 5ax
(same size as cell B). We calculate fluctuations for cells
centered at different points along the y = 0 axis (see inset
in Fig. 3). For the case of essentially uncoupled conden-
sates, g12/gc = 0.01, the behavior is similar to that of
number fluctuations in a single component gas, which
are subpoissonian at high density and superpoissonian
at the low density condensate surface (see Fig. 5(a) of
Ref. [49]). For cells positioned off-center, the magnetic
fluctuations tend to diverge on approach to the critical
point. In contrast, the fluctuations clearly converge for
cells positioned at the trap center. Here, the cells become
insensitive to the out-of-phase “slosh” modes, since mag-
netic fluctuations on opposite sides correlate and nullify.
Instead, the cells are most sensitive to the out-of-phase
breathing modes (third and fourth-to-lowest modes in
Fig. 1(d)), which converge to a finite value at the tran-
sition. The LDA prediction is also plotted for g12/gc
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FIG. 3: (color online) Magnetic fluctuations vs. cell position
for a square cell with L = 5a⇢ on the miscible side. From black
to cyan (gray) g12/gc = 0.01, 0.63, 0.88, 0.97, 0.9905, 0.9972,
0.9991, 0.9997. The five smallest g12/gc values are marked
in Fig. 1 (b). LDA for g12/gc = 0.01 and 0.9997, short red
(gray) curves. Inset shows cell size and path relative to the
condensate for g12/gc = 0.897. Temperature kBT/~!⇢ = 7.8.
good as indicated by the consistency of  , ranging be-
tween 1.24 and 1.30, among all the fitting regions. Per-
haps the consistent excess of   above unity, for the largest
cell, should not be surprising given that the scaling of
the energy gap of the softening modes also deviates from
square root behavior in the immiscible regime [see Fig. 1
(d)].
In Fig. 3 we investigate how magnetic fluctuations de-
pend on cell position [x = (x, 0)] in the miscible regime,
with L = 5a⇢ (same as cell B). For the case of essentially
uncoupled condensates, g12/gc = 0.01, the behavior of
magnetic fluctuations is similar to that of a single com-
ponent gas where fluctuations are subpoissonian at high
density and superpoissonian at the low density conden-
sate surface [see Fig. 5 (a) of [46]]. For cells positioned
o↵-center [& l⇢] fluctuations tend to diverge as the tran-
sition is approached. In contrast, for cells at the trap
center the fluctuations clearly converge. At trap center
the cell becomes insensitive to both out-of-phase slosh
modes since positive and negative fluctuations on oppo-
site sides correlate and nullify. The cell instead is most
sensitive to the out-of-phase breathing modes [third and
fourth-to-lowest modes in Fig. 1 (d)] that converge to
a finite value at the transition. The LDA prediction is
also plotted for g12/gc = 0.01 and 0.9997. While the
predictions compare reasonably with the full-numerical
calculation at ⇠ 3l⇢, the LDA completely fails to capture
the convergence of fluctuations at the trap center.
Experimental realization of the present regime might
be achieved with two spin states of the same atomic
species [58, 59] or with di↵erent species [60]. Assuming
104 Rb atoms in each component and a11 = a22 = 100a0
where a0 is the Bohr radius, then the current case of
g = 500~2/m implies a z-confinement strength of !z =
2⇡ ⇥ 413 Hz. To observe variation, by two orders of
magnitude, of magnetic fluctuations requires control of
a12 between around 5a0 to 100a0. The required interac-
tion strengths can be easily scaled by varying !z. We
have studied the behavior at various temperatures and
the present choice of low temperature, T 0c /10, consider-
ably enhances fluctuations. This should be contrasted
to T = 0 where the fluctuations do not diverge on ap-
proach to the transition, see Eq. 3. We also investigated
the case of slightly unequal populations and found the
same critical scaling; the case of significantly unbalanced
populations is a question for future work.
Summary- We have developed an experimentally ac-
cessible scheme to extract the critical exponent   asso-
ciated with magnetic susceptibility for the second-order
immiscibility transition. Importantly, this involves the
measurement of in situ density that does not require high-
resolution imaging. On the miscible side we found qual-
itative di↵erences between the fully trapped system and
the thermodynamic limit but ultimately the same scal-
ing,   = 1, is predicted over two decades of fluctuation
size. Associated with fluctuations, we find the gap ex-
ponent to be ⌫z = 0.505. Fluctuations of the trapped
system strongly depend on cell geometry and orienta-
tion. A large cell that spans half the system, e.g. the
region x > 0, is the closest analogue to the thermody-
namic limit. Interestingly, fluctuations do not diverge for
cell placements at the trap center due to symmetry. On
the immiscible side we found non-trivial critical scaling,
  ' 1.30, and an associated non-square root gap expo-
nent, ⌫z ' 0.60. We also developed and tested an LDA
theory that does not require the numerically intensive
calculation of Bogoliubov modes.
Future work will investigate critical slowing and the
diverging correlation length. Furthermore, it is of interest
to study the back action of fluctuations on the condensate
which will be important for warmer systems close to the
condensation temperature.
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SUMMARY
We demonstrate that it is experimentally accessible
to extract the exponent γ, associated with a diverging
magnetic susceptibility, for the second-order miscible-
immiscible transition in a trapped binary Bose gas at
very low but finit temperature. Importantly, this in-
volves in situ density measurements, which do not require
high-resolution imaging. A large cell that spans half the
system, e.g. the region corresponding to x > 0, is the
closest analog to the thermodynamic limit and provides
the best means for extracting exponents on both sides of
the transition. For the immiscible phase, such a cell is
crucial to avoid contributions from the interface bending
modes, which do not drive the transition.
On the miscible side of the transition, we found quali-
tative differences betw en the fully trapped a d the uni-
f rm system in the therm dynamic limit, but ultimately
the same scaling, γ = 1, is predicted over two decades
of fluctuation size for both systems. Additionally, we
find the gap exponent to be νz = 0.505. Fluctuations
of the trapped system strongly depend on cell geometry
and o ienta i n, due to the dominance f a small num-
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root gap exponent, νz ' 0.60(3).
We also developed and tested an LDA theory that does
not require the numerically intensive calculation of Bo-
goliubov modes, and found that it provides reasonable
agreement with the numerics in certain regimes.
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