Abstract. We give an exact formula for the number of cusps of a general polynomial mapping F = (f, g) : C 2 → C 2 . Namely, if deg f = d1 and deg g = d2 and F is general, then F has exactly d 2 1 + d 2 2 + 3d1d2 − 6d1 − 6d2 + 7 simple cusps. Moreover, if d1 > 1 or d2 > 1, then the set C(F ) of critical points of F is a smooth connected curve, which is topologically equivalent to a sphere with g =
Introduction
In [9] Whitney showed that a general smooth mapping F : R 2 → R 2 has only two-folds and simple cusps as singularities. The problem of counting the number of cusps of a general perturbation of a plane-to-plane real singularity was considered by Fukuda and Ishikawa in [1] . They proved that the number modulo 2 of cusps of a general perturbation F of a finitely determined map-germ F 0 : (R 2 , 0) → (R 2 , 0) is a topological invariant of F 0 . More recently, in [8] Krzyżanowska and Szafraniec gave an algorithm to compute the number of cusps for sufficiently general fixed real polynomial mapping of the real plane.
Algebraic formulas to count the number of cusps of a general perturbation of a finitely determined holomorphic map-germ F 0 : (C 2 , 0) → (C 2 , 0), were given by Gaffney and Mond in [2, 3] . In this case, any two general perturbations F of F 0 defined on a sufficiently small neighbourhood of 0 are analytically equivalent, so that the number of cusps of F is an invariant of the map-germ F 0 .
Here we consider the global complex case. It can be proved in [7] that two general polynomial mappings F : C n → C m (where n ≤ m) of fixed degree have the same topology. In particular they have the same number of topological invariants. We consider here the simplest case F : C 2 → C 2 and we give an exact formula for the number of cusps of a general polynomial mappings F = (f, g) : C 2 → C 2 . Namely, if deg f = d 1 and deg g = d 2 and F is general, then F has exactly d 2 1 +d 2 2 +3d 1 d 2 −6d 1 −6d 2 +7 simple cusps. Moreover, if d 1 > 1 or d 2 > 1, then the set C(F ) of critical points of F is a smooth connected curve, which is topologically equivalent to a sphere with g =
General polynomial mappings
Let Ω n (d 1 , ..., d n ) denote the space of polynomial mappings F : C n → C n of multi-degree bounded by d 1 , ..., d n . Of course Ω n (d 1 , ..., d n ) has the structure of the affine space. By J q (n) we denote the space of q−jets of polynomial mappings
We start with the following observation:
Proof. Consider the mapping
It is easy to see that Ψ is a submersion. Fix 1 ≤ i ≤ k. By the transversality theorem with a parameter the set of polynomials
We say that F is one-generic if F is proper and j 1 (F ) ⋔ S 1 1 .
By Proposition 2.1 the subset of one-generic mappings contains a Zariski open dense subset of Ω n (d 1 , ..., d n ). The following is a well known result (see for instance [5] ). Our proof is based on Theorem 1.10 in [6] . 
. Take a point a ∈ U and consider the germ F a : (C n , a) → (C n , F (a)). By the choice of the point a the germ of the discriminant of F a is smooth. Hence by [6] the germ F a is biholomorphically equivalent to a k-fold: has to be a submersion at 0. This is possible only for k = 2. Definition 2.4. We define the set S k 1 ⊂ J k (n) as follows:
We prove that all varieties S k 1 are smooth (at least in all cases which we need). Consequently for general mappings F the varieties S k 1 (F ) are smooth, hence the definition has sense.
Again by Proposition 2.1 the subset of generic mappings contains a Zariski open dense subset of Ω n (d 1 , ..., d n ). Thus a general mapping is generic.
Plane mappings
Here we will study the set
∂y (x, y)), which justifies our notation. The set S 1 1 is given by the equation
describes elements of rank one it is easy to see that it is a smooth (non-closed) subvariety of J 1 (2). Now we would like to describe the set S 2 1 . In the space J 2 (2) we introduce coordinates (x, y, f, g, f x , f y , g x , g y , f xx , f yy , f xy , g xx , g yy , g xy ). A generic mapping F satisfies rank d a F ≥ 1 for every a (because codim S 1 2 = 4). We can assume that F = (f, g) and ∇ a f = 0. The critical set of F is exactly the set S 1 1 (F ) and it has a reduced equation
∂x (x, y) = 0, which by simplicity we write as f x g y − f y g x = 0. In particular the tangent line to
Consequently the condition for [F a ] ∈ S 2 1 is:
Let us note that the last equation contains terms g xx f 2 y and g yy f 2 x hence for ∇f = 0 these two equations form a complete intersection. In general, if we omit the assumption ∇f = 0 the set S 2 1 is given in J 2 (2) by three equations:
, and
As above by symmetry the set S 2 1 is smooth and locally is given as a complete intersection of either
We will denote by J, J 1,1 , J 1,2 curves given by
We will also identify these curves with their equations. F (a) ) be a holomorphic mapping. We say that F has a simple cusp at a, if F is bi-holomorphically equivalent to the mapping (C 2 , 0) ∋ (x, y) → (x, y 3 + xy) ∈ (C 2 , 0).
For the convenience of the reader we give a precise description of singularities of a generic (in the sense of Definition 2.5) plane mapping: Theorem 3.2. Let F : C 2 → C 2 be a generic polynomial mapping. Then F has only two-folds and simple cusps as singularities.
Proof. Since F is generic, rank F ≥ 1. Since j 1 (F ) ⋔ S 1 1 , the set S 1 1 (F ) is smooth. Because rank F ≥ 1 we have S 1 1 (f ) = C(F )-the set of critical values of F. For a point a ∈ C(F ) we have two possibilities:
In the case 1) we see that the discriminant F a (C(F a )) of a germ F a is smooth and we can proceed as in the proof of Theorem 2.3. Hence F a is two-fold. Now assume 2). We can assume that F a = (x, g(x, y)). We have
Since F is a generic mapping, the curves g y = 0 and g yy = 0 intersect transversally at a. In particular we have
Since g yy (a) = 0 it is easy to see that g yyy (a) = 0 and g xy (a) = 0. We can assume that a = (0, 0) and g(0, 0) = 0. By the Weierstrass Preparation Theorem we have
where v, a i are holomorphic and v(0, 0) = 0, a i (0) = 0 for i = 1, 2, 3. By the Rouche Theorem we see that µ(F a ) = µ((x, y 3 + a 1 (x)y 2 + a 2 (x)y + a 3 (x)) = 3 (here µ(F ) denotes the topological degree of the mapping F ). Hence F a is a local analytic covering of degree 3. By [4] , Theorem 12, p. 104, we have * )
Here b i are holomorphic and b i (0, 0) = 0. Now we follow [5] , p. 148. The equality * ) can be rewrite as * * ) We have
Now we compute the number of cusps of a general polynomial mapping F ∈ Ω 2 (d 1 , d 2 ). To do this we need the series of lemmas:
Proof. The case d 1 = 1 is trivial so assume d 1 > 1. Let us note that the set S ⊂ J 1 (2) given by {f x = f y = 0} is smooth. Hence 1) follows from Proposition 2.1. To prove 2) it is enough to assume that f ∈ H d , where H d denote the set of homogenous polynomials of two variables of degree d. Let Ψ :
It is easy to see that Ψ is a submersion.
Since (x, y) = (0, 0) we can assume by symmetry that y = 0. Now
Hence for a general polynomial f ∈ H d the mapping 
Proof. Since the case d 1 = d 2 = 1 is trivial and the assertion does not depend on replacing (f, g) with (g, f ) we may assume that d 2 > 1. We consider the (general) case when deg Similarly let Let q = (1 : 0) ∈ P 1 and let X 0 = X ∩ ({q} × H d 1 ,d 2 ) . Note that all fibers of the projection X → P 1 are isomorphic to X 0 . Thus dim(X) = dim(X 0 ) + dim(P 1 ) and to prove 1) it is sufficient to show that X 0 has co-dimension at least 2 in Y :
and if
Similarly to prove 2) it is sufficient to show that
and similarly for g and b j .
To conclude the proof of 1) we will show that the variety {a 0 = 0}∩X 0 has co-dimension at least 2 in Y and that ∇J x and ∇J y are linearly independent outside {a 0 = 0} ∩ X 0 and thus the variety X 0 has co-dimension 2 in Y .
Let us calculate
has co-dimension at least 2 and we may assume a 0 (F ) = 0. Furthermore we calculate
= 0 and
To conclude the proof of 2) we will show that the variety {a 0 = 0}∩X ′ 0 has co-dimension at least 2 in Y and that ∇J and ∇J 1,1 are linearly independent outside {a 0 = 0} ∩ X ′ 0 and thus the variety X ′ 0 has co-dimension 2 in Y . We calculate J(p) = (d 1 a 0 b 1 −d 2 a 1 b 0 )(F ) and obtain that {a 0 = 0}∩X ′ 0 ⊂ {a 0 = a 1 b 0 = 0} ∩ Y has co-dimension at least 2 and we may assume a 0 (F ) = 0. Furthermore we have
(p) = 0. Let us calculate
The coefficient b 2 can only be obtained from Proof. Let us consider two subsets in J 1 (2) : d 2 ) such that for every F ∈ V 1 the mapping j 1 (F ) is transversal to S 1 and S 2 . Since these subsets have codimension three, we see that the image of j 1 (F ) is disjoint with S 1 and S 2 .
Lemma 3.6. There is a non-empty open subset
Proof. Let us consider the (non-closed) subvariety S ⊂ J 2 (2) given by equations: f x = 0, f y = 0, (f xx g y + f x g xy − f xy g x − f y g xx )g y − (f xy g y + f x g yy − f yy g x − f y g xy )g x = 0, g x = 0, g y = 0. It is easy to check that S is a smooth complete intersection and it has codimension three. The set of generic mappings F which are transversal to S contains a Zariski open dense subset
Proof. There is a Zariski-open subset V 3 which contains only generic mappings which satisfy hypotheses of all lemmas above. We can also assume that the curves { ∂f ∂x = 0} and { ∂f ∂y = 0} intersect transversally. We have to show that the curves J(f, g) and J 1,1 (f, g) intersect transversally at every point a ∈ J(f, g) ∩ J 1,1 (f, g). If ∇f = 0, then it follows from transversality of the mapping F to the set S 2 1 . Hence we can assume { 
Now we are in a position to prove: 
) (and other spaces) and replace it by its subspace given by equations g xx = g xy = g yy = 0. Now again all submersions considered by us remain to be submersions and we can proceed as above. We leave the details to the reader.
Finally by Lemma 3.4 we have that C(f ) = S 2 1 (F ) is a smooth affine curve which is transversal to the line at infinity. This means that C(F ) is also smooth at infinity, hence handles. Moreover, by the Bezout Theorem it has precisely d points at infinity.
