Theorem 1. Let T be an arbitrary n-point metric space, and X ⊃ T an arbitrary super space. Let H be a Hilbert space, and f : T → H a Lipschitz mapping. Then there exists an extension F : X → H of f such that F | T = f , and Lip(F ) √ log n · Lip(f ).
The proof of Theorem 1 in [2] introduced the celebrated Johnson-Lindenstrauss Lemma about dimension reduction of finite point sets in Hilbert space. In this note we give a simple reinterpretation of the original argument from [2] that uses neither dimension reduction nor Kirszbraun extension theorem.
Proof of Theorem 1. We may assume without loss of generality that H = R n , i.e., f : T → R n , and furthermore that by rescaling, Lip(f ) = 1. Let g 1 , . . . , g n be i.i.d. standard Gaussian random variables defined on probability space Ω, and consider the real valued Hilbert space H = L 2 (Ω).
Consider the linear mapping k :
is also 1-Lipschitz. We will use the notation u = (u ω ) ω∈Ω , and k = (k ω ) ω∈Ω .
Fix ω ∈ Ω. Since u ω : T → R, by the non-linear Hahn Banach theorem (see, e.g., [1, Lemma 1.1]), u ω can be extended to U ω : X → R such that U ω | T = u ω , and Lip(U ω ) = Lip(u ω ). We thus obtain U := (U ω ) ω∈Ω : X → H, an extension of u. Using the orthogonal projection P : H → k(R n ), F := k −1 • P • U : X → R n is an extension of f . Since Lip(k −1 ) = Lip(P ) = 1, we have Lip(F ) ≤ Lip(U ). We next bound Lip(U ). For x, y ∈ X,
where
t∈T are standard Gaussians (but not necessarily stochastically independent). It is a classical and elementary fact that for m standard Gaussians G 1 , . . . , G m , E[max{G 2 1 , . . . , G 2 m }] log m (see, e.g., [3] ). Since |T | = n, the maximum in (1) is over at most n 2 squared Gaussians, and therefore (1) is bounded above by a constant times d(x, y) · √ log n. 
