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Abstract 
Using the positive integers as colors, the cost of a given coloring of the nodes of a graph G 
is the sum of its colors. The color cost of G is then the smallest cost of any proper coloring 
of G. We specify three types of caterpillar using their codes. These specifications enable the 
representation of an arbitrary caterpillar as a sequence of these types. The representation is 
utilized to develop a fast algorithm for calculating the color cost of a given caterpillar. 
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1. Introduction 
The concept of a caterpillar was discovered in [4] as those trees T whose square T 2 
is hamiltonian. A useful research adage has evolved for graph theory as a modification 
of the classic mathematical dvice that when a given problem is stubborn, you simplify 
it and try to handle that question: 
(a) When a problem in graph theory is elusive, try it for trees. 
(b) When the solution for trees does not reveal itself readily, work on the problem 
for caterpillars. 
(c) If  even this simplification is too difficult, see if paths are easier to handle. 
The idea of this procedure is that the solution of a simplified problem may suggest 
how to resolve the original question. 
Let N = {1,2,3 .. . .  } be the set of all positive integers. In a proper color&# c of 
a graph G = (V,E), written c : V ~ N, any two adjacent nodes x, y have different 
colors, c(x) ¢ c(y). 
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The color cost cc(G) - -  also called the chromatic sum in the literature - -  is the 
minimum ~-']~x~V c(x) among all proper colorings of G. In general, we follow the graph 
theoretic notation and terminology of [2]. 
The color cost of a graph was discovered in [6] and studied in [7-9] where some of 
its interesting extremal properties and further elated problems were discussed. In [6] 
the question of devising an algorithm for determining the color cost of a given graph G 
was posed. At this stage our 3-point adage comes into play. As the problem of finding 
cc(T) for an arbitrary tree T is quite complicated (the algorithm given by Kubicka 
and Schwenk is based on ideas of dynamic programming), and since this question for 
paths is trivial, our present object is to handle caterpillars. We develop an algorithm 
for evaluating the color cost of a caterpillar which has not only a linear running time 
but also a very transparent s ructure, much simpler than the corresponding particular 
case of the previously known algorithm on trees. This is feasible because of the use 
of the caterpillar code as defined below. 
While proving that the center of each tree T consists of either one node or two 
adjacent nodes, the great French mathematician Camille Jordan [5] introduced T', the 
pruned tree of T, obtained by removing all the leaves (endnodes) of T. 
A caterpillar is a tree T such that T' is a path. Then T' is called the spine of T 
and its nodes are the spinal nodes of T. 
The neighborhood N(x)  of x E V(G) is the set of all nodes adjacent o x. The 
end-neighborhood Nl(X) consists of all the leaves in N(x). Let dl(x) = INl(x)l. For a 
caterpillar T with spine T' = XlX2 • • "X s and for node xi let dli ~" d l (x i ) .  
Then we have two sequences: 
$1 = (dll,d12 . . . . .  dis) and $2 = (dls, dl,s-i . . . . .  d11). 
The caterpillar code of T (for brevity c-code) is taken, for uniqueness, as the lexico- 
graphically larger of $1 and $2. The c-code of a caterpillar was introduced in [1,5]. 
We give three examples in Fig. 1. Obviously, the caterpillar of Fig. l(a) has c-code 
3,3,2,3. The 'comb' Fig. l(b) has c-code 1, 1, 1, 1, 1. Obviously, the path P7, Fig. 
l(c), has c-code 1, 0, 0, 0, 1. 
Some types of caterpillars T and also of subcaterpillars may now be specified by 
their codes, say $1 = (dll . . . . .  dis) where as above s---IV(T')I. 
Type A: Every code number dli >12. 
Type A': Type A and s is odd. 
Type A": Type A and s is even. 
Type B: Each code number dli ---- 1. (A comb.) 
Types B ~ and B" are again analogous to Types A' and A", by the parity of s. 
Type C: A sequence of zeros. Types C' and C" are also defined as expected. 
Henceforth, an X-(sub)caterpillar has Type X. Note that there are no C-caterpillars 
as each c-code begins and ends with a positive integer. Subcaterpillars, however, may 
have Type C. 
The next statement is trivial but useful in situations where a graph is composed of 
smaller pieces. 
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Fig. 1. Three caterpillars. 
Lemma 1. Let G1 and G2 be disjoint graphs, each colored to attain its respective 
color cost hi and h2. I f  uic V(Gi), i = 1,2, have different colors, then 
cc(G1 t_l G2 t3 {Ul,U2}) = hi + h2. 
2. Optimal and suboptimal colorings 
With respect o colorings of minimum cost, the six types of subcaterpillars defined 
above have a different behavior. Next, we describe their most economical colorings, and 
also the suboptimal ones for some cases needed in the sequel. The proof are simple, 
therefore we omit the details. 
Type At: There is a unique optimal coloring, alternating 2,3,2 . . . . .  3,2 on the spine 
and assigning color 1 to all leaves. This coloring can be modified easily to a suboptimal 
one by extra cost 1, changing the colors of the spine to 3, 2, 3 . . . . .  2, 3. 
Type A": There are two optimal colorings. In both of them, all leaves get color 1, 
and colors 2 and 3 alternate on the spine, but we have a choice of colors 2 and 3 to 
begin with. 
Types B' and B": The 'combs' have two proper colorings with two colors, with an 
equal number of vertices in colors 1 and 2, alternating 1, 2 .... on the spine, with 1 or 
2 at the other end, depending on parity. Both of those proper colorings are optimal. If 
the last vertex of the spine has color 2, a suboptimal coloring is obtained by modifying 
its color to 3 (as the leaf adjacent to it has color 1). In the other case, we can recolor 
this vertex from color 1 to color 3 and its degree-1 neighbor to color 1. Since the leaf 
was assigned to color 2 in the initial (optimal) coloring, this modification requires just 
1 extra cost. 
Type C': Here the C'-(sub)caterpillar is just the spine itself, with an odd num- 
ber of vertices. The unique optimal coloring is alternating 1,2, 1,..., 2, 1. It becomes 
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suboptimal with 1 extra cost if the same color classes are taken with the opposite color 
assignment 2, 1,2 . . . . .  1,2. 
Type C": Now the spine (the C"-subcaterpillar itself) is a path with an even num- 
ber of vertices. Hence, it has two optimal colorings, with colors 1 and 2, alternating 
1,2 . . . . .  1,2 and 2,1 .... ,2,1. 
3. CaterpiHars 
We denote by Q1 .. . . .  Qn the maximal (with respect o the above types) parts of the 
code of caterpillar T. Then the part-sequence PS(T) is represented by a sequence of 
types such as B'A'C"B"C'A' . . . .  
Notice that for any X E {A",B~,B",C"}, if the spine-vertex preceeding an X- 
subcaterpillar T t has been assigned to an arbitrary color, the coloring can be extended 
with an optimal coloring on T ~, because the first (or last) color on the spine of T ~ is 
not determined uniquely. On the other hand, Types .4' and C ~ may be connected by a 
sequence of other types which do not admit simultaneous optimal colorings; 'conflict' 
situation occurs, for instance, in the subsequences .4~B"A', C'B'.4 ~, A'B'C"B"A ~, etc. 
Based on these facts, we now define the conflict graph CG(T) = (Vc,F~) as follows: 
(1) V~ consists of the parts in PS(T) of Types A t and C t, placed in the same order 
as they occur in PS(T). 
(2) Ee contains those pairs of two consecutive members u, v EVc whose (unique) 
optimal colorings cannot be extended to a proper coloring of the subcaterpillar of T 
corresponding to the closed [u, v] interval (subsequence starting with the part u and 
ending with the part v) in PT(T) such that the total cost is )--~i~[~,~] cc(Q/). 
For instance, the conflict graph of the part-sequence A~B".4~B~C r is the path on 3 
vertices. 
Theorem 1. I f  G~ .... , Gt are the connected components of CG(T), and lV(Gi)] = ki, 
then 
rt t 
cc(r) = ~ cc(Q~) + ~ Lki/2J. (*) 
i=1 i= l  
Proof. We first prove that cc(T) is not smaller than the right-hand side of (*). Each 
edge of CG(T) corresponds to a subcaterpillar (sequence of parts Qj) in T whose 
pieces cannot be colored in the most economical way simultaneously. Therefore, in 
each consecutive pair of intervals (considered in Part (2) of the above definition), at 
least one part Qj has to occur so that the optimal coloring of T is not optimal on 
Qj. Since each Qj can belong to at most two such intervals, we need to change the 
optimal colorings of at least [ki/2J parts to suboptimal colorings in each component 
Gi of the conflict graph. Since each change yields at least one extra cost, the lower 
bound follows. 
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We now prove the converse inequality. We start with the following auxiliary col- 
oring, not proper yet. Take the unique optimal coloring on each part Qj of Type A t 
or C t, and extend it to a proper, locally optimal coloring on all the parts of Types 
A",B t, B", C" following Qj until the next A t- or Ct-subcaterpillar is reached. If the first 
such Qj has subscript j > 1, the preceeding parts Qj-1, Qj-2 .... , Q1 can be properly 
and optimally colored in this reverse order. This coloring is well defined on the en- 
tire T, by the facts described in Section 2. Notice that each of those edges which are 
monochromatic so far, corresponds to an edge of CG(T) and is incident o the first 
vertex of the spine of some Qj having Type A t or C'. 
Let R1 . . . . .  Rk be the parts of Types A t and C t corresponding to the nodes of a com- 
ponent G~ (k --- k,). We are going to show that all conflicts concerning the parts of Gi 
can be eliminated at extra cost [ki/2]. Observe that for 1 < j < k, the optimal color- 
ings on Rj_1 and Rj+t are in conflict with the same color at both ends of Rj (namely, 
color 1 or 2 according as Rj has Type C' or A t, respectively). Therefore, if we change 
the coloring of Rj to the opposite (suboptimal) one, then we resolve both conflicts. 
Hence, when k is odd, it suffices to change the coloring only in R2,R4 . . . . .  Rk-l. This 
completes the proof within each odd component of CG(T). [] 
In the even components of CG(T), we proceed in an increasing order of subscripts 
(from left to right when the spine is drawn horizontally), changing the optimal coloring 
of R2,R4 . . . . .  Rk-2 to suboptimal. If Rk is of Type A', then we change it too. Certainly, 
this resolves the conflict between Rk-i and Rk. Observe that it does not create a new 
conflict with the next component Gi+l of CG(T). Indeed, if there is no part between 
G~ and Gi+l, then Gi+l begins with a C r part. Therefore, no new conflict can arise if 
the last node of Rk in T gets color 3. Otherwise the last node of A t is followed by a 
part of one of the Types B t, B", or C", and none of these can exclude color 3 at the 
end of Rk. 
Finally, consider the case where the last part Rk of G~ has Type C t. On its left end, 
Rk has color 1 in the most economical coloring. Therefore, if it has a conflict with 
Rk_l, the left neighbor of Rk in T has to be of type either B t or B" (but not C t, 
as the concatenation f two C-subcaterpillars has again Type C, and the parts Qi are 
supposed to be maximal with respect o type). One can now easily modify the last 
node of Rk-i to have color 3 (by the extra cost 1), as described in Section 2, thus 
eliminating the conflict between Rk-~ and Rk. 
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