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GENERAL INTRODUCTION
Quality in a service or product is not what you put into it.
It is what the client or customer gets out of it.
Peter Drucker
RECENT years have witnessed many changes in the way the Internet is brought to end users. Allaround the globe, from slow 56Kbps telephone lines to high speed hundreds of megabits/s fiber
access, users have seen their connection speed increase drastically. In parallel, the applications that
are used on end hosts have exploited the computational power made available to them by handling an
increasing number of complex medias and tasks. From binary and text transfer applications to live
audio and video streaming, the requirements of content distribution have changed in many ways.
The early communication model based on the Transmission Control and Internet Protocols (TCP/IP)
was well suited in the early days of the Internet. The limits of this architecture for today’s applica-
tions have been demonstrated by the scientific community, thus giving birth to the field of Quality of
Service (QoS) in networks.
Context and problem statement
The increasing number of multimedia applications that are deployed over the Internet has motivated
the need for solutions to performance issues that affect a user’s experience. These issues can be
classified in two main categories: quality of service and coordination.
Quality of Service
The performance problems that affect novel applications arise from the fact that they required the net-
work over which they were executed to provide them some temporal as well as reliability guarantees
i
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on the service. These new requirements being sometimes of dynamic nature as they vary throughout
the life of the communication.
The most well-known solutions are certainly at the IP layer where these approaches led to the Inte-
grated and the Differentiated Services models in order to provide applicative flows transiting through
a network (an Internet autonomous system) with different priorities on their treatment. Furthermore,
several projects have taken the approach one step further with the advent of multi-domains end-to-end
QoS management frameworks and protocols for the management of such systems.
However, the field of Quality of Service research is not limited to the IP domain. For example, the
802.11e standard which defines a set of mechanisms to be implemented at the MAC layer by wireless
devices to provide differentiated access categories depending on the nature and requirements of the
flow is another example of solutions that aim to provide QoS. Similarly, other solutions at the MAC
layer are targeted towards supporting QoS in different environments such as wired (802.1p standard)
or ad-hoc networks. At the transport level, multiple approaches exist to optimize the QoS provided to
applications. Several of these approaches will be presented in the following chapters.
Coordination
The existence of multiple solutions for providing Quality of Service at multiple layers of the com-
munication stack mentionned above raises the question of which solution to choose. Furthermore,
these solutions are generally specific to both the access network technology and the type of media
that is being transported. These conditions raise the need for coordination to ensure the coherence of
choices. Indeed, applying QoS mechanisms at various layers without coordination can lead to a num-
ber of complex scenarios in which the effects are counter productive resulting in a less satisfactory
overall user experience.
The coordination issues have led to multiple proposals being formulated. These solutions mostly
rely on cross-layering techniques which allow a protocol being executed at a given layer (n) to take
information produced by some other layer in the stack into account. It is foreseeable that multi-
ple solutions for providing QoS at one layer could co-exist on a single end-host. The decision of
which solution to be implemented would then be taken based on cross-layer knowledge as well as in
ii
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concertation with a coordinator entity. The autonomic computing framework provides architectural
guidelines for systems that present such characteristics as it allows for a hierarchical organization of
the decision process.
Providing Quality of Service support in networks in a coordinated fashion is a key element to a
sustainable growth of the service that the Internet can support. However, in order for these solutions
to be deployed, the features that enable “global” coordinated adaptation have to be defined.
Contributions of this work
This thesis presents the design and implementation of the Autonomic Communication Toolkit (ACT),
a connection management system for end hosts at multiple levels following the autonomic computing
paradigm to provide applications with communication channels which best match their QoS require-
ments. Management is performed at multiple levels which are hierarchically ordered. Respectively
the Machine, Application and Communication Channel levels are taken into account. User prefer-
ences are captured at the Machine level and are combined with application developer’s preferences
specified at the Application level to provide guidelines to Communication Channel managers. These
channels are responsible for handling the data produced by the application.
Based on the previously presented limitations of current communication systems, the work pre-
sented herein aims at providing effective models, guidelines and a prototype implementation that can
be easily used to enhance existing systems. For this, several requirements for the contribution have
been isolated:
1. The solution should be deployed on the end hosts exclusively. It should not require the presence
of “in network” devices to be deployed by the operator or service provider.
2. No assumption should be made on the network environment in which the system evolves.
3. Any existing or new application should be able to use the system.
4. Any available service on the host should be usable for communications managed by the system.
iii
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5. Adding new functionalities to the system should be possible without compromising the sys-
tem’s efficiency.
Structure of the dissertation
The dissertation is structured in four chapters. After presenting the state of the art and context in
which the work takes place, the Autonomic Communication Toolkit (ACT) is presented as a general
model for a multi-layer, user-centric coordinated communication system design. An implementation
of the ACT model at the transport layer (TACT) is presented and evaluated as a proof of concept.
Chapter 1 presents the state of the art and context in which the present contributions take place.
After studying the various existing approaches to provide Quality of Service for end-hosts, a
modular approach to communication protocol design is presented as an effective approach to
adaptation at the transport layer. To support coordinated adaptation of modular components,
the Autonomic Computing Model is introduced as an architectural reference.
Chapter 2 details the main contribution of this work. Indeed, the design of the Autonomic Com-
munication Toolkit is presented. The presentation follows a well known requirements capture
and system design method that leads to a “Platform Independent Model” (PIM) of the pro-
posed solution. The modeled system allows to manage adaptation of communication protocols
at multiple layers following an autonomic approach. A key question in adaptation is “how to
adapt?”. Artificial Intelligence techniques such as Markov decision processes and reinforce-
ment learning are explored to provide possible answers to this question.
Chapter 3 describes the implementation of the ACT at the transport layer (TACT). The approach
consists in refining the previously presented model to discuss its support for modular transport
protocols. The limitations of the ACT are identified and solutions for overcoming them are
presented.
Chapter 4 presents an evaluation of the approach at both functional and non-functional levels. A first
simulation study provides a proof of concept of the approach. Further experiments involving a
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Java prototype implementation of the system are presented in order to illustrate the learning and
decision elements in action. A discussion on the scalability and extensibility of the approach is
presented.
Finally, conclusions to this work are presented and several research perspectives extending spe-
cific aspects of the present work are identified.
When used in the margin of a text box like this one, this symbol
denotes a bibliographical precision.
When used in the margin of a text box like this one, this sym-
bol points out that the contents are of a technical nature but not
mandatory to obtain a global understanding of the contribution
itself.
Reading Guide
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CHAPTER 1
CONTEXT AND STATE OF THE ART
I have but one lamp by which my feet are guided, and that is the
lamp of experience. I know no way of judging of the future but by
the past.
Edward Gibbon
Introduction
IN this chapter, the elements which inspire the contributions of this thesis are presented. A broadrange of topics are visited to explore several fields of interest and present great research work that
are now part of the State of the Art in these topics.
A first section is centered on the technologies available to provide either guaranteed or optimized
Quality of Service (QoS) to end-hosts. The focus is made on the parts of these systems that are visible
to applications or entities executing on the end-hosts. Solutions are considered both at the transport
and Network Layer as these are the layers which span across the network to provide end-to-end
services.
The numerous different implementations of Transport Layer mechanisms have led to the emer-
gence of Micro-Protocol composition frameworks. A second section will take us into the study of
these frameworks which all follow different approaches to fine grained, on demand, protocol service
establishment by assembling simple building blocks called Micro-Protocols. These frameworks pro-
vide the tools for building communication protocols that work in diverse environments providing that
1
CHAPTER 1 : CONTEXT AND STATE OF THE ART
they have all the required Micro-Protocols and “know” how to assemble them together.
Facing the high number of services available for either optimizing or guaranteeing QoS at mul-
tiple layers and even inside the layers themselves, a third section presents existing approaches to
coordinating the instantiation of these services. The strengths and limitations of these approaches are
presented.
A fourth section presents architectures that provide possible answers to the problem of service
composition. The approach is taken from the field of software engineering. Autonomic Computing
provides architectural guidelines to build multi-tiers systems composed of components that take their
own decisions based on the data they collect or that they acquire. Autonomic approaches are inter-
esting as they perform better than centralized approaches in terms of scalability. This improvement is
due to the fact that the decision on how to fix a given problem is always taken as close as possible to
its source in the architecture.
Finally, definitions of the concepts that will be used in the description of the contribution in the
following chapters are given. A partial conclusion summarizes the key concepts of this chapter and
introduces the structure of the following chapters.
1.1 QoS for the end-hosts
Providing Quality of service (QoS) for data flows on the Internet has been a major goal of the past
decade. Indeed, the increasing demand for transit and relay bandwidth in core networks combined
with the massive distribution of enterprise and multimedia applications have led to reconsidering the
services offered by major service providers.
Indeed, one of the characteristics of the Internet and networking in general relies on the fact that
most of the communications occur following the “Best Effort” paradigm. In this service model, the
operator provides no guarantees on what the user gets out of its access. Indeed, for Internet connec-
tivity, a user may lease a T1 operating at “1.544Mbps” or even an OC-3 operating at “155.52Mbps”
and not be able to achieve throughputs greater than a few Kbps for some destinations on the Internet.
The customer is only sure of the maximum bandwidth to and from any destination which is the speed
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of its leased link.
The causes of these phenomena are outside of the scope of the current study but are of much inter-
est. Mainly, the heterogeneous and statistical nature of the Internet, the administrative preferences of
“manually tuned” routing protocols (BGP) and poor engineering are responsible for these situations.
Given the above observation, most network operators use traffic engineering techniques combined
with some level of over-provisioning to provide acceptable services to their users. The scientific
community has followed two main tracks in its research to improve the situation.
• A first and straightforward approach is based on the assumption that finding a global solution
to the problem in the actual Internet is not feasible. This approach consists of trying to opti-
mize the use of the resources available from the network at a given time. In this context, no
delay or bandwidth guarantees can be obtained but still, improvements can be achieved. For
example, in the context of a video transmission over the Internet, a simple optimization strategy
consists in sending only the audio stream when there is not enough bandwidth for both audio
and video. This decision degrades the experience of the user but not as much as it would be if
an unintelligible fraction of both video and audio were received.
• A second family of approaches consists in looking for ways to provide guarantees to the service
that users get from the network. For example, instead of leasing a T1, the user and the operator
engage in a contract accompanying the connection in which the service is best described. This
is known as a Service Level Agreement or SLA. In the SLA, the operator describes the service
that the user will get out of the network as well as reimbursements that the user will receive in
case the service level is not met. For example, the operator might lease a T1 to a customer with
an SLA that can be summarized as follows: on demand max 6 concurrent reservations, per
reservation, at most 128Kbps as guaranteed minimum, always 512Kbps burstable, delay and
losses at 99th percentile below 50ms and 10−7 to the following destinations: 200.120.192.0/22
and 7.0.0.2/8, “Best Effort” for all other traffic or traffic for which no reservation is made.
This section studies the technologies for achieving both kinds of service. For each of these meth-
ods and technologies, the focus is made on the end-host observable part of the system with little detail
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on the methods used to actually provide guarantees in the network.
1.1.1 Techniques for optimized QoS
Optimizing the QoS for the end-users is an interesting technique which finds its use in many cases as
soon as the bandwidth available on the data path is less than the bandwidth required to send all data
in a timely manner. These situations are frequent in the best effort Internet but can also occur in the
guaranteed world. Indeed, many factors interplay such as, for example, the unavailability of resources
at the moment they are needed, or the technical impossibility to provide guaranteed services due to
the lack of adequate technology being deployed.
The following section details the optimization techniques that exist at the various layers of the
communication stack from the application itself to the Transport and Network Layers.
1.1.1.1 By the multimedia applications
Applications which use the network to transfer multimedia contents have become increasively inter-
ested in optimization techniques. This is mainly due to the importance of having the data they produce
delivered to their peer using services that did “more than UDP” but “less than TCP”. With the ad-
vent of Micro-Protocol composition frameworks (presented in detail in section 1.2.2.3) however, most
of the techniques originally implemented by the application themselves can now be handled by the
transport protocols themselves.
Indeed, TCP provides too many guarantees to these applications. Or more precisely, the full
reliability that is provided by TCP leads to an inability to bound the end-to-end delay which makes the
service unusable by real time multimedia applications such as video-conferencing. On the other hand,
UDP is also insufficient because it provides a service which does not take advantage of the fact that
some applications can tolerate a few retransmissions in case a loss occurs as long as the delay is kept
below a certain threshold. These limitations led to the implementations of custom ARQ (Automated
Repeat reQuest) mechanisms on top of the services provided by UDP by some applications.
Another common approach in the case of multimedia applications consists in monitoring the
services provided by the network at all times and using “adaptive coding” [M-17] which adaptively
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changes the coding scheme (the codec) used to encode the media that are being transmitted. Generally
speaking, the use of a codec that requires less bandwidth will lead to a quality decrease for the user
but will achieve better results than dropping half of the packets. Modern codecs and frameworks
for multimedia coding and encapsulations such as the MPEG-4 norm define several levels of coding.
Additionally, to avoid the signalling overhead that a change of codec requires, hierarchical codecs
have been developed. These codecs allow for the quality of the recomposed video to be proportional
to the number of received packets given that the discarded packets are chosen carefully.
1.1.1.2 At the Transport Layer
Quality of service can also be optimized at the Transport Layer. This is generally performed by the
enhancement of one of the Transport Layer functionalities. In [M-16] the following classification of
the basic Transport Layer mechanisms is presented.
• Error control: combination of techniques to protect against loss or damage of user data and
control information. Error control is performed in two phases: error detection and error report-
ing and recovery. Error detection identifies lost, disordered, duplicated and corrupted Transport
Protocol Data Units (TPDUs). Error reporting is a mechanism where the transport receiver
informs the sender about errors detected. Error reporting may be implemented by positive ac-
knowledgment of data received (ACK) or negative acknowledgment of errors detected (NACK).
Error recovery is a mechanism used by the sender or receiver to recover from errors. Error re-
covery mechanisms can be implemented by retransmission strategies (i.e., Automatic Repeat
reQuest or ARQ) or redundancy mechanisms (i.e., Forward Error Correction or FEC).
• Flow and congestion control: flow control is a mechanism implemented by the Transport
Layer to limit the rate at which data is sent over the network to avoid exceeding the capacity of
the Transport Layer receiving entity. Congestion control mechanisms are intended to preserve
network resources to avoid network congestion.
• Multiplexing and demultiplexing: mechanisms implemented by a transport protocol to as-
sociate several Transport Service Access Points (TSAPs) to a single Network service Access
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Point (NSAP). These mechanisms enable supporting several Transport Layer connections us-
ing the same Network Layer connection. The use of protocol port numbers to perform the
multiplexing/demultiplexing operations allows serving multiple transport users using the same
network address.
• Segmentation and reassembly: when the size of the Transport Service Data Units (TSDUs) is
bigger than the allowed size of the Network Service Data Units (NSDUs), the TSDUs have to
be segmented into smaller TPDUs by the transport sender. The transport receiver reassembles
the TPDUs to rebuild the TSDUs to be delivered to the user receiver.
• Other mechanisms: some transport protocols can implement other specialized mechanism
such as concatenation/separation. The concatenation combines several TPDUs into one NSDU
to reduce the number of NSDUs submitted to the Network Layer; the separation of the con-
catenated TPDUs will be performed by the transport receiver entity.
To improve the Quality of service for multimedia applications, the error control and congestion
control mechanisms can be extended. The following paragraphs show some of these extensions which
are implemented in the ETP framework which is presented in detail in section 1.2.3.
Specifically, the following paragraphs present an enhancement of the congestion and error control
mechanisms to make them more compliant with the QoS requirements of multimedia applications
while taking into account limited network services.
1.1.1.2.1 QoS-aware congestion control
Currently, most streaming and conferencing applications do not implement congestion control
mechanisms. The implementation of a congestion control mechanism for these applications is re-
quired to reduce the risk of future Internet congestion collapse [M-9]. Real-time flows are either
transmitted using a near-constant rate or an adjustable rate based on the feedback obtained from
the receiving application (i.e., RTCP messages). But even when applications are able to adapt their
sending rate, it is usually done in long timescales. Some studies have led to the design of conges-
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tion control mechanisms adapted to the characteristics of these applications [M-10]. One of these
mechanisms is the TCP-Friendly Rate Control or TFRC and its extensions for the wireless context
[M-6, M-22]
The rate control mechanism of TFRC is based on a delaying policy aimed at adapting the flow to
the allowed sending rate. This mechanism can penalize applications with strict delay constraints as
some received packets could be discarded as they arrive too late to be presented. Approaches such as
the ones proposed in [AAI-9] try to optimize the quality of the video stream by selectively discarding
packets at the Transport Layer. To achieve this, QoS information describing the multimedia flows has
to be made available to the Transport Layer. This can be achieved by using mechanisms similar to the
ones described in [AAI-8].
These selective ADU (Application Data Unit) discarding methods can be applied if the media
has been encoded using specific codecs which facilitate the implementation of this method at the
Transport Layer (i.e., ALF approach for the segmentation of flows such as MPEG [F-7], H.263,
MJPEG, etc.). Similarly to the multi-layered multicast flows, for Transport level quality adaptation
strategy, several “quality layers” could be defined using the QoS description of the ADUs composing
the multimedia flows. For instance, for an MPEG flow composed by I, P and B images, three quality
layers could be defined: Layer 2: I, P and B images - Layer 1: only I and P images - Layer 0: only I
images.
1.1.1.2.2 QoS-aware error control
Some multimedia applications have a preference for timeliness over order and reliability (i.e.,
video conferencing). Actually, many of these applications do not require a fully ordered and fully
reliable transport service but can acomodate partial order delivery [F-2]. For this reason, most of
multimedia applications have been designed to use the UDP protocol without any guarantees of order
and reliability.
ARQ (Automated Repeat reQuest) error control mechanisms work as follows: when a loss is
detected, the receiver sends a feedback message to ask the source to retransmit the message. This
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means that a retransmitted packet arrives at least three one-way delay after the transmission of the
original packet. Sometimes, this delay could exceed the delay constraints of the application. However,
if the one-way delay is short, this mechanism could be efficiently used to recover the losses.
When the mechanism is receiver-based, its objective is to avoid retransmission requests when data
will not arrive on time for its presentation. In order for this method to be implemented, the receiver
has to know the scheduled presentation time of the lost packets.
On the other hand, the request can be sender-based, to avoid retransmissions of packets that will
arrive too late to be presented. The retransmissions can be demanded by the receiver when losses are
detected.
This mechanism can be easily implemented by the source if QoS information related to the time
presentation is available at the Transport Layer. Indeed this method can be used to provide a differen-
tiated and partially reliable service taking into account the notion of differentiated layers previously
introduced.
1.1.1.3 At the Network Layer
Optimizations of the QoS at the application and the Transport Layer can only be performed on end-
hosts or eventually by transport proxies in the network. For example, in the case of a mechanism
that takes the available bandwidth on the path into account to discard low priority ADUs, the end
system must estimate the bandwidth that is available at any given time to determine which packets
it will drop and which it will keep. If the selective discarding mechanism was implemented on each
of the nodes through the network, the bandwidth estimation would not be required as the decision to
drop low priority packets in favor of high priority ones could be made on every node when a buffer
overflows. This approach is discussed in [M-11].
This behavior can be achieved by the use of scheduling techniques in the management of the
buffers at the IP layer. For instance, early studies that dealt with QoS at the IP layer have introduced
the need for efficient scheduling algorithms which would allow for priorities to be taken into account.
The priority of an IP packet is determined by using the value of its ToS (Type of Service) header
field (now extended and renamed DSCP for Differentiated Service Code Point). The IETF has defined
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standard values for the DSCP to be used on the Internet [M-19]. Depending on these values, the
routers will handle packets differently to provide a specific service.
Among the different values of the DSCP field, a packet could be tagged with Minimize Delay
(0x10) which would lead to a treatment among its route for it to arrive as fast as possible to its
destination. However, the packets tagged this way may experience more losses than the ones marked
as Maximize Reliability (0x04) which would lead to less losses but might increase the delay.
The value of the DSCP field can be set by the sender of the packet. However, in the current
Internet, there are no guarantees that the various organizations that control the routers which will
handle the packet will actually use these values to provide differentiated yet unguaranteed services.
Additionally, any of the equipments that handle the data in the network may reset the value or change
it without the sender knowing which might lead to unexpected results.
1.1.2 Techniques for Guaranteed QoS
When optimizing the QoS is not enough, or in environments where there is more control on the inter-
mediate equipments and systems that manage packets enroute, QoS guarantees can be obtained. The
solution for providing these guarantees consists in combining a specific packet scheduling technique
with an admission control. For example, we’ve seen in the previous section (1.1.1.3) that scheduling
algorithms provide for a way to allocate a portion of the outgoing link bandwidth on a networking de-
vice to a given type of packets. If these packets are marked when they enter the network and that prior
to their marking, a procedure has been executed to verify that the service required for the connection
to take place can be provided and assured, the QoS is guaranteed.
The following sections present two of the various systems that implement guaranteed QoS with
or without explicit prior reservation in either mono or multi domain environments. These systems
rely on frameworks such as the IntServ [M-3] and the later DiffServ [M-2] models promoted by the
IETF for achieving their goals.
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1.1.2.1 The EuQoS system
The EuQoS System focuses on providing end-to-end guaranteed QoS in heterogeneous multi-domain
contexts. The EuQoS approach is detailed in [M-5]. In EuQoS, a virtual layer is added to make the
management of resources independent of the technology that will be used to provide them. Addition-
ally, the multi-domain context which is targeted in EuQoS requires the use of a signalling protocol as
identified in [M-8] to establish guarantees on all the networks on the data path.
From an end-user and an application programmer’s point of view, the EuQoS system provides
tools that allow reservations to be made. While the user is presented with a nice interface, the pro-
grammer will be happy to see that an API (Application Programming Interface) is also provided.
When a communication that requires guarantees is about to begin, EuQoS must be invoked by pro-
viding it with the following parameters: Source IP Address, Destination IP Address, Source Port
Number, Destination Port Number, Transport Protocol, Required Peak Bandwidth and Maximum
delay or Applicative Codec.
After processing, the system will return the description of the service it has been able to reserve
along the path. At best, this service will match the requirements passed at invocation but can also be
different in case there is not enough resources on the data path or the requested resources exceed prior
agreements between the user and the provider.
1.1.2.2 The NetQoS system
The NetQoS system is designed to ease the management of a QoS-enabled domain such as the ones
using the EuQoS framework. NetQoS performs automated reservation and configuration of resources
based on a policy based mechanism. The system is based on the initial view presented in [M-20].
In NetQoS, users and applications can specify their requirements to the system. These require-
ments constitute a high level policy (i.e., “When I’m at work, I like having the highest possible quality
for my VoIP phone calls”, “on the other hand, at home, I don’t mind getting bad quality if it allows
me to pay less”).
Based on the user defined high level policies, the system will derive an intermediate policy which
corresponds to the translation and mapping of the high level policies into Quality of service param-
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eters such as delay, loss rate and throughput. This intermediate policy will then be used to perform
admission control and eventually change the configuration of the policy enforcement points (PEP) at
both the network and Transport Layers.
From an application developer’s point of view, the NetQoS system offers an API that allows it to
specify the actual QoS requirements for its streams. The system will provide the user with a service
that best suits his needs and its contract. Additionally, the system will allow the user or application to
access statistics information about the service it is getting.
Additionally, the NetQoS system provides support for the policy based management of QoS ser-
vices at multiple layers of the communication stack. The policies that can be expressed by the dif-
ferent actors in the framework are not only translated to operational directives for the network layer.
The use of Micro-Protocol composition frameworks are the Transport Layer is also supported. The
study of these frameworks illustrating the possibilities that they provide in terms of QoS is detailed
in the next section.
1.2 Micro-Protocol composition frameworks
1.2.1 Motivations
Early distributed applications had simple (i.e., total or null) requirements regarding the reliability and
order of the data they exchanged. The widely used transport services such as UDP and TCP have
been designed to fulfill such simple requirements.
Today, new applications exchanging different kinds of data such as audio or video presentations
are becoming increasingly popular over the Internet (VoIP, VoD, TVoD, . . . ). These applications
have different requirements than the “historical” ones. In order to provide adequate services, several
proposals have been made at the network level (DiffServ, IntServ, . . . ). However, when these cannot
provide any guarantees (i.e., in wireless environments), the Transport Layer is able to implement
mechanisms that “optimize” the QoS as described in [M-12]. In parallel to several proposals made at
the IETF such as DCCP [F-10] and SCTP [F-16] to tackle specific aspects of the problem, modular
protocols such as Coyote [F-4] and ADAPTIVE [F-15] have been proposed.
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This chapter also presents the ETP (Enhanced Transport Protocol) which is specifically designed
to provide a large set of transport mechanisms to most efficiently satisfy the requirements of a wide
range of applications.
1.2.2 Background
Given the limits that the tight coupling of existing transport protocol’s functions, the extensibility of
such protocols to take into account new application requirements or underlying network services is
a complex task [F-1]. Indeed, to provide a service that best suits the application requirements, the
internal architecture could be modified (e.g. replace an ARQ error control mechanism by a FEC
mechanism) [F-5, F-14]. Different compositional frameworks have been proposed to deploy such
communication architectures.
The most intuitive model for the internal architecture of such protocols is the OSI model. Indeed,
it is easy to consider the Transport Layer as being composed by a hierarchical stack of blocks. Each
of these blocks providing a specific elementary service. This hierarchical architecture is followed by
V_STREAMS [F-13], the X-kernel [F-9] and APPIA [F-11, F-12, AAI-21] detailed hereafter.
Another approach consists in deploying an event based system in which all the different blocks
are triggered by a global kernel in response to specific events that take place throughout the message
processing. For example, several modules can subscribe to the event arrival of a new applicative
message. The kernel will then invoke them each time this event is triggered. This is the approach
followed by Coyote [F-4],Cactus [F-17, F-18, F-5] and ADAPTIVE [F-14, F-15] presented hereafter.
1.2.2.1 The Micro-Protocol abstraction
Most of the proposed architectural solutions for dynamically composable protocols are based on
the Micro-Protocol abstraction. This notion was first used in x-kernel. Its essence comes from the
decomposition of the different functions of a protocol into simple elementary functions. The protocol
being implemented by the successive call of primitive building blocks [F-9]. Following the x-kernel,
the Micro-Protocol notion is also used by ADAPTIVE [F-15] in which a protocol is implemented as
the composition of multiple reusable building blocks.
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This notion has been further enhanced by the Coyote and Cactus projects. A Micro-Protocol is a
software module implementing a standard interface allowing it to interact with other Micro-Protocols.
This module implements an elementary function required for the deployment of a communication
protocol.
Micro-Protocols are generally part of a framework which includes the kernel and several basic
helper objects. In these frameworks, the Micro-Protocols act as off-the-shelf components coordinated
by the kernel.
1.2.2.2 Event based frameworks
Figure 1.1: Event based architec-
tures
Event based architectures have been investigated in the context
of several research projects that have led to the development
of new transport protocol’s architectures. In these systems, the
send() system call of the API triggers a specifically predefined
event to which one or more Micro-Protocols have subscribed.
These Micro-Protocols can also trigger new events which will
be handled by others as shown on Figure 1.1. In what follows,
various approaches to event based architectures are presented.
Coyote [F-4] extends the model provided by x-kernel by
increasing its granularity. By such, intra-layer composition be-
comes possible and the system is composed by a central con-
troller which coordinates the message handling. Various type
of elements are defined: system events and user events.
System events: these events are predefined and automatically triggered by the system’s kernel when
specific actions occur. For example, new data arriving from the lower layers.
User events: these events are defined by the framework user (i.e., the Micro-Protocol architects).
They can only be triggered by Micro-Protocols. These events provide an easy way for a Micro-
Protocol to signal the expiration of a timer to others.
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A Micro-Protocol is then defined by a set of functions, each of them being the handler for a
particular event. Upon instantiation, a Micro-Protocol requests the kernel to bind specific events to
these handlers. The concatenation of the actions that each Micro-Protocol will take in response to
these events will allow the protocol to provide specifically targeted services. The coherence of the
provided service will depend on the composition choices and the architect’s abilities.
The main interest of the Coyote framework resides in its modularity that allows heavy reuse of
modules to provide numerous services to the applications.
Cactus [F-5] extends the model proposed in Coyote to include new mechanisms specially ded-
icated to QoS for applications. Transport protocols are by nature, unable to provide any guarantee
on QoS. The only possibility resides in the modification of the implemented services to optimize the
QoS provided to applications. This is the approach that is followed in Cactus.
The Coyote system has been extended to integrate a slightly complexified structure in which the
links between Micro-Protocols and events can be modified during the execution [F-17]. This allows
a mechanism that is judged inefficient regarding the goals of an application to be replaced by another
in a seamless way.
The limits of Cactus are related to its structure which does not allow for dynamically extensible
protocols to be defined [F-18]. Indeed, Cactus allows for defining bundles of Micro-Protocols which
can be used at run-time to provide service adaptation. However, the specialization of a protocol for it
to take new contexts into account (all possible adaptation actions being impossible to think of during
its design) is not provided without having the architect re-design its protocol and re-compile it.
1.2.2.3 Hierarchical frameworks
In parallel of event based architectural frameworks that may seem complex regarding the history of
protocol design, another approach to Micro-Protocol architectures exists. These architectures can be
seen as a generalization of the OSI model as Micro-Protocols are stacked together to form a given
protocol as depicted on figure 1.2. In what follows, these approaches are presented in further details.
The V_STREAMS was one of the first systems supporting a hierarchical and compositional model
[F-13]. A stream is a full duplex connection between several linearly connected processing modules
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Figure 1.3: Example of a V_STREAM hierarchical architecture
with data flowing in both directions. The modules in a stream communicate almost exclusively by
passing messages to their neighbors, except for some conventional variables used for some control
functions. The API services consist in write and read messages. Each processing module consists of
a pair of queues, one for each direction. In the V_STREAMS system a stream may be dynamically
extended by the addition of new modules. In fact, the processing modules in a stream are thought as
a stack whose top is next to the user program. In next figure shows a V_STREAMS configuration for
network terminals.
Figure 1.2: Hierarchical Architectures
The X-kernel [F-9] is a network oriented operating sys-
tem. Its architecture allows the user to implement and deploy
its own communication protocols (see figure 1.4. Follow-
ing this approach, a user can deploy various communication
protocols that, when composed together, provide a specific
service to the applications using them.
Although the x-kernel was not intended to be used as a
composition framework it was the base to various prelimi-
nary experiments for both the Coyote and Cactus projects.
The composition logic allowed for the easy decomposing of
complex protocols into Micro-Protocols.
ADAPTIVE [F-14, F-15] follows the same goals as the
ones expressed by Cactus. However, its interest resides in
the fact that it intends to develop many tools aimed not only to provide an easy deployment of cus-
tom protocols but also to evaluate the performances of such protocols [F-3]. Moreover, the different
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Figure 1.4: Example of an x-kernel protocol graph configuration
features (Micro-Protocols) of the constructed protocols can be activated or deactivated upon instanti-
ation.
In ADAPTIVE, Micro-Protocols are materialized by different implementations of predefined
functions related to connection or context management, reliability and transmission control, . . . .
Upon instantiation, the application specifies its QoS requirements. The ADAPTIVE framework then
chooses the best possible composition of Micro-Protocols for each predefined function by taking into
account the network context described by the protocol architects.
However, ADAPTIVE does not provide mechanisms to perform dynamic reconfiguration of the
instances during the protocol’s execution. Moreover, the addition of Micro-Protocols or new functions
cannot be performed in run-time which makes the model quite static.
An extension to ADAPTIVE known as ADAPTIVE Communication Environment (ACE) provides
tools for automated build of network daemons.
APPIA [F-12] is based on the dynamic composition architecture as existing in the Ensemble
project [F-6]. APPIA extends the model to make it more flexible. The composition of Micro-Protocols
is made in a hierarchical way while still allowing for various Micro-Protocols to be instantiated at a
given level [F-11]. By such, a message can be routed adequately through the sequence of Micro-
Protocols corresponding the the composition which will allow to provide the best QoS. In APPIA,
this Micro-Protocol sequence is known as a channel.
In addition to this, the messages exchanges in the Micro-Protocol’s stack can be of two kind:
Internal Message: these messages are required to perform coordination actions among the different
Micro-Protocols present in the stack. They are exchanged only between two Micro-Protocol
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instances in the stack and never leave it. New Micro-Protocols can define their own messages
by inheritance while still allowing older modules to interpret parts of the messages given their
polymorphic nature.
Messages to be transmitted: these messages extend internal messages. By such, they still have the
same properties as the internal messages but may also be transmitted outside of the Micro-
Protocol stack, either to other communication protocols on the machine or to the network.
1.2.3 The Enhanced Transport Protocol (ETP)
The Enhanced Transport Protocol (ETP) [F-8] is a QoS-oriented modular transport framework fol-
lowing an approach combining the benefits of both the event based and the hierarchical architectures.
Its internal architecture is presented on Figure 1.5
On the one hand, the hierarchical approach is good for mechanisms that require to be executed
synchroneously to the stream they transport. This key concept can be applied to QoS control functions
to be performed synchronously to the flow exchange between applications (e.g. source and receiver
based mechanisms to flow and congestion control, error detection, . . . ).
On the other hand, some Micro-Protocol functions can be performed asynchronously to the
stream, when a specific event is triggered (e.g. error recovery mechanism triggered by a timeout).
These management functions are better implemented in an event based architecture. However, data
often needs to be exchanged between the data processing and connection management functions.This
is achieved by the use of a shared variables container. The object-oriented techniques that exist today
provide for easy extension and evolution of the architecture.
In summary, the ETP architecture follows a hierarchical model for the composition of services
related to data processing mechanisms and an event based model for the management mechanisms
(see figure 1.5).
In ETP, a Micro-Protocol (e.g. implementing the TFRC congestion control [M-13]) is further
decomposed into several processing modules, each being instantiated in the appropriate containers
(In flow, Out flow, Management). The ETP kernel provides methods for processing modules synchro-
nization as well as communication through the use of shared variables.
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Figure 1.5: Composition architecture of the ETP
The application using ETP can specify the Micro-Protocol composition it requires and the ETP
kernel will use the Micro-Protocol descriptions to instantiate the correct processing modules as well
as initialize the shared variables for communication.
Although the ETP provides a high degree of flexibility for the application developer to specify the
composition he wants to use for its communication, it still requires the application programmer to be
“saavy”. Indeed, knowledge of which Micro-Protocols to instantiate might not be trivial and requires
strong expertise.
Furthermore, dynamic auto-adaptation of the transport services in response to changes of network
conditions has not been provided in ETP. Indeed, even if a diversity of Micro-Protocols have been
designed in the ETP framework, only the initial configuration and deployment have been considered.
Dynamic adaptation strategies of the transport mechanisms in response to changes in the network
service have not been defined (i.e., changes in network QoS conditions, mobility, etc).
Moreover, ETP does not provide a way for the application to detect when the service it has re-
quested does not fulfill its QoS requirements. This results in the application having to implement its
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own monitoring.
1.2.4 Conclusion on Micro-Protocol architectures
The previous sections have presented the different approaches that exist to conception of protocol
architectures following a Micro-Protocol approach. These new approaches are interesting as they
differ from standard ones in many aspects:
Reusability: the fact that Micro-Protocols perform only some elementary function, they can be
reused without modifications in totally different assemblies to provide a totally different global
service.
Configurability: because a framework is able to provide many different transport services by in-
stantiating a composition of Micro-Protocols.
Extensibility: which allows to easily add new Micro-Protocols and instantiate them in composi-
tions. This is made possible by the nature of the different architectures for which Micro-
Protocols have to present a common interface.
Micro-Protocol composition frameworks provide a good solution to the problem of providing
software components that can be adapted and composed together in order to provide adequate services
to the wide variety of application requirements that exist.
However, having all the tools and pieces required to build a house does not help you if you have
no idea of “how” it should be done. Indeed, you might try all possible combination of pieces together
and finally succeed but by then, the potential buyers that you had when you began have already bought
their house from someone else.
In order to extend the capabilities of existing composition frameworks, the following section
presents different approaches to service composition either at a given or at multiple layers of the
stack.
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1.3 Approaches to services coordination
The existence of various services that provide either optimized or guaranteed QoS at the various layers
of the communication stack have led the path for several research studies that aim at coordinating
these services together. A first group of approaches considers the coordination of services executing
at a given layer to provide enhanced services for one or more streams. A second family of approaches
address the problem of coordinating services executed at multiple layers of the communication stack
to benefit from all the enhancements while preventing undesired effects. This section presents these
approaches and studies their features and limitations.
1.3.1 Mono-layer approaches
In the context of services available at a single layer, the idea is to use one or more of the available
services to improve the service that is provided to applicative streams. Two families of approaches
exist when considering the mono-layer scenarios, those who focus on a given data stream (mono-
connection) and those who coordinate several connections together (multi-connection).
An illustration of the multi-connection proposal is the Congestion Manager approach [AAI-25]
which proposes an architecture to manage congestion efficiently. Indeed, the study is based on the
fact that the aggregated throughput of various TCP connections between two end-hosts is higher than
the one that would be obtained by a single TCP connection on the same link. The authors propose
an approach that would federate the congestion control function of the various transport connections
executing between two end-hosts in order to optimize the service provided to the applications.
A similar mono-connection approach in the context of wireless networks can be found in the
MULTFRC mechanism described in [M-22]. In MULTFRC several TFRC “instances” are aggregated
to maximize the throughput obtained when using this congestion control mechanism on wireless
networks.
20
1.3 APPROACHES TO SERVICES COORDINATION
1.3.2 Multi-layer approaches
This section presents coordination approaches which consider services executed at multiple layers
of the stack. These approaches can either consider the full protocol stack or, in the case of modular
communication protocols, the stack of Micro-Protocols in a given protocol instance.
1.3.2.1 Full communication stack
In [AAI-10], the authors address the need for real-time service provisioning at multiple layers either
vertically on a single host but also horizontally across various autonomous systems.
Multi-layer coordinated adaptation is a complex task [AAI-5], indeed, it is necessary to ensure
that services instantiated at one layer will not have counter productive effects on the services executing
at another layer of the same stack [AAI-20, AAI-2].
When considering the global communication stack several studies have been carried on to de-
termine the adequacy between transport level services and IP level guaranteed resource reservations.
In the context of the EuQoS project, preliminary studies have shown that certain transport functions
such as congestion control could lead to suboptimal performances when used on DiffServ AF classes
[M-18]. In EuQoS, an extended provisioning option includes the dynamic deployment of a modular
transport protocol. The Micro-Protocol stack that composes the transport instance is determined based
on a statical mapping. For example, if the IP service is Real Time Interactive, the Micro-Protocol stack
should be composed of a single Shaper module shaping applicative traffic to the reserved throughput
value.
Other approaches target the context of performance optimization for small groups of cooperating
peers. In this field, approaches relying on experts to define the rules to be taken into account when
composing services in the form of graph grammars and graph grammar productions [AAI-14] have led
to interesting results [AAI-15]. Given the assumption that the grammar and productions are correctly
defined, the approach allows for coherent coordinated adaptation at multiple layers. However, this
approach lacks autonomicity as the inclusion of new services requires the manual enhancement of
the grammars by an expert in the field. Once the grammar has been extended, the system is able to
consider the new service in its adaptation strategies.
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For Micro-Protocol stacks, several approaches to improve the existing architectures for them to
provide the features of an autonomic component exist. In [AAI-26], a policy based approach is
introduced. The Micro-Protocol stack designer must provide a centralized adaptation manager with
the policies that govern the stack’s adaptation. The authors use the APPIA framework (presented in
section 1.2.2.3) as a base for their implementation. By the use of policies, the service provided by the
stack can be adapted to the changes in the underlying communication system’s performances.
Another approach introduced by [AAI-12] consists in re-considering the layered approach by
enhancing it with several mechanisms for cross-layering. In their work, the authors define the features
that an autonomic Micro-Protocol stack should provide as being the automated adaptation of the
structure as well as the parameters that govern the stack’s execution to adapt to situation changes.
Protocol composition frameworks allow for a fine grain, highly tailored service composition to be
achieved in order to compose a communication protocol that best suits the application requirements.
However, the instantiation of this composition still requires the application programmer using the
previously introduced frameworks to have enough knowledge on the internals of the Micro-Protocols
he is composing. Autonomic Computing, presented hereafter, provides an architectural framework
for overcoming these limitations.
1.4 Autonomic Computing
The previous sections have presented the wide variety of services available at the different layers
of the communication stack to provide either optimized or guaranteed QoS. Additionally, Micro-
Protocol composition frameworks have been introduced as a key concept for the implementation of
fine-grained, highly tailored transport services for QoS. In order to coordinate the composition of
these services, the previous section has presented several approaches that consider both a single layer
and multiple layers.
This section presents an overview of the autonomic computing context and the main features that
compose such paradigm.
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1.4.1 Overview
Autonomic Computing [AAI-22] is a paradigm inspired by human observation of nature. This con-
cept comes as a solution to the fact that applications are often required to be executed in environments
that are not the ones they were designed for. To avoid a complex manual reconfiguration and adapta-
tion of the application to adapt it to a given context, the basic properties of an autonomic component
as well as an architecture to support them have been defined in [AAI-17].
The main aspect of autonomic computing resides in self-management which can be further refined
in self-configuration, self-optimization, self-healing and self-protecting. In order to achieve this goal,
an autonomic component must constantly monitor the context in which it evolves as well as the
efficiency of the service it is providing. Moreover, it should be able to respond adequately to changes
in the context. An important feature for an autonomic component is the ability to determine whether
it can maintain an adequate level of service by adaptation or not.
Implementing an autonomic system is a great challenge. Mainly two approaches exist for doing
so. The first approach consists in defining all the possible adaptations when designing the component
as in [AAI-3] and [AAI-4]. This approach is suitable for systems for which all the possible adaptations
can be thought of “a priori”. However, for large and complex systems, this approach is often not
feasible. A second approach consists in the definition of adaptations in a way that allows for their
easy addition during the execution of the autonomic component. By using this technique, the actions
that are undertaken by a system to adapt to its context can evolve without requiring the component
to be re-engineered. The contribution presented in the following chapters is based on these concepts
and benefits from these features.
1.4.2 A software designer’s point of view
The autonomic computing paradigm can be represented using notation languages such as UML to
reflect the implications that it has on software design. The following sections present the various
elements that compose the Autonomic Computing framework from a software designer’s point of
view.
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1.4.2.1 Autonomic Component
Figure 1.6: UML class diagram of an
Autonomic Computing Architecture
The autonomic computing framework features two main
components which are highly related. Indeed, the basic
building block of a system that follows the autonomic com-
puting paradigm is the Autonomic Component. This can be
represented as a software component which has a few basic
properties such as presented on figure 1.6. Among these ba-
sic elements we find two interactions with the environment
which can be materialized by software ports. One of the
ports is mainly used for receiving data coming from the sen-
sors while the other port is used to send data to the actuators.
These actuators perform actions on the environment in which
the autonomic component evolves.
In order to capture the hierarchical relations that govern
decision making in Autonomic Computing, an Autonomic
Component model also has a port through which communication with an Autonomic Manager can
take place. Indeed, this port might not always be connected as Autonomic Components can operate
on their own. However, the existence of this port is useful when the architecture to be implemented
using Autonomic Computing paradigms requires multiple layers of decision.
1.4.2.2 Autonomic Manager
An Autonomic Manager is a specialized Autonomic Component that has all the features presented
above but is also capable of managing one or more Autonomic Components. On the model, this is
represented by the addition of an extra port that is used to connect the Manager with one or more
autonomic components for which it will provide higher level decisions and guidelines. For example,
if two autonomic components are unable to find a solution to their problem on their own, they can
contact their Manager and inform it of the situation. The Manager having a higher level view of the
situation (it has knowledge of the state of its various managed components) might be able to derive
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local strategies that will fit the global situation and force their application on each of the managed
components that experienced the problem.
1.4.2.3 Hierarchy and Delegation in Autonomic Computing
The concept of Autonomic Manager is the base to hierarchy and delegation in the autonomic com-
puting framework. Autonomic components are located at the lowest level of the decision pyramid.
When an Autonomic Component is unable to find a local solution to a given situation, it can refer to
its Manager in order for it to consider the problem with a broader view of the global architecture. If,
in turn, the manager is unable to find a solution, it might refer to a higher level Autonomic Manager
which manages a set of similar level managers for a solution to be computed.
This architectural principle is known as delegation. Instead of always looking for a global solution
to a given problem at a very high level (using much computing power to derive it), the decision process
is delegated to a chain of managers and components each having a view which is more local. This
principle ensures that a solution is first searched for as close as possible to the source of the problem.
On the contrary, a global solution which might require higher computational power to be derived is
only looked in last resort. Figure 1.7 summarizes these concepts.
1.4.3 Focus on autonomic communication
When applied to computer communication, the autonomic computing paradigm suggests that the dif-
ferent components of a network should perform in a way that provides a high level of self-sufficiency.
In what follows, the approaches used to achieve such behavior both for the network management
aspects as well as the protocol stacks’ composition are presented.
1.4.3.1 Autonomic network management
For network management, [AAI-27] proposes an autonomic approach to composing the different
resource reservation systems for end to end QoS guarantees across multiple Internet domains. A more
radical approach is proposed by the ANA project [AAI-18] which aims at developing an architecture
to support autonomic networking where protocols are not fixed but evolutive and numerous. The case
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Figure 1.7: Possible instantiation of an Autonomic Computing Architecture
of autonomic multimedia communication is specifically targeted by [AAI-13] in which the authors
state that UDP traffic now accounts for 25% of all Internet traffic volume (by packet count) and that
autonomic network is the key to solving the problem of multimedia networks administration.
1.5 Definitions of concepts used in the manuscript
The previous paragraphs have presented several approaches to provide either optimized or guaranteed
quality of service at various layer of the protocol stack. These services were either implemented on
end-hosts exclusively or used equipment throughout the network to support communications.
In this manuscript, an architecture to coordinate the instantiation of these services to provide
adequate communication channels to applications is presented. In the description of this architecture
and its evaluation, several terms are used with specific meanings. The following sections define these
notions.
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1.5.1 Communication Channel
In this manuscript, an autonomic architecture to provide applications with communication channels
that most closely meet their requirements is presented.
A communication channel is the generalization of what is commonly known as a socket in net-
work programming. Indeed, a socket is highly linked to a given transport protocol. It is of common
practice to refer to a TCP socket or DCCP socket.
The autonomic architecture described in the following paragraphs does not follow the same model
as the application no longer chooses the transport it wants to use but instead, lets the system chose
the one that is best suited based on the communication goals the application has set.
A communication channel could therefore be seen as an ACT socket as it provides the application
with an endpoint for its communication through which it can send and receive data. This data will then
transit through the service Composition chosen by the ACT based on the application’s requirements
as well as the current network conditions.
1.5.2 Service
A service is a software component that, when instantiated, provides its instantiator with communica-
tion functionalities such as sending and receiving data. The inner mechanisms of this building block
are designed to address specific characteristics of the communication that will be performed by using
the service. As such, a service can be seen as a generalization of the ISO definition of the notion
which allows a broader range of software components than protocol layers to provide them.
For example, the EuQoS system presented in section 1.1.2.1 provides a single point of entry to
the application. Once the application has instantiated the EuQoS service, the data it sends through the
EuQoS service access point will be handled by inner mechanisms which aim at guaranteeing some
characteristics for the data flow.
Another example of a service is a Micro-Protocol in the context of a dynamically configurable
communication protocol. Indeed, when instantiating a SACK-based fully reliable error control Micro-
Protocol, the instantiator’s communications are provided with specific characteristics such as no
losses but unbounded increase in the delay.
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1.5.3 Service Composition
A service Composition is the result of the autonomic decision process. In this process, application
goals are compared to the system’s experience acquired through previous executions. The goal is
to decide on a set of services that, when combined together, will provide a communication channel
through which the data it submits will be delivered in a way that, at least fulfills the requirements if it
does not outstand them.
For example, a service Composition could contain the Enhanced Transport Protocol instantiated
with a TFRC congestion control [M-13] Micro-Protocol at the Transport Layer executed on top of the
service provided by the NetQoS system.
Conclusion
This chapter has presented the state of the art on the different existing research fields which constitute
the building blocks for the contributions detailed in the following chapters. This section summarizes
the key concepts that have been discussed and reinforces the motivations and logic for the contribution
presented hereafter.
In the previous sections, many mechanisms that provide optimized QoS at both the Network and
Transport Layer have been presented. The existence of Micro-Protocol composition framework fur-
ther extends the possibilities to create fine-grained highly tailored services that can be established
on demand in order to best match the application requirements. Moreover, the possibility to ob-
tain guaranteed quality through the use of frameworks such as the EuQoS system further extend the
possibilities.
Using these services, an application could for example, use a stack composed of the ETP trans-
port protocol implementing a fully reliable error control on top of a EuQoS reservation. However,
this might not be the only solution which fulfills the application requirements. Indeed, the network
environment characteristics might be suitable for a simple TCP/IP service over Best Effort to bring
similar performance.
This example illustrates the need for coordinating the deployment of services at the various layers
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of the communication stack. This coordination must take into account both the requirements of the
application and the current performances of the networking environment.
The existing proposals addressing the coordination of services instantiated at either a single layer
or multiple layers of the communication stack have been illustrated. However, these solutions have
shown to be limited by their specificity as well as their lack of extensibility. A general observation
regarding these approaches consists in stating that they generally require much information to be
provided by an “expert”. Moreover, they do not account for this information being approximate or
false.
In order to overcome these limitations in coordinating and controlling the various existing so-
lutions, the architectural principles of the Autonomic Computing framework have been introduced.
The hierarchical architecture of the framework provides a base for autonomy by implementing var-
ious layers of decision. In this logic, problems are always considered for resolution at the lowest
possible level to avoid unnecessary processing.
Finally, definitions of the notions to be used in the rest of this manuscript have been introduced
to improve the clarity and limit the cognitive bias that could lead to misinterpretation. These notions
are used in the next chapters which present the design, implementation and evaluation of the ACT.
The ACT provides both an architecture and models to build an extensible system which requires little
or no information from the “experts” to compose services provided at various layers to best fulfill
application goals in terms of QoS.
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CHAPTER 2
ACT: DESIGN OF THE AUTONOMIC
COMMUNICATION TOOLKIT
A designer who is not also a couturier, who hasn’t learned the
most refined mysteries of physically creating his models, is like a
sculptor who gives his drawings to another man, an artisan, to
accomplish. . .
Yves Saint Laurent
Introduction
THE state of the art presented in the previous chapter illustrates the existence of several tech-niques and frameworks to provide enhanced QoS at multiple layers. Additionally, the need for
a coherent architecture to effectively coordinate the various services available at each layer has been
motivated. The limitations of existing solutions both in terms of high complexity and lack of exten-
sibility raises the need for revising the approach. The autonomic computing framework illustrates an
architectural framework for implementing scalable and fast converging systems. These principles and
guidelines lay the foundations for the contributions now presented.
A first part of this chapter details the different phases of the design of the Autonomic Communica-
tion Toolkit (ACT). This design follows the Agile Unified Process (AUP), a variation of the Rational
Unified Software Development Process (RUP) specifically tailored for agile methods.
The different services to be provided by the system are identified and described. The design of the
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The Agile Unified Process is a simplified version of the well
know Rational Unified Process for software design. The AUP is
adapted to the agile development practices such as SCRUM and
eXtreme Programming (XP) in which the objective is to bring
dynamism and adaptability to the process. The Unified Process
for agile programming contains modified guidelines to integrate
the agile ((Model/Implement/Test/Deploy)n, Release)m
development philosophy into the method.
Agile Unified Process
ACT uses UML 2.1 diagrams for representing the basic course of events as well as the architecture.
Starting from the user and application preferences, three decision levels are identified respectively:
Machine, Application and Communication Channel.
A second part of this chapter studies the problem of decision focusing on the Communication
Channel level. To reduce the amount of information required from experts as well as increase exten-
sibility, artificial intelligence theories for decision and learning are presented. For this, the Markov
Decision Process (MDP) formalism is extended to take specific characteristics of the problem into
account.
Algorithms for dynamically learning which service compositions provide best results are given
and their extensibility is discussed regarding both new network environments and new available ser-
vices. A conclusion summarizes the main aspects of the contribution.
2.1 Services Identification
The ACT is a system that provides applications with end-to-end communication channels. These
channels are similar to the ones materialized by the Berkeley sockets in their usage and interface but
provide enhanced services to the applications using them.
In order to provide these enhanced services to applications, the ACT uses the different services
available on the machine and composes them when possible in order to conform to the applicative
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requirements. These requirements are specified when the application requests the communication
channel but can be changed at anytime throughout the life of the data stream. The applications can
either let the system make all the decisions regarding the service to be provided, or explicitly preempt
the system’s intelligence by specifying the required service composition.
In addition to providing communication channels to applications, the ACT can also be used to
coordinate the network resource usage of the different applications executing on a given machine.
This coordination can either be regulated by the end user who communicates his preferences in terms
of application’s relative priorities or in an autonomous fashion by an intelligent component of the
architecture.
Finally, several of today’s applications integrate a notion of “groups” where several instances take
part in a given activity. The ACT provides the architecture for group of applications executing on
different machines to be coordinated to improve the overall requirements satisfaction.
The above paragraphs reveal various levels of abstraction at which the ACT has to provide ser-
vices. The following sections detail the services provided at each of these levels and illustrate their
use in a simple example.
2.1.1 Application wide
The first level at which the ACT services can be identified is the application level. Indeed, the ACT
being a communication system, applications are the primary actors to which the services are to be
provided.
To keep the design simple, yet providing powerful services, the use cases have been kept as close
as possible to the use cases that are provided by the popular Berkeley sockets API. However, the
basic socket creation and management services have been extended to provide enhanced functional-
ities. The resulting use cases are presented on figure 2.1, the internal component Autonomic Service
Manager (ASM) represented on the diagram will be further detailed in section 2.2.1.1.
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Figure 2.1: ACT Use Cases Diagram for Applications
2.1.1.1 Obtaining a Communication Channel
The basic service provided by the ACT is obtaining a communication channel. In this use case, an
application requests an ACT socket from the system. The ACT socket will be the only interface
between the application and the system and all management will be performed with it.
To create a Socket, the Application is requested to specify a combination of classical parameters
such as the source address, source port, destination address, destination port (some of which can be
omitted to let the system chose a random one (i.e., ephemeral source port selection), just like in the
Berkeley socket API). In addition, the application can also specify the service composition it wants
to have or let the system decide which composition is best suited by only specifying QoS Goals. If
neither QoS Goals nor composition are specified, the system will offer a standard service similar to
either UDP or TCP depending on the API calls that are used. The extension of the Berkeley socket
API to support QoS Goals and compositions is represented on the sequence diagram presented in
figure 2.2. On the sequence diagram, it can be seen that the Communication Channel constructor is
highly similar to the classical Socket constructor. However, two additional optional parameters are
taken into account in order for the application to specify its desired initial service composition as
well as its QoS goals. The rest of the communication API is exactly the same as the Berkeley API,
figure 2.2 illustrates datagram-based communication but ACT also provides the application with an
interface for the stream-based paradigm.
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Figure 2.2: Sequence Diagram for the Obtain Communication Channel use case illustrating the
Datagram-based interface
In the case the application allows the system to derive the best service composition based on
the applicative requirements, the system will perform an initial provisioning during which all the
required mechanisms are instantiated. This mechanism is transparent to the application, however, this
information can be retrieved at any time and preempted if necessary by the application.
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2.1.1.2 Defining a channel’s priority
During its execution, a given application might instantiate several communication channels. For
example, a multimedia transmission might require two channels for stereo audio, and a third channel
for video. The network resources needed for all the streams’ requirements to be fulfilled might not
always be available. In these situations, the ACT will try to adapt the service composition of the
different channels provided to the application. In some cases, the set of adaptation actions for each
channel to lead to a global QoS goals satisfaction does not exist. However, several disjoint subsets
leading to satisfying only some channels’ requirements might exist.
In these scenarios, the ACT needs to be provided with additional input from the application to
decide which channels to adapt service for. This additional input is materialized by a priority that the
application might set for each of the channels it obtains from the ACT.
2.1.2 Machine wide
One level above the applications, several services provided by the ACT involve coordinating multiple
streams generated by different applications on the same machine. Indeed, the main goal of the ACT
is to provide applications with services which best suit their QoS requirements. To achieve this,
the Machine level details the interactions that can take place among multiple streams on the same
machine. The inputs for guiding these interactions is provided by the System User who uses the
applications for communication.
These interactions are illustrated in figure 2.3, the internal components Autonomic Service Man-
ager (ASM) and Machine Manager (MM) represented on the diagram will be further detailed in sec-
tions 2.2.1.1 and 2.2.1.2.
2.1.2.1 Monitor communications
As an autonomic system, the ACT takes decisions and performs certain actions by itself. These
actions can, for example, adapt the initial service provisioning due to a change in application require-
ments or a change in network conditions.
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Figure 2.3: Machine Wide ACT Use Cases Diagram
To be able to observe the system’s actions in response to the user expressed preferences and
priorities, it is important to be able to obtain an overview of the communications that the system is
managing as well as the decisions that have been taken for each communication channel.
2.1.2.2 Force applications priorities
In addition to monitoring, the user should be able to tell the system when the observed performances
do not meet his expectations. Indeed, the system might be trying to reach a state where all the appli-
cation stream’s goals are fulfilled (which might not be possible given the current network conditions)
while only a subset of these streams are of interest to the user at a given time.
In these situations, the user should be able to force the system to a certain behavior by manu-
ally specifying the relative priority of the different applications that are running on the host. This
might lead the system to review its strategy and adapt its service compositions accordingly (this is
represented by the ForceCompositionDecisions use case).
2.1.3 Summary of services
The previous sections have presented the different services provided by the ACT. A global view of
these services can be found on the use case diagram presented on figure 2.4. To illustrate the system’s
use, a simple example is given in the box that follows.
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Figure 2.4: ACT General Use Case Diagram
As it can be seen in figure 2.4 presenting the use case diagram, the ACT is targeted at both
applications and end users. It allows for the communications of both actors to be performed in an
optimized fashion.
Several use cases which are not directly available to the external actors exist and have not been
detailed yet. Indeed, the relationships between the use cases and the internal actors will be further
illustrated in the next sections when the main components’ design will be presented.
From the use case diagram, it can be seen that one of the central use cases of the system is to
optimize the channels QoS. Indeed, this is performed through the use and collaboration of multiple
actors as well as internal components using an architecture and algorithms which will be further
presented in the next sections.
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Jack turns on his computer to listen to his favorite online radio station which provides
listening software (JukeBox) based on the ACT. JukeBox requests three different com-
munication channels from the ACT, the first one for the audio stream (high priority),
a second one for a video commercial that the application displays (medium priority)
and a third one for the stream control information such as artist, upcoming tunes,
etc. . . (low priority).
A while later, Jack launches another ACT based software called BitBox Downloader
which is a file sharing application.
As Jack starts downloading files from BitBox, he sees the control information on Juke-
Box not being updated anymore and the video commercials changing at a slower pace.
Then, just as he thinks he hears a small glitch in the audio stream, he sees the speed of
his file transfer reduce automatically.
A quick look to the ACT management console shows him that the system has decided
to limit the service provided to BitBox to keep the JukeBox playing. As this is not what
he wants, Jack changes the priority of BitBox so his transfers resume at a faster speed.
The music starts getting choppy, the ACT management console shows information that
JukeBox’s connections have deg raded and that something could be done (if needed)
to effectively exchange service from BitBox to JukeBox. Jack decides not to change
the allocation.
ACT usage example
2.2 System elements design
The previous sections have presented the analysis of the system’s use cases through the identification
of the different services that the ACT should provide to the various actors that use it. Although
the main goal of the ACT is to optimize the QoS perceived by the end user and experienced by the
applications for all the available connections, it has been seen that priorities were introduced at both
the application as well as the machine level to guide the adaptation when the available resources
cannot fulfill all requirements simultaneously.
In this section, the UML 2.0 based methodology is further applied to identify the different com-
ponents of the ACT as well as each of these component’s internal structure. This structure will allow
for the system to provide all the previously identified service while keeping the possibility to extend
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the system for further inclusion of novel services.
2.2.1 Architectural elements in the autonomic computing framework
The analysis conducted in the previous sections denotes two levels of abstraction for the system. A
first level deals with QoS optimization in a local fashion. This is acheived by adapting the com-
munication channels provided to an application and possibly coordinating this adaptation among the
different channels of one single application.
Figure 2.5: ACT Main Components
On a higher level, the analysis revealed another form of
QoS optimization where the adaptation is no longer local to
a given application but can potentially lead to a coordination
of various communication channels belonging to different
applications executing on the same machine. (i.e., in the case
of BitBox and JukeBox in example provided in the boxed
paragraph)
Finally, the highest level of action has been identified as
the one regarding the cooperation of various communication
channels executing on different hosts executing applications
that take part in a collaborative activity.
In order to take these multiple levels into account, the
structure presented on the class diagram of figure 2.5 is pro-
posed. On this diagram, it can be seen that the ACT is com-
posed of a multitude of Autonomic Service Manager (ASM)
components, each related to a given Application. Additionally, the ACT provides another component,
the Machine Manager (MachineManager) which is related to a single machine and is responsible for
Machine level services.
Additionally, the different levels presented previously introduce the notion of delegation through
hierarchy. Indeed, the Machine level is only required to take action when the Application level has
not been able to find a suitable solution that satisfies the applicative requirements. This allows for an
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autonomic architecture to be instantiated where the Machine level will be the manager of several au-
tonomic components at the application level which in turn will manage several potentially autonomic
services operating on the data that is being sent or received through a communication channel.
Figure 2.6 presents the components of the ACT in an autonomic architecture. Indeed, the Machine
Manager and the Autonomic Service Manager can be seen as specialized Autonomic Managers, the
Machine Manager being itself an Autonomic Manager responsible for the various ASMs executing
on the machine. These ASMs are Autonomic Components regarding the multiple services available
to the applications which they coordinate together in compositions.
The structure of the main internal components of the ACT and their various interactions to provide
the previously presented services are detailed in the next paragraphs.
Figure 2.6: The ACT Components in an Autonomic Architecture
2.2.1.1 Autonomic Service Manager
The Autonomic Service Manager (ASM) is the ACT component operating at the Application level.
Several instances of ASM might exist on a given machine but only one ASM can be instantiated for
each application. It is this ASM who will be in charge of performing the various application level
services such as providing the application with the various communication channels it requires as well
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as making sure that these channels are adapted in a coordinated way in order to maintain an adequate
level of requirements satisfaction.
Figure 2.7: Class Diagram for the Autonomic Service Manager (ASM)
Figure 2.7 presents the class diagram for the ASM class and its various internal components. The
ASM itself is materialized by a class which follows the singleton design pattern (see boxed paragraph
on page 43 for details), guaranteeing that only one instance of the class exists for a given application.
The main object that applications use to interact with the ACT is the Socket, or one of its special-
ized versions (ServerSocket and ClientSocket). Although figure 2.2 only illustrates the interface for
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The singleton design pattern is a commonly used design princi-
ple for ensuring that a class is only instantiated a certain number
of times (generally one) during the program’s execution. This
pattern is generally used when requiring a single instance to be
globally accessible during a program’s execution. The single-
ton’s advantage over the statically defined class and class at-
tributes is the ability to optimize memory management and ben-
efit from dynamic instantiation.
Singleton Design Pattern
Datagram based communication, these classes provide both the interfaces of the Datagram Socket
which is commonly used by applications executing on top of UDP and the Stream Socket which is
generally associated to applications using TCP.
Each time an application requests to be provided a communication channel, the application instan-
tiates an ACT Socket by specifying its QoS requirements and optionally its preferred initial service
composition. Otherwise (in absence of both composition and QoS requirements) the standard BSD
Socket service will be provided. Internally to the ACT, each Socket is registered upon connection in
a list contained in the ConnectionManager class. This list will be used by the reasoning algorithms
detailed in the following sections.
ACT Sockets implement the Observer Design Pattern (see boxed paragraph on page 44 for de-
tails). This allows the design to be extensible as new components that will be used to extend the
architecture will be able to subscribe to the Socket events and thus “observe” the object’s changes.
Although only the ConnectionManager class is an Observer to the ACT Sockets in the present de-
sign, the addition of new functionalities that require new observers to be defined is relatively easy.
The ConnectionManager registers as an Observer to each newly created ACT Socket for its local
(application centric) view of the system’s components state to be maintained coherent. The Connec-
tionManager is notified of each of the events that affect a Socket’s life. These events can for example
be alerts or notifications related to the satisfaction of this communication channel’s requirements.
The ASM internal components are sometimes required to process commands issued by the Ma-
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chine Manager as well as forward relevant information to it. This follows the Autonomic Managed
Component philosophy presented previously. These functions are assured by the MMCommunicator
class. Indeed, this is the class responsible for establishing a connection with the Machine Manager
and providing the methods for transmitting events to it. As there is no need for having multiple in-
stances of the MMCommunicator class, this component’s implementation also follows the Singleton
design pattern.
The MMCommunicator class provides services for two way communication with the Machine
Manager. To implement this, the sending of events is performed by the MMCommunicator itself in a
syncrhoneous way whereas the reception (which is asynchroneous) is performed by an inner threaded
class (the MMCommunicator::MMListenerThread). Notification of remote events are designed by
using the Observer pattern where the MMCommunicator is the Subject being observed by the ASM
components interested in receiving notifications from the Machine Manager. These Observers will
then implement the MMEventListener interface.
2.2.1.2 Machine Manager
The previous sections detailed the internal architecture of the ASM which is the component of the
ACT that represents the Application Level manager. In this section, the internal structure of the
Machine level’s manager of the ACT is presented in detail. The Machine Manager is responsible for
managing the coordination of the different ASMs executing on a given machine. It is also responsible
for higher level coordination among multiple hosts at the Cooperation Level.
The Observer design pattern is a software design schema used
to allow an object to maintain a list of its Observers. These Ob-
servers will have to be notified when the object’s state changes.
This is achieved by calling one of their methods, generally de-
fined in an interface which the Observers implement. The object
is said to be an Observable Subject.
Observer Design Pattern
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The Inversion of Control design pattern is a principle where the
code that controls the behavior of a given class is externalized
to increase the construction’s reusability. Indeed, the code that
controls the execution of the different tasks to be realized is writ-
ten in a generic way and can therefore be easily extended to any
desired control sequence.
Inversion of Control Design Pattern
The Machine Manager interacts with two actors. The first one is the System User which can
perform certain tasks related to the monitoring of the different states in the ACT. The User can also
perform preemption actions by fine tuning the priority parameter among the different applications that
exist on the system. The second actor which interacts with the Machine Manager is an internal one.
Indeed, the different ASMs executing on the machine eventually send notifications and reporting data
about their performances to the Machine Manager.
The class diagram presented on figure 2.8 follows this distinction between the different actors
which interact with the Machine Manager. The Main class is presented in the center, the initializa-
tion, routine maintenance and termination management functions are delegated to a specialized class
(MMExecutionManager) following the Inversion of Control (IoC) design pattern (see boxed para-
graph for details). This construction allows for easier isolation of the execution management from the
core tasks of the Machine Manager as well as enhanced extensibility.
The top right part of the class diagram presents the User Interface of the system. The Command-
Interface could be implemented using the telnet protocol for user facilitating human interaction. The
menus for this command interface are defined by a class hierarchy that implements the ICLIMenu
interface and through which navigation can be performed using language specific reflexivity and in-
trospection features.
The bottom left part of the diagram presents the interface of the Machine Manager with the differ-
ent ASMs executing on the host. These interactions are performed by using the ASMListener active
class. For each ASM, an instance of the ASMCommunicator class is created to manage this particular
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Figure 2.8: Class Diagram for the Machine Manager (MM)
communication channel. As for the ASM internal structure presented above, the outgoing commu-
nication is managed directly by this class while the incoming communication is handled through an
internal class implemented as a Thread, the ASMListenerThread. Other internal components of the
Machine Manager which are interested in being notified of events sent by the various ASMs can sub-
scribe to them through the use of the Observer design pattern in a way that is similar to what has been
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illustrated while describing the ASM’s design.
2.2.2 Decision elements
The previous sections have presented the internal structure of the Machine and Application level
components of the ACT. The architecture’s goal is to provide a framework inspired by the autonomic
computing paradigm and model that enables an intelligent component to obtain the information that
is required for it to reason as well as the methods for it to modify the system’s behavior once it has
taken a decision on what to do.
The following paragraphs identify the decision elements in both previously presented ACT com-
ponents. For each of these decision components, a discussion on the information required for the
reasoning algorithm to be executed is introduced.
2.2.2.1 Application level decision
At the application level; the ASM is responsible for determining the best service Composition to
be instantiated for each of the application’s communication channels, unless it has been otherwise
instructed by its manager (the Machine Manager). To achieve this, it is necessary for the ASM to be
informed of the QoS requirements for each stream the application is transmitting. Additionally, the
ASM need to be able to determine whether a given service Composition satisfies these requirements
or not. Given these two informations, the ASM is able to determine whether an application stream
requires to be adapted or not. The algorithm for deciding which adaptation action to execute will be
discussed later in section 2.3.3.
In the ASM architecture presented in section 2.2.1.1 above, it can be seen that the Connection
Manager element collects knowledge of all the different communication channels that the application
has requested. Moreover, this component also implements the ASMSocketListener interface and can
be notified, for every ACT Socket the application creates, of the different events affecting the channel.
Additionally, it also implements the MMEventListener and has a reference to the MMCommunicator
element which allows it to be “aware” of the Machine Manager’s decisions as well as contact it with
alarms regarding the Application’s communication channels.
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The Connection Manager element appears to be a good candidate for the implementation of the
decision algorithm. Indeed, it contains all the required information for the decision process to take
place and is able to contact the Machine Manager in case the local adaptation process fails to provide
a suitable solution to reestablish QoS for the Application’s communications.
2.2.2.2 Machine level decision
At the Machine Level, the Machine Manager is responsible for guiding coordinated global adaptations
when the ASMs fail to provide a local solution to the satisfaction of their application’s requirements.
Additionally, it must be able to display statistics and monitoring information to the system user.
In the Machine Manager architecture presented in section 2.2.1.2 above, it can be seen that the
MachineManager class is informed of the different ASMs’ events through the use of the Observer
pattern. This mechanism allows this component to be informed when the ASM is unable to find a
local solution through an alarm. Moreover, the MachineManager element is capable of querying the
different ASMs executing on the machine and by such obtains detailed information on the health of
the other Applications executing on the machine as well as their respective connections.
For the user to be able to access monitoring information about the state of the system, the Com-
mandInterface implementation presented earlier might use the services provided by the MachineM-
anager element in order to dynamically discover and query the various applications to obtain the
information requested by the user.
Finally, the details about the life cycle of the element being externalized to the MMExecution-
Manager class, the different functionalities are well isolated among the different subcomponents.
2.2.3 Example architecture instantiation
The previous sections detailed the different elements that compose the ACT as well as the inter-
actions between these components through collaborative messaging. In what follows, an example
instantiation of the ACT is presented in order to illustrate a possible usage for the system’s internal
components.
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Figure 2.9: Composite Structure Diagram of a possible ACT instance
Figure 2.9 presents an example instantiation of the ACT on an end host. In this example, it can be
seen that two application entities a1 and a2 are executed on a host and respectively make use of two
(so1, so2) and one (so3) ACT Socket to send and receive data on the network.
The ACT’s machine level is active and a single instance of the Machine Manager (mm) is present.
At the Application level, it can be seen that an instance of the ASM autonomic manager has been cre-
ated for each of the two applications (asm1 and asm2). Each of these ASMs manages the composition
of services that are used by the Sockets to transmit data.
The hierarchical control model of the ACT can be seen with the Machine level’s Machine Manager
managing the two ASMs (asm1 and asm2) which act at the Application level and in turn manage the
different services which are used to support the application’s communications. Additionally, it can be
observed that the Application only has a single data interface to the system which is the ACT Socket,
in a way that is totally compatible with today’s most used Berkeley Socket API.
2.3 Decision strategies
The previous sections have presented a detailed overview of the main ACT components architecture.
Indeed, three levels of control have been identified, the Communication Channel which composes
services, the Application level which performs local control as well as the Machine level which acts as
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a manager that performs global coordination. The different elements required for such an architecture
to be designed have been presented.
The following paragraphs discuss the formalisms and techniques used for the design of the dy-
namic elements in the system. Indeed, until now only a static view of the system has been presented.
The focus is made on the decision process at the communication channel level. This process gives the
ACT the ability to decide on which service composition best suits specific application requirements
depending on the state of the network environment. The approach that is taken consists in using tech-
niques which are specific to the field of artificial intelligence. However, as these techniques are not
specifically designed for communication systems, specific extensions that permit their use in this field
are described.
2.3.1 Preliminary notions in artificial intelligence
The field of artificial intelligence finds its roots in the 1940’s when part of the scientific community
became interested in modelling the human brain starting by its simplest element: the neuron. This
model is the basis to the now well known neural networks [AAI-16]. However, neural networks are
only one of the techniques used in artificial intelligence where many other formalisms exist.
Independently of the technique used to solve a given problem, the field of artificial intelligence
defines specific vocabulary to define the system. In general, a problem is described by an agent that
evolves in an environment. The agent perceives its environment by the use of sensors and is able
to perform actions on it through actuators. Generally speaking, the agent chooses an action to be
performed on the environment by using the history of its perceptions (h). The agent’s behavior is
described by an agent function (f ) which makes it so action = f(h).
In order to define the best action to be performed by an agent, it is necessary to evaluate the
efficiency of the agent’s decision. This performance evaluation is specific to the problem that is being
solved and needs to be defined during the agent’s design. A rational agent will, each time a decision
has to be taken, try to pick the action that will maximize its performance. The process by which
the decision is taken depends on the environment’s nature as well as the nature of the problem to be
solved. In what follows, techniques for decision making in the presence of uncertainty as well as
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learning in such environments are presented.
2.3.1.1 Reasoning in a perfect world
In a perfect world for artificial intelligent agents, the context in which they evolve is totally known to
them and the effects of the different actions that they might undertake is totally predictable.
In these environments, the decision making process is generally formalized by means of an opti-
mization problem. Indeed, the goal is to find a policy pi, defined as a sequence of n actions a1, . . . , an
that solve a given problem while maximizing the solution’s efficiency.
The general method for solving these problems is exploration of the solution space. This explo-
ration can be either performed without prior knowledge of the problem to solve, in which case it
is referred to as uninformed exploration. This class of methods is opposed to informed exploration
which takes the specificity of the problem into account to find the solution faster. The following
sections detail some of the methods used in both kinds of explorations.
2.3.1.1.1 Uninformed exploration In uninformed exploration of a perfect world, the agent is
provided with only two elements: the current state of the environment (Et) in which it evolves and
the set of actions (At) that it can execute at any given time t.
Given these two elements, its goal is to find a policy pi = (At)ii∈[1..n] that will make it so the final
state of the environment (Efinal) corresponds to the target that the agent was to achieve.
In these situations, the basic solution is to explore the complete set of possible policies to find
one that will lead to Efinal. Although this technique is simple to implement, it is not very effective
as the average time required to find a solution grows exponentially with the number of states of the
environment an the possible actions the agent can take.
To reduce the complexity of the problem, additional data is required to be taken into account
during the decision process. This data can either be provided at design time by the designer or
acquired during run time through learning techniques detailed later in this chapter. Independently of
the way the additional data is acquired, the resulting problem is no longer of uninformed exploration,
it becomes an informed exploration problem.
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2.3.1.1.2 Informed exploration In informed exploration of a perfect world, the agent is provided
with the same elements as in uninformed exploration but it also has a model of the environment in
which it evolves.
The goal of informed exploration is the same as the goal in uninformed exploration which consists
in finding a policy (pi) that will take the agent from its initial state Einitial to its goal state Efinal.
However, the tools for achieving such task are different.
Informed exploration can lead to much better results than uninformed exploration. This is due to
the fact that the agent can use the model (M ) of the environment that it is provided with to compute
the effects of its actions. Indeed, at any given time t, and given the environment state Et, the agent is
able to compute the state of the environment Et+1|ai resulting from the decision to apply action ai by
computing M(Et, ai).
The world being perfectly modeled, the complexity of the problem can be reduced in the sense
that all future states of the environment can be computed without actually performing any action.
Moreover, the future states being predictable, the agent can be provided with a way to determine
the efficiency of a state and compare two possible futures. This allows the agent to choose the best
action at each decision and reduces the space of states that require exploring thus greatly reducing the
complexity of the problem.
2.3.1.2 Reasoning in the presence of uncertainty
The previous sections have illustrated how artificial intelligence techniques can help computer sys-
tems solve problems in a perfect world. However, real world problems can rarely be represented by
a totally deterministic model. This leads to a certain level of uncertainty in the process. The uncer-
tainty can be of two kinds. Uncertainty can be due to the fact that the agent is unable to determine the
environment’s state because it depends on variables that the agent is not able to capture. Additionally,
uncertainty can also arise from the fact that the agent does not know the exact model for the environ-
ment in which it evolves. This makes it so the outcome of the decisions taken by the agent can only
be assumed with a certain degree of confidence which has to be taken into account in the decision
algorithms.
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When the agent is uncertain about the environment it evolves in, it means that no deterministic
model of the context can be established and that the actions carried on by the agent have effects
that cannot be predicted with total certainty. As opposed to reasoning in a perfect world, where
the system’s context can be completely modeled, the effects of an action undertaken by the agent
on the environment can’t be computed with certainty prior to the decision. These limitations can be
modeled in order for the model to take uncertainty into account by using formalisms such as Bayesian
Networks and Markov Decision Processes [AAI-24].
Additionally, when the model of the environment is unknown, it is possible to use techniques
known as artificial learning to build it automatically. This can either be done off-line, during the
agent’s design phase, or on-line, once the agent is running in its production environment. The follow-
ing paragraphs present both the Markov Decision Process and the reinforcement learning formalisms
which are strongly related.
2.3.2 Improving accuracy by the use of learning techniques
The previous paragraphs have introduced the interest of having a model that allows for an agent
to take decisions based on informed exploration. The next paragraphs introduce Markov Decision
Processes, a discrete time stochastic control process which models the effects of an agent’s action on
the environment when these are not certain. Additionally, reinforcement learning is presented to cope
with the variability of the environment and adapt to its changes in real-time.
2.3.2.1 Markov Decision Process
A Markov Decision Process (MDP) [AAI-24] is an extension of the Markov Chain formalism in order
to add multiple possible actions to each state allowing for a choice to be made.
Formally, an MDP is defined by a tuple < E,A,R, P > with E a set of possible states, A a set
of possible actions, P a probability distribution function such that P (e1, e2, a) = Pr(et+1 = e2|et =
e1, at = a). P (e1, e2, a) gives the probability that, given the modeled system is in state e1 at time
t and the agent performing action a, the system transits to state e2 at time t + 1. Markov Decisions
Processes are often also associated with a reward function R(e1, e2) which gives a numerical value
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corresponding to the reward an agent would get by having the system perform a transition from
state e1 to e2 (this is mostly used in reinforcement learning applications as detailed in the following
sections).
Figure 2.10: Example instance of an MDP
Figure 2.10 presents an arbitrary example of an MDP. In this instance, three different environment
states (E1, E2, E3) are considered in which the agent always has two possible actions it can perform
(A1 and A2). The actions performed by the agent will impact the environment by modifying its
current state. However, the resulting environment state is uncertain as captured by the probabilities
displayed on the graph. For example, if an agent senses its environment in stateE2, performing action
A2 will have no impact on the environment state while performing action A1 will most likely make
the environment transit to state E1.
When considering the goals of an agent that must decide on the best services composition in order
to provide an application with a service that best suits its requirements, the MDP does not capture
all the required information. For instance, as presented on figure 2.11(b), the agent is interested
in the characteristics of the service (S) obtained by applying a composition (A) in a given network
environment (E). Depending on the nature of the services composed inA, S can be radically different
from E (for example, S can be lossless while E is not). An MDP only captures the effects that the
use of composition A might have on the environment, an MDP does not allow to capture the resulting
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service characteristics. To overcome the limitations of classical MDPs, the MDP concept has to be
extended as explained hereafter.
Given a current state of the environment et, the choice of a given composition a by the agent
will provide the application with a communication channel having a set of characteristics sk which
depend only on the environment state and the composition: sk = f(et, a).
Let there the tuple < E,A, S,R, P > where E is the set of possible states for the network
environment, A is a set of possible compositions that can be applied to “improve” the service offered
by the network, S is the set of service characteristics resulting from the application of elements in A
to elements in E. P a probability distribution function such that P (ei, sk, a) = Pr(st+1 = sk|et =
ei, at = a). P (ei, sk, a) gives the probability that, given the environment is in state ei at time t and
the agent is applying composition a, the application is provided with a service having characteristics
sk at time t+ 1.
One of the direct effects of this enhancement to the definition of the MDP is that it is now limited
to first order. This greatly simplifies the decision process as well as limits the size of the representa-
tion. An example of an extended MDP instance is presented on figure 2.11(a). The graph considers
two environment states (E1, E2) in which the agent can choose between two different service compo-
sitions (A1, A2). The choice of a given composition leads to four possible services (S1, S2, S3, S4) to
be delivered to the application. The uncertainty in the effects of an agent’s actions are captured by the
(a) Example instance of an extended MDP (b) Relationship between E, S and A
Figure 2.11: Extended Markov Decision Process
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probabilities on the graph. For example, an agent using the extended MDP presented on figure 2.11(a)
for decision making and sensing the environment in state E1 “knows” that applying composition A1
is most likely to result in service S1 being provided to the application.
2.3.2.2 Reinforcement Learning
The model for reinforcement learning is presented on figure 2.12, and is further detailed in [AAI-19].
In this model, the agent (P ) senses the state e of the environment (E). Based on this sensed state,
the learner (L) updates the knowledge represented by a model (M ). Each time it is required, the
controller (C) decides to execute action a which will have some effects on the environment. The
effects of action a are sensed by the agent by both, the new value of the environment state e as well
as a numerical value r which evaluates the decision of the agent to perform action a. This value is
called the reinforcement.
The problem of reinforcement learning consists in discovering the best action or sequence of
actions to be performed to control a system which is in an actual state et towards a “goal” state eg. To
achieve this, several methods have been studied in the literature and are summarized hereafter.
In the rest of this dissertation, it is assumed that the system effects on the environment can be
modelled by an extended MDP < E,S,A,R, P > where E is the set of states the environment can
be in, S is the set of services characteristics that can be obtained by applying actions in A which is
In the field of Artificial Intelligence, several techniques exist for
an agent to learn how to control a given system. These tech-
niques can be categorized as supervised and unsupervised. In
supervised learning, several input/output pairs are presented to
the agent for it to determine a model of the system it will su-
pervise or control. In unsupervised learning, the agent is never
presented with such data. Instead, it must determine the best
behavior by successively trying the various possible actions and
observing their effects.
Learning Techniques in AI
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Figure 2.12: Reinforcement Learning Model
the set of possible actions available to the agent, R is the distribution of the rewards available to the
agent and P represents the distribution of probabilities for each (state, action) pair in the MDP.
In the case of MDPs in the context of networking, the reward function can only be computed
online. This is not a major drawback as the computational overhead induced by the decision process
is relatively small as reconfigurations should not occur too often, only when the service goals are
no longer met by the current composition. In the context of networking, the reward is generally not
immediate. [AAI-23] studies learning from delayed reward.
The complexity of reinforcement learning relies on the fact that the agent has no prior knowledge
of the underlying MDP; or in case it has some knowledge, it might be limited to a subset of the full
picture.
When the environment is stationary, meaning that the transition probabilities on the MDP do
not vary over time, the learning process can sometimes be performed off-line. However, this is not
always feasible because the environment can not always be easily simulated (i.e., in the case of an
autonomous helicopter pilot [AAI-1]) due to the great complexity of varying factors.
When the stationarity of the environment is not assured, meaning that the transition probabilities
vary with time, several approaches have been considered to extend existing reinforcement learning
algorithms to take these variations into account. One of them is the active reinforcement learning
described in [AAI-7]. In these cases, learning can only be performed on-line during the system’s
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execution. The controller then takes decisions on the model that is available at time t and the effects
of these decisions are taken into account to adapt the model for next decisions at time t+ 1.
Several studies such as the one performed in [AAI-11] have shown that, providing the transition
probabilities’ unstationarity is bounded by a small value , simple extensions to the algorithms that
provide optimal policies in stationary environments lead to near optimal policies in varying environ-
ments.
The following section describes the use of the extended MDP and reinforcement learning theories
to implement the decision process that is responsible for composing available services in order to
build communication channels that best suit application requirements.
2.3.3 Decision process for communication channel service compositions
When an application requests a communication Communication Channel to be created, it describes
the service it is expecting to get from the ACT in the form of a set of requirements encapsulated
in a QoSParameters class structure. The QoSParameters class is composed of a set of end-to-end
performance elements such as maximum delay that can be tolerated (Dmax), maximum loss rate that
the data can experience (Lmax) as well as a minimal throughput for the data (Tmin).
Given the parameters provided by the application, the ACT must instantiate a Protocol Stack by
selecting the adequate service at each of the layers it has control over. This initial provisioning is then
enforced and monitored throughout the life of the data flow. If performances degrade below a certain
threshold, the ACT might decide to re-evaluate its decision.
The following sections present the model that is used to perform these actions in an autonomic
fashion as well as the techniques used to acquire the model through learning.
2.3.3.1 Introductory notations
Let there a, the state of the agent responsible for autonomically composing the stack for an applicative
flow having performance goals g = {Dmax, Lmax, Tmin}. In this case, a represents the current
composition. Let there A, the set of possible states of this agent. A is composed of all the possible
service compositions. In the case of a stack of n layers each being composed of Li∈[1..n] possible
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services, the cardinal of A is
∏n
i=1 Li if services are all considered to be compatible with each other.
This constitutes the worst case scenario in which the possible state space is the biggest.
Let there et, the sensed state of the network environment described by et = {Dt, Lt, Tt} where
Dt is the mean delay measured over the interval [t−1, t[, Lt andDt are respectively the mean loss rate
and the throughput measured over that same interval. Let there E the set of all possible environment
states.
Let there SA =< A,
∑
, T > the semiautomaton that describes all the possible behaviors of the
agent. In case there are no restrictions on the transitions that the system can perform, then SA can be
represented as a strongly connected graph as illustrated on figure 2.13.
a2
a1
a3
a4
Figure 2.13: Example semiautomaton in the case of four states without restrictions
Finally, let there γ : G×S → R a reward function that meters the capacity of service characteris-
tics s ∈ S to fulfill applicative goals g ∈ G. γ(g, s) is defined so that γ(g, s) < 0 in the case the goals
are not fulfilled by s and γ(g, s) ≥ 0 otherwise. Moreover, given two possible service characteristics
(s1, s2) ∈ S under goals g so that γ(g, s1) > 0 and γ(g, s2) > 0. If s1 fulfills g better than s2
in the sense that it keeps the system further away from the limits defined in the goals than s2 then,
γ(g, s1) > γ(g, s2).
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2.3.3.2 Knowledge representation
The decision of which action a to perform when a given service characteristics s does not fulfill the
application’s goals g (i.e., when γ(g, s) < 0) is not easy to make. Indeed, several approaches exist
for doing so. In the previous chapter, some of the main techniques for building autonomous systems
capable of taking such decisions have been presented.
Although it is possible to have a networking expert define a set of rules to govern the decision
process in stack composition, this solution might be extremely costly and would only be viable for
design time specified environments. The rules that compose the set would take the form: when in
environment state e or similar and goals are not met, the best option is to perform action a. It
appears clearly that this rule based approach is only viable for a universe composed of few possible
environments and not too many actions. On the contrary, an intelligent agent should be able to
adapt to new situations which were not explicitly thought of during design. Moreover, because the
observed values of the environment parameters might not characterize it completely, the outcome of
the decisions might not always be the same.
To overcome the limitations of an expert defined rule based system, one approach is to use pre-
vious experience as a knowledge representation. Indeed, the environment (in our case, the commu-
nication network) can be affected by a broad, yet limited range of events (i.e., congestion, routing
problems, . . . ). The effect of these events have an impact on the parameters that can be observed
by an agent such as delay, bandwidth, losses. Moreover, it is likely that these events occur several
times throughout the life of the environment with comparable impact on its state or the observable
parameters. Thus, it is likely (although not certain) that actions which brought good results in the past
will lead to similarly good results in the future.
The knowledge of the effect the different actions an agent has on the characteristics of the service
provided to application are modeled in an extended Markov Decision Process (MDP) which is built
during the agent’s execution through active learning techniques [AAI-7]. The MDP is defined overE,
the set of possible states for the environment and the agent’s reconfiguration actions which correspond
to the possible transitions in the agent’s semiautomaton SA defined previously given its current state
a ∈ A. This is illustrated on figure 2.14 for environment (network) state et and actions ak, at, am. In
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this case, the decision to apply composition ak might lead to two possible services (s1 and si) being
delivered to the application with probabilities P (s1t+1|et,→ ak) and P (sit+1|et,→ ak) respectively.
etstart
→ ak
→ al
→ am
s1t+1
sit+1
snt+1
P (s1t+1|et,→ ak)
P (sit+1|et,→ ak)
P (sit+1|et,→ al)
P (snt+1|et,→ am)
Figure 2.14: Partial representation of the knowledge as an extended MDP
2.3.3.3 Environment and service characterization
In the previous sections, the environment state as well as the characterization of the service provided
to the application have been referred to several times.
The environment state is obtained by monitoring the Throughput, Delay and Losses parameters
when using a “standard” service composition. By “standard” service composition it is understood
that it is the service composition that is obtained by using the communication system that an appli-
cation would get if it was not using the ACT and choosing UDP as a transport protocol (i.e., without
activating any service).
The characterization of the service provided to the application is obtained by monitoring the
same parameters as for the environment state (Throughput, Delay and Losses) over the Communica-
tion Channel resulting from the service composition that has been chosen. This monitoring can be
performed in-band by encapsulating the application data in ACT packets which contain monitoring
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information in their header.
For example, in the case of a service composition composed of a SACK-based (Selective Ac-
knowledgment) fully reliable error control at the Transport Layer and Best-Effort IP at the Network
Layer, the service characterization would have a null losses parameter while the environment state
might have a different losses parameter value.
2.3.3.4 Decision process
The decision process for the ASM consists in choosing a service composition ad ∈ A that, given the
user defined goals g, makes the service provided to the application st ∈ S where st best fulfills the
goals.
In this section, the assumption is made that the ASM has knowledge of both a, the current service
composition and e, the current state of the environment at all times. Moreover, the semiautomaton
that governs the possible state transitions on SA is also known to the ASM.
To perform the decision, the ASM requires knowledge of an extended MDP such as the one
presented on figure 2.14. This MDP is built online during the agent’s execution based on its past
experiences. Details of the bootstrapping and learning process are provided in the following section
(2.3.3.5).
Formally, each time the current characteristics of the service provided to the application do not
satisfy the user goals g, the ASM should decide to execute the state transition (reconfigure the stack)
that will consist in instantiating the service composition ad which maximizes the probability for the
service provided to the application to evolve into sdt+1 satisfying γ(g, s
d
t+1) = maxi
(
γ(g, sit+1)
)
.
Definition of the γ function.
Let there g = (Dgmax, T
g
min, L
g
max) the applicative goals with D
g
max the target maximal delay,
T gmin the target minimal throughput and L
g
max the target maximal loss rate.
Let there s = (Ds, T s, Ls) the service characterization with Ds the current average delay, T s the
current average throughput and Ls the current average loss rate.
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Figure 2.15: Graphical Representation of the γ function’s sign
The s and g elements both have a graphical representation as points in R3. Let there S and G
these points.
γ(g, s) =
 ‖GS‖L2 if sd ≤ gd and sl ≤ gl and st ≥ gt−‖GS‖L2 otherwise
where ‖GS‖L2 =
√
(Ds −Dgmax)2 + (T s − T gmax)2 + (Ls − Lgmax)2; the L2 norm.
Figure 2.15 shows a graphical representation of the γ function’s sign. Inside the area defined by
the box (it is the case of S1 for example), the γ function is positive while it is negative in the rest of
the space (the case of S2).
2.3.3.5 Learning process
In the previous section, the decision algorithm allowing for the ASM to select the best service com-
position to apply to take the environment closer to the user defined goals has been presented. The
decision process greatly relies on an MDP that represents a partial view of the possible futures for the
environment depending on the state transitions the ASM performs.
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This MDP is obtained through learning and refined each time an action is taken by the agent.
Indeed, upon initialization, the MDP is totally unknown. The only thing that might be known to the
ASM are the sets E and S as well as et and st characterizing both the current service composition
and the environment state.
When the agent is first started, it has no knowledge of its environment whatsoever. However,
it is capable of rapidly characterizing the environment in which it evolves by measuring the transit
delay and packet loss rate as well as throughput. The agent is also aware of its current state, in this
case a default (i.e., UDP/IP) service composition, as well as the semiautomaton that informs it of the
transitions it might perform. These transitions might have unequal costs. For example, going from
a UDP/IP service composition to a UDP/EuQoS composition could be assigned a higher cost than
going from UDP/IP to ETP/IP as the EuQoS invocation process takes longer to complete.
2.3.3.5.1 Bootstrapping process
The first few times a decision is to be taken, the decision process described above cannot be
applied directly to the problem as the MDP is unknown or incomplete. The learning process needs to
be initiated. This is done by randomly choosing an action among the ones with the lowest cost in the
agent’s activated transitions given its current state.
Once the action is performed, the agent will start monitoring the resulting service to evaluate
In reinforcement learning techniques, a well known problem is
known as the exploration vs. exploitation trade-off.
The basic idea behind this problem resides in the fact that each
time a decision has to be taken, the agent has to chose between
either taking the best action among the actions it knows will lead
to desired states or exploring actions that it has not yet experi-
mented and which could lead to disastrous results.
Exploration vs. Exploitation trade-off
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its adequation to the application’s requirements. Should the provided service satisfy the applicative
goals, no further action is taken and the transition probability for the given action to provide the
currently observed service is set to 100%.
The next time the agent is confronted with a need to decide on a composition to setup for the
same environment state, it can either test compositions which have not been tested yet or go for the
best known choice. This is known as the exploration vs. exploitation trade-off (see boxed paragraph)
which is a common problem in artificial intelligence learning for which a probabilistic approach is
adopted similarly to what is described in [AAI-6].
In the implementation of the ACT, the choice has been made to always explore if none of the
current solutions fulfills the applicative goals (i.e., γ < 0). However, when there is one known
action that will lead to an adequate service with regard to the application goals, the probability that
exploration takes place decreases with the number of remaining compositions to test following the
bayesian exploration technique described in [AAI-6].
2.3.3.5.2 Algorithms for decision making and learning
The general algorithm for decision making by taking the exploration phase which is required for
learning into account is described in pseudo-code notation as algorithm 1.
In the decision algorithm, it can be seen that only the actions which are possible successors to
the current action in the semi-automaton are taken into account. After a first glance at the actions
to determine if they have already been performed on the environment in its current state, all known
futures (service characterizations) that can be obtained by performing actions on et are revised to
determine whether one of them is adequate with regard to the application goals.
The next part of the algorithm, ranging from lines 19 to 28, define the exploitation of existing
knowledge by looking for the best action to be performed to obtain a service which’s characterization
best suits the application defined goals.
Finally, lines 29 to 31 define the exploration strategy which consists in first exploring the solution
which has the lowest cost as defined in the transition probabilities on the semiautomaton.
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Algorithm 1 Decision Algorithm
Require:
The current state of the agent at (the current composition).
The current characteristics of the service provided to the application st.
The semiautomaton for the agent SA.
The agent’s experience H (an MDP such as the one illustrated on figure 2.14).
The current state of the environment et.
The application goals g.
The reference to the ASM, asm.
1: actions[]← SA.getPossibleSuccessors(at)
2: services[]← H.getKnownPossibleServices(et)
3: decision← at
4: allExplored← true
5: for all actions : a do
6: if not H.areServicesKnown(a) then
7: allExplored← false
8: toBeExplored.add(a)
9: end if
10: end for
11: hasGoodAction← false
12: for all services : fs do
13: if γ(g, fs) > 0 then
14: hasGoodAction← true
15: end if
16: end for
17: Pexploit← random(0.0, 1.0, uniform);
18: tradeoff← sizeOf(toBeExplored)sizeOf(actions)
19: if allExplored OR (hasGoodAction AND Pexploit > tradeoff) then
20: bestAction← at
21: bestEfficiency← γ(g, st)
22: for all services : fs do
23: if γ(g, fs) > bestEfficiency then
24: bestEfficiency← γ(g, fs)
25: bestAction← fs.getBestAction()
26: end if
27: end for
28: decision← bestAction
29: else
30: decision← getLowestCost(toBeExplored)
31: end if
asm.performAction(decision)
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Algorithm 2 Learning Algorithm
Require:
The current state of the agent at.
The agent’s experience H .
The application goals g.
The reference to the ASM, asm.
1: loop
2: currentE← asm.getEnvironmentState()
3: currentS← asm.getserviceCharacteristics()
4: currentExperience← (currentE, at, currentS)
5: if H.containsExperience(currentExperience) then
6: H.adjustProbability(currentExperience)
7: else
8: H.addNewExperience(currentExperience)
9: end if
10: if efficiency(g, currentS) < 0 then
11: Invoke the decision algorithm
12: end if
13: sleep(Monitoring Interval)
14: end loop
As it can be seen in the decision algorithm, the agent history plays an important role. Indeed, this
history object represents the MDP and is used in the selection of the action to be performed next. This
history object is enriched throughout the life of the agent by continuous learning. The algorithm for
performing the learning which is invoked periodically is provided as algorithm 2.
On the learning algorithm, it can be seen that the agent gets the current environment state from
the ASM. This state characterization is performed by the ASM continuously. Additionally, the ASM
also provides the learning component with a characterization of the service that is being obtained by
using the service composition which is being monitored (at).
In order to store the informed contained in the MDP, the state of the environment, the current
composition as well as the service characteristics are used together to create an experience object.
This experience is then confronted with the agent’s past history of experiences. The agent can already
have taken into account the information contained in the current experience. In this case, only the
occurrence probability for the present experience has to be modified. Otherwise, the experience must
be added to the agent’s history.
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Finally, if the current service characteristics does not meet the applicative requirements, the learn-
ing algorithms alerts the decision algorithm that an adaptation is required.
2.3.3.6 Discussion on the extensibility of the approach
The above presented approach and algorithms do not require modification to take new or updated
services into account.
One of the problems in the current networking architecture resides in the complexity that lies in
the deployment of novel solutions. Indeed, new protocols are not easy to distribute. Moreover, once
they are well distributed, their acceptance and usage by application developers is still not guaranteed.
For example, the deployment of novel protocols such as SCTP and DCCP have been relatively slow
although the work is approved and motivated by the IETF.
With the present approach, the deployment of a new mechanism is straightforward. The new
service has to be included in the semiautomaton on which the system is based. For this, one solution
could be to use a central repository from which end-hosts could download service descriptions as
well as service implementations so they can rebuild the semiautomaton, immediately taking the new
service into account.
Once the semiautomaton is updated with the required compositions, the algorithms are defined so
that these new compositions are given a chance to be tested until they have been monitored at least
once on every known environment. Should these new implementations lead to service characteristics
which outstand the ones of existing implementations or improve the probability that the system is
taken to a known good state, the decision algorithm will automatically chose the new service when
faced with a decision for the same environment in the future.
2.3.3.7 Storage of experience, granularity and data structures
The above decision and learning algorithms make use of data that must be stored and updated by the
learning algorithm for the decision algorithm to obtain the information it requires. In the previous
sections, no assumptions were made on the size of the environment state space. In this section, the
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Figure 2.16: Extended MDP with coarse grained environment resolution
impact of the granularity chosen in the discretization of the state space is discussed. Additionally, an
UML representation of the data structures to be used for an efficient representation and manipulation
of this data is presented.
2.3.3.7.1 The importance of granularity
The environment state is characterized by three values, delay, throughput and loss rate. These
values are defined and continuous over R which leads to an infinity of possible combinations.
In order for the learning algorithm to be efficient in finite time, it is important that the state space
for the environment is as small as possible. However, for the quality of the decisions, it is important
that the state definition’s granularity is high enough to distinguish between two states where actions
have radically opposed effects.
For example, let’s consider that the environment only has two states such as the one presented
on figure 2.16. E1 defined by T ∈ [0..50], D ∈ [0..10], L ∈ [0..20] and E2 defined by T ∈
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Figure 2.17: Change of environment state resolution
[50..Tmax], D ∈ [10..Dmax], L ∈ [20..100]. And let’s assume that only a service providing full
reliability (A) is available. In this context, the extended MDP that will be obtained from learning
might be the one presented on figure 2.16. It is clear that the quality of the decisions that will be taken
by examining the MDP in this context are not of much interest because of the uncertainty that there
is on the resulting service characterization.
The same discussion can be lead for the granularity of the service characteristics state space.
Indeed, the correct value of the discretization step is found in a trade-off between accuracy of the
learned data and the speed at which this learning is to take place.
A possible solution to this problem consists in starting with a given step for the discretization
process and dynamically extend or reduce the granularity depending on the context. For example,
for a given value of the quantization step, if a given environment leads to two radically opposed
service characteristics with similar probability such as E1 on figure 2.16; it is likely that the present
environment state needs to be subdivided. Figure 2.17 presents an example where such a solution
provides a clarification of the view. Indeed, state E1 is subdivided into E′1 and E′′1 (with E1 =
E′1UE′′1 ) which leads to the transition probabilities to service description S1 and S2 to change in a
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Figure 2.18: Data Structures for Experience Storage
way that makes the system more decidable.
2.3.3.7.2 Data structures for experience storage
To efficiently store the history of experiences that the agent undertakes and the result of these
actions, the data structure presented on figure 2.18 is used.
On the UML class diagram, several classes take part in the process of storing the data. Indeed, to
limit redundancy, EnvironmentState and serviceCharacteristics classes are provided. These classes
inherit from a generic State class which consists in the composition of three different intervals corre-
sponding to the values for which the environment or service is considered to be in a single state.
The AgentHistory models the entry point into the agent’s memory. This class is a holder class
composed of a set of Experiences. Each of these experiences corresponds to an execution of the
system and is associated with a given Composition as well as both an EnvironmentState and ser-
viceCharacteristics. The probability parameter of the Experience is used to determine the confidence
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in the fact that, given an environment state and a composition, the resulting service matches the ser-
viceCharacteristics defined in the Experience relation.
Conclusion
This chapter has presented the design of the ACT, both at the structural and the behavioral levels.
After presenting the design of the architectural elements and their relation to the autonomic computing
framework, the techniques and algorithms for performing autonomic learning and decision have been
introduced.
The main components of the ACT have been identified at the Machine, Application and Commu-
nication Channel level. Following the Agile Unified Process (AUP), their design has been specified
by means of several UML diagrams. The interactions between the three levels have been identified
and their design has been formulated to allow for easy extension.
The ACT architecture allows for information about the state of the different Communication
Channels and Applications managed by the system to be made available, either automatically or
on-demand, to identified decision components.
A second part of this chapter has explored candidate solutions for performing the decisions in the
field of artificial intelligence. The use of reinforcement learning techniques to manage the service
composition for a given Communication Channel has been illustrated. The algorithms for learning
and taking decisions based on the gathered information have been given. The importance of the
choice of the granularity of quantization for characterizing the states that the algorithms manipulate
have been identified and illustrated in simple scenarios. Finally, the data structures used to store and
retrieve the information acquired through learning have been described.
At this point, the ACT is able to compose services together to dynamically adapt the architecture
of a protocol stack to application requirements. The composition problem for modular transport
protocols presents various similarities with the one addressed in this chapter. The following chapter
focuses on the implementation of the ACT by evaluating the pertinence of the models and algorithms
to take the use of modular protocol frameworks at the Transport Layer into account.
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TACT: ENHANCING THE ACT TO
SUPPORT MODULAR TRANSPORT
PROTOCOLS
All the evolution we know proceeds from the vague to the
definite. . .
Charles Sanders Peirce
Introduction
THE previous chapter has introduced the Autonomic Communication Toolkit. Both the modelsand algorithms for optimizing the service provided to applications have been discussed. The
approach relies on the use of artificial intelligence and learning techniques to take experiences into
account when facing situations which have already been encountered in the past. Additionally, the
software architecture required to support this process and distinguish multiple levels of management
(Machine, Application, Communication Channel) has been specified using UML 2.1 diagrams as well
illustrated through examples.
In this chapter, the focus is made on the Transport layer. Indeed, the state of the art has introduced
the possibility offered by Micro-Protocol composition frameworks to decompose the Transport layer
into various sub-layers. These transport protocols can be thought of as micro-stacks in which every
micro-layer implements a service provided by Micro-Protocols.
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The presentation of the ACT in the previous chapter does not explicitly consider these frame-
works. The existence of Micro-Protocol composition frameworks that provide custom services at a
given layer of the stack is of great value to the ACT. Indeed, it allows for a finer grained adaptation
of the service composition which can solve many problems without requiring a complete stack re-
configuration. This chapter studies the ACT support for such systems. Throughout the study, current
limitations of the system are identified. To overcome these limitations, architectural enhancements
are presented to take into account the existence of these frameworks as well as their specificities.
A first section enriches the description of the Enhanced Transport Protocol presented in the first
chapter (section 1.2) and the various Micro-Protocols that can be composed together in this frame-
work. Based on this description, a second section discusses the integration of these frameworks in
the existing architecture and identifies the required extensions to fully support them. A third section
studies the fitness of the decision and learning algorithms of the ACT to the control of such frame-
works. The case of parameterized Micro-Protocols which are capable of guided behavioral adaptation
is discussed in a fourth section. The stability and scalability issues that they generate when used in
the ACT algorithms for decision and learning are identified and illustrated. A solution for parameter
management is proposed and illustrate through an example. Finally, a conclusion summarizes the
main contributions in this chapter.
3.1 The Enhanced Transport Protocol
Micro-Protocol composition frameworks have found their use at several layers of the communication
stack such as Transport and Middleware [F-6]. Indeed, the composition of various software com-
ponents has been used to provide elaborated functionalities from the assembly of simple building
blocks.
The Enhanced Transport Protocol (ETP) [F-8] introduced in chapter 1 (section 1.2.3) follows the
approach at the Transport layer. In ETP, a protocol instance is obtained by the assembly of various
Processing Modules which cooperate together to provide adequate services to the application.
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3.1.1 Definitions
In what follows, preliminary definitions required to be able to implement the algorithms for the En-
hanced Transport Protocol are presented.
3.1.1.1 Processing Module
Processing Modules are passive elements in the framework. These elements all implement the same
interface which contains only the process(Message) method. When called, this message performs a
special treatment on the Message that is passed as parameter.
A Processing Module can for example, for each message it receives, compute and then wait for a
given amount of time to shape the traffic to a certain throughput. Another Processing Module might
add a sequence number to each message that goes through it.
3.1.1.2 Processing Module Container
In dynamic composition frameworks, Processing Modules are passive classes which are held in con-
tainers known as Processing Module Containers. A composition framework is generally made of
several of these containers which can either be active (implemented as a thread) or passive (using
another component’s thread). These processing module containers are responsible for invoking the
process(Message) method on each of the Processing Modules they contain in a well defined order
when a new message is handed to them.
A processing module container can for example, be responsible for managing the workflow of
processing modules’ invocation from the moment a message is submitted by the application until it is
sent to the lower layer.
3.1.1.3 Framework Kernel
Protocol Composition Frameworks provide a set of helper objects such as the Processing Module
Containers (presented above), data storage buffers, helper objects for header field or shared variables
management.
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Figure 3.1: Composition architecture of the ETP
These helper objects are part of the kernel of the framework as they provide all the elements that
other developers will use to implement Processing Modules that will be executed in the framework.
In ETP, the kernel contains functionalities aimed at simplifying buffer management, header con-
struction, communication between modules using shared variables, dynamic reconfiguration as well
as removal and addition of processing modules in the containers.
3.1.1.4 Micro-Protocol
Figure 3.1 presents the internal architecture of ETP. It can be seen that Processing Modules are con-
tained in four hierarchical containers and a management container.
A given functionality (i.e., SACK-based error control, . . . ) can often require several processing
modules to be deployed in different containers in order to provide its service. More specifically, if
the Micro-Protocol needs to transmit control information from one communicating peer to another, it
needs at least one processing module in the OUT container and another one in the IN container.
The set of processing modules required to provide a given functionality represents a Micro-
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Protocol.
3.2 Integrating Micro-Protocol composition frameworks into the ACT
The modular composition frameworks, of which ETP is a good representative at the Transport layer,
provide the user with the ability to compose different services together to tailor the resulting pro-
tocol to their specific needs. These services are materialized by the previously exposed concept of
Micro-Protocol and the framework provides the necessary tools for making them work together in a
coordinated fashion.
However, existing Micro-Protocol composition frameworks are not autonomic. Indeed, given a
set of Micro-Protocols at their disposal, the frameworks are unable to determine which composition is
best to offer adequate services to the applications and users. In most cases, the invocation of services
Jack is developing a new application and wants to use a custom made transport pro-
tocol by composing both a SACK based Error Control and a TFRC based Congestion
Control.
Using ETP, Jack will provide these requirements (in XML format) to the ETP in-
stance when he creates the socket. The ETP Kernel’s dynamic loader subsystem will
identify that Jack has requested two Micro-Protocol to be instantiated (SACK and
TFRC). By looking among the Micro-Protocols currently available on the machine,
ETP will discover that SACK is actually an Error Control and TFRC is a Congestion
Control. Moreover, it will find that Error Control must be performed prior to Rate
Control (by looking at dependency information provided by the developers of these
Micro-Protocols). It will also find which Processing Modules implement these Micro-
Protocols and the Processing Module Container they respectively have to be inserted
into.
Once loaded, messages submitted by Jack’s application will travel among a series of
Processing Modules on their way OUT as well as on their way IN. These modules will
communicate together by using Kernel functionalities in order to provide an error free,
congestion friendly service.
Definitions in Use
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provided by these frameworks is done by specifically describing the desired composition.
The following paragraphs discuss the use of the ACT to enhance the existing Micro-Protocol
composition frameworks by including them in the architecture. The additional decision elements
required as well as the coordination of these multiple decision layers in an autonomic computing
framework are discussed.
3.2.1 Architectural overview
The inclusion of Micro-Protocol composition frameworks in the ACT adds a new, finer grained level
of decision to the system. In a similar way that Autonomic Service Manager decisions abstract the
Machine Manager from the complexity of coordinating the various services at the different levels of
the stack together, the composition frameworks add a new layer that should abstract the ASM decision
algorithms from dealing with the Micro-Protocols that compose these frameworks.
To support this new finer grained level of control, the ACT model presented in the first sections
of chapter 2 needs to be enhanced to support this new layer of decision. This final layer of decision
will be performed by the Autonomic Transport Protocol (ATP) component which will be described
throughout this chapter. The following sections detail these enhancements as well as illustrate how
the design provides for natural coordination between these various decision levels.
3.2.2 Adding a new decision layer to the ACT model
In the ACT model presented in chapter 2, the Autonomic Service Manager (ASM) component is
described as the lower layer in the decision tree. Indeed, the ASM is described as an autonomic
component responsible for coordinating non autonomic components (i.e., service instances) together.
The inclusion of dynamically configurable transport protocols in the framework adds a new level
of decision to the architecture. Indeed, the ASM should now be able to deal with two kind of services,
“classical” services with which it dealt before but also “autonomic services” which are able to adapt
themselves to some extent. To support this, the ASM needs to be provided with the functionalities
of an autonomic manager as presented on figure 3.2. In the diagram, it can be seen that the ASM
now inherits from the AutomonicManager class. This provides the ASM with the hability to manage
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instances of the AutomonicService class. The AutonomicService class present all the features of the
Service class used in the previous chapters but also has features which belong to the AutonomicCom-
ponent class. An example of an Autonomic Service is the ATP which is capable of autonomically
assembling Micro-Protocols together.
Figure 3.2: ACT architecture to support Autonomic services
3.2.3 Coordination of adaptation actions
The addition of this new decision layer to the architecture requires some precautions to be taken.
For instance, caution must be taken when the ASM reconfigures the communication stack because
the service characteristics are inadequate. Indeed, this reconfiguration by the ASM should not be
triggered before the ATP has determined that no further adaptation is possible at the Transport layer.
The ASM algorithms for adaptation need to take into account the fact that, in case an autonomic
service is present in the service composition of the global communication stack, the autonomic ser-
vice’s state is queried to determine whether:
• the autonomic service is aware of the performance degradation;
• the autonomic service is unable to find a suitable local composition.
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Only in the case both conditions are met should the ASM adaptation algorithms be executed.
Additionally, the ASM might be directly notified by an autonomic service that it is unable to provide
adequate services in which case global stack adaptation should take place right away.
3.3 Decision making for the control of composition frameworks
The previous paragraphs have introduced the architecture enhancement of the ACT to support the use
of composition frameworks at the Transport layer. In the enhanced architecture, these composition
frameworks are considered to be autonomic in the sense that they are able to decide which Micro-
Protocol composition to instantiate.
The proposed extension consists in adding a new decision layer to the ACT. This layer is materi-
alized at the Transport layer by the Autonomic Transport Protocol (ATP). The ATP is responsible for
dynamically adapting the stack of Micro-Protocols instantiated at the Transport layer to provide the
service which best suits the application requirements.
The ATP implementation is based on the previously presented ETP framework for dynamic com-
position of Micro-Protocols at the Transport layer. To provide frameworks such as the ETP with
autonomy, the following sections discuss the use of the learning and adaptation models presented in
the previous section considering that Micro-Protocols are instances of services. Additionally, aspects
for which no implementation guidelines have been given in the ACT presentation such as monitoring
of the environment and service characteristics are explicitly described.
3.3.1 Problem identification
The present section identifies the issues in the implementation of the learning and decision algorithms
presented at the ACT level to allow them to be used at the Transport level to compose Micro-Protocols
together.
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3.3.1.1 Build the state space
As introduced in chapter 2, section 2.3.3.1, the control entity (in this case, the ATP) needs knowledge
of the semiautomaton that governs the possible executions of the agent it has to control (in this case,
all possible Micro-Protocol compositions).
In Micro-Protocol frameworks, the state space consists in all the possible Micro-Protocol com-
positions that the framework could instantiate. However, the construction of this space is generally
not trivial because dependencies (i.e., Shared Variables for communication) may exist between the
Micro-Protocols. Moreover, compatibility should be taken into account to avoid the consideration of
states which brake the framework’s execution. This problem is further detailed in section 3.3.2.
3.3.1.2 Monitoring of service performances
Additionally to building the state space on which the controller can navigate, the decision algorithms
of the ACT require that the Transport layer Micro-Protocol frameworks provide mechanisms for
performing monitoring of their performance. This monitoring should be performed at two levels, just
below the application and just above the underlying layer.
The measurements performed just below the application characterize the services provided by the
stack as a whole (which can be compared to the application’s goals). Additionally, the monitoring
performed just above the underlying layer characterize the state of the environment over which the
transport instance is to be deployed.
Considering the information required by the decision processes in the ACT, both measurements
need to be taken into account. On the one hand, they allow to characterize the environment on top of
which the agent should instantiate its compositions. On the other hand; they evaluate the adequation
of the controller’s decisions with regards to the application goals and thus can be easily used to
compute the reinforcement. Section 3.3.3 presents a detailed discussion on monitoring for adaptation
and learning.
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3.3.2 Composition model
To be able to make control decisions, the ACT needs to be provided with a semiautomaton that
describes the possible states of the agent it controls. In the present case, the various states are mate-
rialized by all the possible Micro-Protocols compositions given a pool of Micro-Protocols and their
respective dependencies.
In the context of self-adaptiveness for dynamically configurable communication protocols, this
thesis introduces a modeling of the decision process for building the state space from a given set of
modules to be instantiated in compositions. This modeling allows for automating the decision for
architectural adaptation of communication protocols. This process can then be referred to as run-time
self-adaptation.
The composition model is aimed at defining the conditions of the validity of the assembled Micro-
Protocols. The conditions for this validity will be used to reduce the size of the semiautomaton in
which each state represents a potential composition candidate for the decision algorithms.
As presented earlier, the building block of any dynamically configurable communication protocol
is the Micro-Protocol. By definition, a building block can only realize one elementary function. A
protocol is obtained by the successive invocation of Micro-Protocol each providing a specific service
in a predefined order. This constitutes the main hypothesis of the composition model.
A communication protocol can be divided intoL functional levels. When it comes to composition,
for each level (i), there is a set (Di) composed of Li protocol modules each providing a different
implementation of the same elementary service.
Definition: Let D = {∪iDi}i=1..L with Di = {Aj}j=1..Li representing the set of protocol
modules providing a service specific to level i.
D is the universe of protocol modules available for composition.
Definition: Let A, a protocol module. To be able to perform correctly, A requires information
published by other protocol modules (i.e., sending rate, packet loss rate, . . . ) and itself publishes
information that might be of interest to others. This is represented by A = [APAR], where:
AP , the publication vector of A such that:
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APi =
 1 if A publishes variable i0 otherwise
AR, the requirements vector of A such that:
ARi =
 1 if A requires variable i0 otherwise
Let C = {(A)1, . . . , (A)i, . . . , (A)N} a composition of N modules issued from D sharing infor-
mation viaM shared variables. In what follows, we use the previously introduced structures to define
the validity conditions for module compositions. This instantiation of the composition model is given
only as an illustration but can be further refined to any particular purpose as explained hereafter.
C-valid⇔

(
∑
i(A
P )i)k ≤ 1 ∀k ∈ [1..N ]∑
i(A
P
k )i > 0 ∀k :
∑
i(A
R
k )i > 0
∀i : Ai ∈ Di then 6 ∃Aj ∈ C : (Aj ∈ Di)
(3.1)
The first condition allows to guarantee the absence of conflicts in the publication of shared values
in the sense that it does not allow two modules of a composition to publish the same variable. This
allows for guaranteeing the coherence of the publication for scenarios where protocol module con-
ceivers did not take concurrent publication issues into account. The second condition allows to verify
that all variables required by at least one module are published by another one. This guarantees that
all modules instantiated in C have all the information they require available for them at run-time. The
last condition guarantees that, at most, only one module is instantiated at each of the identified levels.
The composition model can be further extended to take other elements into account (i.e., interdepen-
dency of modules, compulsory inclusion of specific modules such as those performing monitoring in
all compositions, . . . ). This extension is achievable by the addition of new constraints to the above
system.
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Figure 3.3: RTT monitoring in ETP
3.3.3 Monitoring for adaptation and learning
The algorithms for adaptation and learning presented in chapter 2 remain valid when dealing with
dynamically configurable transport services. Indeed, the two situations are instances of the same
problem but at different levels of detail. The problem addressed in chapter 2 concerns service com-
position for the complete communication stack by considering that a service is provided either by a
protocol instance or a QoS framework (i.e., EuQoS or NetQoS . . . ). In this chapter, the services are
provided by Micro-Protocols which can be composed together to form a protocol instance.
To be able to maintain the best possible service for the application’s communication channel, the
performance of the actual service composition in the ETP as well as the state of the environment on
which it is being executed have to be monitored. The monitoring can take advantage of the modular
architecture of ETP to be easily deployed. Indeed, the composition model presented can be adapted so
that all compositions included in the semiautomaton it generates contain selected monitoring Micro-
Protocols.
3.3.3.1 Measuring applicative delay and network RTT
The monitoring of the network RTT as well as the applicative delay can be easily performed by
using the application generated data packets and simply adding specific header information to them.
Figure 3.3 presents the different building blocks that compose the network RTT and applicative delay
monitoring Micro-Protocol.
84
3.3 DECISION MAKING FOR THE CONTROL OF COMPOSITION FRAMEWORKS
As it can be seen on figure 3.3, several processing modules are required to monitor these values.
3.3.3.1.1 Network RTT
To monitor the network RTT, the ETP instance executing on the sender side adds a header field that
contains a timestamp indicating the date at which this packet was delivered to the lower layer (tsent).
When this packet is received, the ETP entity records the date treceived and associates it with the tsent
value it retrieves from the packet’s header fields.
As clocks of Internet hosts may not always be synchronized, the RTT value needs to be computed
by the same entity that set the tsent timestamp. To achieve this, the receiving entity generates feedback
data (possibly by piggybacking) in which it sends the tsent timestamp as well as the duration between
treceived and the moment the feedback packet is delivered to the lower layer (tprocess). The RTT can
then be computed upon reception the sender host as : RTTlocal = (now − tsent) − tprocess. The
computed RTTlocal value is then shared with the peer entity for which it corresponds to RTTremote.
3.3.3.1.2 Applicative delay
Once the network RTT is known, it is relatively easy to obtain an approximation of the delay required
for application messages to be delivered.
Indeed, each time the sending application submits data to the ETP instance, the date is recorded
as a header field (tAppSubmit). Once the applicative message is delivered to the receiving appli-
cation (possibly after several retransmissions), a feedback packet is generated by the receiver (by
piggybacking when possible). This feedback packet contains the (tAppSubmit) value. Once this
feedback is received, the sending entity is able to approximate the applicative delay as: Dlocal =
(now − tAppSubmit)− RTTlocal2 .
However, it is important to note that this only constitutes an approximation of the actual applica-
tive delay. The accuracy of the estimate improves with the symmetry of the delays on the forward and
return paths between the entities.
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Figure 3.4: Loss Rate monitoring in ETP
3.3.3.2 Measuring application and network loss rate
In addition to the monitoring of the delays and RTT, the environment and service’s packet loss rate
also characterize these two elements. The monitoring of these values is relatively simpler than the
RTT. Figure 3.4 presents the different building blocks that compose the network and applicative loss
rate monitoring Micro-Protocol.
3.3.3.2.1 Network loss rate
To monitor the network loss rate, a Micro-Protocol is instantiated in the lower parts of the ETP
architecture. This Micro-Protocol adds a sequence number to every packet that is transmitted by the
protocol entity. A packet resulting from a retransmission will receive a new sequence number.
On the receiving side, a second processing module for the Micro-Protocol is instantiated. It
maintains a view of the sequence number for the packets received during a given period of time.
Using this view, it is able to compute a sliding average of the packet loss rate. This corresponds to the
local packet loss rate. This value is transmitted to the peer entity for which it is saved as the remote
loss rate.
3.3.3.2.2 Applicative loss rate
The monitoring of applicative loss rate is similar to the monitoring of network loss rate. However,
the packet numbering as well as the packet loss rate computation modules are placed just below the
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application. This allows for packets that suffer from one or several retransmissions to keep the same
sequence number as they are not processed by the numbering processing module more than once.
3.4 Considering parameterized Micro-Protocols
In ETP, as well as other Micro-Protocol compositions frameworks at the Transport level, Micro-
Protocols can be of two kinds. The most common type of Micro-Protocol is the one considered until
now which provides basic services such as error control (i.e., full reliability using SACK vectors) or
congestion control (i.e., TFRC). However, some Micro-Protocols provide more elaborated services
which take a parameter into account. For example, the Micro-Protocol performing partial reliability
using SACK vectors requires a parameters that sets the required reliability level.
This section discusses various approaches to take the parameterized Micro-Protocols into account.
The analysis of these solutions performed hereafter reveals that some approaches might have negative
effects on the stability and scalability of the learning and decision algorithms.
3.4.1 The multiple services approach
In order to consider Micro-Protocol parameters values in compositions, several approaches exist.
Indeed, the simplest approach could be to consider each <Micro-Protocol, Parameter Value> pair as
a new service which would then be used to build the state space for the possible compositions.
For example, for the partial reliability Micro-Protocol, if the reliability parameter can be consid-
ered discrete over its range of possible values [0..1] by steps of 0.1, the result of applying this method
is to consider 11 additional Micro-Protocols in the pool of available Micro-Protocols. If we con-
sider a pool of Micro-Protocols of size 2 prior to doing this, with no compositional restrictions, the
number of states increases from 1 (TFRC + SACK) to 11 (TFRC+SACK[0], TFRC+SACK[0.1]. . . ,
TFRC+SACK[1.0]).
With the previously presented approach, the increase of the state space size that is generated by
the discretization of the Micro-Protocols parameters might lead to performance issues such as slower
learning, oscillations and situations where no solution is available.
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While the reason for the learning to be considerably slower can easily be pictured as a direct
consequence of the increase in the state space size, oscillations are harder to capture. The following
example illustrates their existence.
Let there be a universe of modules (D) composed of a single module M . M is a parameterized
module which requires a value t to be passed upon instantiation (t ∈ R∩]0..0.2]). The discretization
of t by steps of 0.1 leads to considering a universe (D′) composed of 2 modules leading to 2 possible
compositions each containing a single module but having a different parameter value. In this context,
two possible MDP instances obtained through learning are represented on figure 3.5.
etstart
→ Si
→ Sj
eg
t = 0.1
t = 0.2
0.4
0.6
0.6
0.4
etstart
→ Si
→ Sj
eg
t = 0.1
t = 0.2
0.6
0.4
0.4
0.6
Figure 3.5: Discretization osciallations
In this example, oscillations appear as a result from the discretization that was performed. Let
us suppose that the ideal value for parameter t is 0.15, the discretization has lead to only two values
being considered. To illustrate the problem, the environment is considered to have only two states,
et which is the current state and eg which is the state that fulfills the goals. Let us suppose that the
system has the current MDP representation presented on the left of the figure. The agent decides to
apply composition Sj which maximizes the probability to obtain the environment state eg. Because
the value of 0.2 for parameter t is not optimal, results are uncertain and do not always lead to eg.
In this case, the learning algorithm might lower P (eg|Sj) and increase P (et|Sj), the next time the
agent is confronted with the same decision, it will prefer to chose composition Si. Once more, as
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the parameter value of 0.1 is not optimal, the result might not be as expected and cause the MDP to
oscillate between the two forms presented on the figure.
This situation is mainly due to the fact that the MDP does not contain compositions in which the
correct parameter value is present. Indeed, if a parameter value of 0.15 takes the system into state eg
with a probability of 0.9 when its current state is et, the oscillation problem would not exist.
Another possibility is that no composition improves the situation. Because the discretization
reduces the possible parameters values, an MDP such as the one presented on figure 3.6 might be
learned by the agent. In this case, the absence of a composition in which the adequate parameter value
is considered leads to situations where no solution is available. Indeed, it can be seen that any action
performed in state et has a high probability of being ineffective in the sense that the environment will
remain in state et.
etstart
→ Si
→ Sj
eg
t = 0.1
t = 0.2
0.2
0.8
0.2
0.8
Figure 3.6: Discretization effects: no suitable parameter value
To support the dynamic composition of Micro-Protocols which provide a service which is depen-
dant of the value given to a parameter during their instantiation, the intuitive solution that consists
in treating each possible parameter value as a new Micro-Protocols has been shown to be the inad-
equate. Indeed, the increase in the state space induced by this method does not scale well and can
lead to sub-optimal performances such as longer learning time. Moreover, the discretization of the
parameter value required to limit the increase of the state space has been shown to be a source for
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oscillations as well as solutionless situations.
In the following paragraphs, another approach is followed to take these Micro-Protocols into
account. This approach is based on the conclusions drawn from the above presented limitations and
constitutes a logical extension to the ACT framework.
3.4.2 The autonomic Micro-Protocol approach
The following sections detail an approach relying on the autonomic computing paradigm that recom-
mends delegation to reduce the complexity of the decision process by keeping the high level generic
and specializing on the way down. The contribution hereafter introduces autonomic Micro-Protocols
which constitute an ATP enhancement to ETP. The Autonomic Transport Protocol (ATP) which is
based on the ETP kernel but is also able to load and manage autonomic Micro-Protocols.
The ETP structure is used as a base for the development and instantiation of autonomic Micro-
Protocols in ATP. For this, the ATP extends ETP by providing several monitoring Micro-Protocols in
its core distribution (which allow for measuring various network as well as applicative metrics). These
monitoring Micro-Protocols are a key value to the development of Autonomic Manager components
located in the management plan.
The autonomic manager modules are built following control theory for complex systems. Indeed,
the Autonomic Manager is seen as a controller which uses data collected by the sensors (monitoring
micro protocols) to determine the correct value of the command (micro protocol parameters) to be
applied to the actuators (processing modules) to satisfy the applicative goals. This view of the ATP is
particularly well suited for its inclusion in the ACT to which it adds a new level of decision.
3.4.2.1 Autonomic control model
Several methods exist for controlling complex systems. However, most of the existing methods re-
quire that a model of the controlled system exists in order to be able to best predict the system response
to a given command. In networking however, obtaining a model of the system is a complex task as
many factors influence the system response to a given stimuli. Exact models can therefore only be
obtained in restricted environments for which only a limited set of parameters are taken into account.
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Figure 3.7: ATP Control System: Autonomic Manager
Once the environment differs from what was predicted “a priori”, the system no longer performs as
expected.
When the complete model of the system cannot be established, methods such as the intelligent
control which rely on general trends and global behavior estimation provide ways for adapting the
command based on the current system’s performances.
The control model used for the Autonomic Manager is presented on figure 3.7. The Autonomic
Manager is the central entity in the feedback control loop. Indeed, the Autonomic Manager is respon-
sible for tuning the parameter values of the Processing Modules (which act as the actuators of the
autonomic component). To perform this task, it relies on the inputs provided by both the measure-
ment modules (which act as the sensors of the autonomic component) and the learning module.
3.4.2.2 Architectural overview of an autonomic Micro-Protocol in ATP
This section discusses the ATP architecture to integrate Micro-Protocols which are able to automati-
cally adjust their parameter value. These Micro-Protocols follow the conceptual model presented on
figure 3.7.
The autonomic manager has two main tasks: define the values of the parameters of the different
ProcessingModules that implement a given Micro-Protocol and determine the adequation between
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the service the Micro-Protocol is providing and the goals set by the ACT.
To set the parameter values for the different ProcessingModules, the Micro-Protocol designer can
use the Shared Variables framework provided by the ETP kernel to externalize these configuration
values.
The adequacy between the service being provided and the goals set by the ACT is harder to im-
plement. Indeed, the goals are generally expressed as a set of QoS parameters as defined during the
ACT design. However, the ETP framework does not provide monitoring Micro-Protocols natively.
The ATP natively bundles and supports these monitoring Micro-Protocols. Depending on which level
of the stack they are instantiated at, the values they measure will reflect either application or net-
work level metrics. Indeed, while only application level metrics are useful to evaluate the service’s
efficiency, network level metrics are useful to guide the decision process by characterizing the envi-
ronment.
For example, an autonomic manager modifying the loss threshold of a partial reliability Micro-
Protocol to minimize applicative losses while avoiding important increases in the applicative transit
delay might use the network level observed loss rate to compute the average number of retransmis-
sions that will be required and thus estimate the resulting applicative delay.
Figure 3.8 presents the integration of autonomic Micro-Protocols in the ATP architecture. The
modules instantiated in the data plans (IN and OUT) are identical to their non-autonomic counter-
Figure 3.8: Autonomic Micro-Protocols in the ATP Architecture
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Figure 3.9: ATP State Machine
parts. The addition of the Autonomic Manager is made in the management plan as an active element.
Even in the non-autonomic scenario, parameters are passed to the Micro-Protocols by using shared
variables, the Autonomic Manager only has to modify the value of these parameters to alter the Micro-
Protocol’s behavior. Additionally, monitoring Micro-Protocols can be seen both at the top (just after
the application submits its ADU to ATP) and the bottom (just before the PDU is handled to the lower
level) of the stack. This allows both application and network level metrics to be gathered.
3.4.2.3 Autonomic management module automata
The autonomic management module is the central element of autonomic Micro-Protocols. To achieve
its goal, its implementation is located in the management plan of the ETP Kernel. This allows it to
monitor and adapt the services offered by the ATP managed Micro-Protocols. This location gives
the manager access to all the kernel functionalities for issuing commands to the different Micro-
Protocols that are instantiated in the ATP. For example, the manager can decrease the tolerated loss
rate of an ARQ (Automatic Repeat reQuest) mechanism or query the status of a measurement module
performing network packet loss rate estimation.
The behavior of the manager is described by the automaton presented on figure 3.9. Initially,
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when the ACT instantiates autonomic Micro-Protocols, it passes QoS goals for the connection. These
QoS goals are expressed as a set of QoS parameters (applicative losses, applicative delay, average
throughput. . . ) to which one or more values are attached. Additionally, the ACT can prioritize its
requirements to give information on which requirement to satisfy first when it is not possible to
satisfy them all.
The first state of the manager upon creation is the “configuring” step in which the Micro-Protocols
are instantiated and initial parameter values are set. Once the application has started sending data,
the manager is initially in the “running” state. In this state, the Autonomic Manager will use infor-
mation provided by the measurement modules (sensors) to compute and evaluate performance indi-
cators which will be compared to the optimal ones to determine the quality of the current command.
Depending on the output of the evaluation, the module state will be shifted to “runHighPerf”, “run-
LowPerf” or maintained at “running”. The ATP Manager will stay in the “running” states while the
monitored transport service remains in the target goals. The “runHighPerf” and “runLowPerf” states
will be reached if the monitored transport service performance exceeds high or low level performance
thresholds.
Adaptation strategies aimed at modifying the transport composition should be performed in the
"runLowPerf" state in order to improve the service. For this, the manager will trigger the sending of
messages to the ASM indicating that it is not fulfilling the goals that have been set. If the manager
remains in “runLowPerf” for too long, the ASM might trigger a change in the service composition.
Notifications about the good performance are sent to the ASM while the manager stays in the “run-
HighPerf”. These are used to adjust the history component of the learning model. Additionally, this
information can be used to take higher level decisions such as multi-flow or multi-application opti-
misations. The normal "running" state can be reached again, if the service performance gets back to
normal targeted values.
3.4.3 Example parameter management algorithm
In this section, an algorithm for managing the reliability parameter of an error control mechanism is
provided as an illustration of the concept. The goal is to maximize partial reliability while maintaining
94
3.4 CONSIDERING PARAMETERIZED MICRO-PROTOCOLS
Algorithm 3 Parameter Control Algorithm
Require:
The target delay Dt.
The current delay D.
The delay on the previous algorithm invocation Dlast.
The maximum loss rate Lmax.
The ARQ mechanism partial reliability parameter LARQ.
The current loss rate L.
1: Dkpi← D−DlastTIME_STEP
2: Lkpi← LmaxL
3: if Dkpi < 0 then
4: The current delay value allows for more retransmissions
5: if L− LR_STEP > 0 then
6: if |Dkpi| > D_CONFORT then
7: LARQ← LARQ −K ∗ LR_STEP
8: agentState← runHighPerf
9: else
10: LARQ← LARQ − LR_STEP
11: end if
12: end if
13: else
14: The current delay value requires that more losses be tolerated
15: if L+ LR_STEP <= Lmax then
16: if |Dkpi| < D_CONFORT then
17: LARQ← LARQ +K ∗ LR_STEP
18: agentState← normal
19: else
20: LARQ← LARQ + LR_STEP
21: end if
22: if D > Dt then
23: LARQ← Lmax
24: agentState← runLowPerf
25: end if
26: else
27: agentState← runLowPerf
28: end if
29: end if
the delay below a given limit. This is based on the assumption that having a delay 10 times smaller
than the announced goal while experiencing loss rates close to the announced limit is not as good
as having a delay closer to the high limit while maintaining control over losses. This is the case for
multimedia applications which perform a small buffering of the stream.
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Algorithm 3 presents a pseudo-code transcription of such mechanism. As it can be seen, the
mechanism follows a straightforward approach inspired by the PID (proportional-integral-derivative)
controller from the theory of control. The goal is to derive a command that will be applied to the par-
tial reliability mechanism as its parameter value. To do so, the applicative delay variation is observed
(derivative part of the model). Based on the observed trends in the delay variation, the command is
adapted proportionally to the distance between the sensed values and the target (integral part). This
algorithm has been implemented as a proof of concept in a prototype of the ATP, the results obtained
for this mechanism are presented in section 4.3 of the next chapter.
Conclusion
In this chapter, the architecture of the ACT has been extended to provide support for services which
are capable of a certain level of self-adaptation. This support is achieved by extending the ASM for it
to provide autonomic manager functions. Following this approach, the Autonomic Transport Protocol
(ATP) framework has been defined around the ETP kernel to provide it with autonomic component
functionalities. Indeed, the ATP is able to dynamically perform architectural adaptation of the Micro-
Protocol stack while also fully supporting Autonomic Micro-Protocols which are capable of a certain
level of behavioral adaptation.
The ACT definition given in chapter 2 considers adaptation to be limited to its architectural form.
The study performed in this chapter illustrates the need to support both architectural and behavioral
adaptation to take advantage of the full extent of possibilities offered by the services being composed.
For architectural adaptation, the learning and adaptation algorithms presented for the ACT have
shown to be suitable for use at the Transport layer without being modified. The mechanisms for
characterizing both the environment as well as the service resulting from a given Micro-Protocol
composition have been clarified in the context of a Transport protocol. The interactions between
the ASM and the newly introduced ATP have been described to avoid the conflicts that arise when
two different decision elements address a given problem. The approach consists in always trying to
resolve situations as low as possible in the architecture (namely, the ATP changing the Micro-Protocol
96
3.4 CONSIDERING PARAMETERIZED MICRO-PROTOCOLS
composition) before a higher level solution is sought (at the ASM level where the complete Stack is
modified).
Behavioral adaptation consists in changing the value of a given Micro-Protocol parameter to mod-
ify the service that it provides. For behavioral adaptation, the use of MDP based approaches has
shown to be unadapted, causing oscillations and scalability issues. To overcome this limitation, the
introduction of autonomic Micro-Protocol has been proposed. These Micro-Protocols include a man-
ager that will modify the values of command parameters when needed based on either a theoretical or
empirical model. An example of a control algorithm following the proportional-integrative-derivative
automated control model has been illustrated.
In the next chapter, the architecture and algorithms for behavioral and architectural adaptation are
evaluated. This evaluation is performed both in simulated and emulated environments to illustrate the
concepts and mechanisms presented previously.
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A theory is something nobody believes except the person who
made it. An experiment is something everybody believes, except
the person who made it. . .
Albert Einstein
Introduction
THE previous chapters have introduced the ACT, a toolkit containing both architectural principlesand implementation guidelines for coordinating services provided at various levels of the com-
munication stack to optimize the user perceived quality of service. Additionally, the integration of
dynamically composable transport services into the ACT through the addition of a new decision level
materialized at the Transport layer by the Autonomic Transport Protocol (ATP) has been discussed.
In this chapter, several aspects of the ACT, its architecture as well as the models that drive its
operation are evaluated at the Transport layer. Whenever possible, this evaluation is performed in a
real network environment tested. However, for a proof of concept or when some of the aspects cannot
be evaluated in a real network, simulation is used. When used in a real environment, the prototype
of the ACT that is evaluated is capable of composing services at the Transport layer by using the
Autonomic Transport Protocol.
The next sections are organized as follows. After presenting the test platform which will be
used to perform the real network evaluations as well as the tools that are available for such testing,
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the performance and benefits of the ACT are evaluated. A first section presents a proof of concept
which validates the learning approach by illustrating the construction of an MDP through simula-
tion. Following the proof of concept, the suitability of the Autonomic Micro-Protocol solution to
perform behavioral adaptation is shown in simple scenarios where traditional services are unable to
achieve acceptable results. The construction of knowledge for architectural adaptation by the ACT
is illustrated. The use of this knowledge by the decision algorithms is studied and explained for a
test scenario in which the environment parameters are highly variable, stressing the system. Finally,
a study of the overhead introduced by the ACT and a discussion on scalability are presented.
4.1 Test platform and tools
The evaluation presented hereafter has been performed on a network platform that aims at emulating
varying network conditions. The following sections describe the architecture of the platform as well
as the tools used for automating the deployment, measurements as well as result presentation.
4.1.1 Test platform presentation
The test platform used for the evaluation of the ACT is presented on figure 4.1. It is implemented as
part of the LAASNetExp initiative for network experimentations. All the machines on the platform
have the same hardware configuration (Dual Xeon 3050 at 2.13Ghz, 2GB ECC 667Mhz RAM) and all
physical interfaces operate at 1Gbps (2*Broadcom 5721J and 2*IntelPro1000PT). The network uses
Gigabit Ethernet and is implemented using Cisco Catalyst 6504 as well as 2960 switches. VLANs
are used to isolate the different networks. The switches are trunked using 10Gbps links but no VLAN
spans across switches except for the management network. The machines are installed with Ubuntu
Linux 7.10 server running Linux kernel 2.6.22.
The platform is composed of four distinctive IP networks. Three of these networks are used for
experimentation while the fourth one is exclusively reserved for management traffic (ssh sessions,
NTP synchronization, routing, . . . ). The pong3 machine acts as a router among the different ex-
perimentation networks while pong1 is the gateway to the Internet (through which the platform is
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accessed).
To re-create various network scenarios, emulation is used. For this purpose, all experiment traffic
should be routed through pong3 on which the Linux Network Emulator (NetEm) [M-14] is installed.
NetEm allows an experiment to artificially delay, space, randomly drop, shape or police the streams
that flow through it.
Figure 4.1: Test Platform Architecture
4.1.2 Tools for automated protocol testing
Evaluating the behavior of network protocols is generally a difficult task. Indeed, previous experience
has shown that thorough testing is required in order to verify that the solution being proposed performs
as announced in all the environments that are said to be supported.
For example, the design of the TCP congestion and flow control mechanisms originally targeted
networks where the Delay × Bandwidth product was low. In such networks, the convergence
time of these algorithms was reasonable. However, further tests in networks with a higher Delay ×
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Bandwidth product have shown disastrous performance in regards to time of convergence to steady
state.
To improve the quality of the designed protocols and communication systems, the following sec-
tions present both simulation tools that can be used to improve the quality of the designed solutions
as well as the MINER platform for monitoring and measurements.
4.1.2.1 Model Driven Architecture and model simulation
In protocol design, several approaches exist to provide design time evaluation of the performances
of a given architecture. Formally proven languages and methods such as CCS, LOTOS and Petri
Nets [M-21] provide tools that allow for architecture and behaviors to be specified and verified using
Linear Temporal Logic (LTL) queries [M-1]. Indeed, given a model, several basic properties can be
formally proved.
Although very useful to validate the concepts and algorithms used for designing protocols, for-
mal techniques have two main drawbacks. The main limitation is related to the complexity of the
system that can be modeled. Indeed, combinatorial explosion and infinite state space are common
obstacles to the verification of complex protocols such as TCP. On the other hand, in order to avoid
these problems, models are generally simplified. This leads to a bias to be introduced between the
actual implementation and the model on which the verifications have been performed providing no
guarantees on the final implementation.
With the advent of software modelling techniques around UML, new methods for managing the
workflow such as Model Driven Architecture (MDA) have been introduced. With MDA, the design
phase is highly detailed and each component’s behavior is described by the use of state machines.
These state machines can then be used by specific tools to generate an executable artifact. This
artifact can then be interacted with to simulate the behavior of the component being tested. Although
weaker than the output of a verification tool, the outcome of extensive simulations can be used to
detect misbehavior and design flaws at an early stage of development.
The TAU Generation 2 tool edited by Telelogic provides an environment for MDA. TAU includes
both model editors for all the UML diagrams available in the 2.1 version of the UML norm as well as
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an interactive model simulator. The model simulator uses the state machine diagrams which describe
the behavior in conjunction with the composite structure diagrams which describe the structure in
order to generate an artifact. This artifact can then be interacted with by sending signals which
contain commands. All the internal execution steps can be traced by using an interface similar to the
one of a debugger which navigates through the different models as the system is executed.
For example, using TAU, an ETP Micro-Protocol composition can be specified in UML. This
component can then be interconnected with other components also designed in UML which simulate
an application sending data on the one side and a network medium on the other side. By generating an
artifact of such system, the designer can verify that the model behaves as expected in various network
environments and potentially correct misconceptions prior to any implementation.
This method is used in the following section to evaluate some of the aspects of the ACT architec-
ture.
4.1.2.2 MINER: automated protocol testing
MINER [M-4] is a distributed monitoring and measurements architecture developed by Salzburg
Research. Its primary goal is to establish an infrastructure that provides high-quality support for
research. The declared goal of the MINER framework is to provide a higher-level infrastructure that
is able to integrate existing monitoring tools as well as extensible to allow new tools to be integrated.
The MINER architecture relies on two main components, the MINER Core and one or several
MINER Tool Proxies. The core is the centralized entity responsible for coordinating the various
measurement scenarios that take place on the testbed. To do this, the core relies on various proxies
which are executed on the measurement points. The Tool Proxies are containers which instantiate the
various measurement tools and collect the results provided by these tools to forward them to the core
for storage.
To execute a measurement, a scenario has to be submitted to the core. This scenario (XML file)
will contain a description of the architecture on which the measurements will take place, indicating
the proxies involved, the tools to be deployed on each of these proxies as well as the parameters that
need to be passed to these tools upon instantiation. The core will then take all the necessary steps for
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the scenario to be accomplished and the results to be stored.
In the testbed, all MINER related signalling which takes place between the core and the proxies is
performed on the management network for this traffic not to interfere with the experimentation being
performed.
In order to monitor the performance of the ACT and ETP on the testbed, several specific tools
have been developed for MINER. A first tool has been developed to launch ETP and ACT instances
on a specific machine. A second tool has been created to query the ETP and the ACT for the values
of specific shared variables which will be forwarded to the core for storage. In order to perform
this monitoring, specific modules for the ETP and the ACT have been implemented. These modules
interact with the MINER tool to answer queries they receive for given variable values.
Finally, as protocols need to be tested on varying network conditions, a specific tool which in-
stantiates the Linux NetEm framework with a set of given parameters has been used on the pong3
machine. A simple utility for specifying and generating a set of scenarios, and submitting them to the
core for execution has been elaborated. This utility, which takes an XML file as input, allows for ex-
ample to specify that a given ETP composition is to be tested in all combination of delays and losses
with delays varying betweenDmin andDmax in increments ofDinc, and losses varying betweenLmin
and Lmax in increments of Linc. This will lead to the composition being tested with NetEm parame-
ters set as {[Dmin, Lmin], [Dmin + kDinc, Lmin], . . . , [Dmin, Lmin + kLinc], . . . , [Dmax, Lmax]}.
4.2 Proof of concept through simulation
In this section, the concepts presented in the previous chapters are put into practice through simu-
lation using the above presented platform and tools. This first study is intended to demonstrate the
feasibility of the approach, functional validation of the decision and learning algorithms as well as
completeness of the design. After instantiating the composition model presented in section 3.3.2 on a
simple example, various scenarios performed in simulation are analysed and evaluated.
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4.2.1 Building the state space and semiautomaton
To be able to decide which composition to instantiate, the Autonomic service Manager (ASM) of the
ACT needs to be provided with a semiautomaton that describes all the possible service compositions.
The following paragraphs demonstrate the construction of the semiautomaton in the context of dy-
namically configurable transport protocols. The model presented in section 3.3.2 is used to create the
semiautomaton used for the scenarios evaluated in simulation.
For illustration purposes, we consider a multimedia transmission. For this example, the transport
protocol’s internal architecture is divided in three simple functions (i.e., layers of protocol modules).
First, the content of the current packet is inspected and identified (i.e., video/audio) by the ADU
Identification & Tagging level. A second layer consists in performing Rate Control which should
be enforced by any communication protocol not to cause network collapse by congestion. Finally,
a third layer performs Network service Classification & Marking allowing the protocol to fully take
advantage of the QoS mechanisms supported by the network.
In what follows, for illustration purposes we define three sets of modules as our universe D.
D1 = {M1}, D2 = {M2,M2′ ,M2′′}, D3 = {M3,M3′}. The functionalities of each of these
modules are presented in the following sections.
4.2.1.1 Module’s functional presentation
4.2.1.1.1 L1: ADU Identification & Tagging (M1) At this level, module M1 is a QoS Optimizer.
It is aimed at optimizing the QoS perceived by the user for multimedia flows by taking into account
both the level of congestion in the network as well as the QoS properties of the transported flows. This
mechanism operates by selectively discarding certain ADUs (Application Data Units) when they are
obsolete (i.e., will arrive too late) or of lower priority when the network congestion does not allow
for complete transmission of the flow without unacceptable delay accumulation. The algorithm that
governs this module’s execution is presented in algorithm 4 below.
4.2.1.1.2 L2: RateControl (M2,M2′ ,M2′′) The RateControl level performs traffic shaping in re-
sponse to congestion. For this, many modules are available performing rate control following different
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Algorithm 4 QoS optimizer module algorithm in pseudo-code
Require:
The current ADU currentADU .
A reference to the rate control Micro-Protocol rateControl.
1: if canBeSent(currentADU, rateControl.sendingRate) then
2: if currentADU.isHighestPriority() then
3: send(currentADU);
4: else
5: if allCanBeSent(rateControl.sendingRate) then
6: send(currentADU);
7: else
8: drop(currentADU);
9: end if
10: end if
11: else
12: if currentADU.isHighestPriority() then
13: send(currentADU);
14: else
15: drop(currentADU);
16: end if
17: end if
congestion control algorithms such as TFRC (M2) (TCP Friendly Rate Control) [M-13], AIMD (M2′)
(TCP’s standard congestion control) or MULTFRC (M2′′) (TFRC variant optimized for wireless en-
vironments) [M-7].
4.2.1.1.3 L3: Network service Classification & Marking (M3,M3′) At the Network service
Classification & Marking level, various modules whose role is to allow the transport protocol to take
advantage of the underlying QoS services such as DiffServ or IEEE 802.11e are available. The QoS
Adapter module (M3) is specifically designed for IEEE 802.11e environments. This standard defines
four categories for channel access. Each of these categories has a different priority in accessing the
medium so that high priority traffic be privileged compared to best effort/background traffic. The
algorithm for the QoS Adapter module is provided in algorithm 5 below.
The DS Classifier module (M3′) is specifically designed for DiffServ environments. It allows for
marking the packets of a specific application according to the traffic class that has been specified by
the user.
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Algorithm 5 QoS Adapter module algorithm in pseudo-code
Require:
The current ADU currentADU .
An helper object for managing IEEE802.11e classification (80211e)
1: if isAudio(currentADU) then
2: 80211e.setAccessCat(AUDIO, currentADU);
3: else
4: if isVideo(currentADU) then
5: 80211e.setAccessCat(VIDEO, currentADU);
6: end if
7: else
8: 80211e.setAccessCat(STANDARD, currentADU);
9: end if
4.2.1.2 Module’s Analytical Presentation
During its execution,M1 (QoSOptimizer) requires access to the value of the variable named maxSend-
ingRate (MPi )2 and publishes the variable named frameType (M
P
i )1. All modules of the L2 level
(RateControl) publish the maxSendingRate (MPi )2 variable. The M3 module (QoSAdapter) requires
the knowledge of the frameType (MPi )1 variable and publishes the availableACs (M
P
i )3 variable
which corresponds to the access categories supported by the underlying network. Finally, the M3′
module (DS Classifier) has no publication but requires the resClass (MRi )4 variable. Following this
description, it is possible to define the following matrices where each row respectively represents
frameType, maxSendingRate, availableACs, resClass:
Mi =
0BBBBBB@
frameType
maxSendingRate
availableACs
resClass
1CCCCCCA
MP1 =
0BBBBBB@
1
0
0
0
1CCCCCCA M
P
2,2′,2′′ =
0BBBBBB@
0
1
0
0
1CCCCCCA M
P
3 =
0BBBBBB@
0
0
1
0
1CCCCCCA M
P
3′ =
0BBBBBB@
0
0
0
0
1CCCCCCA
MR1 =
0BBBBBB@
0
1
0
0
1CCCCCCA M
R
2,2′,2′′ =
0BBBBBB@
0
0
0
0
1CCCCCCA M
R
3 =
0BBBBBB@
1
0
0
0
1CCCCCCA M
R
3′ =
0BBBBBB@
0
0
0
1
1CCCCCCA
Based on these matrices and by applying the model presented in section 3.3.2, the set of initial
possible compositions: M ′ containing
∑3
i=1
(
6
i
)
= 41 elements can be reduced by applying (3.1) to
M = {M2, M2′ , M2′′ , M1M2,M1M2′ , M1M2′′ , M1M2M3, M1M2′M3, M1M2′′M3} in which
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only the 9 valid compositions appear.
Given no restrictions on the order that these compositions need to be instantiated nor incompati-
bilities between each other, the resulting fully connected semiautomaton is provided on figure 4.2.
Figure 4.2: Semiautomaton obtained from the nine possible compositions
4.2.2 Simulated environments
4.2.2.1 Experiments
To show the decision model in action, the different valid module compositions in M are evaluated
in the context of a wireless network following the IEEE 802.11e standard. The performances of
these different compositions are evaluated to manually construct the history following the algorithms
presented in chapter 3.
4.2.2.1.1 Test Platform Description
The compositions in M are evaluated using the architecture presented on figure 4.3 which simulates
the transmission of a multimedia flow on an IEEE 802.11e enabled network. The Stack element
is successively composed by the different compositions of M . However, to fully demonstrate the
architecture, the M2, M2′ and M2′′ services are implemented by a single autonomic Micro-Protocol
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which chooses the best algorithm based on the nature of the environment in which it evolves and the
nature of the stream it transports (i.e., M2′ for wired file transfer, M2 for wired interactive multimedia
session and M2′′ for wireless interactive multimedia). In all the considered scenarios, the autonomic
Micro-Protocol will always choose M2′′ for congestion control. This further reduces the state space
from nine to three possible compositions.
Figure 4.3: Considered experimentation architecture
To evaluate the performances of these compositions, both network metrics (packet loss rate,
throughput, delay) and applicative metrics (packet loss rate, delay, throughput) are used. As the
stream that is being transported in these scenarios is a multimedia stream, a quantitative evaluation of
the quality of the received stream is provided by the value of the PSNR metric.
Peak Signal Noise Ratio
The PSNR is a metric to quantify the quality of a video presentation. It is defined as follows.
Let A and B the luminance matrices of two (p × q) video images corresponding to the same
instant on respectively the original stream (A) and the received stream (B). Given Ymax the maximum
luminance value (depending on its binary representation, generally 255), the PSNR is defined by
equation (4.1) below:
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PSNR = 10log10
(
Y 2max
1
pq
∑p−1
i=0
∑q−1
j=0(Aij −Bij)2
)
(4.1)
This shows that higher PSNR values correspond to less degraded images than lower PSNR values.
When evaluating a video instead of a single frame, the average value of the PSNR computed over all
frames can be used as a measure of the overall quality of the video presentation. However, for finer
grained analysis, either a per frame or sliding window average graph of the PSNR values can be used.
IEEE 802.11e Model
The IEEE 802.11e medium simulation is based on the performance analysis conducted in [M-15].
This study shows the existence of a maximum attainable throughput for each access category when
the system is evolving under saturation (i.e., has at least one packet to be sent in each queues at all
times).
In all the scenarios that follow, the network will be considered as being saturated by video and
best effort traffic such that the maximum attainable throughput for an addition flow is of 150Kbps in
the best effort category and 300Kbps in the video category.
Figure 4.4: Test Scenarios : All possible compositions for Stack
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4.2.2.1.2 Test Scenarios Presentation
The different case studies are synthesized by figure 4.4. The goal is to evaluate each of the
possible solutions for composition to construct the MDP that will be used for decision making in
future executions of the agent in these environments.
For every scenario above, an H.263 encoded video using the CIF frame size is used. The traffic
profile of this video is presented on figure 4.5. The ACT is provided with the goals Lmax = 30%,
Tmin = 750Kbps and Dmax = 50ms. These goals could be the ones expressed by an application
performing video conferencing using a highly redundant codec.
4.2.2.2 Results
Figure 4.5: Traffic profile of the considered video
The results obtained for the different compositions in the simulated environment are presented
on figure 4.6 and summarized in table 4.1 below. As the simulation environment does not support
the measurement of delays (intrinsic limitation of the TAU simulator), only throughput and loss rate
are evaluated. Although this limitation reduces the spectrum of tests that can be performed using the
simulator, it does not impact the functional validation of this proof of concept.
Table 4.1: Results for each considered composition
Composition Global
LR
(pkt/s)
LR I Images
Subflow
(pkt/s)
LR P/B Images
Subflow (pkt/s)
Average
Throughput
(Kbps)
Average
PSNR (dB)
M2′′ 27.39 8.59 18.80 133.68 12,38
M1M2′′ 28.51 6.63 21.88 126.91 14.67
M1M2′′M3 12.97 2.76 10.21 227.74 21.11
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(a) Packet Loss Rate (I frames subflow) (b) Packet Loss Rate (P/B frames subflow)
(c) Throughput (Kbps)
Figure 4.6: Simulation Results
In this simulation, the environment state does not change as it is a parameter of the scenario.
The ACT definition of the environment state provided during the ACT design (see section 2.3.3.3)
consists in evaluating the service obtained to an application when no modules are instantiated. The
simulation parameters are set so the service obtained when using no composition is characterized by
L ∈ [25..30] pkts/s, T ∈ [150..160]Kbps.
The monitoring of the service characteristics obtained with each composition allows to build the
partial MDP in which only one state is considered for the environment. In this environment state, the
agent can decide to instantiate any composition among M2,M1M2 or M1M2M3.
The TAU G2 simulation tool used in these tests is deterministic. By such, the service char-
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(a) Low Granularity (b) Intermediate Granulatiry
(c) High Granularity
Figure 4.7: Simulation Results
acteristics obtained in the environment are identical with each simulation. The uncertainty on the
environment state and service characterization can therefore not be taken into account in this example
and the constructed MDP is fully deterministic.
Depending on the quantization granularity, the services resulting from these compositions can
either be seen as one, two or three different states, as presented on figure 4.7. However, the one
state MDP is more unlikely as it covers huge sections of the service characteristics state space.
Given the learned MDP, the following transmissions in similar environments will use the compo-
sition M1M2M3 which has shown to provide better results by bringing the service characteristics
closer to the application goals.
Once all possible actions have been explored, the MDP is complete and the learning algorithm
will only monitor the performance of the services resulting from the decision algorithm to capture
possible changes and adapt the MDP accordingly.
Figure 4.8 presents measures of the effective quality of the service provided to the applications.
This quality is measured using the PSNR metric which is more specific to video streams than to net-
working. The graph shows the evolution of the average PSNR value computed by the receiver every
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second. The results however are encouraging in the sense that the mean PSNR value for the scenario
in which composition M1M2M3 is instantiated is much higher than with the two other compositions.
This observation can be correlated with the service characterizations. Indeed, the service provided by
M1M2 is very close to the service provided by M2 while the M1M2M3 composition clearly provides
a superior service.
Figure 4.8: PSNR comparison between compositions (PSNR average computed every second)
From the above results, it appears that the decision provided by the decision algorithm given the
constructed MDP, M1M2M3 corresponds to the best possible choice among the different composi-
tions of M .
4.3 Autonomic Micro-Protocols
To demonstrate the Autonomic Micro-Protocol approach in the ETP framework (ATP), the following
paragraphs present experiments performed for given application specified goal under different net-
work scenarios. After presenting these scenarios, the different graphs are detailed and the results are
commented.
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4.3.1 Test scenarios
Three scenarios are used to demonstrate the benefits of the ATP over statically defined protocol com-
position and parameter values. In the considered scenarios, algorithm 3 presented in section 3.4.3 is
used for the control loop.
For all scenarios, the application specified QoS goals are as follows:
• Max Delay: 50ms
• Max Loss Rate: 30%
• “Low Delay” has priority over “Low Losses”
The network conditions are such that in all scenarios, the network RTT is set to be 20ms and
losses are of random nature following a uniform distribution. The loss rate varies depending on the
scenario, it is respectively set to: 40%, 50% and 60% for scenarios I, II and III. All these parameters
are summarized on table 4.2. Although these values might seem very high and far from most practical
environments, they are chosen to illustrate the feasibility of the approach even in highly unreliable
networks.
Table 4.2: Test Scenarios parameters
Scenario Network LR App. Target
LR
Network RTT App. Target
Delay
I 40% <30% 20 ms <50ms
II 50% <30% 20 ms <50ms
III 60% <30% 20 ms <50ms
For each scenario, the results are compared to those obtained using a protocol which is incapable
of taking the application requirement into account nor adapt its parameters. In this case, we use the
ETP composed by a fully reliable SACK based error control mechanism.
4.3.2 Results
This section presents the results obtained when using the ATP for the above described scenarios.
These results are compared to those obtained when using the ETP with a single Micro-Protocol in-
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stantiated performing fully reliable selective acknowledgment (SACK) based ARQ (Automatic Re-
peat reQuest).
4.3.2.1 Scenario I
The results obtained for scenario I are presented on figure 4.9(a) when using the ATP. The results
obtained for ETP in the same environment are presented on figure 4.9(b).
(a) ATP
(b) ETP with SACK-FR
Figure 4.9: Scenario I
The graph presented on figure 4.9(b) shows the delay for the data packets to be delivered to the
application running on the receiver. In this scenario, the ETP modular transport protocol is used
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with only a selective acknowledgment (SACK) based ARQ reliability Micro-Protocol. Moreover,
the fact that ETP is not capable of self adaptation makes it so the reliability parameter of this ARQ
Micro-Protocol to always remain 100% meaning that it will never tolerate any loss and always try to
retransmit lost packets. In this scenario the loss rate is by such always null.
The horizontal red line on the graph denotes the application’s QoS limit. All data for which
the delivery delay exceeds 50ms cannot be used by the application (for example due to some real
time constraints). From what can be seen on the graph, the ETP[SACK] composition is not able to
maintain the delay under the application’s threshold and many packets arrive with a delay greater than
this limit.
When examining the performances of the ATP in a similar context, figure 4.9(a) shows both the
applicative delay (left part) and the applicative loss rate (right part). On the delay graph, it can be seen
that the delivery delay is kept below the applicative threshold at all times meaning that the application
will be able to make use of all the data that is being delivered to it.
A further study of the ATP behavior shows that, to be able to always guarantee such low delays,
the ATP has instructed the ARQ Micro-Protocol to tolerate different loss rates during execution.
However, it can be seen that the sensed value of the loss rate (presented on the right part of figure
4.9(a)) always remains below the maximum value tolerated by the application. While examining the
command value that is computed by the ATP Management module, it can be seen that it changes
depending on the network condition to always maintain the lowest possible loss rate as long as the
delay conditions are satisfied.
4.3.2.2 Scenario II
In the second scenario, the applicative goals for both delivery delay and packet loss rate remain
unchanged. However, the network conditions change in the sense that the emulated network packet
loss rate is now 50%. This high loss ratio makes it such that half of the packets need at least one
retransmission by the ARQ mechanism to reach the receiver. Moreover, the average transmission
delay becomes 30ms which is close to the application specified limit of 50ms.
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(a) ATP
(b) ETP with SACK-FR
Figure 4.10: Scenario II
In such context, when using the ETP[SACK] non adaptive transport protocol, it can be seen that
most of the packets are delivered to the application too late. Indeed, figure 4.10(b) shows that most of
the time, the applicative delay is above the application’s target resulting in this data being useless to
the application. This is due to the fact that the ETP[SACK] ARQ mechanisms parameter are statically
set to provide full reliability. The ETP[SACK] completely ignores the fact that the application can
tolerate losses of up to 30%, resulting in under-optimal performances.
When compared to the results obtained by using the ATP presented on figure 4.10(a), it can be
seen that the delay goals are satisfied most of the time. Moreover, the losses goals are also met (right
part of figure 4.10(a)) at all times.
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The first part of the graph (between times 1000 and 1500) shows a violation of the applicative
targets for the delay parameter. However, the command is quickly adjusted to find a good trade-off
between losses and delay and the oscillatory behavior that can be observed at the beginning of the
connection’s life is stabilized.
A second period on the graph between times 4500 and 7000 shows that a decrease in the loss ratio
can be achieved without producing an unacceptable increase of the transit delay, the ATP reacts by
adjusting its command to try to keep the loss ratio as low as possible while still providing good transit
delay to the application.
(a) ATP
(b) ETP with SACK-FR
Figure 4.11: Scenario III
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4.3.2.3 Scenario III
For the third scenario, the application QoS goals remain unchanged but the network loss ratio is now
set to 60%.
The results obtained when using the ETP[SACK] transport protocol are presented on figure
4.11(b). Indeed, it can be seen that the full reliability parameter of the ETP composition makes it
impossible to meet the applicative target delay at any time during the connection resulting in the
application being unable to process any of the received data (as it is received too late).
When using the ATP, the graphs on figure 4.11(a) demonstrate that delay requirements are met
most of the time. Indeed, the average delivery delay is located very close to the application specified
limit, demonstrating that the mechanism is reaching its limits.
On the right part of figure 4.11(a), the ARQ SACK command as well as the sensed applicative
loss rates are shown. It can be seen that the delay violations that occur around times 1000 are quickly
stabilized as the command is raised accordingly.
The second violations occur around times 5500 and the analysis of the ARQ mechanism command
graph (right part of the figure) demonstrates that the mechanism has reached its limit. Indeed, the
sensed loss rate has reached the limit specified by the application. The ATP will therefore not issue
higher commands not to violate that parameter.
Finally, it can be seen that, around time 6500, the ATP senses improvement on the delay and
therefore lowers the value of the ARQ command to reduce the loss rate.
4.4 Learning and adapting in real network environments
The previous sections have shown how both the ACT algorithms and concepts as well as Autonomic
Micro-Protocols could be used to dynamically optimize the service provided to the applications. In
this section, the java implementation of the ACT is evaluated in a real network environment. On the
platform presented in section 4.1.1, an application using the ACT is successively presented with a
variety of environments. In a first part, the discovery and construction of the MDP by the learning
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algorithms is observed and commented. A second part of this section studies the service provided to
the application when network conditions change in a random fashion.
4.4.1 Test scenarios description
4.4.1.1 Service compositions
The goal of the experiment is to demonstrate more aspects than the proof of concept made through
simulation in 4.2 while still being easily observable. In order to achieve this, the universe of Micro-
Protocols that can be composed together comprises a fully reliable SACK, a partially reliable auto-
nomic error control and TFRC. Additionally, to limit the size of the semiautomaton for the purpose
of illustration, the maximum number of Micro-Protocols that can be composed together is set to one.
This simplification affects the construction of the semiautomaton. This construction does not require
the composition model to be performed as the graph is fully connected, each one of its four nodes
representing one Micro-Protocol. The reduction in the size of the semiautomaton does not trivialize
the learning and decision processes, however, it makes them easier to be analysed. This analysis is
presented hereafter.
4.4.1.2 Network conditions
In order to observe the learning algorithm at work, in a first part of the experiments, the network
conditions are changed every minute until each of the possible combinations of losses and delay is
presented 10 times to the ACT. The loss rate varies between 5% and 30% in 5% increments while the
delay varies between 10ms and 100ms in 10ms increments.
Under these parameter values, the environment changes 600 times during the 10 hour period
that the experiment lasts. This allows for the ACT to test every composition at least twice in every
environment state. Every time the ACT detects a change in the environment, it creates a trace file in
which it logs all the monitoring values that are used for constructing the MDP. This allows for the
process to be observed thoroughly.
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(a) Empty Composition (b) SACK-FR
(c) Autonomic Error Control (d) TFRC
Figure 4.12: Agent service Characterization for 5%/30ms environment
4.4.2 Learning: MDP construction
After the experimentation is completed, the agent’s learned MDP is comprised of 378 nodes
and 720 edges. Of these nodes, 60 represent the environment states, 240 are used to represent the
possibility of applying each one of the four compositions in each environment state and 78 represent
service characteristics. The average number of service states that can be reached by applying a given
composition in a specific environment is of 2. In average there are 6 environment state/composition
pairs that lead to a given service state.
Given the high number of nodes and transitions needed to represent the full knowledge of the
agent after the experiment (see appendix 4.5.1.2), the detailed analysis of the learning algorithm
122
4.4 LEARNING AND ADAPTING IN REAL NETWORK ENVIRONMENTS
(a) Empty Composition (b) SACK-FR
(c) Autonomic Error Control (d) TFRC
Figure 4.13: Agent service Characterization for 10%/30ms environment
behavior can only be observed on a subset of the environment states. Moreover, to further reduce
the size of the MDPs for the analysis, only losses and delay criteria are taken into account in the
experiments. In what follows, the observation in which the agent determined the environment states
with Delay equal to 30ms and losses respectively 5% and 10% are considered.
The graphs presented on figures 4.12 and 4.13 present the observations of the service characteriza-
tion by the agent in one of its execution over each environment for each of the available compositions.
As it can be observed on figure 4.12, the full reliability SACK Micro-Protocol provides a zero-
loss service which comes at the price of several uncontrolled increases in the delay. On the other
hand, a TFRC congestion control algorithm seems to be the worst choice in terms of losses, mainly
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just after the reconfiguration took place.
When the environment loss rate increases, figure 4.13 shows that things are different. The fully
reliable mechanism still provides zero-losses but the uncontrolled increases in the delay are much
more frequent. Using TFRC or the Autonomic Error Control appears to control the loss ratio in
comparison to what is obtained when using an empty composition. Indeed, while the Autonomic
Error Control will retransmit data, it will do so to avoid uncontrolled delay increases. In a similar
way, the TFRC congestion control algorithm will regulate the flow to minimize (or at least control)
losses.
Figure 4.14 presents a graphical representation of the partial MDP built by the agent after the
execution that led to the graphs presented on figures 4.12 and 4.13. The nodes are labeled starting
with the letter e to denote environment state and the letter s for service characteristics. Following the
letter are two numbers which correspond respectively to the packet loss rate and delay. Finally, some
nodes labels have an additional number which is used to denote a given service where 1 is the empty
composition, 2 represents SACK-FR, 3 is used for the Autonomic Error Control while 4 is intended
to describe TFRC.
Figure 4.14: Partial representation of the agent’s MDP
As it can be seen, the various service compositions can lead to five different services to be pro-
vided to the application in the considered environments. Not all services can be reached in all envi-
ronments and some services such as s-0-30 can be reached from both environment state by using the
Autonomic Error Control or TFRC. In both cases, composition 3 (Autonomic Error Control) has the
higher probability of taking the system into s-0-30 with respectively 56% and 74% in e-10-30 and
e-5-30. On the other hand, while it is possible to obtain a service of s-0-30 when using SACK-FR
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in e-10-30 it is much unlikely as the service resulting from the retransmissions induced by the full
reliability lead to a small increase of the delay which is characterized by s-0-40.
4.4.3 Full adaptation scenario
To demonstrate the adaptation capabilities of the agent once the MDP has been constructed, the
following paragraphs analyse the agent’s behavior in varying network conditions. The goal of the
agent in what follows consist in maintain a delay below 150ms (i.e., an average recommended value
for interactive real time applications such as VoIP) and a loss rate below 10% (i.e., that can be tolerated
by using “adaptive coding”).
Figure 4.15: Scenario Environment Transitions
In this scenario, the network platform described in 4.1.1 is used to emulate network conditions
varying according to the graph presented on figure 4.15. This sequence of environment changes is
much unlikely to happen in common executions of the ACT but is presented intentionally to demon-
strate that the approach is not limited to slightly changing network environments and also works well
in highly dynamic contexts. The change frequency is set so that a change will occur every 60 seconds.
On the graph, node labels follow the same syntax as the ones on figure 4.14 (i.e., e-lossRate-Delay).
During the scenario execution, the agent has knowledge of the full MDP obtained during the
learning process presented in section 4.4.2. Following the ongoing learning and monitoring algo-
rithms, the present scenario will lead to the MDP to be further refined based on the new experience
gathered during its execution. Although the full MDP is too big for its graph to be analysed, the
information required to analyse the behavior of the agent in its present execution have been extracted
and will be referenced when required below.
Figure 4.16 presents a graphical representation of the agent’s monitoring of both the environment
(figures 4.16(a) and 4.16(c)) and the service provided to the application at all times (figures 4.16(b)
and 4.16(d)). On the graphs, both the moment at which the agent detects a change to the environment
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which could lead to its reconfiguration should further measurements present similar values and the
moment at which the agent decides to reconfigure itself are represented by vertical lines.
The first environment change is perceived by the agent as an increase in both the loss rate and
the delay. Following this change, the agent uses the MDP in order to find the solution which best
suits the application goals in the new environment state. The partial representation of the agent’s
MDP presenting only the information that is relevant to the states which are considered in the present
scenario are presented on figure 4.17.
When looking at figure 4.17(a), it can be seen that the best choice to obtain a service which
maximizes the agent’s reward computed by the γ() service efficiency function presented in section
(a) Environment Packet Loss Rate (b) Service Packet Loss Rate
(c) Environment Delay (d) Service Delay
Figure 4.16: Environment and service Monitoring in full scenario
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(a) First transition (b) Second transition
(c) Third transition (d) Fourth transition
Figure 4.17: Partial MDPs for scenario transitions
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Figure 4.18: Scenario Environment Transitions
2.3.3.4 corresponds to instantiating the Autonomic Error Control Micro-Protocol which will take the
system into the best service state (s-0-100 with a probability of 53%) and does not lead to any state
in which γ is negative. The next transition decision is straightforward as the service can be main-
tained with a 99% probability and maybe even improved by applying the fully reliable SACK vector
based error control. In the third transition, TFRC seems the best option as it leads to best possible
performances with 90% probability. Finally, the fourth transition re-instantiates the Autonomic Error
Control which has the highest score and constitutes the only solution in this context. However, the
choice of the A-EC module might also lead to a suboptimal state in which γ is negative. In this case,
if the environment does not change, the ATP will have reached the limits of its adaptation capacity
and will notify the ASM for a higher level solution to be searched for.
Figure 4.18 provides a synthetic view of the choices made by the agent in this scenario’s execu-
tion. As illustrated, these choices totally correspond to the result of the decision algorithms when
applied to the partial MDPs as described in the previous paragraph.
From the above study, it can be seen that the prototype implementation of the ACT behaves
as expected. Indeed, after a certain amount of time throughout which the agent performs learning,
the system converges to an MDP which can be used to efficiently perform adaptation. As it has
been shown, the system always maintains adequate service characteristics for the application. The
following sections study the scalability of the approach at the Transport layer.
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4.5 Scalability and costs analysis
To estimate the scalability of the approach as well as the costs involved in the dynamic reconfigura-
tion of the communication stack, the following section presents several metrics and scenarios which
illustrate different aspects of the approach.
4.5.1 Scenario description
In this section, the various scenarios that have been taken into account in the cost analysis are pre-
sented. These tests have been performed by using a java implementation of the enhanced transport
protocol which has been enhanced to be able to dynamically change the composition during the com-
munication.
4.5.1.1 Local stack reconfiguration
In this first scenario, adaptation is purely local and requires no interactions with the adapting peers.
In this context, the enhanced transport protocol implementation is successively asked to load several
Micro-Protocol compositions. Each one of these compositions contains an increasing number of
Algorithm 6 Local Stack Reconfiguration
Require:
An instance of an ETP kernel’s dynamic loader dl.
A function that creates a composition file with a varying number of modules
createComposition(intnumModules).
A clock providing the current time, now.
1: emptyComposition← createComposition(0)
2: for i = 0 to 1000 do
3: currentComposition← createComposition(i)
4: timeStart← now
5: for j = 0 to 1000 do
6: dl.reconfigure(currentComposition)
7: end for
8: timeEnd← now
9: save(i + “ “ + timeEnd-timeStart)
10: end for
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(a) Results for the local adaptation scenario (b) Results for the distributed adaptation scenario
Figure 4.19: Stack reconfiguration benchmark
processing modules to be instantiated. The algorithm for this test is presented in pseudo-code notation
in algorithm 6.
The results obtained for the local adaptation scenario are presented on figure 4.19(a). On the
graph, it can be seen that the delay to complete the reconfiguration increases linearly with the number
of modules to be replaced. By performing a first order linear regression, the following relation can
be obtained: T = 0, 018547 × N where T is the average time it takes to load a composition of N
modules into the kernel. The average time to load one module is by such 0,018 milliseconds.
The vast majority of composition in ETP are smaller than 10 modules which makes the local
reconfiguration time negligible.
4.5.1.2 Distributed stack reconfiguration
A second scenario consists in performing coordinated adaptation between two adapting peers. In this
configuration, one of the peers is chosen to be the master which will decide on the composition to be
applied and the other peer is considered to be a slave as it only obeys the master.
In this scenario, both peers are considered to have all the modules they need available locally.
Moreover, adaptation might require peers to reach a point where it can safely take place such as a
synchronization point. In the present study, both peers are supposed to reach the synchronization
point immediately with no delay.
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The algorithms that were used for this test are presented in algorithms 7 and 8 for the Master and
the Slave respectively.
Algorithm 7 Distributed Stack Reconfiguration - Master
Require:
An instance of an ETP kernel’s dynamic loader dl.
A function that creates a composition file with a varying number of modules
createComposition(intnumModules).
A clock providing the current time, now.
A socket to communicate with the slave s.
1: emptyComposition← createComposition(0)
2: for i = 0 to 1000 do
3: currentComposition← createComposition(i)
4: timeStart← now
5: for j = 0 to 1000 do
6: s.connect()
7: s.send(currentComposition)
8: dl.reconfigure(currentComposition)
9: s.waitForAck()
10: s.close()
11: s.connect()
12: s.send(emptyComposition)
13: dl.reconfigure(emptyComposition)
14: s.waitForAck()
15: s.close()
16: end for
17: timeEnd← now
18: save(i + “ “ + timeEnd-timeStart)
19: end for
Algorithm 8 Distributed Stack Reconfiguration - Slave
Require:
An instance of an ETP kernel’s dynamic loader dl.
A socket to communicate with the master s.
1: loop
2: s.accept()
3: currentComposition← s.readComposition()
4: dl.reconfigure(currentComposition)
5: s.sendAck()
6: s.waitForClose()
7: end loop
The results obtained in the distributed scenario are presented on figure 4.19(b). It can be seen that
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the fact that the adaptation protocol requires a complete round trip of exchanges per reconfiguration
translates in an incompressible minimal value for an iteration of around 20ms. Furthermore, when
compared to the local adaptation graph, it can be seen that the graph is linear only by parts. However,
similarly to what was observed in the local adaptation scenario, the time required to load a typical
composition composed of less than 100 modules is still relatively small with a maximum value of
30ms.
Based on this scalability study, it can be concluded that the action that consists in reconfiguring
the transport entities taking part in a given communication does not present any limitation to the
adaptation strategies presented in this manuscript. Indeed, the reconfiguration of a transport protocol
stack is only required when the environment changes which doesn’t happen as often as every 30ms.
Conclusion
In this chapter, the concepts which are the base to the ACT architecture have been studied and imple-
mented in simulation (using the TAU G2 modeling tool following an MDA approach) as well as in
emulated network environments (using the Linux Network Emulator framework).
The simulation studies have illustrated the concepts and algorithms that allow the system to learn
on a simple example. This proof of concept demonstrated the use of the algorithms presented in
chapter 3 for constructing the state space and building the semiautomaton on which the decision and
learning processes rely. The execution of the ACT lead to the construction of simple MDPs in which
knowledge was stored. The importance of granularity has been demonstrated and its direct impact on
the quality of decisions has been illustrated.
A larger scale study has been conducted in the emulated network environment, both the Auto-
nomic Micro-Protocol approach and the Transport prototype implementation of the ACT have been
evaluated. The results obtained in the various experiments have confirmed that the approach allows
to bring autonomy to the complex task of service composition for QoS in networks.
The layering of the decision process by separating the global problem into simpler local sub-
problems has shown to be beneficial as it allows for the logic of the components to be kept simple.
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For instance, the performance observed when using autonomic Micro-Protocols to manage parameter
values through simple algorithms illustrate this view.
The decision and learning models have been demonstrated for a broad range of emulated net-
work environments. After a first learning period which was used to bootstrap the agent’s knowledge,
its execution over changing network conditions following a specific scenario has shown that the co-
ordination of behavioral and architectural adaptation allows to maintain acceptable services for the
application even in adverse, highly unstable network situations.
Finally, to demonstrate the scalability of the approach, reconfiguration measurements performed
both in a local and distributed fashion have shown that the dynamic reconfiguration of communication
entities did not present a bottleneck for performance.
133
CHAPTER 4 : EVALUATION
134
GENERAL CONCLUSION
This thesis has presented the ACT (Autonomic Communication Toolkit), a framework of concepts,
models and algorithms for overcoming the limitations of present communication systems in terms
of coordinated service composition. Based on existing theories and building blocks, the design of
both the structural as well as the behavioral aspects of the system has been presented and evaluated.
The following sections present a summary of this thesis contributions as well as the perspectives that
constitute a logical continuation of this work.
Summary of contributions
The diversity of network technologies today ranges from wired-electrical to wireless-optical, and very
low bandwidth to very high bandwidth. It is inconceivable that a single protocol algorithm; no matter
how long it has been tested and improved can provide good performances in all situations. This fact
is now widely accepted by the members of the scientific community whose approach has been to look
for solutions that will improve the service provided to applications in very specific contexts. This
approach has led to the fast growth of the number of solutions being proposed at the various layers of
the protocol stack. The ACT presents a solution to the coordinated instantiation of these mechanisms
to be instantiated on end-hosts for end to end communications and does not require the deployment
of any new components inside the network.
A generic architecture for multi-layer service composition
Facing the high number of solutions which are proposed at each layer of the communication stack, it
is hard to determine the environments for which these improvements are adequate. Indeed, although
a new mechanism is generally tested against all previous candidates to fixing a given limitation, the
test is only performed in an isolated environment with a relatively small set of varying parameters.
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Releasing these new protocols to the wild is a complex task which comes with high responsibili-
ties. In the present state of things, there is no way back. Should there be an error in the description of
the contexts a given mechanism is suitable for, the users using the protocol in these environments will
get low performance. The ACT presents an architecture which combines the autonomic computing
architecture with artificial intelligence decision and learning techniques for solving these limitations.
The definition of the ACT presenting both its structure and the algorithms that govern its behavior
have been presented in chapter 2. The presentation that was made aimed at remaining at a high level
of abstraction to maintain a generic approach applicable to many concrete cases. The use of auto-
nomic computing techniques which decompose the problem into various layers has been illustrated.
Artificial intelligence as well as learning theories have been used to build the decision elements of the
system.
Decision and Learning Algorithms for service composition
The software architecture provided by the ACT to support a multi-layer coordinated adaptation allows
for all the necessary data for the decision making to be made available. The availability of this
information makes the implementation of adaptation algorithms possible.
In order to overcome the limitation of existing systems both in terms of high complexity and lack
of extensibility, the approach presented in this manuscript relies on theories developed in the field
of artificial intelligence. Indeed, artificial intelligence addresses the problem of having a software
component dynamically discover what actions are best to achieve his goals.
To be applied to the context of networking and service composition, the Markov Decision Process
formalism has been extended. This extension is a major research contribution of the thesis. The main
feature that was added consisted in distinguishing the service provided to an application when using a
given service composition from the environment on top of which the composition is executed. How-
ever, these two elements are strongly related and constitute the knowledge required to take decisions.
Furthermore, the construction of the model by the learning algorithm does not imply any station-
arity properties on the environment. The model is always refined by new experience which allows
for the system to be extensible. Indeed, new services can dynamically be integrated into the system
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during its execution.
Combining both architectural and behavioral approaches to adaptation
The concepts exposed in chapter 2 for the design of the ACT have been instantiated and extended
in a concrete implementation of the ACT. Indeed, the existence of dynamic composition frameworks
has raised the need for an additional decision layer in the architecture. Chapter 3 details the im-
plementation of this extension to the ACT to take the services provided by the Enhanced Transport
Protocol (ETP) into account. For doing this, the definition of an additional decision layer following
the autonomic computing paradigm has lead to the definition of the Autonomic Transport Protocol
(ATP). Not only is the ATP capable of performing architectural adaptation by dynamically adapt-
ing its composition but it also supports behavioral adaptation through the introduction of Autonomic
Micro-Protocols. These Autonomic Micro-Protocols rely on control models which are specific to the
mechanisms they target, an example implementation based on automated control theory illustrates
their use at the transport layer.
A prototype implementation of this architecture has been tested both through simulations and
in emulated network environments. The results have shown that the architecture and algorithms
are capable of building a model of the environment in which each possible composition’s effect on
performance is memorized. This model has shown to be suitable for use by an agent aiming to
maintain a given level of performance when the environment in which it evolves changes.
Perspectives
The results presented in chapter 4 show that the ACT is able to provide applications with commu-
nication channels which offer them with the most adequate services based on these application’s
requirements. However, several aspects of the system can be further investigated. The following
sections detail these further explorations.
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Knowledge Sharing
In the ACT, each machine builds its own model of the environment. Indeed, depending on the history
of executions, two instances of the ACT might have information about two disjoint, yet complemen-
tary regions of the environment state space.
To reduce the time and number of iterations in the learning phase, the approach that would consist
in dynamically obtaining an initial knowledge for the contexts which an agent has not explored yet
constitutes an interesting challenge. There are many aspects to this problem which would ease the
extension of the approach to new environments. For example, the information gathered by one agent
might not be useful to the other if it is unable to instantiate the services that were used to build
the knowledge. Additionally, trust and security issues are to be considered not to compromise the
system’s stability by the passing of false information.
Peer-to-peer networks have recently been proposed to provide connection management services
for novel communication systems. The integration of these solutions in the ACT could be easily
performed at the Machine Manager level. Indeed, when the information regarding the effects of a
given composition are unknown to the ASM, the Machine Manager could try to solve the problem at
a higher level by querying peers on the peer-to-peer network for this information.
Services Discovery
The knowledge sharing problem raises the related issue of Services Discovery. In this context, when
an ACT instance asks its peers for the best service composition to be used in a given context, the
reply it receives might contain services which it is unaware of. For the system to be able to efficiently
use information sharing and group knowledge, it is important that every adapting peer has a way of
discovering whether or not the services that are contained in a given composition are available to it.
In the context of dynamically composable protocol frameworks, the challenge is interesting as
the Micro-Protocols that compose these frameworks are relatively small in size and could be easily
dynamically retrieved and instantiated from a central repository or a peer-to-peer like system.
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Inclusion of new adaptation levels in the architecture
The architectural and behavioral adaptation models and algorithms of the ACT are used to determine
the best service composition for given application goals. These models consider adaptation at the
Communication Channel level. However, the ACT architecture identifies other adaptation levels such
as the Application and Machine levels.
The extension of the models used to perform adaptation and learning at the Communication Chan-
nel level for them to permit a higher level of coordination is a challenging perspective. Moreover,
beyond the Machine level, the collaborative adaptation of a group of peers to improve the service pro-
vided to some participants is an interesting issue. The field of QoS for peer-to-peer overlay networks
constitutes a use case scenario in which such extensions might be applied.
System performances
Finally, the current implementation of the ACT has shown to be quite efficient in terms of speed
and computational overhead. However, the tests performed in this work have been performed on a
relatively small number of services in a predefined set of network environments.
The static determination of the quantization step for the construction of the environment state as
well as the service characterization state spaces might be optimized. Indeed, when the granularity
is too high, adjacent environment states lead to the same service characterization with very high
probabilities. On the other hand, when granularity is too low, the same network environment leads
to many different service characterizations with similar probabilities, making it hard for the decision
algorithm to determine a best candidate.
Based on this observation, improvements to the learning algorithms could be introduced for the
granularity of the quantization that is performed during learning to be dynamically adapted during
the system’s execution. Indeed, the granularity does not need to be the same throughout the whole
spectrum, several zones of high definition could be defined if required.
Another approach to improving the service performance resides in the enrichment of the deci-
sion algorithms. Indeed, the consideration of semantic elements describing the services that can be
composed might help eliminate potential candidates from the exploration phase.
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RÉSUMÉ EN FRANÇAIS
Les dernières évolutions de l’Internet se sont traduites par l’émergence de nouvelles applications
distribuées et par la multiplication des technologies réseaux (sans fils, mobiles. . . ) ainsi que des
services offerts par les opérateurs sur de nouveaux types de terminaux (portable, PDA. . . ). L’enjeu
socio économique majeur de ces avancées est le futur Internet ambiant, à la fois ubiquitaire et in-
telligent, au travers duquel l’utilisateur pourra, quelle que soit sa localisation et son point d’accès,
bénéficier d’une qualité de service (QdS) maximale compatible avec l’environnement applicatif et
réseau courant, hétérogène et dynamique. Dans cet horizon, la thèse présente une architecture ainsi
que des modèles et algorithmes permettant de réaliser une composition dynamique et auto-adaptative
des services fournis par les multiples mécanismes de QdS existants. L’approche proposée repose sur
l’adaptabilité dynamique et coordonnée, à la fois du comportement et de l’architecture des protocoles
composant la pile de communication. La démarche suivie se base sur la théorie de l’intelligence ar-
tificielle et l’apprentissage et propose la spécification, l’implémentation et l’évaluation d’un système
de communication adaptatif en fonction à la fois, des exigences applicatives liées aux flux manipulés,
et des contraintes de l’environnement de communication. Enfin, l’évaluation faite des modèles de
décision et d’apprentissage illustre comment le système permet de répondre à son objectif et valide
ainsi les concepts qui sont proposés dans cette thèse.
Mots-clés: Système de communication, Intelligence Artificielle, Adaptabilité, Architecture, Pro-
tocole de transport, Apprentissage par renforcement Qualité de Service, Réseaux Informatiques
ENGLISH ABSTRACT
The recent evolutions of the Internet have been materialized by the emergence of new distributed
application as well as the rapid increase of the number of network technologies (wireless, mobile. . . ).
These advances have allowed new services to be proposed by operators using a new type of terminals
(laptop, PDA. . . ). The major socio economic stake that these advances represent is materialized by
the future ambient Internet, which is both ubiquitous and intelligent, through which the user will be
able, whatever his location or access point, benefit from the best possible Quality of Service (QoS)
given its current applicative and network environment. In this context, the thesis presents an architec-
ture as well as models and algorithms that allow for a dynamic self-adaptive composition of services
provided by existing QoS mechanisms. The approach is based on the dynamic and coordinated adap-
tation of both the behaviour and the architecture of the protocols that compose the communication
stack. The work finds its inspiration in the theory of artificial intelligence and learning and provides
the specification, implementation and evaluation of a self-adaptive communication system taking into
account both, the applicative requirements for the transported streams and the constraints of the en-
vironment on which communication takes place. Finally, the evaluation of the decision and learning
models illustrates how the system allows to fulfil its objective and validates the concepts that are
proposed in this thesis.
Keywords: Communication System, Artificial Intelligence, Adaptation, Architecture Transport
Protocol, Reinforcement Learning, Quality of Service, Computer Networks
