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Likert items are the most commonly used item-type for measuring attitudes and beliefs. However, 
responses from Likert items are often plagued with construct-irrelevant variance due to response 
style behavior. In other words, variability from Likert-item scores can be parsed into: 1) variance 
pertinent to the construct or trait of interest, and 2) variance irrelevant to the construct or trait of 
interest. Multidimensional Item Response Theory (MIRT) is an increasingly common modeling 
approach to parse out information regarding the response style traits and the trait of interest. 
These MIRT approaches are categorized into threshold-based approaches and response process 
approaches. An increasingly common response process approach is the IRTree family of models. 
Often, researchers describe IRTree models as superior to other MIRT methods (e.g., threshold 
based approaches). However, IRTree models assume a particular response process. I investigate 
the effects of assuming an incorrect response process on person trait recovery, specifically on the 
recovery of the trait of interest. I conducted a 4-factor simulation study to investigate the effects 
of assuming an incorrect response process on person trait recovery, where the factors were the 
assumed response process, the true response process, correlations between traits, and scale length. 
The results indicated that assuming an incorrect response process does impact person trait 
recovery. In some conditions, the effect of assuming an incorrect response process on trait 
recovery depends on other factors such as scale length. Furthermore, the results indicate that the 
response process models had better person trait recovery compared to a threshold-based model, 













Surveys intended to measure attitudes are found across many fields, including but not 
limited to business (Walley et al., 2009), medicine and healthcare (Sarvadikar et al., 2010), 
education (Spooren et al., 2007), and social sciences (Croasmun & Ostrom, 2011). The Likert 
item is the most commonly used item format with attitudinal surveys, where respondents choose 
from a range of response options. For example, responses may range from Strongly Disagree to 
Strongly Agree on a five-point response scale, where 1 reflects a Strongly Disagree response, 2 
reflects a Disagree response, 3 reflects a Neutral response, 4 reflects an Agree response, and 5 
reflects a Strongly Agree response. Often responses from Likert items are summed or averaged 
across a set of items that together reflect a respondent’s attitude, where low summed or averaged 
values represent lower levels of the attitude of interest, and higher summed or averaged values 
represent higher levels of the attitude of interest.  
Issues and debates regarding the Likert item are prevalent within research literature, 
given that the Likert item is the most commonly used item type in attitudinal research. Issues 
revolving around Likert items include the interpretability of a Neutral response (e.g., Dalal et al., 
2014), the effects of labeling response options (e.g., Spratto et al., 2020), and the optimal number 
of response options (e.g., Weijters et al., 2010), among others. A consistent issue with Likert 
items is the presence of response styles, which are defined as the tendency to respond 
systematically to a rating scale regardless of the item content (Paulus, 1991).  
Baumgaertner and Steenkamp (2001) define seven response styles. Out of those seven 
response styles, acquiescence response style (ARS), midpoint response style (MRS), and extreme 
response style (ERS) are the most commonly researched response styles (Vaerenbergh & 
Thomas, 2013). ARS is an individual’s tendency to choose Agree or Strongly Agree on the 
response scale, independent of item content. MRS is an individual’s tendency to choose the 





individual’s tendency to choose the extreme options (e.g., Strongly Disagree or Strongly Agree) 
of the response scale, independent of the item content.  
When implementing a survey, responses to the survey items are generally assumed to be 
indicative of the substantive trait of interest (TOI). However, response styles can hinder the 
ability to interpret responses from Likert items as solely indicative of the TOI. Specifically, 
response style behavior contributes construct-irrelevant variance to survey scores, which is a 
hinderance to survey score validity (Cronbach, 1946). Validity is defined in the Standards for 
Educational and Psychological Testing (2014) as, “the degree to which evidence and theory 
support the interpretations of test scores for proposed uses of tests” (AERA, APA, & NCME, p. 
11). Thus, as an impediment to validity, the presence of response style variance hinders the ability 
to appropriately interpret survey responses.  
Consider an example of acquiescence response style (ARS), where a respondent, Wren, 
tends to agree to Likert items, even though their true attitude is not in agreement with those 
particular items. In other words, Wren’s true attitude is reflected by Disagree responses to those 
items, but Wren chose Agree. Given that a Disagree response is given a numeric value of 2 and 
an Agree response is given a numeric value of 4, Wren’s summed score without the influence of 
ARS would be lower than Wren’s observed score. Thus, the observed score indicates that Wren is 
higher on the TOI continuum than their true attitude. In addition to inflating or deflating survey 
scores, response styles may bias the relationships between constructs by inflating or deflating a 
scale’s correlation with other scales (Baumgaertner & Steenkamp, 2001).  
Mitigating response style effects 
 Response styles have been acknowledged as a source of extraneous variability since 
Cronbach (1946). Since then, a large area of research has involved investigating how to mitigate 
the effects of response style behavior through item formats and statistical methods. For example, 
response style effects may be mitigated by influencing the form of data collection (Jordan et al., 





influence response style behavior and thus help mitigate response style behavior. Specifically, 
Greenleaf (1992) and Baumgartner and Steenkamp (2001) promote examining RS behavior 
across different item formats. Item formats may differ by: 1) the way in which an item is worded 
(e.g., positive or negatively worded), 2) the number of response options, and 3) the number of 
stages a respondent is given to answer the item.  
In terms of positively and negatively worded items, Baumgartner and Steenkamp (2001) 
found that acquiescence effects can be identified by including both positively worded and 
negatively worded items. In addition, there lacks consensus regarding the relationship between 
the number of response options and response style behavior. The effect of the number of response 
options on response style behavior may depend on the particular response style. For ERS, 
Weijters et al. (2010) compared 4- and 7- point Likert scales and found that the ERS tendency 
decreases as the number of response categories increase. In contrast, Kieruj and Moors (2010) 
compared 5- and 11- point Likert scales and did not find an effect of ERS between the two 
response scales. For MRS, Kieruj and Moors (2010) found that MRS emerges when nine or more 
response categories are offered. For ARS, Moors et al. (2014) found weak evidence of ARS in 
both the 5- to 11-point rating scales.  
In addition to item wording and the number of response options, item formats may also 
differ by the number of stages a respondent is given to answer an item. Matell and Jacoby (1971) 
state that there are three components contained in a Likert-type composite scale: 1) direction of 
the respondent’s attitude, 2) intensity of the respondent’s attitude, and 3) error. Furthermore, 
Matell and Jacoby (1971) found that total scores obtained with Likert-type scales represent 
primarily the directional component and only to a minor degree the intensity component of a 
respondent’s attitude. Thus, the directional component accounts for the overwhelming majority of 
the score variance.  
A two-stage item format would provide information for both the direction and intensity 





reflecting a two-stage response process, to obtain information on both attitudinal direction and 
intensity from respondents. The first-stage of the item pertains to whether a respondent agrees or 
disagrees with the statement. The second stage of the item has respondents declare the intensity of 
their attitude. Böckenholt (2017) proposed a funnel item format design, similar to the item design 
proposed by Mager and Kluge (1987), where at the first stage the respondent provided 
information to whether they agreed or disagreed to the item. At the second stage, respondents 
provided the intensity of their response (Somewhat to Strongly). 
These stage-like items mimic a hypothesized response process, where a two-stage 
response process is hypothesized with a two-stage item format and a three-stage response process 
is hypothesized with a three-stage item format. With a traditional Likert item format, where all 
response options are given at once, the only information collected is the last decision of the 
decision-making process. Instead of getting one response at the conclusion of the response 
process, stage-like items intend to collect information throughout the hypothesized response 
process. Thus, by collecting information at each stage of a hypothesized response process, one 
can collect more information than what is traditionally collected with traditional one-stage Likert 
item formats.  
Controlling for response style effects 
Item formats can help mitigate response style behavior, and thus aide in obtaining survey 
scores that represent the respondents’ true attitude of interest. Statistical modeling is another 
method to control for the extraneous response style variability, and thus aide in analyzing survey 
scores that represent the respondents’ true attitude of interest. One approach to statistically 
controlling for response styles is to collect respondent characteristics which highly correlate with 
response style behavior, and use the respondent characteristics as covariates (Vaerenbergh & 
Thomas, 2013). However, controlling for personality characteristics is an indirect method to 
control for response style. A direct method is to estimate response style traits using 





MIRT is an increasingly common approach to statistically control for response styles and 
investigate response style behavior (e.g., Adams et al., 2019; Bolt & Newton, 2011; Falk & Ju, 
2020; von Davier & Khorramdel, 2013). Specifically, MIRT approaches facilitate estimating 
more than one trait, allowing for estimates of a substantive trait of interest (e.g., statistical self-
efficacy) and one or more response style traits (e.g., ERS). The Multidimensional Generalized 
Partial Credit Model (MGPCM) and the Multidimensional Nominal Response Model (MNRM) 
are two MIRT models that accommodate a substantive trait and one or more response style traits. 
The MGPCM is limited to accommodating only one response style trait at a time, but the MNRM 
can accommodate more than one response style trait. The MGPCM and the MNRM assume a 
one-stage response process. In other words, both the MGPCM and the MNRM assume that 
respondents make a response with one decision. 
The family of IRTree models assume a multi-stage response process. For example, a 2-
stage IRTree assumes a two-stage response process. At the first-stage of the response process, the 
respondent chooses the direction of their attitude (e.g., Agree or Disagree). At the second-stage of 
the response process, the respondent chooses the intensity of their attitude (Strong or Weak). In 
addition to a 2-stage IRTree, the family of IRTree models also includes a 3-stage IRTree model 
(e.g., Zettler et al., 2016). For the three-stage hypothesized response process, the respondent 
chooses whether they have an opinion or do not have an opinion at the first stage. At the second 
stage of the response process, the respondent chooses the direction of their attitude (e.g., Agree or 
Disagree). At the third stage of the response process, the respondent chooses the intensity of their 
attitude (e.g., Strong or Weak). 
Current study: Integrating the response process into statistical modeling 
Given the flexibility of IRTree models, they have become increasingly popular in 
response style research (e.g., Dibek, 2019; Khorramdel et al., 2019; Meiser et al., 2019; Park & 
Wu, 2019; Zhang & Wang, 2020). However, despite the increased popularity of IRTree models in 





estimates are under various conditions (e.g., test length). Furthermore, there lacks research on 
how the misalignment between the true and assumed response processes affects the accuracy and 
precision of person parameter estimates from these IRTree models.  
For example, when analyzing survey responses with a MNRM, the researcher is 
assuming a one-stage response process. When analyzing survey responses with a 2-stage IRTree 
model, the researcher is assuming a two-stage response process. When analyzing survey 
responses with a 3-stage IRTree model, the researcher is assuming a three-stage response process. 
However, consider the scenario where the respondents’ response process does not align with the 
response process assumed by the model chosen by the researcher. At this time, there lacks 
research on the consequences of this misalignment between the assumed response process of the 
model and the true response process of the respondents.  
 In this study, I investigate the accuracy and efficiency of estimated TOI parameters when 
the assumed response process from the IRTree analysis does not align with the respondents’ true 
response process. Furthermore, given the lack of research in the MIRT literature regarding the 
accuracy and precision of IRTree person parameter recovery, I investigate the accuracy and 

















Social science research often uses rating scales to evaluate respondent attitudes and 
behaviors (Vaerenbergh & Thomas, 2013). Ideally, scores from attitudinal measures reflect 
respondents’ attitude of interest. For example, if a researcher is interested in workplace 
satisfaction, the scores from an attitudinal rating scale should reflect respondents’ workplace 
satisfaction. However, there is always some level of measurement error, resulting in variability in 
scores not due to the attitude of interest. In other words, responses of attitudinal items are 
influenced by extraneous factors other than the respondent’s attitude of interest (Cronbach, 1946). 
Examples of extraneous factors are response styles, which are defined by the systematic patterns 
respondents exhibit across items on a rating scale, regardless of the content (Paulhus, 1991). 
Baumgartner and Steenkamp (2001) cite seven important response styles, where 
acquiescence response style (ARS), extreme response style (ERS), and midpoint response style 
(MRS) are the most commonly researched response styles (Van Vaerenbergh & Thomas, 2013). 
ARS refers to a respondent’s tendency to Agree to an item, regardless of content. ERS refers to a 
respondent’s tendency to choose response options on either end of the response scale, 
independent of scale content. Lastly, MRS refers to a respondent’s tendency to choose the middle 
response option, independent of scale content. For a comprehensive list and description of 
response styles, see Baumgartner and Steenkamp (2001) and Van Vaerenbergh and Thomas 
(2013). 
Consider a workplace satisfaction survey, where there are respondents with ARS, MRS, 
and ERS tendencies. A respondent with a high ARS tendency will tend to Agree to items 
regardless if their true attitude is reflected in an Agree response. Thus, with positively worded 
items, a respondent with a high ARS tendency will have a higher workplace satisfaction score 
than a score that would reflect their true attitude. A respondent with a high ERS tendency will 





be that extreme. Thus, a respondent with a high ERS tendency will have a more extreme 
workplace satisfaction score (i.e., a very high or very low score) than a score that would reflect 
their true attitude. Lastly, a respondent with a high MRS tendency will likely choose the middle 
option more often than what would be reflective of their true attitude. Thus, a respondent with a 
high MRS tendency will have a more moderate score of workplace satisfaction than a score that 
would reflect their true attitude. 
The presence of response styles among respondents has been shown to bias scores 
(Vaerenbergh & Thomas, 2013). For example, Moors (2012) found response styles to bias 
estimates of means and correlations. Specifically, Moors (2012) found a mean difference between 
males and females in passive leadership, but this relationship was attributable to ERS. Female 
respondents were more likely to use extreme responses, and thus the initial mean difference 
between male and female respondents in passive leadership no longer existed after controlling for 
ERS. Similarly, Baumgartner and Steenkamp (2001) initially found correlations between 
constructs such as health consciousness and quality consciousness, but these relationships were 
attributable to response style variance. Thus, mean difference statistics as well as correlations 
may be biased when response style variance is not accounted for. 
Bias of scores due to response style tendencies can hinder the validity of interpretations 
of rating scale scores (e.g., Bolt & Newton, 2011; Dowling et al., 2016; Ju & Falk, 2019). Given 
that response styles are a threat to accurately using and interpreting attitudinal survey scores, they 
have been a large area of research for decades. A commonly used method to account for response 
styles is through the use of statistical methods to control for the influences of response style (e.g., 
Leventhal & Stone, 2018; Plieninger & Meiser, 2014).  
Statistical methods 
Statistical methods to account for response style effects may be conceptualized into two 
categories: 1) classical methods, and 2) modern methods. Classical methods have various 





some of the classical methods is their easy use. However, there are many disadvantages to using 
classical methods, one of which is their inability to control for individual differences of response 
style effects. In contrast, modern methods are more complex, but are able to investigate and 
control for individual differences of response style effects at the latent trait level.  
Classical methods 
Classical methods include both observed score (e.g., frequency procedure) and latent 
variable methods (e.g., Confirmatory Factor Analysis [CFA]). In general, classical methods were 
the beginning attempts at quantifying response style effects. These methods include: the 
frequency procedure, an extension of the frequency procedure to account for double agreement on 
reversed items, representative indicators of response styles, multi-trait multi-method matrices, use 
of a response style factor in CFA, as well as latent class approaches.  
Frequency procedure. One method to account for response styles is to simply count the 
number of responses that indicate the type of response style. For example, Reynolds and Smith 
(2010) investigated response styles across cultures, where they measured ERS as the percentage 
of responses at the end points of the scale and measured MRS as the percentage of responses in 
the middle response category. This method is easy to use, but it is not effective in parsing out 
response style information from substantive trait information. In other words, it is not possible to 
differentiate a response style tendency from an individual’s true attitude based on a response. 
Extension of the frequency procedure. Another approach to account for response styles 
involves the use of reversed items, where a reversed item is a negatively worded item. 
Specifically, researchers include reversed items in a questionnaire and count the number of 
double agreements on a reversed item. If a respondent agrees to both items, one which is reversed 
and one which is not, this may indicate the presence of a response style (Vaerenbergh & Thomas, 
2013). Johnson et al. (2005) investigated cross-cultural tendencies of response styles and 
measured ARS through item pairs, where one item was negatively worded and the other item was 





other item stated, “For the work I do, I am very much underpaid” (Johnson et al., 2005, p. 270). If 
a respondent agreed to both items, then the respondent displayed agreement to items independent 
of item content and thus they were given a score attributable to ARS responding. Similar to the 
previous count procedure described, this method is easy to use. However, this method involves 
creating additional items to flag a response style. One of the drawbacks of this method is that it is 
sometimes difficult to create reversed items. Furthermore, these reversed items also lengthen the 
rating scale, and reversed items can be hard for respondents to interpret (Bandalos, 2018).  
Representative indicators of response styles. Another approach to measuring response 
styles is to include an additional number of uncorrelated, maximally heterogeneous items in the 
survey, and use these items to calculate a weighted response style indicator (e.g., Greenleaf, 
1992).  Maximally heterogeneous items are items with as little content in common as possible 
with the main set of items. The assumption of this method is that response patterns that are 
consistent despite unrelated content of items indicate response styles (Baumgartner & Steenkamp, 
2001). This method is similar to the frequency procedures previously described. However, this 
method includes external indicators of response style, and the frequency procedure uses the 
substantive measure as an indicator of the trait of interest and the response style indicator. A 
disadvantage of this approach is the necessary additional items on the survey. Specifically, due to 
the need for heterogeneous items, there are more items added to the survey that are unrelated to 
the construct of interest. Ultimately, this lengthens the survey and provides more opportunity for 
respondents to fatigue. 
Multi-trait multi-method. With a multi-trait multi-method (MTMM) research design, 
additional items are not added to the survey. Instead, with the MTMM design, the same trait is 
measured using different methods. Thus, variance in responses can be decomposed into method 
effects and true score effects. Saris and Aalberts (2003) implemented a MTMM design using a 
covariance structure analysis to investigate ARS. However, results from Saris and Aalberts 





indicated their general method effect models were a better reflection of the data. The MTMM can 
be easily implemented, but it demands multiple data collection occasions, which introduces 
memory effects that may influence responses. In addition, researchers like Saris and Aalberts 
(2003) do not advocate using the MTMM to investigate response styles specifically, but instead 
suggest its use to investigate method effects more generally.  
Method factor in CFA. A CFA approach is a latent variable approach, where latent 
factors are hypothesized to drive the observed item responses. Within the CFA method, the 
researcher specifies paths between items and the content factor, and specifies paths between items 
and the method factor. For example, Billiet and McClendon (2000) compared CFA models, 
where the models differed in their specified content and method factors. The method factors were 
assumed to be response style factors. Thus, Billiet and McClendon (2000) investigated the 
possibility of a response style factor, indicating possible common variance among items due to a 
response style. Their findings support quantifying ARS variance using CFA.  
Using CFA, Welkenhuysen-Gybels et al. (2003) investigated scale invariance between 
samples collected across different countries. Specifically, they controlled for acquiescence 
responding when investigating scale invariance by including an ARS factor in their analysis. In 
another example, Billiet and Davidov (2008) investigated the stability of ARS over a four-year 
period through a CFA approach. They compared three models: 1) a model specifying two content 
factors and no response style factor, 2) a model specifying two content factors and one response 
style factor, and 3) a model specifying two content factors and two response style factors. The 
second model was championed, indicating that all the items loaded onto the response style factor.  
Within this CFA approach, researchers often term response style factor(s) a method 
factor(s), and attempt to validate the method factor as a specific response style (Billiet & 
Davidov, 2008). However, it is important to note that the results in the Billiet and Davidov (2008) 





represents acquiescence, in spite of the validation tests we conducted” (Billiet & Davidov, 2008, 
p. 557). For example, in addition to an ARS, the style factor may also reflect ERS.  
An advantage of this approach is that most researchers are familiar with CFA 
(Vaerenbergh & Thomas, 2013) and no additional items are necessary (e.g., response indicator 
methods). However, this method, like other CFA methods, is not often used to investigate 
individual differences in response style traits, but instead focuses on the presence of common 
response style variance within item responses. Furthermore, a significant assumption in these 
studies is that the method factor obtained within this study is indicative of response style or a 
particular response style (e.g., ARS). CFA methods that do incorporate response style indicators 
to represent a response style factor need additional validity evidence to support the claim for their 
specific response style factor. 
Latent class methods: Rasch and CFA. Researchers also use other latent variable 
methods such as latent class analysis (LCA) to investigate response styles. Latent class methods, 
parse examinees into classes or groups to examine the patterns of responses among the groups 
(Vaerenbergh & Thomas, 2013). Wetzel et al. (2013) and Austin et al. (2006) implemented a 
mixed Rasch model approach, where they created sub-groups within their sample to identify 
similarly behaving groups of respondents. For example, Wetzel et al. (2013) first identified latent 
classes that differed in response style, and then used item thresholds to identify response styles 
across substantive traits. Austin et al. (2006) found a two-class solution for personality traits such 
as Neuroticism, Agreeableness, and Conscientiousness, where the classes indicated whether the 
respondent preferred extreme responses of the scale or the middle of the scale. Other researchers 
(Kieruj & Moors, 2010; Van Rosmalen et al., 2010) implemented latent class analysis methods to 
investigate the presence of response styles. However, this latent class approach does not provide a 
method to investigate response style tendencies on a continuum, which is a fundamental assumed 





Though much research on response styles has utilized classical methods, these classical 
methods have shortcomings. Specifically, classical methods do not provide or are not often used 
in a way that provides individual, unique scores on a particular response style continuum. 
Ultimately the biggest downside of these classical methods is their inability to adjust latent traits 
of interest based on response styles.  
Modern methods: Multidimensional Item Response Theory.  
CFA-related models tend to treat response style indicators as continuous, and item 
response theory (IRT) models treat response style indicators as categorical. Furthermore, in 
general, CFA-related models are often used to parse out common variance among items, and IRT 
models are often used to investigate the underlying individual differences in latent traits (de 
Ayala, 2009). Multidimensional IRT (MIRT) approaches allow for the adjustment of latent traits 
of interest based on response style traits. Furthermore, MIRT models do not need RS indicators 
like many of the previously described approaches (Vaerenbergh & Thomas, 2013). In order to 
model RS traits, researchers extend unidimensional IRT models that contain a single substantive 
latent trait to accommodate one or more RS traits. However, before introducing multidimensional 
IRT models, I introduce their unidimensional counterparts, including the 2-Parameter Logistic (2-
PL) Model, the graded response model (Samejima, 1969), and the nominal response model 
(Bock, 1972).  
Unidimensional IRT models. IRT models relate observed item responses to an 
underlying, continuous latent trait. IRT allows for estimation of item parameters and person 
parameters that are used to calculate a person’s probability to answer an item correctly. Item 
parameters reflect the item’s difficulty and how well the item can discriminate across respondents 
of differing abilities or attitudes. A person parameter reflects a trait of the respondent, such as 
math ability. In a unidimensional case, the latent person trait is a substantive trait such as math 





2-Parameter Logistic model. The 2-PL model includes a person trait and two item 
parameters to calculate an individual’s probability of answering an item correctly, 





     (1) 
Where the probability of a correct response on item j is a function of 𝑎𝑗 is the item discrimination 
parameter for item j, 𝑏𝑗 is item difficulty for item j, and 𝜃𝑖 is person i’s ability on the substantive 
trait.  
The discrimination parameter describes how well an item differentiates among the ability 
of respondents. An item with a higher discrimination will contribute more information regarding 
the location of respondent abilities (de Ayala, 2009). The item difficulty parameter is equal to the 
ability level in which there is a .5 probability of answering the item correctly. An item difficulty 
is the location where one obtains the most information along the ability continuum. The ability 
parameter describes, on a continuum, the level of a respondent’s particular trait.  
Considerations should be made to ensure the item and person parameter estimates are 
trustworthy from the 2-PL. For example, as sample size increases, the 2-PL item parameters are 
estimated with increased precision (Parshall et al., 1996). In addition, as test length increases, 
estimates of ability parameters are increasingly precise and stable (Friyatmi et al., 2019). 
Furthermore, item parameter estimates are increasingly biased as the ability distribution becomes 
increasingly non-normal (Köse & Dogan, 2019). 
A limitation of the 2-PL model is that it only accommodates binary data. In other words, 
this model is useful when an item has a dichotomous outcome (e.g., correct or incorrect). 
However, there are many contexts where an item has more than two response categories. For 
example, the 2-PL model would not be useful in the case where one wanted to calculate the 
probabilities of a response from a self-efficacy measure that has items that follow a 5-point Likert  
scale. Instead, a model that can accommodate such polytomous data would be appropriate. One 





Graded response model. The GRM (Samejima, 1969) is a polytomous extension of the 2-
PL. Each item has an item discrimination parameter and K-1 threshold parameters from K 
response categories, where the threshold parameter indicates the level of ability where a person 
has a .5 probability of selecting a response category k or above. Thus, the GRM is defined by 
cumulative probabilities, where, 
𝑃𝑗
∗(𝑈𝑗 ≥ 𝑘|𝜃𝑖) = {
1                              𝑘 = 1
1
1+𝑒
−𝑎𝑗(𝜃𝑖−𝑏𝑗(𝑘−1))       
 𝑘 = 2, … , 𝐾  (2) 
where aj is item j’s discrimination parameter, bj(k-1) is item j’s threshold parameter for category k, 
𝜃𝑖 is person i’s ability estimate on the trait of interest. 
Adjacent cumulative probabilities are subtracted from one another in order to calculate 
the probability of responding with a given response category k on item j,  
𝑃𝑗(𝑘) = 𝑃𝑗
∗(𝑈𝑗 ≥ 𝑘) − 𝑃𝑗
∗(𝑈𝑗 ≥ 𝑘 + 1)   (3) 
 
Similar to other models (e.g., 2-PL), the GRM has limitations to achieving accurate and 
stable estimates of item and person parameters. Researchers recommend a sample size of at least 
500 to achieve accurate and stable estimates of the GRM item parameters when using Maximum 
Likelihood estimation (Ankenmann & Stone, 1992; Jiang et al., 2016; Reise & Yu ,1990). 
However, if a trait distribution is skewed, larger sample sizes are necessary to adequately estimate 
item parameters (Bahry, 2012). In addition, a smaller sample size is needed to estimate the 
threshold parameters (N = 150) when using Bayesian estimation (i.e., Gibbs sampling) compared 
to Marginal Maximum Likelihood estimation (Kieftenbeld & Natesan, 2012).  
Sample size is not an important factor when estimating ability parameters with the GRM 
(Ankenmann & Stone, 1992; Reise & Yu, 1990). However, test length is an important factor 
when estimating ability parameters using the GRM. As test length increases, the precision of 





estimates when using the GRM with a 5-item assessment will be equal to the precision of 2-PL 
ability estimates from a 10-item assessment (Ankenmann & Stone, 1992). 
Generalized partial credit model. Similar to the GRM, the generalized partial credit 
model (GPCM) accommodates polytomous data (Muraki, 1992). However, the GPCM is an 
adjacent category model, and the GRM is a cumulative probability model. The GPCM is 
appropriate when items are completed in steps, where partial credit for a response is rewarded or 
for Likert-type response scales (Pastor et al., 2002; Penfield, 2014). The GPCM is defined as, 









   (4) 
where 𝜃𝑖 is person i’s ability estimate on the trait of interest, aj is item j’s discrimination 
parameter, bjh is item j’s step difficulty for category h, and K is the total number of response 
categories.  
 Pertaining to the performance of the GPCM, Luo (2018) used Bayesian estimation (i.e., 
MCMC) to compare GPCM parameter recovery of item difficulty, item discrimination, and 
ability estimates across different test lengths, sample sizes, and trait distributions. The sample size 
factor, with levels 500, 1,000 and 2,000, was not a significant predictor of bias in ability 
estimates. Test length was a statistically significant predictor of RMSE for ability estimates, 
where RMSE is the standard deviation of the estimated ability estimate from the true ability 
estimate. A smaller RMSE indicates better parameter recovery compared to a larger RMSE value. 
Specifically, the RMSE of ability parameter estimation was significantly smaller when test length 
was 20 items, compared to when test length was 10 and 5 items. Furthermore, RMSE of ability 
parameter estimation was significantly smaller with a test length of 10 compared to a test length 
of 5.  
Lastly, the RMSE of ability parameter estimation significantly differed depending on 
latent distribution, where the RMSE was smallest with a uniform latent distribution compared to a 





2,000. However, with a smaller sample size (N = 500), both the normal latent distribution and 
uniform latent distribution had smaller RMSE values compared to the skewed distribution, where 
the normal latent distribution and uniform latent distribution did not have statistically significant 
differences of RMSE. 
Nominal response model. Both the GRM and the GPCM are used for polytomous data 
and assume an ordinal nature to the response options. Specifically, with the GRM and GPCM, the 
continuum of response options from Strongly Disagree to Strongly Agree assumes an increase in 
agreeable attitude with every increase in response option, assuming 1 = Strongly Disagree, 2 = 
Disagree, 3 = Neutral, 4 = Agree, and 5 = Strongly Agree. However, the nominal response model 
(NRM) does not assume an ordinal nature of response options. 
 Measurement of item responses are not always considered ordinal, and can instead be 
considered nominal. The NRM was introduced to accommodate nominal data. Specifically, the 
NRM assumes that responses are unordered, where the probability of responding in each item 
category is defined by item parameters and a person’s ability,  





     (5) 
where, 𝑎𝑗𝑘 and 𝑐𝑗𝑘  denote item j’s category slope and intercept parameters for category k, 
respectively. For identification purposes, there is a constraint where ∑ 𝑐𝑖𝑗 = ∑ 𝑎𝑖𝑗 = 0 . 
In contrast to the GRM, the NRM has a slope parameter for each response category 
within an item (DeMars, 2004). Furthermore, sample size needs for the GRM focus on the 
number of items on a test, but researchers recommend that the sample size needs for the NRM 
should be based on the ratio of sample size to number of response categories (de Ayala & Sava-
Bolesta, 1999; DeMars, 2003). Specifically, results from de Ayala and Sava-Bolesta (1999) 
indicate that a sample size to response category ratio of 5:1 will produce accurate item parameter 
estimates, given that the ability distribution is normal. If the ability distribution is non-normal 





the ability distribution is non-normal, a sample size to response category ratio of 10:1 produces 
accurate item parameters (de Ayala, 1995).  
Similar to other IRT models, ability parameters are estimated with increased accuracy as 
test length increases. In particular, accuracy of ability estimates improves at the ends of the ability 
distribution as test length increases (DeMars, 2010). DeMars (2004) investigated the NRM, 
where person parameter recovery was increasingly accurate and precise when a test had 20 items 
compared to 10 items, even when sample size was small (n = 250). Furthermore, DeMars (2004) 
compared the NRM and GPCM, and found that when the data fit the GPCM, the precision of 
parameter estimates from the NRM were similar to the GPCM, especially when sample size is 
large (N > 2,000). When sample size is small, it was increasingly advantageous to use the GPCM, 
the more constrained model, compared to the more complex NRM when the data fit the GPCM.  
Though the GRM, GPCM, and NRM are useful when analyzing item and person 
parameters with polytomous data, they do not accommodate response style traits. Many of the 
multidimensional IRT (MIRT) models that do accommodate response style traits are extensions 
of these unidimensional models. Thus, understanding these unidimensional models is essential to 
understanding the respective MIRT extensions. 
Multidimensional IRT models. MIRT models can accommodate response style traits in 
addition to a substantive trait when modeling observed item responses. MIRT models that 
accommodate response style traits can be categorized into threshold-based approaches, and 
response process approaches. A threshold-based approach assumes that each item gives rise to a 
latent ability scale through a single threshold process (i.e., the step threshold parameter). For 
example, the probability of choosing a response option is compared to the probability of choosing 
other response categories (Böckenholt & Meiser, 2017). In contrast, response process MIRT 
models assume that responses are due to multiple sets of threshold processes that culminate into a 
response process. In other words, the response process MIRT models assume an underlying 





respondent to arrive at a particular response. In contrast to these response process MIRT 
approaches, threshold-based MIRT approaches treat the response process as a single stage, rather 
than a multi-stage process. 
An advantage of the response process approach is the ability to parse out response style 
information and substantive trait information by assuming an underlying response process 
(Böckenholt, 2013). Specifically, by decomposing the response process into decisions stages, IRT 
models are more descriptively accurate of response style tendencies than standard threshold-
based MIRT models that only consider trait estimates and disregard the response process 
(Böckenholt, 2017). Furthermore, response process approaches are a means to investigate 
response styles as behavioral phenomenons, which could be beneficial in creating interventions to 
counter their effects. 
Threshold-based approaches. Threshold-based IRT approaches are the most common 
MIRT approaches used to accommodate response styles (Böckenholt & Meiser, 2017). These 
methods include the multidimensional generalized partial credit model (MGPCM) and the 
multidimensional nominal response (MNRM). Both models accommodate response styles, but 
only the MNRM can accommodate more than one response style trait at a time.  
Multidimensional generalized partial credit model. The multidimensional 
generalized partial credit model (MGPCM) extends the generalized partial credit model to 
account for response style by incorporating a random-effect weight parameter, 𝜔𝑖, to represent 
the person-specific perceived distance between response categories. When 𝜔𝑖 is small, the 
distance between thresholds is small, and the propensity for an extreme response is high. Jin and 










where 𝑎𝑗 is the item discrimination parameter, 𝜃𝑖,𝑇𝑂𝐼 is individual i’s trait of interest, 𝑏𝑗 is the 
item difficulty, and 𝜏𝑗𝑘 is the category specific threshold parameter for category k on item j.  
This model is a simple extension of the widely used GPCM, and thus may be a familiar 
direction for researchers when investigating response style effects. However, this model only 
accounts for one additional dimension (e.g., a response style trait) other than the trait of interest, 
which ultimately limits the utility of this method (Jin & Wang, 2014). Furthermore, this model 
includes one slope parameter for each item. In contrast, a multidimensional nominal response 
model approach allows for a different slope parameter for each category within an item (DeMars, 
2004). 
Multidimensional nominal response model. The multidimensional nominal response 
model (MNRM; Bolt & Johnson, 2009) extends the NRM by accounting for more than one trait 
(e.g., response style traits). Consider an application of the MNRM, where I model the probability 
of a k response to item j, given three latent traits: 1) trait of interest (TOI), 2) extreme response 
style (ERS), and 3) midpoint response style (MRS),  
𝑃(𝑈𝑗 = 𝑘 |𝜃𝑖,𝑇𝑂𝐼 , 𝜃𝑖,𝐸𝑅𝑆 , 𝜃𝑖,𝑀𝑅𝑆) =
exp (𝑎𝑗𝑘(𝑇𝑂𝐼)𝜃𝑖 (𝑇𝑂𝐼)+𝑎𝑗𝑘(𝐸𝑅𝑆)𝜃𝑖 (𝐸𝑅𝑆)+𝑎𝑗𝑘(𝑀𝑅𝑆)𝜃𝑖 (𝑀𝑅𝑆)+𝑐𝑗𝑘)
∑ exp (𝑎𝑗ℎ(𝑇𝑂𝐼)𝜃𝑖 (𝑇𝑂𝐼)+𝑎𝑗ℎ(𝐸𝑅𝑆)𝜃𝑖 (𝐸𝑅𝑆)+𝑎𝑗ℎ(𝑀𝑅𝑆)𝜃𝑖 (𝑀𝑅𝑆)+𝑐𝑗𝑘)
𝐾
ℎ=1
  (7) 
In order for identification, Bolt and Johnson (2009) put constraints on the a and c parameters, 
where ∑ 𝑎𝑗𝑘𝑑𝑘 = 0 , and ∑ 𝑐𝑗𝑘𝑘 = 0. All a parameters for dimension d within item j sum to 0 and 
all c parameters for a particular item sum to 0. In addition, all traits are allowed to correlate with 
one another. 
Furthermore, the MNRM models non-ordered relationships between traits and probability 
of selecting each category. Therefore, additional slope parameter constraints must be used to 
ensure that the three traits are meaningfully interpreted. Consider the ERS trait, where a positive 
value on the trait should result in a higher propensity to select a Strongly Disagree or a Strongly 





order to achieve this interpretability of ERS parameters, Bolt and Newton (2011) fix slope 
parameters where,  
𝑎𝑗1(𝐸𝑅𝑆) = 1; 𝑎𝑗2(𝐸𝑅𝑆) = −.67; 𝑎𝑗3(𝐸𝑅𝑆) = −.67; 𝑎𝑗4(𝐸𝑅𝑆) = −.67; 𝑎𝑗5(𝐸𝑅𝑆) = 1 
When interpreting these constraints, it is important to consider two pieces of information: 1) the 
substantive trait (positive or negative) and, 2) the slope parameter (positive or negative). If a (e.g., 
𝑎𝑗1(𝐸𝑅𝑆) and 𝑎𝑗5(𝐸𝑅𝑆)) is positive and 𝜃𝑖(𝐸𝑅𝑆) is positive then the probability of selecting that 
category is higher than if a (e.g., 𝑎𝑗1(𝐸𝑅𝑆) and 𝑎𝑗5(𝐸𝑅𝑆)) is positive and 𝜃𝑖(𝐸𝑅𝑆) is negative. If a is 
negative (e.g., 𝑎𝑗2(𝐸𝑅𝑆), 𝑎𝑗3(𝐸𝑅𝑆), 𝑎𝑗4(𝐸𝑅𝑆)) and 𝜃𝑖(𝐸𝑅𝑆) is positive, then the probability of 
selecting that category is lower than if a (e.g., 𝑎𝑗2(𝐸𝑅𝑆), 𝑎𝑗3(𝐸𝑅𝑆), 𝑎𝑗4(𝐸𝑅𝑆)) is negative and 𝜃𝑖(𝐸𝑅𝑆)  
is negative. 
Though Bolt and Newton (2011) did not investigate MRS, similar logic with ERS can 
provide item constraints for the MRS a parameters, where, 
𝑎𝑗1(𝑀𝑅𝑆) = −.25; 𝑎𝑗2(𝑀𝑅𝑆) = −.25; 𝑎𝑗3(𝑀𝑅𝑆) = 1; 𝑎𝑗4(𝑀𝑅𝑆) = −.25; 𝑎𝑗5(𝑀𝑅𝑆) = −.25;  
Lastly, in order to ensure appropriate interpretation of the TOI trait, higher values of 𝜃𝑇𝑂𝐼 should 
result in the increased propensity to select increasing categories. Bolt and Newton (2011) suggest 
the following constraints for the TOI item parameters,   
𝑎𝑗1(𝑇𝑂𝐼) = −2; 𝑎𝑗2(𝑇𝑂𝐼) = −1; 𝑎𝑗3(𝑇𝑂𝐼) = 0; 𝑎𝑗4(𝑇𝑂𝐼) = 1; 𝑎𝑗5(𝑇𝑂𝐼) = 2 
Bolt and Newton (2011) also suggest the a constraints be consistent across items, which follows 
the assumption that response styles are not elicited by item content. By fixing the TOI slope 
parameters this way, an ordinal relationship comes through instead of the nominal relationship 
among response categories that is traditionally seen with the MNRM.  
Response process approach. Recently, the response process MIRT approach has been 
increasing in use (Böckenholt & Meiser, 2017). A response process is the hypothesized decision-
making process a respondent uses to answer an item. Consider a two-stage response process, 





choose Neutral, their Neutral response indicates they have no opinion or a direction to their 
attitude and their response process ends at Stage I. If a respondent chooses a direction of their 
attitude at Stage I (e.g., Agree or Disagree), then the respondent chooses their intensity of their 
response at Stage II. For example, a response at the second stage of this response process involves 
the respondent deciding whether they have a weak or strong response to the item.  
Common response process models include the IRTree model family, where IRTree 
models are used to model a hypothesized response process (e.g., Figure 1). The IRTree model in 
Figure 1 maps to the two-stage response process previously described. In the diagram, the circles 
represent the decision stage, the lines with arrows reflect the respondent’s decision at a particular 
stage, and the rectangles reflect the observed response to the item. 
Stage I is modeled through a GRM, where the probability of an individual i having an implicit 
response in the kth category on item j at Stage I is, 
𝑃′𝑖𝑗1𝑘 = 𝑃𝑖𝑗1
∗ (𝑈𝑖𝑗1 ≥ 𝑘|𝜃𝑖,𝑇𝑂𝐼) − 𝑃𝑖𝑗1
∗ (𝑈𝑖𝑗1 ≥ 𝑘 + 1|𝜃𝑖,𝑇𝑂𝐼), 𝑘 = 1, … 𝐾 − 1  (8) 
where, 
𝑃𝑖𝑗1
∗ (𝑈𝑖𝑗1 ≥ 𝑘|𝜃𝑖,𝑇𝑂𝐼) = {
1                              𝑘 = 1
1
1 + 𝑒−𝑎𝑗1(𝜃𝑖,𝑇𝑂𝐼−𝑏𝑗1(𝑘−1))       
 𝑘 = 2, … , 𝐾 
Stage II is modeled by the 2-PL model, where, 





     (9) 
and,  
𝑃′𝑖𝑗20 = 1 − 𝑃′𝑖𝑗21     (10) 
Response probabilities are notated as 𝑃′. In addition, note that at each individual stage, the 
responses modeled are implicit responses, not observed responses. Observed responses are the 






In order to estimate this IRTree model, and other IRTree models, it is necessary to reach 
each response (i.e., Strongly Disagree, Disagree, Neutral, Agree, and Strongly Agree) using a 
unique pathway. For example, there is one singular pathway to get to a Strongly Disagree 
response, where the probability of a Strongly Disagree response is written as, 
𝑃(𝑈𝑖𝑗 = 𝑆𝐷) =  𝑃′𝑖𝑗10 ∗ 𝑃′𝑖𝑗21     (11) 
It is possible to multiply these probabilities together, as they are viewed as independent 
implicit decisions. Note how there are no other pathways to calculate a Strongly Disagree 
response. If this requirement does not hold, the model is not identifiable.  
One benefit of the IRTree model family is its flexibility to accommodate more than one 
hypothesized response process (Böckenholt, 2017). The IRTree in Figure 1 assumes a two-stage 
response process, where a respondent decides the direction of their attitude at the first stage, and 
then decides the intensity of their attitude at the second stage. However, the response process may 
be hypothesized to look like a three-stage response process (e.g., Zettler et al., 2016). In other 
words, there is a hypothesis that a respondent is selecting their response through the decision-
making process presented in Figure 2.  
A three-stage response process assumes a respondent first decides whether they have an 
opinion or if they do not have an opinion. At the second stage of the response process,  the 
respondent decides the direction of their attitude (Agree or Disagree). At the third stage of the 
response process, the respondent then decides the intensity of their attitude. Note how the 3-stage 
IRTree model (Figure 2) reflects this three-stage response process, and accommodates more than 
one response style. Specifically, the 3-stage IRTree model assumes that MRS gives rise to the 
decision at the first-stage, TOI gives rise to the decision at the second stage, and ERS gives rise to 
the decision at the third stage. 
Compared to the IRTree presented in Figure 1, the IRTree in Figure 2 reflects a 





decision at each stage, where 𝑃′𝑖𝑗𝑑𝑘 is the probability of a k response on item j at stage d for 
person i, 𝑎𝑗𝑑 is the discrimination parameter for item j at stage d, 𝑏𝑗𝑑 is the difficulty parameter 
for item j at stage d, and 𝜃𝑖𝑑 is the trait parameter for person i at stage d. There are three estimated 
traits, one at each d stage (1 = MRS, 2 = TOI, 3 = ERS), and thus a 2-PL model for a specific 




     (12) 
and 
𝑃′𝑖𝑗𝑑0 = 1 − 𝑃′𝑖𝑗𝑑1     (13) 
Both the two-stage and three-stage IRTree models allow for traits to correlate with one 
another. Furthermore, these IRTree models (Figure 1 and Figure 2) are multidimensional non-
compensatory IRT models, meaning a high value on one dimension (e.g., 𝜃𝑖,𝑇𝑂𝐼) will not 
compensate for a low value on another dimension (e.g., 𝜃𝑖,𝐸𝑅𝑆) when calculating the probability 
of an observed response (DeMars, 2016). In contrast, MIRT models that are compensatory (e.g., 
MNRM, Bolt & Johnson, 2009) are formulated where a high level of a trait may compensate for a 
lower level of another trait when calculating the probability of an observed response.  
A difference between these compensatory versus non-compensatory models is how 
information from one trait can provide information in estimating another trait. The correlation 
between traits may have a greater impact on trait estimation for compensatory MIRT models 
compared to non-compensatory MIRT models. However, there is little research on how the 
compensatory or non-compensatory nature of MIRT models may impact person parameter 
estimates, depending on the latent trait correlations. Babcock (2011) provides some insight of the 
effect of trait correlations on person parameter recovery for various MIRT models. 
Babcock (2011) used a Gibbs sampling (Gelfand, 2000) procedure to investigate the 
effect of sample size, number of items, and correlation between traits on parameter recovery of 





probabilities for each dimension to obtain an overall probability of a correct response, where a 
high value on one dimension will not compensate for low values on other dimensions when 
calculating the overall probability of a response. Results indicated that the RMSE of the latent 
trait parameters increased as the correlation between latent traits increased. Thus, the correlation 
between traits affects person parameter recovery when the model is a non-compensatory model.  
No other studies have investigated the effect of trait correlations on person parameter 
recovery for non-compensatory and compensatory MIRT models. Thus, initial results indicate 
trait correlations may be an important factor in person parameter recovery for the non-
compensatory models (e.g., IRTree models; Figure 1 and Figure 2). However, the effect of trait 
correlations on person parameter recovery for compensatory models (e.g., MNRM) is not known.  
Purpose of current study 
IRTree methods are increasingly popular in the literature as a means to investigate 
response style traits (e.g., Dibek, 2019; Jeon & De Boeck, 2016; Plieninger et al., 2018). Dibek 
(2019) utilized the IRTree framework to investigate the effects of ERS and ARS on an 
international assessment. Jeon and De Boeck (2019) utilize the IRTree framework to investigate 
the invariance assumptions related to ERS (e.g., content invariance). Plieninger et al. (2018) 
utilized the IRTree framework to investigate the effect of response format on response style 
behavior.  
However, the IRTree framework is not only used as a means to investigate response style 
traits. IRTree models are used to also investigate missing data approaches (Debeer et al., 2017; 
Huang, 2020), response labeling effects (Spratto et al., 2020), rubric scoring processes (Myers et 
al., 2020), the role of speed of test-takers on intelligence tests (DiTripani et al., 2016), the use of 
personality scales in personnel selection (LaHuis et al., 2018), and accounting for individual 
differences in forensic evidence evaluations (Luby, 2020). Thus, IRTree models are not only 






These studies promote the flexibility of the IRTree framework (Stanley, 2017). However, 
just like other statistical models, IRTree models come with assumptions. Specifically, the IRTree 
approach assumes that the selection of a response is driven by a response process (Böckenholt, 
2013). Each IRTree model assumes a particular response process (e.g., two-stage and three-stage 
response processes), and it is not yet known the consequences of modeling responses with an 
IRTree that incorrectly assumes a specific response process. In other words, the previously cited 
literature (e.g., Dibek, 2019; Jeon & De Boeck, 2019; Plieninger et al., 2017) assume the response 
process of respondents, and it is not known how their possible incorrect assumption of the 
response process affects their results.  
Consider the scenario where a researcher specifically models responses with a 2-stage 
IRTree model. In this case, they are explicitly assuming the response process of respondents map 
to this model. However, the true response process in this case is a three-stage response process. It 
is not known how the misalignment between the assumed response process by the IRTree model 
(i.e., 3-stage IRTree) and the true response process (e.g., three-stage response process) affect the 
precision and bias of IRTree model parameters. Though it is not known what the exact response 
process is that respondents truly use in practice, I can examine model misspecification using 
simulation techniques to investigate the consequences of assuming an incorrect response process. 
Specifically, I investigate the effects of this misalignment between the assumed response process 
of the IRTree model and the true response process of the respondents on person parameter 
recovery. In general, despite the increasing amount of proposed uses for IRTrees, there is a lack 
of evidence regarding their parameter recovery, especially with relation to 𝜃𝑇𝑂𝐼 recovery.  
The focus of the current study investigates the accuracy and precision of estimated 
𝜃𝑇𝑂𝐼 from IRTree models, across various conditions. Within item response theory, person 
parameter estimation accuracy and precision are affected by factors such as scale length and 
covariance structure between latent traits (within multidimensional models). Thus, I include the 





processes, 3) scale length, and 4) covariance structures between latent traits. Including these 
factors provide an ability to answer the following research questions: 
1. Does the accuracy and precision of TOI trait estimates depend on the alignment between the 
assumed response process and the true response process? 
2. Does TOI trait recovery given the alignment of assumed and true response processes depend on 




























The goal for this simulation study is to evaluate whether the possible misalignment 
between the true response process and the assumed response process makes a difference in the 
accuracy and precision of trait-level parameters (e.g., substantive trait parameters). The 
simulation study is a four-factor design, where there are three assumed response processes, three 
true response processes, three trait correlation conditions, and two scale length conditions. The 
trait correlation conditions include different correlations between the ERS and MRS traits, and 
therefore trait correlation conditions only apply when the true response process includes both the 
MRS and ERS trait (i.e., data generated from the MNRM and the 3-stage IRTree model). Thus, 
the simulation study is a 4-factor design, with a total of 42 conditions. By generating data where 
the true response process is known, it is possible to investigate the accuracy and precision of TOI 
estimates when the assumed response process from the analysis model does not align with the 
true response process.  
The four factors are conceptualized into two groups: 1) methodological factors and 2) 
practical factors. The methodological factors include trait correlations and true response 
processes. In general, researchers do not have control over these factors. Instead, these factors are 
due to respondent characteristics and behavior. The practical factors include various scale lengths 
and assumed response processes. These factors are practical in the sense that researchers are 
generally able to choose their scale length and the analysis model.  
Data generation: The true response process 
 Data come from inherent response processes. The data generation model represents the 
true response process factor in the simulation study, where there are three true response 
processes. In order to generate polytomous survey responses to Likert items with 5 response 





considerations: 1) correlation between traits, and 2) the models that relate to the response process 
itself.  
Trait correlations. Within each of the true response process conditions, there are three possible 
trait correlations: 1) 𝜌𝜃𝐸𝑅𝑆𝜃𝑀𝑅𝑆  , 2) 𝜌𝜃𝐸𝑅𝑆𝜃𝑇𝑂𝐼 , and 3) 𝜌𝜃𝑀𝑅𝑆𝜃𝑇𝑂𝐼 . The correlation between MRS 
and ERS is consistently negative across literature (Böckenholt, 2019; Böckenholt, 2017; He & 
Van de Vivjer, 2016; Zhang & Wang, 2020). Specifically, Böckenholt (2019) found a large 
negative correlation between MRS and ERS (r = -.68). Böckenholt (2017) found a range of 
moderate (r = -.47) to large negative correlations (r = -.66) between MRS and ERS, depending on 
the data collection method. He and Van de vijver (2016) found moderately negative correlations 
between MRS and ERS across countries. Furthermore, Harzing (2006) found a small negative 
correlation between MRS and ERS (r = -.11). Given that the correlation between MRS and ERS 
is consistently negative in the literature with differing magnitudes, the three correlations used in 






Within the literature, the correlation between ERS and a substantive trait is consistent in 
magnitude, but varies in direction. Böckenholt (2019) found a small negative correlation between 
ERS and the substantive trait (r = -.14). De Jong et al. (2008) implemented a hierarchical linear 
model to investigate response style effects across countries. Their main effects indicated small 
positive relationships between ERS and individualism, a positive correlation between ERS and 
uncertainty avoidance, and a small, non-significant (near 0) correlation between ERS and power 
distance, averaged across countries.  
Similarly, the correlation between MRS and a substantive trait is consistent in magnitude 
but varies in direction within the literature. Böckenholt (2019) found a small positive relationship 
between MRS and the need for cognition construct (r = .11). Sun et al. (2019) found a negative 





openness (r = -.21), and extraversion (r = -.24). Furthermore, Sun et al. (2019) also found a 
positive correlation between MRS and workplace deviance (r = .29).  
Although the direction of the correlations between TOI and ERS as well as the 
relationship between TOI and MRS appear to vary in direction depending on the substantive trait 
of interest, the magnitude is relatively consistent. Thus, I chose the most common direction of the 
correlations between TOI and ERS, which is positive, and the most common direction of the 
correlation between TOI and MRS, which is negative, and fixed the magnitude of these 
relationships. Specifically, the correlations were fixed as follows, 
𝜌𝜃𝐸𝑅𝑆𝜃𝑇𝑂𝐼 =  .2 
𝜌𝜃𝑇𝑂𝐼𝜃𝑀𝑅𝑆 = −.2   
Generating models. In addition to specification of correlations among traits, it was necessary to 
specify the generating models in order to generate polytomous survey responses to Likert items 
with 5 response categories. Data were generated using three different models, where each 
reflected a true response process. In practice, we do not know the true response process. Instead, 
we hypothesize (assume) the response process when choosing the analysis model.  
Each of the three models for data generation reflect a specific response process. The 
MNRM reflects a one-stage response process, where the respondent chooses a response at one 
initial stage. The 2-stage IRTree (Figure 1) reflects a two-stage response process where the 
respondent is hypothesized to first choose the direction of their response (Agree, Neutral, or 
Disagree). The respondent is hypothesized to then choose the intensity of their response (Strong 
or Weak) at the second-stage of the response process. Lastly, the 3-stage IRTree (Figure 2) model 
reflects a three-stage response process where the respondent is hypothesized to first choose 
whether they have an opinion (Neutral or not), then choose the direction of their attitude (Agree 
or Disagree), and then choose the intensity of their response (Strong or Weak). 
One-stage response process. Data were generated to reflect a one-stage response process 





MNRM are in Table 1. The relationship between each trait and the probability of a given 
response on each item was specified in order to generate responses to Likert type items using a 
nominal model with multiple dimensions. To do so, true slope parameters used to generate the 
data were fixed to parameter values as proposed by Bolt and Newton (2011). The fixed slope 
parameters were consistent across items, where∑ 𝑎𝑗𝑘𝑑𝑘 = 0 and ∑ 𝑐𝑗𝑘 = 0𝑘 . Note that the first four 
c parameters were randomly selected from a Normal (0, 1) distribution and then the last category 
for each item was constrained to be the negative sum of the first four. Person trait estimates, 
within each of the three correlation conditions, were sampled from a multivariate normal 
distribution with a mean vector of 0, and a variance-covariance matrix with variances equal to 1 
and covariance equal to the correlation condition.  
Two-stage response process. With a two-stage response process, the first stage models 
the direction of a respondent’s attitude. At the second-stage, the respondent provides the intensity 
of their attitude. This two-stage response process aligns with Figure 1. Note that the GRM is used 
at Stage I, and the 2-PL is used at Stage II for the 2-stage IRTree model. 
To generate Likert responses, the true item parameters for the two-stage response process 
are in Table 2. The traits within the two-stage response process include TOI and ERS. Person trait 
estimates, within each of the three correlation conditions, were sampled from a multivariate 
normal distribution with a mean vector of 0, and a variance-covariance matrix with variances 
equal to 1 and covariance equal to the correlation condition. These generating distributions are 
common in IRT literature (Bolt & Newton, 2011; Feinberg & Rubright, 2016; Leventhal, 2019). 
Three-stage response process. With a three-stage true response process, the first stage 
models whether the respondent chose to have an opinion or not. The second stage models the 
direction of the respondent’s attitude. The third stage models the intensity of the respondent’s 
attitude. This three-stage response process aligns with Figure 2. The true item parameters for the 





IRTree model. In contrast to the two-stage response process where there were two traits (ERS and 
TOI), the three-stage response process includes three traits: TOI, MRS, and ERS.  
Scale length  
Scale length was a factor of interest given the effect of scale length on the precision of 
person parameter estimates (Lord, 1980). Specifically, each additional item provides more 
information about latent traits (all else being equal). However, there are consequences for having 
a large number of items. For example, scales with a large number of items may induce fatigue in 
respondents and influence response biases (Anastasi, 1976). Additional items also demand more 
time in the development and administration of a scale (Zeller & Carmines, 1976). Thus, 
maintaining a reasonable number of items is an effective means of obtaining meaningful results 
(Schmitt & Stults, 1985; Schriesheim & Eisenbach, 1990). 
After a systematic review of construct validity journal articles from the Journal of 
Personality and Social Psychology, Flake et al. (2016) determined the average scale length of 
attitudinal scales to be about 6.8 items. Furthermore, many attitudinal scales include about 10 
items or less (e.g., PISA 2006 assessment; OECD, 2006), with many scales including only 5 
items (e.g., Meenan et al., 1992; Welch et al., 1997; Yamagishi et al., 2015). Thus, in order to 
represent common scale length, the scale length factor includes two levels: 5 items and 10 items.
Analysis: Assumed response process 
A researcher makes an assumption when choosing an analysis model. There may be 
consequences of not aligning the true response process and the assumed response process. In this 
study, the true response process factor and the assumed response process factor includes the same 
three possible response processes: a one-stage response process, a two-stage response process, 
and a three-stage response process. Using the MNRM, I estimated 𝜃𝑇𝑂𝐼 , 𝜃𝑀𝑅𝑆, 𝜃𝐸𝑅𝑆 for each 
person, and assumed a single-stage response process. Using the 2-stage IRTree model, I estimated 
𝜃𝑇𝑂𝐼  and 𝜃𝐸𝑅𝑆 and assumed a two-stage response process. Using the 3-stage IRTree model, I 






I used Bayesian estimation techniques in order to estimate parameters for three analysis 
models. All statistical probability models describe a relationship between what is observed in the 
data and unobserved parameters (Ames & Samonte, 2015). There is uncertainty in statistical 
probability models given that it is not possible to fully know the values of unobserved parameters. 
The treatment of this uncertainty of unobserved parameters is what differs between frequentist 
and Bayesian paradigms. In a frequentist paradigm, parameters are treated as fixed. In other 
words, a frequentist approach relates observed data to unknown fixed parameters (Stone & Zhu, 
2015). In contrast, the Bayesian paradigm conceptualizes the parameters as random, and thus 
Bayesian estimation derives an entire distribution of plausible parameter values. This distribution 
of plausible parameter values is known as the posterior distribution (Ames & Samonte, 2015; 
Stone & Zhu, 2015). 
Specifically, I used Bayesian estimation to analyze the generated data. There are multiple 
advantages to using a Bayesian estimation procedure instead of a frequentist paradigm such as 
Maximum Likelihood (Stone & Zhu, 2015). Parameter estimates with Bayes are typically more 
precise than Maximum Likelihood estimates. The estimation of more complex or highly 
parameterized models is more accessible with Bayesian estimation compared to frequentist 
methods. Furthermore, within a Bayesian paradigm there are direct probability interpretations that 
are not afforded in the frequentist paradigm (Ames & Samonte, 2015; Stone & Zhu, 2015). This 
ease of interpretation, and the ability to accommodate increasingly complex models are large 
contributors to the choice of Bayesian estimation for this study. 
There are two steps of Bayesian estimation to get the posterior distribution. The first step 
pertains to the specification of uncertainty through providing a prior distribution for each 
parameter. Priors can come from previous observed data and research, or expert opinions (Fox, 
2010). The second step is the specification of the model representing the observed data. The 





assumed response process. Together, the priors and the model are put together to approximate a 
posterior distribution, 
𝑝(𝛿|𝐷) ∝ 𝑝(𝐷|𝛿)𝑝(𝛿)     (14) 
where 𝑝(𝐷|𝛿) is the likelihood function, indicating the probability of data given the model and 
possible values of 𝛿 and 𝑝(𝛿) is the prior distribution for the parameters 𝛿. Thus, the function 
represents the updated belief about the parameter distribution given the observed data.  
A Bayesian estimation method uses the likelihood function and the prior distribution 
information to create a posterior distribution of possible parameter values. A common Bayesian 
estimation method is the Markov chain Monte Carlo (MCMC). Specifically, Monte Carlo 
references the simulation method that draws random samples, and the Markov chain references 
the fact that the chain of samples values depends on previous draws. An additional component for 
the MCMC method is the need to select initial values to specify the beginning of the Markov 
chain. 
The current study uses a type of MCMC method known as the Metropolis Hastings 
algorithm (Chib & Greenberg, 1995). Specifically, within MCMC the posterior distribution is 
estimated analytically, where samples are drawn to create the posterior distribution. In other 
words, instead of deriving the full posterior distribution, the posterior distribution is analytically 
estimated by drawing random samples (Stone & Zhu, 2015). 
Initial values and prior distributions.  
The first step in MCMC estimation is the specification of initial values and prior 
distributions. The item parameter prior distributions were specified to be the same as the 
generating distributions for both IRTree models. For example, the generating distribution for the 
a parameters was a normal distribution with a mean of 1 and a variance of 2, with a lower bound 
of 0. The a parameters for the MNRM were fixed and therefore were not estimated, and thus 





The prior distribution for the b parameters for the IRTree models corresponded to the 
generating distribution for that parameter within that particular generating model (Table 4). Initial 
values are also in Table 4, where initial values indicate the starting value of the MCMC 
estimation procedure for that particular parameter. The initial values for b parameters differed 
depending on the number of b values within the model. For example, the 3-stage IRTree model 
included one b parameter per stage and thus the initial value for the b parameter was 0. However, 
at Stage I for the 2-stage IRTree model, there are two b parameters. The initial value for the 𝑏𝑗1 
=-.5 and the initial value for 𝑏𝑗2 parameter was .5.  













])                        (15) 
where the means were set to 0 and the variances were set to 1. The 2-stage IRTree model did not 
include 𝜃𝑀𝑅𝑆 and thus, the prior distribution of person parameters was a simplified joint 
multivariate standard normal distribution. 
Since the correlations were freely estimated, it was also necessary to define the 
covariances/correlations initial values and prior distributions. Literature indicates moderate to 
small correlations in either direction between TOI and ERS, as well as TOI and MRS 
(Böckenholt, 2019; De Jong et al.,2008; Sun et al., 2019). Thus, I took the most common 
direction of the correlations between TOI and ERS, which is positive, and the most common 
direction of the correlation between TOI and MRS, which is negative, and used this information 
to decide initial values in the estimation process. In addition, literature indicates the relationship 
between MRS and ERS is negative, but differs slightly in magnitude from study to study (Zhang 
& Wang, 2020; Böckenholt, 2019; Böckenholt, 2017; He & Van de Vivjer, 2016). Thus, I put a 








The priors on the correlations with 𝜃𝑀𝑅𝑆 were not included with the 2-stage IRTree analysis 
model. 
Investigating convergence 
In order to improve the likelihood of convergence, I investigated various thinning, burn-
in iterations, and MCMC iterations. Convergence was assessed using the Geweke formal statistic 
(Geweke, 1992), as well as through visual investigations (Stone & Zhu, 2015) of the first two 
replications of the 42 conditions. Specifically, the Geweke statistic compares parameter means 
from early and later iterations of the Markov chain to evaluate convergence. The Geweke statistic 
is a two-sided statistical test based on the z-score statistic, where large absolute z values indicate 
lack of convergence.  
In order to visually inspect the posterior distribution, I inspected trace plots and 
autocorrelation plots. Trace plots indicate how well sampled parameter values traverse the 
parameter space across multiple iterations. Ideally, sampled parameter values rapidly traverse the 
posterior parameter space, reaching all relevant regions of the space in a random-like pattern 
(Stone & Zhu, 2015). Autocorrelations reflect the amount of dependence among sampled 
parameter values across iterations. Thus, autocorrelations reflect the efficiency of the MCMC 
algorithm. Ideally, the dependency from the 1st iteration to the 50th iteration is near 0 (Stone & 
Zhu, 2015). Lastly, the posterior distributions should be close to unimodal and symmetric. If not, 
then taking the mean of the posterior distribution is not an accurate representation of the 
parameter value. 
Fixed factors: Sample size and response options 
Sample size was a fixed factor in the simulation study given that sample size is not 





generally a contributor to item parameter recovery. Thus, a sufficient sample size is necessary in 
order to ensure adequate item parameter recovery.  
Both the 2-stage and 3-stage IRTree models used the 2-PL model and the GRM to 
calculate response probabilities. Evidence supports accurate item parameter recovery for the 2-PL 
and GRM with a sample size of 500 (Ankenmann & Stone, 1992; Jiang et al., 2016; Reise & 
Yu,1990). Accuracy of item parameter recovery for the unidimensional NRM is sufficient with a 
sample size of 500 with Marginal Maximum Likelihood Estimation (Wollack et al., 2002).  
 Item parameter precision, in addition to item parameter accuracy, is also a necessary 
consideration in order to achieve adequate item parameter recovery. DeMars (2004) found the 
precision of parameter estimates between the NRM and GPCM were similar when the sample 
size was at least 2,000. Thus, in order to ensure that item parameters were accurate and precise, 
there were 2,000 simulees within each iteration.   
In addition to sample size, the number of response options was a fixed factor in the 
simulation. An odd number of response options was chosen given the practical importance of a 
middle option on the response scale. The removal of a middle option is often done to avoid 
socially desirable responses and to limit respondents who choose Neutral when they do have an 
opinion (e.g., Bishop, 1987; Garland, 1991; Johns, 2005; Kalton et al., 1980; Krosnick et al., 
2002). However, removing the middle option prevents respondents who are indifferent about the 
item content from expressing their opinion (Johns, 2005; Krosnick et al., 2002). In addition, 
respondents also may choose Neutral due to a very weak opinion (Schuman & Presser, 1996) and 
removing the middle option takes away the opportunity for respondents to express their very 
weak opinion.  
Currently, most Likert scales include four to seven response options, where an odd 
number of response options are necessary when there is a Neutral or Neither Disagree nor Agree 
response option (Wakita et al., 2012). Furthermore, there does not seem to be any additional 





Thus, in order to ensure a middle response option, and to align the fixed factor of the most 
commonly used number of response options, I fixed the number of response options to five across 
all conditions. The response options are: Strongly Disagree, Disagree, Neutral, Agree, and 
Strongly Agree. 
Evaluation criteria 
The research questions leading to this simulation study pertained to the TOI, and thus the 
evaluation criteria pertained to the accuracy and precision of the 𝜃𝑇𝑂𝐼𝑖, the estimated TOI trait. I 
took the mean of each respondent’s posterior distribution in order to obtain the 𝜃𝑇𝑂𝐼𝑖. I evaluated 
the accuracy of 𝜃𝑇𝑂𝐼𝑖 using a bias statistic, and I evaluated the precision of 𝜃𝑇𝑂𝐼𝑖 by using 
Highest Posterior Density (HPD) intervals. I standardize 𝜃𝑇𝑂𝐼𝑖 in order to compare bias values 
across conditions.  
Bias 
 Bias evaluates the accuracy of parameter estimates across conditions. For each of the 
2,000 𝜃𝑇𝑂𝐼,𝑖s within a replication, I calculated bias by, 
𝜃𝑇𝑂𝐼,𝑖 − 𝜃𝑇𝑂𝐼,𝑖     (16) 
where 𝜃𝑇𝑂𝐼,𝑖 is the estimated TOI for individual i and 𝜃𝑇𝑂𝐼,𝑖 is the true TOI for individual i. 
Given that I randomly sampled from multivariate normal distributions, the 𝜃𝑇𝑂𝐼,𝑖 were not the 
same in each replication. Thus, I did not average bias estimates over replications within a 
condition. In other words, I calculated 2,000 values for bias within each replication. With 50 
replications, 2,000 bias values within a replication, across 42 conditions, I had a total of 4.2 
million bias values at the end of the simulation study. 
In order to make sense of these bias values, I conducted an ANCOVA, where the level of 
observation was the replication and the dependent variable was bias values (Table 5). As the 
simulation design was not fully crossed, I did not analyze the correlation conditions with the 2-





the effects of each simulation factor on bias scores. The assumed response process factor was a 
between-subjects factor given I paired each generated dataset (e.g., from the MNRM) with a 
specific response process model (e.g., MNRM, 2-stage IRTree, and 3-stage IRTree). The 
covariates of true 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆 provided the effects of each simulation factor, as if each level of 
that particular simulation factor had the same score of both 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆. For example, the main 
effect of scale length with covariates 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆 provided the effect of scale length on bias 
scores, when the average 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆 were equal across both scale length conditions. Given 
that only two of three true response models included 𝜃𝑀𝑅𝑆, 𝜃𝑀𝑅𝑆 was not included as a covariate. 
All possible interaction effects were investigated, including interactions with the 
covariates true 𝜃𝑇𝑂𝐼 and true 𝜃𝐸𝑅𝑆. Of particular interest was whether the relationship between 
analysis model and bias, depended on the generating model after controlling for 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆. 
This particular interaction relates to the research question pertaining to how the misalignment of 
the assumed and true response process affects the accuracy or bias of 𝜃𝑇𝑂𝐼,𝑖. Due to the large 
number of bias values, I examined effect sizes and visual plots, in addition to statistical 
significance. If the eta-squared value was greater than 1%, I considered the effect as practically 
significant.  
Highest Posterior Density intervals 
Bias is a frequentist approach to evaluating simulation results (Feinberg & Rubright, 
2016). Highest Posterior Density (HPD) are available when using Bayesian estimation (Eberly & 
Casella, 2003). An advantage of Bayesian methods is the direct interpretation of parameters using 
probability statements. Thus, with a 95% credible interval, it is appropriate to state that there is a 
.95 probability that the true parameter value falls within the credible interval.  
A credible interval provides information about the accuracy and the precision of a 
parameter estimate. The width of the interval provides information regarding the precision of the 





parameter accuracy. A common Bayesian credible interval is the highest posterior density interval 
(HPD; Stone & Zhu, 2015) 
I calculated a 95% HPD interval for each of the 2,000 𝜃𝑇𝑂𝐼’s within a single replication. 
In order to investigate the accuracy and precision of 𝜃𝑇𝑂𝐼, I investigated whether the 𝜃𝑇𝑂𝐼,𝑖 was 
within the HPD interval. If 𝜃𝑇𝑂𝐼,𝑖  was within the HPD interval, I created an indicator value of 1. 
If 𝜃𝑇𝑂𝐼,𝑖 was not within the HPD interval, I created an indicator value of 0. Thus, within each 
replication, I had 2,000 total values of either 0 or 1. Given there were 50 replications, there were 
50 sets of 2,000 indicator values per condition. I conducted a logistic regression in order to make 
sense of these HPD values, where the criterion was the value of 0 (true 𝜃𝑇𝑂𝐼,𝑖  is not within the 
HPD interval) or 1 (true 𝜃𝑇𝑂𝐼,𝑖 is within the HPD interval). The predictors were the same as the 
predictors for the bias ANCOVA analysis in Table 5.   The simulation study is not a fully crossed 
design, where the correlation conditions do not pertain to the 2-stage IRTree generating model. 
Thus, I interpret odds ratio results from the logistic regression analysis, where the 2-stage IRTree 
generating model is not included within the odds ratio results.  
Furthermore, across replications, I calculated conditional coverage rates of 𝜃𝑇𝑂𝐼,𝑖 within 
the HPD interval. Coverage rates are conditional on levels of true 𝜃𝑇𝑂𝐼 and true 𝜃𝐸𝑅𝑆. For 
example, I created tables including conditional coverage rates where the rows reflect the true 𝜃𝑇𝑂𝐼 
values such as: 𝜃𝑇𝑂𝐼 ≤ −1.5, -1.5< 𝜃𝑇𝑂𝐼 ≤ −1, -1< 𝜃𝑇𝑂𝐼 ≤-.5, and -.5<  𝜃𝑇𝑂𝐼  ≤ 0, 0< 
𝜃𝑇𝑂𝐼 ≤.5, .5< 𝜃𝑇𝑂𝐼 ≤1, 1< 𝜃𝑇𝑂𝐼 ≤1.5, 1.5< 𝜃𝑇𝑂𝐼. The columns reflect the true 𝜃𝐸𝑅𝑆 values, such 
as: 𝜃𝐸𝑅𝑆 ≤ −1.5, -1.5< 𝜃𝐸𝑅𝑆 ≤ −1, -1< 𝜃𝐸𝑅𝑆 ≤-.5, and -.5<  𝜃𝐸𝑅𝑆  ≤ 0, 0< 𝜃𝐸𝑅𝑆 ≤.5, .5< 
𝜃𝐸𝑅𝑆 ≤1, 1< 𝜃𝐸𝑅𝑆 ≤1.5, 1.5< 𝜃𝐸𝑅𝑆. Thus, these tables show patterns of recovery along the true 
TOI and true ERS continuums. There were 42 tables, one table per condition. In each cell within 
a table, I calculated,  
ΣR ∑ (𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒)𝑁
𝑅∗𝑁





where R reps (R =  50) and N is sample size for a specific cell. Thus, this calculated number for 
each cell indicates the conditional coverage of HPD intervals across replications. Ideally, the 
numbers within the cell should be close to .95, indicating a higher rate of the 𝜃𝑇𝑂𝐼,𝑖 being within 
the HPD interval for that range of joint true 𝜃𝐸𝑅𝑆 and true 𝜃𝑇𝑂𝐼 values.  
 In sum, I investigated the impacts of model misspecification on accuracy and precision of 
trait of interest estimates across various factors. Model misspecification pertains to the assumed 
response process of the model not aligning with the true response process of the respondents. Bias 
results indicate the accuracy of TOI estimates from correctly specified and incorrectly specified 
models. HPD interval results indicate the precision of the TOI estimates from correctly and 
incorrectly specified models. Together, bias and HPD interval results provide answers to the two 
research questions of interest: 1) Does the accuracy and precision of trait estimates depend on the 
alignment between the assumed response process and the true response process? 2) Does trait 
recovery from the alignment of assumed and true response processes depend on scale length and 



















 First, I present a summary on convergence, including the number of total iterations, burn-
in iterations, and thinning values across the 42 conditions. I then provide the ANCOVA results 
investigating bias across the simulation conditions. After the bias results, I provide logistic 
regression results investigating how various simulation factors predict whether the true 𝜃𝑇𝑂𝐼 is 
within the estimated HPD interval. Lastly, I present patterns of true 𝜃𝑇𝑂𝐼 recovery within the 
HPD intervals across ranges of true 𝜃𝑇𝑂𝐼 and true 𝜃𝐸𝑅𝑆 values. 
Convergence 
I chose varying total iterations, burn-in iterations, and thinning values across conditions 
in order to meet specified convergence criteria (e.g., Geweke statistic and visual plots). Table 6 
provides the number of total iterations, burn-in iterations, and thinning values for the 42 
conditions. Before finalizing estimation decisions, various total iterations, burn-in iterations, and 
thinning values were applied to all generating model and analysis model pairs. For example, data 
generated from the MNRM was fit with all possible analysis models (i.e., MNRM, 2-stage 
IRTree, and 3-stage IRTree models) under various total iterations, burn-in iterations, and thinning 
values. Out of the various auditioned values, I chose the lowest total iterations, burn-in iterations, 
and thinning values that maintained convergence criteria. 
In general, conditions required 80,000 total iterations, 10,000 burn-in iterations, and a 
thinning of 5. There was difficulty in obtaining convergence when the generating model was the 
2-stage IRTree model and the analysis model was the 3-stage IRTree model. Specifically, the 
conditions where the generating model was the 2-stage IRTree model and the analysis model was 
the 3-stage IRTree model required 120,000 total iterations, 15,000 burn-in, and a thinning of 15 
to achieve convergence.  
The need for additional iterations and thinning may be due to the misspecification of 





the 2-stage IRTree model (which accounts for 𝜃𝑇𝑂𝐼  and 𝜃𝐸𝑅𝑆). However, additional iterations 
and thinning were not necessary to achieve convergence for the pairing of the 2-stage IRTree 
generating model and the MNRM analysis model (which also accounts for 𝜃𝑇𝑂𝐼 , 𝜃𝐸𝑅𝑆 , and 
𝜃𝑀𝑅𝑆). The MNRM is a simpler model than the 3-stage IRTree model as it has many fixed 
parameters compared to the 3-stage IRTree model. Thus, the additional complexity of the 3-stage 
IRTree model compared to the MNRM, as well as the model misspecification issue regarding 
𝜃𝑀𝑅𝑆, may have necessitated the additional iterations and thinning when the 2-stage IRTree 
generating model was paired with the 3-stage IRTree analysis model. 
Bias 
The ANCOVA model that included the true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  covariates (𝑅2 =
 .21, 𝐹(383, 2400879) = 1665.26 , 𝑝 <  .0001) explained an additional 2% of variability in bias 
scores compared to the ANCOVA model that did not include the true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  
covariates (𝑅2 =  .19 , 𝐹(95,2399337 ) = 5951.39, 𝑝 <  .0001). However, there are 255 effects 
for the ANCOVA model that includes the true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  covariates, compared to the 69 
effects for the ANCOVA model that does not include the true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  covariates. 
Thus, parsimony is lost when including the true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  covariates in order to achieve 
an additional 2% variance explained in bias. In addition, after visual inspection, the relationship 
between true 𝜃𝑇𝑂𝐼 and bias (e.g., Figure 3), as well as the relationship between true 𝜃𝐸𝑅𝑆 and bias 
(Figure 4) is not curvilinear. Therefore, true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  covariates were dropped from the 
final model.  
ANCOVA assumptions 
The ANCOVA model is a general linear model with specific assumptions that impact the 
validity of the results. When analyzing the data with the general linear model, one assumes that 
the residuals are independently, and identically distributed with a mean of 0, and a constant 





(Figure 5). Furthermore, we assume that the errors are independent across observations given that 
the data generation process occurs within each replication. 
The homoscedasticity assumption was investigated using a visual plot of predicted scores 
from the ANCOVA against residual scores (Figure 6). The residual variance is greater at the mid-
range of the predicted values compared to the residual variance at the extremes of the predicted 
values. However, given that there is a large sample of bias values, I do not foresee large impacts 
of this relatively small deviation from homoscedasticity. Furthermore, heteroscedasticity affects 
the standard errors of statistical significance tests. In addition to statistical significance tests, I 
apply other common IRT simulation methods to investigate results including visual inspections of 
the effects and investigation of effect sizes (Ames, Leventhal, & Ezieke, 2020).  
Omnibus Results and Practically Significant Effects. 
The ANCOVA results, including all possible interaction effects between the four factors 
and two covariates are in Table 7. Overall, 19% of the variance in bias scores was explained by 
the ANCOVA model (F(95, 2399338) = 5951.39, p < .0001). I examined the statistical 
significance and effect sizes of particular effects of interest. The effects of interest are: 1) effects 
that are practically meaningful (i.e., the unique variance explained by a factor was greater than 
1%), and 2) effects pertinent to the research questions.  
Two, two-way interactions were the highest order effects with at least 1% explained 
variance in bias scores.  Specifically, the interaction between true 𝜃𝑇𝑂𝐼 and generating model 
explained 2.85% of the variance in bias values. In other words, the relationship between true 𝜃𝑇𝑂𝐼 
and bias depends on the generating model (Figure 7). The bias scores are smaller in magnitude 
across levels of true 𝜃𝑇𝑂𝐼 when either the MNRM or the 2-stage IRTree model are the generating 
model, compared to the bias scores when the 3-stage IRTree model is the generating model. In 
other words, the bias scores from the 3-stage IRTree generating model are the largest in 
magnitude across levels of true 𝜃𝑇𝑂𝐼, compared to the other two generating models. In addition, 





true 𝜃𝐸𝑅𝑆. In other words, the effect of true 𝜃𝑇𝑂𝐼 on bias depends on the level of true 𝜃𝐸𝑅𝑆.  I 
discuss this interaction further when providing conditional coverage rate results.   
Figure 7 and all future figures presented within the bias results section (including figures 
with 𝜃𝐸𝑅𝑆) were created in order to investigate interpretable interactions. Initially, there were too 
many values within a single plot, which made it impossible to visualize patterns from interaction 
effects. Thus, I rounded the true trait values (i.e., 𝜃𝑇𝑂𝐼 or 𝜃𝐸𝑅𝑆) to the nearest tenth (e.g., 1.0, 1.1, 
1.2), and took the average of bias scores, conditioned at each tenth value of that particular trait 
(i.e., 𝜃𝑇𝑂𝐼 or 𝜃𝐸𝑅𝑆). The data points in the figures thus represent the average bias at each tenth 
value across the trait (e.g., true 𝜃𝑇𝑂𝐼) continuum.   
Further, ANCOVA results may be misleading given that for a particular effect of interest,  
bias may be increasingly negative at lower levels of true 𝜃𝑇𝑂𝐼 and increasingly positive at higher 
levels of true 𝜃𝑇𝑂𝐼. In other words, the effect of a factor on bias, may depend on the level of true 
𝜃𝑇𝑂𝐼. Thus, I investigate statistical significance of interaction effects that include true 𝜃𝑇𝑂𝐼. In 
addition to statistical significance, I visually inspect ANCOVA effects where the true 𝜃𝑇𝑂𝐼 
variable is on the x-axis, and the bias variable is on the y-axis. Thus, I am able to statistically and 
visually inspect how the effect of a factor on bias depends on the level of true 𝜃𝑇𝑂𝐼 . 
Five-way interactions 
In addition to noting interactions with variance explained above 1%, other interaction 
effects are worth noting despite their lack of variance explained in bias scores. These particular 
interaction effects are applicable to the research questions. The most complex interaction effects 
include the true 𝜃𝑇𝑂𝐼 * generating model * analysis model * scale length * correlation, and the 
true 𝜃𝐸𝑅𝑆 * generating model * analysis model * scale length * correlation interaction effects. The 
true 𝜃𝑇𝑂𝐼 * generating model * analysis model * scale length * correlation interaction reflects 
whether the misalignment effect between the generating model (the true response process) and 





the combination of levels of scale length and correlation factors. Similarly, the true 𝜃𝐸𝑅𝑆 * 
generating model * analysis model * scale length * correlation effect investigates whether the 
effect of the misalignment between the generating model (the true response process) and the 
analysis model (the assumed response process) on bias, across values of true 𝜃𝐸𝑅𝑆, depends on 
the combination of levels of scale length and correlation factors. Both of these interaction effects 
explained 0% of the variability in bias scores. 
Lower-order true 𝜽𝑻𝑶𝑰 interactions 
The true 𝜃𝑇𝑂𝐼* generating model * analysis model * scale length interaction explains 0% 
of the variability in bias scores. Figure 8 visualizes the effect of this four-way interaction. Each 
row in Figure 8 represents a particular generating model, and each column represents an analysis 
model. Across all generating and analysis model pairs, bias is more extreme across the 5-item 
conditions compared to the 10-item conditions. When true 𝜃𝑇𝑂𝐼 is negative, the 5-item condition 
bias values are larger (more positive) than the 10-item condition bias values. When true 𝜃𝑇𝑂𝐼 is 
positive, the 5-item condition bias values are smaller (more negative) than the 10-item condition 
bias values. However, this effect of scale length on bias does not depend on the combination of 
analysis and generating models. Rather, the interaction effect of the true 𝜃𝑇𝑂𝐼 * scale length 
explains .35% of variance in bias scores. In other words, the difference in bias scores between the 
5-item and 10-item condition depends on true 𝜃𝑇𝑂𝐼. 
The true 𝜃𝑇𝑂𝐼* generating model * analysis model * correlation interaction explains 0% 
of the variability in bias scores. I visualize the true 𝜃𝑇𝑂𝐼* generating model * analysis model * 
correlation interaction in Figure 9. There is not consistent separation of bias values between 
correlation conditions, conditional on true 𝜃𝑇𝑂𝐼 value, for any of the generating and analysis 
model pairs. Thus, the misalignment effect of generating model and analysis model on bias does 





However, there does seem to be a three-way interaction between true 𝜃𝑇𝑂𝐼, the generating 
model, and the analysis model. Specifically, the true 𝜃𝑇𝑂𝐼* generating model * analysis model 
interaction explained .11% of the variability in bias scores (Figure 10). For the MNRM 
generating model, bias values were least extreme across values of true 𝜃𝑇𝑂𝐼 for the MNRM 
analysis model condition compared to the 2-stage IRTree and 3-stage IRTree analysis model 
conditions. In particular, the most extreme bias scores occurred when the MNRM was fit to data 
generated by the 3-stage IRTree model.  
This same general pattern occurs for the 2-stage IRTree and 3-stage IRTree generating 
models. Bias values were less extreme across values of true 𝜃𝑇𝑂𝐼 when the 2-stage IRTree 
analysis model was correctly specified compared to when the 2-stage IRTree model was fit to 
data generated by either the MNRM or the 3-stage IRTree model. In particular, the more extreme 
bias scores occurred when the 2-stage IRTree model was fit to data generated by the MNRM. 
Lastly, bias values were less extreme across values of true 𝜃𝑇𝑂𝐼 when the 3-stage IRTree analysis 
model was correctly specified compared to when the 3-stage IRTree model was fit to data 
generated by either the MNRM or the 2-stage IRTree model. In particular, the most extreme bias 
scores occurred when the 3-stage IRTree model was specified to data generated by the 2-stage 
IRTree model. 
Lower order true 𝜽𝑬𝑹𝑺 interactions 
The true 𝜃𝐸𝑅𝑆* generating model * analysis model * scale length interaction explains 0% 
of the variability in bias scores (Figure 11). Similarly, the true 𝜃𝑇𝑂𝐼* generating model * analysis 
model * correlation interaction explains 0% of the variability in bias scores (Figure 12). Each row 
in Figure 11 and 12 represents a particular generating model, and each column represents an 
analysis model. Bias values are close to 0 across the middle range of true 𝜃𝐸𝑅𝑆 values, for all 
scale length (Figure 11) and correlation (Figure 12) conditions. Further, bias values deviate from 





correlation conditions. Thus, the relationship between true 𝜃𝐸𝑅𝑆 and bias does not depend on the 
combination of levels for the generating model, analysis model, correlation factor, or scale length 
factor.   
Similarly, the relationship between true ERS and bias also does not depend on the 
combination of generating and analysis models. Specifically, the true 𝜃𝐸𝑅𝑆* generating model * 
analysis model interaction explained 0% of the variability in bias scores (Figure 13). Bias values 
were near 0 for the middle values of true 𝜃𝐸𝑅𝑆 independent of analysis model, but deviated from 0 
at the extreme values of true 𝜃𝐸𝑅𝑆 in a consistent way for each generating and analysis model 
combination.  
HPD intervals 
The HPD interval is traditionally a Bayesian evaluation criteria (Stone & Zhu, 2015). 
HPD intervals incorporate information from the entire posterior distribution of sample trait 
estimates. In contrast, bias is a frequentist evaluation criteria which uses a single point-estimate as 
information for the estimated trait. Thus, the Bayesian HPD interval approach maintains more 
information regarding trait recovery compared to the bias approach. 
I analyzed HPD intervals using two methods: 1) logistic regression, and 2) conditional 
coverage rates. Both methods incorporate an indicator of whether the true 𝜃𝑇𝑂𝐼 was within the 
respective HPD interval, where 1 indicated that true 𝜃𝑇𝑂𝐼 was within the HPD interval, and 0 
indicated that true 𝜃𝑇𝑂𝐼 was not in the HPD interval. I calculated a HPD interval for each 
simulated respondent within each replication of each condition. Thus, each respondent had a 
value of either 0 or 1, indicating whether their true 𝜃𝑇𝑂𝐼 value was within their respective HPD 
interval.  
Logistic regression 
A logistic regression approach examined the probability of an individual’s true 𝜃𝑇𝑂𝐼 





the ANCOVA factors and covariates from Table 5. Results from a Likelihood Ratio Test 
indicated that the model with true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  (-2LL =  912410.92) fit statistically 
significantly better than the model without true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  (-2LL = 942959.79), 
𝑋2(432) =  30548.87, 𝑝 <  .0001. In addition, the AIC for the model with the true 𝜃𝑇𝑂𝐼
2  and true 
𝜃𝐸𝑅𝑆
2   (AIC = 913562.92) was smaller than the AIC value for the model without true 𝜃𝑇𝑂𝐼
2  and 
true 𝜃𝐸𝑅𝑆
2  (AIC = 943247.79). Therefore, the true 𝜃𝑇𝑂𝐼
2  and true 𝜃𝐸𝑅𝑆
2  values remained in the final 
model. All possible interactions were included in the final model. 
The generalized linear model underlying the logistic regression has a set of assumptions, 
including an independent error assumption as well as an assumed linear relationship between the 
transformed response (from the logit link) and the predictors. I expect errors from the model to be 
independent given the between-group design of the simulation. In addition, the linearity of the 
logit link assumption is satisfied based on inspection of a plot of residuals against predicted 
values from the logistic regression model (Figure 14).   
Odds ratios. All odds ratios were statistically significant, indicating that in general, the 
odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval depended on the generating and analysis 
model pairing (Table 8). In other words, whether we can capture the true 𝜃𝑇𝑂𝐼 of a respondent 
depends on how we align our assumed response process (i.e., the analysis model) and the true 
response process (i.e., the generating model). I organize these odds ratio results into three 
categories. The first category pertains to odds ratios where both analysis models were correctly 
specified. A model is correctly specified when both the analysis model and the generating model 
are the same. The second category pertains to odds ratios where one analysis model is correctly 
specified, and the other analysis model is incorrectly specified. A model is incorrectly specified 
when the analysis model and the generating model are not the same. The third category pertains 





Model pairs with correct specification. True 𝜃𝑇𝑂𝐼 recovery is better when the 3-stage 
IRTree model is correctly specified compared to when the MNRM is correctly specified. 
Specifically, the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval when the 3-stage IRTree 
model is correctly specified is 8.042 times the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD 
interval when the MNRM is correctly specified. Thus, overall the 3-stage IRTree model performs 
better in regard to true 𝜃𝑇𝑂𝐼 recovery than the MNRM model. 
Correct specification versus misspecification. In addition, true 𝜃𝑇𝑂𝐼 recovery is better 
when the 3-stage IRTree model is correctly specified, compared to when the 2-stage IRTree 
model is fit to data generated by the MNRM. The odds of the true 𝜃𝑇𝑂𝐼 being within the HPD 
interval when the 3-stage IRTree model is correctly specified is 5.824 times the odds of the true 
𝜃𝑇𝑂𝐼 being within the HPD interval when the 2-stage IRTree model is fit to data generated by the 
MNRM. Thus, in this case, when a model is correctly specified, the true 𝜃𝑇𝑂𝐼 recovery is better 
compared to a model that is misspecified.  
However, the true 𝜃𝑇𝑂𝐼 recovery is better when the 2-stage IRTree model is fit to data 
generated by the 3-stage IRTree model, compared to when the MNRM is correctly specified. The 
odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval when the 2-stage IRTree model is fit to data 
generated by the 3-stage IRTree model is 1.381 times the odds of the true 𝜃𝑇𝑂𝐼 being within the 
HPD interval when the MNRM is correctly specified. Thus, in this case, true 𝜃𝑇𝑂𝐼 recovery is 
better when a IRTree model is fit to data generated from another IRTree model, compared to 
when the MNRM model is fit to data generated by the MNRM. 
Dual misspecification. In general, true 𝜃𝑇𝑂𝐼 recovery is worse when the MNRM is fit to 
data generated by IRTree models compared to when an IRTree model is fit to data generated by 
the MNRM. For example, the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval when the 
MNRM model is fit to data generated by the 3-stage IRTree model is .724 times the odds of the 





the MNRM. Similarly, the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval when the MNRM 
model is fit to data generated by the 3-stage IRTree model is .124 times the odds of the true 𝜃𝑇𝑂𝐼 
being within the HPD interval when the 3-stage IRTree model is fit to data generated by the 
MNRM. Thus, if misspecification were to occur, true 𝜃𝑇𝑂𝐼 recovery is better when an IRTree 
model is fit to data generated by the MNRM compared to when the MNRM is fit to data 
generated by an IRTree model (e.g., 2-stage IRTree model). 
Lastly, true 𝜃𝑇𝑂𝐼 recovery is worse when the 2-stage IRTree model is fit to data generated 
by the 3-stage IRTree model, compared to when the IRTree 3-stage model is fit to data generated 
by the MNRM. Specifically, the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval when the 2-
stage IRTree model is fit to data generated by the 3-stage IRTree model is .172 times the odds of 
the true 𝜃𝑇𝑂𝐼 being within the HPD interval when the 2-stage IRTree model is fit to data 
generated by the MNRM. Thus, if misspecification were to occur, true 𝜃𝑇𝑂𝐼 recovery is better 
when the 3-stage IRTree model is fit to data generated from the MNRM, compared to when the 2-
stage IRTree model is fit to data generated by the 3-stage IRTree model. 
Conditional coverage rates 
The logistic regression analysis provides some insight as to how recovering the true 𝜃𝑇𝑂𝐼  
value depends on the interaction between the generating model and analysis model. In addition to 
the logistic regression analysis, I calculated the coverage rates of true 𝜃𝑇𝑂𝐼 within the HPD 
interval, conditional on values of true 𝜃𝐸𝑅𝑆  and true 𝜃𝑇𝑂𝐼 for each of the 42 conditions. By 
incorporating coverage rates conditional on true 𝜃𝐸𝑅𝑆 and true 𝜃𝑇𝑂𝐼, I was able to investigate how 
the coverage rates of true 𝜃𝑇𝑂𝐼 within the HPD interval depends on the interaction of true 𝜃𝐸𝑅𝑆 
and true 𝜃𝑇𝑂𝐼. These conditional coverage rates of true 𝜃𝑇𝑂𝐼 are put in tables (e.g., Table 9), 
where the rows reflect the range of true 𝜃𝑇𝑂𝐼 values and the columns reflect the range of true 





Each cell within a table pertains to the conditional proportion of true 𝜃𝑇𝑂𝐼 values that fall 
within the HPD interval. One would expect that over many replications, given sampling error, 
about 95% of the intervals would contain the true 𝜃𝑇𝑂𝐼 . However, given that we would expect 
this to be over a large number of replications, and 50 is not relatively large, I use a 90% cut-off to 
determine adequate true 𝜃𝑇𝑂𝐼 recovery within the HPD interval. Any cell within a table that has 
less than .90 of the true 𝜃𝑇𝑂𝐼 falling within the HPD interval is described as showing inadequate 
true 𝜃𝑇𝑂𝐼 recovery. 
HPD interval patterns. There are 42 contingency tables, one for each condition. The 
rows correspond to true 𝜃𝑇𝑂𝐼 values, and the columns correspond to true 𝜃𝐸𝑅𝑆 values. Thus, the 
tables allow for further investigation of the correlation between true 𝜃𝑇𝑂𝐼 and true 𝜃𝐸𝑅𝑆. I 
summarize results from the tables into four categories. The first category refers to contingency 
table patterns when the analysis model and the generating model are the same. In other words, the 
first category pertains to contingency table patterns when the analysis model is correctly 
specified. The second category refers to contingency table patterns when IRTree models are fit to 
data generated by another IRTree model. The third category refers to contingency tables when 
IRTree models are fit to data generated by the MNRM. Lastly, the fourth category refers to 
contingency tables when the MNRM is fit to data generated by IRTree models. Given the odds 
ratio results, inadequate 𝜃𝑇𝑂𝐼 recovery should be less frequent across conditions where the 
analysis model is correctly specified (Category 1), compared to when the analysis model is 
misspecified. Further, given the odds ratios, inadequate 𝜃𝑇𝑂𝐼 recovery should be most frequent 
where: 1) IRTree models are fit to data generated by the MNRM (Category 3), and 2) the MNRM 
is fit to data generated by IRTree models (Category 4). 
 Category 1: Correct specification. True 𝜃𝑇𝑂𝐼 coverage rates follow a similar pattern to 





model is correctly specified (Conditions 20, 21, 40, 41, 42). Specifically, inadequate 𝜃𝑇𝑂𝐼 
recovery occurred when true 𝜃𝑇𝑂𝐼 is greater than 1.5, across all true 𝜃𝐸𝑅𝑆 values.  
 Similarly, when the 2-stage IRTree model was correctly specified, inadequate true 𝜃𝑇𝑂𝐼 
recovery occurred when true 𝜃𝑇𝑂𝐼 was greater than 1.5 (Conditions 11 and 32). The inadequate 
𝜃𝑇𝑂𝐼 recovery results for the 10-item condition when the 2-stage IRTree model is correctly 
specified (condition 11) is found in Table 10, where inadequate true 𝜃𝑇𝑂𝐼 recovery occurred when 
true 𝜃𝑇𝑂𝐼 was greater than 1.5 and when 𝜃𝐸𝑅𝑆 was negative.  The pattern of inadequate 𝜃𝑇𝑂𝐼 
recovery for the 5-item condition (condition 32) was the same pattern as the pattern found in 
Table 9, where inadequate 𝜃𝑇𝑂𝐼 recovery occurred when true 𝜃𝑇𝑂𝐼 was greater than 1.5, across all 
values of true 𝜃𝐸𝑅𝑆.  
 Lastly, when the MNRM model was correctly specified, inadequate true 𝜃𝑇𝑂𝐼 recovery 
occurred when true 𝜃𝑇𝑂𝐼 was greater than 1. For example, condition 1 and condition 2 followed 
the inadequate true 𝜃𝑇𝑂𝐼 recovery pattern in Table 11. Other conditions where the MNRM model 
was correctly specified (i.e., conditions 3, 22, 23, and 24) followed a very similar inadequate true 
𝜃𝑇𝑂𝐼 recovery pattern, where inadequate true 𝜃𝑇𝑂𝐼 recovery occurred: 1) when true 𝜃𝑇𝑂𝐼 was 
greater than 1.5, across the majority of the lower levels of true 𝜃𝐸𝑅𝑆, and 2) when true 𝜃𝑇𝑂𝐼 was 
greater than 1, at the two lowest levels of true 𝜃𝐸𝑅𝑆 (e.g., when true 𝜃𝐸𝑅𝑆 ≤ -1.5 or when -1.5 < 
𝜃𝐸𝑅𝑆 ≤ 1). 
 Category 2: IRTree fit to data generated from another IRTree. Similar trait recovery 
patterns occurred when the 3-stage IRTree model was fit to data generated by the 2-stage IRTree 
model, independent of scale length conditions (condition 12 and 33). The true 𝜃𝑇𝑂𝐼 recovery 
pattern for the 5-item condition where the 3-stage IRTree model was fit to data generated by the 
2-stage IRTree model (Condition 33) was similar to the true 𝜃𝑇𝑂𝐼 recovery pattern when the 2-





9 was found for the 10-item condition where the 3-stage IRTree model was fit to data generated 
from the 2-stage IRTree model (Condition 12; Table 12).  
 There are multiple patterns of true 𝜃𝑇𝑂𝐼 recovery associated with conditions where the 2-
stage IRTree model is fit to data generated by the 3-stage IRTree model. Table 13 visualizes the 
true 𝜃𝑇𝑂𝐼 recovery pattern for the 5-item condition and 10-item conditions, where the correlation 
between 𝜃𝐸𝑅𝑆 and 𝜃𝑀𝑅𝑆 is  -.1 (Conditions 16 and 37, respectively). Specifically, conditions 16 
and 37 show inadequate true 𝜃𝑇𝑂𝐼 recovery when true 𝜃𝑇𝑂𝐼 is greater than 1, across all values of 
𝜃𝐸𝑅𝑆. For the other 5-item conditions (where the correlation between 𝜃𝐸𝑅𝑆 and 𝜃𝑀𝑅𝑆 is  -.4 and -
.7), there was inadequate true 𝜃𝑇𝑂𝐼 recovery when 𝜃𝑇𝑂𝐼 was greater than 1, across the majority 
(but not all) values of true 𝜃𝐸𝑅𝑆 (e.g., Table 14). Lastly, conditions 17 and 18 (10-item conditions 
where the correlation between 𝜃𝐸𝑅𝑆 and 𝜃𝑀𝑅𝑆 is  -.4 and -.7) had the most cells indicating 
inadequate true 𝜃𝑇𝑂𝐼  recovery. Specifically, inadequate true 𝜃𝑇𝑂𝐼 recovery occurred when true 
𝜃𝑇𝑂𝐼 was between .5 and 1, across extreme negative values of true 𝜃𝐸𝑅𝑆 (Table 15).  
Category 3: IRTree models fit to data generated by MNRM. The true 𝜃𝑇𝑂𝐼 recovery 
pattern is the same for all the 10-item conditions where the 2-stage IRTree model was fit to data 
generated by the MNRM (e.g., Table 16). Specifically, inadequate true 𝜃𝑇𝑂𝐼 recovery occurred 
when true 𝜃𝑇𝑂𝐼 is greater than 0, at negative values of true 𝜃𝐸𝑅𝑆. The same true 𝜃𝑇𝑂𝐼 recovery 
pattern occurred for two of the three 5-item conditions where the 2-stage IRTree model is fit to 
data generated by the MNRM (Conditions 26 and 27). However, condition 25 (Table 17), the 5-
item condition where the correlation between 𝜃𝐸𝑅𝑆 and 𝜃𝑀𝑅𝑆 is -.1, had less frequent inadequate 
true 𝜃𝑇𝑂𝐼 recovery compared to the other five conditions where the 2-stage IRTree model is fit to 
data generated by the MNRM. Specifically, inadequate true 𝜃𝑇𝑂𝐼 recovery occurred when true 
𝜃𝑇𝑂𝐼 is greater than 1, at negative values of true 𝜃𝐸𝑅𝑆. 
Five of the six conditions where the 3-stage IRTree model was fit to data generated by 





29). For these five conditions, inadequate true 𝜃𝑇𝑂𝐼 recovery occurred when true 𝜃𝑇𝑂𝐼 is greater 
than 1, at negative values of true 𝜃𝐸𝑅𝑆. Fewer cells indicated inadequate trait recovery for 
Condition 30, a 5-item condition where the correlation between 𝜃𝐸𝑅𝑆 and 𝜃𝑀𝑅𝑆 is -.7, compared 
to other conditions with the same model misspecification. Specifically, inadequate true 𝜃𝑇𝑂𝐼 
recovery occurred when true 𝜃𝑇𝑂𝐼 is greater than 1.5, at negative values of true 𝜃𝐸𝑅𝑆. This was 
the same true 𝜃𝑇𝑂𝐼 recovery pattern found for the majority of the conditions when the 3-stage 
IRTree model was correctly specified (Table 9).  
Category 4: MNRM fit to data generated from IRTrees. The pattern of inadequate true 
𝜃𝑇𝑂𝐼 recovery was the same for all conditions where the MNRM was fit to data generated by the 
2-stage IRTree models (e.g., Table 18). Specifically, inadequate true 𝜃𝑇𝑂𝐼 recovery occurred 
when true 𝜃𝑇𝑂𝐼 was greater than .5, across all values of true 𝜃𝐸𝑅𝑆, when the MNRM was fit to the 
data generated by the 2-stage IRTree model. Furthermore, five of the six conditions where the 
MNRM is fit to data generated by the 3-stage IRTree model followed the true 𝜃𝑇𝑂𝐼 recovery 
pattern found in Table 19 (conditions 13, 14, 15, 34, and 35). Condition 36 was the condition that 
did not follow the exact pattern of inadequate true 𝜃𝑇𝑂𝐼 recovery from Table 20. The exact pattern 
of inadequate true 𝜃𝑇𝑂𝐼 for condition 36 follows the pattern in Table 21. Note how though not 
exact, the inadequate true 𝜃𝑇𝑂𝐼 recovery patterns indicate lack of sufficient true 𝜃𝑇𝑂𝐼 recovery 
across all or the majority of true 𝜃𝐸𝑅𝑆 values when true 𝜃𝑇𝑂𝐼 is greater than .5. Thus, when the 
MNRM is fit to data generated from IRTrees, inadequate true 𝜃𝑇𝑂𝐼 recovery occurred when true 












Through this simulation, I investigated how the true response process, the assumed 
response process, scale length, and covariance between traits affect the accuracy and precision of 
𝜃𝑇𝑂𝐼 estimates. Currently, the guidance for simulation studies is unclear as to whether it is 
appropriate to match Bayesian estimation approaches with Frequentist outcomes (e.g., bias), or if 
it is better to match Bayesian estimation with Bayesian analyses (e.g., HPD intervals). Thus, I 
used a Bayesian estimation approach to obtain 𝜃𝑇𝑂𝐼 estimates, and I used both a Bayesian and a 
Frequentist approach to investigate 𝜃𝑇𝑂𝐼 recovery.  
Response to the research questions 
I investigated many outcomes to understand trait recovery, including issues with 
convergence, as well as Bayesian (i.e., HPD intervals) and Frequentist (i.e., bias) evaluation 
criteria. I first introduce how convergence issues informed possible interaction effects between 
the analysis model and generating model on trait recovery. Then, I integrate results from 
conditional coverage rates of the HPD intervals, the ANCOVA analysis, and the logistic 
regression analysis in order to investigate the effects of analysis and generating model on trait 
recovery, and whether this interaction effect depends on other factors such as correlation between 
traits and scale length.  
Evidence from convergence 
In general, the more parameters being estimated, the more challenging it becomes to 
reach convergence. All models (the MNRM, 2-stage IRTree model, and 3-stage IRTree model) 
estimated 2,000 𝜃𝑇𝑂𝐼   parameters and 2,000 𝜃𝐸𝑅𝑆 parameters per iteration. However, the 3-stage 
IRTree model and the MNRM also estimated 2,000 𝜃𝑀𝑅𝑆  parameters per iteration. Furthermore, I 
estimated correlation hyperparameters for each model, where there were more correlation 
hyperparameters to estimate for the MNRM and the 3-stage IRTree model compared to the 2-





In terms of item parameters, I fixed many of the MNRM item parameters and therefore 
many item parameters were not estimated for the MNRM. The 3-stage IRTree model estimated 6 
item parameters per item (Table 3), the 2-stage IRTree model estimated 5 item parameters per 
item (Table 2), and the MNRM estimated 4 item parameters per item (Table 1). Thus, the IRTree 
3-stage model was the most complex of the three models.  
I included additional total iterations when fitting the most complex model (3-stage 
IRTree model) to data generated from the least complex model (2-stage IRTree model) in order to 
reach convergence. However, there were high autocorrelations even with an increase in total-
iterations, most likely due to the model misspecification between the 2-stage and 3-stage IRTree 
models. High autocorrelations among posterior distribution draws after 50 iterations are evidence 
that estimates from iteration to iteration are highly dependent. Thus, I added additional burn-in 
iterations in order to reduce the dependency of estimates that occurred during the beginning of the 
estimation process. In addition, I increased the thinning value so that the estimates ultimately put 
into the posterior distribution are from every 15th iteration, instead of from every 5th iteration. The 
number of total iterations when the IRTree 3-stage model was fit to data generated by the 2-stage 
IRTree model was determined so that the number of iterations in the posterior distribution was 
the same across all conditions.  
 The necessary additional iterations, burn-in, and thinning when the 3-stage IRTree model 
was fit to data generated from the 2-stage IRTree model were due to two factors: 1) additional 
model complexity of the 3-stage IRTree model compared to the 2-stage IRTree model, and 2) the 
model misspecification of including the 𝜃𝑀𝑅𝑆 in the analysis model when 𝜃𝑀𝑅𝑆 was not included 
in the data generation process. Given there are multiple factors to explain the difficulty of 
obtaining convergence, the effect of misspecification between the assumed response process 
(three-stage response process) and true response process (two-stage response process) is difficult 






Systematic trait recovery patterns 
When investigating the conditional coverage rates, inadequate true 𝜃𝑇𝑂𝐼 recovery only 
occurred when true 𝜃𝑇𝑂𝐼 was positive, across all analysis and model pairs. In other words, issues 
with true 𝜃𝑇𝑂𝐼 recovery only occurred when true 𝜃𝑇𝑂𝐼 was greater than 0, at varying levels of 
𝜃𝐸𝑅𝑆. A possible explanation of this true 𝜃𝑇𝑂𝐼 recovery pattern is based on the prior information 
for the correlation between 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆. Specifically, the prior for the correlation between 𝜃𝑇𝑂𝐼 
and 𝜃𝐸𝑅𝑆 was an approximately uniform distribution with a minimum of 0 and maximum of .4.  
Ultimately this prior restricted the direction and range of this correlation during the estimation 
phase. Thus, very few values would exist with high 𝜃𝑇𝑂𝐼 and low 𝜃𝐸𝑅𝑆, which caused some issues 
with the recovery of the correlation between 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆. 
The effect of generating model on trait recovery 
The interaction between the generating model and the true 𝜃𝑇𝑂𝐼 from the ANCOVA 
analysis explained the most variability in bias scores out of all possible effects. In other words, 
the 3-stage IRTree model, the 2-stage IRTree model, and the MNRM perform differentially in 
regard to trait recovery, after accounting for variance explained by other factors (i.e., analysis 
model, correlation between traits, and scale length). This effect was also found in the logistic 
regression analysis, where the effect of generating model on trait recovery depended on 𝜃𝑇𝑂𝐼 . 
Odds ratio results indicated that the MNRM had worse trait recovery compared to the 3-
stage IRTree model. Specifically, the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval was 
lower when the MNRM was correctly specified compared to the odds of the true 𝜃𝑇𝑂𝐼 being 
within the HPD interval when the 3-stage IRTree model was correctly specified. Thus, when the 
models are correctly specified, the MNRM has worse trait recovery compared to the 3-stage 







The generating model by analysis model effect on trait recovery 
The generating model * analysis model * true 𝜃𝑇𝑂𝐼 interaction effect from the ANCOVA 
analysis explains only .11% of variance in bias scores. It is possible the amount of variance 
explained by this interaction effect is a consequence of noise in the data. Recall that Figure 10 
averaged bias values at each tenth value of true 𝜃𝑇𝑂𝐼 , and thus reduced the noise of the bias 
scores. Thus, when reducing the noise in the data, there was some evidence that the effect of 
generating model on true 𝜃𝑇𝑂𝐼, depends on the analysis model.  
The visual inspection of the generating model by analysis model on bias scores, across 
values of true 𝜃𝑇𝑂𝐼, provided initial evidence to support the interaction between the generating 
model and analysis model. In general, bias values were less extreme when the model was 
correctly specified, compared to when the model was incorrectly specified. For example, bias 
values were less extreme conditional on true 𝜃𝑇𝑂𝐼 when the MNRM was fit to data generated by 
the MNRM, compared to when the IRTree 2-stage or the IRTree 3-stage model was fit to data 
generated by the MNRM. Bias values were the most extreme, conditional on true 𝜃𝑇𝑂𝐼, when the 
3-stage IRTree model was fit to data generated by the MNRM, compared to when either the 
MNRM or 2-stage IRTree model was fit to data generated by the MNRM. Bias values were more 
extreme, conditional on true 𝜃𝑇𝑂𝐼, when the MNRM or the 3-stage IRTree model was fit to data 
generated by the 2-stage IRTree model, compared to when the 2-stage IRTree model was fit to 
data generated by the 2-stage IRTree model. Lastly, bias values were the most extreme 
conditional on true 𝜃𝑇𝑂𝐼 ,when the 2-stage IRTree model was fit to data generated by the 3-stage 
IRTree model, compared to when the MNRM or the 3-stage IRTree model was fit to data 
generated by the 3-stage IRTree model.  
Odds ratio results provided further information as to which model misspecifications are 
more problematic than others. For example, the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD 





stage model, compared to when the MNRM was correctly specified. Recall also that the odds of 
the true 𝜃𝑇𝑂𝐼 being within the HPD interval was lower when the MNRM was correctly specified 
compared to the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval when the IRTree 3-stage 
model was correctly specified. Thus, the choice of MNRM as an analysis model is of more 
concern in terms of adequate true 𝜃𝑇𝑂𝐼 recovery, compared to other choices of analysis model.   
Furthermore, the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval are smaller when the 
MNRM model is fit to data generated by the 3-stage IRTree model compared to the odds of the 
true 𝜃𝑇𝑂𝐼 being within the HPD interval when IRTree models are fit to data generated by the 
MNRM. Thus, if there is model misspecification, the better scenario for trait recovery occurs 
when an IRTree model is fit to data generated by the MNRM compared to when the MNRM is fit 
to data generated by a 3-stage IRTree model. 
In addition, the odds of the true 𝜃𝑇𝑂𝐼 being within the HPD interval is smaller when the 
2-stage IRTree model is fit to data generated by the 3-stage IRTree model, compared to the odds 
of the true 𝜃𝑇𝑂𝐼 being within the HPD interval when a 3-stage IRTree model is fit to data 
generated by the MNRM. Thus, if there is model misspecification, the better scenario for trait 
recovery occurs when the 3-stage IRTree model (that accounts for 𝜃𝑇𝑂𝐼 , 𝜃𝐸𝑅𝑆 , and 𝜃𝑀𝑅𝑆 ) is fit 
to data generated by the MNRM (that also accounts for 𝜃𝑇𝑂𝐼 , 𝜃𝐸𝑅𝑆 , and 𝜃𝑀𝑅𝑆) compared to 
when a 2-stage IRTree model (that does not account for 𝜃𝑀𝑅𝑆) is fit to data generated by the 3-
stage IRTree model. However, this effect may be occurring due: 1) the difference in model 
complexity between the 2-stage and 3-stage IRTree models, 2) and/or the significant 
misspecification occurring when the 2-stage IRTree model is fit to data generated by the 3-stage 
IRTree model. 
Effect of scale length and trait covariance on trait recovery 
Previously described results provide context to the general 𝜃𝑇𝑂𝐼 recovery, as well as the 





ANCOVA results, logistic regression results, as well as conditional coverage rates in order to 
explain how the effect of analysis and generating model on trait recovery may also depend on the 
scale length and correlation factors. In particular, I review the following three interactions: 1) true 
𝜃𝑇𝑂𝐼 * generating model * analysis model * correlation, 2) true 𝜃𝑇𝑂𝐼 *generating model * 
analysis model * scale length, and 3) true 𝜃𝑇𝑂𝐼 * generating model * analysis model * correlation 
* scale length interaction effects.  
Though all three interaction effects were statistically significant from the ANCOVA 
analysis, all three of the interaction effects explained virtually 0% variability in bias scores. From 
the logistic regression analysis, the true 𝜃𝑇𝑂𝐼 * generating model *analysis model *scale length 
interaction was not statistically significant. However, the other two interactions were statistically 
significant from the logistic regression analysis. Thus, there were inconsistent conclusions 
regarding the true 𝜃𝑇𝑂𝐼 * generating model *analysis model *scale length interaction between the 
bias and HPD analyses.  
Results from the conditional coverage rates were useful in providing further information 
regarding these effects of analysis model and generating model on 𝜃𝑇𝑂𝐼 recovery, at different 
combinations of correlations and test length. If the effect of the generating and analysis model on 
𝜃𝑇𝑂𝐼 recovery depended on the correlation and/or scale length factors, there would be different 
trait recovery patterns within a generating and analysis model pairing. In contrast, the true 𝜃𝑇𝑂𝐼  
recovery does not depend on the correlation or scale length factor when similar 𝜃𝑇𝑂𝐼 recovery 
patterns were found across the conditions for a particular generating and analysis model pair. I 
first describe when the effect of analysis and generating model did not depend on correlation and 
scale length factors. Then, I describe when the effect of analysis and generating model did depend 
on correlation and scale length factors.  
When trait recovery does not depend on scale length and correlations. 𝜃𝑇𝑂𝐼  recovery 





For example, 𝜃𝑇𝑂𝐼 recovery patterns were similar across all conditions where the 3-stage IRTree 
model was fit to data generated by the 3-stage IRTree model. In addition, 𝜃𝑇𝑂𝐼  recovery patterns 
were similar for all conditions where an IRTree model (e.g., IRTree 3-stage model) was fit to data 
generated from the MNRM. Thus, when a model was correctly specified and when an IRTree 
model was fit to data generated from the MNRM, 𝜃𝑇𝑂𝐼 recovery did not depend on the correlation 
or scale length factor.  
In addition, trait recovery patterns did not depend on correlation or scale length factors 
when the MNRM was fit to data generated by the 3-stage IRTree model. 𝜃𝑇𝑂𝐼 recovery patterns 
were also similar across all levels of scale length when the MNRM and the IRTree 3-stage model 
was fit to data generated by the 2-stage IRTree model. Specifically, when the MNRM was 
applied to data generated from the 2-stage IRTree model, trait recovery was similar for both the 
5-item and 10-item conditions.  The trait recovery pattern was also similar for both 5-item and 
10-item conditions when the 3-stage IRTree model was fit to data generated from 2-stage IRTree 
model. The correlation factor was not pertinent to 𝜃𝑇𝑂𝐼 recovery patterns when the 2-stage IRTree 
model was the generating model, given that the 2-stage IRTree model did not include 𝜃𝑀𝑅𝑆 .  
Trait recovery depends on scale length and correlations. 𝜃𝑇𝑂𝐼  recovery patterns were 
not similar across conditions when the 2-stage IRTree model was fit to data generated by the 3-
stage IRTree model. Specifically, inadequate trait recovery was more frequent when the 2-stage 
IRTree model was fit to data generated by the 3-stage IRTree model, in the 10-item conditions 
where the correlation between 𝜃𝑀𝑅𝑆 and 𝜃𝐸𝑅𝑆 was -.4 and -.7. In contrast, inadequate trait 
recovery was less frequent in the 5-item conditions when the correlation between 𝜃𝑀𝑅𝑆 and 𝜃𝐸𝑅𝑆 
was -.4 and -.7, as well as the 10-item condition when the correlation between 𝜃𝑀𝑅𝑆 and 𝜃𝐸𝑅𝑆 was 
-.1. Thus, trait recovery when the 2-stage IRTree model was fit to data generated by the 3-stage 
IRTree model depends on the scale length, as well as correlation between 𝜃𝑀𝑅𝑆 and 𝜃𝐸𝑅𝑆.  





correlations, compared to the 10-item conditions with small trait correlations and the 5-item 
conditions with moderate to large trait correlations. This result aligns a with Babcock (2011), 
where trait recovery worsened (i.e., RMSE increased) as the correlation between traits increased.  
In sum, the effect of the analysis and generating model on trait recovery depends on the 
correlation and scale length factors when the 2-stage IRTree model was fit to data generated by 
the 3-stage IRTree model. This effect may occur due to the increased complexity of the 3-stage 
IRTree model compared to the 2-stage IRTree model, as well as the model misspecification 
between the two models given the 2-stage IRTree model does not account for 𝜃𝑀𝑅𝑆. In contrast, 
the effect of the analysis and generating model on trait recovery does not depend on other factors 
(e.g., scale length), for all other possible generating and analysis model combinations. These 
generating and analysis model combinations include: 1) when the analysis model is correctly 
specified, 2) when the MNRM or 3-stage IRTree model is applied to data generated from either 
the 3-stage model or the 2-stage IRTree model, and 3) when the 2-stage IRTree model and 3-
stage IRTree model is applied to data generated from the MNRM.  
Implications of the results 
Model misspecification involving the incorrect assumption of a response process will 
affect the trustworthiness of the trait estimate. In this case, model misspecification affects the 
validity of the person parameter estimates, specifically 𝜃𝑇𝑂𝐼. Results of the current study indicate 
there may be a MIRT model type (i.e., threshold-based models or response process models) that 
may perform better in regard to 𝜃𝑇𝑂𝐼 recovery.  
MNRM versus IRTree models 
I previously categorized the three analysis and generating models into two types of MIRT 
models: 1) threshold-based approaches, and 2) response process approaches (Böckenholt & 
Meiser, 2017). Recall that a threshold-based approach assumes that each item gives rise to a 
latent ability scale through a single threshold process (e.g., MNRM). In contrast, a response 





threshold-based processes taking place for a respondent to arrive at a particular response (e.g., 2-
stage and 3-stage IRTree models). Thus, the main distinction between threshold-based models 
and response process models are the assumed underlying response processes (Böckenholt & 
Meiser, 2017). 
The interest of response process models, specifically IRTree models, began with the 
seminal articles of Böckenholt (2013) and De Boeck & Partchev (2012). Thus, the IRTree 
framework as a means to investigate response style effects is relatively new. Currently, one can 
find IRTree applications in psychometrics (e.g., De Boeck & Cho, 2020; Huang, 2020; Park & 
Wu, 2019), and in applied fields (e.g., Luby et al., 2020).  
Often, the incorporation of the response process within the IRTree model is described as 
an advantage compared to threshold-based approaches (Böckenholt, 2012; Böckenholt, 2017; De 
Boeck & Partchev, 2012; Plieninger, 2020). The response process models are described as 
superior to threshold-based approaches given their ability to parse out 𝜃𝑇𝑂𝐼  information from 
response style information through an assumed response process (Böckenholt, 2013; Plieninger, 
2020). In other words, a common argument in support of IRTree models relates to their increased 
ability to estimate a substantive trait and multiple response style traits compared to threshold-
based approaches.   
However, a limited number of studies have compared the performance of threshold-based 
approaches to response process approaches as a means to model response style traits (e.g., 
Böckenholt & Meiser, 2017). Specifically, Böckenholt and Meiser (2017) compared results from 
a mixed PCM (a threshold-based approach) to a 3-stage IRTree model (a response process 
approach), where both models were applied to real data. The mixed PCM accounted for a general 
response style trait, and the 3-stage IRTree model accounted for distinct 𝜃𝐸𝑅𝑆 and 𝜃𝑀𝑅𝑆  traits. 
The 3-stage IRTree model, which captured 𝜃𝐸𝑅𝑆  and 𝜃𝑀𝑅𝑆 distinctively, fit better to the data than 





Leventhal and Stone (2018) compared two threshold-based approaches (MPCM and 
MNRM) to a response process approach (2-stage IRTree model), where all models estimated 
𝜃𝑇𝑂𝐼  and 𝜃𝐸𝑅𝑆  traits, but not 𝜃𝑀𝑅𝑆. Though there was little difference between the 𝜃𝑇𝑂𝐼 
estimates across the three models, the threshold-based approaches had better fit statistics 
compared to the response process approach. Similarly, Zhang and Wang (2020) investigated the 
fit of threshold-based approaches (MPCM and MNRM) to the fit of a response process approach 
(3-stage IRTree model), where all models estimated 𝜃𝑇𝑂𝐼, 𝜃𝐸𝑅𝑆, and 𝜃𝑀𝑅𝑆. Consistent with 
Leventhal and Stone (2018), Zhang and Wang (2020) found that the MNRM fit better than the 
IRTree model to that particular dataset.  
Given the applied nature of these studies, it was not possible to investigate the accuracy 
of person trait estimates between threshold-based approaches and response process approaches. 
One simulation study by Leventhal (2019) compared threshold-based approaches (i.e., MNRM 
and MPCM) to a response process approach (2-stage IRTree model) as a means to account for a 
response style (i.e., 𝜃𝐸𝑅𝑆). However, this study investigated item parameter recovery, not person 
parameter recovery.  
Results from the current study provide evidence toward the possible advantage of 
response process models over threshold-based models in regard to person parameter recovery. In 
particular, I investigated whether the interaction between the assumed response process (analysis 
model) and true response process (generating model) on 𝜃𝑇𝑂𝐼 recovery depended on factors such 
as scale length and correlations between traits. Only when the 2-stage IRTree model is fit to data 
generated by the 3-stage IRTree model does the effect of analysis model and generating model on 
trait recovery depend on trait correlations and scale length factors. The 2-stage IRTree model did 
not account for 𝜃𝑀𝑅𝑆 generated by the 3-stage IRTree model. However, this interaction effect did 
not occur when the 2-stage IRTree model was applied to data generated by the MNRM, which 
also includes the MRS effect in the data generation process. Thus, this interaction effect may 





within the study (i.e., 3-stage IRTree model), and the 2-stage IRTree model not accounting for the 
𝜃𝑀𝑅𝑆 effect included in the data generation process. 
Furthermore, results from the current study indicate that IRTree models had better trait 
recovery compared to the MNRM when both the IRTree models and MNRM were correctly 
specified. Thus, this evidence supports there is a general advantage of the response process 
approach compared to the threshold-based approach when the models are correctly specified. 
Moreover, this study also provides initial evidence that the IRTree models have better trait 
recovery when they are fit to data generated by a different IRTree model, compared to when the 
MNRM is correctly specified.  Thus, if there is validity evidence to support a multi-stage 
response process, it is best to use an IRTree analysis model. 
Furthermore, results indicate that the threshold-based approach is most appropriate only 
if the data reflect a one-stage response process. In all other cases it is appropriate to choose a 
response process model. For example, inadequate trait recovery occur most often (across more 
cells) when the MNRM was fit to data reflecting a two-stage and three-stage response process. 
Specifically, poor recovery of positive 𝜃𝑇𝑂𝐼 values occurred most often when the threshold-based 
model is fit to data reflecting a multi-stage response process. Thus, inadequate  𝜃𝑇𝑂𝐼 recovery is 
more frequent if a researcher fails to take into account the multi-stage response process reflected 
in the data, compared to if a researcher incorrectly assumes a multi-stage response process.  
Response process research 
Based on the results, the choice of model depends on the likelihood of a particular 
response process reflected in the data. Previous research does not provide consistent conclusions 
in regard to a likely response process reflected in Likert data. A two-stage response process was 
proposed by Mager and Kluge (1987) where a respondent chooses the direction of their attitude at 
the first-stage of the response process, and the respondent chooses the intensity of their attitude at 
the second stage of the response process. Böckenholt (2017) applied a 2-stage IRTree model, that 





Graded Response Model, that assumes a one-stage response process, to data collected from 5-
point traditional Likert items. The two-stage IRTree model fit the data collected from the 
traditional Likert items better than the multidimensional Graded Response Model. Thus, 
Böckenholt (2017) provides initial evidence that data collected from traditional Likert items may 
follow a two-stage response process.  
However, other studies that compare model-data fit between a threshold-based approach 
and a response process approach find better model-data fit with the threshold-based approaches 
(e.g., MNRM and MPCM) compared to the 2-stage response process approach (e.g., 2-stage 
IRTree; Leventhal & Stone, 2018) or the 3-stage response process approach (e.g. 3-stage IRTree; 
Zhang & Wang, 2020). Thus, there lacks a clear conclusion as to which response process is the 
most likely response process reflected in Likert item data. However, one study by Böckenholt 
(2017) provides support that manipulating the item format given to respondents may alter the 
response process.  
Implications of item format on response process  
Previously I conceptualized four simulation factors into two groups: 1) methodological 
factors (trait correlations and true response processes) and 2) practical factors (scale length and 
assumed response process). These practical factors are practical in the sense that researchers may 
be able to choose their scale length and analysis model in such a way where accurate trait 
recovery is increasingly likely.  
In contrast, researchers are not likely able to manipulate the methodological factors (e.g., 
the correlation between response style traits 𝜃𝑀𝑅𝑆 and 𝜃𝐸𝑅𝑆). However, there is preliminary 
research on the effect of item format on the response process. Thus, it may be possible to 
influence respondents’ response process by manipulating the item format. In this way, the 
researcher can be informed of the true response process by the choice of item format. 
Böckenholt (2017) described that an item’s design may “give rise” to response processes 





design in Figure 15. First, respondents are given the choice to Disagree, Neither Agree nor 
Disagree, or Agree to the item. Then, the respondent chooses the intensity of their response to 
that item (i.e., Strong or Weak). This is a two-stage item that reflects the two-stage response 
process of the 2-stage IRTree model in Figure 1.  
Results from Böckenholt (2017) indicate that the data from the funnel item format 
(Figure 16) fit better with the 2-stage IRTree model compared to the multi-dimensional GRM. 
However, recall that Böckenholt (2017) also found that data from a traditional Likert item fit 
better with the 2-stage IRTree model than the multi-dimensional GRM. Thus, it may not be the 
case that the item format influenced the response process. Instead, in this case, it may be that the 
2-stage IRTree model fit the data better than the threshold-based model, independent of item 
format.  
However, this is one study. Further research may provide insight regarding the influence 
of item format on the response process. If this is the case, researchers may be able to manipulate 
the response process by manipulating the item format. Specifically, researchers may be able to 
manipulate respondents into a multi-stage response process, and then model the multi-stage 
response process data with a response process IRTree model to obtain accurate 𝜃𝑇𝑂𝐼 estimates. 
Limitations and future directions 
Ultimately, implications of results from this study need to be interpreted in conjunction 
with the limitations of the study.  I address the general limitations of a simulation study, such as 
lack of generalizability of results beyond the levels of the factors within the simulation design. In 
addition, I address assumptions that are particular to this simulation design (e.g., assuming all 
respondents follow the same response process). Lastly, I address how the use of Bayesian 
estimation may limit the interpretations of the results.  
Generalizability of results 
One of the major limitations of this study is the lack of applied data, which limits the 





results are limited to the factors and their respective levels of the simulation design. For example, 
I investigated the effects of scale length on 𝜃𝑇𝑂𝐼 recovery, where I chose two scale lengths (i.e., 5 
items and 10 items). Though these are common scale lengths for attitudinal measures, results 
from this study do not generalize to the effect of all scale lengths on 𝜃𝑇𝑂𝐼 recovery. 
Furthermore, I investigated true 𝜃𝑇𝑂𝐼 recovery across four factors. However, 𝜃𝐸𝑅𝑆 and 
𝜃𝑀𝑅𝑆 are two of the most commonly studied (Van Vaerenbergh & Thomas, 2013) response styles. 
Literature often describes ERS as one of the most problematic response styles (Schuman & 
Presser, 1981; Van Herk et al., 2004). In addition, IRTree models are often used to investigate 
𝜃𝐸𝑅𝑆 and 𝜃𝑀𝑅𝑆 as their own respective trait of interest (Plieninger, 2020). Thus, future research 
should focus also on the recovery of 𝜃𝐸𝑅𝑆 and 𝜃𝑀𝑅𝑆 depending on the alignment between the 
assumed and true response process, along with factors such as scale length and trait correlations.   
In addition, the simulation included three models, two of which were response process 
models (e.g., 2-stage IRTree model and 3-stage IRTree model), with the other being a threshold-
based model (e.g., MNRM). There are other types of threshold-based MIRT models that are used 
to estimate response style traits (e.g., multi-dimensional GRM; Böckenholt, 2017). Future work 
related to this project should include other threshold-based models in order to determine the 
whether the response process approaches outperform other threshold-based approaches in regard 
to trait recovery.   
The confounding effect of model complexity on trait recovery is another limitation 
pertaining to the generalization of results. Specifically, the effect of model complexity on trait 
recovery, in addition to the misspecification of the 𝜃𝑀𝑅𝑆  trait, may explain the interaction effect 
of trait correlations and scale length on 𝜃𝑇𝑂𝐼 recovery when the 2-stage IRTree model was fit to 
data generated by 3-stage IRTree model. Inadequate trait recovery was more frequent for the 10-
item conditions, where there are more item parameters to estimate, compared to the 5-item 





trait correlations and scale length factors did not occur when the MNRM was fit to data generated 
by the 3-stage IRTree model. This is likely due to both the MNRM and 3-stage IRTree model 
both accounting for the 𝜃𝑀𝑅𝑆 trait. Thus, the effect of 𝜃𝑇𝑂𝐼  recovery between the 2-stage 
generating IRTree model and 3-stage analysis IRTree model may be due to model 
misspecification, but also differences in model complexity.  
Assumptions of the simulation design 
The simulation format assumed an entire sample of respondents followed the same 
response process. However, this may not be the case. For example, some respondents within a 
sample may use a two-stage response process to come to a decision. Other respondents in the 
same sample may use a three-stage response process to come to a decision. IRTree mixture 
models allow for individuals to be placed into latent classes where the latent class represents a 
particular response process behavior (De Boeck & Partchev, 2012). Kim and Bolt (2020) provide 
a real data example where a mixture IRTree model, that allowed respondents to differ in their 
response process, fit better than an IRTree model assuming the same response process for all 
respondents.  
Furthermore, the mixture IRTree model approach accounts for the uncertainty of an 
individual’s response process, which provides increasingly accurate standard errors of the trait 
estimate compared to the standard errors of a non-mixture IRTree model (Kim & Bolt, 2020). 
Lastly, Kim and Bolt (2020) found that the mixture IRTree model fit just as well as the IRTree 
model that correctly reflected the response process of their simulated data. Thus, future research 
should include further investigations of the IRTree mixture modeling approach as a means to 
avoid mis-assuming an individual’s response process.  
The simulation format also assumed the unidimensional parameterization of probabilities 
at each stage within the IRTree models (e.g., Figure 1 and Figure 2). However, an IRTree model 
with probabilities estimated with a multi-dimensional model at each stage may have better model-





proposed the multidimensional parameterization of stage probabilities. Specifically, Meiser et al. 
(2019) proposed a 2-stage compensatory IRTree model with multidimensional stages where they 
tested whether the substantive trait of interest (i.e. the target trait) affects both the first-stage 
decision as well as the second-stage decision. Their results indicated that their multidimensional 
parameterization was more appropriate in capturing response process behavior than the 
unidimensional stage probability approach. Thus, future research should also investigate trait 
recovery from models with multi-dimensional parameterization of stage probabilities, across 
various factors (e.g., trait correlations).  
Limitations of Bayesian estimation 
 Lastly, Bayesian estimation has benefits including needing a smaller sample size to 
obtain stable and efficient item parameter estimates compared to a Frequentist approach 
(Kieftenbeld & Natesan, 2012). Bayesian estimation also allows direct probability statements not 
possible from a Frequentist approach (Stone & Zhu, 2015). However, Bayesian estimation also 
has limitations, such as the amount of computational space necessary to estimate a model. Within 
this study, I included 50 replications per condition. The estimation for a model with 10-items took 
about 2 hours to converge. The estimation for a model with 5-items took about 1 hour to 
converge. Thus, there was a time constraint on the number of replications possible within the 
simulation study due to the Bayesian estimation procedure. The error within the simulation design 
would decrease with an increased number of iterations, which is more common in simulation 
studies with Frequentist estimation.   
Another limitation of Bayesian estimation is the impact of the prior on the posterior 
distribution of parameter estimates. In other words, the choice of prior (i.e. informative or non-
informative) within Bayesian estimation has some impact on the posterior distribution. A prior is 
informative or non-informative based on the variance of the prior, where a prior with a smaller 
variance is more informative compared to a prior with a larger variance (Stone & Zhu, 2015). 





correlations between traits, and for item parameters (Tables 1 to 3). These informative priors may 
have induced poor recovery of particular parameters. For example, the prior for the correlation 
between 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆 was restricted to be positive with a range between 0 and 4, which 
ultimately caused some issues with the recovery of the correlation between 𝜃𝑇𝑂𝐼 and 𝜃𝐸𝑅𝑆. 
Further, given that the item and person parameters were estimated jointly, informative priors from 
both the items and person parameters may have played a role in the posterior distributions of  
𝜃𝑇𝑂𝐼 . Thus, future work should investigate how less informative priors will affect the results of 
person 𝜃𝑇𝑂𝐼  recovery.  
Furthermore, a general limitation of using Bayesian estimation in a simulation study is 
the limited guidance on the use of Bayesian evaluation criteria. Leventhal (2019) implemented a 
frequentist approach (i.e., item measure squared error, IMSE) to evaluate item parameter recovery 
after using Bayesian estimation. Similarly, Dai (2013) used bias and RMSE as evaluation criteria 
of item parameter recovery. Thus, I evaluated person parameter recovery with a frequentist 
approach (e.g., bias) similar to Bayesian IRT simulation studies that investigate item parameter 
recovery.  
In addition to the frequentist approach, I also investigated person parameter recovery 
with a Bayesian evaluation criteria (i.e., HPD intervals). Specifically, I created an outcome 
variable indicating whether the true 𝜃𝑇𝑂𝐼  was within the estimated HPD interval. This outcome 
variable was then inputted as the criterion in a logistic regression analysis, and used to create 
conditional coverage rates across conditions. Ultimately, I found that, generally, both evaluation 
methods (i.e., Frequentist and Bayesian) complemented one another in regard to their results. 
However, for future work, researchers need further guidance on Bayesian evaluation criteria in 
Bayesian simulation studies. 
Conclusion 
 Measuring attitudes with Likert items is a common method across social science research 





healthcare, Sarvadikar et al.,2010). However, responses from Likert items are often plagued with 
construct-irrelevant variance due to response style behavior (Paulhus, 1991). Much research 
focuses on methods (e.g. frequency procedure, Reynolds & Smith, 2010) to mitigate the effects of 
response style behavior. Since the seminal articles by Böckenholt (2013) and De Boeck and 
Partchev (2012), there has been an increased use of MIRT models, specifically IRTree models 
(Plieninger, 2020), as a means to investigate, and account for response style behavior. 
 For example, Dibek (2019) investigated the prevalence of ERS using an IRTree model in 
an international assessment. Ames and Myers (2020) added covariates to an IRTree model to 
explain variability in response style traits. Other researchers such as Kim and Bolt (2020) and 
Khorramdel et al. (2019) are introducing mixture models to investigate how the response process 
differs across individuals within a sample.  
Despite the increased number of proposed uses for IRTrees, there is a lack of evidence 
regarding their parameter recovery. Specifically, there is a lack of evidence of person parameter 
recovery when we misspecify the response process. This study provides evidence of the 
importance of matching the assumed response process with the true response process in order to 
get accurate trait of interest estimates. In other words, misspecifying an IRTree model impacts the 
trustworthiness and interpretations of the person parameters. Ideally, practitioners implementing 
IRTree models in future work provide evidence to support their assumed response process 












 Table 1. Generating item and ability parameters for the MNRM model. 


























 𝑐𝑗2 N(0,1)  
 𝑐𝑗3 N(0,1)  
 𝑐𝑗4 N(0,1)  
 𝑐𝑗5 − ∑ 𝑐𝑗𝑘, k = 1 to 4  
Note. The number of response categories remain the same across all items. The a 






Table 2. Generating item and ability parameters for the 2-stage IRTree model. 








𝑏𝑗2(𝑇𝑂𝐼) ~N(0,1, lower =  
 
 II 𝑎𝑗(𝐸𝑅𝑆) ~N(1,2, lower = 0) 𝜃𝐸𝑅𝑆 





















Table 3. Generating item and ability parameters for the 3-stage IRTree model. 












 II 𝑎𝑗(𝑇𝑂𝐼) ~N(1,2, lower = 0) 𝜃𝑇𝑂𝐼 
𝑏𝑗(𝑇𝑂𝐼) ~N(0,1) 












Table 4. Prior distributions for the MNRM, 2-stage IRTree, and 3-stage IRTree models. 
Model 
MNRM IRTree two stage IRTree three stage 
Parameter Prior Initial 
Value 
Parameter Prior Initial 
Value 
Parameter Prior Initial 
Value 









𝑎𝑗2(𝑇𝑂𝐼) none 1 
𝑎𝑗3(𝑇𝑂𝐼) none 0 
𝑎𝑗4(𝑇𝑂𝐼) none 1 
𝑎𝑗5(𝑇𝑂𝐼) none -2 









𝑎𝑗2(𝑀𝑅𝑆) none -.25 
𝑎𝑗3(𝑀𝑅𝑆) none 1 
𝑎𝑗4(𝑀𝑅𝑆) none -.25 
𝑎𝑗5(𝑀𝑅𝑆) none -.25 





𝑎𝑗2(𝐸𝑅𝑆) none -.67 
𝑎𝑗3(𝐸𝑅𝑆) none -.67 
𝑎𝑗4(𝐸𝑅𝑆) none -.67 
𝑎𝑗5(𝐸𝑅𝑆) none 1 
𝑐𝑗1  
~N(0,1) 
0 𝑏𝑗2(𝑇𝑂𝐼) ~N(0,1, 
lower =  
𝑏𝑗1(𝑇𝑂𝐼)) 
.5 𝑏𝑗(𝑇𝑂𝐼) ~N(0,1) 0 
𝑐𝑗2 ~N(0,1) 0 
𝑐𝑗3 ~N(0,1) 0 
𝑐𝑗4 ~N(0,1) 0 
𝑐𝑗5 − ∑ 𝑐𝑗𝑘 
0 
   𝑏𝑗(𝐸𝑅𝑆) ~N(0,1) 0 𝑏𝑗(𝑀𝑅𝑆) ~N(0,1) 0 




Table 5. ANCOVA variables. 
Variable type Variable 
Dependent variable Bias 
Independent variables 
Scale Length  
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