Abstract: The reliable predictions of liquid holdup and pressure drop are essential for pipeline design in oil and gas industry. In this study, the drift-flux approach is utilized to calculate liquid holdups. This approach has been widely used in formulation of the basic equations for multiphase flow in pipelines. Most of the drift-flux models have been developed on an empirical basis from the experimental data. Even though, previous studies showed that these models can be applied to different flow pattern and pipe inclination, when the distribution parameter is flow pattern dependent. They are limited to a set of fluid properties, pipe geometries and operational conditions. The objective of this study is to develop a new drift-flux closure relationship for prediction of liquid holdups in pipes that can be easily applied to a wide range of flow conditions. The developed correlation is compared with nine available correlations from literatures, and validated using the TUFFP (Fluid Flow Projects of University of Tulsa) experimental datasets and OLGA (OiL and GAs simulator supplied by SPTgroup) steady-state synthetic data generated by OLGA Multiphase Toolkit. The developed correlation performs better in predicting liquid holdups than the available correlations for a wide range of flow conditions.
Introduction
The predictions of liquid holdup and pressure drop are essential for pipeline design in the oil and gas industry. A drift-flux approach has been widely used in formulation of the basic equations for multiphase flow in pipelines. This approach, for simplicity, considers the flowing phases as a mixture. This, thereby, ignores the detailed characteristics of two-phase flow. The drift-flux model needs additional constitutive equations for the viscous shear stress, and closure relationships for the Reynolds stress and for the slip velocity between the phases to improve its accuracy and applicability [1, 2] .
Most of the previous correlations have been developed on an empirical basis from the experimental data. Nicklin [3] showed a strong relationship between the in-situ gas velocity and the mixture velocity based on his experimental study in two-phase bubble flow in vertical pipes. Zuber and Findlay [4] corroborated Nicklin [3] for vertical flow in an annular flow and a slug flow. They predicted the average volumetric concentration with a general expression as a function of the distribution parameter and the weighted average drift velocity. Coddington and Macian [5] evaluated the applicability of the widely used correlations based on Zuber and Findlay's [4] drift-flux model. They used various experimental data taken from rod bundle, level swell and boil-off experiments performed at 9 different experimental facilities. Their results confirmed the validity and the usefulness of drift-flux model. França and Lahey [6] , using air-water experimental data, verified the use of drift-flux model for all flow patterns observed in horizontal gas-liquid flow. For these conditions, the distribution parameter and the drift velocity were flow pattern dependent. Recently, Danielson and Fan [7] demonstrated the validity of this relationship for stratified, annular, slug and dispersed bubble flows in a large diameter and high pressure horizontal flow.
Fabre and Line [8] introduced a correlation for the distribution parameter in slug flow using a liquid Reynolds number. The proposed correlation showed fair agreement with the measured flow distribution parameter in the transition zone between laminar and turbulent flow. Goda et al. [9] investigated the distribution parameter and the drift velocity for downward two-phase flows. They derived the distribution parameter by taking into account the effect of the downward mixture volumetric flux on the phase distribution. Ishii [10] used vertical upward churn-turbulent flow equation for the drift velocity over all of flow regimes. The proposed model was validated with 463 data points showing a good agreement.
In recent experiments, Shi et al. [11] determined drift-flux parameters (i.e., the distribution parameter and the drift velocity) for oil-water-gas flow using large diameter (150 mm diameter) pipe apparatus. They proposed a unified two and three-phase flow model. The new model improved the prediction accuracy for oil and water holdups. Shen et al. [12] used a 200 mm diameter vertical pipe and characterized two-phase flow patterns into bubbly, churn and slug. They found that the existing correlations of bubble flow pattern predicted the distribution parameter properly but failed on predicting the velocity properly.
In summary, all the available drift-flux models are limited to a specified set of fluid properties, pipe geometries and operational conditions. The objective of this study is to develop a new closure relationship for the drift-flux parameters that can be easily applied to a wide range of conditions. The developed correlation is compared with nine available correlations from literatures, and validated using the TUFFP (Fluid Flow Projects of University of Tulsa) experimental datasets and OLGA (OiL and GAs simulator supplied by SPTgroup) steady-state synthetic data generated by the OLGA Multiphase Toolkit.
Methodology

Procedure to Predict Liquid Holdups Using Drift-Flux Closure Relationship Correlation
A general equation of the drift-flux closure relationship is given as follows:
In Equation (1), u G is the gas velocity expressed as u G = u SG /α G , u M is mixture velocity given by u M = u SG + u SL where u SG and u SL are superficial gas and liquid velocities, respectively. C 0 and u D represent the drift-flux parameters, namely, the distribution parameter and the drift velocity, respectively. By definition, Equation (1) can be rearranged as follows:
The liquid holdup, H L , can be estimated by drift-flux model if the parameters C 0 and u D are known. This study proposes the new equation set of these two parameters for drift-flux model, and compares the proposed model with previously developed comparative models.
Datasets and Comparative Models
Experimental and synthetic datasets were prepared to examine the performances of the considered models. More than 1000 data from seven TUFFP two-phase experiments were considered. OLGA Multiphase Toolkit was used to generate 463 steady-state synthetic data. As a tool included in OLGA software, which is provided by SPTgroup, Multiphase Toolkit is able to analyze a fully developed steady state flow using the OLGAS point model. In this study, 463 input conditions for the synthetic data set are randomly generated in the ranges of Table 1 ; pipe diameter is kept constant (0.0762 m or 3.0 in.). With these input conditions, liquid holdups and pressure gradients are calculated from OLGA Multiphase Toolkit. Table 2 summarizes the experimental datasets, which cover wide ranges of inclination angle, pipe diameter, fluid property and flow pattern. As it can be seen in Tables 1 and 2 , the database covers a wide range of fluid properties, pipe geometries and flow conditions. Table 1 . Random variables used in generating the synthetic data.
Inclination Gas superficial Liquid superficial Gas Liquid Gas Liquid Liquid/Gas Variable angle velocity velocity density density viscosity viscosity surface tension This work presents a comparative analysis of the nine models; the first one is a simple linear model where and C 0 and u D are constant. The others are from the literatures, including Zuber and Findlay [4] , Ishii [10] , Liao et al. [20] , Jowitt et al. [21] , Sonnenburg [22] , Bestion [23] , Kataoka and Ishii [24] , and Shi et al.
[11] models. Table 3 contains the expressions of the comparative models used in this study. Ishii [10] For churn turbulent flow:
Liao et al. [20] For churn turbulent flow:
Jowitt et al.
[21] 
Kataoka and Ishii [24]
Fabre and Line [8] C 0 =
2.27
1+(Re /1000) 2 + 1.2 1+(1000/ Re) 2 
Results and Discussion
New Closure Relationship
In previous studies for low viscosity liquids, the distribution parameter (C 0 ) tends to have a value range of 1.0 < C 0 < 1.2. As can be seen in Figure 1 , Gokcal [17] suggested a larger distribution parameter (C 0 ∼ 2) for low liquid Reynolds number (Re = (ρ L u M d)/µ L , ρ L is the liquid density, µ L is the liquid viscosity, and d is the pipe inner-diameter). For large Reynolds numbers (Re > 1, 000), the distribution parameter tends to vary between a 1.0 and 1.2. Unfortunately, no medium viscosity data has been found to corroborate the transition region between these two regimes. Based on this variation of the distribution parameter with Reynolds number, the new closure relationship correlation in this work is combining Fabre and Line [8] , which is function of Reynolds number, and Ishii [10] , which is relatively simple and accurate, as follows:
where α G is the gas void fraction. For laminar flow region, the value of 2 is implemented instead of 2.27 in the original Fabre and Line The drift velocity (u D ) can be estimated by a modified version of Zuber and Findlay [4] model to consider the inclination angle effects as given below.
where σ was the surface tension between gas and liquid phase; and θ is the pipe inclination angle. The coefficients A and B of Equation (4) were obtained from a regression analysis between the predicted liquid holdup and the measured liquid holdup. For the experimental database presented in this study, the resultant values of A and B are given as 0.0246 and 1.606, respectively. On the other hand, the synthetic data yield A = −0.191 and B = 12.59.
Prediction Accuracy of the Developed Model
The accuracy of the models is measured by mean absolute errors and standard deviations. Mean absolute errors are calculated by arithmetic means of absolute difference between measured and predicted liquid holdups. Table 4 summarizes the performances of 9 models from literature and the proposed model for liquid holdups predictions, and presents the mean absolute error of the models and the standard deviations. The proposed model has predicted the liquid holdup better than the other models. Its mean absolute error is 0.09584, which is similar to the linear fitting, and the standard deviation is 0.05684. Linear model gives smaller errors with slightly larger standard deviations. Linear model uses constant parameters obtained by typical regression analysis of measured data and calculated value, and thereby highly depends on the given data. It has a limitation for general application. In Section 3.3, this will be explained. Figure 2 shows the prediction performance of the linear model and the Zuber and Findlay [4] model against Gokcal [16, 17] experimental data for a relatively high viscosity liquid. In the case of Gokcal [16, 17] dataset, the linear model relatively performed better for 0.3 < H L < 0.7 than the Zuber and Findlay [4] model. However, for 0.7 < H L , the Zuber and Findlay [4] model performed relatively better than the linear fitting model. Figure 2 shows a limitation of model application for a wide range of flow conditions. The proposed model performs consistently well for the entire range of liquid holdup. Figure 3 shows the correlation predictions against Gokcal [16, 17] experimental data. Figure 4 presents correlation predictions against OLGA synthetic data having 0.0398 of mean absolute error, which is smaller than that against Gokcal [16, 17] experimental data. Figure 3 . Prediction performance of the proposed model against the Gokcal [16, 17] experimental dataset. The proposed model shows the best prediction performance compared with the comparative models; mean absolute error is 0.04234 and its standard deviation is 0.03755. Figure 4 . Prediction performance of the proposed model against the OLGA synthetic dataset. The proposed model shows good prediction performance; mean absolute error is 0.0398, which is smaller than that against experimental data in Figure 3 . 
Validation of the New Proposed Model
Schmidt et al. [25] performed high-viscosity two-phase flow experiments in a vertical upward pipe. Their experimental data are not used in the development of the proposed model parameters, which are A and B in Equation (4) . Their data are used to test the applicability of the new model. It has distinctive flow conditions, i.e., high viscosity liquid, for a whole range of liquid holdups (0 < H L < 1). Figure 5 shows the liquid holdup predictions of both the proposed model and the linear model, which showed the smallest mean absolute error for the test of comparative models. In Figure 5 and Table 5 , "Linear fitting" denotes that the drift-flux parameters, the distribution parameter (C 0 ) and drift velocity (u D ), are taken from a linear fitting of the other experimental data, while "Linear Fitting (Schmidt et al., 2008 )" uses the drift-flux parameters taken from a linear fitting of Schmidt et al. [25] data. It is reasonable that the latter gives better result than the former because of its high dependence on the data used in the regression analysis.
The proposed model clearly performs better. Table 5 summarizes the results for the liquid holdup estimations of various models and correlations against Schmidt et al. [25] data. The proposed model shows the best prediction accuracy in terms of mean absolute error and its standard deviation. [20] 0.14036 0.09303 Jowitt et al. [21] 0.11045 0.08086 Sonnenburg [22] 0.09612 0.07091 Bestion [23] 0.13291 0.09604 Kataoka and Ishii [24] 0.14364 0.09971 Shi et al. [11] 0.21452 0.15823
Conclusions
The new liquid holdup closure relationship using drift-flux approach has been developed and validated with experimental data. The proposed closure relationship was compared with nine comparative models using datasets covering a wide range of operating conditions, flow patterns, pipeline inclination angles, and fluid properties. Over this wide range, the proposed closure relationship performed consistently well and better than the other models or correlations in liquid holdup predictions.
