Abstract-A fundamental problem in quality-of-service (QoS) routing is to find a path connecting a source node to a destination node that satisfies K ≥ 2 additive QoS constraints. This multiconstrained path problem (MCP) is known to be NP-complete. In a recent paper, Xue et al. showed that the shortest path with respect to a single auxiliary edge weight (obtained by combining the K edge weights into a single metric) is a K-approximation to MCP, in the sense that the largest ratio of path weight over its corresponding constraint is within a factor of K from minimum. In this paper, we present a simple greedy algorithm and prove that this greedy algorithm is also a K-approximation algorithm to MCP. Extensive computational results show that this greedy algorithm is superior to the previously best known K-approximation algorithm in terms of the quality of the path computed. Our algorithm is as simple as Dijkstra's shortest path algorithm, and is therefore suitable for implementation in Internet protocols.
INTRODUCTION
A fundamental problem in quality-of-service (QoS) routing is the multi-constrained path problem (MCP) where one seeks a path connecting a source node to a destination node that satisfies multiple QoS constraints, such as cost, delay, and reliability [3] , [11] , [17] , [23] . Commonly, the network is modeled by a directed graph where the n vertices represent computers or routers and the m edges represent links. To model multiple QoS parameters, each edge is associated with K edge weights, representing cost, delay, and reliability, etc., of the edge. Correspondingly, each path has multiple path weights associated with it, representing cost, delay, and reliability, etc., of the path. If an edge weight represents cost or delay of the edge, then the corresponding path weight is the sum of the weights associated with the edges on the path. For this reason, QoS parameters such as cost and delay are called additive parameters. If an edge weight represents the reliability of the edge, then the corresponding path weight is the product of the weights associated with the edges on the path. Since the logarithm of the product of N positive numbers is the sum of the logarithms of the N positive numbers, QoS parameters such as reliability are also known as additive parameters. Another kind of QoS parameters (such as bandwidth) are known as bottleneck parameters where the corresponding weight of a path is the smallest of the weights of the edges on the path [23] . Problems involving bottleneck constraints can be easily solved by considering subgraphs with only those edges whose weights are greater than or equal to a particular chosen value. Therefore we restrict our attention to additive parameters only.
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It is well known that the MCP problem is NP-complete [23] . Due to its increasing important applications, this problem has been studied by many researchers. Existing works for this problem can be classified into two broad classes: sophisticated approximation schemes, and simple heuristic algorithms. An approximation scheme guarantees that the computed path is within a factor of (1 + ) of the optimal solution, whose running time grows rapidly with 1/ . Heuristic algorithms are normally simple and fast, without providing a priori theoretical guarantees of the computed path.
Along the line of provably good algorithms, Warburton in [24] first developed a fully polynomial time approximation scheme (FPTAS) [4] for the delay constrained least cost problem (DCLC) on an acyclic graph. In [5] , Ergun et al. presented an FPTAS for the case of acyclic graphs with a time complexity of O(m( n )). For the problem on general graphs, Hassin in [9] presented an FPTAS with a time complexity of
, where is the approximation parameter. Lorenz and Raz in [16] presented a faster FPTAS with a time complexity of O(mn(log log n + 1/ )). In a recent paper [31] , Xue et al. improved the result of [16] by presenting an FPTAS with a time complexity of O(mn(log log log n + 1/ )). The algorithm of Xue et al. [31] is the fastest known approximation scheme for the DCLC problem on general graphs.
Goel et al. [7] presented an approximation algorithm for the single source all destinations delay sensitive routing problem. Given a delay constraint D, an approximation parameter > 0, and a source node, the algorithm finds a source-destination path for every destination node such that the delay of the path is no more than (1 + )D and the cost of the path is no more than the cost of the delay-constrained least cost path for that source-destination pair. In other words, if the delayconstrained (path delay bounded by D) least cost path has a cost of C (note that C cannot be computed in polynomial time, unless N = NP), the algorithm computes a path whose cost is bounded by C and whose delay is bounded by (1 + )D. The time complexity of this algorithm is O((m + n log n)H/ ), where H is the hop count of the longest computed path.
Chen and Nahrstedt [3] studied the decision version of the DCLC problem and proposed a polynomial time heuristic algorithm based on scaling and rounding of the delay parameter [10] , [20] so that the delay parameter of each edge is approximated by a bounded integer. For any given > 0, if there is a path whose cost is within the cost constraint and whose delay is within (1 − ) times the delay constraint, the heuristic guarantees finding a feasible path in O((m + n log n) n ) time. Yuan [32] studied DMCP, the decision version of the multi-constrained path problem, and presented a limited granularity heuristic and a limited path heuristic for this general DMCP problem. The limited granularity heuristic can be viewed as a generalization of the heuristic of Chen and Nahrstedt [3] for the case with two additive constraints to the [31] improves that of Chen and Nahrstedt [3] and that of Yuan [32] , and is the fastest known algorithm along this direction. In [30] , Xue et al. studied OMCP, an optimization version of the multi-constrained path problem, and presented a simple K-approximation algorithm based on the computation of a shortest path with respect to a single auxiliary edge weight function.
Along the line of heuristic algorithms that perform well in practice but lack of proved theoretical performance guarantee, there is a very long list of publications. Korkmaz and Krunz [13] proposed RANDOM (a randomized heuristic) for the DMCP problem, which uses a simple necessary condition to reduce search space. Van Mieghem et al. [21] proposed SAMCRA, which is an enhanced version of TAMCRA [22] . A comparison of approximation schemes and heuristic algorithms can be found in [14] . Other related works can be found in [8] , [12] , [15] , [18] , [19] , [27] , [28] , [29] .
In this paper, we present a simple greedy algorithm for computing an approximate solution to the multi-constrained QoS routing problem. We prove that this greedy algorithm is actually provably good-it is a K-approximation algorithm. We argue, and use extensive numerical results to show, that the greedy algorithm is superior to the previously best known K-approximation with a same time complexity.
The rest of this paper is organized as follows. In Section 2, we define the problems to be studied. In Section 3, we present our greedy algorithm and analyze its properties. In Section 4, we present numerical results. We conclude this paper in Section 5.
DEFINITIONS AND NOTATIONS
We use an integer constant K ≥ 2 to denote the number of QoS parameters. Unless specified otherwise, all constants, functions, and variables are assumed to have real values. We model a computer network by an edge weighted directed graph G = (V, E, ω), where V is the set of n vertices, E is the set of m edges, and ω = (ω 1 , . . . , ω K ) is an edge weight vector so that ω k (e) ≥ 0 is the k th weight of edge e, ∀ e ∈ E, 1 ≤ k ≤ K. For a path p in G, the k th weight of p, denoted by ω k (p), is the sum of the k th weights over the edges on p:
The Decision version of the Multi-Constrained Path problem (DMCP) is defined in the following. 
Definition 2.1 (DMCP(G, s, t, K, W , ω)): INSTANCE: An edge weighted directed graph
G = (V, E, ω), with K non- negative real-valued edge weights ω k (e), 1 ≤ k ≤ K,(p) ≤ W k , 1 ≤ k ≤ K? 2 In the above definition, the inequality ω k (p) ≤ W k isω k (p) W k is minimized. 2
A GREEDY ALGORITHM FOR OMCP
Let p be any path in G, we define the length of path p, denoted by l(p), by the following:
Then the OMCP problem simply seeks for an s-t path p with minimum length. However, the path length defined in equation (3.1) is different from the path length in the traditional (single metric) shortest path problems in an important aspect. In the traditional shortest path problems, any subpath of a shortest path is itself a shortest path. The path length defined in equation (3.1) does not have this property. We can see this from Fig. 1(f) , where an example is shown for K = 2, W 1 = W 2 = 8 with the edge labels showing the (ω 1 (e), ω 2 (e)) pair. The shortest s-z path p opt is s → x → y → z, with a path length
. However, the subpath s → x → y (with a path length of 7 8 ) is not a shortest s-y path, as the path s → y has a path length of 6 8 . In this section, using the notion of this new path length, we will present a simple greedy algorithm which computes an st path in a way similar to Dijkstra's shortest path algorithm. Furthermore, we prove that the path so computed is a Kapproximation to the OMCP problem.
Our algorithm works in the following way. Initially, all nodes are colored white. During each of the n iterations, the algorithm computes a path from the source node s to a white node v by connecting an already computed s-u path (for some black node u) and the edge (u, v), and change the color of v to black. The white node v (and the corresponding black node u) is selected according to the following simple greedy rule: the resulting path has the smallest path length among all paths from s to a white node that can be constructed this way. Clearly, the algorithm does not guarantee an optimal solution unless K = 1 (when the corresponding OMCP problem reduces to the traditional shortest path problem, and our algorithm reduces to Dijkstra's shortest path algorithm). However, we can prove that our greedy algorithm is a Kapproximation algorithm. Our algorithm actually computes an approximate solution to OMCP (G, s, t, K, W , ω) {Confirming the s-u path: Lines 10-11} 10: Let u be a white node such that l[u] is least among white nodes.
11:
color(u) := black; 12: {Relaxation from node u: Lines 13-19} 13: for each white node v such that (u, v) ∈ E do 14: if max
18:
end if 19: end for 20: end while Before analyzing the properties of Algorithm 1, we illustrate the steps of the algorithm using a simple example, shown in Fig. 1 . In this example, we have K = 2, W 1 = W 2 = 8, and s is the source node. The graph G is shown in Fig. 1(a) , where the edge labels show the (ω 1 (e), ω 2 (e)) pairs for the edges. The node labels show the
where the value ∞ is omitted.
After the initialization phase, we have the case as shown in Fig. 1(a) . Therefore l[s] = 0 and l[v] = ∞ for all v ∈ V \{s}. In the first iteration, we find the s-s path (with length 0), and color node s black. We also perform relaxations from node s, resulting improved node labels at nodes x, y, and z. This is illustrated in Fig. 1(b) . At this time, we have l[x] = In the second iteration, we find the s-x path, color node x black, and perform relaxations from x to its white neighbors. Node z gets an improved label due to the relaxation. This is shown in Fig. 1(c) .
In the third iteration, we find the s-y path, color node y black, and perform relaxations from y to its white neighbors. This time, no node gets an improved label. This is shown in Fig. 1(d) .
In the fourth iteration, we find the s-z path, color node z black. The algorithm stops. This is shown in Fig. 1(e) .
Note that the path (s → x → z) computed by our algorithm has a path length of . Although the path computed by our algorithm is not optimal, its length is within a factor of 2 of the length of the shortest path.
The next two theorems summarize the time complexity and the performance of our greedy algorithm. We also color all nodes white.
During each execution of the while-loop, the white node u such that l[u] is smallest is colored black, and relaxations from node u to neighboring white nodes are performed. Notice that the while-loop is executed exactly n times, as there are n white nodes when we first enter this loop.
Assuming a Fibonacci heap [4] is used, selecting node u (line 10) takes O(log n) time, all relaxations and corresponding decrease key operations take O(Km) time. Therefore the worst-case running time of Algorithm 1 is bounded by O(Km + n log n).
Theorem 3.2:
Assume that all nodes are reachable from the source node s. Then for every node t ∈ V \ {s}, the st path computed by Algorithm 1 is a K-approximation for
OMCP(G, s, t, K, W , ω). In other words, if p A is the s-t path computed by Algorithm 1, then l(p
A ) ≤ K · l(p) for any s-t path p. 2
PROOF. Assume t ∈ V \ {s} is chosen. Let p opt be an s-t path that is an optimal solution to OMCP(G, s, t, K, W , ω). We need to prove that l(p
Let us define an auxiliary edge weighting function ω max such that
For a path p, we define ω max (p) = e∈p ω max (e).
Let p max be a shortest s-t path with respect to edge weight function ω max . To prove the theorem, it suffices to prove that
First, we will prove inequality (3.3). Since p opt is an optimal solution to OMCP(G, s, t, K, W , ω), we have
Since for every edge e ∈ E we have ω max (e) = max
Notice that the left hand side of (3.7) is ω max (p opt ). Since p max is a shortest s-t path in G with respect to ω max , we must have
This proves inequality (3.3).
Next, we will prove inequality (3.4). We claim that the value l[v] is less than or equal to the length of the shortest sv path with respect to the metric ω max , denoted by ω max (s → v), when node v is colored black during Algorithm 1.
The claim is clearly true when node s is colored black, as l[s] is zero and the length (with respect to ω max ) of the shortest s-s path is also zero. Assume that the claim is true when B nodes are colored black (where B ≥ 1 is an integer). We will prove that the claim is still true when B + 1 nodes are colored black.
Whenever a node u is colored black in lines 10-11, we perform a relaxation from node u to node v along the edge (u, v) in lines 14-18, if v is a white node. Since u is colored black, we have (by the claim)
It follows from the definition of ω max , we have
Therefore after the relaxation in lines 14-18 is done, we have
(3.12) Therefore when the (B +1)th node is colored black, our claim is still true. Following the principle of mathematical induction, we have prove that
at the end of the algorithm. In particular, we have
at the end of the algorithm. Therefore inequality (3.4) is true and the proof is complete. In case some nodes are not reachable from the source node, we can remove those nodes from consideration. The set of nodes that are reachable from the source node can be computed efficiently using either breadth first search or depth first search [4] . Therefore assuming all nodes are reachable from node s does not lose any generality.
In [30] , we have presented a simple K-approximation algorithm (denoted by K-Approx) for OMCP (G, s, t, K, W , ω) , based on computing a shortest s-t path with respect to the edge weighting function ω max . There is an important difference between Greedy and K-Approx. Greedy uses the true path length l(p) while K-Approx uses an upper bound of the path length while making decisions. This makes Greedy superior to K-Approx, although are both of them are K-approximation algorithms. Our numerical results support this observation. 
NUMERICAL RESULTS
In this section, we present some numerical results to show the performance of our simple greedy algorithm. We implemented our greedy algorithm of this paper (denoted by Greedy in the figures), and compared it with our previous K-approximation algorithm [30] (denoted by K-Approx in the figures), and our FPTAS of [30] (denoted by OMCP in the figures). All tests were performed on a 2.4GHz Linux PC with 2G bytes of memory.
We used both well-known Internet topologies and randomly generated topologies to study the suitability and computational time complexity of the algorithms. As in [30] , the edge weights were uniformly generated in a given range (we used the range [1, 10] Figs. 2 and 3 , where each figure shows the average of 100 runs.
In the first group of results, we show the performances of the algorithms on well-known Internet topologies. The wellknown Internet topology used for our tests are ArpaNet (20 nodes and 32 edges) and NSFNET (14 nodes, 21 edges), which can be found in Andersen et al. [1] . The results are similar. Therefore we only present the results for ArpaNet here. We set = 0.1 for the polynomial time approximation scheme OMCP. We observed that for all test cases, OMCP always provides the best results among all algorithms. In Fig. 2(a) , among the 100 connections, in 20% to 30% of the test cases (20% for the infeasible constraint, 24% for the tight constraint, and 31% for the loose constraint), the path computed by OMCP is better than the path computed by K-Approx, in 16% to 25% of the test cases(16% for the infeasible constraint, 19% for the tight constraint, and 25% for the loose constraint), the path computed by Greedy is better than the path computed by K-Approx, while in 1% to 4% of the test cases(1% for the infeasible constraint, 3% for the tight constraint, and 4% for the loose constraint), the path computed by K-Approx is better than the path computed by Greedy. This confirms our analysis at the end of Section 3.
In Fig. 2(b) , we show the qualitative comparison of the performances of Greedy and K-Approx. Because OMCP always gives the best results, we use the length of the path found by OMCP as the standard for normalization. For any path p, its relative error is calculated as
, where p OMCP is the path found by OMCP for the source-destination pair. For each of the K-approximation algorithms, its relative error is the average of relative errors of all 100 paths computed by the algorithm.
In Fig. 2(b) , we can see that Greedy has noticeably lower relative errors than K-Approx for all scenarios. For example, when W = 20, K-Approx computed paths that are 4.5% worse than the paths computed by OMCP, while the paths computed by Greedy is only 1.7% worse than those computed by OMCP. Next, we compare the running times between the OMCP and Greedy in Fig. 2(c) . As we expected, the running time of Greedy is much shorter than the running time of OMCP, while the two algorithms computed paths with comparable lengths. The running times of Greedy and K-Approx are almost identical, although not shown here.
Next, we use some large random topologies to evaluate the algorithms. As in Xue et al. [30] , we used BRITE, a wellknown Internet topology generator [2] , to generate random topologies. BRITE provides several well-known models (including the Waxman model [25] ) for generating reasonable network topologies. We adopted the Waxman model, and have used α = 0.15 and β = 0.2 (the default parameters set by BRITE) to generate random networks.
In Fig. 3 (a) and 3(b), we used BRITE to generate a network topology with 100 nodes with 390 edges to verify the path performances of the algorithms. We observe similar performances as in the case of ArpaNet. Greedy outperformed K-Approx in 20% (infeasible constraint), 25% (tight constraint), 35% (loose constraint) of the test cases, while being outperformed by KApprox in 4% (infeasible constraint), 6% (tight constraint), 6% (loose constraint) of the test cases. Again, Greedy has similar performance as OMCP. We also observe from Fig. 3(b) that Greedy again outperformed K-Approx in qualitative comparisons.
To study the scalability of Greedy and OMCP with the network size, we used four more random network topologies with the following sizes: 80 nodes with 314 edges, 120 nodes with 474 edges, 140 nodes with 560 edges, 160 nodes with 634 edges, to test the computational scalability of the algorithms. Here we have used = 0.5, W = 20 for these test cases. The running times of these two algorithms are shown in Fig. 3(c) . We can see that the running time of OMCP increased dramatically with the increased network size. Meanwhile, Greedy requested much less amount of time.
CONCLUSIONS
In this paper, we have presented a simple greedy algorithm for computing a path subject to K ≥ 2 QoS constraints. We proved that this greedy is a K-approximation algorithm. Simulation results show that the greedy algorithm is superior to the previously best known K-approximation algorithm. 
