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Introduccio´n
”Los recientes avances en biolog´ıa, ciencia cognitiva y teor´ıa social han he-
cho posible esbozar un marco conceptual siste´mico que integra, por primera
vez, las dimensiones biolo´gica, cognitiva y social de la vida. Este nuevo mar-
co ... se basa en el reconocimiento de que el patro´n ba´sico de la organizacio´n
de la vida es la red. En todos los niveles de la vida ..., los componentes de
los sistemas vivos esta´n unidos entre s´ı a modo de red.
Con las nuevas tecnolog´ıas de informacio´n y comunicacio´n, las redes se han
convertido en uno de los feno´menos ma´s importantes de nuestros tiempos.”
Fritjof Capra, en Metabolism and Communications in
Biological and Social Networks (2003).
Es posible que el pa´rrafo anterior le resulte a algu´n lector un tanto enfa´tico. Tambie´n es
posible que fuera esa la impresio´n que pretend´ıa causar el autor. En un tono quiza´ ma´s
ase´ptico, y menos centrado en la relacio´n de las redes sociales con la biolog´ıa, podemos
leer en la wikipedia:
”El ana´lisis de redes sociales (relacionado con la teor´ıa de redes) ha emer-
gido como una te´cnica clave en las modernas sociolog´ıa, antropolog´ıa, socio-
lingu¨´ıstica, geograf´ıa, psicolog´ıa social, estudios de comunicacio´n, ciencias
de la informacio´n, economı´a y biolog´ıa, as´ı como ...”
1
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Abrumador, ¿no? Sea como fuere, lo cierto es que, al menos en nuestro caso, en el principio
fueron las redes.
Con ocasio´n de una estancia en Madrid del profesor Guillermo Owen que se prolongo´ du-
rante un trimestre completo, se formo´, en la primavera del an˜o 2001, un grupo de trabajo
integrado en un principio por Daniel Go´mez, Conrado Manuel, Mo´nica del Pozo y Juan
Tejada, adema´s del profesor Owen y el autor de esta memoria, cuyo objetivo inicial fue
el de analizar algunas de las posibles aplicaciones de la teor´ıa de juegos al estudio de las
redes sociales y econo´micas 1.
En su discurso presidencial con motivo del Segundo Congreso Mundial de la Game Theory
Society, que tuvo lugar en Marsella en Julio de 2004, el profesor Kalai afirmo´:
”El estudio de los juegos se ha expandido significativamente ... De hecho,
hemos progresado hasta una etapa en la que el trabajo en teor´ıa de juegos
requiere especializacio´n.
He dividido las investigaciones en curso en teor´ıa de juegos en las trece es-
pecialidades principales siguientes:
1. La teor´ıa de juegos no cooperativa estudia ...
2. La teor´ıa de juegos cooperativa estudia co´mo consideraciones de
eficiencia, equidad, y estabilidad gu´ıan el reparto de beneficios y costes a
las coaliciones de jugadores racionales.
3. ... ”
Ehud Kalai (2004).
Precisamente en esta segunda especialidad de entre las mencionadas por el Prof. Kalai, la
teor´ıa de juegos cooperativa, se integran los trabajos en los que se comprometio´ a partir
del an˜o 2001 el grupo de investigacio´n antes citado y que, con el tiempo, han dado lugar a
1Wasserman y Faust (1994) y Freeman (2006) son dos reconocidas referencias sobre los conceptos propios
del ana´lisis de redes sociales y las herramientas que se utilizan en el mismo.
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muchos de los resultados que se presentan en esta memoria. Ma´s en particular, se pueden
inscribir en una corriente de la teor´ıa de juegos cooperativa, que se plantea problemas
relacionados con aquellos a los que se enfrentan los analistas de redes sociales, y que ha
recibido una atencio´n creciente en las u´ltimas de´cadas: el estudio de los juegos cooperativos
con restricciones en la formacio´n de coaliciones, o con comunicaciones restringidas.
El modelo de Aumann y Dreze (1974) de los juegos cooperativos con estructura de coalicio´n
puede considerarse pionero en este terreno. En e´l, la cooperacio´n puede darse u´nicamente
dentro de cada una de las coaliciones que componen una cierta estructura o particio´n
(dada a priori) del universo de jugadores. Pocos an˜os ma´s tarde, Myerson (1977) propuso
un nuevo modelo, que llamo´ de los juegos con grafos de cooperacio´n, en el que se an˜ade al
juego coalicional un grafo de comunicaciones, cuyos nodos se identifican con los jugadores, y
cada una de cuyas aristas representa la posibilidad de una comunicacio´n directa y sime´trica
entre los dos jugadores unidos por la misma. En este modelo, dos jugadores so´lo podra´n
cooperar si pueden comunicarse (directa o indirectamente). As´ı, una coalicio´n sera´ factible
si y so´lo si es conexa en el grafo. Adema´s de las caracter´ısticas y propiedades del modelo
de Myerson, se han estudiado desde entonces diversas variantes del mismo, en las que las
restricciones en las comunicaciones, en lugar de estar representadas por un grafo esta´ndar,
pueden estarlo por un grafo probabil´ıstico, o dirigido, o por un hipergrafo por ejemplo. O
bien, modelos en los que, dado un grafo de comunicaciones, el valor que pueda obtener un
grupo de jugadores no dependa so´lo de sus componentes conexas en el grafo, sino tambie´n
de la estructura interna de estas componentes 2.
En el a´mbito de la teor´ıa econo´mica, se pueden encontrar adema´s otros dos tipos principales
de modelos que hagan uso conjunto de los conceptos de la teor´ıa de juegos y el ana´lisis
de redes sociales: Por un lado, los modelos juego-teo´ricos de formacio´n de redes, en cuyo
estudio Aumann y Myerson (1988) fueron de nuevo pioneros 3, y en los que, utilizando
herramientas de la teor´ıa de juegos, se analiza co´mo pueden formarse redes sociales reales
2Slikker y van den Nouweland (2001) hacen una detallada revisio´n de todos estos modelos.
3Tanto Robert J. Aumann, en el an˜o 2005, como Roger B. Myerson, en el 2007, han sido galardonados
recientemente con el premio Nobel de Economı´a por sus aportaciones a la Teor´ıa de Juegos.
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a partir de las interacciones de individuos que persiguen su propio intere´s 4. Y, por el otro,
los de juegos (no cooperativos) que se desarrollan en redes, y que, para una estructura de
red dada, analizan los equilibrios en situaciones en las que los jugadores so´lo interactu´an
con sus vecinos en la red 5. En esencia, se trata por una parte de comprender co´mo las
redes afectan a los resultados econo´micos y, por otra, de analizar co´mo surgen estas redes 6.
Estos dos tipos de modelos, aunque obviamente relacionados con los que aqu´ı se presentan,
no sera´n objeto de nuestro intere´s en esta memoria.
Volvamos entonces nuestra atencio´n a los problemas que se ha planteado durante estos
an˜os el grupo de investigacio´n antes mencionado, y a los que ha intentando dar respuesta
utilizando modelos en la l´ınea de los desarrollados por Myerson. En un principio, decidi-
mos estudiar potenciales medidas juego-teo´ricas de la centralidad de los actores en una red
social. La centralidad es un concepto que los socio´logos han definido con frecuencia so´lo de
modo indirecto. En cualquier caso, la centralidad de un actor en una red social esta´ muy
relacionada con su proximidad a los restantes actores en la red, as´ı como con su capaci-
dad de intermediacio´n, posibilitando o facilitando las comunicaciones entre otros actores.
Algunos an˜os atra´s, Grofman y Owen (1982) hab´ıan sugerido que esta centralidad pod´ıa
medirse basa´ndose en la nocio´n de poder tal y como la entend´ıa la teor´ıa de juegos. En
concreto, propon´ıan utilizar una extensio´n natural del ı´ndice de poder de Banzhaf (1965),
aunque afirmaban tambie´n que lo esencial de su propuesta se mantendr´ıa si, en lugar del
de Banzhaf, se hubiera utilizado algu´n otro ı´ndice de poder.
En el modelo que comenzamos a desarrollar en la primavera del 2001, se identificaba una
4Los cap´ıtulos 1, por M. O. Jackson, y 2, por A. van den Nouweland, en Demange y Wooders (eds.)
(2005) son sendas revisiones de la literatura sobre estos modelos de formacio´n de redes, en los casos no
cooperativo y cooperativo respectivamente.
5Como, por ejemplo, los modelos de evolucio´n espacial de la cooperacio´n, en los que los jugadores en
una red se enfrentan con sus vecinos ma´s pro´ximos en un dilema del prisionero repetido, y que, en general,
muestran co´mo la cooperacio´n puede sobrevivir en ciertas condiciones. Cf. Nowak y May (1992) para ma´s
detalles.
6En los u´ltimos tiempos, y en el marco del intere´s creciente que la teor´ıa econo´mica muestra por los
experimentos (econo´micos) de laboratorio, se han desarrollado tambie´n un cierto nu´mero de investigaciones
sobre el papel de las redes en diferentes contextos experimentales relacionados con la teor´ıa de juegos: redes
de coordinacio´n, o de cooperacio´n, o redes de compra-venta, por ejemplo. Tambie´n trabajos experimentales
sobre formacio´n de redes. Kosfeld (2004) hace una completa revisio´n de este to´pico.
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red social con lo que la Teor´ıa de Juegos llama una situacio´n de comunicacio´n: el par for-
mado por un juego n-personal en forma de funcio´n caracter´ıstica, que refleja los intereses
que motivan las interacciones entre los individuos en la red, y un grafo de comunicaciones
entre dichos individuos. En nuestro propo´sito, la introduccio´n del juego en el modelo nos
permit´ıa enriquecerlo, y poder atender, haciendo variar el juego, a las diferentes concep-
ciones de la centralidad que se encuentran en la literatura. A grandes rasgos, propon´ıamos
identificar la centralidad no con el poder, sino con la variacio´n del poder debida a la es-
tructura social (representada por el grafo). Y, a diferencia de lo que se hac´ıa en Grofman y
Owen (1982), utiliza´bamos el valor de Shapley (1953) como medida del poder. El trabajo
descrito dio lugar a la publicacio´n:
Go´mez, D., Gonza´lez-Arangu¨ena, E., Manuel, C., Owen, G., del Pozo, M. y Teja-
da, J. (2003) Centrality and power in social networks: A game theoretic approach.
Mathematical Social Sciences 46, 27-54.
Los resultados que se presentan en la Seccio´n 2 del segundo cap´ıtulo de esta memoria
(Conjuntos de conexio´n de nodos y ca´lculo del valor de Myerson) aparecen ya en este
primer art´ıculo, si bien es cierto que, all´ı, presentados como herramientas para facilitar el
ca´lculo de las centralidades de los actores en una red social.
Aunque las motivaciones iniciales de los diferentes problemas que nos planteamos durante
los an˜os 2002 y 2003 se manten´ıan en el terreno de las aplicaciones al estudio de las redes
sociales o econo´micas, se obtuvieron tambie´n en ese periodo resultados de cara´cter ma´s
general, o juego-teo´rico, si se prefiere, que se dieron a conocer en las publicaciones:
Go´mez, D., Gonza´lez-Arangu¨ena, E., Manuel, C., Owen, G., del Pozo, M. y Tejada,
J. (2004a) Splitting graphs when calculating Myerson value for pure overhead games.
Mathematical Methods of Operations Research 59, 479-489.
Go´mez, D., Gonza´lez-Arangu¨ena, E., Manuel, C., Owen, G. y del Pozo, M. (2004b) A
unified approach to the Myerson value and the position value. Theory and Decision
56, 63-76.
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En el primero de ellos, nos propusimos averiguar co´mo, en determinadas circunstancias,
puede un grafo de comunicaciones romperse o dividirse en dos o ma´s subgrafos, de modo
que el valor de Myerson de cada jugador en la situacio´n de comunicacio´n original pue-
da calcularse con facilidad a partir de los valores de Myerson de dicho jugador en cada
una de las situaciones de comunicacio´n que resulten de la citada divisio´n. Los resultados
correspondientes se recogen en la Seccio´n 4 del Cap´ıtulo 2 de esta memoria.
El propo´sito inicial de los trabajos que condujeron a la publicacio´n del segundo de estos
art´ıculos fue el de encontrar, para el ca´lculo del valor posicional, resultados en la l´ınea
de los anteriormente alcanzados para el ca´lculo del valor de Myerson. Logramos probar
que, para calcular tanto el valor de Myerson como el valor posicional de una situacio´n
de comunicacio´n, puede prescindirse del correspondiente juego inducido, utilizando en su
lugar los conceptos de regla de reparto para grafos y de grafo de conexio´n de un conjunto
de nodos. Los valores de una y otra regla de reparto difieren so´lo en la regla de reparto
para grafos asociada. Estos resultados se presentan en la Seccio´n 3 del Cap´ıtulo 2 de esta
memoria.
Durante el an˜o 2004, el grupo, cuya composicio´n fue sufriendo inevitablemente alguna
modificacio´n a lo largo del tiempo, con incorporaciones puntuales y alejamientos, que es-
tamos seguros sera´n temporales, relacionados en general con las circunstancias vitales de
sus diversos integrantes, centro´ su atencio´n en el estudio de otra de las caracter´ısticas de
las redes sociales, que los socio´logos llaman cohesividad, y que definen como la tendencia
de un grupo a mantenerse unido o, en un planteamiento alternativo pero sime´trico, co-
mo su resistencia a fragmentarse. Busca´bamos una medida basada en la teor´ıa de juegos
cooperativos para la cohesividad de los grupos o clases en una red social. Y, de nuevo,
en el marco de las situaciones de comunicacio´n. Con este propo´sito, dada una red so-
cial y el grafo (determinista) subyacente, consideramos un grafo aleatorio asociado, en el
que las comunicaciones directas entre dos actores, representadas en el modelo cla´sico por
aristas del grafo uniendo los nodos correspondientes, existen con probabilidad 1/2, e inde-
pendientemente unas de otras. En otros te´rminos, asociamos a la red de comunicaciones
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determinista original una aleatoria, en la que se supone una distribucio´n de probabilidad
uniforme sobre el conjunto de los subgrafos del grafo (determinista) subyacente. En nues-
tra propuesta, se mide la cohesividad de un grupo en la red social como la proporcio´n de
su valor que el grupo conserva al pasar de la situacio´n de comunicacio´n determinista dada
a la situacio´n aleatoria asociada descrita. Estos trabajos aparecieron publicados como:
Go´mez, D., Gonza´lez-Arangu¨ena, E., Manuel, C., Owen, G., del Pozo, M. y Saboya´,
M. (2008a) The cohesiveness of subgroups in social network: A view from game
theory. Annals of Operation Research 158, 33-46.
El estudio de los grafos aleatorios en relacio´n con la medida propuesta para la cohesividad
nos llevo´ a continuacio´n a plantearnos la posibilidad de generalizar el modelo de Myerson,
suponiendo que el grafo de comunicaciones, en lugar de determinista, fuera aleatorio. O,
ma´s formalmente, lo que llamamos en nuestro modelo un grafo probabil´ıstico generalizado,
que no es ma´s que una distribucio´n de probabilidad sobre la familia de todos los grafos (de-
terministas) posibles con un conjunto fijo de nodos. Los resultados que se obtuvieron, que
incluyen una extensio´n del valor de Myerson para este tipo de situaciones de comunicacio´n
y un par de caracterizaciones de dicho valor, dieron lugar al trabajo que se publico´ como:
Go´mez, D., Gonza´lez-Arangu¨ena, E., Manuel, C. y Owen, G. (2008b) A value for
probabilistic communication situations. European Journal of Operational Research
190, 539-556,
y cuyo contenido se recoge en lo esencial en el Cap´ıtulo 3 de esta memoria.
A partir del oton˜o del an˜o 2006, y de nuevo en la l´ınea de considerar diferentes aplicaciones
de la teor´ıa de juegos al estudio de las redes sociales, nos planteamos la posibilidad de
definir una medida de centralidad para redes sociales dirigidas, en las que las relaciones
binarias entre actores pueden, por diferentes motivos, no ser sime´tricas, y se representan
en el modelo por aristas orientadas o arcos en un grafo dirigido. Generalizar´ıamos as´ı la
medida propuesta anteriormente para redes sociales no dirigidas. Para ello, necesita´bamos
en primer lugar extender el modelo de Myerson, considerando la posibilidad de que las
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restricciones en las comunicaciones se representaran por medio de un grafo dirigido, en lu-
gar de mediante un grafo no dirigido, como se hace en el modelo cla´sico. Pronto llegamos
a la conviccio´n de que, si pretend´ıamos extender el modelo de Myerson en la direccio´n
citada, deb´ıamos considerar tambie´n la eventualidad de que el juego que representa los
intereses de los jugadores fuera no un juego TU cla´sico, sino un juego generalizado, del tipo
de los introducidos por Nowak y Radzik (1994). Tambie´n Sa´nchez y Bergantin˜os (1997,
1999, 2001) hab´ıan estudiado estos modelos, en los que el orden en el que los jugadores
se incorporen a una coalicio´n puede afectar al pago que esta reciba. Se invito´ a participar
en este trabajo al profesor van den Brink, que hab´ıa dedicado anteriormente alguna aten-
cio´n a temas muy relacionados con el que nos ocupaba, y con el que mantenemos desde
entonces una estrecha colaboracio´n. Como en el caso de las situaciones de comunicacio´n
probabil´ısticas generalizadas, se obtuvieron resultados que extienden el valor de Myerson
a este nuevo tipo de situaciones de comunicacio´n, y un par de caracterizaciones del va-
lor definido. El estado actual de nuestras investigaciones en este to´pico se recoge en la
publicacio´n interna:
Gonza´lez-Arangu¨ena, E., Manuel, C., Go´mez, D. y van den Brink, R. (2008) A Va-
lue for Directed Communication Situations. Tinbergen Institute Discussion Papers
08-006/1, Tinbergen Institute, y Cuadernos de trabajo Escuela Universitaria de Es-
tad´ıstica UCM, nu´mero 01/2008.
que se encuentra, a la fecha, en proceso de referee. El Cap´ıtulo 4 de esta memoria se
basa, en lo esencial, en los contenidos de la citada publicacio´n interna. Por otra parte, se
encuentra en una fase avanzada de su elaboracio´n otro trabajo, relacionado con el anterior,
sobre medidas juego-teo´ricas de la centralidad en redes sociales dirigidas.
Se dijo al principio que el intere´s inicial del grupo fue el de analizar algunas de las posibles
aplicaciones de la teor´ıa de juegos cooperativos al estudio de las redes sociales. A pesar
de ello, a lo largo de esta memoria nos centraremos en la exposicio´n de los aspectos
ma´s propiamente juego-teo´ricos de los resultados obtenidos, y se hara´n referencias so´lo
circunstanciales a las aplicaciones ma´s directas de dichos resultados al terreno del ana´lisis
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de redes sociales. El motivo no es en absoluto el que estas aplicaciones se consideren de
menor relevancia, sino el hecho de que otra de las integrantes del grupo de trabajo al que
nos hemos venido refiriendo en esta introduccio´n, la profesora del Pozo, incluira´ dichos
materiales entre los contenidos en su memoria para optar al grado de Doctor en Ciencias
Matema´ticas que, en la actualidad, se encuentra redactando.
Para acabar con esta introduccio´n, y como en una parte considerable se ha avanzado en
los pa´rrafos anteriores, lo que resta de esta memoria se organiza como sigue: Despue´s de
un primer cap´ıtulo dedicado a los preliminares, en el Cap´ıtulo 2 se agrupan aquellos re-
sultados relacionados con el propo´sito de simplificar, bien sea conceptualmente o desde el
punto de vista computacional, el ca´lculo del valor de Myerson y/o el valor posicional de
una situacio´n de comunicacio´n cla´sica, mientras que en los Cap´ıtulos 3 y 4 se presentan
sendas generalizaciones o extensiones del modelo de Myerson. En el 3, las que llamamos
situaciones de comunicacio´n probabil´ısticas generalizadas, en las que las restricciones a las
comunicaciones, que Myerson modelo´ mediante un grafo determinista, se reflejan mediante
un par, que llamamos grafo probabil´ıstico generalizado, formado por un conjunto de redes
distintas y una distribucio´n de probabilidad sobre este conjunto. Y, en el 4, las situacio-
nes de comunicacio´n dirigidas, en las que el juego TU cla´sico del modelo de Myerson se
sustituye por un juego generalizado y el grafo no dirigido por uno dirigido. Por u´ltimo,
en el Cap´ıtulo 5 se exponen brevemente algunas de las preguntas que nos formulamos en
relacio´n con los resultados y modelos que aparecen en esta memoria, y que au´n no hemos
sabido o tenido tiempo de responder, y las l´ıneas de investigacio´n que nos proponemos
explorar, de forma ma´s o menos inmediata, con el fin de dar contestacio´n, en la medida
de nuestras fuerzas, a dichas preguntas.
Cap´ıtulo 1
Preliminares: Juegos y grafos
En este cap´ıtulo se presentan aquellos conceptos y herramientas matema´ticas que se uti-
lizan con frecuencia a lo largo del trabajo: los juegos n-personales cooperativos en forma
de funcio´n caracter´ıstica, los grafos y las situaciones de comunicacio´n, que surgen al con-
siderar conjuntamente juegos y grafos.
Se ha procurado, con el fin de facilitar la lectura de esta memoria, incluir aquellos conceptos
o resultados que aparecen so´lo en un cap´ıtulo, o en una seccio´n de un cap´ıtulo (como los
grafos probabil´ısticos, los juegos generalizados o los grafos dirigidos, por ejemplo), en los
preliminares o en la introduccio´n del correspondiente cap´ıtulo o seccio´n, segu´n sea el caso.
1.1. Juegos en forma de funcio´n caracter´ıstica
La teor´ıa de juegos cooperativos no construye un modelo de juego a partir de una descrip-
cio´n minuciosa del entorno estrate´gico. El orden de los movimientos de los jugadores, el
conjunto de acciones disponibles para cada uno de ellos en cada uno de sus movimientos
y/o las consecuencias en te´rminos de pagos a los jugadores de cada uno de los posibles
desarrollos del juego son elementos esenciales en los distintos tipos de modelos al uso en el
ana´lisis de juegos no cooperativos. Por su parte, la teor´ıa de juegos cooperativos reduce la
informacio´n en el modelo a la forma coalicional: los pagos que cada coalicio´n puede ase-
10
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gurarse, representados por un nu´mero real. La principal ventaja de este tipo de modelos
es su utilidad pra´ctica, pues su estructura los hace en muchos sentidos ma´s tratables que
los modelos de juegos no cooperativos, ya sean en forma normal o extensiva.
Sea N = {1, 2, . . . , n} un conjunto finito de jugadores. Llamaremos coalicio´n a cualquiera
de los 2n subconjuntos de N , y 2N representara´ el conjunto de estas coaliciones. Un
juego coalicional es un par (N, v), donde v, la funcio´n caracter´ıstica, es una funcio´n real
definida en 2N , que satisface v(∅) = 0. Para cada coalicio´n S ∈ 2N , v(S) representa la
cantidad que los jugadores de S pueden obtener por ellos mismos si deciden cooperar, e
independientemente de la actitud de los jugadores de la coalicio´n complementaria N \ S.
Impl´ıcitamente, se esta´ suponiendo en el modelo que, si los jugadores de S forman una
coalicio´n, son capaces de alcanzar acuerdos vinculantes. Se supone tambie´n, en general, que
la funcio´n caracter´ıstica se expresa en unidades de utilidad infinitamente divisibles, que
pueden transferirse (sin costes de transaccio´n) entre los jugadores. Los juegos coalicionales
se conocen tambie´n como juegos en forma de funcio´n caracter´ıstica o, para abreviar, como
juegos TU (por Transferencia de Utilidad) 1. Cuando no haya ambigu¨edad con respecto a
N , identificaremos el juego (N, v) con su funcio´n caracter´ıstica v.
Notaremos s el cardinal de la coalicio´n S ⊂ N y GN la clase de los juegos coalicionales
con conjunto de jugadores N . En este conjunto GN se definen dos operaciones internas,
suma y producto, y una multiplicacio´n por escalares (nu´meros reales) del modo siguiente.
Dados (N, v) y (N,w) ∈ GN y λ ∈ IR, se definen los juegos:
(N, v + w) ∈ GN , con (v + w)(S) = v(S) + w(S) para todo S ⊂ N.
(N, v · w) ∈ GN , con (v · w)(S) = v(S) · w(S) para todo S ⊂ N.
(N,λv) ∈ GN , con (λv)(S) = λ v(S) para todo S ⊂ N.
El conjunto GN , junto con las operaciones suma y producto por escalares, tiene estructura
1Si por algu´n motivo no fuera posible la transferencia de utilidad entre los jugadores de un juego n-
personal cooperativo, la forma coalicional pierde la capacidad de representar adecuadamente la situacio´n.
En ese caso, se utilizan otras formas de representacio´n, y se habla de juegos NTU.
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de espacio vectorial sobre el cuerpo de los nu´meros reales, con dimensio´n 2n−1. La base de
unanimidad de este espacio GN esta´ formada por los juegos de unanimidad {uS}∅6=S⊂N ,
cuya funcio´n caracter´ıstica se define:
uS (T ) =
 1, si S ⊂ T0, en otro caso , para todo S ⊂ N con S 6= ∅.
Dado un juego v ∈ GN , {∆v(S)}∅6=S⊂N es el conjunto de los coeficientes de unanimidad
de v (las coordenadas de v en la base de unanimidad). As´ı, para todo v ∈ GN , tenemos:
v =
∑
∅6=S⊂N
∆v(S)uS .
Los coeficientes ∆v(S) se pueden calcular a partir de la funcio´n caracter´ıstica v utilizando
la relacio´n:
∆v(S) =
∑
T⊂S
(−1)s−tv(T ), para todo S ∈ 2N \ {∅}. (1.1)
Dados un juego (N, v) ∈ GN , un jugador i ∈ N y una coalicio´n S ⊂ N \ {i}, llamaremos
contribucio´n marginal del jugador i a la coalicio´n S en el juego v a la diferencia:
v(S ∪ {i})− v(S).
En relacio´n con la definicio´n anterior, dados un juego (N, v) ∈ GN y dos jugadores i, j ∈ N ,
se dice que:
i es un jugador nulo, si
v(S ∪ {i})− v(S) = 0 para todo S ⊂ N \ {i},
es decir, si sus contribuciones marginales a cualquier coalicio´n son nulas.
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i es un jugador pasivo (o un pelele), si
v(S ∪ {i})− v(S) = v({i}) para todo S ⊂ N \ {i}.
Para aquellos jugadores para los que v({i}) = 0, los conceptos de jugador nulo y
jugador pasivo coinciden.
i y j son sime´tricos, si
v(S ∪ {i}) = v(S ∪ {j}) para todo S ⊂ N \ {i, j},
es decir, si, para toda coalicio´n a la que no pertenezca ninguno de los dos jugadores,
las contribuciones marginales de uno y otro son iguales. Dos jugadores sime´tricos
desempen˜an papeles en el juego que son, a todos los efectos, intercambiables.
1.1.1. Clases de juegos
Diferentes propiedades de la funcio´n caracter´ıstica nos permiten definir las diversas clases
especiales de juegos TU que aparecera´n en esta memoria. Un juego (N, v) ∈ GN diremos
que es:
0-normalizado, si:
v({i}) = 0 para todo i ∈ N.
En este trabajo utilizaremos en ocasiones GN0 , el subespacio de G
N formado por los
juegos 0-normalizados con conjunto de jugadores N . La familia {uS}S⊂N, s≥2 es una
base del subespacio GN0 .
(0, 1)-normalizado, si:
v({i}) = 0 para todo i ∈ N, y v(N) = 1.
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Mono´tono, si:
v(S) ≤ v(T ), para todos S y T ⊂ N tales que S ⊂ T,
es decir, si al incorporarse jugadores a una coalicio´n, el valor de la misma no dismi-
nuye. La propiedad de monoton´ıa intenta preservar la idea de que ”mayor es mejor”.
Un juego es mono´tono si y solo si, para todo jugador i ∈ N , sus contribuciones
marginales v(S ∪ {i})− v(S) a cada coalicio´n S ⊂ N \ {i} son no negativas.
Superaditivo, si:
v(S ∪ T ) ≥ v(S) + v(T ), para todos S y T ⊂ N tales que S ∩ T = ∅.
En los juegos superaditivos, la fusio´n de coaliciones disjuntas no puede empeorar
las expectativas de cada una de ellas. La superaditividad, en general, no implica
monoton´ıa. Una condicio´n suficiente para que se de´ esta implicacio´n es que el juego
v sea, adema´s, no negativo, es decir, que satisfaga v(S) ≥ 0 para todo S ⊂ N .
Aditivo, si:
v(S ∪ T ) = v(S) + v(T ), para todos S y T ⊂ N tales que S ∩ T = ∅.
Un juego aditivo se dice tambie´n que es no esencial y satisface trivialmente que
v(S) =
∑
i∈S v({i}) para todo S ⊂ N . Para estos juegos el incentivo a la cooperacio´n
desaparece y, por tanto, es irrelevante cua´les sean las coaliciones que realmente se
formen, pues esto no supone ninguna diferencia en los pagos a los jugadores.
Esencial, si:
v(N) >
∑
i∈N
v({i}).
Si v es un juego superaditivo, se cumplira´ siempre que v(N) ≥ ∑i∈N v({i}), pero
so´lo en el caso de los juegos esenciales sera´ de intere´s el ana´lisis del comportamiento
estrate´gico.
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Si v ∈ GN es un juego esencial, se define la (0, 1)-normalizacio´n de v como el juego
v0 ∈ GN con funcio´n caracter´ıstica:
v0(S) =
v(S)−∑i∈S v({i})
v(N)−∑i∈N v({i}) , para todo S ⊂ N.
No´tese que v0({i}) = 0 para todo i ∈ N , y v0(N) = 1. Por tanto, v0 ∈ GN0 para
todo juego esencial v ∈ GN . Dados dos juegos esenciales v y w ∈ GN , se dice que
son estrate´gicamente equivalentes si v0 = w0. Si dos juegos son estrate´gicamente
equivalentes, las motivaciones estrate´gicas de los jugadores en uno y otro son las
mismas. La equivalencia estrate´gica es, obviamente, una relacio´n de equivalencia en
la familia de los juegos esenciales. Cada clase de equivalencia contendra´ un u´nico
juego (0, 1)-normalizado, su representante cano´nico.
De suma constante, si:
v(S) + v(N \ S) = v(N), para todo S ⊂ N.
Si, adema´s, es v(N) = 0, se dice que el juego es de suma nula. Todo juego aditivo
es, obviamente, de suma constante. El rec´ıproco, en general, no es cierto. Basta
considerar el juego (N, v) con N = {1, 2, 3} y v(S) = 1 si s ≥ 2 y 0 en otro caso. Es
fa´cil ver que es de suma constante pero no aditivo.
Convexo, si:
v(S ∪ T ) + v(S ∩ T ) ≥ v(S) + v(T ), para todos S y T ⊂ N.
La convexidad es una condicio´n ma´s fuerte que la superaditividad. Los juegos con-
vexos fueron estudiados en primer lugar por Shapley (1971), y presentan algunas
propiedades atractivas. Una definicio´n alternativa es la siguiente: un juego (N, v) es
convexo si para todo i ∈ N y para cualesquiera coaliciones S, T ⊂ N \{i} con S ⊂ T ,
es:
v(T ∪ {i})− v(T ) ≥ v(S ∪ {i})− v(S).
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As´ı, en un juego convexo, la contribucio´n marginal v(S ∪ {i})− v(S) de un jugador
i a una coalicio´n S ⊂ N \ {i} no decrece si a esta se incorporan nuevos miembros.
Casi-positivo, si:
∆v(S) ≥ 0 para todo S ⊂ N con S 6= ∅,
es decir, si todos sus coeficientes de unanimidad son no negativos. Todo juego casi-
positivo es convexo. El rec´ıproco, en general, no es cierto.
Simple, si:
v(S) = 1 o´ 0, para todo S ⊂ N.
Con frecuencia, se piensa en los juegos simples (Shapley (1962)) como juegos de
votacio´n, o modelos de las reglas de decisio´n de un determinado organismo pol´ıtico,
como una ca´mara legislativa, por ejemplo. Las coaliciones S para las que v(S) = 1 se
llaman coaliciones ganadoras y, obviamente, aque´llas para las que v(S) = 0 se dice
que son coaliciones perdedoras. Un juego simple queda completamente determinado
por su conjunto de coaliciones ganadoras. Un juego de votacio´n es un juego simple,
no trivial y mono´tono. Es decir, un juego con v(N) = 1 y en el que, dadas dos
coaliciones S y T ⊂ N con S ⊂ T , si S es ganadora, entonces T ha de serlo tambie´n.
Sime´trico, si:
Existe una funcio´n f : N ∪ {0} → IR tal que, para todo S ⊂ N , es v(S) = f(s).
En otros te´rminos, un juego v ∈ GN es sime´trico si cualesquiera dos jugadores i
y j ∈ N son sime´tricos en (N, v). En un juego sime´trico, el valor de una coalicio´n
depende so´lo del nu´mero de jugadores que la integren, y no de la identidad de los
mismos.
Dados un juego (N, v) y una coalicio´n S ⊂ N , la restriccio´n del juego v a la coalicio´n S es
el juego que notaremos v|S , con conjunto de jugadores S, y definido v|S (T ) = v(T ) para
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todo T ⊂ S. En ocasiones, nos referiremos tambie´n al conjunto de los juegos de la forma
(S, v|S ) con S ⊂ N como los subjuegos de v.
En relacio´n con uno de los conceptos de solucio´n ma´s relevantes en la teor´ıa de los juegos
cooperativos, el de core, que definiremos a continuacio´n, es importante tambie´n la clase
de los juegos equilibrados. Sea, para cada S ⊂ N , δ(N,S) = (δi(N,S))i∈N el (vector)
indicador de (los elementos de) la coalicio´n S en N , definido:
δi(N,S) =
 1, si i ∈ S,0, si i ∈ N \ S. (1.2)
Diremos que una aplicacio´n B : 2N \ {∅} → [0, 1] es equilibrada si:
∑
S∈2N\{∅}
B(S) δ(N,S) = δ(N,N).
As´ı, un juego (N, v) ∈ GN diremos que es:
Equilibrado, si:
Para toda aplicacio´n equilibrada B,
∑
S∈2N\{∅}
B(S)v(S) ≤ v(N).
Para n = 2, por ejemplo, es inmediato comprobar que un juego es equilibrado si y
so´lo si es superaditivo. Pero tambie´n es fa´cil ver que este resultado no se mantiene
para n ≥ 3.
Totalmente equilibrado, si:
Es equilibrado y, para todo S ⊂ N , el subjuego (S, v|S ) es tambie´n equilibrado.
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1.1.2. Conceptos de solucio´n: El Core y el valor de Shapley
Un problema que se presenta de forma natural el estudiar los juegos coalicionales es el
de determinar, supuesto que se forma la gran coalicio´n, N , co´mo deber´ıan los jugadores
repartirse, si actu´an de un modo racional, la cantidad v(N). En general puede hablarse de
dos tipos de conceptos de solucio´n: de conjunto, que intentan seleccionar, de entre todos
los repartos posibles, un subconjunto (potencialmente vac´ıo) que se considere congruente
con un determinado criterio de racionalidad, y de punto, que seleccionan uno de entre
todos los repartos posibles. Entre los primeros, nos detendremos en el core y, entre los
segundos, en el valor de Shapley, que, adema´s de ser seguramente los ma´s relevantes en
sus respectivas clases, son los u´nicos que se utilizan en esta memoria.
El Core
Dado un juego (N, v) ∈ GN , diremos que un vector de pagos x = (x1, x2, . . . , xn) ∈ IRn es
una imputacio´n si es eficiente e individualmente racional. Notaremos E(N, v) el conjunto
de todas las imputaciones del juego v. Formalmente:
E(N, v) =
{
x ∈ IRn/ xi ≥ v({i}) para todo i ∈ N, y
∑
i∈N xi = v(N)
}
.
Desafortunadamente, la racionalidad individual y la eficiencia no siempre son compatibles.
Una condicio´n necesaria para que el conjunto de las imputaciones E(N, v) sea no vac´ıo es
que el juego v satisfaga v(N) ≥∑i∈N v({i}).
La nocio´n de Core como concepto de solucio´n general de un juego TU fue desarrollada por
Shapley (1952) y Gillies (1953, 1959). El core de un juego (N, v) ∈ GN , que notaremos
C(N, v), se define como el conjunto de las imputaciones que son, adema´s, colectivamente
racionales para toda coalicio´n. Una imputacio´n esta´ en el core si ninguna coalicio´n puede
forzar un cambio en el reparto que incremente su parte en el mismo. Formalmente:
C(N, v) =
{
x ∈ IRn / ∑i∈N xi = v(N), y ∑i∈S xi ≥ v(S) para todo S ⊂ N} .
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De todos los conceptos de solucio´n en la teor´ıa de juegos cooperativos, el core es, quiza´, el
ma´s intuitivo. A pesar de ello, presenta propiedades que no en todos los casos se conside-
rara´n deseables. Entre ellas, el hecho de que no proporciona, en general, un u´nico vector
de pagos para cada juego (lo que, por otra parte, puede resultar enriquecedor en ocasio-
nes) o, lo que es peor, que puede ser vac´ıo. Bondareva (1963) y Shapley (1967) probaron,
independientemente uno de otro, que el core de un juego (N, v) es no vac´ıo si y so´lo si
(N, v) es un juego equilibrado.
El valor de Shapley
Cuando se publico´ el art´ıculo de Shapley (1953) titulado ”A Value for n-Person Games”,
no exist´ıa au´n ningu´n concepto de solucio´n puntual que asignara un u´nico vector de pagos
a cada juego coalicional. Utilizando una aproximacio´n axioma´tica, Shapley construyo´ una
solucio´n que, a lo largo del u´ltimo medio siglo, ha sido, con diferencia, la que ma´s atencio´n
ha recibido, de entre las de su clase, por parte de los investigadores en teor´ıa de juegos.
Un operador Φ que asigna, a cada juego (N, v) ∈ GN , un vector Φ(N, v) ∈ IRn diremos
que es un valor. Para cada i = 1, 2, . . . , n, Φi(N, v) representa el pago al jugador i en el
juego v (o, alternativamente, una medida del poder 2 de i en el juego).
Shapley presento´ su valor como un operador que asignaba a cada jugador su contribucio´n
marginal esperada, tomando esta esperanza con respecto a una distribucio´n uniforme
discreta sobre el conjunto de todas las permutaciones de N , el conjunto de los jugadores.
Formalmente, dado un juego (N, v) ∈ GN , se define el valor de Shapley del juego v, que
notaremos Sh(N, v), del modo siguiente:
Shi(N, v) =
∑
S⊂N\{i}
(n− s− 1)! s!
n!
(v(S ∪ {i})− v(S)), para todo i ∈ N. (1.3)
2El concepto de ”I´ndice de Poder” se introdujo inicialmente para los juegos simples. Shapley y Shu-
bik (1954) propusieron utilizar el valor de Shapley para medir el poder de los miembros del Consejo de
Seguridad de las Naciones Unidas.
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Shapley justifico´ esta definicio´n mediante una elegante caracterizacio´n axioma´tica, basada
en cuatro axiomas o propiedades que deber´ıa satisfacer un valor Φ. A saber:
Eficiencia. Para todo juego (N, v) ∈ GN : ∑i∈N Φi(N, v) = v(N).
Simetr´ıa. Si i y j ∈ N son sime´tricos en (N, v), entonces: Φi(N, v) = Φj(N, v).
Jugador pasivo. Si i ∈ N es un jugador pasivo, entonces: Φi(N, v) = v({i}).
Aditividad. Dados dos juegos v y w ∈ GN : Φi(N, v + w) = Φi(N, v) + Φi(N,w).
Shapley (1953) probo´ que existe un u´nico valor que satisfaga las cuatro propiedades de
eficiencia, simetr´ıa, del jugador pasivo y aditividad: el definido en la Ecuacio´n (1.3) 3.
Caracterizaciones axioma´ticas alternativas para el valor de Shapley se han dado posterior-
mente, por ejemplo, por Myerson (1980), Young (1985), Hart y Mas-Colell (1989), Chun
(1989), Hamiache (2001), van den Brink (2001) o Kongo et al. (2007). Dubey (1975) lo
caracterizo´ en la importante subclase de los juegos simples, y Neyman (1989) en la clase
aditiva generada por un u´nico juego.
El valor de Shapley es lineal y es fa´cil ver que, para todo S ⊂ N :
Sh(N,uS ) =
δ(N,S)
|S| , (1.4)
es decir, para cada juego uS de la base de unanimidad, el valor de Shapley reparte iguali-
tariamente la unidad entre los jugadores de la coalicio´n S. Y por tanto, para todo v ∈ GN :
Sh(N, v) =
∑
∅6=S⊂N
∆v(S)
δ(N,S)
|S| .
El valor de Shapley a menudo se ha interpretado y utilizado como una regla para repartir
beneficios o costes colectivos. Esta interpretacio´n asume impl´ıcitamente la existencia de
3En realidad, la formulacio´n original de Shapley era algo diferente de la aqu´ı expuesta, pues consideraba
todos los juegos que pod´ıan jugar un nu´mero finito de jugadores de un cierto universo U , potencialmente
infinito. En este contexto los axiomas de eficiencia y del jugador pasivo se fund´ıan en una u´nica propiedad.
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algu´n tipo de autoridad central independiente que determina los pagos a los jugadores
basa´ndose en los axiomas que caracterizan el valor. Esta suposicio´n no siempre es realista
y, en ocasiones, los jugadores que se sientan insatisfechos con el reparto pondra´n en duda
la equidad de la regla, proponiendo la sustitucio´n de uno o ma´s de los axiomas que la
sustentan. Diversos autores se han enfrentado al problema de encontrar un mecanismo
descentralizado en el que los individuos se comporten estrate´gicamente en ausencia de una
autoridad reguladora y que justifique el reparto propuesto por Shapley. Estos trabajos
se pueden encuadrar en un ”programa” ma´s general, preocupado por la construccio´n de
juegos de regateo (no cooperativos) cuyos equilibrios coincidan con alguno de los diversos
conceptos de solucio´n para juegos cooperativos.
Harsanyi (1985) fue el primero en enfrentarse con el valor de Shapley desde este punto de
vista. Winter (2002) hace una recensio´n detallada de la literatura al respecto y, en general,
es una revisio´n notable sobre el valor de Shapley, que se centra en aspectos te´cnicos, como
las diferentes axiomatizaciones. Un trabajo ma´s reciente de Moretti y Patrone (2008)
presenta una excelente coleccio´n de aplicaciones.
1.2. Grafos
Un grafo (finito), que por defecto es no dirigido, y que identificaremos frecuentemente en
esta memoria con una red de comunicaciones, es un par (N, γ), en el que N = {1, 2, . . . , n}
es un conjunto finito de puntos, ve´rtices o nodos y γ un conjunto de l´ıneas o aristas, es
decir, pares no ordenados {i, j} con i, j ∈ N e i 6= j 4. Notaremos ΓN la familia de todos
4Diferentes autores mantienen opiniones distintas sobre el uso de los te´rminos ve´rtice, nodo o punto y
arista o l´ınea. Tutte, por ejemplo, en su obra Graph Theory, afirma que ”La terminolog´ıa de la Teor´ıa
de Grafos no esta´ todav´ıa estandarizada. Algunos autores prefieren...” (Tutte, (2001), p. 1), y manifiesta
su preferencia por ve´rtice y arista respectivamente. En los trabajos sobre redes sociales, sin embargo, y en
general, se prefiere nodo (o actor) a ve´rtice. En cualquier caso, y con el u´nico fin de evitar ambigu¨edades,
en este trabajo se utilizara´ en adelante nodo en lugar de ve´rtice en todos los casos y, o bien arista, que
notaremos como el conjunto (no ordenado) l = {i, j}, cuando se haga referencia a un grafo no dirigido, o
bien arco, que notaremos como el par ordenado a = (i, j), en el caso de los grafos dirigidos o digrafos.
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los grafos con conjunto de nodos N . Cuando no haya ambigu¨edad con respecto a N , nos
referiremos al grafo (N, γ) como γ. Si η ⊂ γ, diremos que (N, η) es un subgrafo de (N, γ).
Dados i, j ∈ N , si {i, j} ∈ γ diremos que i y j esta´n directamente conectados en γ. Si i y
j no esta´n directamente conectados en γ pero existe un camino que los conecta, es decir,
si para un cierto t > 2 existe una sucesio´n (i1 = i, i2, ..., it = j) tal que {ik, ik+1} ∈ γ
para todo k ∈ {1, ..., t − 1}, diremos que esta´n indirectamente conectados. Utilizaremos
el te´rmino conectados en el grafo para referirnos indistintamente a una u otra de las
situaciones anteriores. Un grafo (N, γ) es conexo si dos nodos cualesquiera de N , i y j,
esta´n conectados en γ. Consideraremos tambie´n conexo todo grafo con un u´nico nodo. Un
subconjunto S ⊂ N es conexo en (N, γ) si el grafo parcial (S, γ|S ) es conexo, siendo γ|S el
conjunto de las aristas {i, j} ∈ γ en las que i y j son elementos de S. En consecuencia,
dados un grafo (N, γ) e i ∈ N , consideraremos conexo en (N, γ) el subconjunto {i}. De
las anteriores definiciones se sigue que, dados un grafo (N, γ) y un par de nodos i, j ∈ N ,
es posible que i y j este´n conectados en γ pero el conjunto S = {i, j} no sea conexo en
(N, γ); para ello basta, obviamente, con que i y j este´n indirectamente conectados en γ.
Dado un grafo (N, γ), la relacio´n de equivalencia ”estar conectado con” induce una par-
ticio´n de N en componentes conexas. Dos nodos i y j (i 6= j) esta´n en la misma componen-
te conexa si y so´lo si esta´n conectados (directa o indirectamente). Llamamos aqu´ı com-
ponente conexa a lo que tambie´n se conoce en la literatura como subconjunto conexo
maximal 5. Notaremos N/γ el conjunto de todas las componentes conexas de N en γ y,
ma´s en general, para cada S ⊂ N , S/γ sera´ el conjunto de todas las componentes conexas
en el grafo parcial (S, γ|S ). Obviamente, el grafo (N, γ) es conexo si y so´lo si |N/γ| = 1 y,
ma´s en general, cada subconjunto S ⊂ N sera´ conexo en (N, γ) si y so´lo si |S/γ| = 1.
Dado i ∈ N , notaremos Ci(N, γ) = {i} ∪ {j ∈ N tales que j e i esta´n conectados} el
elemento de N/γ al que pertenece i. Si Ci(N, γ) = {i}, diremos que i es un nodo aislado.
5Algunos autores (ver, por ejemplo, Slikker y van den Nouweland (2001)) utilizan la expresio´n interna-
mente conexa para referirse a las coaliciones que aqu´ı hemos llamado conexas, y llaman conexa a cualquier
coalicio´n con la propiedad de que exista una componente conexa que la contenga, es decir, a cualquier
coalicio´n conectable en el grafo (N, γ). En el Cap´ıtulo 4, y para dar a los grafos un tratamiento paralelo
al que all´ı se da a los grafos dirigidos, se volvera´ sobre este asunto.
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Notaremos Li(γ) = { {i, j} / j ∈ N e {i, j} ∈ γ } el conjunto de aristas de γ incidentes
en i. Eliminando aquellas aristas de γ que sean incidentes en i, obtendremos el subgrafo
de γ que notaremos γ−i = γ \ Li(γ).
Para cada nodo i ∈ N , notaremos di(N, γ) el grado del nodo i en el grafo γ, que se define:
di(N, γ) = |Li(γ)|,
es decir, el nu´mero de aristas de γ incidentes en i.
Entre los elementos de ΓN , podemos distinguir el grafo vac´ıo, ∅, sin ninguna arista, y el
grafo completo, KN , aquel en el que todos los pares de nodos esta´n directamente conecta-
dos. No´tese que un grafo con conjunto de nodos N es, a la vez, un elemento de ΓN y un
subconjunto (o subgrafo) de KN .
Un ciclo en un grafo (N, γ) es un camino cerrado que no utiliza a ningu´n nodo ma´s de
una vez. Formalmente, es una sucesio´n ordenada de nodos (i1, i2, . . . , it, it+1), con t ≥ 3 y
tal que: {i1, i2, . . . , it} ⊂ N , {ik, ik+1} ∈ γ para todo k ∈ {1, 2, . . . , t}, e it+1 = i1. Diremos
que (N, γ) es un grafo libre de ciclos si para cualesquiera dos nodos i y j ∈ N con i 6= j
y tales que i y j esta´n conectados, existe un u´nico camino en γ que los conecta. Un grafo
libre de ciclos y conexo diremos que es un a´rbol. Un grafo (N, γ) es ciclo-completo si, para
cada ciclo (i1, i2, . . . , it, it+1) en el grafo, el grafo completo de los nodos que intervienen
en el ciclo, K{i1,i2,...,it}, es un subgrafo de (N, γ). Como, obviamente, los grafos libres de
ciclos no contienen ciclos, son trivialmente ciclo-completos, como lo son tambie´n los grafos
completos (N,KN ) pues, para cualquier coalicio´n S ⊂ N , se satisface KS ⊂ KN .
Dados un grafo (N, γ) y una coalicio´n S ⊂ N , definiremos la envoltura conexa de S en
(N, γ), que notaremos H(N, γ, S), del modo siguiente:
H(N, γ, S) =
⋂
{T ⊂ N tales que S ⊂ T y T conexo en (N, γ)}, (1.5)
si S es conectable en (N, γ), y H(N, γ, S) = ∅ si no lo es, es decir, si no existe ningu´n
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conexo T ⊂ N tal que S ⊂ T . Es conveniente hacer notar que esta envoltura conexa
H(N, γ, S), a pesar del nombre, no sera´, en general, un conjunto conexo en el grafo para
un grafo (N, γ) cualquiera, pero s´ı si este es ciclo-completo.
1.3. Juegos con restricciones en la formacio´n de coaliciones
En el estudio de los juegos TU se han dado muy diferentes aproximaciones. Inicialmente,
al pensar en la formacio´n de coaliciones, se supuso que el juego era superaditivo, en el
sentido de que cualesquiera dos coaliciones disjuntas, actuando unidas, podr´ıan obtener al
menos tanto como actuando por separado. En esta situacio´n, era razonable esperar que se
formase la gran coalicio´n N .
Pero, a pesar de ello, muchas situaciones no son superaditivas. Aumann y Dreze (1974),
sugieren diversas razones para la existencia de entornos sociales que den lugar a juegos
que no sean superaditivos. Puntualizan que, en algunos casos:
”actuar juntos puede ser dif´ıcil, costoso o ilegal, o los jugadores pueden, por diferentes
razones personales, no desear hacerlo.” (Aumann y Dreze, 1974, p. 233).
Demange (1994) describe dos fuerzas opuestas que actu´an en la formacio´n de subgrupos.
En primer lugar, el poder de las coaliciones que, en general, crece con su taman˜o, y que
estimula la cooperacio´n; en segundo, la heterogeneidad de los jugadores, que conduce a la
formacio´n de subcoaliciones. Por ejemplo, los individuos forman comunidades con el obje-
tivo de compartir costes de produccio´n (o de distribucio´n) de todo tipo de bienes pu´blicos,
los partidos pol´ıticos forman coaliciones con el fin de obtener ma´s votos, etc. Pero, por otro
lado, si un bien pu´blico es utilizado por muchos consumidores, puede estar lejos de algunos
de ellos, o puede ocurrir que el acceso al mismo este´ sujeto a frecuentes congestiones; o,
en pol´ıtica, formar una gran coalicio´n a menudo significa en u´ltimo extremo no satisfa-
cer a ningu´n votante. Como resultado, aquellos que esta´n pro´ximos, sea en su ubicacio´n
geogra´fica, sea en sus preferencias pol´ıticas, forman subcoaliciones. En consecuencia, dado
un juego n-personal cooperativo, se necesita contestar a dos preguntas fundamentales:
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(i) ¿Que´ coaliciones debemos esperar que se formen?, y (ii) ¿Co´mo deben los jugadores de
cada una de las coaliciones que realmente se formen repartirse el beneficio conjunto?
Estos dos aspectos de un juego coalicional esta´n estrechamente relacionados. Por una parte,
el reparto de los pagos a los jugadores dependera´ de las coaliciones que realmente se hayan
formado pero, por otra, el conjunto de coaliciones que finalmente se forme dependera´ de
los pagos que cada jugador considere que puede obtener de cada una de las posibles
coaliciones. Por tanto, los pagos influyen en la estructura de coaliciones y viceversa.
A pesar de ello, la mayor parte de la investigacio´n en este terreno se ha centrado en
la determinacio´n de los pagos razonables a los jugadores suponiendo la estructura de
coaliciones dada exo´genamente, y esta suposicio´n se va a mantener en algu´n sentido a
lo largo de todo este trabajo, aunque consideremos diferentes modos de imponer dicha
estructura.
El primer modelo en el que, al estudiar un juego TU, se contempla la existencia de res-
tricciones a la formacio´n de coaliciones es el de los juegos cooperativos con estructuras de
coalicio´n, de Aumann y Dreze (1974). En esta aproximacio´n a la posibilidad de una coope-
racio´n restringida o limitada, los autores suponen dada una particio´n de N , el conjunto de
los jugadores, de la forma B = {B1,B2, . . . ,Br}, que llaman estructura de coalicio´n. Las
estructuras de coalicio´n se hab´ıan utilizado previamente en la definicio´n de diferentes con-
ceptos de solucio´n para juegos cooperativos (ver, por ejemplo, Aumann y Maschler (1964),
cuando definen los distintos conjuntos de regateo). Dada una de estas estructuras de coa-
licio´n, los jugadores pueden cooperar u´nicamente dentro de cada una de las coaliciones Bk
que la componen, y no podra´ darse ninguna comunicacio´n entre jugadores que pertenezcan
a diferentes componentes (elementos o coaliciones) de la citada estructura. En el trabajo
se establecen resultados que conectan los diferentes conceptos de solucio´n (como el core,
por ejemplo) definidos para una estructura de coalicio´n B con los mismos conceptos de
solucio´n aplicados a juegos definidos adecuadamente en cada una de las coaliciones Bk de
la familia B.
En el modelo de Aumann y Dreze los jugadores de una componente de la particio´n no
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pueden compartir beneficios con ningu´n jugador fuera de esa componente, lo que justifica
imponer a cualquier regla de reparto la condicio´n de que satisfaga algu´n tipo de eficiencia
en componentes. Pero en el mundo real, la formacio´n de coaliciones a menudo obedece
a razones meramente estrate´gicas, sin imposibilitar posteriores acuerdos y repartos entre
los integrantes de las diversas coaliciones. En esta l´ınea, los modelos de Owen (1977) y
de Hart y Kurz (1983) difieren del de Aumann y Dreze en que no asumen la restriccio´n
de factibilidad de e´ste, en el sentido de que los jugadores de cada coalicio´n Bk ∈ B deban
repartirse precisamente la cantidad v(Bk). Una revisio´n de estos y otros trabajos en esta
l´ınea puede encontrarse en Greenberg (1994).
Myerson (1977) adopta un punto de vista distinto, al suponer que los jugadores cooperara´n
en un juego alcanzando una serie de acuerdos bilaterales entre ellos. Cada uno de estos
acuerdos bilaterales cooperativos puede representarse por un enlace entre los dos jugadores
que alcanzan el acuerdo, de modo que cualquier estructura de cooperacio´n pueda repre-
sentarse a su vez mediante un conjunto de tales enlaces, conjunto que el autor identifica
con un grafo cuyas aristas ser´ıan los enlaces individuales. De este modo, afirma, se pueden
identificar todas las posibles estructuras de cooperacio´n con el conjunto de todos los grafos
definidos en el conjunto de jugadores N . La existencia del grafo implica por tanto que no
todas las coaliciones son posibles. En su modelo, Myerson considera factibles so´lo aquellas
coaliciones que sean conexas en el grafo. Dado un grafo de cooperacio´n γ, la estructura
de coaliciones asociada naturalmente al grafo γ sera´ entonces la particio´n de N en com-
ponentes conexas, N/γ. Estas componentes (conexas) hacen el papel de los elementos de
la particio´n en el modelo de Aumann y Dreze. No´tese, sin embargo, que dos grafos de
cooperacio´n distintos, γ1 y γ2, pueden dar lugar a la misma estructura de cooperacio´n,
por ser N/γ1 = N/γ2. El modelo de Aumann y Dreze puede por tanto considerarse un
caso particular del de Myerson, el que se obtendr´ıa considerando el grafo en el que, para
cada una de las coaliciones Bk de la estructura B, existiera una arista entre dos jugadores
cualesquiera de dicha coalicio´n (y ninguna arista uniendo a jugadores pertenecientes a coa-
liciones distintas); es decir, el grafo que resultar´ıa de la unio´n de los subgrafos completos
para cada una de las coaliciones Bk. En este sentido, el modelo de Myerson es ma´s rico que
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el de Aumann y Dreze, pues permite considerar situaciones en las que el grafo restringido
a cada una de las componentes no sea completo.
En el siguiente apartado uniremos los dos conceptos introducidos en las secciones anterio-
res, juegos coalicionales y redes o grafos, y estudiaremos con un cierto detalle el modelo
que Myerson llamo´ de los juegos con grafos de cooperacio´n y para el que, con el tiempo, se
ha impuesto la denominacio´n de situaciones de comunicacio´n (ver, por ejemplo, Slikker y
van den Nouweland (2001), que hacen una detallada revisio´n de estos modelos).
1.3.1. El modelo de Myerson. Situaciones de comunicacio´n
Una situacio´n de comunicacio´n es una terna (N, v, γ), en la que (N, v) es un juego de GN y
(N, γ) un grafo de ΓN . No se supone ninguna relacio´n particular entre el juego v y el grafo
γ, ma´s alla´ del hecho de que los nodos del grafo sean los jugadores en el juego. Notaremos
CSN el conjunto de todas las situaciones de comunicacio´n con conjunto de nodos N , y
CSN0 la subclase de la anterior en la que el juego subyacente, v, es un juego 0-normalizado.
Dada una situacio´n de comunicacio´n (N, v, γ), Myerson (1977) introdujo el juego restrin-
gido (al grafo) vγ , un juego TU cuyos jugadores son los del juego v y que representa las
posibilidades econo´micas de los jugadores teniendo en cuenta las comunicaciones disponi-
bles. Su funcio´n caracter´ıstica vγ se define:
vγ(S) =
∑
C∈S/γ
v(C), para todo S ∈ 2N . (1.6)
Esta definicio´n admite la siguiente interpretacio´n intuitiva: Si una coalicio´n S dada es
conexa en el grafo (N, γ), es decir, si cada jugador de S puede comunicarse (directa o
indirectamente) con cada uno de los restantes sin necesitar la ayuda (como intermediario)
de alguno o algunos de los jugadores que no esta´n en S, entonces los jugadores de S pueden
coordinarse para obtener la cantidad v(S). Pero si no es conexa, no todos los jugadores de
S podra´n coordinarse con cada uno de los restantes. En este caso, la coalicio´n se dividira´ en
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sus componentes, de acuerdo con la particio´n S/γ. Los jugadores de S debera´n entonces
limitarse a coordinar sus acciones dentro de cada una de estas componentes, y la cantidad
que podra´n obtener sera´ precisamente la que Myerson propuso como definicio´n de vγ(S),
la suma de los v-valores de estas componentes. No´tese que, si la red de comunicaciones es
el grafo completo (N,KN ), entonces todas las coaliciones son conexas en el grafo y el juego
restringido al grafo vKN coincide con el juego original v, lo que resulta natural teniendo
en cuenta que, en este caso, se esta´ suponiendo en el modelo que no existen restricciones
a la formacio´n de coaliciones.
La relacio´n entre los coeficientes de unanimidad del juego subyacente v y del juego restrin-
gido al grafo vγ ilustra el modo en que las restricciones a la comunicacio´n impuestas por
el grafo afectan a cada una de las coaliciones en particular. Owen (1986) obtuvo el primer
resultado en esta l´ınea, va´lido para situaciones de comunicacio´n con grafos libres de ciclos,
que van den Nouweland (1993) extendio´ a un caso ligeramente ma´s general al probar que,
para toda situacio´n de comunicacio´n (N, v, γ) en la que (N, γ) es un grafo ciclo-completo,
resulta:
∆vγ (S) =
∑
∅6=T⊂N ; H(N,γ,T )=S
∆v(T ), para todo S ∈ 2N \ {∅}, (1.7)
donde H(N, γ, T ) es la envoltura conexa de la coalicio´n T en el grafo (N, γ), definida en
(1.5).
Tambie´n ha recibido cierta atencio´n en la literatura el problema que podr´ıamos llamar
de la ”herencia” de propiedades en situaciones de comunicacio´n. Consiste en determinar,
dada una propiedad particular del juego subyacente en la situacio´n de comunicacio´n, v,
que´ condiciones del grafo γ son necesarias y/o suficientes para garantizar que dicha propie-
dad sea satisfecha tambie´n por el juego restringido vγ . Nos limitaremos aqu´ı a enumerar
los resultados ma´s relevantes en este terreno con relacio´n a algunas de estas propiedades.
Superaditividad. Owen (1986) probo´ que, dados un grafo (N, γ) arbitrario y un
juego (N, v) superaditivo, el juego restringido (N, vγ) es superaditivo tambie´n.
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Convexidad. Van den Nouweland y Borm (1991) probaron que: (i) Si (N, v) es
un juego convexo y el grafo (N, γ) es ciclo-completo, entonces el juego restringido
al grafo (N, vγ) es convexo tambie´n y, (ii) Si el grafo (N, γ) no es ciclo-completo,
entonces existe un juego (N, v) tal que el juego restringido al grafo (N, vγ) no es
convexo (por tanto, y en este sentido, la condicio´n de ciclo-completitud del grafo
es una condicio´n no so´lo suficiente, sino tambie´n necesaria para poder garantizar la
herencia de la convexidad).
Juegos equilibrados y totalmente equilibrados. Slikker y van den Nouweland
(2001, th. 3.2, p. 56) prueban que si γ es, o bien el grafo vac´ıo o bien un grafo no
vac´ıo y conexo en ΓN , entonces, para todo juego equilibrado (N, v), el juego (N, vγ)
es tambie´n equilibrado. Anteriormente, van den Nouweland (1993) probo´ que, para
cada γ ∈ ΓN y para todo juego (N, v) totalmente equilibrado, el juego (N, vγ) es
tambie´n totalmente equilibrado.
Inclusio´n del valor de Shapley en el core. Slikker (2000) probo´ que las dos
proposiciones siguientes son equivalentes:
(i) Para todo juego (N, v) ∈ GN con Sh(N, v) ∈ C(N, v) es Sh(N, vγ) ∈ C(N, vγ), y
(ii) (N, γ) es el grafo vac´ıo o el grafo completo.
1.3.2. Reglas de reparto para situaciones de comunicacio´n: El valor de
Myerson, el valor posicional y el de Hamiache
Sea CS∞ = ⋃∞n=1 CSN el conjunto de todas las situaciones de comunicacio´n. Una regla de
reparto definida en una clase CS ⊂ CS∞ de situaciones de comunicacio´n es simplemente
una funcio´n Ψ que asigna un vector de pagos (Ψi(N, v, γ)) i=1,...,n ∈ IRn a cada situacio´n
de comunicacio´n (N, v, γ) en la clase CS.
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El valor de Myerson
Myerson (1977) introdujo una regla de reparto para estas situaciones de comunicacio´n, a
la que posteriormente se ha dado el nombre de valor de Myerson. El valor de Myerson de
una situacio´n de comunicacio´n (N, v, γ), que notaremos µ(N, v, γ), se define como el valor
de Shapley del juego restringido al grafo (N, vγ), es decir:
µ(N, v, γ) = Sh(N, vγ). (1.8)
El valor de Myerson es no so´lo la primera, sino tambie´n la predominante entre todas las
reglas de reparto para situaciones de comunicacio´n que aparecen en la literatura. Satisface
una serie de propiedades, que adema´s permiten caracterizarlo axioma´ticamente, y que
pasamos a definir.
Una regla de reparto Ψ definida en una clase CS de situaciones de comunicacio´n diremos
que satisface la propiedad de:
Descomponibilidad en componentes, si:
Para toda situacio´n de comunicacio´n (N, v, γ) en la clase CS y para todo jugador
i ∈ N , la situacio´n de comunicacio´n (Ci, v|Ci , γ|Ci ) esta´ tambie´n en CS y
Ψi(N, v, γ) = Ψi(Ci, v|Ci , γ|Ci ),
donde, para hacer menos farragosa la notacio´n, se esta´ utilizando Ci para notar
la componente a la que pertenece el jugador i en el grafo (N, γ) que, en la seccio´n
dedicada a los grafos, nota´bamos Ci(N, γ). Una regla de reparto es descomponible en
componentes si la cantidad que asigna a cada jugador depende so´lo de lo que ocurra
en la componente a la que e´ste pertenezca, en el sentido de que dicha cantidad no se
vera´ modificada por cambios en el juego o en el grafo que afecten so´lo a jugadores
pertenecientes a otras componentes.
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Eficiencia en componentes, si:
Para toda situacio´n de comunicacio´n (N, v, γ) en la clase CS y para toda componente
C ∈ N/γ,
∑
i∈C
Ψi(N, v, γ) = v(C).
Una regla de reparto es eficiente en componentes si los jugadores en cada una de las
componentes distribuyen el valor de la misma entre ellos, y no se produce transfe-
rencia de utilidad entre las diferentes componentes en la situacio´n de comunicacio´n.
Equidad, si:
Para toda situacio´n de comunicacio´n (N, v, γ) en la clase CS y para toda arista
{i, j} ∈ γ,
Ψi(N, v, γ)−Ψi(N, v, γ \ {{i, j}}) = Ψj(N, v, γ)−Ψj(N, v, γ \ {{i, j}}).
Una regla de reparto es equitativa si el pago a cada uno de dos jugadores directamente
conectados en la red se modifica en la misma cantidad si se elimina la arista que los
une. Si una regla de reparto es equitativa, satisface el principio de que dos jugadores
deben obtener el mismo beneficio de su acuerdo bilateral.
Contribuciones equilibradas, si:
Para toda situacio´n de comunicacio´n (N, v, γ) en la clase CS y para todo par de
jugadores i, j ∈ N ,
Ψi(N, v, γ)−Ψi(N, v, γ−j) = Ψj(N, v, γ)−Ψj(N, v, γ−i),
donde, recordemos, γ−k = γ \ Lk(γ) es el subgrafo que resulta al eliminar en γ
todas las aristas incidentes en el nodo k. Por tanto, una regla de reparto satisface
la propiedad de contribuciones equilibradas si, para cualesquiera dos jugadores i y
j, el perjuicio que i puede ocasionar a j aisla´ndose en la red (es decir, rompiendo
todas sus relaciones directas -y, por tanto, todas sus relaciones- con los restantes
jugadores) es el mismo que el que j puede ocasionar a i si adopta la misma actitud.
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Estabilidad, si:
Para toda situacio´n de comunicacio´n (N, v, γ) en la clase CS y para toda arista
{i, j} ∈ γ,
Ψk(N, v, γ)−Ψk(N, v, γ \ {{i, j}}) ≥ 0, para k = i, j.
As´ı, una regla de reparto estable tiene la propiedad de que dos jugadores cualesquiera
se benefician siempre si alcanzan un acuerdo bilateral de cooperacio´n. La utilizacio´n
de reglas de reparto estables incentivara´ por tanto los acuerdos bilaterales entre
jugadores y, si el establecimiento de estos acuerdos bilaterales no tuviera coste alguno,
parecer´ıa razonable esperar que la estructura de cooperacio´n del juego fuera el grafo
completo KN .
Myerson (1977) probo´ que la regla de reparto definida en (1.8):
Es la u´nica que, si consideramos la clase CSN de todas las situaciones de comuni-
cacio´n con conjunto de nodos N , satisface eficiencia en componentes y equidad 6. El
resultado constituye, en este sentido, la primera caracterizacio´n axioma´tica del valor
de Myerson.
Si nos restringimos a la clase de las situaciones de comunicacio´n en las que el juego
v es superaditivo, entonces la regla definida es tambie´n estable.
En un trabajo posterior, Myerson (1980) dio una segunda caracterizacio´n para su valor,
al probar que:
La regla de reparto definida en (1.8) es la u´nica que, cuando consideramos la clase
CSN de todas las situaciones de comunicacio´n con conjunto de nodos N , satisface
6En realidad, en el trabajo citado, Myerson considera que las reglas de reparto son, por definicio´n,
eficientes en componentes y, por tanto, el teorema correspondiente no se enuncia exactamente en estos
te´rminos.
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eficiencia en componentes y contribuciones equilibradas 7.
Una caracterizacio´n alternativa del valor de Myerson aparece en Borm et al. (1992), en
el dominio restringido de las situaciones de comunicacio´n con conjunto de nodos N y
con grafos libres de ciclos, y en el contexto de la bu´squeda de caracterizaciones para
otra regla de reparto para situaciones de comunicacio´n, el valor posicional, del que se
tratara´ a continuacio´n. Tambie´n van den Nouweland (1993) propone dos caracterizaciones
distintas, que son va´lidas en la clase ma´s general CSN . Una exposicio´n ma´s detallada de
estos resultados puede encontrarse en Slikker y van den Nouweland (2001).
El juego de las aristas y el valor posicional
Meessen (1988) introdujo en su tesis de maestr´ıa (en neerlande´s) otro tipo de juego asociado
a una situacio´n de comunicacio´n, al que, posteriormente, Borm et al. (1992) dieron una
mayor difusio´n. Para una situacio´n de comunicacio´n (N, v, γ) ∈ CSN0 , el juego de las
aristas (γ, rvγ) ∈ Gγ (el espacio vectorial de los juegos con conjunto de jugadores γ) tiene
funcio´n caracter´ıstica:
rvγ(A) =
∑
T∈N/A
v(T ), para todo A ∈ 2γ . (1.9)
As´ı, una coalicio´n A de aristas recibe en rvγ la suma de los v-valores de aquellas coaliciones
(de nodos) que sean componentes conexas de N en A.
Con esta definicio´n, rvγ(∅) =
∑
i∈N v({i}), que, en general, sera´ una cantidad no nula.
Pero dec´ıamos antes que la funcio´n caracter´ıstica de un juego coalicional debe satisfacer
v(∅) = 0. Por este motivo, y para evitar complicaciones innecesarias, hemos definido
el juego rvγ so´lo para juegos v en G
N
0 , el subespacio de los juegos 0-normalizados, con
v({i}) = 0 para todo i ∈ N . En adelante, y en lo que se refiera al valor posicional, nos
7Indirectamente, en este trabajo Myerson dio tambie´n una nueva caracterizacio´n axioma´tica del valor
de Shapley. Su resultado implica que las propiedades de eficiencia, simetr´ıa y contribuciones equilibradas
caracterizan el valor de Shapley. Cf. Winter (2002) para ma´s detalles.
Cap´ıtulo 1. Preliminares: Juegos y grafos 34
restringiremos siempre 8 a la clase GN0 .
En relacio´n con el problema de la herencia de propiedades en el caso del juego de las
aristas, van den Nouweland y Borm (1991) probaron que, si (N, v) es un juego convexo y
(N, γ) un grafo libre de ciclos, entonces el juego inducido rvγ es tambie´n un juego convexo.
El valor posicional de una situacio´n de comunicacio´n (N, v, γ), que notaremos pi(N, v, γ),
se define entonces:
pii(N, v, γ) =
1
2
∑
a∈Li(γ)
Sha(γ, rvγ), para todo i ∈ N, (1.10)
donde, recordemos, Li(γ) es el conjunto de aristas de γ incidentes en el nodo i. De la
definicio´n se sigue que el valor posicional de un jugador es la suma de las contribuciones
de las diferentes aristas incidentes en el nodo correspondiente. La contribucio´n de cada
una de estas aristas se obtiene repartiendo por igual su valor de Shapley en el juego de las
aristas entre los dos nodos incidentes en ella.
Borm et al. (1992) dieron una caracterizacio´n de esta regla de reparto para situaciones
de comunicacio´n (N, v, γ) en las que el grafo subyacente, γ, es un a´rbol. Posteriormente,
Slikker (2005) caracterizo´ axioma´ticamente el valor posicional para situaciones de comu-
nicacio´n generales, utilizando so´lo dos propiedades: eficiencia en componentes y contribu-
ciones equilibradas de las aristas. La primera propiedad es esta´ndar, y la segunda, en la
l´ınea de las contribuciones equilibradas (de los nodos) de Myerson, se define en te´rminos
del cambio que experimentan los pagos al jugador i cuando el jugador j decide eliminar
una de las aristas incidentes en e´l. Si la contribucio´n del jugador j al pago al jugador i se
define como la suma de estas diferencias cuando la arista l que j elimina var´ıa en Lj(γ),
la propiedad establece que la contribucio´n de i al pago a j y la contribucio´n de j al pago
a i deben ser iguales.
8Obviamente, si se estimase conveniente por algu´n motivo, siempre ser´ıa posible considerar un juego
cualquiera v ∈ GN y definir alternativamente el juego de las aristas rv+γ (A) = rvγ(A) −
∑
i∈N v({i}), que
satisface rv+γ (∅) = 0. Luego, tras repartir rv+γ (γ) =
∑
T∈N/γ v(T ) −
∑
i∈N v({i}) entre los jugadores, y si
se pretende preservar la eficiencia, habr´ıa que an˜adir v({i}) al pago a cada uno de ellos.
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Ma´s recientemente, Casaju´s (2007) caracteriza el valor posicional para situaciones de co-
municacio´n generales expresa´ndolo en te´rminos del valor de Myerson de un juego asociado
al juego original. Sus resultados esta´n en algu´n sentido relacionados con los que aparecen
en Go´mez et al. (2004b), que se presentan en la tercera seccio´n del Cap´ıtulo 2 de esta
memoria.
El valor de Hamiache
Por u´ltimo, Hamiache (1999) introdujo un nuevo valor para situaciones de comunicacio´n.
Dadas una situacio´n de comunicacio´n (N, v, γ) y una regla de reparto Ψ, define un juego
asociado, que llama v
Ψ,γ
, y que depende de la regla de reparto. Para cada coalicio´n S ⊂ N ,
interpreta v
Ψ,γ
(S) como la cantidad que la coalicio´n S deber´ıa reclamar para s´ı misma.
Utiliza para caracterizar su valor una propiedad, que llama consistencia asociada, y que
requiere que el juego (N, v) en la situacio´n de comunicacio´n (N, v, γ) pueda ser sustituido
por el juego asociado (N, v
Ψ,γ
) sin que cambien los pagos que los jugadores recibir´ıan si se
aplicara en el reparto la regla Ψ. Bilbao et al. (2006) discuten este valor.
Cap´ıtulo 2
Sobre el ca´lculo del valor de
Myerson y el valor posicional
2.1. Introduccio´n
Para calcular el valor de Myerson o el valor posicional de una situacio´n de comunicacio´n
(N, v, γ), se necesita en primer lugar determinar la funcio´n caracter´ıstica del correspon-
diente juego inducido: el juego restringido al grafo vγ , cuyos jugadores son los nodos del
grafo, en el caso del valor de Myerson, y el juego de las aristas rvγ , cuyos jugadores son las
aristas, en el del valor posicional. Se trata de una tarea que, en general, es computacio-
nalmente costosa pues, en el caso del valor de Myerson, y a partir de la definicio´n de vγ ,
es necesario primero calcular, para cada coalicio´n S ⊂ N , el conjunto S/γ de todas las
componentes conexas de S en el grafo parcial (S, γ|S ). Luego, quedar´ıa el ca´lculo del valor
de Shapley de este nuevo juego. Algo parecido puede decirse en el caso del valor posicional,
en el que, adema´s, tras calcular el valor de Shapley del juego inducido, debemos repartirlo
entre los nodos incidentes en cada arista. Por tanto, resulta en general de intere´s el estudio
de procedimientos que simplifiquen en la medida de lo posible estos ca´lculos.
Consideremos una situacio´n de comunicacio´n (N, v, γ) cualquiera. Como se ha expuesto
en los preliminares de esta memoria, el juego v puede expresarse de forma u´nica como
36
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combinacio´n lineal de los juegos de la base de unanimidad, de la forma:
v =
∑
∅6=S⊂N
∆v(S) uS .
La aplicacio´n Pγ que, fijo el grafo (N, γ), hace corresponder a cada juego (N, v) ∈ GN
el juego restringido al grafo (N, vγ) definido en (1.6) es lineal (ver, por ejemplo, Owen
(1986)), y es fa´cil probar que la aplicacio´n Qγ que, fijo de nuevo el grafo (N, γ), hace
corresponder a cada juego (N, v) ∈ GN el juego de las aristas (γ, rvγ) definido en (1.9)
tambie´n lo es. En consecuencia, tendremos:
vγ =
∑
∅6=S⊂N
∆v(S) uγS , y r
v
γ =
∑
∅6=S⊂N
∆v(S) r
u
S
γ ,
e interesa por tanto obtener expresiones expl´ıcitas para las ima´genes Pγ(uS ) = u
γ
S
y
Qγ(uS ) = r
uS
γ de los juegos uS de la base de unanimidad
1, pues, por la linealidad de
ambas reglas de reparto, resulta:
µ(N, v, γ) =
∑
∅6=S⊂N
∆v(S) µ(N,uS , γ) =
∑
∅6=S⊂N
∆v(S) Sh(N,uγS ), y
pii(N, v, γ) =
∑
∅6=S⊂N
∆v(S) pii(N, uS , γ) =
∑
∅6=S⊂N
∆v(S)
1
2
∑
a∈Li(γ)
Sha(γ, r
u
S
γ ), i ∈ N.
Alternativamente, para toda situacio´n de comunicacio´n (N, v, γ), podemos escribir:
vγ =
∑
∅6=S⊂N
∆vγ (S) uS ,
y, por tanto, interesara´ tambie´n obtener expresiones que relacionen los coeficientes de
unanimidad ∆vγ (S) del juego restringido al grafo con los del juego original, ∆v(S). En
1Para que este tipo de expresiones resulten u´tiles al calcular el valor de Myerson o el valor posicional
de una situacio´n de comunicacio´n, sera´ necesario calcular previamente los coeficientes de unanimidad
∆v(S) del juego original. Ferna´ndez et al. (2002) discuten las dificultades que involucra el ca´lculo de estos
coeficientes en un trabajo en el que introducen algoritmos de complejidad polinomial para calcular el valor
de Myerson en juegos de mayor´ıa ponderada restringidos a a´rboles .
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esta l´ınea, Owen (1986) y van den Nouweland (1993) obtuvieron resultados para algunos
tipos particulares de situaciones de comunicacio´n.
De la u´ltima ecuacio´n y teniendo en cuenta la linealidad del valor de Shapley, se deduce
que:
µ(N, v, γ) = Sh(N, vγ) = Sh
N, ∑
∅6=S⊂N
∆vγ (S) uS
 = ∑
∅6=S⊂N
∆vγ (S) Sh(N, uS ),
lo que, supuestos conocidos los coeficientes de unanimidad ∆vγ (S) del juego restringido al
grafo, y dado lo simple de la expresio´n del valor de Shapley para los juegos uS de la base
de unanimidad (ver la ecuacio´n (1.4) en los preliminares de esta memoria), nos permitir´ıa
calcular con facilidad el valor de Myerson de una situacio´n de comunicacio´n cualquiera.
En este cap´ıtulo se reu´nen diversos trabajos, todos ellos orientados en un sentido u otro a
simplificar el problema del ca´lculo del valor de Myerson y/o el valor posicional. Lo que resta
del cap´ıtulo se organiza del modo siguiente: En la segunda seccio´n se presenta el concepto
de conjunto de conexio´n (de nodos), que nos permite dar un expresio´n expl´ıcita del juego
imagen uγ
S
para cada juego de la base de unanimidad uS , y para un grafo cualquiera
(N, γ). Para extender la utilidad de este tipo de resultados al ca´lculo del valor posicional,
se define en la tercera seccio´n del cap´ıtulo el concepto de grafo de conexio´n, y se presenta
un procedimiento que permite calcular paralelamente, a partir de estos grafos de conexio´n,
el valor de Myerson y el valor posicional de una situacio´n de comunicacio´n, prescindiendo
de los juegos inducidos respectivos. En la cuarta y u´ltima, se considera co´mo, para ciertas
situaciones de comunicacio´n, puede el grafo subyacente dividirse en varios subgrafos, de
modo que el valor de Myerson de la situacio´n de comunicacio´n original pueda a su vez
calcularse fa´cilmente a partir de los valores de Myerson de las situaciones de comunicacio´n
resultantes de esta divisio´n.
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2.2. Conjuntos de conexio´n de nodos y ca´lculo del valor de
Myerson
Como ya se ha anunciado, el resultado que se presenta en esta seccio´n nos permitira´, dados
un juego uS de la base de unanimidad de G
N y un grafo cualquiera (N, γ) ∈ ΓN , dar una
expresio´n expl´ıcita para el juego imagen (o juego restringido al grafo) uγ
S
.
Consideremos otra vez una situacio´n de comunicacio´n (N, v, γ) cualquiera. Es fa´cil com-
probar que, para todo S ⊂ N con S 6= ∅, y para todo T ⊂ N con T 6= ∅ :
uγ
S
(T ) =
 1, si existe algu´n K conexo en (N, γ) y tal que S ⊂ K ⊂ T,0, en otro caso. (2.1)
Es decir, uγ
S
(T ) = 1 si y so´lo si existe algu´n K ∈ T/γ tal que S ⊂ K o´, lo que es lo
mismo, si S es ”conectable” (en el sentido de estar contenido en un conexo) en (T, γ|T ).
Por tanto, uγ
S
puede considerarse como el juego de ”conectar S en γ ”. Si ahora escribimos
este juego como combinacio´n lineal de los de la base de unanimidad, tendremos:
uγ
S
=
∑
∅6=T⊂N
∆uγS (T ) uT .
El ca´lculo de los coeficientes ∆uγS (T ) para cada T ⊂ N no es, en general, trivial. Sin
embargo, de (2.1) se deduce fa´cilmente que, si S ⊂/ T , es uγ
S
(T ) = 0 y, por tanto, utilizando
(1.1), que ha de ser ∆uγS (T ) = 0 salvo que sea S ⊂ T . Adema´s, si T no es conexo, resulta
tambie´n ∆uγS (T ) = 0 para todo S ⊂ N (cf. Owen, 1986, th. 2). En consecuencia, para todo
juego v ∈ GN y para todo S ⊂ N :
∆vγ (S) =
∑
∅6=T⊂N
∆uγT (S)∆v(T ) =
∑
∅6=T⊂S
∆uγT (S)∆v(T ).
Owen(1986) estudio´ en detalle el caso particular en el que el grafo (N, γ) es un a´rbol.
Probo´ en primer lugar que, en este caso, y para todo T ⊂ N , existe un u´nico conjunto co-
nexo minimal (en el sentido de la inclusio´n conjuntista) S que contenga a T . Probo´ tambie´n
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(th. 6) que, si γ es un a´rbol, entonces uγ
S
= u
H(N,γ,S)
, donde, para cada T ⊂ N , H(N, γ, T )
es la envoltura conexa de T en el grafo (N, γ), definida en (1.5).
En consecuencia:
∆vγ (S) =
∑
∅6=T⊂N ; H(N,γ,T )=S
∆v(T ), para todo S ∈ 2N \ {∅}.
Van den Nouweland (1993) extendio´ la validez del resultado anterior al caso ma´s general
de los grafos ciclo-completos (ver la Ecuacio´n (1.7) en el primer cap´ıtulo de esta memoria).
El resultado que se presenta aqu´ı esta´ en la l´ınea de los anteriores, pero no se impone en
el mismo ninguna clase de restricciones sobre el grafo de comunicaciones.
2.2.1. Conjuntos de conexio´n
Con el propo´sito descrito de obtener una expresio´n expl´ıcita para cada uγ
S
en mente,
introduciremos en esta subseccio´n un par de definiciones y un ejemplo.
Definicio´n 2.1 Dados un grafo (N, γ) y una coalicio´n no vac´ıa S ⊂ N , diremos que
Sγ ⊂ N es un conjunto de conexio´n (de nodos) de S en (N, γ) si Sγ ⊃ S y es conexo en
(N, γ).
Definicio´n 2.2 Dados un grafo (N, γ) y una coalicio´n no vac´ıa S ⊂ N , diremos que
Sγ ⊂ N es un conjunto minimal de conexio´n (de nodos) de S en (N, γ) si Sγ es un
conjunto de conexio´n de S en (N, γ) y, para todo T ⊂ N con S ⊂ T ( Sγ, T no es conexo
en (N, γ).
En otros te´rminos, los conjuntos de conexio´n (de nodos) de una coalicio´n S en el grafo
(N, γ) son las coaliciones T que aparecen en la definicio´n de envoltura conexa de un
conjunto en (1.5). Notaremos CS(N, γ, S) la clase de todos los conjuntos de conexio´n (de
nodos) de S en (N, γ), y MCS(N, γ, S) la subclase de los minimales.
La siguiente igualdad nos muestra la relacio´n entre los conceptos de envoltura conexa y
de conjunto de conexio´n o conjunto minimal de conexio´n. Dados un grafo (N, γ) y una
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coalicio´n S ⊂ N , resulta:
H(N, γ, S) =
⋂
Sγ∈ CS(N,γ,S)
Sγ =
⋂
Sγ∈ MCS(N,γ,S)
Sγ . (2.2)
En general, pueden existir varios conjuntos minimales de conexio´n de nodos de S en γ, uno,
o ninguno. Pero, si (N, γ) es un a´rbol, entonces, para todo S ⊂ N , |MCS(N, γ, S)| = 1. En
el caso ligeramente ma´s general de que (N, γ) sea un grafo libre de ciclos o, ma´s general
au´n, un grafo ciclo-completo, se cumple para todo S ⊂ N que |MCS(N, γ, S)| = 0 o´ 1.
Estos son los casos cubiertos por los resultados citados de Owen (1986) y van den Nouwe-
land (1993). El siguiente ejemplo ilustra la situacio´n en un grafo que no es ciclo-completo
(y que, por tanto, ni es libre de ciclos ni es tampoco un a´rbol).
Ejemplo 2.1 Sean N = {1, . . . , 8} y γ = {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5}, {6, 7}, {7, 8}},
y consideremos el grafo (N, γ) (Fig. 2.1). En este caso:
i) Si S1 = {1, 3}, resultan MCS(N, γ, S1) = {{1, 2, 3}, {1, 3, 4, 5}} y
CS(N, γ, S1) = {{1, 2, 3}, {1, 3, 4, 5}, {1, 2, 3, 4}, {1, 2, 3, 5}, {1, 2, 3, 4, 5}}.
ii) Si S2 = {6, 8}, resultan CS(N, γ, S2) = MCS(N, γ, S2) = {{6, 7, 8}}.
iii) Si S3 = {2, 7}, resultan CS(N, γ, S3) = MCS(N, γ, S3) = ∅.
Figura 2.1: Grafo (N, γ) en el Ejemplo 2.1
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Obviamente, en el ejemplo anterior, resultan uγ{2,7} = 0, u
γ
{6,8} = u{6,7,8} , y so´lo nos
resulta problema´tico el ca´lculo de uγ{1,3} . Ma´s en general, resulta complejo el ca´lculo de u
γ
S
so´lo en el caso de que sea | MCS(N, γ, S)| ≥ 2. El resultado que se presenta a continuacio´n
nos permite resolver este problema.
2.2.2. Ca´lculo del valor de Myerson
La siguiente proposicio´n nos da una expresio´n expl´ıcita del juego imagen, para juegos de la
base de unanimidad, y para un grafo cualquiera (N, γ). A continuacio´n, utilizaremos este
resultado para calcular el valor de Myerson de una situacio´n de comunicacio´n (N, v, γ)
arbitraria.
De (2.1) se sigue que, si MCS(N, γ, S) = ∅, entonces uγS = 0 (el vector nulo de GN ). En
consecuencia, nos ocuparemos so´lo del caso en el que MCS(N, γ, S) 6= ∅.
Proposicio´n 2.1 Dados un grafo (N, γ) y S ⊂ N , con S 6= ∅, si MCS(N, γ, S) = {Sγk}r(S)k=1 ,
entonces:
uγS = 1−
r(S)∏
k=1
(1− uSγk ), (2.3)
donde 1 es el juego definido 1(S) = 1 para todo S 6= ∅, es decir, el elemento unidad del
producto interno definido en GN .
Demostracio´n: Sea T ⊂ N . Entonces:
(
1− uSγk
)
(T ) =
 0, si S
γ
k ⊂ T,
1, si Sγk ⊂/ T,
y, por tanto:
1− r(S)∏
k=1
(1− uSγk )
 (T ) =
 1, si existe algu´n k ∈ {1, . . . , r(S)} tal que S
γ
k ⊂ T,
0, en otro caso.
(2.4)
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As´ı, a la vista de la definicio´n de los conjuntos minimales de conexio´n Sγk , los primeros
miembros de las igualdades (2.4) y (2.1) coinciden para todo T ⊂ N , con lo que se cierra
la demostracio´n. ¤
Puesto que, para todos Q y R ⊂ N , es uQ · uR = uQ∪R , la igualdad (2.3) puede reescribirse:
uγS =
r(S)∑
k=1
u
S
γ
k
−
∑
k<l
u
S
γ
k
∪Sγ
l
+
∑
k<l<m
u
S
γ
k
∪Sγ
l
∪Sγm
+ · · ·+ (−1)r(S)+1u
∪r(S)
k=1
S
γ
k
. (2.5)
Obse´rvese tambie´n que, si Q ⊂ R, entonces (1 − uQ)(1 − uR) = 1 − uQ . Por tanto, si
MCS(N, γ, S) 6= ∅ y T ∈ CS(N, γ, S), entonces:
uγ
S
=1− (1− uT )
r(S)∏
k=1
(1− u
S
γ
k
), (2.6)
y, en consecuencia, la proposicio´n anterior sigue siendo va´lida si sustituimos en su enun-
ciado MCS(N, γ, S) por CS(N, γ, S) o, ma´s en general, por cualquier familia de conjuntos de
conexio´n (de nodos) de S en (N, γ) que contenga a MCS(N, γ, S), y en la que podr´ıa haber
incluso elementos repetidos. A pesar de ello, la expresio´n de uγS dada en la Ecuacio´n (2.3)
reducira´ considerablemente, en general, la cantidad de ca´lculos pues, para un S dado, el
cardinal de MCS(N, γ, S) es con frecuencia mucho menor que el de CS(N, γ, S).
Teniendo en cuenta la linealidad del valor de Shapley, sabemos que, para todo i ∈ N :
µi(N, v, γ) = Shi(N, vγ) =
∑
∅6=S⊂N
∆v(S)Shi(N, uγS ).
Ahora, para cada S ⊂ N con ∅ 6= S, si MCS(N, γ, S) = {Sγk}r(S)k=1 , tenemos, por (2.5):
Shi(N,uγS ) =
=
r(S)∑
k=1
Shi(N,u
S
γ
k
)−
r(S)∑
k<l
Shi(N, u
S
γ
k
∪Sγ
l
) + · · ·+ (−1)r(S)+1Shi(N, u∪r(S)k=1Sγk ) =
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=
r(S)∑
k=1
1
sk
δi(N,S
γ
k )−
∑
k<l
1
sk,l
δi(N,S
γ
k ∪ Sγl ) + · · ·+ (−1)r(S)+1
1
s1,...,r(S)
δi(N,∪r(S)k=1Sγk ),
donde, para todos m, k1, k2, . . . , km ∈ {1, . . . , r(S)} con k1 < k2 < . . . < km, sk1,...,km es
el cardinal de ∪mj=1Sγkj , y δ(N,∪mj=1S
γ
kj
) el correspondiente vector indicador, definido en
(1.2).
Por u´ltimo, si pretendemos calcular el valor de Myerson de una situacio´n de comunicacio´n
(N, v, γ), necesitamos determinar el conjunto MCS(N, γ, S) para cada S ⊂ N . Como el
cardinal de 2N crece ra´pidamente el crecer n, esto requerira´ con frecuencia un volumen
considerable de co´mputo. El ejemplo siguiente ilustra el hecho de que la anterior afirmacio´n
es va´lida incluso para valores pequen˜os de n y grafos relativamente simples.
Ejemplo 2.2 Consideremos la situacio´n de comunicacio´n (N, v, γ), con N = {1, 2, 3, 4, 5},
el grafo γ = {{1, 2}, {2, 3}, {2, 4}, {2, 5}, {3, 4}, {4, 5}} (Fig. 2.2), y v el juego de los
”gastos generales”, definido: v(S) = −1, si ∅ 6= S ⊂ N .
Figura 2.2: El grafo (N, γ) del Ejemplo 2.2
Es fa´cil deducir de la Ecuacio´n (1.1) que los coeficientes de unanimidad del juego v vienen
dados por:
∆v(S) = (−1)s, si ∅ 6= S ⊂ N. (2.7)
En consecuencia:
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v =
∑
∅6=S⊂N
∆v(S)uS =
∑
∅6=S⊂N
(−1)suS ,
y, por tanto:
µ(N, v, γ) =
∑
∅6=S⊂N
(−1)sµ(N, uS , γ) =
∑
∅6=S⊂N
(−1)sSh(N, uγ
S
). (2.8)
A continuacio´n, necesitaremos calcular Sh(N,uγ
S
) para cada una de las 25 − 1 = 31 coali-
ciones no vac´ıas en N .
Por ejemplo, si S = {3, 5}, entonces MCS(N, γ, {3, 5}) = {{2, 3, 5}, {3, 4, 5}} y, por la
Proposicio´n 2.1:
µ(N,u{3,5} , γ) = Sh(N, u
γ
{3,5}) =
δ(N, {2, 3, 5})
|{2, 3, 5}| +
δ(N, {3, 4, 5})
|{3, 4, 5}| −
δ(N, {2, 3, 4, 5})
|{2, 3, 4, 5}| =
=
1
3
(0, 1, 1, 0, 1) +
1
3
(0, 0, 1, 1, 1)− 1
4
(0, 1, 1, 1, 1) =
(
0,
1
12
,
5
12
,
1
12
,
5
12
)
.
Repitiendo este procedimiento para cada una de las 30 coaliciones restantes y aplicando
(2.8), se obtiene:
µ(N, v, γ) =
(
− 1
2
,
1
3
,− 1
3
,− 1
6
,− 1
3
)
.
Veremos, en la u´ltima seccio´n del presente cap´ıtulo, co´mo, para determinados juegos,
incluido el juego de los gastos generales que aparece en el ejemplo precedente, el ca´lculo
puede abreviarse considerablemente.
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2.3. Una aproximacio´n unificada al valor de Myerson y el
valor posicional
Tanto el valor de Myerson como el valor posicional de una situacio´n de comunicacio´n
(N, v, γ) dependen del correspondiente juego inducido: el juego restringido al grafo, cuyos
jugadores son los nodos del grafo, en el caso del valor de Myerson, y el juego de las aristas,
cuyos jugadores son las aristas del grafo, si se trata del valor posicional.
Como se anuncio´ en la introduccio´n del cap´ıtulo, el propo´sito del trabajo que se expone en
esta seccio´n es presentar una aproximacio´n ma´s global, que hemos llamado ”unificada”,
y que nos permita calcular de un modo similar el valor de Myerson o el valor posicional
de una situacio´n de comunicacio´n. En nuestra propuesta, los distintos juegos inducidos
desaparecen sin dejar rastro y, en su lugar, aparecen las reglas de reparto para grafos.
Estas reglas de reparto para grafos no dependen del juego v, y pueden ser funciones muy
simples del grafo, como el indicador (relativo) si se trata del valor de Myerson, o el grado
(relativo) en el caso del valor posicional.
Adema´s, probaremos que, en aquellas situaciones de comunicacio´n en las que el juego
v es un juego de unanimidad uS , la relacio´n entre cada uno de los dos valores y la co-
rrespondiente regla de reparto para grafos viene dada por el bien conocido principio de
inclusio´n-exclusio´n. De este modo, ambos valores pueden expresarse como una suma al-
ternada de te´rminos que corresponden al indicador relativo (o el grado relativo) de los
diferentes grafos de conexio´n (o conjuntos de conexio´n de aristas) de S en γ.
El resultado que se obtiene esta´ en la l´ınea del que se ha presentado en la segunda seccio´n
de este cap´ıtulo, y que nos permite calcular el valor de Myerson -pero no el posicional-
de una situacio´n de comunicacio´n (N, uS , γ) en te´rminos de los conjuntos de conexio´n de
nodos de S en γ, utilizando tambie´n el principio de inclusio´n-exclusio´n. Por otra parte,
extiende a situaciones de comunicacio´n con un grafo cualquiera los resultados que, para
grafos que no contengan ciclos, se obtienen en Owen (1986), para el valor de Myerson, y
en Borm et al. (1992), para el valor posicional.
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El resto de la seccio´n se organiza del modo siguiente: en la Subseccio´n 1 se definen for-
malmente los conceptos de regla de reparto para grafos y de grafo de conexio´n; en la 2, se
presenta el principal resultado del trabajo, que se ilustra por medio de un ejemplo, mientras
que la Subseccio´n 3 cierra esta parte del trabajo con un par de breves puntualizaciones.
2.3.1. Reglas de reparto para grafos y grafos de conexio´n
Lo que sigue depende esencialmente de los diferentes modos de asignar valores a los nodos
de un grafo no vac´ıo, independientemente del juego en la situacio´n de comunicacio´n. Una
regla de reparto para grafos sera´ meramente una funcio´n h : ΓN \ ∅ → IRn. Las u´nicas dos
reglas de reparto para grafos que se utilizara´n en lo que sigue son 2:
El indicador relativo, que se define:
cr(N, γ) =
δ(N,D(γ))
|D(γ)| , (2.9)
donde D(γ) = {i ∈ N tales que di(N, γ) > 0} es el conjunto de nodos no aislados en
el grafo (N, γ) y, recordemos, di(N, γ) es el grado del nodo i en el grafo γ, es decir,
el nu´mero de aristas de γ incidentes en i.
El grado relativo, que se define:
dr(N, γ) =
(di(N, γ))i∈N
2|γ| . (2.10)
Veamos ahora algunas definiciones adicionales.
Definicio´n 2.3 Dados un grafo (N, γ) y una coalicio´n no vac´ıa S ⊂ N , diremos que
γS ⊂ γ es un grafo de conexio´n 3 de S en (N, γ) si S es conexo en (N, γS).
2En realidad, se consideran en el trabajo reglas de reparto para grafos normalizadas, en el sentido de
que repartan la unidad, es decir, tales que, para todo grafo γ ∈ ΓN \ ∅, satisfagan ∑i∈N hi(N, γ) = 1.
3En Go´mez et al. (2004,b), llama´bamos conjunto de conexio´n (de aristas) a lo que aqu´ı llamamos grafo
de conexio´n. Se trataba de mantener el paralelismo con los conjuntos de conexio´n (de nodos) que aparecen
en la Seccio´n 1 de este cap´ıtulo. Pero los conjuntos de aristas son grafos, y parece ma´s natural y, sobre
todo, ma´s conciso, ”grafo de conexio´n” que ”conjunto de conexio´n (de aristas)”.
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Definicio´n 2.4 Dados un grafo (N, γ) y una coalicio´n no vac´ıa S ⊂ N , diremos que
γS ⊂ γ es un grafo minimal de conexio´n de S en (N, γ) si S es conexo en (N, γS) y, para
todo η ( γS, S no es conexo en (N, η).
Obse´rvese que, dados un grafo (N, γ) y una coalicio´n no vac´ıa S ⊂ N , pueden existir varios
grafos minimales de conexio´n de S en γ, uno, o ninguno. Notaremos CG(N, γ, S) la clase
de todos los grafos de conexio´n de S en (N, γ) y MCG(N, γ, S) la subclase de los minimales.
Ejemplo 2.3 Sean N = {1, 2, 3, 4, 5} y γ = {{1, 2}, {2, 3}, {2, 4}, {2, 5}, {3, 4}, {4, 5}} ,
como en el Ejemplo 2.2 (Fig. 2.2). Para S = {1, 4}, resulta MCG(N, γ, S) = {γS
1
, γS
2
, γS
3
},
con: γS
1
= {{1, 2}, {2, 3}, {3, 4}}, γS
2
= {{1, 2}, {2, 4}} y γS
3
= {{1, 2}, {2, 5}, {4, 5}}.
Ejemplo 2.4 Sea de nuevo N = {1, 2, 3, 4, 5}, pero ahora η = {{2, 4}, {3, 4}, {4, 5}}, y
consideremos el grafo (N, η) (Fig. 2.3). Si tomamos otra vez S = {1, 4}, tenemos que
MCG(N, η, S) = ∅, y si es T = {2, 5}, resulta MCG(N, η, T ) =
{
η
T
1
}
, con η
T
1
= {{2, 4}, {4, 5}}.
Figura 2.3: El grafo (N, η) en el Ejemplo 2.4
2.3.2. Ca´lculo del valor de Myerson y el valor posicional
En este apartado se presentara´n los principales resultados de la seccio´n, que nos permi-
tira´n calcular el valor de Myerson y el valor posicional de una situacio´n de comunicacio´n
del tipo (N, us, γ) (es decir, con un juego us de la base de unanimidad como juego subya-
cente) utilizando el principio de inclusio´n-exclusio´n. Se probara´ que ambos valores pueden
expresarse como un suma alternada sobre los distintos subgrafos de γ que conectan S y
que, de hecho, uno y otro difieren meramente en la regla de reparto para grafos asociada.
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Comenzaremos con una definicio´n que relaciona las reglas de reparto para grafos y los
grafos de conexio´n presentados en el apartado anterior con las reglas de reparto para
situaciones de comunicacio´n.
Definicio´n 2.5 Diremos que una regla de reparto Ψ : CSN → IRn admite una descompo-
sicio´n segu´n el principio de inclusio´n-exclusio´n en te´rminos de una regla de reparto para
grafos si existe h : ΓN \ ∅ → IRn tal que, para cada S ⊂ N con s ≥ 2, resulta:
a) Si MCG(N, γ, S) = {γSk }r(S)k=1 , entonces:
Ψ(N,uS , γ) =
r(S)∑
k=1
h(N, γSk )−
∑
k<m
h(N, γSk ∪ γSm) + · · ·+ (−1)r(S)+1h(N,∪r(S)k=1γSk ). (2.11)
y b), si MCG(N, γ, S) = ∅, entonces Ψ(N, uS , γ) = 0, el vector nulo en IRn.
En este caso diremos tambie´n que Ψ satisface la propiedad que llamaremos para abreviar
regularidad, o que Ψ es regular en te´rminos de la regla de reparto para grafos h.
Con el fin de probar que tanto el valor de Myerson como el valor posicional satisfacen esta
propiedad de regularidad, demostraremos primero un par de resultados paralelos, uno para
cada una de las dos reglas de reparto citadas:
Lema 2.1 Sean (N, uS , γ) ∈ CSN con s ≥ 2. Entonces, el juego restringido (el juego de
Myerson) (N,uγS) tiene funcio´n caracter´ıstica:
uγS =

1−
r(S)∏
k=1
[
1− uD(γSk )
]
, si MCG(N, γ, S) = {γSk }r(S)k=1 ,
0, si MCG(N, γ, S) = ∅.
(2.12)
donde 1 es de nuevo el elemento unidad del producto interno definido en GN .
Demostracio´n: La igualdad es cierta trivialmente si MCG(N, γ, S) = ∅ pues, en este
caso, como vimos en la seccio´n anterior que ocurr´ıa si MCS(N, γ, S) = ∅ (de hecho, ambas
condiciones son equivalentes), es uγS = 0. Si s ≥ 2 y MCG(N, γ, S) = {γSk }r(S)k=1 , entonces,
para cada T ⊂ N , tenemos:
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uγS(T ) =
 1, si existe algu´n K conexo en (N, γ) tal que S ⊂ K ⊂ T,0, en otro caso.
Adema´s, la igualdad: 1− r(S)∏
k=1
[1− uD(γSk )]
 (T ) = 1,
se satisface si y so´lo si existe algu´n γSk ∈ MCG(N, γ, S) tal que (1 − uD(γSk ))(T ) = 0 o´,
equivalentemente, uD(γSk )(T ) = 1. Pero esto es cierto so´lo si D(γ
S
k ), que es un conjunto
conexo que contiene a S, esta´ contenido en T . Si comparamos con la expresio´n para uγS(T )
en (2.1), veremos que hemos probado que (2.12) se satisface en todos los casos. ¤
Lema 2.2 Sea (N,uS , γ) ∈ CSN0 . Entonces, el juego de las aristas (γ, ruSγ ) tiene funcio´n
caracter´ıstica:
ruSγ =

1−
r(S)∏
k=1
[1− uγSk ], si MCG(N, γ, S) = {γ
S
k }r(S)k=1 ,
0, si MCG(N, γ, S) = ∅,
(2.13)
donde, obviamente, para cada grafo de conexio´n γSk , (γ, uγSk ) es el juego correspondiente
en la base de unanimidad de Gγ.
Demostracio´n: Supongamos que S es tal que MCG(N, γ, S) 6= ∅, pues el resultado es
trivial cuando MCG(N, γ, S) = ∅. De la definicio´n del juego de las aristas en (1.9) se sigue
fa´cilmente que, para todo η ⊂ γ:
ruSγ (η) =
 1, si existe algu´n K conexo en (N, η) tal que S ⊂ K,0, en otro caso.
Por otra parte,
1− r(S)∏
k=1
[1− uγSk ]
 (η) = 1
si y so´lo si existe algu´n γSk ∈ MCG(N, γ, S) tal que (1−uγSk )(η) = 0 , lo que es equivalente
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a que γSk ⊂ η. As´ı, D(γSk ) es conexo en (N, η) y tal que S ⊂ D(γSk ) y, por tanto, se satis-
face (2.13). ¤
No´tese que los dos lemas anteriores pueden reescribirse sustituyendo en el enunciado
MCG(N, γ, S) por CG(N, γ, S) o, ma´s en general, por cualquier familia de grafos de conexio´n
de S en (N, γ) que contenga a MCG(N, γ, S) (y en la que podr´ıa haber incluso elementos
repetidos). A pesar de ello, las expresiones para uγS y r
uS
γ dadas en los Lemas 2.1 y 2.2
respectivamente, sera´n, en general, considerablemente ma´s eficientes desde el punto de
vista computacional.
Teorema 2.1 Tanto el valor de Myerson µ : CSN → IRn como el valor posicional
pi : CSN0 → IRn son reglas de reparto regulares.
Demostracio´n: Lo probaremos en primer lugar para µ.
Sea (N, uS , γ) ∈ CSN con s ≥ 2. Entonces:
i) Si MCG(N, γ, S) = ∅ , es uγS = 0 y el resultado es trivial.
ii) y si MCG(N, γ, S) = {γSk }r(S)k=1 6= ∅ se tiene, por el Lema 2.1:
µ(N,uS , γ) = Sh(N, u
γ
S) = Sh
N, 1− r(S)∏
k=1
[1− uD(γSk )]
 .
Adema´s:
1−
r(S)∏
k=1
[1− uD(γSk )] =
r(S)∑
k=1
uD(γSk )
−
∑
k<m
uD(γSk )∪D(γSm) + . . .+ (−1)
r(S)+1u⋃r(S)
k=1 D(γ
S
k )
.
Dados dos subgrafos η1 , η2 ⊂ γ, se cumple trivialmente que D(η1 ∪ η2) = D(η1) ∪D(η2)
y, por tanto, y utilizando la linealidad del valor de Shapley, resulta:
µ(N, uS , γ) =
=
r(S)∑
k=1
Sh(N, uD(γSk ))−
∑
k<m
Sh(N, uD(γSk ∪γSm)) + . . .+ (−1)
r(S)+1 Sh(N,u
D(
⋃r(S)
k=1 γ
S
k )
).
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Utilizando ahora la expresio´n para el valor de Shapley de los juegos de unanimidad y la
definicio´n del indicador relativo cr en (2.9), tenemos:
µ(N,uS , γ) =
r(S)∑
k=1
cr(N, γSk )−
∑
k<m
cr
(
N, γSk ∪ γSm
)
+ . . .+ (−1)r(S)+1 cr
N, r(S)⋃
k=1
γSk
.
En consecuencia, el valor de Myerson µ es regular en te´rminos de la regla de reparto para
grafos que hemos llamado indicador relativo, como resulta obvio si hacemos h = cr en la
igualdad (2.11).
Consideremos ahora el valor posicional pi.
Sean (N, uS , γ) ∈ CSN0 , S ⊂ N , y MCG(N, γ, S) = {γSk }r(S)k=1 (en otro caso, el resultado es
trivial). Entonces, para cada nodo i ∈ N :
pii(N, uS , γ) =
1
2
∑
a∈Li(γ)
Sha(γ, ruSγ ) =
1
2
∑
a∈γ
δa(γ, Li(γ))Sha(γ, ruSγ ), (2.14)
donde, recordemos, Li(γ) es el conjunto de aristas de γ incidentes en el nodo i y, para
cada subgrafo η ⊂ γ, δ(γ, η) es el vector indicador de η en γ.
Por el Lema 2.2, para cada arista a ∈ γ resulta:
Sha(γ, ruSγ ) = Sha
γ, 1− r(S)∏
k=1
(1− uγSk )
.
Adema´s, tenemos:
1−
r(S)∏
k=1
(1− uγSk ) =
r(S)∑
k=1
uγSk
−
∑
k<m
uγSk ∪γSm + . . .+ (−1)
r(S)+1u⋃r(S)
k=1 γ
S
k
,
y en consecuencia, por la linealidad del valor de Shapley:
Sha(γ, ruSγ ) =
r(S)∑
k=1
Sha(γ, uγSk )−
∑
k<m
Sha(γ, uγSk ∪γSm) + . . .+ (−1)
r(S)+1Sha(γ, u⋃r(S)
k=1 γ
S
k
).
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Teniendo en cuenta la expresio´n del valor de Shapley para los juegos de unanimidad:
Sha(γ, ruSγ ) =
r(S)∑
k=1
δa(γ, γSk )
|γSk |
−
∑
k<m
δa(γ, γSk ∪ γSm)
|γSk ∪ γSm|
+. . .+(−1)r(S)+1 δa(γ,
⋃r(S)
k=1 γ
S
k )
|⋃r(S)k=1 γSk | . (2.15)
Ahora, sustituyendo la expresio´n de (2.15) en (2.14), obtenemos:
pii(N,uS , γ) =
=
1
2
∑
a∈γ
δa(γ, Li(γ))
r(S)∑
k=1
δa(γ, γSk )
1
|γSk |
− 1
2
∑
a∈γ
δa(γ, Li(γ))
∑
k<m
δa(γ, γSk ∪ γSm)
1
|γSk ∪ γSm|
+
+. . .+ (−1)r(S)+1 1
2
∑
a∈γ
δa(γ, Li(γ)) δa
γ, r(S)⋃
k=1
γSk
 1
|⋃r(S)k=1 γSk | =
=
r(S)∑
k=1
1
2
∑
a∈γ
δa(γ, Li(γ) ∩ γSk )
1
|γSk |
−
∑
k<m
1
2
∑
a∈γ
δa(γ, Li(γ) ∩ (γSk ∪ γSm))
1
|γSk ∪ γSm|
+
+ · · ·+ (−1)r(S)+1 1
2
∑
a∈γ
δa
γ, Li(γ) ∩
r(S)⋃
k=1
γSk
 1
|⋃r(S)k=1 γSk | , (2.16)
donde, para cada k = 1, . . . , r(S), Li(γ) ∩ γSk es el conjunto de aristas del grafo (N, γSk )
incidentes en el nodo i; para k < m, Li(γ) ∩ (γSk ∪ γSm) es el conjunto de aristas del grafo
(N, γSk ∪ γSm) incidentes en i, y as´ı sucesivamente.
Por u´ltimo, teniendo en cuenta (2.10), la expresio´n (2.16) es equivalente a:
pii(N,uS , γ) =
r(S)∑
k=1
dri (N, γ
S
k )−
∑
k<m
dri (N, γ
S
k ∪ γSm) + · · ·+ (−1)r(S)+1dri
N, r(S)⋃
k=1
γSk
,
y, por tanto, el valor posicional satisface la propiedad que hemos llamado regularidad en
te´rminos de la regla de reparto para grafos grado relativo. ¤
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Del teorema previo se siguen trivialmente los dos resultados siguientes:
Corolario 2.1 El valor de Myerson es la u´nica regla de reparto definida en CSN que
satisface linealidad, eficiencia en componentes y regularidad en te´rminos de la regla de
reparto para grafos indicador relativo.
Corolario 2.2 El valor posicional es la u´nica regla de reparto definida en CSN0 que satis-
face linealidad y regularidad en te´rminos de la regla de reparto para grafos grado relativo.
Sirva el siguiente ejemplo como ilustracio´n del me´todo descrito para calcular tanto el valor
de Myerson como el valor posicional.
Ejemplo 2.5 Consideremos la situacio´n de comunicacio´n (N,uS , γ), siendo (N, γ) el gra-
fo de los Ejemplos 2.2 y 2.3 (Fig. 2.2), y S = {1, 4}. Como se vio en el u´ltimo de los
ejemplos citados, es MCG(N, γ, {1, 4}) = {γS
1
, γS
2
, γS
3
}, con γS
1
= {{1, 2}, {2, 3}, {3, 4}},
γS
2
= {{1, 2}, {2, 4}} y γS
3
= {{1, 2}, {2, 5}, {4, 5}}. En consecuencia, si ψ es una regla de
reparto en CSN (en realidad, podemos restringirnos en este caso a reglas de reparto en
CSN0 , pues u{1,4} es un juego 0-normalizado) que satisface regularidad en te´rminos de una
regla de reparto para grafos h, resultara´:
ψ(N,u{1,4} , γ) = h(N, γ
S
1
) + h(N, γS
2
) + h(N, γS
3
)− h(N, γS
1
∪ γS
2
)−
−h(N, γS
1
∪ γS
3
)− h(N, γS
2
∪ γS
3
) + h(N, γS
1
∪ γS
2
∪ γS
3
).
En particular, tomando h = cr obtendremos el valor de Myerson:
µ(N, u{1,4} , γ) =
(
1
4
,
1
4
,
1
4
,
1
4
, 0
)
+
(
1
3
,
1
3
, 0,
1
3
, 0
)
+
(
1
4
,
1
4
, 0,
1
4
,
1
4
)
−
(
1
4
,
1
4
,
1
4
,
1
4
, 0
)
−
−
(
1
5
,
1
5
,
1
5
,
1
5
,
1
5
)
−
(
1
4
,
1
4
, 0,
1
4
,
1
4
)
+
(
1
5
,
1
5
,
1
5
,
1
5
,
1
5
)
=
(
1
3
,
1
3
, 0,
1
3
, 0
)
,
y tomando h = dr, el valor posicional:
pi(N, u{1,4} , γ) =
(
1
6
,
1
3
,
1
3
,
1
6
, 0
)
+
(
1
4
,
1
2
, 0,
1
4
, 0
)
+
(
1
6
,
1
3
, 0,
1
6
,
1
3
)
−
(
1
8
,
3
8
,
1
4
,
1
4
, 0
)
−
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−
(
1
10
,
3
10
,
1
5
,
1
5
,
1
5
)
−
(
1
8
,
3
8
, 0,
1
4
,
1
4
)
+
(
1
12
,
1
3
,
1
6
,
1
4
,
1
6
)
=
(
19
60
,
9
20
,
1
20
,
2
15
,
1
20
)
.
2.3.3. Algunas observaciones
Si (N, γ) es un grafo libre de ciclos, entonces, para todo S ⊂ N , es |MCG(N, γ, S)| ≤ 1,
y los resultados que, para este tipo de situaciones de comunicacio´n, aparecen en Owen
(1986) y en Borm et al. (1992) (para el valor de Myerson y para el valor posicional,
respectivamente), se convierten en corolarios del Teorema 2.1.
En la Seccio´n 2 de este mismo cap´ıtulo se daba un procedimiento alternativo para el
ca´lculo del valor de Myerson de una situacio´n de comunicacio´n (N, uS , γ) en te´rminos
de los conjuntos minimales de conexio´n (de nodos) de S en el grafo (N, γ). Este
me´todo es, en la mayor parte de los casos, computacionalmente ma´s eficiente que
el descrito aqu´ı. Por tanto, consideramos que el principal intere´s de los resultados
expuestos en esta seccio´n estriba en el paralelismo que establecen entre el valor de
Myerson y el valor posicional, y no en su utilidad desde el punto de vista del ca´lculo,
al menos en el caso del valor de Myerson.
Para ilustrar esta afirmacio´n, conside´rese de nuevo la situacio´n de comunicacio´n
del Ejemplo 2.5 (Grafo (N, γ) en la Fig. 2.2). Para la coalicio´n S = {1, 4} existe
un u´nico conjunto minimal de conexio´n de nodos, Sγ1 = {1, 2, 4} (pero tres grafos
minimales de conexio´n, como se vio en el Ejemplo 2.3). As´ı, tenemos directamente
que: center µ(N, u{1,4} , γ) = c
r(N, γ|{1,2,4}) = 1|{1,2,4}| δ(N, {1, 2, 4}) =
(
1
3 ,
1
3 , 0,
1
3 , 0
)
,
ca´lculo que resulta considerablemente ma´s breve que el que con el mismo fin aparece
en el Ejemplo 2.5, y en el que se utilizan los grafos minimales de conexio´n.
Desafortunadamente, el argumento no es aplicable al caso del valor posicional, para
cuyo ca´lculo necesitaremos utilizar los grafos de conexio´n.
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2.4. Divisio´n de grafos y ca´lculo del valor de Myerson
Los resultados obtenidos en las secciones anteriores de este cap´ıtulo ponen de manifiesto
que el volumen de ca´lculo asociado a la tarea de determinar el valor de Myerson de una
situacio´n de comunicacio´n (N, v, γ) crece muy ra´pidamente al aumentar el taman˜o y/o la
densidad del grafo (es decir, el nu´mero de nodos, n, y la proporcio´n de aristas en γ sobre
el total posible, respectivamente). En esta u´ltima seccio´n exploraremos la posibilidad de
dividir un grafo de comunicaciones (N, γ) en varios subgrafos (N1, γ1), (N2, γ2), . . . , de
modo que el valor de Myerson de la situacio´n de comunicacio´n original pueda calcularse
fa´cilmente a partir de los valores de Myerson de las situaciones de comunicacio´n que
resulten de esta divisio´n. Se discutira´ tambie´n que´ condiciones del grafo (N, γ) y del juego
v hacen factible y u´til una descomposicio´n de este tipo, y se presentara´n algunos resultados
relativos a un tipo particular de juegos, los juegos de representacio´n, que forman una base
del espacio vectorial GN .
Comencemos por definir estos juegos.
2.4.1. Preliminares: juegos de representacio´n
Dado un juego coalicional v ∈ GN , el juego dual de v, que notaremos v∗, es tambie´n
un juego de GN que se define: v∗(S) = v(N) − v(N \ S) para cada S ⊂ N . Como v(S)
representa la parte de v(N), el pago a la gran coalicio´n, que la coalicio´n S puede reclamar
para s´ı misma, v∗(S) representara´ la parte de v(N) que la coalicio´n complementaria de S,
N \ S, no puede reclamar. Si el juego v es superaditivo, es obvio que sera´ v(S) ≤ v∗(S)
para toda coalicio´n S ⊂ N , y parece natural entender v(S) y v∗(S) como las cantidades
mı´nima y ma´xima respectivamente que la coalicio´n S podr´ıa reclamar para s´ı misma.
Como la transformacio´n que a cada juego v ∈ GN le hace corresponder su dual v∗ es una
biyeccio´n, el conjunto
{
u∗
S
}
∅6=S⊂N de los juegos duales de los de la base de unanimidad es
una base de GN . No´tese que:
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u∗
S
(T ) =
 1, para todo T ⊂ N con T ∩ S 6= ∅0, en otro caso.
Puesto que, dada una coalicio´n S ⊂ N , es u∗
S
(T ) = 1 si y so´lo si existe algu´n elemento de
S en la coalicio´n T (es decir, si la coalicio´n S tienen al menos un representante en T ), al
juego u∗
S
se le ha llamado el juego de representacio´n de la coalicio´n S 4. El juego −u∗
S
se
suele interpretar como un juego de coste, donde u∗
S
(T ) ser´ıa el coste en el que incurre la
coalicio´n T . La presencia de al menos un jugador de S en T conllevar´ıa un coste unitario
para la coalicio´n T .
Siguiendo a Owen (1986), para cada S ⊂ N con S 6= ∅, llamaremos al juego pS = −u∗S el
juego de los gastos generales (o de los gastos indirectos) sobre S. Obviamente, la familia
{pS}∅6=S⊂N es tambie´n una base de GN .
2.4.2. Dividiendo los grafos
Como se apunto´ antes, proponemos aqu´ı, con el fin de simplificar el ca´lculo del valor
de Myerson de una situacio´n de comunicacio´n (N, v, γ), y para determinados juegos v,
considerar la posibilidad de dividir el grafo (N, γ) en dos subgrafos (N1, γ|N1 ) y (N2, γ|N2 ),
de modo que el valor de Myerson de la situacio´n de comunicacio´n (N, v, γ) pueda calcularse
a partir de los valores de Myerson de las situaciones de comunicacio´n (N1, v|N1 , γ|N1 ) y
(N2, v|N2 , γ|N2 ). En esta subseccio´n, exploraremos ciertas condiciones del juego v y el grafo
γ que hacen factible la descomposicio´n.
Consideremos en primer lugar situaciones de comunicacio´n del tipo (N, pN , γ) en las que pN
es el juego de los gastos generales (sobre N) definido en los preliminares de esta seccio´n y el
grafo (N, γ) puede dividirse en dos subgrafos de un modo determinado. En la demostracio´n
de la proposicio´n siguiente se utilizara´ el hecho obvio de que, por definicio´n de los juegos
pS , para todo T ⊂ N , es pN |T = pT .
4Ver, por ejemplo, Weber (1994), o Kalai y Samet (1988), que, en un trabajo sobre el Valor de Shapley
ponderado, dedican un apartado al concepto de dualidad en juegos.
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Proposicio´n 2.2 Sea (N, pN , γ) una situacio´n de comunicacio´n y sean N1 y N2 dos
subconjuntos no vac´ıos de N tales que: N1 ∪N2 = N , N1 ∩N2 6= ∅ , γ|N1∩N2 es el grafo
completo KN1∩N2 y γ|N1 ∪ γ|N2 = γ. Entonces:
si i ∈ N1 \N2, µi(N, pN , γ) = µi(N1, pN1 , γ|N1 ),
si i ∈ N2 \N1, µi(N, pN , γ) = µi(N2, pN2 , γ|N2 ), y
si i ∈ N1 ∩N2,
µi(N, pN , γ) = µi(N1, pN1 , γ|N1 )+µi(N2, pN2 , γ|N2 )−µi(N1∩N2, pN1∩N2 , γ|N1∩N2 ).
Demostracio´n: En las condiciones del enunciado, el juego restringido al grafo puede
escribirse:
pγ
N
=
∑
∅6=S⊂N
∆p
N
(S) uγ
S
=
=
∑
∅6=S⊂N1
∆p
N
(S) uγ
S
+
∑
∅6=S⊂N2
∆p
N
(S) uγ
S
−
∑
∅6=S⊂N1∩N2
∆p
N
(S) uγ
S
+
+
∑
∅6=S1⊂N1\N2
∑
∅6=S2⊂N2\N1
∑
K⊂N1∩N2
∆p
N
(S1 ∪ S2 ∪K) uγS1∪S2∪K . (2.17)
Veamos que el u´ltimo sumatorio en el tercer miembro de la anterior cadena de igualdades
es nulo. Dados dos conjuntos S1 y S2, con ∅ 6= S1 ⊂ N1 \ N2 y ∅ 6= S2 ⊂ N2 \ N1,
notemos S12 = S1∪S2 , y sea {Ri}r(S
12)
i=1 = CS(N, γ, S
12) la familia de todos los conjuntos
de conexio´n (de nodos) de S12 en (N, γ), minimales o no. Entonces, por ser γ|N1∩N2 un
grafo completo, si K ⊂ N1 ∩ N2, la clase {Ri ∪ K}r(S
12)
i=1 sera´ una familia de conjuntos
de conexio´n de S12 y de S12 ∪ K en (N, γ), que puede tener elementos repetidos, y que
contiene a CS(N, γ, S12∪K). Por tanto, utilizando las igualdades (2.5) y (2.6) en la Seccio´n
2.2:
∑
K⊂N1∩N2
∆p
N
(S12 ∪K) uγ
S12∪K
=
Cap´ıtulo 2. Sobre el ca´lculo del valor de Myerson y el valor posicional 59
=
∑
K⊂N1∩N2
r(S12)∑
i=1
∆p
N
(S12 ∪K) uRi∪K −
∑
K⊂N1∩N2
∑
i<j
∆p
N
(S12 ∪K) uRi∪Rj∪K+
+ · · ·+ (−1)r(S12)+1
∑
K⊂N1∩N2
∆p
N
(S12 ∪K) u∪r(S12)i=1 (Ri∪K) =
=
r(S12)∑
i=1
∑
K⊂N1∩N2
∆p
N
(S12 ∪K) uRi∪K −
∑
i<j
∑
K⊂N1∩N2
∆p
N
(S12 ∪K) uRi∪Rj∪K+
+ · · ·+ (−1)r(S12)+1
∑
K⊂N1∩N2
∆p
N
(S12 ∪K) u∪r(S12)i=1 (Ri∪K).
As´ı, para alcanzar nuestro objetivo, necesitamos probar que, para cualesquiera Rl1 , . . . , Rlt
con 1 ≤ l1 < . . . < lt ≤ r(S12) , es:
∑
K⊂N1∩N2
∆p
N
(S12 ∪K) u(∪tj=1Rlj )∪K = 0.
No´tese que dados Ri yRj ∈ CS(N, γ, S12), Ri∪Rj es tambie´n un elemento de CS(N, γ, S12).
Por tanto, es suficiente con probar que, para todo R ∈ CS(N, γ, S12), se satisface:
∑
K⊂N1∩N2
∆p
N
(S12 ∪K) uR∪K (T ) = 0 para todo T ⊂ N. (2.18)
Si T ⊂ N y R ⊂/ T , entonces (2.18) se satisface por la definicio´n de los juegos de una-
nimidad. Por otra parte, si R ⊂ T , entonces uR∪K (T ) = 1 si y so´lo si K ⊂ T . Y, en
consecuencia:
∑
K⊂N1∩N2
∆p
N
(S12 ∪K) uR∪K (T ) =
∑
K⊂N1∩N2∩T
∆p
N
(S12 ∪K) =
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=
∑
K⊂N1∩N2∩T
(−1)s12+k = (−1)s12
|N1∩N2∩T |∑
k=0
 |N1 ∩N2 ∩ T |
k
 (−1)k = 0.
Por tanto, la cadena de igualdades en (2.17) se transforma en:
pγ
N
= pγ
N1
+ pγ
N2
− pγ
N1∩N2
,
con lo que, teniendo en cuenta la linealidad del valor de Shapley, el resultado queda
probado. ¤
Ejemplo 2.6 Consideremos de nuevo la situacio´n de comunicacio´n del Ejemplo 2.2, en el
que llama´bamos v al juego de los gastos generales sobre N , que ahora estamos notando pN .
Calcularemos el valor de Myerson de (N, v, γ) utilizando la proposicio´n previa. Podemos
dividir el grafo (N, γ) (Fig. 2.2) en tres grafos (N1, γ|N1 ), (N2, γ|N2 ) y (N3, γ|N3 ), con
N1 = {1, 2}, N2 = {2, 3, 4} y N3 = {2, 4, 5}. Una representacio´n de estos tres grafos
aparece en la Figura 2.4.
Figura 2.4: Divisio´n del grafo (N, γ) del Ejemplo 2.6
Por las propiedades de simetr´ıa y eficiencia del valor de Myerson, tenemos que:
µ(N1, pN1 , γ|N1 ) =
(
−1
2
,−1
2
)
, µ(N2, pN2 , γ|N2 ) =
(
−1
3
,−1
3
,−1
3
)
, y
µ(N3, pN3 , γ|N3 ) =
(
−1
3
,−1
3
,−1
3
)
.
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En consecuencia, y aplicando dos veces la Proposicio´n 2.2, primero a N1 y N2 ∪ N3, y
luego a N2 y N3:
µ1(N, pN , γ) = µ1(N1, pN1 , γ|N1 ) = −
1
2
,
µ2(N, pN , γ) = µ2(N1, pN1 , γ|N1 ) + µ2(N2 ∪N3, pN2∪N3 , γ|N2∪N3 )−
−µ2(N1 ∩ (N2 ∪N3), pN1∩(N2∪N3) , γ|N1∩(N2∪N3)) =
= µ2(N1, pN1 , γ|N1 ) + µ2(N2, pN2 , γ|N2 ) + µ2(N3, pN3 , γ|N3 )−
−µ2(N2∩N3, pN2∩N3 , γ|N2∩N3 )−µ2(N1∩(N2∪N3), pN1∩(N2∪N3) , γ|N1∩(N2∪N3)) =
= −1
2
+
(
−1
3
− 1
3
+
1
2
)
− (−1) = 1
3
µ3(N, pN , γ) = µ3(N2, pN2 , γ|N2 ) = −13 = µ5(N3, pN3 , γ|N3 ) = µ5(N, pN , γ), y
µ4(N, pN , γ) = µ4(N2 ∪N3, pN2∪N3 , γ|N2∪N3 ) = µ4(N2, pN2 , γ|N2 ) + µ4(N3, pN3 , γ|N3 )−
−µ4(N2 ∪N3, pN2∪N3 , γ|N2∪N3 ) = −
1
3
+
(
−1
3
)
−
(
−1
2
)
= −1
6
,
como resultaba en el Ejemplo 2.2, pero habiendo reducido sustancialmente la cantidad de
ca´lculos.
Parece natural intentar extender la validez de la anterior proposicio´n a situaciones de co-
municacio´n en las que v sea un juego ma´s general. Veremos a continuacio´n que el resultado
es va´lido para ciertos juegos de la familia {pT }∅6=T⊂N , definidos en los preliminares de esta
seccio´n del modo:
pT (S) = −u∗T (S) =
 −1, si S ∩ T 6= ∅,0, si S ∩ T = ∅.
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Proposicio´n 2.3 Sean T ⊂ N , (N, pT , γ) una situacio´n de comunicacio´n y N1 y N2 dos
subconjuntos no vac´ıos de N tales que: N1 ∪N2 = N , N1 ∩N2 6= ∅ , γ|N1∩N2 es el grafo
completo KN1∩N2 y γ|N1 ∪ γ|N2 = γ. Si T ⊂ N1 ∩ N2 o´ N1 ∩ N2 ⊂ T , entonces se
satisfacen (i), (ii) y (iii) en la Proposicio´n 2.2 (sustituyendo pN por pT , obviamente).
Demostracio´n: Los coeficientes de unanimidad del juego pT (ver, por ejemplo, Owen
(1986)) son:
∆p
T
(S) =
 (−1)s, si ∅ 6= S ⊂ T,0, en otro caso. (2.19)
La demostracio´n de la Proposicio´n 2.2 se basaba en la constatacio´n del hecho de que, para
cada par de conjuntos S1 y S2, con ∅ 6= S1 ⊂ N1 \N2 y ∅ 6= S2 ⊂ N2 \N1, si notamos
S12 = S1 ∪ S2, y para todo conjunto de conexio´n R ∈ CS(N, γ, S12), si tomamos T = N ,
el juego
∑
K⊂N1∩N2
∆p
T
(S12 ∪K)uR∪K es el juego nulo.
Pero lo anterior es cierto tambie´n si T ⊂ N1 ∩N2 ya que, en este caso, ∆p
T
(S12 ∪K) = 0
para todo K ⊂ N1 ∩N2 y para todos S1 y S2 en las condiciones del pa´rrafo anterior.
Por otra parte, si N1 ∩N2 ⊂ T , tendremos, para todo K ⊂ N1 ∩N2:
∆p
T
(S12 ∪K) =
 (−1)s
12+k, si S12 ⊂ T (o´ S12 ∪K ⊂ T ),
0, si S12 ⊂/ T
pues, obviamente, si K ⊂ N1 ∩N2 y N1 ∩N2 ⊂ T , ha de ser K ⊂ T .
Por tanto, si S12 ⊂/ T , el resultado se sigue trivialmente. Pero, si S12 ⊂ T , como los
coeficientes de unanimidad en la u´ltima igualdad son como los de pN , el juego de los
gastos generales sobre N , podemos utilizar los mismos argumentos de tipo combinatorio
que en la demostracio´n de la Proposicio´n 2.2 para obtener el resultado. ¤
Si representamos por SGN
N1∩N2
el subespacio de GN engendrado por los juegos pT con
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T ⊂ N1 ∩N2 o´ N1 ∩N2 ⊂ T , es decir, si hacemos:
SGN
N1∩N2
= L{ pT ∈ GN / T ⊂ N1 ∩N2 o´ T ⊃ N1 ∩N2 },
podemos extender au´n el alcance de las dos proposiciones previas.
Proposicio´n 2.4 Sean (N, v, γ) una situacio´n de comunicacio´n y N1 y N2 dos subcon-
juntos no vac´ıos de N tales que: N1 ∪ N2 = N , N1 ∩ N2 6= ∅ , γ|N1∩N2 es el grafo
completo KN1∩N2 y γ|N1 ∪ γ|N2 = γ. Entonces, si v ∈ SGNN1∩N2 , se satisfacen (i), (ii)
y (iii) en la Proposicio´n 2.2 (sustituyendo en esta ocasio´n pN por v).
Demostracio´n: Es consecuencia directa de la Proposicio´n 2.3 y de la linealidad del valor
de Shapley. ¤
Ejemplo 2.7 En el Ejemplo 2.6, el subespacio de los juegos que satisfacen la Proposicio´n
2.4 es el engendrado por los juegos pT con T ⊃ Ni ∩ Nj, para todos i y j con i < j
o´ T ⊂ Ni ∩Nj, para todos i y j con i < j.
Como N1 = {1, 2}, N2 = {2, 3, 4} y N3 = {2, 4, 5}, se tratara´ del subespacio:
L
{
p{2} , p{2,4} , p{1,2,4} , p{2,3,4} , p{2,4,5} , p{1,2,3,4} , p{1,2,4,5} , p{2,3,4,5} , p{1,2,3,4,5}
}
.
Obviamente, cuanto ma´s se divida el grafo (N, γ), menor sera´ la dimensio´n del subespacio
de GN formado por los juegos para los que la Proposicio´n 2.4 es va´lida. Si considera´ramos
una nueva divisio´n (menos fina) del grafo, con N1 = {1, 2} y N4 = N2∪N3 = {2, 3, 4, 5},
el subespacio en cuestio´n ser´ıa:
SG{1,2,3,4,5}{1,2}∩{2,3,4,5} = SG
{1,2,3,4,5}
{2} = L
{
p{2}∪T / T ⊂ {1, 3, 4, 5}
}
,
del que, como resulta evidente, el anterior es un subespacio propio.
Por otra parte, es fa´cil ver que los resultados previos se sostienen si, en lugar de en el
ca´lculo del valor de Shapley, estuvie´ramos interesados en el del valor de Banzhaf-Coleman
o, en general, de cualquier otro semivalor del juego restringido al grafo vγ . La linealidad
de los semivalores es suficiente para garantizarlo.
Cap´ıtulo 3
Juegos y grafos probabil´ısticos
3.1. Introduccio´n
La aproximacio´n cla´sica de Myerson al estudio de las interacciones entre jugadores pre-
sentada en los cap´ıtulos anteriores es obviamente ma´s rica que la basada so´lo en juegos
cooperativos y resulta u´til en una gran variedad de situaciones. A pesar de ello, en muchas
otras situaciones reales, considerar la estructura de la red como algo fijo y dado puede
resultar una suposicio´n muy restrictiva. En ciertos casos, parecer´ıa razonable tener en
cuenta en el modelo no so´lo una red, sino varias estructuras de comunicacio´n alternativas.
En este cap´ıtulo, supondremos que son veros´ımiles diferentes redes. La regla de reparto
asociada al modelo que vamos a presentar dependera´ de forma natural de estas diversas
redes. Los antecedentes ma´s relevantes en la literatura con planteamientos relacionados
con los aqu´ı expuestos son :
Calvo et al. (1999), que generalizan el modelo de Myerson extendie´ndolo a un contex-
to probabil´ıstico en el que se consideran todas las posibles redes entre los jugadores.
Al calcular la probabilidad de cada una de estas redes, suponen que, para cada
par de jugadores, existe una cierta probabilidad de comunicacio´n directa entre ellos.
Adema´s, consideran que estas probabilidades son independientes entre s´ı. Dado un
juego TU con restricciones a la comunicacio´n establecidas en este contexto proba-
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bil´ıstico, definen y caracterizan una regla de reparto apropiada, y prueban que es
una extensio´n natural del valor de Myerson.
Jackson (2005a), que parte tambie´n de la posibilidad de redes alternativas, pero no
asume un esquema probabil´ıstico para tal diversidad, sino que supone que esta ser´ıa
consecuencia de los cambios que pueden establecer los jugadores en sus relaciones
bilaterales. Sostiene que tal posibilidad deber´ıa influir en el reparto de valor entre
los jugadores y, partiendo de esta idea, propone una familia de reglas de reparto,
que incluye el valor de Myerson como un caso particular.
El modelo que se propone en este cap´ıtulo, como el de Calvo et al. (1999), se centra en las
diferentes redes posibles y su verosimilitud como unidad de estudio, pero, a diferencia de
este, no hace uso de la hipo´tesis de independencia.
La eliminacio´n de esta hipo´tesis de independencia en las relaciones bilaterales no es en
absoluto irrelevante. Por ejemplo, no parece razonable suponer independencia en multitud
de redes de diversos tipos: sociales (redes de relaciones de amistad entre individuos, o de
relaciones comerciales entre compan˜´ıas), de informacio´n (la red de citas entre trabajos
acade´micos, o la World Wide Web), tecnolo´gicas (redes de distribucio´n de algu´n bien o
recurso, como la electricidad o redes de ferrocarril o de rutas ae´reas) o biolo´gicas (redes de
rutas metabo´licas, o redes neuronales). Para ma´s detalles, puede verse Newman (2003).
Por otro lado, un par de caracter´ısticas que parecen ser comunes a redes de muy diferentes
tipos y que sugieren una clara dependencia en las relaciones son:
Transitividad. En algunas redes se encuentra que, si el nodo 1 esta´ conectado
directamente con el nodo 2 y e´ste a su vez lo esta´ con el nodo 3, entonces existe una
mayor probabilidad de que el nodo 1 este´ tambie´n conectado con el 3. En lenguaje
coloquial: los amigos de mis amigos son (probablemente) tambie´n mis amigos1.
1FOAF (un acro´nimo de Friend of a Friend) es un programa que permite a grupos de personas describir
redes sociales sin necesidad de una base de datos centralizada.
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Incompatibilidades. En muchas redes sociales o econo´micas la existencia de una
conexio´n entre dos personas, empresas o, por ejemplo, partidos pol´ıticos, excluye
automa´ticamente o, al menos, hace muy poco veros´ımil la relacio´n entre uno de ellos
y un tercer actor.
Sirva el siguiente ejemplo para ilustrar lo inadecuado de esta hipo´tesis de independencia en
ciertos casos. Supongamos la existencia de dos pa´ıses,R yG, sin frontera comu´n, el primero
productor y exportador de gas natural y el segundo consumidor e importador de este
combustible, que se esta´n planteando la construccio´n de un gasoducto para transportar el
gas de R a G. Imaginemos tambie´n que se consideran dos rutas posibles para esta conexio´n.
La primera es una ruta directa de R a G bajo el mar. La otra atraviesa un tercer pa´ıs, P ,
que tiene frontera terrestre tanto con R como con G. Tendr´ıamos as´ı dos redes alternativas:
RG y RPG. La construccio´n del gasoducto por la ruta (submarina) directa RG es, aunque
ma´s corta, considerablemente ma´s cara, pero evita a R y a G depender de un intermediario
P , que se convertir´ıa, si se decidiera utilizar la ruta RPG, en lo que en teor´ıa de juegos
se llama un jugador con poder de veto. Independientemente de las probabilidades que, a
priori, asignemos a cada una de las dos redes posibles, e´stas no pueden obtenerse de las
correspondientes a cada una de las aristas RG, RP y PG haciendo uso de la hipo´tesis de
independencia.
En este cap´ıtulo consideraremos el contexto comu´n a todo el trabajo, en el que los juga-
dores en un juego cooperativo tienen restringidas sus posibilidades de cooperacio´n o de
comunicacio´n. Pero, a diferencia de lo que hac´ıamos en el cap´ıtulo anterior, supondremos
aqu´ı que estas restricciones se reflejan en un conjunto de redes distintas. Formalmente, los
diferentes grafos con conjunto de nodos el conjunto de jugadores son los valores de una
variable aleatoria discreta cuya funcio´n de probabilidad nos informa sobre la verosimilitud
de las posibles redes alternativas. As´ı, la red no es fija como en Myerson (1977), ni se obtie-
ne necesariamente de las probabilidades de las diferentes aristas utilizando la hipo´tesis de
independencia como en Calvo et al. (1999). De hecho, en el marco del modelo propuesto,
el de Myerson puede contemplarse como el caso particular correspondiente a una distri-
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bucio´n de probabilidad degenerada, en el que so´lo una red es posible, y la aproximacio´n
probabil´ıstica de Calvo et al. (1999), como el caso particular en el que so´lo se permiten
ciertas distribuciones de probabilidad sobre el conjunto de redes posibles: aquellas en las
que la probabilidad de cada red se obtiene a partir de la de sus diferentes aristas, v´ıa la
hipo´tesis de independencia.
En este nuevo contexto, definimos una regla de reparto que es una generalizacio´n del valor
de Myerson, y probamos que puede caracterizarse axioma´ticamente en te´rminos de pro-
piedades que son, a su vez, la extensio´n natural de aquellas que nos permiten caracterizar
el valor de Myerson: eficiencia en componentes y, o bien equidad, o bien contribuciones
equilibradas.
Lo que resta del cap´ıtulo se organiza como sigue: La Seccio´n 2 se dedica a una revisio´n
ma´s detallada del trabajo de Calvo et al. (1999) sobre juegos con grafos probabil´ısticos
anteriormente citado; en la Seccio´n 3, se propone un nuevo modelo, que llamaremos de las
situaciones de comunicacio´n probabil´ısticas generalizadas, junto con un valor que, como en
el caso del valor de Myerson, se define como el valor de Shapley de un cierto juego inducido
(por el grafo probabil´ıstico generalizado, en este caso); a continuacio´n, en la Seccio´n 4, se
exploran algunas de las propiedades de este juego restringido o inducido, mientras que, en
la 5, se dan dos caracterizaciones del valor definido previamente, y se concluye con algunas
breves observaciones, que se presentan en la Seccio´n 6.
3.2. Juegos con grafos probabil´ısticos
En el modelo de Myerson, cada par de jugadores esta´ unido por una arista en el grafo
si y so´lo si pueden comunicarse directamente, sin necesidad de recurrir a uno o varios
intermediarios. En este sentido, el modelo es determinista. Como ya se ha mencionado en
la introduccio´n, Calvo et al. (1999) generalizan dicho modelo para cubrir el caso en que
un enfoque probabil´ıstico pudiera resultar ma´s adecuado para modelar la cooperacio´n. En
esta seccio´n haremos un breve resumen de su modelo probabil´ıstico.
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Argumentan los autores que, en general, no ocurrira´ que, o bien dos jugadores son capaces
de comunicarse y, por tanto, de cooperar, o bien son absolutamente incapaces de hacerlo,
sino que ma´s bien sera´n capaces de cooperar en una determinada medida. Consideran
as´ı un contexto ma´s general en el que cada par de jugadores tiene una cierta probabilidad
de comunicarse directamente. Definen un grafo probabil´ıstico como un par (N, pˆ), siendo
pˆ una funcio´n que asigna a cada arista {i, j} de KN una probabilidad pˆ({i, j}). Suponen
adema´s que estas probabilidades son independientes 2. A una terna (N, v, pˆ) le llaman un
juego con un grafo probabil´ıstico. Slikker y van den Nouweland (2001) le dara´n ma´s tarde
a la misma estructura el nombre de situacio´n de comunicacio´n probabil´ıstica.
Una tal funcio´n pˆ y la suposicio´n de independencia inducen una funcio´n de probabilidad
p definida en ΓN , el conjunto de todos los grafos con conjunto de nodos N , del modo
siguiente:
p(γ) =
∏
{i,j}∈γ
pˆ({i, j})
∏
{i,j}/∈γ
(1− pˆ({i, j})) , para todo γ ∈ ΓN .
A partir de este punto, definen un juego restringido al grafo probabil´ıstico (juego inducido),
y el valor de Myerson del juego con el grafo probabil´ıstico como el valor de Shapley del
juego inducido. Prueban que el valor as´ı definido es una extensio´n del propuesto por
Myerson para el caso determinista, y obtienen una caracterizacio´n axioma´tica del mismo
en te´rminos de dos de sus propiedades: eficiencia en componentes y equidad. Sen˜alan luego
que esta u´ltima propiedad puede sustituirse en la caracterizacio´n por la de contribuciones
equilibradas, y terminan probando que dicho valor satisface tambie´n estabilidad.
2Lo que los autores llaman en el trabajo citado grafo probabil´ıstico es en realidad una generalizacio´n
del modelo que Solomonoff y Rapoport (1951) e, independientemente, Erdo¨s y Re´nyi (1959) llamaron grafo
aleatorio. En e´l, cada una de las posibles aristas {i, j} esta´ presente en el grafo con una probabilidad p
fija e igual para todas ellas. Esto, junto con la hipo´tesis de independencia, hace que a cada grafo con m
aristas se le asigne una probabilidad pm(1 − p)M−m, donde M = n(n−1)
2
es el ma´ximo nu´mero de aristas
posible en un grafo con n nodos. Como consecuencia de las hipo´tesis, el grado de cada uno de los nodos
del grafo es una variable aleatoria con distribucio´n binomial de para´metros n − 1 y p, que convergera´, al
crecer n, a una distribucio´n de Poisson. Por este motivo, el modelo se conoce tambie´n como grafo aleatorio
de Poisson. Existen en la literatura diversos modelos alternativos como, por ejemplo, los grafos aleatorios
exponenciales o los grafos de Markov. En Newman (2003) puede encontrarse una completa revisio´n de la
literatura sobre este to´pico.
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3.3. El modelo: Situaciones de comunicacio´n probabil´ısticas
generalizadas
Dado N = {1, 2, . . . , n}, consideraremos una funcio´n de probabilidad arbitraria p definida
en ΓN , la familia de todos los grafos con conjunto de nodos N . Para cada grafo γ ∈ ΓN ,
p(γ) representa la probabilidad de que las aristas entre los nodos de N sean precisamente
las de γ. Obviamente, p debera´ satisfacer:
p(γ) ≥ 0 para todo γ ∈ ΓN , y
∑
γ∈ΓN
p(γ) = 1.
Para cada p fijo, llamaremos soporte de p y notaremos Sp al conjunto de aquellos grafos
γ ∈ ΓN tales que p(γ) > 0.
En adelante, llamaremos a cada par (N, p) grafo probabil´ıstico generalizado, y notaremos
PN el conjunto de todos los grafos probabil´ısticos generalizados con conjunto de nodos N .
La nocio´n de conexio´n en grafos deterministas puede extenderse a los grafos probabil´ısticos
generalizados del modo siguiente: dos nodos i y j estara´n directamente conectados en
(N, p) ∈ PN si existe γ ∈ Sp tal que {i, j} ∈ γ, es decir, si esta´n directamente conectados
en algu´n grafo del soporte de p. Diremos que i y j esta´n conectados en (N, p) si existe una
sucesio´n {i1 = i, i2, . . . , ir = j} de nodos de N tal que, para todo k = 1, . . . , r − 1, ik e
ik+1 esta´n directamente conectados en (N, p).
La relacio´n ”estar conectado con” en un grafo probabil´ıstico generalizado (N, p) es de
equivalencia en N , el conjunto de nodos, e induce por tanto una particio´n del mismo
en componentes conexas probabil´ısticas. Notaremos N/p dicha particio´n. Dos nodos i y j
(i 6= j) estara´n en la misma componente conexa (probabil´ıstica) si esta´n conectados en
(N, p). No´tese que N/p = N/γp, siendo γp el grafo determinista
⋃
γ∈Sp
γ.
Obse´rvese tambie´n que dos nodos pueden estar en la misma componente conexa proba-
bil´ıstica en (N, p) aunque no exista ningu´n grafo determinista (N, γ) en Sp en el que dichos
nodos este´n conectados. El siguiente ejemplo ilustra esta situacio´n.
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Ejemplo 3.1 Sean: N = {1, 2, 3, 4}, γ1 = {{1, 2}, {2, 3}}, γ2 = {{3, 4}} y p(γk) = 12
para k = 1 o´ 2. Entonces, γp = γ1
⋃
γ2 = {{1, 2}, {2, 3}, {3, 4}} y N/p = N/γp = {N}.
Dado el grafo (N, γ) ∈ ΓN , notaremos (N, pγ) el grafo probabil´ıstico generalizado asociado,
en el que pγ es la funcio´n de probabilidad definida en ΓN y degenerada en γ, con pγ(γ) = 1.
La aplicacio´n que a cada grafo (N, γ) le hace corresponder el grafo probabil´ıstico genera-
lizado (N, pγ) es una biyeccio´n entre ΓN y su conjunto imagen en PN . En este sentido,
ΓN es un subconjunto de PN , y cada grafo (determinista) puede identificarse con un grafo
probabil´ıstico generalizado particular.
Cada grafo probabil´ıstico generalizado (N, p) induce 2
(n2) subgrafos probabil´ısticos genera-
lizados (N, p
ξ
) ∈ PN , uno por cada ξ ∈ ΓN , donde:
p
ξ
(γ) =

∑
η⊂KN\ξ
p(γ ∪ η), si γ ⊂ ξ,
0, en otro caso.
Un subgrafo probabil´ıstico generalizado (N, p
ξ
) puede interpretarse como sigue: dados
(N, p) ∈ PN y ξ ∈ ΓN , p
ξ
asignara´, a cada uno de los subgrafos deterministas γ de ξ,
una probabilidad p
ξ
(γ), que se calculara´ como la suma de las probabilidades que p asigna
a aquellos grafos de ΓN que tienen en comu´n con ξ las aristas de γ. As´ı:
p
ξ
(γ) =

∑
η∈ΓN , η∩ξ=γ
p(η), si γ ⊂ ξ,
0, en otro caso.
Con la definicio´n anterior, es fa´cil ver que, para todo (N, p) ∈ PN , p∅ es la distribucio´n
degenerada p∅, y pKN = p . En particular, dados N , i ∈ N y (N, pξ) ∈ PN , notaremos
(N, p−ξ) y (N, p−i) respectivamente los subgrafos probabil´ısticos (N, pK
N
\ξ) y (N, pKN\{i} ).
Definicio´n 3.1 Una situacio´n de comunicacio´n probabil´ıstica generalizada es una terna
(N, v, p), donde (N, v) es un juego de GN y (N, p) un grafo (probabil´ıstico generalizado)
de PN .
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Observacio´n 3.1 No´tese que dos casos especiales de la definicio´n anterior son:
Situaciones de comunicacio´n deterministas. Una situacio´n de comunicacio´n (deter-
minista) (N, v, γ) puede considerarse como una situacio´n de comunicacio´n proba-
bil´ıstica generalizada (N, v, p) particular; aquella en la que p = pγ.
Situaciones de comunicacio´n probabil´ısticas (como se definen en Calvo et al. (1999)).
Una situacio´n de comunicacio´n probabil´ıstica (N, v, pˆ) puede tambie´n considerarse
como una situacio´n de comunicacio´n probabil´ıstica generalizada (N, v, p) particular,
definiendo:
p(γ) =
∏
l∈γ
pˆ(l)
∏
l /∈γ
(1− pˆ(l)) , para todo γ ∈ ΓN ,
como ya se menciono´ en la seccio´n anterior.
Llamaremos GPCSN a la clase de todas las situaciones de comunicacio´n probabil´ısticas
generalizadas con conjunto de jugadores N , y sea GPCS∞ = ⋃∞n=1 GPCSN .
El juego restringido al grafo probabil´ıstico generalizado
Como en el caso determinista, podemos asociar a cada situacio´n de comunicacio´n pro-
babil´ıstica generalizada (N, v, p) un nuevo juego (N, vp), que llamaremos juego inducido
o restringido al grafo (probabil´ıstico generalizado), y donde vp(S) representara´ (el valor
esperado de) las posibilidades econo´micas de la coalicio´n S, dadas las restricciones en la
comunicacio´n impuestas por el grafo probabil´ıstico generalizado (N, p). Es decir:
vp(S) =
∑
γ∈ΓN
p(γ)vγ(S) =
∑
γ⊂KS
pKS (γ)v
γ(S), para todo S ⊂ N. (3.1)
Una regla de reparto definida en una clase GPCS ⊂ GPCS∞ de situaciones de comuni-
cacio´n probabil´ısticas generalizadas es simplemente una funcio´n Ψ que asigna un vector
de pagos Ψ(N, v, p) ∈ IRn a cada situacio´n de comunicacio´n probabil´ıstica generalizada
(N, v, p) en la clase GPCS.
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El valor de Myerson probabil´ıstico
Llamaremos valor de Myerson probabil´ıstico a la regla de reparto para situaciones de
comunicacio´n probabil´ısticas generalizadas que resulta de la extensio´n natural del valor de
Myerson a este tipo ma´s general de situaciones de comunicacio´n.
Definicio´n 3.2 Sea (N, v, p) una situacio´n de comunicacio´n probabil´ıstica generalizada.
El valor de Myerson probabil´ıstico de (N, v, p) se define:
µ(N, v, p) = Sh(N, vp).
La siguiente proposicio´n, cuya prueba es trivial y, por tanto, se omite, relaciona el valor de
Myerson que acabamos de definir para una situacio´n de comunicacio´n probabil´ıstica gene-
ralizada (N, v, p) con los de cada una de las situaciones de comunicacio´n (deterministas)
(N, v, γ), con γ ∈ Sp.
Proposicio´n 3.1 Dada (N, v, p) una situacio´n de comunicacio´n probabil´ıstica generaliza-
da, se tiene:
µ(N, v, p) =
∑
γ∈ΓN
p(γ) µ(N, v, γ) =
∑
γ∈Sp
p(γ) µ(N, v, γ).
Para ilustrar y motivar esta aproximacio´n, consideremos el siguiente ejemplo:
Ejemplo 3.2 En el parlamento de cierto pa´ıs esta´n representados cuatro partidos: 1, 2, 3 y
4, cuyos porcentajes de escan˜os son del 25, 30, 30 y 15% respectivamente. Ciertos tipos de
leyes requieren, para ser aprobadas, el voto favorable de al menos 2/3 de los parlamentarios.
Supongamos que los partidos 1, 2, 3 y 4 se alinean, en el espectro ideolo´gico izquierda-
derecha, o liberal-conservador, como en la Figura 3.1 y, por otro lado, que los parlamen-
tarios de cada partido votan en bloque.
Los partidos 2 y 3 forman una coalicio´n que gobierna con una mayor´ıa suficiente en la
mayor parte de los casos y que, cuando quiere hacer aprobar leyes especiales del tipo antes
aludido, intenta alcanzar acuerdos ad hoc con los partidos extremos en el espectro pol´ıtico.
Debido a las incompatibilidades ideolo´gicas entre los partidos 1 y 4, estos acuerdos se
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alcanzan en algunas ocasiones con el partido 1, y en otras con el partido 4, pero nunca con
ambos simulta´neamente.
Se estima que las frecuencias relativas de los acuerdos mencionados (grafos γ1 y γ2 en las
Figs. 3.2 y 3.3) son de 0,6 y 0,3 respectivamente. Y que, con probabilidad 0,1, los partidos
2 y 3 no pueden obtener ninguna colaboracio´n de los restantes, como en el grafo γ3 en la
Fig. 3.4.
En este caso, la situacio´n de comunicacio´n probabil´ıstica generalizada (N, v, p) vendra´ dada
por: N = {1, 2, 3, 4}, v(S) = 1 si s ≥ 3 y 0 en otro caso, y p(γ1) = 0,6, p(γ2) = 0,3 y
p(γ3) = 0,1. Por tanto, el correspondiente valor de Myerson (probabil´ıstico) sera´:
µ(N, v, p) =
6
10
(
1
3
,
1
3
,
1
3
, 0
)
+
3
10
(
0,
1
3
,
1
3
,
1
3
)
=
(
1
5
,
3
10
,
3
10
,
1
10
)
.
Figura 3.1: Espectro pol´ıtico liberal-conservador
Figura 3.2: Grafo γ1 = {{1, 2}, {2, 3}}
Figura 3.3: Grafo γ2 = {{2, 3}, {3, 4}}
Figura 3.4: Grafo γ3 = {{2, 3}}
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3.4. Algunas propiedades del juego inducido
En este apartado estudiaremos co´mo las restricciones en la comunicacio´n impuestas por
un grafo probabil´ıstico generalizado afectan a algunas de las principales propiedades de los
juegos en forma de funcio´n caracter´ıstica. En otros te´rminos, veremos en que´ medida, dado
un juego (N, v) y un grafo probabil´ıstico generalizado (N, p), determinadas propiedades
del juego v se heredan por el juego restringido vp. La estructura y muchas de las ideas
de lo que sigue se han tomado de Slikker y van den Nouweland (2001, pp. 53-81), que
analizan con detalle el caso determinista.
3.4.1. Superaditividad
El primer resultado prueba que, para todo grafo probabil´ıstico (N, p), la superaditividad
del juego (N, v) es heredada por el juego restringido (N, vp).
Proposicio´n 3.2 Sean (N, p) un grafo en PN y (N, v) un juego en GN . Entonces, si el
juego (N, v) es superaditivo, el juego (N, vp) lo sera´ tambie´n.
Demostracio´n: Owen (1986) probo´ el resultado equivalente en el caso determinista. Es
decir, que, para para cualquier grafo γ ∈ ΓN , el juego restringido (N, vγ) hereda la super-
aditividad del juego (N, v). Puesto que, por la definicio´n en (3.1), vp es una combinacio´n
lineal convexa con coeficientes p(γ) de los juegos vγ con γ ∈ Sp, y teniendo en cuenta
que cualquier combinacio´n lineal con coeficientes no negativos de juegos superaditivos es
obviamente un juego superaditivo, el juego vp sera´ tambie´n superaditivo. ¤
3.4.2. Convexidad
A diferencia de lo que ocurre con la superaditividad, veremos que es necesario imponer
ciertas condiciones al grafo probabil´ıstico generalizado para poder asegurar que la conve-
xidad del juego (N, v) es heredada por el juego restringido (N, vp).
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Proposicio´n 3.3 Sea (N, p) ∈ PN y tal que, para todo γ ∈ Sp, γ es un grafo ciclo-
completo. Entonces, si (N, v) es un juego convexo, (N, vp) tambie´n lo es.
Demostracio´n: Van den Nouweland y Borm (1991) probaron que, para todo grafo ciclo-
completo (N, γ) y para todo juego convexo (N, v), el juego restringido al grafo (N, vγ) es
tambie´n convexo. En nuestro contexto, y por hipo´tesis, (N, v) es un juego convexo y, para
todo γ ∈ Sp, γ es ciclo-completo. Por tanto, podemos asegurar que vp es una combinacio´n
lineal convexa de juegos convexos vγ y, en consecuencia, es tambie´n convexo. ¤
Proposicio´n 3.4 Sea (N, p) ∈ PN tal que existe al menos un grafo γ ∈ Sp que no es ciclo-
completo. Entonces, si p(γ) es suficientemente grande, existe al menos un juego convexo
(N, v) tal que el juego restringido (N, vp) es no convexo.
Demostracio´n: De nuevo en van den Nouweland y Borm (1991) se prueba que para todo
grafo que no es ciclo-completo existe al menos un juego convexo tal que el juego restringido
al grafo en cuestio´n es no convexo. Los autores dan una demostracio´n constructiva de este
resultado, que adaptaremos a nuestro contexto.
Si γ ∈ Sp no es ciclo-completo, entonces existen un ciclo (x1, x2, . . . , xk, x1) en γ y dos
nodos xi y xj , con i, j ∈ {1, 2, . . . , k} y tales que: i < j − 1, {xi, xj} /∈ γ, y {xm, xj} ∈ γ
para todo m ∈ {i+ 1, . . . , j − 1}. Consideremos el juego convexo (N, v) con v(S) = s− 1
para todo S ⊂ N con S 6= ∅. Definamos S = {xi, xi+1, xj} y T = {x1, . . . , xk}. No´tese
que S, T y T \ {xi+1} son conexos en γ, mientras que S \ {xi+1} no lo es, y que, por otra
parte, para todos R ⊂ N y δ ∈ ΓN es vδ(R) = r − |R/δ|. Se sigue que:
vγ(S)− vγ(S \ {xi+1}) = v({xi, xi+1, xj})− [v({xi}) + v({xj})] = 2 >
> 1 = v(T )− v(T \ {xi+1}) = vγ(T )− vγ(T \ {xi+1}).
Por tanto:
vp(S)− vp(S \ {xi+1}) = p(γ) [vγ(S)− vγ(S \ {xi+1})]+
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+
∑
η∈Sp, η 6=γ
p(η) [vη(S)− vη(S \ {xi+1})] = 2p(γ) +
∑
η∈Sp, η 6=γ
p(η) [vη(S)− vη(S \ {xi+1})],
y, de forma ana´loga:
vp(T )− vp(T \ {xi+1}) = p(γ) +
∑
η∈Sp, η 6=γ
p(η) [vη(T )− vη(T \ {xi+1})] .
Luego:
vp(S)− vp(S \ {xi+1}) > vp(T )− vp(T \ {xi+1}) (3.2)
si y so´lo si:
p(γ) >
∑
η∈Sp, η 6=γ
p(η) [vη(T )− vη(T \ {xi+1})− vη(S) + vη(S \ {xi+1})] (3.3)
Adema´s, para todo η ∈ Sp, η 6= γ:
vη(T )− vη(T \ {xi+1})− vη(S) + vη(S \ {xi+1}) ≤ vη(T ) ≤ v(T ) = |T | − 1 = k − 1,
y as´ı, el miembro derecho de la desigualdad (3.3) estara´ acotado superiormente por:
∑
η∈Sp, η 6=γ
p(η)(k − 1) = [1− p(γ)](k − 1).
En consecuencia, una condicio´n suficiente para que se satisfaga (3.2) es que:
p(γ) > [1− p(γ)] (k − 1), o´, equivalentemente, que p(γ) > k − 1
k
. (3.4)
Puesto que S ⊂ T , si p satisface la desigualdad (3.4) y, por tanto, es tal que se satisface
tambie´n (3.2), entonces vp sera´ un juego no convexo, lo que cierra la demostracio´n. ¤
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3.4.3. Juegos equilibrados y totalmente equilibrados
Consideremos ahora la posibilidad de que las propiedades de equilibrio y equilibrio total
se hereden al restringir el juego a un grafo probabil´ıstico generalizado.
La siguiente proposicio´n establece que una condicio´n suficiente para garantizar que se
herede la propiedad de ser un juego equilibrado es que todos los grafos no vac´ıos del
soporte de p sean conexos.
Proposicio´n 3.5 Sea (N, p) un grafo en PN . Entonces, las dos afirmaciones siguientes
son equivalentes:
(i) para todo γ ∈ Sp, γ es conexo o vac´ıo.
(ii) para todo juego equilibrado (N, v), el juego (N, vp) es tambie´n equilibrado.
Demostracio´n: Supongamos en primer lugar que (i) es cierta. Slikker y van den Nou-
weland (2001, th. 3.2, p. 56) prueban que si γ es, o bien el grafo vac´ıo o bien un grafo
conexo en ΓN , entonces, para todo juego equilibrado (N, v), el juego (N, vγ) es tambie´n
equilibrado.
Por otra parte, de la definicio´n de juego equilibrado se sigue trivialmente que toda com-
binacio´n lineal convexa de juegos equilibrados es tambie´n un juego equilibrado. De la
hipo´tesis sobre Sp se tiene que, si (N, v) es equilibrado, el juego vp sera´ una combinacio´n
lineal convexa de juegos vγ equilibrados y, por tanto, equilibrado.
Supongamos ahora que (i) no es cierta y veamos que, en ese caso, (ii) tampoco lo es. Sea:
Dp = {γh}h=1,...,r ⊂ Sp
la familia (no vac´ıa, por hipo´tesis) de grafos no conexos y distintos del vac´ıo en Sp. Con-
sideremos el juego (N, v) definido:
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v(S) =

1, si s = 1
0, si 1 < s < n
n, si S = N.
El juego (N, v) es equilibrado, pues el vector (1, 1, . . . , 1) pertenece trivialmente a su core.
Por otro lado, para cada h = 1, . . . , r, sea N/γh = {Chk }k=1,...,mh , y tendremos que:
a) 1 < mh = |N/γh| < n, pues γh 6= ∅ y no conexo, y
b) para cada k = 1, . . . ,mh, ha de ser |Chk | < n, de nuevo por ser γh no conexo.
Por (b), para todo k = 1, . . . ,mh, ha de ser v(Chk ) ∈ {0, 1} y, por (a), debe existir
k∗ ∈ {1, . . . ,mh}, con 1 < |Chk∗ | < n y v(Chk∗) = 0.
En consecuencia:
vp(N) =
∑
γ∈Sp
p(γ)vγ(N) =
r∑
h=1
p(γh)vγh(N) +
∑
γ∈Sp\Dp
p(γ)vγ(N) =
=
r∑
h=1
p(γh)
mh∑
k=1
v(Chk ) +
∑
γ∈Sp\Dp
p(γ)n <
r∑
h=1
p(γh)n+
∑
γ∈Sp\Dp
p(γ)n = n.
Pero, para cada i ∈ N , es cierto que:
vp({i}) =
∑
γ∈Sp
p(γ) vγ({i}) =
∑
γ∈Sp
p(γ) v({i}) =
∑
γ∈Sp
p(γ) = 1.
Y, obviamente, no existe un vector x = (x1, x2, . . . , xn) ∈ IRn que satisfaga simulta´nea-
mente que
∑
i∈N xi = v
p(N) < n y que xi ≥ vp({i}) = 1 para cada i ∈ N . Por tanto,
el core de (N, vp) es vac´ıo y el juego vp no es equilibrado, siendo v un juego equilibrado.
Luego (ii) no es cierta. Y esto cierra la demostracio´n. ¤
Si consideramos ahora la propiedad de equilibrio total, obtenemos el siguiente resultado.
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Proposicio´n 3.6 Sean (N, p) un grafo probabil´ıstico generalizado y (N, v) un juego TU.
Si (N, v) es totalmente equilibrado, entonces (N, vp) tambie´n lo es.
Demostracio´n: Van den Nouweland (1993) probo´ que, para cada γ ∈ ΓN y para cada
juego (N, v) totalmente equilibrado, el juego (N, vγ) es tambie´n totalmente equilibrado.
Adema´s, para cada S ⊂ N , (S, vp|S) es el juego (S, vpKS ) y, por tanto, su funcio´n carac-
ter´ıstica es una combinacio´n lineal convexa de funciones caracter´ısticas vγ |S para γ ⊂ KS .
Como toda combinacio´n lineal convexa de juegos equilibrados es un juego equilibrado,
(S, vp|S) es equilibrado para todo S ⊂ N y, en consecuencia, (N, vp) es un juego totalmen-
te equilibrado. ¤
3.4.4. Inclusio´n del valor de Shapley en el core
Analizaremos en este apartado las condiciones que se han de imponer al grafo probabil´ısti-
co generalizado para garantizar que se herede la propiedad de que el valor de Shapley
pertenezca al core.
La proposicio´n siguiente establece que la propiedad se hereda si el soporte del grafo pro-
babil´ıstico generalizado subyacente (N, p) se reduce a los grafos vac´ıo y completo. Para
probarlo, introduciremos en primer lugar un lema, cuya prueba es trivial.
Lema 3.1 Sean (N, v) y (N,w) dos juegos de GN con core no vac´ıo. Entonces, para
cualesquiera α, β ∈ IR+, x ∈ C(N, v) e y ∈ C(N,w), se tiene que:
αx+ βy ∈ C(N,αv + βw).
Proposicio´n 3.7 Sea (N, p) ∈ PN tal que Sp = {∅,KN}. Entonces, para todo juego (N, v)
con Sh(N, v) ∈ C(N, v), es: Sh(N, vp) ∈ C(N, vp).
Demostracio´n: Se sigue directamente del lema previo y del hecho de que, para todo juego
(N, v) con Sh(N, v) ∈ C(N, v) y para γ = ∅ o´ γ = KN , es Sh(N, vγ) ∈ C(N, vγ), pues,
si γ = ∅, entonces v∅(S) =∑i∈S v({i}) para todo S ⊂ N y, obviamente, Sh(N, v∅) =
(v({i}))i∈N ∈ C(N, v∅); y si γ = KN , vKN = v, y no es necesario an˜adir ma´s. ¤
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Las siguientes proposiciones exploran las restantes situaciones, en las que existe algu´n
grafo γ ∈ Sp con γ 6= ∅ y γ 6= KN . Se consideran sucesivamente los casos en los que existe
un tal grafo γ que adema´s es: no conexo en primer lugar, conexo pero no ciclo-completo
despue´s y, por u´ltimo, ciclo-completo pero no completo. En general, en estos casos, no se
puede garantizar la herencia de la propiedad en cuestio´n.
Proposicio´n 3.8 Sea (N, p) ∈ PN tal que existe al menos un grafo γ ∈ Sp con γ 6= ∅
y γ no conexo. Entonces, existe al menos un juego (N, v) con Sh(N, v) ∈ C(N, v) y
Sh(N, vp) /∈ C(N, vp).
Demostracio´n: Conside´rese otra vez el juego (N, v) que se utilizo´ en la demostracio´n
de la Proposicio´n 3.5, definido:
v(S) =

1, si s = 1
0, si 1 < s < n
n, si S = N.
Entonces, Sh(N, v) = (1, 1, . . . , 1) pertenece trivialmente a C(N, v). Como en la prueba
de la Proposicio´n 3.5, C(N, vp) = ∅ si (N, p) es tal que existe γ ∈ Sp, con γ 6= ∅ y γ no
conexo. Por tanto, en esta situacio´n particular, la propiedad de la inclusio´n en el core del
valor de Shapley no se hereda. ¤
Proposicio´n 3.9 Sea (N, p) ∈ PN tal que existe un grafo conexo pero no ciclo-completo
γ1 en Sp. Entonces, si p(γ1) es suficientemente grande, existe un juego (N, v) tal que
Sh(N, v) ∈ C(N, v) pero Sh(N, vp) /∈ C(N, vp).
Demostracio´n: Supongamos que γ1 ∈ Sp es conexo, pero no ciclo-completo. Enton-
ces, existira´n al menos un ciclo minimal (en el sentido de no contener ningu´n otro ciclo)
(x1 , x2 , . . . , xk , x1) en γ1 y dos nodos xi y xj , con i, j ∈ {1, 2, . . . , k} y tales que: i < j−1 ,
y {xi, xj} /∈ γ1 .
Para simplificar la notacio´n, y sin pe´rdida de generalidad, supongamos tambie´n que, para
todo l ∈ {1, 2, . . . , k}, es x
l
= l. Consideremos entonces el juego v = u{i,j} . Es fa´cil ver que
para este juego es Sh(N, u{i,j}) ∈ C(N, u{i,j}).
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Consideremos tambie´n la coalicio´n S = {i, i+ 1, . . . , j}, con s ≥ 3 y para la que:
∑
l∈S
Sh
l
(N, vγ1 ) < vγ1 (S) = 1,
pues, por un lado, {i, j} es conexo en (S, γ1 |S ), ya que existe el camino (i, i + 1, . . . , j)
que comunica i con j en γ1 pero, por el otro, existe al menos un camino alternativo en γ1 ,
(j, j + 1, . . . , k, 1, 2, . . . , i) , para conectar i y j. Los nodos que forman este segundo camino
son los elementos de uno de los conjuntos minimales de conexio´n de {i, j} en (N, γ1), y
los intermediarios, es decir, los elementos del conjunto T = {1, 2, . . . , k} \ S, deben recibir
tambie´n su compensacio´n en el juego uγ1{i,j} de conectar i y j en γ1 , que sera´ necesariamente
una cantidad estrictamente positiva para cada uno de ellos.
Para esta coalicio´n S y este juego v = u{i,j} espec´ıficos, tenemos:
∑
l∈S
Sh
l
(N, vp) =
∑
l∈S
∑
γ∈Sp
p(γ)Sh
l
(N, vγ) = p(γ1)
∑
l∈S
Sh
l
(N, vγ1 ) +
∑
γ∈Sp, γ 6=γ1
p(γ)
∑
l∈S
Sh
l
(N, vγ),
y:
vp(S) = p(γ1) v
γ1 (S) +
∑
γ∈Sp, γ 6=γ1
p(γ) vγ(S).
En consecuencia, sera´ vp(S) >
∑
l∈S
Sh
l
(N, vp) si y so´lo si:
p(γ1) >
∑
γ∈Sp, γ 6=γ1
p(γ)
[ ∑
l∈S
Sh
l
(N, vγ)− vγ(S)
]
vγ1 (S)−
∑
l∈S
Sh
l
(N, vγ1 )
. (3.5)
Recordemos que v es el juego de unanimidad u{i,j} y, por tanto, para todo γ ∈ Sp con
γ 6= γ1 , es:
∑
l∈S
Sh
l
(N, vγ)− vγ(S) ≤ 1.
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As´ı, una condicio´n suficiente para que la desigualdad en (3.5) se satisfaga es que:
p(γ1) >
1− p(γ1)
vγ1 (S)−
∑
l∈S
Sh
l
(N, vγ1 )
, o´ p(γ1) >
1
vγ1 (S)−
∑
l∈S
Sh
l
(N, vγ1 ) + 1
,
lo que siempre resulta posible, por ser el segundo miembro de la u´ltima desigualdad es-
trictamente menor que 1. ¤
Proposicio´n 3.10 Sea (N, p) ∈ PN tal que existe un grafo ciclo-completo pero no com-
pleto γ2 en Sp. Entonces, si p(γ2) es suficientemente grande, existe un juego (N, v) tal que
Sh(N, v) ∈ C(N, v) pero Sh(N, vp) /∈ C(N, vp).
Demostracio´n: Sea γ2 ∈ Sp un grafo conexo y ciclo-completo, pero no completo. Consi-
deremos entonces dos nodos i, j ∈ N que no este´n directamente conectados en γ2 . Adema´s,
por ser γ2 ciclo-completo, existira´ un u´nico camino geode´sico entre i y j. Tomemos tres
nodos consecutivos en este camino y, sin pe´rdida de generalidad, llame´mosles 1, 2 y 3. Se
sigue que γ2 |{1,2,3} = {{1, 2}, {2, 3}}.
Consideremos el juego v = −u{1,2} −u{1,3} −u{2,3} +3u{1,2,3} . Resulta Shi(N, v) = 0 para
todo i ∈ N y es fa´cil comprobar que Sh(N, v) ∈ C(N, v), que se reduce al vector 0. Como
vγ2 = −u{1,2} − u{2,3} + 2u{1,2,3} , se deduce que Sh2(N, vγ2 ) = − 13 < 0 = vγ2 ({2}) y,
por tanto, Sh(N, vγ2 ) /∈ C(N, vγ2 ) que, de nuevo, se reduce al 0.
Por otro lado:
Sh2(N, vp) =
∑
γ∈Sp
p(γ)Sh2(N, vγ) = − 13 p(γ2) +
∑
γ∈Sp γ 6=γ2
p(γ)Sh2(N, vγ),
y:
vp({2}) =
∑
γ∈Sp
p(γ)vγ({2}) =
∑
γ∈Sp γ 6=γ2
p(γ)vγ({2}) = 0.
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Ahora, Sh2(N, vp) < vp({2}) si y so´lo si:
p(γ2) > 3
∑
γ∈Sp γ 6=γ2
p(γ)Sh2(N, vγ). (3.6)
Como Sh2(N, vγ) ≤ 1 para todo γ ∈ Sp, una condicio´n suficiente para que se satisfaga
(3.6) es que:
p(γ2) > 3(1− p(γ2)) o´, equivalentemente, p(γ2) >
3
4
.
¤
3.5. Dos caracterizaciones del valor de Myerson probabil´ısti-
co
Dedicaremos este apartado a presentar dos caracterizaciones axioma´ticas del valor de
Myerson probabil´ıstico en te´rminos de tres propiedades cada una de las cuales es la ex-
tensio´n natural de la que recibe el mismo nombre en el caso determinista: eficiencia en
componentes, equidad y contribuciones equilibradas. Probaremos tambie´n que el valor de-
finido satisface la propiedad de estabilidad.
Una regla de reparto para situaciones de comunicacio´n probabil´ısticas generalizadas sa-
tisface la propiedad de eficiencia en componentes si el pago total a los miembros de cada
una de las componentes conexas (probabil´ısticas) es igual al valor esperado de dicha com-
ponente. Formalmente:
Definicio´n 3.3 Una regla de reparto Ψ : GPCSN → IRn es eficiente en componentes si,
para toda (N, v, p) ∈ GPCSN y para toda componente C ∈ N/p:
∑
i∈C
Ψi(N, v, p) = vp(C).
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Observacio´n 3.2 La propiedad de eficiencia en componentes en el caso determinista es
so´lo un caso particular de la anterior, en el que, para un cierto grafo γ ∈ ΓN , es p = pγ
y, por tanto, N/p = N/γ y vp = vγ.
La propiedad de equidad para situaciones de comunicacio´n deterministas establece que, si
desaparece la posibilidad de una comunicacio´n directa entre dos jugadores i y j, mante-
nie´ndose igual lo dema´s (es decir, si se modifica el grafo eliminando la arista l = {i, j}),
los pagos a ambos jugadores deben verse modificados en la misma cantidad.
La generalizacio´n natural de la propiedad de equidad al caso probabil´ıstico establece que
la sustitucio´n de un grafo probabil´ıstico generalizado por el subgrafo que se obtiene al
eliminar del mismo la arista l = {i, j} debe producir efectos iguales en los pagos a los
jugadores i y j.
Definicio´n 3.4 Una regla de reparto Ψ : GPCSN → IRn es equitativa si, para toda arista
l = {i, j} con i, j ∈ N y para toda (N, v, p) ∈ GPCSN , se cumple que:
Ψi(N, v, p)−Ψi(N, v, p−{l}) = Ψj(N, v, p)−Ψj(N, v, p−{l}).
Observacio´n 3.3 Dos casos especiales de la definicio´n anterior son:
El caso determinista. Consideremos la situacio´n de comunicacio´n probabil´ıstica ge-
neralizada (N, v, p) en la que p = pγ∪{l} para un cierto grafo γ ∈ ΓN con l /∈ γ.
No´tese que, entonces, p−{l} = pγ, la distribucio´n de probabilidad degenerada en γ,
con p−{l}(γ) = p(γ ∪ {l}) + p(γ) = 1.
El caso de las situaciones de comunicacio´n probabil´ısticas. La propiedad de equidad
para las situaciones de comunicacio´n probabil´ısticas definidas en Calvo et al. (1999)
puede considerarse tambie´n un caso particular de la anterior. En efecto, si, dada la
arista l = {i, j}, se pasa de la situacio´n de comunicacio´n probabil´ıstica (N, v, pˆ) a
(N, v, qˆ), con qˆ(k) = pˆ(k) para toda arista k 6= l y qˆ(l) = 0 (es decir, si se elimina la
posibilidad de una comunicacio´n directa entre i y j, manteniendo lo dema´s igual),
entonces la situacio´n de comunicacio´n probabil´ıstica generalizada inducida (N, v, q)
coincide con (N, v, p−{l}) y, en consecuencia, por la Definicio´n 3.4, los pagos a ambos
jugadores i y j deben verse modificados en la misma cantidad.
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Una regla de reparto para situaciones de comunicacio´n (deterministas) satisface la propie-
dad de contribuciones equilibradas si el perjuicio que el aislamiento del jugador i ocasiona
al jugador j es el mismo que el que el aislamiento del jugador j causa al jugador i.
En nuestro modelo, el aislamiento del jugador i puede interpretarse como el paso de
un grafo probabil´ıstico generalizado dado (N, p) al subgrafo probabil´ıstico generalizado
(N, p−i).
Definicio´n 3.5 Una regla de reparto Ψ : GPCSN → IRn satisface la propiedad de contri-
buciones equilibradas si, para toda (N, v, p) ∈ GPCSN y para todos i, j ∈ N :
Ψj(N, v, p)−Ψj(N, v, p−i) = Ψi(N, v, p)−Ψi(N, v, p−j ).
Observacio´n 3.4 De nuevo, las versiones de la propiedad de contribuciones equilibradas
para los casos determinista y probabil´ıstico pueden obtenerse como casos particulares de la
anterior definicio´n.
El caso determinista. Si el grafo probabil´ıstico generalizado (N, p) es tal que, para un
cierto γ ∈ ΓN es p = pγ, entonces, para k = i, j, el grafo probabil´ıstico generalizado
(N, p−k) es tal que p−k = p
(γ−k ), pues:
p−k(γ−k) =
∑
η⊂Lk(KN )
p(γ−k ∪ η) = p(γ−k ∪ Lk(γ)) = p(γ) = 1.
El caso de las situaciones de comunicacio´n probabil´ısticas. Dada una situacio´n de
comunicacio´n probabil´ıstica (N, v, pˆ), aislar un nodo fijo i es equivalente a pasar a
una nueva situacio´n de comunicacio´n probabil´ıstica (N, v, qˆ), en la que la distribucio´n
de probabilidad qˆ es tal que qˆ(l) = 0 si i ∈ l, y qˆ(l) = pˆ(l) en otro caso.
As´ı, las situaciones de comunicacio´n probabil´ısticas generalizadas (N, v, p) y (N, v, q)
inducidas por las funciones pˆ y qˆ respectivamente son tales que (N, q) = (N, p−i),
pues q(ξ) = 0 si Li(ξ) 6= ∅ y, si Li(ξ) = ∅, entonces:
q(ξ) =
∏
l∈ξ
qˆ(l)
∏
l /∈ξ
(1− qˆ(l)) =
∏
l∈ξ
qˆ(l)
∏
l∈KN\ξ
(1− qˆ(l)) = p−i(ξ),
y ana´logamente para el jugador j.
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Teorema 3.1 El valor de Myerson es la u´nica regla de reparto Ψ : GPCSN → IRn que
satisface eficiencia en componentes y equidad.
Demostracio´n: Para probar que el valor de Myerson satisface eficiencia en componentes,
sean (N, v, p) ∈ GPCSN y C ∈ N/p. De la linealidad del valor de Shapley se sigue que:
∑
i∈C
µi(N, v, p) =
∑
i∈C
Shi(N, vp) =
∑
i∈C
Shi
N, ∑
γ∈ΓN
p(γ)vγ
 =
=
∑
i∈C
∑
γ∈ΓN
p(γ)Shi(N, vγ) =
∑
γ∈ΓN
p(γ)
∑
i∈C
Shi(N, vγ).
Como C ∈ N/p, para cada γ ∈ Sp, C es una unio´n de componentes conexos (deterministas)
de N en γ (elementos de N/γ), es decir:
C =
rγ(C)⋃
k=1
Tk,γ(C), con Tk,γ(C) ∈ N/γ para todo k = 1, 2, . . . , rγ(C).
Para cada uno de estos componentes Tk,γ(C), la eficiencia en componentes del valor de
Myerson (determinista) nos permite asegurar que:
∑
i∈Tk,γ(C)
Shi(N, vγ) = v(Tk,γ(C))
y, por tanto, si γ ∈ Sp, entonces:
∑
i∈C
Shi(N, vγ) =
rγ(C)∑
k=1
∑
i∈Tk,γ(C)
Shi(N, vγ) =
rγ(C)∑
k=1
v (Tk,γ(C)) = vγ(C).
En consecuencia, de la definicio´n de vp se tiene que:
∑
i∈C
µi(N, v, p) =
∑
γ∈ΓN
p(γ)
∑
i∈C
Shi(N, vγ) =
∑
γ∈Sp
p(γ) vγ(C) = vp(C).
Para probar que satisface tambie´n equidad, consideremos una situacio´n de comunicacio´n
probabil´ıstica generalizada (N, v, p) y una arista fija l = {i, j}, con i, j ∈ N . Entonces:
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µi(N, v, p)− µi(N, v, p−{l}) =
∑
γ∈ΓN
p(γ) Shi(N, vγ)−
∑
γ∈ΓN , l/∈γ
p−{l}(γ) Shi(N, v
γ) =
=
∑
γ∈ΓN , l/∈γ
p(γ) Shi(N, vγ) +
∑
γ∈ΓN , l/∈γ
p(γ ∪ {l}) Shi(N, vγ∪{l})−
−
∑
γ∈ΓN , l/∈γ
[p(γ) + p(γ ∪ {l})] Shi(N, vγ).
Y, por tanto:
µi(N, v, p)− µi(N, v, p−{l}) =
∑
γ∈ΓN , l /∈γ
p(γ ∪ {l})
[
Shi(N, vγ∪{l})− Shi(N, vγ)
]
(3.7)
Por la propiedad de equidad en el caso determinista:
Shi(N, vγ∪{l})− Shi(N, vγ) = Shj(N, vγ∪{l})− Shj(N, vγ),
para todo γ ∈ ΓN con l /∈ γ y, en consecuencia:
µi(N, v, p)− µi(N, v, p−{l}) =
∑
γ∈ΓN , l /∈γ
p(γ ∪ {l})
[
Shj(N, vγ∪{l})− Shj(N, vγ)
]
(3.8)
Pero (3.8) coincide con µj(N, v, p)−µj(N, v, p−{l}). Para probarlo, basta con seguir la l´ınea
argumental que condujo a (3.7).
Para probar la unicidad, supongamos que Ψ1 y Ψ2 son dos reglas de reparto en GPCSN
que satisfacen eficiencia en componentes y equidad. Vamos a probar que Ψ1(N, v, p) y
Ψ2(N, v, p) coinciden para toda situacio´n de comunicacio´n probabil´ıstica generalizada
(N, v, p) ∈ GPCSN por induccio´n sobre el cardinal del grafo determinista:
γp =
⋃
γ∈Sp
γ
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No´tese en primer lugar que |γp| = 0 implica que p(∅) = 1 (es decir, que p = p∅) y que
N/p = {{1}, {2}, . . . , {n}}. Entonces, por eficiencia en componentes, para todo k ∈ N :
Ψ1k(N, v, p) = v({k}) = Ψ2k(N, v, p).
Sea (N, v, p) ∈ GPCSN tal que, para toda distribucio´n de probabilidad q ∈ PN con
|γq| < |γp|, se satisfaga que Ψ1(N, v, q) = Ψ2(N, v, q). Debemos probar que, en estas
condiciones, ha de ser Ψ1(N, v, p) = Ψ2(N, v, p). Supongamos que l = {i, j} es una arista
de γp. Sabemos que Ψ1(N, v, p−{l}) = Ψ
2(N, v, p−{l}), pues |γp−{l} | = |γp| − 1. Adema´s, Ψ1
y Ψ2 satisfacen equidad. Luego:
Ψ1i (N, v, p)−Ψ1j (N, v, p) = Ψ1i (N, v, p−{l})−Ψ1j (N, v, p−{l}) =
= Ψ2i (N, v, p−{l})−Ψ2j (N, v, p−{l}) = Ψ2i (N, v, p)−Ψ2j (N, v, p).
Y, por tanto,
Ψ1i (N, v, p)−Ψ2i (N, v, p) = Ψ1j (N, v, p)−Ψ2j (N, v, p),
y esto es cierto para cualesquiera dos nodos i y j tales que la arista l = {i, j} ∈ γp, y en
consecuencia, y por transitividad, para cualesquiera dos nodos i y j que este´n en la misma
componente conexa C ∈ N/p.
As´ı, para todo C ∈ N/p, existe dC ∈ IR tal que, para todo i ∈ C:
Ψ1i (N, v, p)−Ψ2i (N, v, p) = dC .
Utilizando la eficiencia en componentes de Ψ1 y Ψ2, tendremos, para todo C ∈ N/p:
∑
i∈C
Ψ1i (N, v, p) =
∑
i∈C
Ψ2i (N, v, p) = v
p(C).
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Luego:
0 =
∑
i∈C
Ψ1i (N, v, p)−
∑
i∈C
Ψ2i (N, v, p) = dC |C|,
y as´ı, dC = 0 y:
Ψ1i (N, v, p) = Ψ
2
i (N, v, p), para todo i ∈ N.
¤
Ejemplo 3.3 En la situacio´n de comunicacio´n probabil´ıstica generalizada del Ejemplo 3.2,
observemos que N/p = {N} y que la eficiencia en componentes impone que:∑
i
µi(N, v, p) = 0,9 = vp(N) = (0,6)1 + (0,3)1.
Supongamos que, como consecuencia de la dina´mica parlamentaria, en un cierto momento
a lo largo del periodo legislativo los partidos 3 y 4 rompen su relacio´n. La equidad nos dice
que ambos partidos deben sufrir el mismo perjuicio como consecuencia de esta ruptura. La
situacio´n de comunicacio´n probabil´ıstica generalizada resultante sera´ (N, v, p−{l}), siendo
l = {3, 4}, p−{l}({2, 3}) = 0,4 y p−{l}({1, 2}, {2, 3}) = 0,6. Entonces:
µ(N, v, p−{l}) =
6
10
(
1
3
,
1
3
,
1
3
, 0
)
=
(
2
10
,
2
10
,
2
10
, 0
)
,
y, como era µ(N, v, p) =
(
2
10
,
3
10
,
3
10
,
1
10
)
, resulta:
µ3(N, v, p)− µ3(N, v, p−{l}) = µ4(N, v, p)− µ4(N, v, p−{l}) =
1
10
.
Teorema 3.2 El valor de Myerson es la u´nica regla de reparto Ψ : GPCSN → IRn que
satisface eficiencia en componentes y contribuciones equilibradas.
Demostracio´n: En el teorema anterior se probo´ ya que el valor de Myerson satisface
eficiencia en componentes. Para probar unicidad basta con reproducir la parte correspon-
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diente de la demostracio´n del Teorema 3.1 (aplicando, como es obvio, contribuciones equi-
libradas en lugar de equidad). Por tanto, se omite aqu´ı la correspondiente demostracio´n, y
probaremos so´lo que el valor de Myerson (probabil´ıstico) satisface tambie´n contribuciones
equilibradas.
Sean (N, v, p) ∈ GPCSN y dos nodos i, j ∈ N . Probaremos que:
µi(N, v, p)− µi(N, v, p−j ) = µj(N, v, p)− µj(N, v, p−i).
Tenemos que:
µi(N, v, p)− µi(N, v, p−j ) =
∑
γ∈ΓN
p(γ)µi(N, v, γ)−
∑
γ∈ΓN\{j}
p−j (γ)µi(N, v, γ) =
=
∑
γ∈ΓN\{j}
p(γ)µi(N, v, γ) +
∑
γ∈ΓN\{j}
∑
∅6=η∈ΓN\ΓN\{j}
p(γ ∪ η)µi(N, v, γ ∪ η)−
−
∑
γ∈ΓN\{j}
p(γ) + ∑
∅6=η∈ΓN\ΓN\{j}
p(γ ∪ η)
µi(N, v, γ) =
=
∑
γ∈ΓN\{j}
∑
∅6=η∈ΓN\ΓN\{j}
p(γ ∪ η) [ µi(N, v, γ ∪ η)− µi(N, v, γ)] . (3.9)
Pero, si γ ∈ ΓN\{j} y ∅ 6= η ∈ ΓN \ ΓN\{j}, entonces ha de ser γ = (γ ∪ η)−j y, en
consecuencia, µi (N, v, γ) = µi (N, v, (γ ∪ η)−j). Como el valor de Myerson determinista
satisface la propiedad de contribuciones equilibradas, sera´:
µi (N, v, γ ∪ η)− µi (N, v, (γ ∪ η)−j) = µj (N, v, γ ∪ η)− µj (N, v, (γ ∪ η)−i)
y, por tanto µi(N, v, p)− µi(N, v, p−j ) sera´ igual a:
∑
γ∈ΓN\{j}
∑
∅6=η∈ΓN\ΓN\{j}
p(γ ∪ η) [ µj(N, v, γ ∪ η)− µj (N, v, (γ ∪ η)−i)] .
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Esta u´ltima expresio´n puede reescribirse del modo siguiente:
µi(N, v, p)− µi(N, v, p−j ) =
∑
γ′∈ΓN , Lj(γ′)6=∅
p(γ′)
[
µj(N, v, γ′)− µj(N, v, γ′−i)
]
=
=
∑
γ′∈ΓN , Lj(γ′)6=∅, Li(γ′)6=∅
p(γ′)
[
µj(N, v, γ′)− µj(N, v, γ′−i)
]
. (3.10)
La u´ltima igualdad en (3.10) se satisface porque, si Li(γ′) = ∅, entonces γ′ = γ′−i y, en
consecuencia:
µj(N, v, γ′)− µj(N, v, γ′−i) = 0.
Adema´s, la u´ltima expresio´n en (3.10) coincide con:
∑
γ′∈ΓN , Li(γ′)6=∅
p(γ′)
[
µj(N, v, γ′)− µj(N, v, γ′−i)
]
, (3.11)
ya que, si Lj(γ′) = ∅, entonces j es un nodo aislado en γ′ y en γ′−i y, en ese caso:
µj(N, v, γ′)− µj(N, v, γ′−i) = v({j})− v({j}) = 0.
Para acabar, (3.11) puede reescribirse como sigue:
∑
γ∈ΓN\{i}
∑
∅6=η∈ΓN\ΓN\{i}
p(γ ∪ η) [ µj(N, v, γ ∪ η)− µj (N, v, (γ ∪ η)−i)], (3.12)
y, utilizando el desarrollo que nos llevo´ a la u´ltima expresio´n en (3.9), es fa´cil ver que la
que aparece en (3.12) coincide con:
µj(N, v, p)− µj(N, v, p−i).
¤
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Ejemplo 3.4 Volviendo a la situacio´n descrita en el Ejemplo 3.2, supongamos que el
partido 2 planea una reforma constitucional, que afecta a aspectos muy sensibles del orde-
namiento jur´ıdico del estado, y que requiere para su aprobacio´n una mayor´ıa cualificada
de 2/3. El partido 3, absolutamente en desacuerdo con la propuesta, decide aislarse, impo-
sibilitando la aprobacio´n de la misma. En este caso, p−3 viene dada por p−3(∅) = 1, y por
tanto, µ(N, v, p−3) = (0, 0, 0, 0). Si comparamos con la situacio´n en la que es el partido 1
el que se a´ısla, rompiendo su u´nica posibilidad de comunicacio´n directa con el partido 2,
y dando lugar al reparto µ(N, v, p−1) =
(
0, 110 ,
1
10 ,
1
10
)
, tenemos que:
µ1(N, v, p)− µ1(N, v, p−3) = 0,2− 0,0 = 0,2, y
µ3(N, v, p)− µ3(N, v, p−1) = 0,3− 0,1 = 0,2.
Por u´ltimo, vamos a prestar atencio´n a una de las propiedades ma´s relevantes de las reglas
de reparto para situaciones de comunicacio´n en el caso determinista, la estabilidad, y
analizaremos si esta propiedad se mantiene para el valor de Myerson probabil´ıstico. Como
se ha dicho anteriormente, la propiedad de equidad establece que, si sustituimos un grafo
probabil´ıstico generalizado por el subgrafo que se obtiene al eliminar del primero una arista
entre dos jugadores i y j, el efecto para ambos jugadores ha de ser el mismo. La propiedad
de estabilidad se satisfara´ si, adema´s, dicho efecto ha de ser negativo o nulo.
Definicio´n 3.6 Una regla de reparto Ψ definida en una cierta clase GPCS ⊂ GPCS∞
de situaciones de comunicacio´n probabil´ısticas generalizadas diremos que es estable (en
dicha clase) si, para toda (N, v, p) ∈ GPCS y para toda arista l = {i, j} con i, j ∈ N , se
satisface que:
Ψk(N, v, p) ≥ Ψk(N, v, p−{l}), para k = i, j.
Teorema 3.3 Si nos restringimos a la clase de las situaciones de comunicacio´n proba-
bil´ısticas generalizadas en las que el juego v es superaditivo, entonces el valor de Myerson
es estable.
Demostracio´n: De la Ecuacio´n (3.7) en la demostracio´n del Teorema 3.1 se sigue que,
para toda arista l = {i, j} con i, j ∈ N , y para k = i, j:
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µk(N, v, p)− µk(N, v, p−{l}) =
∑
γ∈ΓN , l /∈γ
p(γ ∪ {l})
(
Shk(N, vγ∪{l})− Shk(N, vγ)
)
,
que es una cantidad no negativa, por ser el juego v superaditivo y por la estabilidad del
valor de Myerson para situaciones de comunicacio´n cla´sicas. ¤
3.6. Observaciones finales
1. Consideramos interesante hacer notar que cada una de las propiedades de las reglas
de reparto para situaciones de comunicacio´n probabil´ısticas generalizadas introducidas en
la u´ltima seccio´n (Definiciones 3.4, 3.5 y 3.6) puede extenderse de modo que contemple
situaciones ma´s generales, como se expone a continuacio´n.
Definicio´n 3.7 Diremos que una regla de reparto Ψ : GPCSN → IRn satisface la propie-
dad de equidad generalizada si, para toda l = {i, j} con i, j ∈ N y para todas (N, v, p) y
(N, v, q) ∈ GPCSN tales que p−{l} = q−{l}:
Ψi(N, v, p)−Ψi(N, v, q) = Ψj(N, v, p)−Ψj(N, v, q).
Definicio´n 3.8 Diremos que una regla de reparto Ψ : GPCSN → IRn satisface la pro-
piedad de contribuciones equilibradas generalizada si, para toda terna (N, v, p), (N, v, q) y
(N, v, r) ∈ GPCSN y para todos i, j ∈ N tales que qKN\{i} = pKN\{i} , rKN\{j} = pKN\{j} y
q(γ) = r(γ) para todo γ ∈ ΓN con Li(γ) 6= ∅ y Lj(γ) 6= ∅, se cumple que:
Ψi(N, v, p)−Ψi(N, v, r) = Ψj(N, v, p)−Ψj(N, v, q).
Definicio´n 3.9 Diremos que una regla de reparto Ψ definida en una cierta clase GPCS ⊂
GPCS∞ de situaciones de comunicacio´n probabil´ısticas generalizadas satisface la propie-
dad de estabilidad generalizada si, para todas (N, v, p) y (N, v, q) ∈ GPCS y toda arista
l = {i, j} con i, j ∈ N , y tales que p−{l} = q−{l}, y p(γ∪{l}) ≥ q(γ∪{l}) para todo γ ∈ ΓN
con l /∈ γ, se satisface que:
Ψk(N, v, p) ≥ Ψk(N, v, q), para k = i, j.
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Adema´s, si sustituimos las propiedades de equidad, contribuciones equilibradas y esta-
bilidad en los Teoremas 3.1, 3.2 y 3.3 respectivamente por sus versiones ”extendidas” o
generalizadas, los enunciados resultantes siguen siendo va´lidos, y sus demostraciones son
similares a las presentadas.
2. En la l´ınea de encontrar aplicaciones relevantes en el a´mbito de la sociolog´ıa a nuestros
trabajos en el terreno de las situaciones de comunicacio´n, en Go´mez et al. (2008a), se
utilizo´ una clase particular de situaciones de comunicacio´n probabil´ısticas generalizadas
para definir una familia de medidas de cohesividad para grupos de actores en redes sociales
o econo´micas.
3. Caracterizaciones alternativas: Se encuentran en la literatura caracterizaciones
del valor de Myerson que hacen uso de propiedades distintas de las aqu´ı mencionadas,
como pueden ser la del jugador superfluo u otras. Consideramos que podr´ıa ser de intere´s
analizar el sentido y utilidad de estas propiedades en el contexto de las situaciones de
comunicacio´n probabil´ısticas generalizadas y explorar si se mantienen las correspondientes
caracterizaciones.
Cap´ıtulo 4
Juegos generalizados y grafos
dirigidos
4.1. Introduccio´n
El modelo original de Myerson para juegos con restricciones en la formacio´n de coaliciones
asume que las aristas que representan las comunicaciones directas son sime´tricas, en el
sentido de que los dos jugadores unidos por una de estas aristas tienen igual control sobre
ella, en cualquiera de los sentidos posibles. Ma´s en general, en dicho modelo se asume que,
si partiendo del jugador i existe un camino que permite a e´ste comunicar con el jugador j,
dicho camino sera´ tambie´n practicable en el sentido opuesto, permitiendo a j comunicar
con i. A pesar de ello, hay muchas situaciones reales en la que el modelo basado en grafos
no dirigidos no resulta adecuado. Esto puede ocurrir, por ejemplo, porque uno de los dos
jugadores pueda iniciar la comunicacio´n o la relacio´n, pero no el otro. En algunas ocasiones,
estas condiciones pueden venir impuestas por alguna autoridad reguladora. En otro tipo
de situaciones, como por ejemplo la red de citas de art´ıculos en publicaciones cient´ıficas,
es obvio que cada arista ha de tener necesariamente una direccio´n fija 1. En este cap´ıtulo
1Tambie´n en Biolog´ıa, donde tanto las redes regulatorias transcripcionales como las redes metabo´licas se
modelan habitualmente como grafos dirigidos. En una red regulatoria transcripcional, los nodos representan
genes, y los arcos, interacciones entre estos genes. Puesto que tales interacciones tienen una direccio´n natural
asociada, estas redes se modelan como grafos dirigidos. Cf. Mason y Verwoerd (2007) para ma´s detalles.
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construiremos un modelo para este tipo de situaciones y, para ello, identificaremos una red
de comunicaciones con un grafo dirigido. Este enfoque tiene precedentes en la literatura.
Entre ellos, citaremos los siguientes:
Gilles, Owen y van den Brink (1992), van den Brink y Gilles (1996), Gilles y Owen (1999)
y van den Brink (1997), analizan el modelo de los juegos con estructura de permiso, que
consisten en un juego TU esta´ndar y un grafo dirigido (de un tipo particular). Consideran
soluciones aplicadas al juego restringido que se obtiene a partir del juego original y el
grafo dirigido, pero el modelo no generaliza ni el juego restringido al grafo ni el valor de
Myerson para situaciones de comunicacio´n.
Slikker y van den Nouweland (2001) y Slikker et al. (2005) llaman situacio´n de comuni-
cacio´n dirigida a una terna formada por una red de comunicacio´n dirigida (un digrafo)
y una funcio´n de recompensa dirigida, que suponen aditiva en componentes y que asigna
un nu´mero real a cada uno de los posibles digrafos en una clase a la que imponen ciertas
condiciones. Definen y caracterizan las que llaman reglas de reparto para estas situaciones
de comunicacio´n dirigidas.
En el modelo que aqu´ı se presenta, y a diferencia de los anteriores, permitiremos que el
valor de una coalicio´n dependa del orden en que los jugadores se incorporen a ella y no
estableceremos restricciones sobre el tipo de digrafo que modela la red de comunicaciones.
Para representar los intereses de los jugadores en una situacio´n del tipo descrito, utilizare-
mos los juegos n-personales en forma de funcio´n caracter´ıstica generalizada, introducidos
por Nowak y Radzik (1994). Como ya se ha dicho, en un juego TU en forma de funcio´n
caracter´ıstica (esta´ndar), cada coalicio´n o conjunto de jugadores obtiene una cierta can-
tidad, que podemos suponer monetaria, y que llamamos el valor de la coalicio´n. En el
modelo de Nowak y Radzik, cada coalicio´n ordenada o permutacio´n de los jugadores de
una coalicio´n dada obtiene un determinado valor, que puede ser distinto para dos orde-
naciones distintas del mismo conjunto de jugadores. Puede ocurrir, por ejemplo, que la
coalicio´n formada por los jugadores 1 y 2 obtenga un cierto valor si se incorpora primero
el jugador 1 y luego el jugador 2, y un valor distinto si el orden en el que los jugadores
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se incorporan a la coalicio´n es el opuesto. Una situacio´n de comunicacio´n dirigida consis-
tira´ entonces en nuestro modelo en un juego TU generalizado y un grafo dirigido definido
sobre el conjunto de jugadores. El modelo de Myerson puede considerarse un caso parti-
cular del aqu´ı propuesto en el que, en el juego, y para todo conjunto de jugadores fijo, el
valor de cualquiera de sus permutaciones es el mismo y, en el grafo dirigido, entre cada
par de jugadores o bien no hay ningu´n arco o bien hay dos, uno en cada sentido. Nuestro
objetivo en lo que sigue sera´ extender el modelo de Myerson a este contexto ma´s general,
definiendo un juego restringido al digrafo y un valor que, en el caso de que la situacio´n de
comunicacio´n dirigida sea equivalente a una no dirigida, coincidan con el juego restringido
y el valor definidos por Myerson.
Una vez precisado el objetivo y los medios (grafos dirigidos y juegos generalizados) la
principal eleccio´n a la que hemos de enfrentarnos en la construccio´n de nuestro modelo
es la determinacio´n del modo en que el grafo dirigido produce su efecto limitando las
posibilidades de cooperacio´n. En esencia, se trata de decidir cua´les son las coaliciones
ordenadas conexas en un grafo dirigido. Obviamente, esto puede hacerse de diferentes
maneras.
En nuestro modelo diremos que una coalicio´n ordenada es conexa si, para cada par de
jugadores consecutivos en la ordenacio´n, existe un camino dirigido que permite, partiendo
del predecesor, alcanzar al sucesor (y que, posiblemente, utilice a jugadores no pertenecien-
tes a la coalicio´n). Partiendo de esta idea de conexio´n, a cada situacio´n de comunicacio´n
dirigida le haremos corresponder un juego restringido (al digrafo), que sera´ un juego TU
del tipo cla´sico, y en el que el valor de cada coalicio´n dependera´ del digrafo y de los di-
videndos en el juego generalizado original de cada una de sus subcoaliciones ordenadas.
Como concepto de solucio´n (o regla de reparto) para la situacio´n de comunicacio´n dirigida
proponemos, como hizo Myerson para las situaciones de comunicacio´n esta´ndar, el valor
de Shapley de este juego restringido, y le llamaremos valor de Myerson dirigido.
Myerson (1977, 1980) caracterizo´ axioma´ticamente su valor, utilizando las propiedades de
eficiencia en componentes y, o bien equidad, o bien contribuciones equilibradas. Extende-
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remos estas caracterizaciones al nuevo contexto ma´s general. Probo´ tambie´n que su valor
satisface estabilidad, en el sentido de que, si el juego TU original fuera superaditivo, eli-
minar una arista entre dos jugadores no incrementara´ el pago a ninguno de ellos. Veremos
que, para que una propiedad de este tipo se mantenga en el caso de las situaciones de
comunicacio´n dirigidas (eliminando, obviamente, un arco en lugar de una arista), no basta
con imponer que el juego generalizado subyacente sea superaditivo, sino que es necesario
ir ma´s alla´ e imponerle una condicio´n ma´s restrictiva: que sea casi-positivo 2.
El resto del cap´ıtulo se organiza como sigue: algunos preliminares sobre juegos generaliza-
dos y grafos dirigidos aparecen en la Seccio´n 2; en la 3 describimos el modelo de conexio´n en
digrafos que nos permitira´ determinar las coaliciones factibles y definir el juego restringido,
y proponemos a continuacio´n un valor para estas situaciones de comunicacio´n dirigidas,
que llamaremos tambie´n valor de Myerson, puesto que extiende el valor de Myerson cla´si-
co; en la Seccio´n 4 presentamos dos caracterizaciones axioma´ticas del citado valor, y la
Seccio´n 5 cierra el cap´ıtulo con algunas observaciones finales, en la primera de las cuales se
pone de manifiesto, por medio de un ejemplo, que, como se ha mencionado, la propiedad
de estabilidad de Myerson no se traslada sin ma´s a este contexto ampliado.
4.2. Preliminares
4.2.1. Juegos y juegos generalizados
En muchas situaciones sociales o econo´micas, la formacio´n de coaliciones es un proceso
en el que no so´lo es relevante que´ jugadores se incorporan a una determinada coalicio´n,
sino tambie´n el orden en que lo hacen. Partiendo de esta idea, Nowak y Radzik (1994)
introdujeron el concepto de juego en forma de funcio´n caracter´ıstica generalizada.
Para cada coalicio´n S ∈ 2N \{∅}, sea pi(S) el conjunto de todas las permutaciones de los ju-
2Sobre las definiciones de juego superaditivo y juego casi-positivo en el caso de los juegos generalizados,
se hace alguna puntualizacio´n en la u´ltima seccio´n de este cap´ıtulo.
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gadores de S. Por convenio, haremos pi(∅) = {∅}. Llamaremos Ω(N) = {T ∈ pi(S) | S ⊂ N}
al conjunto de todas las coaliciones ordenadas de jugadores de N . Dada una coalicio´n or-
denada T ∈ Ω(N), existe una coalicio´n S ⊂ N tal que T ∈ pi(S). Sean entonces H(T ) = S
el conjunto de los jugadores en la coalicio´n ordenada T , y t = |H(T )|.
Un juego en forma de funcio´n caracter´ıstica generalizada es un par (N, v), en el que N
es el conjunto de jugadores y v una funcio´n real (la funcio´n caracter´ıstica generalizada),
definida en Ω(N) y que satisface v(∅) = 0. En lo que sigue, y por brevedad, nos referiremos
habitualmente a estos juegos como juegos generalizados.
Para cada S ⊂ N , y para cada coalicio´n ordenada T ∈ pi(S), v(T ) representa las posibili-
dades econo´micas de los jugadores de S si estos se incorporan a la coalicio´n siguiendo el
orden dado por T . Cuando no haya ambigu¨edad con respecto al conjunto de jugadores N ,
identificaremos el juego generalizado (N, v) con su funcio´n caracter´ıstica generalizada v.
Notaremos GN el conjunto de todos los juegos generalizados con conjunto de jugadores N .
Con la suma y el producto por nu´meros reales definidos de la forma natural, GN , como GN ,
tiene estructura de espacio vectorial. Su dimensio´n sera´ |Ω(N)| − 1. Obse´rvese que existe
un isomorfismo entre el espacio vectorial GN de los juegos TU cla´sicos y el subespacio de
GN formado por todos los juegos generalizados para los que v(T ) = v(R) si H(T ) = H(R).
Intuitivamente, para los juegos de GN , el orden en que se forme la coalicio´n es irrelevante.
As´ı, en ocasiones identificaremos cada juego v ∈ GN con su juego imagen en GN por el
isomorfismo citado, que notaremos vˆ y estara´ definido:
vˆ(T ) = v(H(T )), para todo T ∈ Ω(N). (4.1)
Cada coalicio´n ordenada T = (i1, . . . , it) ∈ Ω(N) establece un orden lineal estricto ≺T en
H(T ), definido como sigue: para cualesquiera i, j ∈ H(T ), i ≺T j (i precede a j en T ) si y
so´lo si existen k, l ∈ {1, . . . , t}, con k < l, y tales que i = ik, j = il.
A partir de esta relacio´n de orden, podemos definir una relacio´n de inclusio´n en el conjunto
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Ω(N) de las coaliciones ordenadas de jugadores de N . Dadas dos coaliciones ordenadas
T,R ∈ Ω(N), diremos que T esta´ contenida (ordenadamente) en R y notaremos T ⊂˜R si
y so´lo si:
a) H(T ) ⊂ H(R), y
b) Para todos i y j ∈ H(T ), i ≺T j implica que i ≺R j.
Ejemplo 4.1 Dados N = {1, 2, 3, 4}, y las coaliciones ordenadas T = (3, 1), R = (2, 3, 4, 1)
y P = (4, 1, 2, 3), se cumple que T ⊂˜R, pero no que T ⊂˜P , pues 3 ≺T 1 y 1 ≺P 3.
En este trabajo se utilizara´ a menudo un base especial de GN , la base de unanimidad
generalizada, formada por los juegos de unanimidad generalizados {wT }∅6=T∈Ω(N). Para
cada T ∈ Ω(N) \ {∅}, la funcio´n caracter´ıstica generalizada wT se define como sigue:
para todo R ∈ Ω(N), wT (R) =
 1, si T ⊂˜R0, en otro caso.
Los juegos {uˆS}∅6=S⊂N , transformados de los juegos de la base de unanimidad cla´sicos
{uS}∅6=S⊂N de GN , pueden expresarse fa´cilmente en te´rminos de los {wT }∅6=T∈Ω(N) de la
forma siguiente:
uˆS =
∑
T∈pi(S)
wT , para cada S ∈ 2N \ {∅}.
Para un juego v ∈ GN dado, {∆∗v(T )}∅6=T∈Ω(N) es el conjunto de los coeficientes de unani-
midad generalizados de v (las coordenadas de v en la base de unanimidad generalizada).
Sa´nchez y Bergantin˜os (1997) probaron que, para todo T ∈ Ω(N) \ {∅}:
∆∗v(T ) =
∑
R⊂˜T
(−1)t−rv(R). (4.2)
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En su trabajo seminal sobre juegos en forma de funcio´n caracter´ıstica generalizada, No-
wak y Radzik (1994) definieron un valor para estos juegos que generaliza el valor de
Shapley para juegos TU, y dieron una caracterizacio´n axioma´tica del mismo. Posterior-
mente, Sa´nchez y Bergantin˜os (1997) propusieron una extensio´n distinta, que tambie´n
caracterizaron axioma´ticamente, del valor de Shapley cla´sico para esta clase de juegos ge-
neralizados. En van den Brink et al. (2008) se discute una clase de reglas de reparto que
incluye como casos particulares las dos previamente citadas.
Por u´ltimo, dado un juego v ∈ GN , se define el juego promedio v ∈ GN :
v(S) =
1
s!
∑
T∈pi(S)
v(T ), para todo S ⊂ N. (4.3)
4.2.2. Grafos y grafos dirigidos
Como en cap´ıtulos anteriores, dado un grafo (N, γ) diremos que dos nodos i y j esta´n
conectados en γ si es posible unirlos a trave´s de una sucesio´n de aristas de γ (es decir,
si son conectables en γ). Pero en este cap´ıtulo, para ser consecuentes con lo que haremos
en el caso de los digrafos, dados un grafo (N, γ) y un subconjunto S de N , diremos que
S es conexo en (N, γ) si todo par i y j de nodos de S se pueden unir utilizando una
sucesio´n de aristas de γ (que, eventualmente, involucrara´ a nodos que no pertenezcan a
S). Lo que, de nuevo, equivale a decir que S sea conectable en γ. No´tese que este concepto
de conexio´n para coaliciones es sustancialmente distinto del de Myerson (1977), que es el
utilizado hasta aqu´ı, y segu´n el cual una coalicio´n S es conexa en el grafo (N, γ) si todo
par de nodos de S pueden unirse por un camino que utilice so´lo nodos de S, es decir, por
una sucesio´n de aristas de γ|S
3.
De nuevo, dado un grafo (N, γ), esta nocio´n de conectividad induce una particio´n de N
3En otros te´rminos, hemos venido llamando conexos a los conjuntos conectados y, en este cap´ıtulo,
vamos a llama´rselo a los conjuntos conectables. En relacio´n a los diversos usos del te´rmino ”conexo”, ver
tambie´n la nota a pie de pa´gina 5, en la seccio´n dedicada a los grafos en el Cap´ıtulo 1 de este trabajo.
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en componentes conexas. Dos nodos i y j, i 6= j, esta´n en la misma componente conexa
si y so´lo si esta´n conectados. No´tese que, a pesar de que nuestra nocio´n de conectividad
sea diferente de la de Myerson, da lugar a las mismas componentes en un grafo. N/γ
denotara´, como hasta ahora, el conjunto de todas las componentes conexas de N en γ y,
ma´s en general, para cada S ⊂ N , S/γ es el conjunto de todas las componentes conexas
en el grafo parcial (S, γ|S ).
Dado un grafo (N, γ) y un subconjunto S ⊂ N , notaremos:
Pγ(S) = {U ⊂ S | U 6= ∅ y U conexo en (S, γ|S)}
la clase de los conexos en (S, γ|S ), que estara´ formada por las componentes conexas del grafo
parcial (S, γ|S ) y sus subconjuntos propios. En particular, y con la nocio´n de conexio´n que
manejamos en este cap´ıtulo, resulta, para toda coalicio´n S ⊂ N y para toda componente
C ∈ S/γ, Pγ(C) = 2C \ {∅}.
Ejemplo 4.2 Dados N = {1, 2, 3, 4} y el grafo γ = {{1, 2}, {2, 3}}, sera´n:
N/γ = {{1, 2, 3}, {4}}, Pγ(N) = {{1}, {2}, {3}, {4}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} y,
para C1 = {1, 2, 3}, por ejemplo, P γ(C1) = 2{1,2,3} \ {∅}.
No´tese que el conjunto S = {1, 3}, que aqu´ı consideramos conexo en (N, γ), no lo ser´ıa si
nos mantuvie´ramos fieles al concepto de conexio´n para coaliciones de Myerson.
Grafos dirigidos
Un grafo dirigido o digrafo es un par (N, d), en el que N = {1, 2, . . . n} es un conjunto
de nodos y d un subconjunto del conjunto de todos los pares ordenados (i, j), i 6= j, de
elementos de N . Llamaremos arco a cada par (i, j) ∈ d. En lo que sigue, cuando no haya
ambigu¨edad con respecto a N , nos referiremos al digrafo (N, d) como d. Notaremos DN
el conjunto de todos los posibles digrafos con conjunto de nodos N .
Dado un digrafo (N, d), diremos que el nodo i esta´ directamente conectado o que puede
comunicar directamente con el nodo j si (i, j) ∈ d. Obviamente, en este contexto, la relacio´n
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no es sime´trica; si i esta´ directamente conectado con j, el rec´ıproco no es necesariamente
cierto. Si i no esta´ directamente conectado con j en el digrafo, quiza´ sea posible conectarlos
a pesar de todo, supuesto que haya otros nodos por medio de los cuales podamos hacerlo.
Diremos que i esta´ conectado con j (o que puede comunicar con j) en el digrafo (N, d) si
existe un camino dirigido que los conecta, es decir, si existe una sucesio´n ordenada de nodos
de N , (i1, i2, . . . , is), tales que i1 = i, is = j y (il, il+1) ∈ d para todo l ∈ {1, 2, . . . , s− 1}.
Obviamente tambie´n, la relacio´n ”estar conectado con” es transitiva: si i esta´ conectado
con j y j esta´ conectado con k, i estara´ tambie´n conectado con k. En un sentido ma´s laxo,
diremos que los nodos i y j esta´n conectados en el digrafo (N, d) si i esta´ conectado con
j o´ j esta´ conectado con i (o ambos, por supuesto).
Para todo S ⊂ N , se define de forma natural el digrafo parcial (S, d|S), donde:
d|S = {(i, j) ∈ d | i, j ∈ S} .
Por analog´ıa con la notacio´n que empleamos en el caso de los grafos, dados un digrafo
(N, d) y un nodo k ∈ N , notaremos (N, d−k) el digrafo que resulta de eliminar en el
digrafo d los arcos incidentes en el nodo k, es decir: d−k = {(i, j) ∈ d | k 6∈ {i, j}}.
Dado un digrafo (N, d) ∈ DN , llamaremos grafo inducido por d y notaremos (N, γ(d)) al
grafo de ΓN definido:
γ(d) = {{i, j} tales que i, j ∈ N, e (i, j) ∈ d o´ (j, i) ∈ d } .
Un grafo dirigido (N, d) diremos que es conexo si para cualesquiera dos nodos i y j ∈ N
existe un camino no dirigido que los conecta 4. En otras palabras, si el grafo inducido γ(d)
es conexo.
4Esta es la definicio´n de conexio´n para grafos dirigidos habitual en teor´ıa de grafos (ver, por ejemplo,
Yellen (2004)). En un reciente trabajo con el t´ıtulo de ”Conectividad y reglas de reparto en un grafo
dirigido”, Kim y Jun (2008) dicen de un tal digrafo que es (simplemente) conexo. Definen un digrafo
fuertemente conexo como aquel en el que, para cualesquiera i y j ∈ N , existe un camino dirigido de i a
j. Por u´ltimo, dicen que un digrafo (N, d) es de´bilmente conexo si existe un nodo i0 ∈ N tal que, para
cualquier otro nodo i ∈ N , i puede comunicar con i0. De las definiciones previas se sigue fa´cilmente que una
red dirigida fuertemente conexa es de´bilmente conexa, y una de´bilmente conexa es (simplemente) conexa.
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Un subconjunto (no ordenado) S ⊂ N sera´ conexo en el digrafo (N, d) si el digrafo parcial
(S, d|S) es conexo. Un subconjunto (no ordenado) C ⊂ N es una componente en el digrafo
(N, d) si C ∈ N/γ(d), es decir, si es una componente conexa en el grafo (N, γ(d)).
O, en otros te´rminos, si el digrafo parcial (C, d|C) es conexo y maximal en (N, d),
en el sentido de que, para todo subconjunto S ⊂ N , con C ( S, el digrafo parcial
(S, d|S) no es conexo. As´ı, cada digrafo (N, d) ∈ DN determina una particio´n de N en
componentes. Notaremos N/d el conjunto de todos los componentes del grafo dirigido
(N, d). Obviamente, N/d = N/γ(d).
4.3. El modelo
En el apartado anterior se ha tratado con algu´n detalle el concepto de conexio´n en digrafos.
Se ha definido primero lo que era un digrafo conexo, para pasar luego a considerar las
componentes (conexas) en un digrafo que, como en el caso de los grafos, son conjuntos
(no ordenados) de nodos, conexos en el digrafo y maximales. Ahora nos interesa tratar un
asunto muy relacionado con los anteriores: cua´ndo una coalicio´n ordenada es conexa en
un grafo dirigido.
4.3.1. Coaliciones ordenadas conexas en digrafos
En lo que sigue, es de especial relevancia la interpretacio´n que demos a la forma en que
un grafo dirigido impone restricciones a las posibilidades de comunicacio´n o de conexio´n
de los nodos; es decir, cua´les sean los conjuntos ordenados conexos en un digrafo. Como
se anunciaba en la introduccio´n, varias alternativas son posibles.
Por ejemplo, en Amer, Gime´nez y Magan˜a (2007) se considera un conjunto ordenado
conexo so´lo si cada nodo esta´ directamente conectado con su inmediato sucesor. Nuestra
eleccio´n es distinta, pero los objetivos tambie´n lo son.
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Definicio´n 4.1 Diremos que un conjunto ordenado T = (i1, i2, . . . , it) ∈ Ω(N) es conexo
en el digrafo (N, d) si, para todo l = 1, . . . , t − 1, il esta´ conectado (no necesariamente
directamente conectado) con il+1 en el digrafo (N, d).
Como consecuencia de esta definicio´n, y por la ya mencionada transitividad de la relacio´n
”estar conectado con” en digrafos, si T ∈ Ω(N) es conexo en el digrafo (N, d) entonces,
para cada l = 1, . . . , t−1 y para todo m = l+1, . . . , t, el nodo il estara´ tambie´n conectado
con im. Por otro lado, y tambie´n como consecuencia de la definicio´n, si T es conexo en
(N, d), y R⊂˜T , entonces R es tambie´n conexo en (N, d).
Para cada subconjunto S ⊂ N , notaremos:
Ωd(S) = {T ∈ Ω(S) | T conexo en (S, d|S)}
la clase de las coaliciones ordenadas conexas en (S, d|S). Obse´rvese que, dados C ∈ N/d
y T ∈ Ω(C), es posible que T no sea conexo en (N, d), es decir, que T /∈ Ωd(S).
Ejemplo 4.3 Sean N = {1, 2, 3, 4} y d = {(1, 2), (2, 3), (3, 2), (3, 4)}, como en la Fig. 4.1.
En este caso:
i) Las coaliciones ordenadas T = (1, 2, 4) y R = (1, 3, 2, 4) son conexas en (N, d), pero
O = (1, 4, 3) no lo es, pues 4 no esta´ conectado con 3.
ii) γ(d) = {{1, 2}, {2, 3}, {3, 4}}, y N/d = N/γ(d) = {N}.
iii) Dado S = {1, 2, 4} ⊂ N , resultan: d|S = {(1, 2)}, S/d = S/γ(d) = {{1, 2}, {4}},
Ωd(S) = Ωd|S (S) = {(1), (2), (4), (1, 2)} y γ(d|S) = γ(d)|S = {{1, 2}}.
iv) T ′ = (1, 4, 2) es, como T , una permutacio´n de S, pero, a diferencia de T , no es
conexa en (N, d).
Figura 4.1: Digrafo en el Ejemplo 4.3
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Dado el grafo (N, γ) ∈ ΓN , notaremos (N, d(γ)) el digrafo asociado, que contiene, para
cada arista {i, j} ∈ γ, los dos arcos (i, j) y (j, i). La aplicacio´n que, a cada grafo (N, γ) le
hace corresponder el digrafo (N, d(γ)) es una biyeccio´n entre ΓN y su conjunto imagen en
DN . En este sentido, ΓN es un subconjunto de DN , y cada grafo puede identificarse con
un digrafo particular.
Obse´rvese que, para cada grafo (N, γ) ∈ ΓN y para cada componente conexa C ∈ N/γ:
Ωd(γ)(C) = Ω(C),
esto es, todos los subconjuntos ordenados T ∈ pi(S) con S ⊂ C son conexos en el digrafo
(N, d(γ)).
4.3.2. Situaciones de comunicacio´n dirigidas
Una situacio´n de comunicacio´n dirigida5 (o situacio´n de comunicacio´n con un digrafo) es
una terna (N, v, d), en la que (N, v) ∈ GN es un juego TU generalizado y (N, d) ∈ DN es
un grafo dirigido. No se supone ninguna relacio´n particular entre el juego v y el digrafo d
mas alla´ del hecho de que los nodos del digrafo sean los jugadores del juego. Esta definicio´n
generaliza la cla´sica de una situacio´n de comunicacio´n (N, v, γ), en la que (N, v) ∈ GN
es un juego TU esta´ndar y (N, γ) ∈ ΓN un grafo no dirigido. Notaremos DCSN la clase
de todas las situaciones de comunicacio´n dirigidas con conjunto de jugadores N , y sea
DCS∞ = ⋃∞n=1DCSN .
Podemos asociar a cada situacio´n de comunicacio´n dirigida (N, v, d) un juego TU cla´sico
(N, vd) ∈ GN que refleje tanto los posibles beneficios que se deriven de la cooperacio´n (y
que estara´n a su vez determinados por el orden coalicional), dados por el juego generalizado
(N, v), como las restricciones en la comunicacio´n representadas por el digrafo (N, d).
5Como vimos en la introduccio´n del presente cap´ıtulo, esta denominacio´n se utiliza en Slikker y van
den Nouweland (2001) con un significado distinto. A pesar de ello, hemos preferido mantenerla con el fin
de poner e´nfasis en el objetivo de generalizar el concepto cla´sico de situacio´n de comunicacio´n a este nuevo
contexto con grafos dirigidos y juegos generalizados.
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Con el objetivo de que la definicio´n del juego restringido (N, vd) resulte mas fa´cilmente
comprensible, recordemos en primer lugar la idea del juego con restricciones en las co-
municaciones introducido por Myerson (1977) que, para cada situacio´n de comunicacio´n
(N, v, γ) ∈ CSN , definio´ la funcio´n caracter´ıstica del juego restringido vγ ∈ GN del modo
siguiente:
vγ(S) =
∑
C∈S/γ
v(C), para todo S ⊂ N,
que puede reescribirse en te´rminos de los coeficientes de unanimidad del juego (N, v) como
sigue:
vγ(S) =
∑
U∈Pγ(S)
∆v(U) =
∑
R∈Ωd(γ)(S)
1
r!
∆v(H(R)). (4.4)
La primera de las igualdades en (4.4) se satisface porque: (i) para toda componente conexa
C ∈ S/γ, Pγ(C) = 2C \{∅} (es decir, todos los subconjuntos no vac´ıos de una componente
C son conexos en (N, γ)) y, (ii) {Pγ(C)}C∈S/γ es una particio´n de Pγ(S). As´ı:
vγ(S) =
∑
C∈S/γ
∑
∅6= U⊂C
∆v(U) =
∑
C∈S/γ
∑
U∈Pγ(C)
∆v(U) =
∑
U∈Pγ(S)
∆v(U).
La segunda y u´ltima de las igualdades en (4.4) se satisface porque las coaliciones orde-
nadas conexas en el digrafo inducido (N, d(γ)) son todas y so´lo las permutaciones de las
coaliciones (no ordenadas) conexas en el grafo (N, γ). Es decir, R ∈ Ωd(γ)(S) si y so´lo si
U = H(R) ∈ Pγ(S). Adema´s, dada una coalicio´n U ∈ Pγ(S), para cada una de las r!
coaliciones ordenadas R ∈ pi(U), es obviamente ∆v(H(R)) = ∆v(U).
El juego (generalizado) restringido al digrafo
Dada una situacio´n de comunicacio´n dirigida (N, v, d) ∈ DCSN , y extendiendo al nuevo
contexto las ideas del punto anterior, obtendremos la funcio´n caracter´ıstica del juego res-
tringido al digrafo (N, vd) ∈ GN . Supongamos que en (N, v, d) cada coalicio´n S puede
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obtener so´lo los coeficientes de unanimidad ∆∗v(R) de aquellas subcoaliciones ordenadas
R ∈ Ω(S) que sean conexas en el digrafo parcial (S, d|S). As´ı, definimos:
vd(S) =
∑
R∈Ωd(S)
1
r!
∆∗v(R), para todo S ⊂ N,
casi como en (4.4), pero aqu´ı v es un juego generalizado y, en lugar del grafo γ, aparece el
digrafo d, aunque vd sea de nuevo un juego TU cla´sico, como lo es vγ en (4.4).
Podemos considerar que vd(S) es el dividendo esperado por el conjunto de todas las sub-
coaliciones de S. Para cada una de estas subcoaliciones U ⊂ S, dicha esperanza se calcula
sobre el conjunto de sus permutaciones R ∈ pi(U) como el promedio de las r! cantidades: ∆∗v(R), si R ∈ pi(U) ∩ Ωd(S)0, en otro caso.
Como, para cada S ⊂ N , se tiene que Ωd(S) =
⋃
C∈S/d
Ωd(C), podemos reescribir la defini-
cio´n previa como sigue:
vd(S) =
∑
C∈S/d
vd(C) =
∑
C∈S/d
∑
R∈Ωd(C)
1
r!
∆∗v(R), para todo S ⊂ N .
En la proposicio´n siguiente, dado S ⊂ N , obtenemos una expresio´n distinta para vd(S), que
puede considerarse como una definicio´n alternativa del juego restringido, y que establece
un relacio´n directa entre las funciones caracter´ısticas de los juegos v ∈ GN y vd ∈ GN .
Proposicio´n 4.1 Sea (N, v, d) ∈ DCSN . Entonces, la funcio´n caracter´ıstica del juego
(N, vd) resulta:
vd(S) =
∑
C∈S/d
∑
R∈Ωd(C)
λd(R)v(R), para cada S ⊂ N, (4.5)
donde, para cada R ∈ Ωd(C), λd(R) =
∑
T∈Ωd(C), T ⊃˜R
(−1)t−r
t!
.
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Demostracio´n: De la definicio´n del juego vd y de la Ecuacio´n 4.2, se tiene:
vd(S) =
∑
C∈S/d
∑
T∈Ωd(C)
∆∗v(T )
t!
=
=
∑
C∈S/d
∑
T∈Ωd(C)
∑
T ⊃˜R
(−1)t−r
t!
v(R) =
∑
C∈S/d
∑
R∈Ωd(C)
λd(R)v(R).
¤
Probaremos a continuacio´n que, si nos restringimos a aquellas situaciones de comunicacio´n
dirigidas en las que el juego es (equivalente a) un juego TU esta´ndar y el digrafo es
(equivalente a) un grafo, entonces el juego restringido (al digrafo) definido es precisamente
el juego de Myerson. Para ello, vamos a obtener primero la expresio´n del juego restringido
cuando, en la situacio´n de comunicacio´n dirigida, el digrafo es un grafo, pero el juego es
un juego generalizado arbitrario.
Proposicio´n 4.2 Sean (N, γ) un grafo en ΓN y (N, v) ∈ GN un juego generalizado, y
consideremos la situacio´n de comunicacio´n dirigida (N, v, d(γ)) ∈ DCSN . Entonces, para
todo S ⊂ N :
vd(γ)(S) =
∑
C∈S/d(γ)
∑
R∈pi(C)
v(R)
r!
= vγ(S), (4.6)
donde v es el juego promedio, definido en (4.3).
Demostracio´n: De la Proposicio´n 4.1 se sigue que, para todo S ⊂ N :
vd(γ)(S) =
∑
C∈S/d(γ)
∑
R∈Ωd(γ)(C)
λd(γ)(R)v(R).
Como (N, γ) es un grafo, para toda C ∈ S/d(γ) sera´ Ωd(γ)(C) = Ω(C). Adema´s, es obvio
que, para toda C ∈ S/d(γ) y para toda permutacio´n R ∈ pi(C): λd(γ)(R) = 1r! .
Por otra parte, si R ∈ Ω(C) \ pi(C), es decir, si H(R) ( C, tendremos:
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λd(γ)(R) =
∑
T∈Ω(C), T ⊃˜R
(−1)t−r
t!
=
c−r∑
m=0
(
c− r
m
)(
r +m
m
)
m!
(−1)r+m−r
(r +m)!
=
=
c−r∑
m=0
(
c− r
m
)
1
r!
(−1)m = 0.
Por tanto, para todo S ⊂ N :
vd(γ)(S) =
∑
C∈S/d(γ)
∑
R∈pi(C)
v(R)
r!
.
La u´ltima igualdad en (4.6) se sigue trivialmente de las definiciones del juego promedio v
y del juego restringido al grafo vγ , y de ser S/d(γ) = S/γ para todo S ⊂ N . ¤
La siguiente proposicio´n nos da la expresio´n particular de la funcio´n caracter´ıstica del
juego restringido (N, vd) para aquellas situaciones de comunicacio´n dirigidas en las que el
digrafo es un grafo y el juego generalizado es un juego TU cla´sico.
Proposicio´n 4.3 Sea (N, v, γ) ∈ CSN y consideremos la situacio´n de comunicacio´n diri-
gida ”equivalente” (N, vˆ, d(γ)). Entonces:
vˆd(γ) = vγ.
Demostracio´n: Dado v ∈ GN , se definio´ el juego vˆ ∈ GN del modo: vˆ(R) = v(H(R))
para todo R ∈ Ω(N) (ver Ecuacio´n 4.1). De la Proposicio´n 4.2 se sigue que vˆd(γ) = (vˆ)γ .
Por u´ltimo, es obvio que, para todo juego v ∈ GN , vˆ = v. ¤
4.3.3. Reglas de reparto para situaciones de comunicacio´n dirigidas. El
valor de Myerson para digrafos
Una regla de reparto definida en una clase DCS ⊂ DCS∞ de situaciones de comunicacio´n
dirigidas es simplemente una funcio´n Ψ que asigna un vector de pagos Ψ(N, v, d) ∈ IRn a
cada situacio´n de comunicacio´n dirigida (N, v, d) en la clase DCS.
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Podr´ıan obtenerse en principio diferentes reglas de reparto aplicando diferentes conceptos
de solucio´n al juego inducido (N, vd). En este trabajo, nos cen˜iremos a Sh, el valor de
Shapley. Recue´rdese que, para situaciones de comunicacio´n esta´ndar (N, v, γ) ∈ CSN ,
el valor de Shapley del juego restringido al grafo (N, vγ) se conoce como el valor de
Myerson. De la u´ltima proposicio´n del apartado anterior se sigue que, dada una situacio´n
de comunicacio´n dirigida (N, v, d) ∈ DCSN , el valor de Shapley de (N, vd) es una extension
natural del valor de Myerson para estas situaciones de comunicacio´n dirigidas. Proponemos
por tanto la siguiente definicio´n.
Definicio´n 4.2 El valor de Myerson para situaciones de comunicacio´n dirigidas (en ade-
lante, el valor de Myerson para digrafos) es la regla de reparto µ definida como sigue:
µ(N, v, d) = Sh(N, vd), para toda (N, v, d) ∈ DCSN .
La primera propiedad de esta regla de reparto que estudiaremos es la aditividad (con
respecto al juego), que definimos de la forma natural.
Definicio´n 4.3 Una regla de reparto Ψ : DCSN −→ IRn es aditiva si, para todas (N, v, d)
y (N,w, d) ∈ DCSN , se satisface que:
Ψ(N, v + w, d) = Ψ(N, v, d) + Ψ(N,w, d).
Proposicio´n 4.4 El valor de Myerson para digrafos satisface aditividad.
Demostracio´n: Es inmediata, teniendo en cuenta la aditividad del valor de Shapley y
el hecho de que, si (N, v, d) y (N,w, d) ∈ DCSN , entonces (v+w)d = vd+wd (es decir, la
aditividad -respecto al juego- de la aplicacio´n que, dado el digrafo d, hace corresponder a
cada juego generalizado v el juego restringido al digrafo vd). ¤
El siguiente ejemplo, que hace uso de la propiedad de aditividad, pone tambie´n de mani-
fiesto que el considerar situaciones de comunicacio´n dirigidas en lugar de situaciones de
comunicacio´n esta´ndar puede cambiar en ciertos casos no solamente la cantidad total a
repartir, sino tambie´n las proporciones en que esta se reparte a los jugadores.
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Ejemplo 4.4 Sean N = {1, 2, 3, 4} y d = {(1, 2), (1, 3), (2, 4), (3, 4)}, como en la Fig. 4.2,
y v el juego de los mensajes en GN , definido:
v =
∑
i,j∈N, i6=j
w
(i,j)
=
∑
i,j∈N, i<j
uˆ{i,j}.
Figura 4.2: Digrafo en el Ejemplo 4.4
Teniendo en cuenta que vd =
∑
i,j∈N, i6=j
wd
(i,j)
, y que
wd
(i,j)
=

1
2!u{i,j} , si (i, j) ∈ d
1
2!
[
u{1,2,4} + u{1,3,4} − u{1,2,3,4}
]
, si (i, j) = (1, 4)
0, en otro caso,
tenemos:
µ(N, v, d) = Sh(N, vd) =
∑
i,j∈N, i6=j
Sh(N,wd
(i,j)
) =
1
2!
[Sh(N,u{1,2}) + Sh(N,u{1,3})+
+Sh(N, u{2,4}) + Sh(N, u{3,4}) + Sh(N,u{1,2,4}) + Sh(N, u{1,3,4})− Sh(N, u{1,2,3,4})] =
=
1
2!
[(
1
2
,
1
2
, 0, 0
)
+
(
1
2
, 0,
1
2
, 0
)
+ . . .+
(
1
3
, 0,
1
3
,
1
3
)
−
(
1
4
,
1
4
,
1
4
,
1
4
)]
=
=
(
17
24
,
13
24
,
13
24
,
17
24
)
,
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mientras que si, en lugar de la situacio´n de comunicacio´n dirigida (N,v,d), hubie´ramos
considerado la situacio´n de comunicacio´n esta´ndar (N, v, γ(d)), donde v =
∑
i,j∈N, i6=j
u{i,j}
es el juego de los mensajes en GN , habr´ıamos obtenido:
µ(N, v, γ(d)) =
(
3
2
,
3
2
,
3
2
,
3
2
)
.
4.4. Dos caracterizaciones del valor de Myerson para digra-
fos
Esta seccio´n se dedica a la presentacio´n de dos caracterizaciones axioma´ticas del valor
de Myerson para digrafos paralelas a las que dio Myerson (1977, 1980) de su valor para
situaciones de comunicacio´n cla´sicas. Estas caracterizaciones se basan en tres propiedades:
eficiencia en componentes, equidad y contribuciones equilibradas, que son las extensiones
naturales de las propiedades correspondientes en el modelo cla´sico.
Una regla de reparto para situaciones de comunicacio´n dirigidas satisface la propiedad
de eficiencia en componentes si el pago total a los jugadores integrantes de una compo-
nente conexa es precisamente la cantidad que dichos jugadores, considerados ahora como
una coalicio´n, podr´ıan obtener dadas las restricciones en la cooperacio´n impuestas por el
digrafo. Formalmente:
Definicio´n 4.4 Una regla de reparto Ψ : DCSN → IRn es eficiente en componentes si,
para toda (N, v, d) ∈ DCSN y toda C ∈ N/d:∑
i∈C
Ψi(N, v, d) = vd(C).
Observacio´n 4.1 La definicio´n previa, como se adelanto´, extiende la cla´sica para situa-
ciones de comunicacio´n esta´ndar, como se sigue del hecho de que, si (N, v, γ) ∈ CSN ,
entonces vγ(C) = v(C) para toda C ∈ N/γ.
La propiedad de equidad para situaciones de comunicacio´n dirigidas establece que, si
desaparece la posibilidad de comunicacio´n directa (y dirigida) entre el jugador i y el
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jugador j, mantenie´ndose igual lo dema´s, es decir, si se modifica el digrafo original d
eliminando del mismo el arco a = (i, j), ambos jugadores deben ver modificados sus pagos
respectivos en la misma cantidad.
Definicio´n 4.5 Una regla de reparto Ψ : DCSN → IRn es equitativa si, para toda situacio´n
de comunicacio´n dirigida (N, v, d) ∈ DCSN y para todo arco (i, j) ∈ d:
Ψi(N, v, d)−Ψi(N, v, d \ {(i, j)}) = Ψj(N, v, d)−Ψj(N, v, d \ {(i, j)}).
Observacio´n 4.2 La definicio´n de equidad para reglas de reparto en situaciones de co-
municacio´n esta´ndar se puede obtener aplicando la anterior en un proceso de dos pasos,
ya que cada arista {i, j} en un grafo γ puede considerarse como un par de arcos, (i, j) y
(j, i), en el digrafo asociado d(γ). No´tese que, a pesar de ello, la equidad tal y como se
acaba de definir es ma´s fuerte que la propiedad que se necesitar´ıa para tener equidad en
el sentido de Myerson en el contexto de las situaciones de comunicacio´n dirigidas cuando
se eliminaran al tiempo los dos arcos (i, j) y (j, i).
Probaremos a continuacio´n que las dos propiedades anteriores caracterizan el valor de
Myerson para digrafos.
Teorema 4.1 El valor de Myerson para digrafos, µ, es la u´nica regla de reparto definida
en DCSN que satisface eficiencia en componentes y equidad.
Demostracio´n: Probaremos en primer lugar que satisface eficiencia en componentes.
Sean (N, v, d) ∈ DCSN y C ∈ N/d. Entonces:
∑
i∈C
µi(N, v, d) =
∑
i∈C
µi(C, v|C , d|C ) =
∑
i∈C
Shi
(
C, (v|C )d|C
)
=
=
∑
i∈C
Shi
(
C, (v|C )d
)
= vd(C),
donde la primera igualdad se debe a la descomponibilidad en componentes del valor de
Myerson para digrafos (una propiedad que no hemos probado, pero cuya demostracio´n
resulta trivial), y la u´ltima se satisface por la eficiencia del valor de Shapley.
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A continuacio´n probaremos que el valor de Myerson para digrafos satisface equidad. Sean
(N, v, d) ∈ DCSN y dos jugadores i, j ∈ N tales que (i, j) ∈ d. Entonces:
µi(N, v, d) = Shi(N, vd) =
∑
S⊂N\{i}
s!(n− 1− s)!
n!
[
vd(S ∪ {i})− vd(S)
]
=
=
∑
S⊂N\{i,j}
(s+ 1)!(n− 2− s)!
n!
[
vd(S ∪ {i, j})− vd(S ∪ {j})
]
+
+
∑
S⊂N\{i,j}
s!(n− 1− s)!
n!
[
vd(S ∪ {i})− vd(S)
]
.
De la expresio´n anterior y de la sime´trica a esta para µj(N, v, d), resulta que, al calcular
la diferencia:
µi(N, v, d)− µj(N, v, d), (4.7)
todos los te´rminos en los que no aparecen los factores vd(S∪{i}) o´ vd(S∪{j}) se cancelan;
luego:
µi(N, v, d)− µj(N, v, d) =
=
∑
S⊂N\{i,j}
[
s!(n− 1− s)!
n!
+
(s+ 1)!(n− 2− s)!
n!
] [
vd(S ∪ {i})− vd(S ∪ {j})
]
=
=
∑
S⊂N\{i,j}
s!(n− 2− s)!
(n− 1)!
[
vd(S ∪ {i})− vd(S ∪ {j})
]
. (4.8)
Pero si S ⊂ N \ {i} o´ S ⊂ N \ {j}, entonces vd(S) = vd\{(i,j)}(S) y, por tanto, la
diferencia en (4.7) coincide con:
µi(N, v, d \ {(i, j)})− µj(N, v, d \ {(i, j)}),
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con lo que queda probada la equidad.
Lo que nos resta por probar es la unicidad. Es decir, que toda regla de reparto en DCSN
que satisfaga eficiencia en componentes y equidad debe coincidir con el valor de Myerson.
Lo probaremos por induccio´n sobre el nu´mero de arcos del digrafo (N, d) 6. Sea Ψ una
regla de reparto en DCSN que satisfaga eficiencia en componentes y equidad.
En primer lugar, consideremos una situacio´n de comunicacio´n dirigida en la que el digrafo
no tenga arcos: (N, v, ∅) ∈ DCSN . En este caso, todos los nodos son aislados, y la eficiencia
en componentes de Ψ y de µ implica que, para todo i ∈ N :
Ψi(N, v, ∅) = vd(i) = v(i) = µi(N, v, ∅).
Consideremos ahora una situacio´n de comunicacio´n (N, v, d) ∈ DCSN con un digrafo d
cuyo nu´mero de arcos sea |d| = k ≥ 1 y, por hipo´tesis de induccio´n, supongamos que Ψ y
µ coinciden para situaciones de comunicacio´n dirigidas con menos de k arcos. Utilizando
esta hipo´tesis y la equidad de Ψ y de µ tenemos que, para cada arco (i, j) ∈ d:
Ψi(N, v, d)−Ψj(N, v, d) = Ψi(N, v, d \ {(i, j)})−Ψj(N, v, d \ {(i, j)}) =
= µi(N, v, d \ {(i, j)})− µj(N, v, d \ {(i, j)}) = µi(N, v, d)− µj(N, v, d),
y, por tanto:
Ψi(N, v, d)− µi(N, v, d) = Ψj(N, v, d)− µj(N, v, d).
Se sigue fa´cilmente que la u´ltima igualdad se sostiene para cualquier par de nodos i y j que
este´n en la misma componente conexa. Esto es as´ı porque, incluso si dos nodos i y j en una
misma componente C no esta´n conectados en (N, d), habra´ siempre una sucesio´n ordenada
6Recue´rdese que Myerson (1977) probo´ la unicidad de su valor para situaciones de comunicacio´n
(esta´ndar) por induccio´n sobre el nu´mero de aristas.
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de nodos de C, (i1, i2, . . . , is), tales que i1 = i, is = j y, para todo l ∈ {1, 2, . . . , s− 1}, o
bien (il, il+1) ∈ d, o bien (il+1, il) ∈ d. Por tanto, para cada componente C ∈ N/d, existe
un nu´mero dC tal que, para todo i ∈ C:
Ψi(N, v, d)− µi(N, v, d) = dC .
Utilizando la eficiencia en componentes de Ψ y de µ tenemos que, para cada componente
C ∈ N/d,
∑
i∈C
Ψi(N, v, d) =
∑
i∈C
µi(N, v, d) = vd(C).
Luego:
0 =
∑
i∈C
Ψi(N, v, d)−
∑
i∈C
µi(N, v, d) =
∑
i∈C
dC = |C|dC
y, por tanto, dC = 0. En consecuencia, Ψi(N, v, d) = µi(N, v, d) para todo i ∈ C y para
cada C ∈ N/d, lo que cierra la demostracio´n. ¤
La propiedad de contribuciones equilibradas para situaciones de comunicacio´n dirigidas
establece, como en el caso de las situaciones de comunicacio´n esta´ndar, que el perjuicio que
el aislamiento de un jugador i puede ocasionar a otro jugador j es el mismo que el perjuicio
que el aislamiento de j puede causar a i. El siguiente resultado prueba que en el u´ltimo
teorema la equidad puede sustituirse por la propiedad de contribuciones equilibradas.
Definicio´n 4.6 Una regla de reparto Ψ : DCSN → IRn satisface la propiedad de contri-
buciones equilibradas si, para toda (N, v, d) ∈ DCSN y para todos i, j ∈ N :
Ψj(N, v, d)−Ψj(N, v, d−i) = Ψi(N, v, d)−Ψi(N, v, d−j),
donde, recordemos, d−k es el digrafo que resulta de eliminar en el digrafo d los arcos
incidentes en el nodo k.
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Teorema 4.2 El valor de Myerson para digrafos, µ, es la u´nica regla de reparto definida
en DCSN que satisface eficiencia en componentes y contribuciones equilibradas.
Demostracio´n: Ya quedo´ probado en el Teorema 4.1 que el valor de Myerson para
digrafos satisface eficiencia en componentes.
Para probar ahora que satisface tambie´n contribuciones equilibradas, observemos que, si
(N, v, d) ∈ DCSN e i, j ∈ N , entonces, para todo S ⊂ N \ {i, j}:
vd(S ∪ {i}) = vd−j (S ∪ {i}), vd(S ∪ {j}) = vd−i(S ∪ {j}) y vd−j (S) = vd−i(S).
Por tanto, de (4.8) se sigue que:
µi(N, v, d)− µj(N, v, d) =
∑
S⊂N\{i,j}
s!(n− 2− s)!
(n− 1)!
[
vd−j (S ∪ {i})− vd−i(S ∪ {j})
]
=
=
∑
S⊂N\{i,j}
s!(n− 2− s)!
(n− 1)!
[
vd−j (S ∪ {i})− vd−j (S) + vd−i(S)− vd−i(S ∪ {j})
]
=
=
∑
S⊂N\{i,j}
s!(n− 2− s)!
(n− 1)!
[
vd−j (S ∪ {i})− vd−j (S)
]
−
−
∑
S⊂N\{i,j}
s!(n− 2− s)!
(n− 1)!
[
vd−i(S ∪ {j})− vd−i(S)
]
= µi(N, v, d−j)− µj(N, v, d−i),
donde la u´ltima igualdad puede obtenerse del mismo modo en que se probo´ (4.8) en la
demostracio´n del teorema anterior.
Por u´ltimo, para probar unicidad basta con reproducir, utilizando de nuevo la induccio´n
sobre el nu´mero de arcos en (N, d), la parte correspondiente de la demostracio´n del Teo-
rema 4.1 (aplicando, como es obvio, contribuciones equilibradas en lugar de equidad) y,
por tanto, se omite aqu´ı la demostracio´n. ¤
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4.5. Observaciones finales
1. Estabilidad: Se trataba esencialmente en este cap´ıtulo de definir una extensio´n del
valor de Myerson para lo que hemos llamado situaciones de comunicacio´n dirigidas y
caracterizarlo axioma´ticamente utilizando las propiedades de eficiencia en componentes,
equidad y contribuciones equilibradas, como hizo Myerson para su valor en el caso de
las situaciones de comunicacio´n cla´sicas. Pero Myerson (1977) tambie´n probo´ que, si el
juego subyacente en la situacio´n de comunicacio´n era superaditivo, el valor por e´l definido
satisfac´ıa estabilidad. Nos ha parecido interesante estudiar si la propiedad de estabilidad
se conserva en este contexto ma´s general.
La estabilidad de una regla de reparto para situaciones de comunicacio´n cla´sicas significa
que eliminar una arista entre dos jugadores no debe incrementar el pago a ninguno de
ellos. Si hay estabilidad, ningu´n jugador estar´ıa interesado en desconectarse de ningu´n
otro con el que estuviera unido por una arista. O, en otros te´rminos, estar´ıa interesado
en mantener cada uno de los acuerdos bilaterales cooperativos que hubiera alcanzado con
otros jugadores. Podemos generalizar esta nocio´n al caso de las situaciones de comunicacio´n
dirigidas, sustituyendo simplemente arista por arco en la definicio´n de Myerson.
Definicio´n 4.7 Una regla de reparto Ψ definida en una cierta clase DCS ⊂ DCS∞ de
situaciones de comunicacio´n dirigidas diremos que es estable si, para toda (N, v, d) ∈ DCS
y para todo arco (i, j) ∈ d, se cumple que:
Ψk(N, v, d) ≥ Ψk(N, v, d \ {(i, j)}), para k = i, j.
Como se expuso en los preliminares, Myerson (1977) probo´ que un condicio´n suficiente
para que la regla de reparto por e´l definida para situaciones de comunicacio´n cla´sicas
fuera estable era la superaditividad del juego subyacente en la situacio´n de comunicacio´n.
El siguiente ejemplo nos muestra que no es ese el caso en el contexto de las situaciones de
comunicacio´n dirigidas.
Cap´ıtulo 4. Juegos generalizados y grafos dirigidos 120
Ejemplo 4.5 Consideremos la situacio´n de comunicacio´n dirigida (N, vˆ, d), donde
N = {1, 2, . . . , 12},
v =
∑
S⊂N, s≥2
(−1)s 2s−2uS , vˆ =
∑
S⊂N, s≥2, T∈pi(S)
(−1)s 2s−2wT
y el digrafo (N, d) viene dado por:
d = {(1, 2), (1, 8), (1, 9), (1, 10), (1, 11), (1, 12), (2, 1), (2, 3), (2, 4), (2, 5), (2, 6), (2, 7)},
como se representa en la Fig. 4.3.
Figura 4.3: Digrafo en los Ejemplos 4.5 y 4.6
A pesar de que no sea en absoluto obvio co´mo definir la superaditividad para juegos ge-
neralizados, cualquier definicio´n razonable deber´ıa extender la que se aplica a los juegos
TU cla´sicos. Puesto que el juego generalizado vˆ es el transformado de v, que es un juego
superaditivo en GN , deberemos entender que vˆ ha de ser a su vez superaditivo en GN , aun-
que no hayamos dado una definicio´n precisa de cua´ndo un juego generalizado arbitrario
es superaditivo.
Tenemos que, para todos i, j ∈ N , con i 6= j:
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wd
(i,j)
=

1
2!u{i,j} , si (i, j) ∈ d,
1
2!u{1,2,j} , si i = 1 y j ∈ {3, . . . , 7}, o´ si i = 2 y j ∈ {8, . . . , 12},
0, en otro caso,
wd
(i,j,k)
=
{
1
3!u{i,j,k} , si i = 1 y j = 2, o´ si i = 2 y j = 1,
0, en otro caso
y, para T ∈ pi(S) con S ⊂ N , y 4 ≤ s ≤ 12, es wd
T
= 0.
Por tanto, y utilizando la aditividad del valor de Myerson para situaciones de comunicacio´n
dirigidas:
µ1(N, vˆ, d) =
(
7 · 1
2
+ 10 · 1
3
)
1
2!
+ (−2) · 20 · 1
3
· 1
3!
=
43
36
,
y µ2(N, vˆ, d) = µ1(N, vˆ, d), por simetr´ıa.
Consideremos ahora la situacio´n de comunicacio´n dirigida (N, vˆ, d \ {(1, 2)}).
Como se deduce de los ca´lculos previos, en el caso de los jugadores 1 y 2, su valor de
Myerson para digrafos en esta situacio´n de comunicacio´n dirigida depende so´lo del nu´mero
de coaliciones ordenadas de cardinal 2 o´ 3 y factibles en el digrafo a las que pertenezca
cada uno de ellos, y de los coeficientes de unanimidad en el juego. Resulta entonces:
µ1(N, vˆ, d \ {(1, 2)})) =
(
6 · 1
2
+ 5 · 1
3
)
1
2!
+ (−2) · 5 · 1
3
· 1
3!
=
64
36
.
Y as´ı, si se elimina el arco (1, 2), el pago al jugador 1 crece, a pesar de ser vˆ un juego
superaditivo.
Por tanto, en el caso de las situaciones de comunicacio´n dirigidas, y a diferencia de lo que
ocurre en el caso cla´sico estudiado por Myerson, la superaditividad del juego subyacente
no es suficiente para garantizar la estabilidad de la regla de reparto definida.
Sin embargo, es fa´cil ver que, si el juego (generalizado) subyacente es casi-positivo 7,
7Extendiendo a GN de la forma natural la nocio´n de juego casi-positivo para los juegos TU cla´sicos en
GN , diremos que un juego generalizado v ∈ GN es casi-positivo si todos sus coeficientes de unanimidad son
no negativos, es decir, si para todo T ∈ Ω(N) \ {∅} es ∆∗v(T ) ≥ 0.
Cap´ıtulo 4. Juegos generalizados y grafos dirigidos 122
entonces el valor de Myerson para digrafos es estable (recordemos que, en GN , todo juego
casi-positivo era superaditivo e, incluso, convexo).
2. Herencia de propiedades: Consideramos de intere´s, en general, y por motivos que
ya se expusieron en cap´ıtulos anteriores, el estudio de la herencia de propiedades (del juego
original al juego restringido al digrafo). Pero, como se puso de manifiesto en la observacio´n
anterior, no es obvio co´mo definir propiedades como la superaditividad o la convexidad en
el caso de los juegos generalizados. Y lo mismo puede decirse si pensamos en diferentes
conceptos de solucio´n, como el core, por ejemplo. En esta situacio´n resulta dif´ıcil analizar
la herencia de propiedades.
A pesar de ello, es posible detectar alguna patolog´ıa. Pensemos por ejemplo en la super-
aditividad. Utilizando de nuevo la situacio´n de comunicacio´n del Ejemplo 4.5, no es dif´ıcil
probar que la superaditividad, en general, no se hereda por el juego restringido al digrafo.
Ejemplo 4.6 Sea (N, vˆ, d) como se definio´ en el Ejemplo 4.5. Ya se argumento´ all´ı que
el juego generalizado (N, vˆ) debe considerarse superaditivo. Sean ahora A y B ⊂ N , con
A = {1, 8, 9, 10, 11, 12} y B = {2, 3, 4, 5, 6, 7}. Resulta:
vˆd(A) =
∆∗vˆ(1, 8) + ∆
∗
vˆ(1, 9) + ∆
∗
vˆ(1, 10) + ∆
∗
vˆ(1, 11) + ∆
∗
vˆ(1, 12)
2
=
5
2
.
vˆd(B) =
∆∗vˆ(2, 3) + ∆
∗
vˆ(2, 4) + ∆
∗
vˆ(2, 5) + ∆
∗
vˆ(2, 6) + ∆
∗
vˆ(2, 7)
2
=
5
2
.
vˆd(A ∪B) = vˆd(A) + vˆd(B) +
7∑
j=3
∆∗vˆ(1, j)
2!
+
12∑
j=8
∆∗vˆ(2, j)
2!
+
+
∆∗vˆ(1, 2) + ∆
∗
vˆ(2, 1)
2!
+
12∑
k=3
∆∗vˆ(1, 2, k) + ∆
∗
vˆ(2, 1, k)
3!
=
= vˆd(A) + vˆd(B) + 5 · 1
2!
+ 5 · 1
2!
+ 2 · 1
2!
+ (−2) · 20 · 1
3!
=
= vˆd(A) + vˆd(B)− 2
3
< vˆd(A) + vˆd(B),
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y, por tanto, el juego restringido al digrafo, vˆd, no es superaditivo.
3. Caracterizaciones alternativas: Se encuentran en la literatura caracterizaciones del
valor de Myerson que hacen uso de propiedades distintas de las aqu´ı mencionadas, como
pueden ser la del jugador superfluo u otras. Consideramos que podr´ıa ser de intere´s analizar
el sentido y utilidad de estas propiedades en el contexto ma´s amplio de las situaciones de
comunicacio´n dirigidas y explorar si se mantienen las correspondientes caracterizaciones.
4. Me´todos de ca´lculo: Consideramos de intere´s explorar la medida en que puedan
extenderse al caso de las situaciones de comunicacio´n dirigidas determinados me´todos de
ca´lculo para el valor de Myerson, del tipo de los descritos en las secciones 2.2 y 2.3 de esta
memoria para el caso de las situaciones de comunicacio´n esta´ndar.
5. El entorno probabil´ıstico: Los resultados previos podr´ıan extenderse a un entorno
probabil´ıstico como se ha hecho en el cap´ıtulo anterior de esta memoria para el caso de
las situaciones de comunicacio´n no dirigidas.
6. Centralidad: El valor de Myerson para digrafos introducido en este cap´ıtulo podr´ıa
utilizarse en principio para definir una familia de medidas de centralidad para actores o
nodos en una red social dirigida, en la que la red de comunicaciones se represente por
un grafo dirigido, y los intereses econo´micos de los jugadores, por un juego generalizado.
Las medidas as´ı obtenidas generalizar´ıan las definidas en Go´mez et al. (2003), para redes
sociales esta´ndar.
Cap´ıtulo 5
Futuras l´ıneas de investigacio´n
Adema´s de las ya mencionadas al final de cada uno de los dos cap´ıtulos precedentes, y al
final de algunas de las secciones, en el caso del Cap. 2, ciertas cuestiones relacionadas con
las expuestas en esta memoria han despertado nuestra curiosidad primero, y luego nuestro
intere´s, a lo largo de estos u´ltimos an˜os y, previsiblemente, a ellas dediquemos nuestros
esfuerzos en los pro´ximos. Enumeraremos algunas a continuacio´n.
1. Centralidad.
En relacio´n con la medida de la centralidad de los actores en redes sociales propuesta en
Go´mez et al. (2003), nos hemos planteado diversas extensiones potenciales. Entre ellas:
Medidas de centralidad en redes sociales con grafos no dirigidos.
- Basadas en el valor posicional, en lugar de en el de Myerson.
- En redes con pesos en los nodos y/o en las aristas.
- De grupos o clases (no necesariamente de actores individuales).
Medidas de centralidad en redes sociales con grafos dirigidos.
- Que satisfagan equidad, segu´n el modelo que se propone en el Cap´ıtulo 4
de esta memoria.
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- Que satisfagan lo que llamaremos α-equidad dirigida, haciendo uso de una
concepcio´n de la conectividad en grafos dirigidos distinta de la presentada en
el modelo del Cap´ıtulo 4.
2. Generalizaciones y reglas de reparto alternativas
En los dos cap´ıtulos inmediatamente anteriores de esta memoria se han presentado sendas
generalizaciones del modelo de Myerson, suponiendo primero que el grafo de comunicacio-
nes, en lugar de determinista, fuera aleatorio (en el Cap. 3) y, luego, que fuera un grafo
dirigido (en el Cap. 4, en el que, adema´s, sustitu´ıamos el juego TU cla´sico del modelo
de Myerson por uno generalizado). Pero, entre las reglas de reparto para situaciones de
comunicacio´n que aparecen en la literatura se encuentran, adema´s del valor de Myerson,
el valor posicional, del que se ha dicho algo en los preliminares y en el Cap. 2, y el valor
de Hamiache (1999). Consideramos que ser´ıa interesante extender estos valores tanto a
las situaciones de comunicacio´n probabil´ısticas generalizadas como a las situaciones de
comunicacio´n dirigidas, como hemos hecho con el valor de Myerson.
3. Juegos generalizados
En el Cap´ıtulo 4 de esta memoria, para definir las situaciones de comunicacio´n dirigidas, se
han introducido los juegos en forma de funcio´n caracter´ıstica generalizada. Nowak y Radzik
(1994) definieron inicialmente un valor para estos juegos, Ψ
N/R
, que generaliza el valor de
Shapley para los juegos TU cla´sicos. Ma´s tarde, Sa´nchez y Bergantin˜os (1997) propusieron
otro valor, Ψ
S/B
, que extiende tambie´n el valor de Shapley, y que difiere del primero en los
axiomas de simetr´ıa y del jugador nulo. Puesto que ambos valores son lineales, basta para
definirlos con dar su expresio´n para los juegos wT de la base de unanimidad generalizada.
As´ı, para toda coalicio´n ordenada y no vac´ıa T = (i1 , i2 , . . . , it) ∈ Ω(N), se definen:
Ψ
N/R
j
(N,wT ) =
 1t! , si j = it ,0, en otro caso , y ΨS/Bj (N,wT ) =
 1t! 1t , si j ∈ H(T ),0, en otro caso.
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En resumen, existen en la literatura dos reglas de reparto definidas en GN . Ambas ge-
neralizan el valor de Shapley, pero son claramente distintas. Parece natural preguntarse
si sera´n las u´nicas con ”buenas” propiedades. Nos hemos propuesto definir una familia
parame´trica de reglas de reparto en GN , que conserve ciertas propiedades comunes a las
dos anteriores, y que las contenga como casos particulares.
El estado actual de nuestros trabajos sobre este punto, que se desarrollan en colaboracio´n
con el profesor van den Brink, se recoge en:
van den Brink, R., Go´mez, D., Gonza´lez-Arangu¨ena, E. y Manuel, C. (2008): Or-
der monotonic solutions for generalized characteristic functions. (working paper)
MIMEO.
Por otra parte, pero en relacio´n con lo anterior, cuando en el modelo de las situaciones
de comunicacio´n dirigidas se restringe la formacio´n de coaliciones en un juego por medio
de un digrafo, se esta´ introduciendo una asimetr´ıa entre los dos nodos incidentes en un
determinado arco: el iniciador y el finalizador, o el emisor y el receptor, si se prefiere. En
este contexto, la equidad (que s´ı satisface el valor que, para las situaciones de comuni-
cacio´n dirigidas, se propone en esta memoria) podria resultar discutible como propiedad.
Utilizando la familia parame´trica de reglas de reparto en GN antes aludida, nos propone-
mos definir una familia de reglas de asignacio´n para situaciones de comunicacio´n dirigidas
que satisfagan una propiedad que tenga en cuenta la asimetr´ıa citada, y que llamamos
provisionalmente α-equidad dirigida. El trabajo al respecto se esta´ desarrollando tambie´n
en colaboracio´n con el profesor van den Brink.
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