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ABSTRACT
Hydrodynamic instabilities and turbulence in neutron stars have been suggested to be related to
observable spin variations in pulsars, such as spin glitches, timing noise, and precession (nutation).
Accounting for the stabilizing effects of the stellar magnetic field, we revisit the issue of whether the
inertial modes of a neutron star can become unstable when the neutron and proton condensates flow
with respect to one another. The neutron and proton condensates are coupled through the motion of
imperfectly pinned vorticity (vortex slippage) and vortex-mediated scattering (mutual friction). Two-
stream instabilities that occur when the two condensates rotate with respect to one another in the
outer core are stabilized by the toroidal component of the magnetic field. This stabilization occurs
when the Alfve´n speed of the toroidal component of the magnetic field becomes larger than the relative
rotational velocity of the condensates, corresponding to toroidal field strengths in excess of ' 1010 G.
In contrast with previous studies, we find that spin down of a neutron star under a steady torque is
stable. The Donnelly–Glaberson instability is not stabilized by the magnetic field, and could play an
important role if neutron stars undergo precession.
Keywords: neutron stars, magnetic fields, pulsars, hydrodynamics, instabilities, oscillations
1. INTRODUCTION
Pulsars exhibit two varieties of rotational irregularities that are expected to be related to the dynamics of the
interior fluid: spin glitches and timing noise. Glitches are sudden increases in the rotational frequency ν of the pulsar,
with fractional amplitudes spanning 10−11 < ∆ν/ν < 10−4 across the pulsar population (see e.g. , Radhakrishnan &
Manchester 1969; Espinoza et al. 2011). The glitch event is unresolved by radio timing data, with a current upper
limit of 40 s obtained from the 2000 January glitch in the Vela pulsar (Dodson et al. 2002). Glitches are believed to
arise from the global motion of superfluid vorticity in the neutron star crust that is caused by, e.g. , a noisy creep
process (Anderson & Itoh 1975), thermal heating induced by star quakes (Link & Epstein 1996; Larson & Link 2002),
a self-organized critical process (Melatos et al. 2008; Warszawski & Melatos 2008) or a coherent noise process (Melatos
& Warszawski 2009). The subsequent glitch recovery occurs over timescales ranging from days to years (McCulloch
et al. 1987, 1990; Flanagan 1990; Wong et al. 2001; Dodson et al. 2002) and is attributed to dynamical relaxation
of the neutron superfluid of the inner crust (Alpar et al. 1984b, 1993, 1996; Link 2014) and of the neutron-proton
superfluid mixture of the core (Baym et al. 1969; Easson 1979; Alpar et al. 1984a; van Eysden & Melatos 2010; van
Eysden 2014; Link 2014).
Distinct from glitches is timing noise, the stochastic wander of pulse phase, frequency, and frequency derivative.
This noise process might have many underlying causes and is thought to represent true variations in the star’s spin
rate (Boynton et al. 1972; Cordes & Helfand 1980; Cordes & Downs 1985; Arzoumanian et al. 1994; D’Alessandro
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et al. 1995; Hobbs et al. 2006, 2010). Possible contributing effects include variations in the external spin-down torque
(e.g. , Cheng 1987a,b; Urama et al. 2006; Lyne et al. 2010), variable torques exerted on the crust by the multiple fluid
components (Alpar et al. 1986; Jones 1990), microglitches (Janssen & Stappers 2006), and accretion (Qiao et al. 2003).
Variations in the interstellar medium (e.g. , Liu et al. 2011), could also play a role in timing noise. More speculatively,
timing noise may be connected with underlying superfluid turbulence, which could produce stochastic variations in
the pulsar spin frequency by exerting a variable viscous torque on the rigid crust (Melatos & Link 2014).
Greenstein (1970) originally suggested that superfluid turbulence prevails in the core of a spinning-down neutron
star. Various hydrodynamic instabilities that might lead to turbulence have been proposed as the cause of spin glitches
and other timing irregularities. The outer core may be unstable to, e.g. , a variant of the Kelvin-Helmholtz instability
occurring at the interface between the 1S0– and
3P2–paired neutron superfluids (Mastrano & Melatos 2005). Two-
stream instabilities in the interpenetrating neutron and proton condensates could be present in the rotating outer core,
driven by Fermi-liquid interactions (Andersson et al. 2004) and vortex-mediated processes (Glampedakis & Andersson
2009; Andersson et al. 2013). Link (2012a) argued that slow slippage of vortices induced by relative flow between
the neutron superfluid and crust is inherently unstable. An analogous instability was identified in the core, driven by
the relative motion between the neutron superfluid and the flux tube array (Link 2012b). The Donnelly–Glaberson
instability, studied in laboratory superfluid helium, is also expected to have a counterpart in neutron stars if the
charged fluid component achieves a critical velocity along the rotation axis (Glaberson et al. 1974; Sidery et al. 2008).
Such a flow would be produced by precession of the star (Glampedakis et al. 2008). Melatos (2012) has argued that
if the inner core of the neutron star retains a high rotation rate from its birth, the outer core becomes susceptible to
various instabilities in spherical Couette flow (Peralta et al. 2006, 2008; Peralta & Melatos 2009).
Connecting glitches and timing noise with turbulence in the outer core presents two immediate challenges. One
challenge is to identify instabilities that can grow to produce a turbulent state. A second, and more serious, challenge
is to demonstrate how the turbulent state begins and ends. Steadily driven classical hydrodynamic systems that
become unstable develop a quasi-steady turbulent cascade without global transient behavior. Some studies (Mastrano
& Melatos 2005; Glampedakis & Andersson 2009) find instability growth times short enough to be consistent with
the observed glitch rise time of . 60 s (Vela), but a description of how turbulence develops and produces a glitch
has not been advanced. Some studies find evidence that timing irregularities are consistent with a state of underlying
turbulence in the outer core (Melatos & Peralta 2007; Melatos & Link 2014), but the origin of this turbulence needs
to be rigorously assessed.
An interesting question is whether hydrodynamic instabilities are quenched by magnetic stresses. A general feature of
magnetic equilibria is a twisted, tangled structure in which the toroidal field is greater than or equal to the poloidal field
(Braithwaite & Nordlund 2006; Braithwaite 2009). van Hoven & Levin (2008) demonstrated that poloidal magnetic
stresses have a stabilizing effect on a particular class of two-stream instabilities.
In this paper, we evaluate the stability of the relative flow between the interpenetrating neutron and proton fluids.
Relative flow would arise naturally as the crust and charged components of the star are spun down by the magnetic
dipole torque, but vortex pinning prevents the neutron superfluid from corotation with the charged components. We
consider pinning of neutron vortices to flux tubes in the outer core, accounting for slippage of the two lattices with
respect to one another (imperfect pinning). We study the stabilizing effects of the toroidal plus poloidal magnetic
field and demonstrate that the magnetic field stabilizes the unstable inertial modes for toroidal magnetic fields greater
than 1010 G. We find that the instability of Link (2012b,a) is not present. Instabilities generated by flows along the
rotation axis may arise from, e.g. , precession, for which we distinguish two instabilities. The two-stream instability
identified by Glampedakis et al. (2008) is stabilized by the magnetic field for wobble angles less than 0.1◦, as shown
by van Hoven & Levin (2008). Under imperfect pinning, the Donnelly–Glaberson instability occurs, which remains
present for arbitrary magnetic field strength and which may be excited for wobble angles as small as 10−7 ◦.
The paper is structured as follows. In §2, we review the magnetohydrodynamic (MHD) theory of neutron star cores.
We estimate the relevant hydrodynamic parameters in §3. In §4, we study two-stream instabilities driven by mutual
friction, for rotating fluids (§4.1) and flows along the rotation axis (§4.2). Our conclusions are summarized in §5.
2. HYDRODYNAMICS OF A SUPERFLUID MIXTURE
The core of a neutron star is composed primarily of neutrons, with ∼ 5 − 10% of the mass in protons; for the
electrically neutral medium the number density of electrons is equal to that of the protons. At the supra-nuclear
densities of the outer core, the Fermi energy for protons and neutrons is well above the typical temperature of a
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mature neutron star, and both the neutrons and protons are expected to condense into BCS superfluids, with 3PF2
and 1S0 Cooper pairing respectively (Migdal 1959; Baym et al. 1969). To support rotation, the neutron superfluid
forms an array of quantized vortices, filaments of microscopic cross section, each carrying one quantum of circulation.
The superconductivity of the protons is predicted to be type II, and the magnetic field is supported by an array
of quantized flux tubes, each carrying one quantum of magnetic flux. Fermi-liquid interactions between the two
condensates results in a nondissipative coupling between the mass currents of the two species (Andreev & Bashkin
1975; Chamel & Haensel 2006), so that the neutron vortices are magnetized by entrained proton currents (Alpar et al.
1984a). Electron scattering from magnetized vortices and flux tubes produces dissipative and non-dissipative forces
on the vortices and flux tubes. The magnetic interaction at junctions between magnetized neutron vortices and flux
tubes is energetic enough to produce pinning, wherein the neutron vortices pin to the dense array of flux tubes in the
outer core (Srinivasan et al. 1990; Jones 1991; Chau et al. 1992; Ruderman et al. 1998; Link 2012b), similar to the
predicted pinning of the vortices to the nuclear lattice of the crust (Anderson & Itoh 1975; Alpar 1977; Epstein &
Baym 1988; Donati & Pizzochero 2006; Avogadro et al. 2007; Link 2009). Thermal fluctuations stochastically excite
vortex motion, causing the neutron vortices to slip with respect to the flux tubes (Ding et al. 1993; Sidery & Alpar
2009; Link 2014).
In this section, we present the governing MHD equations describing the outer core of a neutron star. In §2.1, we
describe the equations relevant for this study of unstable inertial modes in the outer core. The perturbations of the
equations about rotational equilibrium are presented in §2.2.
2.1. Hydrodynamic treatment
To study the stability of flows much larger than the intervortex spacing dn, it is convenient to perform a smooth-
averaging of many vortex lines or flux tubes over scales much larger than dn (Hall & Vinen 1956a,b; Hall 1960; Kha-
latnikov 1965; Hills & Roberts 1977; Baym & Chandler 1983; Chandler & Baym 1986; Mendell 1991a,b; Glampedakis
et al. 2011). Over length scales that exceed dn, the smooth-averaged vorticity of a rotating neutron condensate is
ωn=nvnκ ωˆn = ∇× vn , (1)
where κ = pi~/m is the quantum of circulation for neutrons of mass m, nvn is the areal density of vortex lines, ωˆn
is the vorticity unit vector directed along the vortex lines, and vn is the smooth-averaged velocity of the neutron
superfluid. The smooth-averaged magnetic field B in a type II superconductor is
B=nvpφ0 bˆ , (2)
where φ0 = pi~c/e = mcκ/e is the quantum of magnetic flux, nvp is the areal density of flux tubes, and bˆ is the unit
vector directed along the flux tubes. In the outer core of a neutron star rotating at angular velocity Ωn and with
magnetic field B0, the flux tubes far outnumber the vortex lines:
nvp
nvn
∼ 8× 1013
(
B0
1012 G
)(
Ωn
20pi rad s−1
)−1
. (3)
Contributions to the magnetic field arising from the rotation of the proton and neutron condensates are of order
nvn/nvp ∼ 10−14. We neglect these small corrections.
In this paper, we focus our attention on the stabilizing effects of the magnetic stresses on the inertial mode instabil-
ities. We neglect buoyancy and compressibility restoring forces by assuming constant density flows, which gives
∇ · vx= 0 , (4)
for x = n, p. This assumption neglects g-modes and p-modes, which may be unstable in neutron star cores (see
e.g. , Andersson et al. 2004; Gusakov & Kantor 2013; Haber et al. 2016; Passamonti et al. 2016). We do not study
instabilities related to g-modes and p-modes in this paper, but refer the reader to the above works; we return to
g-modes and p-modes in the Conclusions. We also neglect nuclear entrainment in this paper. Instabilities driven by
entrainment coupling do not occur in the parameter range expected in neutron stars (Andersson 2003), a result that we
have verified using a more comprehensive stability analysis reported in §A.5 and discussed further in the Conclusions.
Entrainment has a small effect on the mode frequencies.
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The momentum equations for the neutron and proton–electron fluids in the MHD approximation are (Mendell
1991a,b; Glampedakis et al. 2011)
∂vn
∂t
+ (∇× vn)× vn=−∇pn − T n + F n , (5)
∂vp
∂t
+ (∇× vp)× vp=−∇pp − T p − ρn
ρp
F n + νee∇2vp + F dip , (6)
where vp is the smooth-averaged velocity of the proton–electron fluid, ρn,p are the mass densities of the fluids, pn,p
are scalar potentials related to thermodynamic variables in Equation (A52), and F dip is the external driving force
associated with the magnetic dipole torque on the star. The neutron fluid is inviscid, while the proton–electron fluid
has kinematic viscosity νee arising from electron–electron scattering. The two fluids are coupled by the mutual friction
force F n, which arises from electron scattering from magnetized neutron vortices and pinning interactions. The force
acts equally and oppositely on the two fluids and is given by (see e.g. , Hall 1960; Khalatnikov 1965; Hills & Roberts
1977; Barenghi et al. 1983; Chandler & Baym 1986; Mendell 1991b; Peralta 2007; Glampedakis et al. 2011),
F n=Bnωˆn × [ωn × (vn − vp) + T n] + B′n [ωn × (vn − vp) + T n] , (7)
where Bn and B′n are the mutual friction coefficients; the first term is dissipative and the second term is nondissipative.
The mutual friction coefficients are related to scattering and pinning parameters in §3. Electron scattering from flux
tubes is connected with the evolution of the magnetic field and describes processes analogous to ohmic and Hall
diffusion; see e.g. , Graber et al. (2015). These effects are small compared with the inertial modes studied in this
paper; see §B for further discussion. The restoring force due to tension of the vortex lines is (see e.g. , Hall 1960;
Khalatnikov 1965; Hills & Roberts 1977; Baym & Chandler 1983; Mendell 1991a; Peralta 2007; Glampedakis et al.
2011),
T n=
1
ρn
ωn × (∇× ρnνnωˆn) , (8)
where νn is the vortex line tension parameter, defined in (A30). The vortex line tension is negligible compared with
other terms in (5) and (6); see Equation (B74). We set the vortex tension to zero everywhere in this paper except in
the analysis of the Donnelly–Glaberson instability in §4.2.1, where it determines the instability condition. In a type
II superconductor the magnetic stresses arise from the tension of the array of the quantized flux tubes and is given by
(Easson & Pethick 1977)
T p =
B
4piρp
×∇×
(
Hc1bˆ
)
, (9)
where Hc1 ' 1015 is the lower critical field for type II superconductivity. The evolution of the magnetic field is
determined by the induction equation
∂B
∂t
=∇× (vp ×B) . (10)
The equations (1)–(10) suffice to study the stabilizing effects of magnetic fields on the instabilities of interest. With
T n = 0, the equations do not include vortex line tension forces that produce Kelvin waves, which are small compared
with the Coriolis force. The evolution of the magnetic field is slow with respect to the timescales for oscillation
modes. Magnetic stresses generated by rotation of charged fluid components, i.e. , the London field, are also negligible.
For a detailed discussion of the magnetohydrodynamic theory of Glampedakis et al. (2011), and a scaling analysis
determining the relevant terms, the reader is referred to §A–B.
2.2. Perturbation equations
Consider a neutron star comprising a neutron and a proton–electron fluid rotating as rigid bodies with angular
velocities Ωn,p. The star is spinning down under a constant external torque that acts only on the proton–electron fluid
over the spin-down time of the star. Meanwhile, the proton–electron fluid spins down the neutrons via the vortex-
mediated mutual friction force, F n. As a consequence, the neutron fluid is rotating faster than the proton–electron
Stability of neutron star cores 5
fluid by an amount ∆Ω = (Ωn − Ωp). Taking zˆ to be the rotation axis and denoting the unperturbed state with
subscript 0, we write the unperturbed velocities in the inertial frame as
vn0 = Ωnzˆ × r + ∆vz zˆ , (11)
vp0 = (Ωn −∆Ω) zˆ × r , (12)
where the parameter ∆vz is introduced to study the two-stream instabilities arising from relative velocity between the
two fluids along the rotation axis. The lag ∆Ω in the unperturbed state is determined by the momentum equations
(5) and (6). Assuming that the spin-down rate (Ω˙p/Ωp) is much slower than the rotation frequency, in cylindrical
coordinates (r, φ, z) the azimuthal components of (5) and (6) give
Ω˙n=−2ΩnBn∆Ω , (13)
Ω˙p=
2ΩnρnBn∆Ω
ρp
+
Fdip,φ
r
. (14)
Defining the pulsar spin-down time τsd = Ωp/(2|Ω˙p|), where |Ω˙n|/2pi = |ν˙| is the magnitude of the frequency derivative
of the the pulsar’s observed spin rate, and assuming that the spin-down rates of the neutron fluid and proton–electron
fluid is equal (Ω˙n = Ω˙p) and ∆Ω/Ωn  1, we find that Equation (13) gives the lag
∆Ω = (4τsd Bn)−1 . (15)
The lag depends on the dissipative mutual friction coupling between the two fluids. The coefficient Bn depends on
the scattering of electrons with vortices and the pinning between vortices and flux tubes in the outer core and is
discussed further in §3. Combining (13) and (14), multiplying by r and integrating over the volume of the star gives
the spin-down equation
IΩ˙p=−Ndip , (16)
where I = 8pi(ρn + ρp)R
5/15 is the moment of inertia, Ndip = −
∫
rρpFdip,φdV = 2B
2R6Ω3p/3c
3 is the external dipole
torque, and R is the stellar radius.
We now study the stability of the state described by Equations (13) and (14). We use a local plane wave analysis,
taking x, y to be the local radial and azimuthal coordinates, respectively. The local plane wave analysis is adequate
for wavenumbers kR 1. Recall that the hydrodynamic approximation is valid for kdn  1 where dn is the neutron
vortex spacing. These conditions restrict the treatment to wavenumbers in the range dn  k−1  R. In this coordinate
system, the velocities in the inertial frame are
vn0 =RΩnyˆ + ∆vz zˆ , (17)
vp0 =R (Ωn −∆Ω) yˆ . (18)
The unperturbed magnetic field has poloidal zˆ and toroidal yˆ components and is given by
B0 =B0bˆ0 = B0y yˆ +B0z zˆ . (19)
Denoting the perturbed quantities by δ, the perturbed momentum equations for the neutron and proton–electron
fluids are
∂δvn
∂t
+ 2Ωnzˆ × δvn + (∇× δvn)× vn0 =−∇δpn − δT n + δF n , (20)
∂δvp
∂t
+ 2 (Ωn −∆Ω) zˆ × δvp + (∇× δvp)× vp0 =−∇δpp − δT p − ρn
ρp
δF n + νee∇2δvp . (21)
The perturbations of the vortex line tension are
δT n=−νnzˆ · ∇ [δωn − zˆ (zˆ · δωn)] . (22)
The perturbed flux tube tension is
δT p = − Hc1
4piρp
bˆ0 · ∇
[
δB − bˆ0
(
bˆ0 · δB
)]
, (23)
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and the mutual friction force is
δF n=BnR∆Ωxˆ× (∇× δvn)− Bn∆vz zˆ × [zˆ × (∇× δvn)] + Bn2Ωnzˆ × [zˆ × (δvn − δvp)] + Bnzˆ × δT n
+B′n (∇× δvn)× (R∆Ωyˆ + ∆vz zˆ) + B′n2Ωnzˆ × (δvn − δvp) + B′nδT n . (24)
Here we ignore dependence of Bn and B′n on fluid velocity; see §3 and §C for further discussion of this point. The
induction equation for the perturbations is
∂δB
∂t
=∇× (vp0 × δB + δvp ×B0) . (25)
The spin-down rate (Ω˙p/Ωp) is much slower than the frequency of any hydrodynamic mode in the system, and
perturbations of the external torque F dip are negligible.
To satisfy the continuity equations for the perturbations, we introduce the potential
δvn = ∇× (ψnxxˆ+ ψny yˆ + ψnz zˆ) , (26)
and similarly for proton–electron fluid. For the magnetic field, we write
δB = ∇× (Axxˆ+Ay yˆ +Az zˆ) . (27)
To solve the system, we assume solutions of the form eik·x−iωt for all parameters. One component of the potentials in
Equations (26) and (27) is redundant, and we take ψnz = Az = 0. Eliminating δpn,p using the zˆ components of (20)
and (21), the x and y components of the (20) and (21) and the induction equation (25) give a matrix system of six
equations in the unknowns ψnx, ψny, ψpx, ψpy, Ax and Ay. The complete dispersion relation is extremely lengthy, and
we do not present it here. In §4 we consider limits of the full dispersion relation that elucidate each of the instabilities
present in the system.
3. NEUTRON STAR PARAMETERS AND RELEVANT TERMS
Before solving the perturbation equations, we obtain numerical estimates of the quantities that appear.
An approximate expression for the electron–electron scattering contribution to the viscosity is provided by Cutler &
Lindblom (1987). More recent calculations by Shternin & Yakovlev (2008) account for transverse Landau damping in
charged particle collisions and find a viscosity approximately a factor of three smaller than that of Cutler & Lindblom
(1987). The kinematic viscosity vee is defined in terms of the shear viscosity η by
νee =
η
ρp
= 6× 105
(
ρ
3× 1014 g cm−3
)( xp
0.1
)−1( T
108 K
)−2
cm2s−1 . (28)
The relative size of the viscous forces and Coriolis force is parameterized by the Ekman number, E = νee/(ΩnR
2).
Equation (28) gives
E = 10−9
(
ρ
3× 1014 g cm−3
)−1 ( xp
0.1
)( T
108 K
)2(
R
106 cm
)−2(
Ωn
20pi rad s−1
)−1
. (29)
Viscosity plays an important role in damping of high-wavenumber perturbations.
To estimate the importance of magnetic stresses, we note that magnetic stresses dominate the inertial forces when the
vortex-cyclotron crossing time becomes shorter than the rotational period, i.e. , for wavenumbers satisfying |vvc · k| 
2Ωn where |vvc| =
√
Hc1B0/(4piρp) is the vortex-cyclotron wave speed. The magnetic stress dominates the inertial
force when
kR 102
(
Hc1
4× 1014 G
)−1/2(
B0
1012 G
)−1/2 ( xp
0.1
)1/2( ρ
3× 1014 g cm−3
)1/2(
Ω
20pi rad s−1
)(
R
106 cm
)
. (30)
In this limit, the flux tube array appears infinitely rigid to the neutron fluid, and the neutron fluid decouples from the
proton–electron fluid. For low wavenumbers with kR ∼ 1, magnetic stresses are negligible.
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To estimate the mutual friction coefficients when the vortex lines and flux tubes are pinned together, we consider the
rotational equilibrium described in §2.2, for which Ω˙n = Ω˙p. Pinning forces can sustain a relative angular velocity ∆Ω
between the neutron and proton–electron fluids of up to the critical angular velocity for unpinning ∆Ωcrit. Numerical
estimates for conditions in the outer core give ∆Ωcrit ≈ 0.1 rad s−1 (Link 2014). From Equation (15), Bn is related to
∆Ω by
Bn= (4τsd ∆Ω)−1 . (31)
In the microscopic treatment of thermally activated vortex motion, the mutual friction coefficients take the form (Link
2014) [see Equation (51) therein]
Bn= γRn
1 +R2n
, (32)
1− B′n=
γ
1 +R2n
, (33)
where Rn is a scattering coefficient related to electron scattering from magnetized vortex lines, γ = e−A/kBT << 1
is the fraction of unpinned vorticity, A is the activation energy for unpinning, kB is Boltzmann’s constant, and T is
the temperature. The activation energy depends on the lag ∆Ω. For a given Rn and T , the value of the activation
energy adjusts so that (31) holds. For typical parameters of a neutron star, the equilibrium lag is very close to the
critical value; see Link (2014) and §C for a detailed calculation. We take ∆Ω = ∆Ωcrit in (31) and below when making
numerical estimates.
Recall that the mutual friction force takes the form (7),
F n=Bnωˆn × [ωn × (vn − vp) + T n] + B′n [ωn × (vn − vp) + T n] , (34)
In perturbing this force, we took the mutual friction coefficients to be constant; see Equation (24). Thermally activated
vortex motion causes the mutual friction coefficients to depend on |ωn × (vn − vp)| through the activation energy,
which must be included when perturbing (34). This is explored in detail in §C.
The scattering coefficient Rn is calculated from the relaxation time for the electron distribution function due to
relativistic electron scattering from a magnetized neutron vortex. The coefficient is related to the scattering time τsn
by Rn = (|ωn|τsn)−1 and is given by (Alpar et al. 1984a; Harvey et al. 1986; Jones 1987)
Rn= ρp
ρn
(
ρnp
ρpp
)2
3pie2φ20
64mpcEFΛκ
, (35)
where EFe = ~c(3pi2ρp/m)1/3 is the Fermi energy of the electrons. Based on the results of Alpar et al. (1984a), Mendell
(1991b) obtained the approximate expression
Rn= 0.011
(
m∗p −mp
mp
)2(
mp
m∗p
)1/2(
x
7/6
p
1− xp
)(
ρ
1014 g cm−3
)1/6
. (36)
The scattering coefficient Rn is related to the drag coefficient ηn and dissipation angle θd used by other authors (Alpar
et al. 1984a; Harvey et al. 1986; Jones 1987; Link 2014) by
Rn = ηn
ρnκ
= tan θd . (37)
From (31), (32) and (33), the nondissipative mutual friction coefficient is
1− B′n= (4τsd ∆ΩRn)−1 . (38)
Using estimates for the critical velocity for unpinning in the outer core obtained by Link (2014), we find Equations
(31) and (38) give
Bn= 8× 10−12
(
∆Ωcrit
0.1 rad s−1
)−1(
τsd
10 kyr
)−1
, (39)
1− B′n= 2× 10−8
( Rn
4× 10−4
)−1(
∆Ωcrit
0.1 rad s−1
)−1(
τsd
10 kyr
)−1
. (40)
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We stress that these are crude estimates; for thermally activated vortex motion, these coefficients depend on the fluid
velocities.
4. TWO-STREAM INSTABILITIES DRIVEN BY MUTUAL FRICTION
4.1. Rotational Lag during Spin-down
As a neutron spins down under the magnetic dipole torque, pinning forces produce a rotational lag between the
neutron and proton–electron fluids; see §2.2. Two instabilities appear in this system: a fast two-stream instability
with a growth time of seconds, and a slow two-stream instability with a growth time of days.. Instabilities of this
nature have been studied by Glampedakis & Andersson (2009) and Andersson et al. (2013) respectively, by looking
at selective modes in spherical geometry and neglecting the magnetic field. We consider these instabilities in §4.1.1
and §4.1.2 and demonstrate that both are stabilized by the toroidal component of the magnetic field. In §4.1.3 the
instabilities of Link (2012b,a) are revisited in the full two-fluid hydrodynamic theory. An algebraic error in those
papers is corrected and the system is shown to be stable.
4.1.1. A Fast Two-stream instability
The dispersion relation derived in §2.2 has significant algebraic complexity and we begin by exploring the parameter
space numerically. We identify an instability with a growth time of seconds. This instability is stabilized by the
toroidal component of the magnetic field B0y.
To understand this instability, we explore the numerical solutions to the dispersion relation further. We find that
approximating the mutual friction coefficients (39) and (40) by Bn = 1 − B′n = 0 has no significant effect on the
instability. For simplicity, we set Bn = 1 − B′n = 0 in the calculation presented here; this is discussed further later.
This approximation implies that the vortices and flux tubes move together, an approximation referred to as ‘perfect
pinning’ elsewhere. The poloidal field has no significant affect on the instability and we assume B0z = 0. Only the
toroidal field field B0y plays an essential role in this instability. We ignore the vortex line tension and take νn = 0.
The dispersion relation under these assumptions reduces to
ω2n
(
Aω4n +Bω
3
n + Cω
2
n +Dωn + E
)
= 0 , (41)
where
A= |k|4x2p ,
B= 2ix2p|k|6νee ,
C=−|k|2
{
4k2z
[
Ω2n + 2xpΩn∆Ω + (Ωn −∆Ω)2 x2p
]
+ x2pk
2
y
(|k|2 + k2y) v2vcy + x2p|k|6ν2ee} ,
D= 8kyk
2
z |k|2Ωn∆ΩR (Ωn + ∆Ωxp − Ωnxp)− νee|k|4
[
8Ω2nk
2
z + xpk
2
y
(|k|2 + k2y) v2vcy] ,
E= 4k2zΩ
2
n
(
4k2zΩ
2
n + xpk
4
yv
2
vcy −∆Ω2nk2y|k|2R2
)
+ xpk
2
y|k|2v2vcy
(
4k2zΩ
2
n + k
4
yxpv
2
vcy
)
, (42)
and vvcy =
√
Hc1B0y/(4piρp) is the speed of vortex-cyclotron waves. In the unperturbed state, the neutron vortex
lines move with the proton–electron fluid. The frequency in this frame ωn is related to the frequency in the inertial
frame ω by
ω = (Ωn −∆Ω) kyR+ ωn . (43)
Therefore the dispersion relation (41) has two solutions that are zero in the rotating frame, which become
(Ωn −∆Ω) kyR after transforming back into the inertial frame.
First, we examine the instability in the absence of the magnetic field. Writing the wavenumber in spherical coordi-
nates as kx = |k| sin θ cosφ, ky = |k| sin θ sinφ and kz = |k| cos θ, the dispersion relation is
ω2n
[
ω2n + (B+ + iBi)ωn + C+
] [
ω2n + (B− + iBi)ωn + C−
]
= 0 , (44)
where
B±=±2 cos θ
xp
(Ωn − Ωnxp + ∆Ωxp) ,
Bi= |k|2νee ,
C±=−2Ωn cos θ
xp
(2Ωn cos θ ±∆Ω|k|R sin θ sinφ) . (45)
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Figure 1. Growth time τ of the unstable solution of (41) as a function of dimensionless wavenumber |k|R for no magnetic field. Growth
time is plotted for θc given by (51). Three values of ∆Ω are plotted: 10−2 rad s−1 (dot-dashed), 10−3/2 rad s−1 (dashed), and 10−1 rad s−1
(solid). Viscous forces suppress the instability at high wavenumber.
Separating out the real and imaginary parts, the unstable solutions to (44) can be written
ωn=−B±
2
± 1
2
√
2
√√(
B2± −B2i − 4C±
)2
+ (2B±Bi)
2
+
(
B2± −B2i − 4C±
)
− i
[
Bi
2
− 1
2
√
2
√√(
B2± −B2i − 4C±
)2
+ (2B±Bi)
2 − (B2± −B2i − 4C±)
]
. (46)
The solution (46) is unstable when the term in the square braces is negative. This occurs for C± > 0, yielding the
instability condition
±|k|R tan θ sinφ > 2Ωn
∆Ω
. (47)
Generally, ∆Ω  Ωn and xp  1. Viscous stresses are negligible compared to the inertial forces when Bi  B±,
which occurs for wavenumbers satisfying |k| √2Ωn/νeexp. Using the neutron star parameters in §3, this gives
|k|R 105
(
Ωn
20pi rad s−1
)1/2(
R
106 cm
)(
ρ
3× 1014 g cm−3
)−1/2(
T
108 K
)
. (48)
Under these assumptions, the ‘−’ solution of (46) reduces to
ωn=
cos θ
xp
[
Ωn + i
√
Ωn (2∆Ω|k|Rxp tan θ sinφ− Ωn)
]
− |k|
2νee
2
[
i+
Ωn√
Ωn (2∆Ω|k|Rxp tan θ sinφ− Ωn)
]
. (49)
The solution (49) has two distinct growth times depending on the sign of the term under each square root. If
0 < 2∆Ω|k|Rxp tan θ sinφ < Ωn, the term under each square root is negative, and there is an instability with growth
time determined by the second term, namely τ ∼ (|k|2νee)−1. The growth time of this instability is
τ = 5
( |k|R
2pi
)−2(
ρ
3× 1014 g cm−3
)−1 ( xp
0.1
)( T
108 K
)2
days . (50)
If 2∆Ω|k|Rxp tan θ sinφ > Ωn, the term under the square root in (49) is positive and the first term dominates the
growth time. The quickest growth time occurs for cosφ = 0 and an angle θc given by
tan 2θc ≈ ±2xp∆Ω|k|R
Ωn
. (51)
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Figure 2. Growth time τ of the unstable solution of (41) as a function of the azimuthal field B0y for θc given by (51). Left-hand panel
shows three values of ∆Ω: 10−2 rad s−1 (dot-dashed curve), 10−3/2 rad s−1 (dashed), 10−1 rad s−1 (solid), and |k|R = 2pi. Right-hand
shows three values of |k|R: 2pi (solid curve), 8pi (dashed curve) and 24pi (dot-dashed curve) for ∆Ω = 10−1 rad s−1. The instability is
stabilized for magnetic fields above the critical value (54).
Substituting this result into (49), and noting that sin θc ≈ 1 and cos θc = ∆Ω|k|Rxp/Ωn  1, we find the growth time
is approximately τ ≈ (∆Ω|k|R)−1. Typical neutron star numbers in §3 give
τ = 2
( |k|R
2pi
)−1(
∆Ω
0.1 rad s−1
)−1
s . (52)
This growth time for this instability is much faster than (50). Similar arguments apply to the ‘+’ solution of (46),
which can be obtained by making the replacement θ → −θ. Therefore the instability condition for the fast instability
is
±|k|R tan θ sinφ > Ωn
2xp∆Ω
. (53)
For wavenumbers satisfying (47) and not (53), the slow instability with growth time (50) occurs.
In Figure 1, we plot the growth time (in seconds) of the unstable solution of (46) as a function of the dimensionless
wavenumber |k|R. The orientation of the wave vector is chosen to give the quickest growth time, given by (51). At low
wavenumbers, defined by (48), the growth time is well approximated by (52). In this regime, the growth time becomes
faster as the wavenumber increases. At high wavenumbers, viscous forces slow the growth time of the instability. The
growth time becomes infinitely long as the wavenumber approaches infinity.
We now turn on the azimuthal magnetic field B0y and examine the growth time as a function of magnetic field
strength. As before, we examine the instability when the growth time is quickest, given by (51). In Figure 2 we plot
the growth time of the unstable solution of (41) as a function of B0y. In the left-hand panel, we plot three values of
∆Ω: 10−2 rad s−1 (dot-dashed curve), 10−3/2 rad s−1 (dashed), and 10−1 rad s−1 (solid) for |k|R = 2pi. All remaining
parameters correspond to those given in §3. The instability is present below a critical value of B0y, at which it abruptly
disappears. This panel shows that the critical value of B0y scales as ∆Ω
2. In the right-hand panel, we plot three
values of |k|R: 2pi (solid curve), 8pi (dashed), and 24pi (dot-dashed) for ∆Ω = 10−1 rad s−1. This panel shows that the
critical value of B0y is independent of the dimensionless wavenumber |k|R. Further exploration of the parameter space
demonstrates that the critical value of B0y depends weakly on all other parameters except R. These findings suggest
that the critical B0y scales as B0y ∼ R2∆Ω2. To obtain the proportionality factor, we assume that the turnover occurs
when vortex-cyclotron velocity satisfies v2vcy = B0yHc1/4piρp ∼ R2∆Ω2. The critical azimuthal field is then
B0ycrit = 9× 109 G
(
ρ
3× 1014 g cm−3
)( xp
0.1
)( R
106 cm
)2(
∆Ω
0.1 rad s−1
)2(
Hc1
4× 1014 G
)−1
. (54)
This result has agrees well with the critical values obtained numerically in Figure 2.
Stable magnetic field configurations in a neutron star require that the toroidal field component exceed the poloidal
component (Braithwaite & Nordlund 2006; Braithwaite 2009). For a typical neutron star magnetic field of 1012 G, the
lag in the outer core must exceed 1 rad s−1 for instability to occur; see Equation (54). However, Link (2014) estimates
∆Ω . 0.1 rad s−1, so the toroidal field component will quench this instability.
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Figure 3. Growth time of the unstable solution to (56) as a function of dimensionless wavenumber kyR for no magnetic field. Curves
correspond to ∆Ω = 10−1 (solid curve), 10−3/2 (dashed curve), and 10−2 (dot-dashed curve). At high wavenumbers, the instability is
suppressed by viscous forces.
The instability identified here occurs when the wave vector for the perturbations has a component oriented parallel
to the relative background flow, in this case the azimuthal direction. Therefore, the perturbations must be nonaxisym-
metric for the inertial mode instability to operate. The instability is stabilized by a sufficiently large component of
the magnetic field that is also oriented parallel to the relative flow. These generic properties for stabilizing two-stream
inertial mode instabilities by magnetic stresses are also found in the later sections §4.1.2 and §4.2.1.
We now compare our findings with those of Glampedakis & Andersson (2009). In their paper, Glampedakis &
Andersson (2009) solved the governing equations (5) and (6) neglecting viscous and magnetic stresses. In contrast to
the present plane wave analysis, Glampedakis & Andersson (2009) solved for the unstable inertial modes in spherical
geometry. By assuming a power-law radial dependence and an r-mode angular dependence for the modes, Glampedakis
& Andersson (2009) showed that the l = m mode is unstable when
m >
√
Ωn
2xp∆Ω
. (55)
This instability condition has qualitative agreement with the result of this paper; see Equation (53). Because the
instabilities are both solutions to the same governing equations perturbed about the same background, we expect a
similar result for the instability condition. Because of the similar nature of the problem, and because we expect the
stabilizing of unstable inertial modes in two-fluid systems by the magnetic field to be a generic result, we expect that
the instability studied in Glampedakis & Andersson (2009) is also stabilized by the toroidal component of the magnetic
field for realistic neutron star configurations, in which the toroidal component of the magnetic field is comparable to
or larger than the poloidal field component; see e.g. , Braithwaite & Nordlund (2006) and Braithwaite (2009).
The instability in this section has been derived by approximating Bn = 1 − B′n = 0. Numerical solutions to the
complete dispersion relation derived in §2.2 show that the stability criteria and growth times of the instability considered
in this section are not significantly changed for the realistic neutron star parameters (39) and (40). Exploring the
numerical solutions to the dispersion relation accounting for thermal activation, presented in §C, we find that thermal
activation of pinned vorticity does not significantly alter instability.
4.1.2. A slow two-stream instability
Exploring the solutions to the dispersion relation in §2.2 further, we find a second instability with a growth time of
days. This instability is also stabilized by the toroidal component of the magnetic field B0y.
To understand this instability, we explore the parameter space numerically and find that this instability occurs when
the wavenumber is oriented in the azimuthal direction, and we take kx = kz = 0. The poloidal field has no significant
effect on the instability, and we take B0z = 0. Only the toroidal field B0y plays an essential role in this instability. We
neglect the vortex tension and take νn = 0. The dispersion relation in Section §2.2 reduces to
[ωp −∆ΩkyR (1− B′n)]
(
ω2p + iνeek
2
yωp − k2yv2vcy
) (
ω3p +Bω
2
p + Cωp +D
)
= 0 . (56)
where
B=−∆Ω (1− B′n) kyR+
2iΩn
xp
(1 + xp)Bn + iνeek2y ,
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C=−2ΩnBnνeek2y − v2vcyk2y −
2iΩn∆Ω
xp
BnkyR− i∆Ω (1− B′n) νeek3yR ,
D=k2yv
2
vcy [−2iΩnBn + ∆Ω (1− B′n) kyR] , (57)
and vvcy =
√
Hc1B0y/(4piρp). The frequency in the frame rotating with the proton–electron fluid is related to the
frequency in the inertial frame by
ω = (Ωn −∆Ω) kyR+ ωp . (58)
The cubic factor in (56) gives unstable modes. The instability is identified in the limit vvcy = νee = 0, reducing this
factor to a quadratic in ωp. After separating out the real and imaginary parts, the unstable solution is
ωp=−Br
2
− 1
2
√
2
√√
(B2r −B2i )2 + (2BrBi − 4Ci)2 + (B2r −B2i )
− i
[
Bi
2
− 1
2
√
2
√√
(B2r −B2i )2 + (2BrBi − 4Ci)2 − (B2r −B2i )
]
, (59)
where the subscripts r and i denote the real and imaginary components of B and C for vvcy = νee = 0. The solution
(59) is unstable for Ci (Ci −BrBi) > 0, which gives
BnΩn∆ΩkyR [1− (1− B′n) (1 + xp)] > 0 . (60)
For the neutron star parameters in §3, the solution (59) is unstable for ky > 0. The imaginary component in (59) is
dominated by Ci, giving the growth time τ ≈
√
2/|Ci| =
√
xp/BnΩn∆ΩkyR. Using the scaling (31) for the dissipative
mutual friction coefficient yields
τ = 0.2
( xp
0.1
)1/2(kyR
2pi
)−1/2(
Ωn
20pi rad s−1
)−1/2(
τsd
10 kyr
)1/2
days . (61)
The growth time shortens with increasing with wavenumber according to (61) until viscous forces become important.
Viscous stresses are negligible when the square of the imaginary component of B in (59) is much less than Ci, or
ν2eek
3
y  4Ωn∆ΩBnR/xp. Using the scalings (28) and (31) gives
kyR 102
( xp
0.1
)1/3( Ωn
20pi rad s−1
)1/3(
τsd
10 kyr
)−1/3(
R
106 cm
)4/3(
ρ
3× 1014 g cm−3
)−1/3(
T
108 K
)4/3
. (62)
In Figure 3, we plot the growth time of the unstable solution to (56) as a function of dimensionless wavenumber kyR
for zero magnetic field, vvcy = 0. Three values of ∆Ω are plotted: 10
−1 (solid curve), 10−3/2 (dashed curve), and 10−2
(dot-dashed curve). For low wavenumbers, defined by (62), the growth time is given by (61). At high wavenumbers,
the instability is suppressed by viscous forces.
We now turn on the azimuthal magnetic field B0y and examine the growth time. Figure 4 shows the growth time
of the unstable solution to (56) as a function of B0y. Three values of ky are plotted: 2pi/R (solid), 20pi/R (dashed),
and 200pi/R (dot-dashed). For small B0y, the growth time is nearly independent of B0y and given approximately by
(61). At larger B0y the magnetic field begins to influence the growth time, which becomes independent of ky. In this
regime, the growth time is approximately τ ≈ vvcyxp/BnΩn∆ΩR. Using the mutual friction scaling (31) yields
τ = 30
(
Hc1
3.8× 1014 G
)1/2(
B0y
106 G
)1/2 ( xp
0.1
)1/2( ρ
3× 1014 g cm−3
)−1/2
×
(
τsd
10 kyr
)(
Ωn
20pi rad s−1
)−1(
R
106 cm
)−1
days . (63)
Comparing the growth times (61) and (63), we see the turnover between the two solutions for the growth times occurs
at v2vcy ∼ BnΩn∆ΩR/xpky. Using the scalings for the mutual friction coefficients derived in the pinning regime in §3
gives
B0y = 70
(
Hc1
3.8× 1014 G
)−1(
ρ
3× 1014 g cm−3
)−1/2(
kyR
2pi
)−1(
τsd
10 kyr
)−1(
Ωn
20pi rad s−1
)(
R
106 cm
)
G . (64)
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Figure 4. Growth time of the unstable solution to (56) as a function of azimuthal magnetic field. Curves correspond to ky = 2pi/R (solid
curve), 20pi/R (dashed curve), and 200pi/R (dot-dashed curve). The instability is stabilized for magnetic fields above the critical value
(52), as for Figure 2.
At a field of ∼ 1012 G, the growth time becomes infinite and the instability is quenched. This occurs at v2vcy ∼ R2∆Ω2,
identical to the result obtained in §4.1.1.
The findings in §4.1.1 and this section suggest that when there is no magnetic field, inertial modes coupled by mutual
friction become unstable when the background fluids rotate relative to each other. However, these instabilities are
stabilized by the azimuthal (toroidal) magnetic field B0y. We conclude that there are no instabilities in neutron stars
when the neutron and proton–electron fluids rotate with respect to one another in realistic magnetic field configurations.
These findings are verified by a thorough numerical search of the parameter space of the complete dispersion obtained
using the equations derived in §2.2 and §A.5.
For the instabilities considered in §4.1.1 and §4.1.2, the mode must have a nonvanishing projection of the wavenumber
in the azimuthal direction for the instability to operate. The unstable mode is stabilized for a sufficiently large
component of the magnetic field oriented in the same direction. For realistic neutron star configurations, in which the
toroidal field component is greater than or equal to the poloidal field component, the instabilities in §4.1.1 and §4.1.2
are stabilized by the toroidal field. The poloidal magnetic field has no effect on the instability.
Andersson et al. (2013) studied the unstable inertial modes in two fluids rotating with respect to each other and
coupled by mutual friction, the same problem considered here but neglecting the magnetic field. Andersson et al.
(2013) generalized the study of Glampedakis & Andersson (2009) to consider arbitrary mutual friction coefficients,
assuming a power-law radial dependence and an r-mode angular dependence for the modes, and focusing on the l = m
mode as before. In §4.1.1, we showed that the growth times are qualitatively similar to those found by Glampedakis
& Andersson (2009). Similarly, the secular growth times for the instability studied in this section arise from the
dissipative mutual friction in a manner similar to that of Andersson et al. (2013). Because Glampedakis & Andersson
(2009) and Andersson et al. (2013) solve the same equations as those in this study but in a different coordinate
system, we expect that the instabilities found in Glampedakis & Andersson (2009) and Andersson et al. (2013) will
also be stabilized by the toroidal magnetic field. In general, we find no unstable modes for neutron stars in which
the condensates rotate relative to one another. In summary, we expect that all such instabilities are stabilized by the
toroidal component of the magnetic field. In §C, we show that thermal activation does not alter the results of this
section.
4.1.3. Link (2012a,b) Instabilities
In §4.1.1 and §4.1.2, we showed that all unstable inertial modes in condensates rotating relative to one another are
stabilized by the toroidal magnetic field. This finding contradicts that of Link (2012b), who reported an instability
in the neutron superfluid when the pinned neutron vortices undergo slow slippage with respect to the rigid flux tube
lattice due to thermal activation in the outer core. An analogous instability was reported in the neutron star crust,
where the slow slippage of vortices with respect to the nuclear lattice was shown to be unstable (Link 2012a). We
revisit the calculations of Link (2012b,a) and show that these results are in error and that there is no instability.
In Link (2012a,b), it was assumed that the pinned vortices in the neutron superfluid undergo slippage with respect
to a rigid lattice due to thermal activation. In Link (2012a) the lattice is the crust; in Link (2012b) the lattice is the
dense array of flux tubes in the outer core. To reproduce the latter calculation, we take the limit of infinite flux tube
tension in the outer core, vvc → ∞. In this limit, the neutron superfluid decouples from the proton–electron fluid.
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The dispersion relation is found by solving (20) and (24) and neglecting perturbations in the proton–electron fluid
(δvp = 0). The resulting dispersion relation is equivalent to that obtained for the neutron superfluid modes in the
limit vvc →∞. We take the vortex line tension to be negligible (T n = 0).
After defining the wave-vector components kx = |k| cosφ sin θ, ky = |k| sin θ sinφ and kz = |k| cos θ, the dispersion
relation is
ω2n+ 2iΩnBn
(
1 + cos2 θ
)
ωn − (2Ωn cos θ)2
[
(1− B′n)2 + B2n
]
= 0 , (65)
where ωn is the frequency in the frame rotating with the neutron vortices, related to the frequency in the inertial
frame by
ω = vLn0 · k + ωn = Bn∆ΩkxR+ (Ωn −∆ΩB′n) kyR+ ωn . (66)
The solutions to (65) are
ωn=−iΩnBn
(
1 + cos2 θ
)± iΩn {B2n (1 + cos2 θ)2 − (2Ωn cos θ)2 [(1− B′n)2 + B2n]}1/2 . (67)
The imaginary component of (67) is always negative, so there are no unstable inertial modes. The error in Link
(2012b,a) can be traced to an incorrect perturbation of the neutron superfluid vorticity unit vector.
We also revisit the assumption that the flux tube array provides an infinitely rigid pinning lattice for neutron vortices
using the two-fluid magnetohydrodynamic theory in §2. Scaling arguments in §3 demonstrate that the magnetic stresses
only dominate the inertial forces for large wavenumber; see Equation (30). Therefore, the flux tube array only appears
infinitely rigid to the neutron superfluid for large wavenumbers satisfying (30), and not for small wavenumbers with
kR ∼ 1.
In §C, we account for the effects of thermal activation. We find that no new instabilities are present.
4.2. Relative Flow along the Rotation Axis
In §4.1, we studied instabilities that arise when condensates in the outer core rotate relative to one another. The
condensates may also develop relative flow along the rotation axis, which may drive additional instabilities. We
examine two possibilities under which this may occur: (1) the Ekman flow induced by the spin-down of the pulsar and
(2) precession.
First, we examine the possibility of the development of a flow along the rotation axis arising from the spin down
of a pulsar. If the magnetic field penetrates the entire star, the crust and the proton–electron fluid in the outer core
are coupled by the magnetic field during spin-down. However, if the magnetic field does not penetrate the outer core,
the fluid there will respond via viscous forces. Rapidly rotating fluids respond to changes in the angular velocity of
their container via Ekman pumping, wherein a secondary meridional flow transports angular momentum from viscous
boundary layers into the interior on a timescale E−1/2Ω−1n , where E is the Ekman number defined in (29) (see, e.g. ,
Greenspan & Howard 1963; Greenspan 1968; van Eysden & Melatos 2010; van Eysden 2014). The component of
secondary flow along the rotation axis scales as RoE1/2ΩnR, where the Rossby number Ro is a dimensionless angular
velocity change of the container, typically the fractional increase in angular velocity for impulsive spin-up problems.
For steady spin-down, the relevant timescale for the Rossby number is set by the external torque, and the velocity of
the secondary flow scales as (τsdΩn)
−1E1/2ΩnR, where τsd is the spin-down time defined in (15). Compared with the
rotational velocity of the star, the secondary flow along the rotation axis induced by Ekman pumping scales as
RoE1/2∼ 10−18
(
τsd
10 kyr
)−1(
Ωn
20pi rad s−1
)−3/2(
ρ
3× 1014 g cm−3
)−1/2(
T
108 K
)(
R
106 cm
)
. (68)
We show below that such a tiny Ekman flow cannot induce instability.
The second possibility for developing relative flow along the rotation axis is precession of a neutron star. During
precession, the neutron and proton–electron angular velocity vectors are misaligned, inducing a relative flow along the
proton–electron fluid along the rotation axis of the neutron fluid that can be directly related to the wobble angle of
the precession. Glampedakis et al. (2008) found an unstable mode in this context with a growth time of fractions of
a second at small wavelengths, however the Glampedakis et al. (2008) do not account for the magnetic field, which
significantly modifies the instability. van Hoven & Levin (2008) included the magnetic field in their analysis. Assuming
perfect pinning, they show that the magnetic field stabilizes the instability.
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In the following sections, we revisit the instabilities driven by relative flow along the rotation axis. We distinguish two
distinct instabilities in this system: a two-stream instability and the Donnelly–Glaberson instability. The two-stream
instability develops in both fluids and is stabilized by sufficiently large magnetic fields. This instability is studied
by van Hoven & Levin (2008). The second instability is the Donnelly–Glaberson instability, which is also driven by
relative flow along the rotation axis, but only develops in the neutron superfluid and is unaffected by magnetic stresses.
To investigate instabilities arising from relative flow along the rotating axis, we consider flows with nonzero ∆vz in
§2.2. The only relevant component of the wave vector is along the vortex lines, and we take kx = ky = 0. The neutron
vortex line tension νn is retained because it plays an important role in the Donnelly–Glaberson instability. Under
these assumptions, the equations in §2.2 give the dispersion relation(
ω3 +A+ω
2 +B+ω + C+
) (
ω3 +A−ω2 +B−ω + C−
)
= 0 , (69)
where
A±=±2Ωn
xp
(1− xp)± 2∆Ω + ik2zνee + [iBn ∓ (1− B′n)]
[
2Ωn
xp
+
(
2Ωn + k
2
zνn ± kz∆vz
)]
,
B±=
{
−2Ωn
xp
+ [iBn ∓ (1− B′n)]
[
∓2Ωn
xp
(1 + xp)± 2∆Ω + ik2zνee
]} (
2Ωn + k
2
zνn ± kz∆vz
)− k2zv2cvz ,
C±=−v2cvzk2z [iBn ∓ (1− B′n)]
(
2Ωn + k
2
zνn ± kz∆vz
)
, (70)
and vcvz =
√
Hc1B0z/(4piρp) is the vortex-cyclotron wave speed. The ‘+’ factor in (69) is identical to the dispersion
relation obtained by van Hoven & Levin (2008) (see Appendix A therein), with the addition of the lag ∆Ω and vortex
tension νn terms. Analytic solutions to the cubics in (69) can be obtained but are cumbersome and uninformative, so
we do not present them here. We now study the two distinct instabilities in this system in turn.
4.2.1. Two-stream instability
To study the two-stream instability in this system, we approximate the mutual friction coefficients (39) and (40)
with Bn = 1 − B′n = 0. This instability was studied by Glampedakis et al. (2008) neglecting magnetic fields, and by
van Hoven & Levin (2008) including magnetic fields. To put this instability in context with additional results in this
paper, we summarize the results of van Hoven & Levin (2008) here, expanding on the discussion of the role of viscosity
and growth times.
Exploring the instability numerically, we find that the vortex tension and lag are negligible, and we set ∆Ω = νn = 0.
Assuming Bn = 1− B′n = 0, the dispersion relation (69) reduces to
ω2
[
ω2 + (B+ + iBi)ω + C+
] [
ω2 + (B− + iBi)ω + C−
]
= 0 , (71)
where
B±=±2Ωn
xp
(1− xp) ,
Bi=k
2
zνee ,
C±=−2Ωn
xp
(2Ωn ± kz∆vz)− k2zv2vcz . (72)
Separating out the real and imaginary parts, the unstable solutions to (71) can be written
ω=−B±
2
± 1
2
√
2
√√(
B2± −B2i − 4C±
)2
+ (2B±Bi)
2
+
(
B2± −B2i − 4C±
)
− i
[
Bi
2
− 1
2
√
2
√√(
B2± −B2i − 4C±
)2
+ (2B±Bi)
2 − (B2± −B2i − 4C±)
]
. (73)
The solution is unstable for C± > 0. Focusing on the ‘−’ solution, we find (73) is unstable for wavenumbers in the
range k− < kz < k+ where
k± =
Ωn
v2vczxp
[
∆vz ±
√
∆v2z − 4xpv2vcz
]
, (74)
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which has real and distinct bounds when
∆vz ≥ 2√xpvvcz . (75)
This is the condition for instability, as found by van Hoven & Levin (2008).
Viscous stresses are negligible when the viscous damping time is much longer than the vortex-cyclotron crossing
time, i.e. , νeek
2
z  vcvzkz. Using the results in §3, this occurs for wavenumbers satisfying
kzR 2× 107
(
Hc1
4× 1014 G
)1/2(
B0
1012 G
)1/2 ( xp
0.1
)1/2( T
108 K
)2(
ρ
3× 1014 g cm−3
)−3/2(
R
106 cm
)
. (76)
In this regime, we can approximate (73) by taking the limit B2i  B2± − 4C±. The unstable ‘−’ solution is
ω= Ωn
(
1− xp
xp
)
+
i
xp
√
2Ωnxp∆vzkz − Ω2n (1 + xp)2 − x2pv2vczk2z
− iνeek
2
z
2
1− iΩn (1− xp)√
2Ωnxp∆vzkz − Ω2n (1 + xp)2 − x2pv2vczk2z
 . (77)
The instability can be separated into two distinct regions depending on the sign of the quantity under the square root.
For k′− < kz < k
′
+ where
k′± =
Ωn
v2vczxp
[
∆vz ±
√
∆v2z − v2vcz (1 + xp)2
]
, (78)
the expression under the square root is positive and the second term in (77) is imaginary. The third term is negligible
compared with the first and second, and the growth time is determined by the second term. For wavenumbers within
the bounds given by (74) but not those given by (78), the second term is real, and the third term is imaginary and
determines the growth time. These results agree with those obtained in Appendix B of van Hoven & Levin (2008).
The instability criterion obtained by Glampedakis et al. (2008) is recovered by taking vvcz → 0 in (77) and (78).
We now estimate the instability condition in a neutron star using the typical neutron star parameters in §3. The
instability condition (75) requires
∆vz
ΩnR
> 10−2
(
Hc1
4× 1014 G
)1/2(
B0
1012 G
)1/2(
ρ
3× 1014 g cm−3
)−1/2(
Ωn
20pi rad s−1
)−1(
R
106 cm
)−1
. (79)
Therefore a relative velocity along the rotation axis greater than the vortex-cyclotron speed, or approximately one-
hundredth of the equatorial velocity of the star, is required for instability. This critical velocity is too large to be
achieved by Ekman pumping during spin-down, which only induces a relative flow of 10−18; see Equation (68). In a
freely precessing neutron star in which the neutron condensate is strongly pinned to the flux tubes, the wobble angle
is related to the relative flow along the rotation axis by (Glampedakis et al. 2008)
∆vz =
θwΩnR
xp
. (80)
From (79) we find the critical wobble angle (in degrees) for instability is
θw>0.06
◦
(
Hc1
4× 1014 G
)1/2(
B0
1012 G
)1/2(
ρ
3× 1014 g cm−3
)−1/2 ( xp
0.1
)( Ωn
20pi rad s−1
)−1(
R
106 cm
)−1
. (81)
The strongest precession candidate, PSR B1828-11, has an estimated wobble angle of 3◦ (Stairs et al. 2000; Cutler
et al. 2003; Akgu¨n et al. 2006; Link 2007). Therefore this instability is likely to play a role in that object if the putative
precession is real.
We now estimate the growth time of the instability in a neutron star. For wavenumbers between the bounds (78),
the second term in (77) yields the approximate growth time τ ≈√xp/2∆vzkzΩn. Using the neutron star numbers in
§3 this gives
τ = 1× 10−4
(
∆vz
ΩnR
)−1/2(
kzR
104
)−1/2 ( xp
0.1
)1/2( Ωn
20pi rad s−1
)1/2
s . (82)
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Figure 5. Growth time for the unstable solution of (71) as a function of the dimensionless wavenumber for ∆vz/ΩnR = 0.1
(solid curve), 0.025 (dashed curve), and 0.012 (dot-dashed curve).
For wavenumbers outside the bounds (78), but within the bounds (74), the third term in (77) yields the approximate
growth time τ ≈ 2/νeek2z . Using the scaling (28), this gives
τ = 2× 102
(
ρ
3× 1014 g cm−3
)−1 ( xp
0.1
)( T
108 K
)2(
kzR
101/2
)−2
days . (83)
In Figure 5, we plot the growth time of the two-stream instability, as determined from the ‘−’ solution (73). Curves
are plotted for a poloidal field B0z = 10
12 G and three values of relative flow along the rotation axis: ∆vz/ΩnR = 0.1
(solid curve), 0.025 (dashed curve), and 0.012 (dot-dashed curve). Using the relation (80), these correspond to wobble
angles of 0.57◦, 0.14◦ and 0.07◦ respectively. For wavenumbers between the bounds (78), the growth time is quick
and given approximately by (82). For wavenumbers outside the bounds (78) but within the bounds (74), the growth
time determined by the viscosity and given approximately by (83). The dot-dashed curve has ∆vz < (1 +xp)vvcz, and
the bounds (78) are imaginary. In this case, only the slow instability with growth time (83) operates. The instability
window broadens as ∆vz increases. Even for the relatively large ∆vz, the instability window occurs for kz much less
than the condition (76), so viscosity has a negligible effect on the growth time.
We now compare the characteristics of the instability studied in this section with those of the two-stream instability
in §4.1.1 and note some similar features. Both instabilities operate when a component of the wave vector for the
perturbations is oriented parallel to the relative background flow. In this case, the wave vector is along the rotation
axis, whereas in §4.1.1 the wave vector requires an azimuthal component. In both cases, the instability is suppressed
by a sufficiently large component of the magnetic field oriented in the same direction as the relative flow. We find that
these are general characteristics of the two-stream instabilities considered in this paper. We emphasize again that the
instability considered in this section is two-stream in nature and develops in both the neutron and proton–electron
fluids. This distinguishes the instability from the Donnelly–Glaberson instability, as the latter only develops in the
neutron superfluid.
4.2.2. Donnelly–Glaberson instability
The second instability present in the dispersion relation (69) is the Donnelly–Glaberson instability. We find that, in
contrast with other instabilities considered in this paper, it is not suppressed by the magnetic field. This instability
only occurs for Bn 6= (1− B′n) 6= 0 and was not studied by van Hoven & Levin (2008) who derived the general dispersion
relation (69) but only studied instabilities for Bn = (1− B′n) = 0. Glampedakis et al. (2008) studied this instability,
but did not consider the effects of the magnetic field.
The Donnelly–Glaberson instability is present in rotating superfluids such as terrestrial helium II. The instability
is excited when a normal fluid component, comprising thermal excitations, flows parallel to the vortex lines in the
superfluid. For a single vortex in an external flow, the critical velocity is given by the product of the vortex line tension
and the wavenumber of the perturbed Kelvin waves, i.e. , ∆vz > νnkz. In the hydrodynamic limit for many vortices,
the instability criterion becomes ∆vz > 2
√
2Ωnνn (Glaberson et al. 1974; Donnelly 2005). This instability has an
analog in neutron stars, where the charged fluid component plays the role of the normal fluid component driving the
instability (Sidery et al. 2008).
To study the Donnelly–Glaberson instability in this system, we consider the high wavenumber limit (30). In this
limit, the magnetic stresses in the proton–electron fluid dominate the inertial forces, and the neutron fluid decouples
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from the proton–electron fluid. This is equivalent to considering the problem of a neutron fluid coupled to a rigid
lattice; see also §4.1.3. In the limit (30), vvcz → ∞, and the dispersion relation for the neutron modes is a quadratic
in ω:
(ω + C+) (ω + C−) = 0 , (84)
where
C± = [∓ (1− B′n) + iBn]
[(
2Ωn + νnk
2
z
)± kz∆vz] . (85)
Let us consider the stability of the ‘−’ solution of (84), given by
ω = [(1− B′n) + iBn]
[
kz∆vz −
(
2Ωn + νnk
2
z
)]
. (86)
Because the neutron fluid is decoupled from the proton–electron fluid in this limit, the viscosity does not affect the
mode (86). For instability, we require that the imaginary component of (86) is positive, which occurs for kz between
in the range k− < kz < k+ , where
k± =
1
2νn
(
∆vz ±
√
∆v2z − 8Ωnνn
)
. (87)
For two real, distinct bounds, we must have
∆vz > 2
√
2Ωnνn , (88)
which recovers the condition for the Donnelly–Glaberson instability (Glaberson et al. 1974).
We now estimate the instability condition in neutron stars using the numbers in §3. The condition (88) requires
∆vz
ΩnR
>2× 10−8
(
νn
4× 10−3 cm2 s−1
)1/2(
Ωn
20pi rad s−1
)−1/2(
R
106 cm
)−1
. (89)
The relative flow along the rotation axis induced by Ekman pumping during spin-down is 10−18; see Equation (68).
Therefore this instability is not excited during spin-down. Next, we consider whether this relative velocity is likely to
occur in a neutron star precessing with wobble angle θw. Using the previous result to relate the wobble angle to the
relative flow along the rotation axis (80), the critical wobble angle (in degrees) for instability is
θw>10
−7 ◦
(
νn
4× 10−3 cm2 s−1
)1/2(
Ωn
20pi rad s−1
)−1/2(
R
106 cm
)−1 ( xp
0.1
)
. (90)
Therefore the Donnelly–Glaberson instability is likely to be relevant in precessing neutron stars with relatively small
wobble angles.
We now estimate the critical wavenumber and growth time for instability. Assuming the relative flow along the
rotation axis greatly exceeds the critical velocity ∆vz  2
√
2Ωnνn, we find the lower bound in (87) is approximately
2Ωn/∆vz, which gives
k−R > 2
(
∆vz
ΩnR
)−1
. (91)
This lower bound becomes larger as ∆vz becomes smaller. For ∆vz < 0.02 ΩnR, the lower critical wavenumber for
instability satisfies the assumption that the flux tube lattice appears infinitely rigid to the neutron superfluid, given
by (30). The upper bound in (87) is approximately ∆vz/νn, which is the critical wavenumber for instability on an
individual vortex filament. Using the neutron star parameters in §3, we find
k+R < 2× 1016
(
∆vz
ΩnR
)(
νn
4× 10−3 cm2 s−1
)−1(
Ωn
20pi rad s−1
)(
R
106 cm
)2
. (92)
The hydrodynamic approximation breaks down for wavenumbers greater than 2pi/dn, which occurs for
kzR > 2× 109
(
Ω
20pi rad s−1
)1/2(
R
106 cm
)
. (93)
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Figure 6. Growth time for the unstable solution of (69) as a function of the dimensionless wavenumber for ∆vz/ΩnR = 0.1
(solid curve), 0.025 (dashed curve), 0.012 (dot-dashed curve), and 0.003 (dotted curve). The corresponding growth time for
the Donnelly–Glaberson instability (85) is plotted as thin lines for comparison. At low wavenumbers the two-stream instability
dominates. At larger wavenumbers the two-stream instability is stabilized by the magnetic field, and the Donnelly–Glaberson
instability operates. The dotted curve has the smallest ∆vz, for which the two-stream instability is always stabilized by the
magnetic field.
Therefore the upper limit (92) is outside the range of validity of the hydrodynamic approximation. For wavenumbers
greater than (93) and less than (92), individual vortex filaments are unstable to the Donnelly–Glaberson instability.
The growth time for the Donnelly–Glaberson instability is τ ≈ (Bn∆vzkz)−1, yielding
τ = 2
(
∆vz
ΩnR
)−1(
kzR
104
)−1(
∆Ωcrit
0.1 rad s−1
)(
τsd
10 kyr
)
days . (94)
4.2.3. General Instability for Relative Flow along the Rotation Axis
We now combine the results of §4.2.1 and §4.2.2 to study the unstable solution of the complete dispersion relation
(69). In Figure 6, the growth time of the unstable mode of (69) is plotted for the typical pulsar parameters in §3,
taking the mutual friction coefficients (39) and (40) and poloidal magnetic field B0z = 10
12 G. The growth time
is plotted as a function of the dimensionless wavenumber for four values of relative flow along the rotation axis:
∆vz/ΩnR = 0.1 (heavy solid curve), 0.025 (heavy dashed curve), 0.012 (heavy dot-dashed curve), and 0.003 (heavy
dotted curve). Using the relation (80), these correspond to wobble angles of 0.57◦, 0.14◦, 0.07◦ and 0.02◦ respectively.
Plotted for comparison in corresponding thin lines is the growth time of the unstable Donnelly–Glaberson solution
(85). Comparing Figures 5 and 6, we see that both instabilities in §4.2.1 and §4.2.2 manifest in the same unstable
mode. At low wavenumbers, the two-stream instability studied in §4.2.1 dominates the Donnelly–Glaberson instability.
There is a negligible different between the results for Bn and 1 − B′n given by (39) and (40), and Bn = 1 − B′n = 0.
At wavenumbers exceeding the upper bound (74), the two-stream instability is quenched, and the growth time of
the unstable mode is determined by the Donnelly–Glaberson instability. The Donnelly–Glaberson instability is never
suppressed by the magnetic field, and its growth time continues to shorten until the hydrodynamic approximation
breaks down at the wavenumber given by (93), not shown in Figure 6. At higher wavenumbers, the growth time
continues to shorten until the critical wavenumber for instability of an individual vortex line (92) is reached. The
instability window for the two-stream instability decreases as ∆vz decreases. For ∆vz = 0.003 ΩnR (dotted curve) and
below, the two-stream instability does not operate, and the growth time is determined by the Donnelly–Glaberson
instability. When the growth time of the unstable mode is determined by the Donnelly–Glaberson instability, the
solution (86) is a good approximation to the unstable solution of (69).
A distinguishing characteristic of the Donnelly–Glaberson instability is that it only develops in the superfluid; there
is no velocity perturbation in the normal fluid. Therefore the development of the Donnelly–Glaberson instability is
not inhibited even when magnetic stresses in the proton–electron fluid become large.
Figure 6 demonstrates that, for relative flows along the rotation axis exceeding the critical value (89) or wobble angle
(90), the outer core of a neutron star is always unstable to the Donnelly–Glaberson instability at high wavenumbers.
This suggests that the dynamics in the outer core of precessing neutron stars may be very different from nonprecessing
stars.
In §C we include the effects of thermal activation in the stability analysis. We find that only the Donnelly–Glaberson
instability is significantly modified by this effect. The instability growth time is lengthened from days to decades in
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Relative flow Instability type Growth time Toroidal field Poloidal field Ref.
∆Ω Two-stream Seconds R∆Ω < vvcy No effect §4.1.1
∆Ω Two-stream Days R∆Ω < vvcy No effect §4.1.2
∆vz Two-stream Seconds No effect ∆vz < 2
√
xpvvcz §4.2.1
∆vz Donnelly–Glaberson Days No effect No effect §4.2.2
Table 1. Summary of the results obtained in this paper. The first and second columns give the relative flow and type of instability. The
third column gives the characteristic growth time. The fourth and fifth columns list the stabilization condition for the toroidal and poloidal
fields. The final column gives the section of this paper in which the instability is studied.
the regime where the hydrodynamic approximation is valid. The upper bound for instability (92) is also increased.
The lower bound (91), critical velocity (89), and hence the critical wobble angle (90) are unchanged. A comparison of
the growth time as a function of wavenumber with and without thermal activation is shown in Figure 7.
5. DISCUSSION AND CONCLUSIONS
Hydrodynamic instabilities in neutron stars are of interest for their possible role in spin glitches, timing noise, and
precession. In this connection, transitions in and out of states of superfluid turbulence, driven by relative flow between
the neutron and proton–electron fluids, have been hypothesized to be responsible for spin glitches (Andersson et al.
2004; Glampedakis & Andersson 2009; Andersson et al. 2013). The purpose of this study was to determine whether
magnetic stresses stabilize the candidate instabilities. A summary of our conclusions for instabilities driven by relative
rotation and relative flow along the rotation axis is presented in Table 1.
As a neutron star spins down due to the external torque, an angular velocity difference develops between the neutron
and proton–electron fluids. Our chief conclusion is that this state possesses no unstable inertial modes. The two-stream
instabilities in this system are stabilized by the toroidal magnetic field when the vortex-cyclotron speed becomes larger
than the relative velocity of two condensates; this stabilization occurs for toroidal field strengths of order 1010 G
or higher. Calculations of magnetostatic neutron star equilibria give toroidal fields that are at least as strong as
the poloidal component (Braithwaite & Nordlund 2006; Braithwaite 2009). Therefore we expect that a neutron star
should be stable against the instabilities found by Glampedakis & Andersson (2009) and Andersson et al. (2013). Link
(2012b,a) erroneously found that relative flow between the neutron and proton–electron fluids is unstable when the
neutron vortices slip with respect to the flux tubes through thermal activation. We have ascertained that this process
is actually stable.
If relative flow along the rotation axis is produced by precession, for example, there are two instabilities of possible
relevance. At low wavenumber, a two-stream instability operates with growth time shorter than a second. This
instability is suppressed by the magnetic field at high wavenumbers, as shown by van Hoven & Levin (2008). However,
at high wavenumbers the Donnelly–Glaberson instability occurs, which is not suppressed by the magnetic field. In
contrast with the two-stream instabilities considered in this paper, the Donnelly–Glaberson instability only develops in
the neutron superfluid and can therefore operate even when the magnetic stresses in the proton–electron fluid become
large. In precessing neutron stars, the two-stream instability is excited for wobble angles of a fraction of a degree,
while the Donnelly–Glaberson instability can be excited by wobble angles as small as 10−7 degrees. The wobble angle
for PSR B1828-11 within a precession interpretation is much larger than these critical values (Stairs et al. 2000; Cutler
et al. 2003; Akgu¨n et al. 2006; Link 2007), so hydrodynamic instability and turbulence could be important in this
object.
The local conditions for which instability occurs depend on the local density, and hence upon the dense-matter
equation of state to some extent. For the two-stream instabilities studied in §4.1.1 and §4.1.2, the critical value of
the toroidal field for is relatively low (∼ 1010 G) for any reasonable equation of state. For the two-stream instability
of §4.2.1, stability depends upon the proton fraction and the vortex-cyclotron velocity. Our estimate for the critical
flow along the z axis thus depends on density, but more importantly on the strength of the dipole field, which varies
significantly from star to star. The critical velocity for the Donnelly–Glaberson instability (§4.2.2) depends on only
the spin rate of the star and on the vortex line tension; the latter has a dependence on local density that is fairly
weak. More accurate numbers for the onset of these instabilities could be obtained with a stellar-structure model, but
we expect our estimates to be reliable.
Two-stream instabilities have also been reported for the Fermi-liquid entrainment coupling between the two fluids
in the absence of mutual friction (ρnp 6= 0 and F n = 0). See e.g. , Andersson et al. (2004), but they find no instability
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for values of the entrainment parameter in the expected range for a realistic neutron star. We verify this result
using a more general study reported in §A.5, and we do not present results for two-stream instabilities driven by
entrainment coupling. Entrainment has a small effect on the stability analysis in this paper and modifies the inertial
mode frequencies by a factor of less than two.
It appears unlikely that the effects of compressibility and buoyancy would alter our conclusions. Gusakov & Kantor
(2013) have noted that low-frequency thermal g-modes in a star composed of superfluid neutrons, superconducting
protons, and normal electrons is unstable at low densities. However, Passamonti et al. (2016) have shown that this
instability is weak and likely to only operate just below the crust in young neutron stars, where only very short
wavelengths are unstable. Deeper in the core, g-modes are restored by muon composition gradients and are expected
to be stable (Kantor & Gusakov 2014). These modes have kilohertz frequencies and are unlikely to be modified by the
magnetic stresses, entrainment, or mutual friction forces, which are much smaller than the buoyancy restoring forces.
Andersson et al. (2004) showed that relative flow between two chemically coupled superfluids produces unstable sound
modes. The instability is shown to operate in the outer core just below the crust, where the required relative flow is a
significant fraction of the speed of sound of the neutron gas. Such a large relative flow, of order 108 cm s−1, is unlikely
in a realistic neutron star, making this instability difficult to excite.
For the conditions that prevail in a spinning-down neutron star, we conclude that the hydrodynamic flow is stable;
in particular, hydrodynamic turbulence does not develop and therefore is not the cause of spin glitches as postulated
by, e.g. , Glampedakis & Andersson (2009) and Andersson et al. (2013). Should an instability with sufficiently fast rise
time exist, however, two challenges still remain. The first challenge is to demonstrate how the instability develops to
produce a glitch. The second challenge is to demonstrate that this turbulent state ends and resets the system for the
next glitch. Steadily driven classical systems susceptible to instability develop a quasi-steady turbulent cascade without
global transient behavior; therefore, if the spin-down under an external torque is unstable, we expect the turbulent
state to persist. On the other hand, hydrodynamic instabilities could indeed play a role in precessing neutron stars.
The development of such an instability and its effects is an interesting problem for future study.
For completeness, the complete MHD theory including entrainment, Kelvin waves, and magnetic field evolution,
is presented in §A.5. Stability is studied assuming constant density flow, and the dispersion relation is explored
numerically over the relevant range of parameters in neutron stars. We find no additional instabilities.
The effects of thermal activation are studied in §C. The growth time of the Donnelly–Glaberson instability is
lengthened to decades for wavenumbers in the hydrodynamic regime. The other instabilities considered in this paper
are unaffected by thermal activation.
We thank Y. Levin for helpful comments on this work. This work was supported by NSF award AST-1211391 and
NASA award NNX12AF88G.
APPENDIX
The governing equations in §2 are derived from the MHD theory developed by previous authors; see e.g. , Mendell
(1991a,b) and Glampedakis et al. (2011). In the Appendices, we reduce the equations of previous authors to those
presented in §2. In §A, we show that a self-consistent hydrodynamic theory should not contain the London depth. In
a type II superconductor, charged currents are screened over the London depth, an effect that occurs on length scales
much smaller than that at which the hydrodynamic approximation applies. In §B, we reduce the full MHD equations
presented in §A to those presented in §2. Using scaling arguments, we show that Kelvin waves and magnetic field
evolution are negligible for studying the stability of the inertial modes considered in this paper.
A. SELF-CONSISTENT HYDRODYNAMIC THEORY
In this appendix, we review the hydrodynamic approximation applied to the outer core of neutron stars by previous
authors. In §A.1, we review the relevant length scales for the vortex and flux tube arrays in the outer core. In §A.2,
we define the smooth-averaged quantities in the hydrodynamic theory. In §A.3, we show that the charge current is
screened over the London depth in a type II superconductor. The full equations of the self-consistent hydrodynamic
theory are presented in §A.4. The perturbation equations used to study the complete dispersion relation for this
system are presented in §A.5.
22 van Eysden and Link
A.1. Length scales
The smooth-averaging over the vortex and flux tube arrays must be performed over a length scale much larger than
size or separation of the vortices or flux tubes. We calculate each of these scales below.
The cross-sectional areas of the vortices and flux tubes are determined by the coherence lengths of the condensates,
given by ξx = ~pFx/(pim∗x∆), where pFx = ~(3pi2ρx/mx)1/3 is the Fermi momentum, m∗x is the effective mass for
neutrons (x = n) and protons (x = p) due to entrainment, and ∆ = 1.76kBTc and ∆ = 2.4kBTc are the energy gaps
for singlet and triplet pairing, respectively, for a critical temperature Tc. The coherence lengths are
ξn= 30
(
ρ
3× 1014 g cm−3
)1/3(
1− xp
0.9
)1/3(
mn/m
∗
n
0.9
)(
Tc
5× 109 K
)−1
fm , (A1)
ξp= 30
(
ρ
3× 1014 g cm−3
)−1/2 ( xp
0.1
)−1/2(mp/m∗p
2
)(
Tc
5× 109 K
)−1
fm . (A2)
where ρ is the mass density and xp is the proton fraction. The magnetic field around a flux tube decays over a
characteristic length scale of the London depth and is given by [see (A24) below]
Λ = 40
(
ρ
3× 1014 g cm−3
)−1/2 ( xp
0.1
)−1/2(mp/m∗p
2
)−1/2
fm . (A3)
Type II superconductivity occurs when the proton coherence length and the London depth obey ξp/
√
2Λ < 1, which
is satisfied in the outer core.
For a fluid rotating at angular velocity Ω, the neutron condensate forms an array with vortex areal density nnv =
2Ω/κ where κ = pi~/m is the quantized circulation per vortex. For a triangular lattice, the intervortex spacing is
dn = (κ/
√
3Ω)1/2, giving
dn= 4× 10−3
(
Ω
20pi rad s−1
)−1/2
cm . (A4)
Similarly, in an external magnetic field B0, the areal number density of flux tubes is nvp = B0/φ0, where φ0 =
pi~c/e = mcκ/e is the quantized magnetic flux per flux tube. The spacing for a triangular flux tube lattice is
dp = (2φ0/
√
3B0)
1/2, giving
dp= 4× 103
(
B0
1012 G
)−1/2
fm . (A5)
Comparing (A1)–(A5), we find the largest length scale in a mixture of a type II superconducting protons and a
superfluid neutrons is the intervortex spacing dn. The length scales are ordered as
Λ ' ξn ' ξp << dp << dn . (A6)
The hydrodynamic approximation for the electron gas applies for length scales much larger than the electron mean
free path, which is given by
λe = 3× 10−2
(
ρ
3× 1014 g cm−3
)( xp
0.1
)−1( T
108 K
)−2
cm , (A7)
where T is the temperature.
A.2. Smooth-averaged Vorticity and Magnetic Field in Fermi Mixures
In this section, we present the theory of the smooth-averaged vorticity and magnetic field in a Fermi-liquid mixture.
The results presented in this section are the same as in previous works (see e.g. , Mendell 1991a,b; Glampedakis et al.
2011), but some notation differs.
In the outer core of a neutron star, the mixed proton and neutron condensates experience a nondissipative interaction,
or entrainment. The mass densities of the neutron (ρn) and proton (ρp) condensates satisfy
ρn=ρnn + ρnp , (A8)
ρp=ρpp + ρnp , (A9)
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where ρnp parameterizes the entrainment interaction. The entrainment densities (A8) and (A9) are related by the
effective mass of the proton, see e.g. , Alpar et al. (1984a) and Mendell (1991a). For proton density fraction xp =
ρp/ρ ≈ ρp/ρn  1 where ρ is the total mass density, the densities are related by
ρpp=ρp
(
mp
m∗p
)
= ρxp
(
mp
m∗p
)
,
ρnp=ρp
(
1− mp
m∗p
)
= ρn
(
1− mn
m∗n
)
= ρxp
(
1− mp
m∗p
)
,
ρnn=ρn
(
mn
m∗n
)
= ρ
(
1− xp + xpmp
m∗p
)
. (A10)
The mass currents obey the continuity equations
∂ρx
∂t
+∇ · jx= 0 , (A11)
where the mass currents are defined as
jn=ρnnvn + ρnpvp , (A12)
jp=ρppvp + ρnpvn . (A13)
There are two conventions for the definition of the velocity for entrained systems. In this paper, and in that of Alpar
et al. (1984a) and Mendell (1991a,b), the velocity is directly related to the wave function of the condensate, i.e.,
vx = ~/mx∇φx. However, recent works define the conjugate momenta in terms of the wave-function phase, and the
velocity in terms of the mass currents, taking jx = ρxvx (Glampedakis et al. 2011). The latter formulation can be
obtained by making the replacement
vn → vn + εn (vp − vn) ,
vp → vp + εp (vn − vp) , (A14)
where
ρnεn = ρpεp =
ρnρpρnp
ρ2np − ρnnρpp
. (A15)
Smooth-averaging over length scales much larger than the intervortex spacing dn, we define the quantities
ωn=κnvnωˆn = ∇× vn , (A16)
ωp=κnvpωˆp = ∇× vp + e
mc
B , (A17)
where vn and vp are the smooth-averaged neutron and proton fluid velocities respectively, B is the smooth-averaged
magnetic field, and ωˆx = ωx/|ωx| are the vorticity unit vectors. Note that (A17) is defined as in Glampedakis
et al. (2011), whereas Mendell (1991a,b) defines ωp = ∇ × vp. As the number of vortex lines is conserved, the
smooth-averaged quantities (A16) and (A17) obey the conservation law
∂ωx
∂t
+∇× (ωx × vLx) = 0 , (A18)
where vLn,p are the neutron vortex line and flux tube velocities.
The entrainment of the proton current by the neutron current magnetizes the neutron vortices with magnetic flux
ρnpφ0/ρpp. The smooth-averaged magnetic field is given by
B =
mc
e
(
ωp +
ρnp
ρpp
ωn
)
+BL = φ0nvpωˆp +
ρnp
ρpp
φ0nvnωˆn +BL , (A19)
where the first term on the right side of (A19) is the contribution to the magnetic field from the flux tubes and the
second term is the contribution from the neutron vortices. The third term is the contribution to the magnetic field
from macroscopic rotation and is called the London field. Assuming that the ratio ρnp/ρpp is constant and using
definitions of vorticity, (A16) and (A17), and the proton mass current (A13) yield
BL = −mc
e
∇×
(
jp
ρpp
)
. (A20)
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A.3. Charge current screening
The relativistically degenerate electrons have a very high electrical conductivity. We therefore employ the MHD
approximation and treat the protons and electrons as a single fluid. In this limit, the displacement current is negligible,
and Glampedakis et al. (2011) obtain Ampere’s law [see (85) therein]
∇×BL= 4pi
c
J , (A21)
where the charge current density is given by
J =
eρp
m
(
jp
ρp
− ve
)
, (A22)
and ve is the electron velocity. This result differs from that of Mendell (1991a,b), who had B instead of BL in (A21).
We now consider the consequences of the law (A21) in the smooth-averaged hydrodynamic theory. Taking the curl
of (A22), and using (A20) and (A21) yield
Λ2∇2BL −BL = mc
eρpp
∇× ve , (A23)
where
Λ =
mc
e
1√
4piρpp
, (A24)
is the London depth. Equation (A23) is the London equation in a type II superconductor. The solutions have
BL = − mc
eρpp
∇× ve , (A25)
everywhere except in boundary layer regions of length scale Λ. Combining (A20) and (A25), implies
J =
eρp
m
(
jp
ρp
− ve
)
= 0 . (A26)
This shows that charged currents are screened over length scale Λ and vanish in the bulk of a type II superconductor.
In §A.1, we showed that the smooth-averaged hydrodynamic approximation applies for length scales much larger
than the intervortex spacing dn. Scales smaller than dn are smooth-averaged and do not appear in the hydrodynamic
approximation. This includes the London depth, which determines the size of the flux tubes. Therefore, the term on
the left in (A23) should be neglected in the hydrodynamic approximation.
These arguments make the MHD approximation in a type II superconductor different from the classical case. In
classical MHD, the velocity difference vp−ve = mJ/(ρpe) = mc∇×B/(4piρe) determines the magnetic field. However,
in a type II superconductor, the charge current J vanishes in the bulk and the electrons move with the proton mass
current; Equation (A23) gives ve = jp/ρp. The magnetic field is determined by the smooth-averaged magnetic field
of the flux tubes and vortex lines, given in (A19).
A.4. Final MHD Equations
We now list the governing equations for the MHD in neutron star cores. The equations are obtained from
Glampedakis et al. (2011), neglecting the charge current, i.e. , taking ve = jp/ρp, for reasons discussed in the previous
section. The full set of equations includes those in §A.2. We show that the resulting system satisfies conservation of
momentum, energy, vortex lines, and flux tubes as required.
The momentum equations for the neutron and proton–electron fluids are
∂vn
∂t
+ (∇× vn)× jn
ρn
=−∇
(
µ˜n +
1
2
v2n
)
− T n + F n , (A27)
∂vp
∂t
+ (∇× vp)×
jp
ρp
=−∇
(
µ˜p +
1
2
v2p
)
− s
ρp
∇T − T p − ρn
ρp
F n +
1
ρp
∇jT eij , (A28)
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where the µ˜n = µn/m is the chemical potential per unit mass for a neutron, µ˜p ≈ (µp+µe)/m is the chemical potential
per unit mass of a proton–electron pair, s is the specific entropy, and T is the temperature. The tension forces are
T x=
1
ρx
ωx × (∇× ρxνxωˆx) , (A29)
where the vortex line tension parameters are defined
νn=
κ
4piρn
(
ρnn −
ρ2np
ρpp
)
log
(
dn
ξn
)
, (A30)
νp=
κρpp
4piρp
log
(
Λ
ξp
)
. (A31)
The tension force T p is analogous to magnetic tension in classical MHD, where the tension parameter νp is related to
the lower critical field Hc1 by (see, e.g. , Easson & Pethick 1977)
Hcl =
4piρpeνp
mc
. (A32)
The mutual friction force arises from the scattering of electrons with magnetized vortex lines and pinning interactions
and acts equally and oppositely on the two fluids. It is given by
F n=Bnωˆn ×
[
ωn ×
(
jn
ρn
− jp
ρp
)
+ T n
]
+ B′n
[
ωn ×
(
jn
ρn
− jp
ρp
)
+ T n
]
, (A33)
where Bn and B′n are the mutual friction coefficients, discussed further in §3. The viscous stress tensor is
T eij = η
(
∇j jpi
ρp
+∇i jpj
ρp
− 2
3
δij∇ ·
jp
ρp
)
+ ζδij∇ ·
jp
ρp
, (A34)
where η and ζ are the shear and bulk viscosities arising from electron–electron scattering. The energy functional takes
the form
E (ρn, ρp, s,ωn,ωp) = E0(ρn, ρp, s)− ρnp
2
(vn − vp)2 + ρnνn|ωn|+ ρpνp|ωp| , (A35)
where E0 is the energy functional in the absence of entrainment, vortices, and flux tubes. The first law of thermody-
namics is
dE =Tds+ µ˜ndρn + µ˜pdρp − ρnp (vn − vp) · d (vn − vp)
+ρnνnωˆn · dωn + ρpνpωˆp · dωp , (A36)
which defines T , µ˜n, and µ˜p. Note that ρnp, νn, and νp are functions of ρn and ρp when calculating µ˜x. The magnetic
field evolution is governed by the equations
∂B
∂t
=−c∇×E , (A37)
∇ ·B= 0 , (A38)
where the electric field is
E=−ms
eρp
∇T − jp
cρp
×B − m
e
(
F p +
ρn
ρp
F n
)
+
m
eρp
∇jT eij . (A39)
In (A39) the scattering of electrons from the flux tubes is described by the force
F p=Bpωˆp × T p + B′pT p , (A40)
where Bp and B′p are scattering coefficients that relate to the evolution timescales for the magnetic field; see §B.
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Laws for energy, momentum, vortex line, and flux tube conservation can be derived by combining the above results
with the equations in §A.2. Taking the curl of (A27) and (A28), and using (A16), (A17), (A37), and (A39), we obtain
∂ωx
∂t
+∇×
(
ωx × jx
ρx
+ T x − F x
)
= 0 , (A41)
for x = n, p. Vortex line and flux tube conservation (A18) is satisfied if the vortex lines and flux tubes obey the
equations of motion
ωx ×
(
vLx − jx
ρx
)
= T x − F x . (A42)
Combining (A27), (A28), (A11), (A35) and (A36) gives the momentum conservation law
∂
∂t
(ρnvn + ρpvp) +∇j ·
(
jnjvni + jpjvpi − T vpij − T vnij − T eij + pδij
)
= 0 , (A43)
where the pressure is defined as
p = −E + ρnµ˜n + ρpµ˜p + sT , (A44)
and the vorticity stress tensors are
T vxij =ρxνx|ωx| (ωˆxiωˆxj − δij) . (A45)
Similarly, the conservation of energy equation is
∂
∂t
[
1
2
ρnv
2
n +
1
2
ρpv
2
p + E
]
+∇ ·
[
jn
(
1
2
v2n + µ˜n
)
+ jp
(
1
2
v2p + µ˜p +
sT
ρp
)
− vLnjT vnij − vLpjT vpij −
jpj
ρp
T eij
]
= 0 , (A46)
where entropy equation is
T
[
∂s
∂t
+∇ ·
(
s
jp
ρp
)]
=
(
∇i jpj
ρp
)
T ije − ρnF n ·
(
vLn −
jp
ρp
)
− ρpF p ·
(
vLp −
jp
ρp
)
=
η
2
(
∇j jpi
ρp
+∇i jpj
ρp
− 2
3
δij∇ ·
jp
ρp
)2
+ ζ
(
∇ · jp
ρp
)2
+ρnBn|ωn|
[
U2n − (ωˆn ·Un)2
]
+ ρpBp|ωp|
[
U2p − (ωˆp ·Up)2
]
, (A47)
and
Un=
jn
ρn
− jp
ρp
+
1
ρp
∇× (ρnνnωˆn) , (A48)
Up=
1
ρp
∇× (ρpνpωˆp) . (A49)
In the case of constant density, dρn = dρp = 0 and
dE0 = Tds , (A50)
and therefore
d (E0 − sT ) = −sdT . (A51)
It is convenient to define
pn= µ˜n +
1
2
v2n ,
pp= µ˜p +
1
2
v2p +
sT
ρp
− E0
ρp
, (A52)
which are used to obtain (5) and (6).
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A.5. Perturbation equations for constant density
In this section, we present the perturbation equations for the hydrodynamic theory presented in the previous section,
assuming constant density flow. These equations have been used in a more general search for instabilities than those
considered in the main body of the paper. We find no new instabilities of interest for this more general set of equations,
but we present the analysis here for completeness.
As described in §2, we restrict our study to constant density flows satisfying (4):
∇ · vx= 0 , (A53)
for x = n, p. It is convenient to solve the the system using the equations of vortex line conservation (A18):
∂ωx
∂t
+∇× (ωx × vLx) = 0 , (A54)
where the solutions to the vortex line equations of motion (A42), given the mutual friction forces (A33) and (A40),
are
vLn=
jp
ρp
+ (1− B′n)
[(
jn
ρn
− jp
ρp
)
− ωˆn × T n|ωn|
]
− Bn
[
ωˆn ×
(
jn
ρn
− jp
ρp
)
+
T n
|ωn|
]
+ additional terms along ωˆn , (A55)
vLp=
jp
ρp
− (1− B′p) ωˆp × T p|ωp| − Bp T p|ωp|
+ additional terms along ωˆp . (A56)
The additional terms along ωˆx are inconsequential to the dynamics and are henceforth omitted for simplicity and
clarity. Equations (A55) and (A56) satisfy the equilibrium vortex line equations of motion (A42) as required. The
magnetic field evolves according to the induction equation:
∂B
∂t
=−c∇×E , (A57)
Using the vortex line velocity equations (A42), Ohm’s law can be expressed in terms of the vortex line velocities, which
gives
E=−vLp
c
×B + m
e
{
(∇× vp)×
(
vLp −
jp
ρp
)
+
ρn
ρp
ωn ×
(
vLn − jn
ρn
)
− T p − ρn
ρp
T n +
η
ρp
∇2 jp
ρp
}
. (A58)
For constant density flow, we use (A51), and the gradient term is inconsequential to the dynamics. The governing
equations are the continuity equation (A53), the vortex line conservation equation (A54), and the vortex line velocities
(A55) and (A56), and the electric field is (A58). These equations comprise a closed system for the variables vn,p and
B.
We now perturb the equations about the equilibrium described in §2.2. The equilibrium velocities are (17) and (18).
To zeroth order the vortex line equations of motion give
vLn0 =
jp0
ρp
− Bnωˆn ×
(
jn0
ρn
− jp0
ρp
)
+ (1− B′n)
(
jn0
ρn
− jp0
ρp
)
, (A59)
vLp0 =
jp0
ρp
, (A60)
where the equilibrium mass currents are
jn0 =R [ρnΩn − ρnp∆Ω] yˆ + ∆vz zˆ , (A61)
jp0 =R [ρp (Ωn −∆Ω) + ρnp∆Ω] yˆ , (A62)
and equilibrium vorticity is
ωn0 = 2Ωnzˆ , (A63)
ωp0 =
eB0y
mc
yˆ +
[
2 (Ωn −∆Ω) + eB0z
mc
]
zˆ . (A64)
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Denoting perturbed quantities by δ, the perturbed vorticity conservation equation is
∂δωx
∂t
+∇× (δωx × vL0x + ω0x × δvLx) = 0 , (A65)
where the perturbed vortex line velocities are
δvLn=
δjp
ρp
+ (1− B′n)
(
δjn
ρn
− δjp
ρp
− zˆ × δT n|ωn0|
)
−Bn
[
zˆ ×
(
δjn
ρn
− δjp
ρp
)
+ δωˆn ×
(
jn0
ρn
− jp0
ρp
)
+
δT n
|ωn0|
]
, (A66)
δvLp=
δjp
ρp
− (1− B′p) ωˆp0 × δT p|ωp0| − Bp δT p|ωp0| , (A67)
and
δT x=−νx (ωx0 · ∇) δωˆx , (A68)
δωˆx=
1
|ωx0| [δωx − ωˆx0 (ωˆx0 · δωx)] . (A69)
The perturbed induction equation is
∂δB
∂t
=∇×
{
vLp0 × δB + δvLp ×B0 − mc
e
[
(∇× vp0)×
(
δvLp −
δjp
ρp
)
+ (∇× δvp)×
(
vLp0 −
jp0
ρp
)
+
ρn
ρp
ωn0 ×
(
δvLn − δjn
ρn
)
+
ρn
ρp
δωn ×
(
vLn0 − jn0
ρn
)
− δT p − ρn
ρp
δT n +
η
ρp
∇2 δjp
ρp
]}
. (A70)
At this point, the restoring force for deformations of the vortex lattice from its equilibrium can be included by
making the replacement
δT n=−νn (ωn0 · ∇) δωˆn + κ|ωn0|
8pi
[
2∇⊥ (∇ · ξ)−∇2⊥ξ
]
, (A71)
where the vortex line displacement vector ξ is related to the vorticity perturbation by
δωˆn= ωˆn0 · ∇ξ . (A72)
Equation (A71) was derived by Baym & Chandler (1983) and describes Tkachenko oscillations (Tkachenko 1966), but
is only valid for the linear theory.
The dispersion relation is obtained by satisfying the continuity equations using (26) and (27). The x and y compo-
nents of (A65) and (A70) give a matrix system of six equations in the unknowns ψnx, ψny, ψpx, ψpy, Ax and Ay. The
complete dispersion relation is extremely lengthy, and we do not present it here.
B. NEGLECTING KELVIN WAVES AND MAGNETIC FIELD EVOLUTION
The equations in §A can be simplified for our stability analysis by observing that Kelvin waves and magnetic
field evolution occur over timescales much longer than those of interest for the unstable modes. In this section, we
present scaling arguments demonstrating which terms can be neglected. We then present the simplest set of equations
appropriate for studying oscillation modes in the outer core of neutron stars.
Kelvin waves occur in superfluids and type II superconductors, modifying the inertial mode frequencies. The
frequency of Kelvin waves depends on the tension parameters, given by (A30) and (A31). Using the numbers in §A.1
gives
νn= 4× 10−3 cm2 s−1 ,
νp= 10
−4 cm2 s−1 . (B73)
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Comparing the tension forces in T p and T n that give Kelvin waves with the Coriolis force gives
νn
ΩnR2
= 6× 10−17
(
νn
4× 10−3 cm2 s−1
)(
R
106 cm
)−2(
Ωn
20pi rad s−1
)−1
, (B74)
νp
ΩnR2
= 2× 10−18
(
νp
1× 10−4 cm2 s−1
)(
R
106 cm
)−2(
Ωn
20pi rad s−1
)−1
. (B75)
Therefore the contribution from Kelvin waves is small. The restoring force for Tkachenko modes (Tkachenko 1966;
Baym & Chandler 1983) scales as κ/(ΩnR
2) [see Equation (A71)], and therefore enters at the same order of magnitude
as the neutron vortex tension.
To neglect Kelvin waves in the superfluid, we take νn = 0. However, in a superconductor, the flux tube tension T p
produces both Kelvin waves and the superconducting equivalent to Alfve´n waves, the vortex-cyclotron modes with
frequency
√
Hc1B0/4piρp (Easson 1979; Mendell 1998), where
Hcl = 4× 1014
(
ρ
3× 1014 g cm−3
)( xp
0.1
)( νp
10−4 cm2 s−1
)−1/2
G . (B76)
The flux tube tension parameter νp is relevant for both Kelvin waves and the vortex-cyclotron waves through Hc1, and
therefore cannot be assumed to be zero. Assuming the neutron and proton–electron fluids have comparable rotation
rates, the ratio of the rotation term to the magnetic field term in (A17) is eB0/2Ωpmc ∼ 10−14, as demonstrated
by (3). The contributions to the magnetic field in (A19) from the London field and entrained neutron currents are
negligible, giving B = nvpφ0bˆ. Therefore, we approximate ωp ∼ eB/mc. This neglects the rotational contribution to
ωp in (A17), and using (A32), the tension force in the proton–electron fluid reduces to (9).
Next, we consider the evolution of the magnetic field through the mutual friction forces appearing in (A39). Using
the definition (A17), the electric field is
E=− jp
cρp
×B − Bp
cρp
B × [ωˆp × (∇× ρpνpωˆp)]−
B′p
cρp
B × (∇× ρpνpωˆp)
− mBp
eρp
(∇× vp)× [ωˆp × (∇× ρpνpωˆp)]−
mB′p
eρp
(∇× vp)× (∇× ρpνpωˆp)
− mBn
eρp
ωˆn × [ωn × (∇× ρnνnωˆn)]− mB
′
n
eρp
[ωn × (∇× ρnνnωˆn)]
− mρnBn
eρp
ωˆn ×
[
ωn ×
(
jn
ρn
− jp
ρp
)]
− mρnB
′
n
eρp
[
ωn ×
(
jn
ρn
− jp
ρp
)]
− ms
eρp
∇T + m
eρp
∇jT eij . (B77)
The first term in (B77) is the dominant term in the induction equation and scales as ΩnRB0/c. This term comprises
the electric field in the ideal MHD limit. The second and third terms in (B77), typically written in terms of Hc1 using
(A32), describe processes analogous to conventional MHD. The term parameterized by the coefficient Bp describes
dissipative forces that produce entropy according to (A47), and describes an effect analogous to ohmic diffusion. The
contributions from B′p are dissipation-less and parameterize a process analogous to Hall diffusion (see, e.g. , Graber
et al. 2015; Passamonti et al. 2017). To assess the relevance of these terms, we evaluate the mutual friction coefficients
Bp and B′p in a manner analogous to Bn and B′n in §3. In terms of the scattering coefficients, the mutual friction
coefficients are
Bp= Rp
1 +R2p
,
B′p=
R2p
1 +R2p
, (B78)
where the scattering coefficient is related to the scattering time τsp by Rp = (|ωp|τsp)−1. The relaxation time for the
electron distribution function due to relativistic electron scattering from a flux tube and a magnetized neutron vortex
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was calculated by Alpar et al. (1984a), Harvey et al. (1986) and Jones (1987), yielding
Rp= 3pie
2φ20
64mncEFeΛκ
, (B79)
Comparing (B79) with (35) and using (36), we obtain the approximate expression
Rp= 0.011
(
mp
m∗p
)1/2(
x
1/6
p
1− xp
)(
ρ
3× 1014 g cm−3
)1/6
. (B80)
For typical neutron star numbers, we find Rx  1, and therefore
Bp≈Rp = 10−2 ,
B′p≈R2p = 10−4 , . (B81)
The relative sizes for the second and third terms of E in (B77) compared with the first term are are νpBp/(R2Ωn) and
νpB′p/(R2Ωn) respectively, giving
νpBp
R2Ωn
= 3× 10−20
( νp
10−4 cm2 s−1
)( Rp
10−2
)(
R
106 cm
)−2(
Ωn
20pi rad s−1
)−1
, (B82)
νpB′p
R2Ωn
= 4× 10−22
( νp
10−4 cm2 s−1
)( Rp
10−2
)2(
R
106 cm
)−2(
Ωn
20pi rad s−1
)−1
. (B83)
Therefore the terms associated with the evolution of the magnetic field are extremely small and are neglected for the
study of inertial modes considered in this paper.
Now consider the fourth and fifth terms in (B77). Assuming the rotational velocities of the neutron and proton–
electron fluids are comparable, the second and third terms are of order 2Ωnmc/(eB0) ∼ 10−14; see Equation (3).
Therefore the fourth and fifth terms are negligible compared with the magnetic field evolution terms. The sixth and
seventh terms scale similarly and are also negligible.
The eighth and ninth terms in (B77) contain the velocity difference between neutron and proton–electron fluids and
produce processes analogous to ambipolar diffusion, that is, the rearrangement of the magnetic field resulting from
the scattering of the proton–electron fluid with a neutral species, i.e. , neutrons. In contrast with classic ambipolar
diffusion, there are dissipative and nondissipative contributions. The term proportional to Bn is dissipative, producing
entropy according to (A47), while the term proportional to B′n is nondissipative. The relative sizes of each term
depends compared with the first term in (B77) are ρnmc∆ΩBn/ρpeB0 and ρnmc∆ΩB′n/ρpeB0 respectively. In the
pinning regime, the mutual friction coefficients are given by (31) and (38), yielding
ρnmc∆ΩBn
ρpeB0
= 2× 10−27
( xp
0.1
)−1(nvp/nvn
8× 1013
)−1(
Ωn
20pi rad s−1
)−1(
τsd
10 kyr
)−1
, (B84)
ρnmc∆ΩB′n
ρpeB0
= 2× 10−16
( xp
0.1
)−1(nvp/nvn
8× 1013
)−1(
Ωn
20pi rad s−1
)−1(
∆Ωcrit
0.1 rad s−1
)
. (B85)
Therefore the rearrangement of the magnetic field due to the dragging of flux tubes by the vortex lines may be the
dominant mechanism for magnetic field evolution. Note, however, that the equations presented in this paper only
approximate pinning effects by defining (32) and (33). These estimates may change with the development of a more
rigorous incorporation of pinning into the hydrodynamics. This will be considered in future work.
We now list the final equations neglecting Kelvin waves and magnetic field evolution terms. The continuity equation
for the entrained neutron and proton condensates is
∂ρx
∂t
+∇ · jx= 0 , (B86)
where the mass currents are defined as
jn=ρnnvn + ρnpvp , (B87)
jp=ρppvp + ρnpvn . (B88)
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The momentum equations for the neutron and proton–electron fluids are
∂vn
∂t
+ (∇× vn)× jn
ρn
=−∇
(
µ˜n +
1
2
v2n
)
+ F n , (B89)
∂vp
∂t
+ (∇× vp)×
jp
ρp
=−∇
(
µ˜p +
1
2
v2p
)
− s
ρp
∇T − T p − ρn
ρp
F n +
1
ρp
∇jT eij , (B90)
where the flux tube tension is
T p =
B
4piρp
×∇×
(
Hc1bˆ
)
. (B91)
The energy functional takes the form
E (ρn, ρp, s,ωn,ωp) = E0(ρn, ρp, s)− ρnp
2
(vn − vp)2 + Hc1|B|
4pi
, (B92)
and the first law of thermodynamics is
dE =Tds+ µ˜ndρn + µ˜pdρp − ρnp (vn − vp) · d (vn − vp) + Hc1bˆ
4pi
· dB . (B93)
Note that ρnp and Hc1 are functions of ρn and ρp when calculating µ˜x. The induction equation is
∂B
∂t
=∇×
(
jp
ρp
×B
)
. (B94)
Combining (B89)–(B94), we obtain the equation for energy conservation:
∂
∂t
[
1
2
ρnv
2
n +
1
2
ρpv
2
p + E
]
+∇ ·
[
jn
(
1
2
v2n + µ˜n
)
+ jp
(
1
2
v2p + µ˜p +
sT
ρp
)
− jpj
ρp
T vpij −
jpj
ρp
T eij
]
= 0 , (B95)
where the stress tensor for the flux tubes is
T vpij =
Hc1|B|
4pi
(
bˆibˆj − δij
)
, (B96)
which is the result obtained by Easson & Pethick (1977). The entropy equation is
T
[
∂s
∂t
+∇ ·
(
s
jp
ρp
)]
=
(
∇i jpj
ρp
)
T eij + ρnBn|ωn|
[
U2n − (ωˆn ·Un)2
]
, (B97)
where
Un=
jn
ρn
− jp
ρp
. (B98)
The momentum conservation law is
∂
∂t
(ρnvn + ρpvp) +∇j ·
(
jnjvni + jpjvpi − T vpij − T eij + pδij
)
= 0 . (B99)
For constant density flow, the equations in §2.2 are recovered using the results (A50)–(A52).
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C. THERMAL ACTIVATION
In this paper, we have assumed that the mutual friction coefficients in Bn and B′n are independent of the rotational
states of the neutron and proton fluids. The fraction of unpinned vorticity depends on temperature, the details of the
pinning interaction and the relative velocity between the two condensates (Link 2014); in particular, thermal effects
give rise to nonlinear dependence of the mutual friction coefficients on the velocity differences, the consequences of
which we study in this appendix.
Recall that the mutual friction coefficients defined in (7) are (Link 2014),
Bn= e
−βARn
1 +R2n
, (C100)
1− B′n=
e−βA
1 +R2n
. (C101)
where e−βA is the fraction of unpinned vorticity, β−1 = kBT , kB is Boltzmann’s constant, T is the temperature, and
A is the activation energy for unpinning. The activation energy required to unpin a vortex is derived from the force
balance on a vortex filament and depends on the magnetic energy between a vortex and a flux tube Ep, a dimensionless
vortex tension T , the relative velocity between the fluids, and the critical velocity for unpinning RΩcrit as (Link 2014)
A (|ωˆn × (vn − vp)|) = 5.1EpT 1/2
(
1− |ωˆn × (vn − vp)|
RΩcrit
)5/4
. (C102)
Equation (C102) shows that the mutual friction coefficients (C100) and (C101) depend on |ωˆn × (vn − vp)| through
A; i.e. , they are nonconstant coefficients. Thermal effects give the mutual friction of (7) nonlinear dependence on the
velocity difference between the neutron and proton condensates.
Consider the equilibrium studied in §2.2. To leading order, the mutual friction coefficients (C100)–(C102) are
Bn0 = e
−βA0Rn
1 +R2n
, (C103)
1− B′n0 =
e−βA0
1 +R2n
, (C104)
where
A0 (∆Ω) = 5.1EpT 1/2
(
1− ∆Ω
∆Ωcrit
)5/4
. (C105)
Using the result (C103), and approximating Rn  1, the equation for the equilibrium lag (15) becomes
∆Ω = (4τsdRn)−1 e5.1EpβT
1/2
(
1− ∆Ω∆Ωcrit
)5/4
. (C106)
Equation (C106) must be solved for the equilibrium lag ∆Ω using typical pulsar and pinning parameters. In the outer
core we expect (Link 2014)
EpβT 1/2 = 4× 102
(
Ep
100 MeV
)(
kBT
10 keV
)−1( T
0.12
)1/2
. (C107)
For the pulsar parameters in §3, (C106) and (C107) give ∆Ω = 0.996∆Ωcrit. Therefore, the equilibrium lag is
approximately ∆Ω ≈ ∆Ωcrit, and the scaling arguments used to derive the estimates (39) and (40) are applicable to
the equilibrium mutual friction coefficients (C103) and (C104).
Perturbing the mutual friction force (7) with the mutual friction coefficients given by (C100)–(C102) yields
δF n=Bn0R∆Ωxˆ× (∇× δvn)− Bn0∆vz zˆ × [zˆ × (∇× δvn)] + Bn02Ωnzˆ × [zˆ × (δvn − δvp)]
+Bn0zˆ × δT n − Bn0α [2Ωn (δvn − δvp)−∆vz (∇× δvn)] · yˆ yˆ
+B′n (∇× δvn)× (R∆Ωyˆ + ∆vz zˆ) + B′n2Ωnzˆ × (δvn − δvp)
+B′nδT n − (B′n0 − 1)α [2Ωn (δvn − δvp)−∆vz (∇× δvn)] · yˆ xˆ . (C108)
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where we define the dimensionless parameter
α= 6.4EpβT 1/2
(
∆Ω
∆Ωcrit
)(
1− ∆Ω
∆Ωcrit
) 1
4
. (C109)
The terms containing α correspond to perturbations of the non-constant mutual friction coefficients. Equation (21) is
recovered for α = 0. The remaining perturbation equations presented in §2.2 are unchanged.
The magnitude of α compares the size of the perturbation terms arising from the nonconstant mutual friction
coefficients with the perturbation terms assuming constant coefficients. To calculate α, we approximate ∆Ω ≈ ∆Ωcrit
as before and use (C106) to obtain
α= 4.6
(
EpβT 1/2
)4/5
[ln (4τsd ∆ΩcritRn)]1/5 . (C110)
The dependence on the logarithmic factor is weak, and therefore
α ' 6× 103
(
Ep
100 MeV
)4/5(
kBT
10 keV
)−4/5( T
0.12
)2/5
. (C111)
As α 1, the nonconstant mutual friction coefficients may have a significant impact on the instability results.
We now revisit the results in the paper by considering the full dispersion relation derived in §2.2 with the mutual
friction force (C108) accounting for thermal activation. Examining the solutions to the dispersion relation numerically,
we find that thermal activation introduces no new instabilities. Only the Donnelly–Glaberson instability is significantly
modified by thermal activation and we repeat the analysis of §4.2.2 here. The dispersion relation (84) generalizes to
ω2 + (Br + iBi)ω + C = 0 , (C112)
where
Br =− (2 + α) (1− B′n0) kz∆vz ,
Bi= 2Bn0
(
νnk
2
z + 2Ωn + αΩn
)
,
C=
[
B2n0 + (1− B′n0)2
] [
(1 + α) (∆vzkz)
2 − (νnk2z + 2Ωn) (νnk2z + 2Ωn + 2αΩn)] , (C113)
are all real numbers. After separating out the real and imaginary parts, the unstable solution to (C112) can be written
as
ω=−Br
2
− 1
2
√
2
√√
(B2r −B2i − 4C)2 + (2BrBi)2 + (B2r −B2i − 4C)
− i
[
Bi
2
− 1
2
√
2
√√
(B2r −B2i − 4C)2 + (2BrBi)2 − (B2r −B2i − 4C)
]
. (C114)
For instability, we require that the imaginary component of (C114) is positive, which occurs for C > 0. This gives
values of k2z between the two solutions:
k2± =
(1 + α) ∆v2z − 2 (2 + α) Ωnνn ±
√
[(1 + α) ∆v2z − 2 (2 + α) Ωnνn]2 − 16 (1 + α) Ω2nν2n
2ν2n
. (C115)
For real and distinct bounds, the square root term in (C115) must give a real number, which happens when
∆vz ≥
√
2Ωnνn
(
1 +
1√
1 + α
)
. (C116)
The results (C112)–(C116) generalize the Donnelly–Glaberson instability to account for the thermal activation of
pinned vorticity. For α = 0, the classic Donnelly–Glaberson instability conditions in §4.2.2 are recovered.
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We now evaluate the critical wavenumber for this instability, accounting for thermal activation. In the outer core
of a neutron star, α  1; see Equation (C111). In this limit, the instability condition (C116) gives half that of (88).
Therefore, the critical wobble angle (90) required to excite the Donnelly–Glaberson instability is virtually unaffected
by thermal activation.
In the limit ∆vz 
√
2Ωnνn, the lower bound k− is unchanged from the classic result (91). The upper bound is
approximately k+ = ∆vz
√
1 + α/νn, which for α 1 gives
k+R < 10
18
(
∆vz
ΩnR
)(
α
6× 103
)1/2(
νn
4× 10−3 cm2 s−1
)−1(
Ωn
20pi rad s−1
)(
R
106 cm
)2
. (C117)
This upper bound is increased by a factor of
√
1 + α by thermal activation, a factor of 100.
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Figure 7. Growth time of the Donnelly–Glaberson instability as a function of dimensionless wavenumber. Thick curves correspond to
∆vz = 0.01ΩnR (solid), 0.1ΩnR (dashed), and ΩnR (dot-dashed). The thin lines show the corresponding Donnelly–Glaberson instability
in the absence of vortex slippage (α = 0; see (C109) ). Thermal activation increases the growth time, which is constant in the regime where
the hydrodynamic approximation is valid.
In Figure 7, we plot the growth time of the unstable mode (C114). This figure demonstrates the modification to
the Donnelly–Glaberson instability growth time arising from the thermal activation of pinned vorticity. The growth
time is plotted for three values of ∆vz: ΩnR (solid), 0.1ΩnR (dashed), and 0.01ΩnR (dot-dashed). The thick curves
show the growth time including the thermal activation, while the growth times for α = 0 are shown as thin curves for
comparison.
Figure 7 shows that the growth time of the Donnelly–Glaberson instability is slowed by thermal activation. The
growth time is independent of ∆vz; all curves overlap in the unstable range. For low wavenumber, the growth time is
independent of wavenumber. These features are understood in the limit α  1. Expanding the solution (C114), the
growth time in the unstable range is approximately
τ ≈
[
2Bn0
(
Ωn +
2Ωn + νnk
2
z
α
)]−1
. (C118)
The growth time (C118) is approximately independent of wavenumber for νnk
2
z  αΩn, or wavenumbers satisfying
kzR 1010
(
α
6× 103
)1/2(
νn
4× 10−3 cm2 s−1
)−1/2(
Ωn
20pi rad s−1
)1/2(
R
106 cm
)
. (C119)
For low wavenumbers given by (C119), equation (C118) gives the growth time
τ = 30
(
Ωn
20pi rad s−1
)−1(
∆Ωcrit
0.1 rad s−1
)(
τsd
10 kyr
)
yrs , (C120)
where we have used the scaling relations for the mutual friction coefficient (39). For high wavenumbers, the growth
time is approximately
τ = 10−7
(
α
6× 103
)(
kzR
1012
)−2(
∆Ωcrit
0.1 rad s−1
)(
τsd
10 kyr
)
s . (C121)
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Recall that the hydrodynamic approximation breaks down for wavenumbers greater than 2pi/dn, given by (93). There-
fore the growth time in the hydrodynamic regime is given by constant and given by (C119). At high wavenumbers
the instability occurs on the level of individual vortices moving under thermal activation up to wavenumbers given by
(C117).
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