A quantum time-dependent spectrum analysis, or simply, quantum spectral analysis (QSA) is 8 presented in this work, and it's based on Schrödinger's equation. In the classical world, it is named 9 frequency in time (FIT), which is used here as a complement of the traditional frequency-dependent 10 spectral analysis based on Fourier theory. Besides, FIT is a metric which assesses the impact of the 11 flanks of a signal on its frequency spectrum -not taken into account by Fourier theory and let alone 12 in real time. Even more, and unlike all derived tools from Fourier Theory (i.e., continuous, discrete, 
Introduction

23
The main concepts related to Quantum Information Processing (QIP) may be grouped in the 24 next topics: quantum bit (qubit, which is the elemental quantum information unit), Bloch's Sphere
25
(geometric environment for qubit representation), Hilbert's Space (which generalizes the notion of
26
Euclidean space), Schrödinger's Equation (which is a partial differential equation that describes 27 how the quantum state of a physical system changes with time), Unitary Operators, and Quantum
28
Circuits. In quantum information theory, a quantum circuit is a model for quantum computation in 29 which a computation is a sequence of quantum gates; which are reversible transformations on a 30 quantum mechanical analog of an n-bit register (this analogous structure is referred to as an n-qubit 31 register). Another group is Quantum Gates; a quantum logic gate is a basic quantum circuit 32 operating on a small number of qubits (in quantum computing and specifically the quantum circuit 33 model of computation). Finally, Quantum Algorithms -which run on a realistic model of quantum 34 computing, being the most commonly quantum circuit used for computation [1] [2] [3] [4] .
35
Nowadays, other concepts complement our knowledge about QIP. The most important ones 36 related to this work are: 37
Quantum Signal Processing (QSP)
38
The main idea is to take a classical signal, sample it, quantify it (for example, between 0 and 39 2 8 -1), use a classical-to-quantum interface, give an internal representation of that signal, process that 40 quantum signal (by denoising it, compressing it, etc.), measure the result, use a quantum-to-classical 41 interface and subsequently detect the classical outcome signal. Interestingly, and as we will see later, 
88
What the ubiquity of QSA in the context of a much larger modern and full spectral analysis
89
should be clear at the end of this section.
90
On the other hand, this section will allow us to better understand the role of QSA as the origin If DFT is the following product X = W x, where X is a complex output vector, W is a matrix of 147 complex twiddle factors, and x is the real input vector; therefore, we can see that each element 
156
As we can see in Fig. 1 , thanks to DFT we have a new perspective regarding the measurement of 157 signals, i.e., the spectral view [10, 11] .
158
Both points of view allow us to make an almost complete analysis of the main characteristics of 159 the signal [8-13]. As we can see above, DFT consists of a product between a complex matrix by a real 160 vector (signal). This gives us a vector output which is also complex [10, 11] . Therefore, for practical 
185
Two examples of such techniques are the Welch method, and the Bartlett method, the general subject 186 of estimating the power spectrum of a noisy signal is called Spectral Estimation.
187
DFT itself, can also lead to distortion (or perhaps illusion), because it is just a discrete sampling 188 of the DTFT-which is a function of ax continuous frequency domain. Increasing the resolution of the
189
DFT can mitigate the problem. That procedure is illustrated by sampling the DTFT [10, 11] 
190
 The procedure is sometimes referred to as zero-padding, which is a particular implementation 
194
 As already noted, leakage imposes a limit on the inherent resolution of the DTFT. Therefore,
195
benefits obtained from a fine-grained DFT are limited.
196
The most important disadvantages of DFT are summarized below. 
209
 DFT has phase uncertainties (indeterminate phase for magnitude = 0) [10, 11] . 
212
All this would seem to indicate that it is an inefficient transform; however, there are several 213 advantages which justify its use in the last centuries. See [10, 11] .
215
Fast Fourier Transform (FFT)
216
FFT inherits all the disadvantages of the DFT, except the computational complexity. In fact, and 
234
Fourier Uncertainty Principle
235
In quantum mechanics, the uncertainty principle [1] , also known as Heisenberg's uncertainty 236 principle; is one among a variety of mathematical inequalities which set a fundamental limit to the 237 precision with which certain pairs of physical properties of a particle, known as complementary 238 variables, can be known simultaneously, such as energy E and time t, momentum p and position x, 239 etc.
240
They cannot be simultaneously and arbitrarily measured with high precision. There is a 241 minimum for the product of uncertainties of these two measurements. First introduced in 1927 by 242 the German physicist Werner Heisenberg, the Heisenberg's uncertainty principle states that the more precisely the position of a particle is determined, the less precisely its momentum can be where  = 2f, being f the frequency, and  the angular frequency. Then, any uncertainty about  255 is transferred to the energy; that is to say:
Replacing Eq. (3) into (1), we will have:
263
Finally, simplifying Eq.(4), we will have:
267
Equation (5) tells us that a simultaneous decimation in time and frequency is impossible for
268
FFT. Therefore, we must make do with decimation in time or frequency, but not both at once. 
282
In this context, the complete wave function will be:
283 284
e cos e sin e cos cos i sin sin 
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where 0     , 0 2     . We can ignore the factor i e  because it has no observable effects [1] [2] [3] ,
290
and for that reason, we can effectively write:
294
The numbers  and  define a point on the unit three-dimensional Bloch sphere, as shown in , then, replacing them into Eq.(7), 
• is the adjoin of (•), and I is the identity matrix), which is required to preserve inner products: If 320 321
323
That is to say, it is equal to Eq.(11). Besides, the unitary operator satisfies the following 325 326 
333 334 
338
The Hamiltonian operator represents the total energy of the system and controls the evolution 339 process. In the most general case, the Hamiltonian is formed by kinetic and potential energy.
340
However, if the particle is stationary thus the kinetic energy is canceled, leaving only the potential 341 energy which will be the only one that will be linked to external forces applied to this particle. Thus the control of the external forces is at the same time the control of the evolution of the states of the (23) and (24) 
412
These last equations will be fundamental in Section 4.
414
3.2. The quantum measurement problem
415
In quantum mechanics, measurement is a non-trivial and highly counter-intuitive process [1] .
416
In fact, it is a destructive process responsible for the collapse of the wave function. Firstly, because 417 measurement outcomes are inherently probabilistic, i.e. regardless of how carefully the 418 measurement procedure has been prepared, the possible outcomes of such measurement will be 419 distributed according to a certain probability distribution [1] . Secondly, once the measurement has 420 been performed, a quantum system is unavoidably altered due to the interaction with the 421 measurement apparatus. Consequently, for an arbitrary quantum system, pre-measurement and 
430
Then, the probability that result m occurs is given by 
494
Moreover, the quantum part of the operator the concept of reversibility which is 495 closely related to energy consumption, and hence to the Landauer's Principle *1+, for this reason,
496
k  also appears on the way out. Thus, 497
498
Quantum part: (37) and (39) will be of the form: 517 518
520
where s(t) is the signal, and  is an adjustment factor. While the discrete version will be: 521 522 
545
Now, if we consider a signal like Fig.4 (in blue), 546 547
549
where A is the amplitude,  is the phase, and B is the baseline, with, 550 551 552 553 554 
561
Now, replacing Equations (51) and (52) into (47), we will have:
562 563
564 565 in green in Fig.4 ; then, 566 567 max min 2 22 2 22
569
So, replacing Eq.(54) into (42), we will have:
573
This result can be seen in the lower part of Fig.4 , between QSA-FIT and |FFT|, which is the total 
595 596
So far, we have obtained similar results to the previous case in relation to smax and smin, however,
597
the true difference is in everything related to the derivative. In this case, the perfect gate takes values 598  . Now, replacing Equations (58) and (59) into (47), we will have: 599 600 669   11  12  11  12  11  12  21  22  21  22  11  12  11  12   21  22  21  22  11  12  11  12  21  22  21  22  21  22   11  11  12  11  11  12  12  12   21  11  22  11  21 .
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where both components of each wave-function  can be observed, α (in red) and β (in blue).
756
On the other hand, the right hand side of the same figure shows us the frequency in hertz in a 757 direct relationship with the time. Besides, this quantum signal will have a bandwidth equal to 
764 765
The second simulation consists of a very different type of signal regarding the last one. In this 
782
which can be seen synthesized in 
