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resumo 
 
 
Esta tese consiste num capítulo introdutório (ensaio I) e mais cinco ensaios 
empíricos sobre o comportamento dos preços spot nos mercados de 
electricidade e CO2, análise de preços de derivados e respectiva cobertura de 
risco.  
O primeiro ensaio apresenta a estrutura dos mercados de electricidade, seu 
funcionamento e o tipo de produtos comercializados, a serem analisados nos 
ensaios seguintes.  
No segundo ensaio realizamos um estudo empírico sobre co-movimentos nos 
mercados de electricidade recorrendo à análise wavelet, discutindo a dinâmica 
de preços entre estes mercados no longo prazo, bem como a integração dos 
mesmos. 
O ensaio três analisa o desempenho na cobertura de risco e as relações multi-
escala entre os preços spot e os futuros para o mercado de electricidade na 
Alemanha. O foco é colocado na análise sobre a relação existente entre a 
evolução da coerência e da análise “rácio de cobertura”, numa abordagem 
tempo-frequência-escala, entre preços spot e futuros, que condiciona a 
eficácia da estratégia de cobertura de risco.  
Os ensaios quatro, cinco e seis estão interligados entre si e com os outros dois 
ensaios anteriores, dada a natureza da mercadoria analisada, licenças de 
emissão de CO2, contratos esses negociados nos mercados da electricidade. 
As relações entre preços de electricidade, preços de fontes primárias de 
energia de base à produção de electricidade e preços de emissões de dióxido 
de carbono são analisados no ensaio quatro. A eficiência do mercado Europeu 
de licenças de emissão, transaccionadas em mercados de electricidade é 
examinada, tendo em consideração a heterogeneidade existente nos 
mercados. 
O ensaio cinco analisa as propriedades estatísticas do activo recentemente 
transaccionado, licenças de emissão de CO2, usando preços spot e de futuros, 
para examinar a relação que se estabelece entre a convenience yield e o 
prémio de risco, também para o mercado de electricidade alemão entre 
Outubro de 2005 e Outubro de 2009. Os preços dos futuros são analisados 
numa perspectiva, à posteriori, para mostrar que existe um prémio de risco 
negativo, ou seja, um prémio forward positivo. 
Finalmente, o ensaio seis analisa a eficácia na cobertura de risco dos 
contratos de futuros de licenças de emissão, fornecendo evidência de que 
existem ganhos de utilidade crescentes com o aumento das preferências do 
investidor sobre risco. 
A desregulamentação dos mercados de electricidade levou ao aumento da 
incerteza nos preços da electricidade e apresentando estes ensaios, tentamos 
lançar novas luzes sobre a estruturação, preço e cobertura de risco neste tipo 
de mercados. 
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abstract 
 
This thesis consists of an introductory chapter (essay I) and five more empirical 
essays on electricity markets and CO2 spot price behaviour, derivatives pricing 
analysis and hedging. 
Essay I presents the structure of the thesis and electricity markets functioning 
and characteristics, as well as the type of products traded, to be analyzed on 
the following essays. 
In the second essay we conduct an empirical study on co-movements in 
electricity markets resorting to wavelet analysis, discussing long-term dynamics 
and markets integration. 
Essay three is about hedging performance and multiscale relationships in the 
German electricity spot and futures markets, also using wavelet analysis. We 
concentrate the investigation on the relationship between coherence evolution 
and hedge ratio analysis, on a time-frequency-scale approach, between spot 
and futures which conditions the effectiveness of the hedging strategy. 
Essays four, five and six are interrelated between them and with the other two 
previous essays given the nature of the commodity analyzed, CO2 emission 
allowances, traded in electricity markets.  
Relationships between electricity prices, primary energy fuel prices and carbon 
dioxide permits are analyzed on essay four. The efficiency of the European 
market for allowances is examined taking into account markets heterogeneity. 
Essay five analyzes stylized statistical properties of the recent traded asset 
CO2 emission allowances, for spot and futures returns, examining also the 
relation linking convenience yield and risk premium, for the German European 
Energy Exchange (EEX) between October 2005 and October 2009. The study 
was conducted through empirical estimations of CO2 allowances risk premium, 
convenience yield, and their relation. Future prices from an ex-post perspective 
are examined to show evidence for significant negative risk premium, or else a 
positive forward premium. 
Finally, essay six analyzes emission allowances futures hedging effectiveness, 
providing evidence for utility gains increases with investor’s preference over 
risk. 
Deregulation of electricity markets has led to higher uncertainty in electricity 
prices and by presenting these essays we try to shed new lights about 
structuring, pricing and hedging in this type of markets. 
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Essay I
Introductory Essay to the Thesis
1
2
1 Problem formulation and guidance
The goal of this thesis is to empirically study electricity and allowances markets using spot and
futures derivatives prices. The purpose is to characterize on a broader set of European countries
electricity specicities; infer about these markets behavior; explore interactions between these
di¤erent markets; to understand hedging characteristics using futures contracts; and to test
empirically the relation linking risk premium and convenience yield in CO2 emission allowances
spot and futures trading.
In this section, the problem statement of the thesis will be dened, where we present the
background and motivations that lead to the research questions to be analyzed on the subse-
quent six related essays. Hence the main problem will be presented in an open form, which
will be expanded into sub-problems to be analyzed in the following chapters. The theoretical
framework to address the analytical issues will be introduced in order to delineate the overall
structure of the work. Problem denitions, methodologies, conclusions and directions for future
research are going to be made explicit in each of the presented essays in the form of research
papers.
1.1 Motivations and interest in the topic
Formerly, electricity prices were determined by regulatory authorities, often government con-
trolled. There was not much uncertainty in electricity prices since these were regulated to
reect generation and distribution costs. However, in the early 1990s, some countries started
to restructure their electricity markets by opening these to competition and leaving the deter-
mination of electricity prices to the principles of supply and demand.
Evolution of electricity prices in these deregulated markets is characterized by much more
uncertainty and many markets show extremely high volatility, nowadays. As a consequence
of the market liberalization, electricity and electricity derivatives, which enable consumers to
hedge the risk prevalent in electricity markets, are now actively traded on power exchanges
which are, in many aspects, similar to nancial stock exchanges.
However, there is a very striking di¤erence between electricity markets and other com-
modities or nancial markets. Electricity is a ow commodity and can neither be stored nor
transported easily1, reinforced with transportation constraints of electricity due to capacity
limits on transmission grids. As such, classical arbitrage theory which is based on storability
and transportation breaks down in electricity markets. In particular, the relationship between
spot and forward electricity prices cannot be determined as clearly as it is done in other com-
modities or nancial markets, due to electricity distinct features. Therefore, in order to be able
to price contracts on electricity and allowances satisfactorily, it becomes crucial to understand
1Electricity can only be stored indirectly, for example, as water in a hydroelectric power station or as coal/oil
in a thermal plant.
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the special characteristics of electricity markets and of both allowances and electricity spot and
associated derivatives prices.
This thesis focuses more on the nancial side of the problem: electricity markets have
introduced new challenges as companies are required to employ, monitor and control systems,
to develop knowledge on futures market trends with respect to the spot, to know in deep the
o¤ers provided by derivatives market, and incorporate costs in their risk management practices,
given that fuel usage prices and the newly carbon market developed around these electricity
markets also exert inuence (Pinho and Madaleno, 2011).
We aim at lling some gaps from previous studies from an empirical asset pricing approach,
also providing some possible directions for future research. As the issue is complex and can
be addressed with di¤erent perspectives and methodologies, it is not a comprehensive study.
However it suggests some solutions that can be used or modied by future students or practi-
tioners.
1.2 Structure of the thesis
This thesis consists of this introductory essay I, presenting electricity markets functioning and
the type of products traded, and ve more essays on electricity and CO2 spot price behavior
and derivatives hedging. Essay I presents previous literature ndings with respect to electricity
markets and some descriptive statistics for a set of six European electricity markets, which will
then serve as a benchmark for the following essays. This section provides a brief summary of
the essays, their contribution to the literature and their implications.
1.2.1 Essay II: Multiscale analysis of European electricity markets co-movements
In this essay, using wavelet analysis that decompose daily time series in the time-scale domain,
we analyze the assumption for the creation of a single "European electricity market". By
analyzing comovements at di¤erent time scales between Germany, France, Austria, Netherlands,
Spain and Nord Pool we are able to conclude that some European countries share a common
long run trend, especially those geographically closer, but their specic characteristics prevent
integration, at least for now.
It is important to search for common trends at di¤erent time scales since it may support
the view that European electricity markets are well integrated, for the design of cross-border
hedging strategies and due to di¤erent horizon investment decisions. We question whether the
similarities in the electricity market mechanism across European countries are able to lead the
dynamics of equilibrium electricity prices. The joint time-frequency nature of wavelets helps to
separate underlying trends found in spot time series useful to identify local patterns at various
time scales, which are di¢ cult to capture using other methods.
Results point out for the existence of a long term dynamic relation among electricity spot
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prices which might be important for hedging purposes between these markets. The main
advantage of using wavelets is their exibility and the fact that we do not need to make
strong assumptions concerning the data generating process of the series, which in electricity is
advantageous.
1.2.2 Essay III: Hedging performance and multiscale relationships in the German
electricity spot and futures markets
We explore hedging e¤ectiveness of electricity futures in the German (EEX) electricity market,
while investigating the empirical relation between spot and futures electricity prices, resorting
to a very recently used technique in nance and economics, wavelet analysis (in the present
work both the continuous Morlet wavelet and the discrete MODWT technique are used) to
access for this relation at di¤erent time scales. For the hedge analysis we have employed three
unconditional hedging strategies, namely, OLS, naïve and multiscale wavelet analysis (which
has not been applied to electricity markets previously) and a conditional hedging strategy using
the multivariate GARCH model.
Our results point out that hedge ratio and e¤ectiveness of the hedging strategies decrease
as the wavelet time scale increases, whereas this time variation in optimal hedge ratios can
be explained by deterministic seasonality, time-to-maturity e¤ects and volatility di¤erences
between futures and spot returns in this type of markets.
We found that at high scales (low frequencies) both series show a strong and signicant
relation, and as such a relation not homogeneous across scales. At higher frequencies both
series show a week comovement, independently of the contract maturity (1 or 6 months),
leading to the conclusion that spot and futures electricity markets do not show a feedback
relationship. According to the cost-of-carry model, this could imply that the two markets are
ine¢ cient, not acting as perfect substitutes. Contrary to previous ndings not even wavelets
provide the necessary rational for the assumption that the longer the duration of a forward
the greater the hedging benets, because with our results this was only achieved considering
dynamic strategies under the normality assumption, whereas with wavelets instead of variance
reduction empirical results point out for variance increases.
Overall, wavelet variances show that the futures market is much less volatile than the spot
market regardless of the time scale pointing for the lack of spot liquidity. Spot and futures
markets are then found to be fundamentally di¤erent in electricity markets given that the
long-horizon hedge ratio does not converge to its long run equilibrium of one.
1.2.3 Essay IV: CO2 emission allowances and other fuel markets interaction
When compliant countries agreed assigning the Kyoto Protocol in 1997, they decided to reduce
greenhouse gases (namely CO2) limiting the quantied emissions. The European Union Emis-
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sion Trading System (EU ETS) is one of the largest multi-national emission trading schemes in
the world, being one of the major pillars of the EU climate policy. As such, the trading scheme
for carbon dioxide (CO2) emission allowances is one of the major steps towards reducing the
environmental burden. The links between the emission trading scheme and energy markets,
and the results attained thus far are relevant for academics, policy makers and practitioners in
general.
Relationships between electricity prices, primary energies prices used in electricity gen-
eration and the price of carbon dioxide emission permits are analyzed using a Vector Error
Correction Model (VECM) model. This enabled us to reveal the di¤erence of responses to
carbon constraints in the electricity generation sector and to evaluate the e¢ ciency of the EU
ETS, taking into account this heterogeneity.
We extend here previous analysis relating electricity prices, fuel prices and carbon interac-
tions in at least four ways: 1) we extend the period of analysis to a larger data span (from
2005 to 2009). Therefore, this essay covers the pilot phase of the EU ETS (2005-2007) and the
start of Phase II EU ETS data (2008-2012); 2) We broaden previous analysis to a larger set
(and di¤erent) of European electricity markets (Germany, France and the Nordic market, Nord
Pool); 3) We include other fuel prices like oil due to the energy mix that distinguish the markets
under analysis, providing a VECM model with 5 endogenous variables; 4) This essay aims to
provide a clear answer about the impact of the introduction of the EU ETS on the electricity
generation sector by taking into account this heterogeneity (for both short and medium run
interactions).
The impact of carbon constraints on energy markets was showed to depend on the countries
energy mix. Producers in countries using predominantly fossil fuels, big carbon emitters, had
undergone more carbon coercion and thus were more likely to include the price of emission
permits in their electricity generation and cost functions (EEX). We also found that electricity
is the major source of randomness that drives the carbon market for EEX, and vice versa, being
the major source of randomness for carbon in France, but not vice versa in this case. In the
NordPool market the major sources of randomness for carbon are electricity, gas and oil (much
lower for coal), being gas and oil used almost in the same percentage in the Nordic countries to
generate electricity. Moreover, the major source of randomness for oil prices is the coal market
in all the markets under research.
Throughout the period analyzed the e¢ ciency of the European market for emission al-
lowances had not been able to compel electricity producers to reduce their emissions and invest
in cleaner technologies, whose e¢ ciency depends on the energy mix of the country under analy-
sis. Thus, policies related to coal industry have a marginal inuence in electricity prices, more
evidenced in France and Nord Pool, whose energy mix relies on nuclear and hydro, lower carbon
coercion demanders. It was also stated that the desired e¤ects to be produced under the Kyoto
Protocol also depend on politics pursued while distributing allowances at National Allocation
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Plans.
1.2.4 Essay V: Risk premia in CO2 allowances: spot and futures prices in the EEX
market
This essay aims at examining CO2 allowances price from a risk management angle, traded at
the German electricity market, EEX. Given that previous research has mainly focused on the
rst phase of the EU-ETS (2005-2007), we extend here the analysis period from October 2005 to
October 2009, accounting also for di¤erent volatility measures when relating both convenience
yield (CY) and risk premium (RP) concepts.
As such, in this essay we analyze stylized statistical properties of the recent traded asset CO2
emission allowances, for spot and futures returns, examining also the relation linking conve-
nience yield and risk premium, for the German European Energy Exchange (EEX). The study
was conducted through empirical estimations of CO2 allowances risk premium, convenience
yield, and their relation.
From a nancial perspective, more recently, allowances seem to start to produce the desired
e¤ects in terms of environmental policies, although a lot more remains to be done. Results
change depending on Phase and futures contracts used for the determination of both nancial
terms, thus indicating that uncertainties over the future of EU ETS seem to be decreasing. The
presence of forward risk premium in prices turns clear that agents act in the market according
to risk considerations, while also indicating that agents take environmental risks into account.
The contribution of this paper is fourfold: First, it helps to identify the internal dynamics of
widely traded CO2 emission allowances, which is essential in pricing of the contracts. Secondly,
we aim to ll the gap in the literature about the carbon market by examining both concepts,
for these newly established derivatives market. Thirdly, we compare the results obtained by
previous authors, extending the period of analysis to both Phase I and Phase II periods, while
most of the previous empirical works analyzing spot and futures carbon allowances were based
on Phase I data or data covering only a small period of Phase II data. Fourth, the implications of
the study are expected to be functional for risk managers and individual investors dealing with
the carbon allowances trading markets. We also aim to shed light on the way the sign of forward
premiums inform about the behavior of market agents, which is always of concern to regulators
when designing the rules for a competitive market. It is expected that the implications of the
study will be useful for hedgers and speculators dealing with European CO2 allowances futures.
Futures prices from an ex-post perspective are examined to show evidence for signicant
negative risk premium, or else a positive forward premium. A positive relationship between
risk premium (or else forward premium) and time-to-maturity is found, whereas both nancial
concepts (CY and RP) are found to be negatively a¤ected by spot price volatility. Moreover,
results are independent of the volatility proxy used. Finally, we show that the denition under-
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taken for risk premium computations inuences results, thus contradicting previous empirical
ndings obtained for allowances markets when risk premium computations were undertaken.
1.2.5 Essay VI: Hedging with CO2 allowances: the ECX market
There exists a large number of studies in the hedging area, which consider the hedge ratio across
nancial (stocks and indices), agricultural, livestock, interest rates, foreign exchange, metal and
energy markets (fuels and electricity), etc. However, research on hedging in the carbon market is
very limited, if almost non existent. In this essay, we analyze their hedging e¤ectiveness applying
both static (OLS and naïve) and dynamic (Multivariate GARCH - MGARCH) estimation
strategies. To get further insights about the risk-return relation, utility gains are also derived
through the application of these models, for di¤erent risk aversion parameters levels.
We aim at contributing for the existent literature in at least 4 di¤erent ways. First, we
calculate for the rst time, as far as we are aware, hedge ratios for the CO2 allowances market.
Second, we extend the data span considered by previous authors that mostly covered the Phase
I period (2005-2007). Third, we use both static and dynamic hedging strategies which allows us
to compare di¤erent specications. Finally, we help to identify the internal dynamics of widely
traded CO2 emission allowances, essential in pricing of the contracts. This study implications
are expected to be functional for risk managers, individual investors, but essentially hedgers
dealing with carbon allowances trading markets.
Our empirical ndings can be summarized as follows: 1) Dynamic hedging provides superior
gains measured by variance portfolio reduction as compared to static hedging strategies; 2)
However, taking into account transaction costs of rebalancing daily the hedged portfolio in
dynamic MGARCH models will imply that their better statistical performance in the EU
ETS market becomes seriously questioned; 3) Also, taking into account data leptokurtosis
characteristics through the error distribution assumption indicates superior gains, measured
by variance reduction, obtained from the multivariate model BEKK (Diagonal), for both in
sample and out of sample results (BEKK); 4) It is also found that, utility gains increase with
investors preference over risk.
Correlation results are important for EU ETS allowances price risk management, as they
show that December Futures will provide a good risk reduction for hedgers participating in EU
ETS markets, contrary to what happens in electricity markets. Overall, there seems to exist
gains by including heteroscedasticity and time-varying variances in hedge ratio calculations,
although it is not completely guaranteed that improving statistical price modelling provides
better performance. As the market evolves and more data becomes available, it should be
expected more useful results, obtained through dynamic models.
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2 Electricity as a commodity: preliminaries
As stated previously, the focus of this thesis is on energy related commodities, more properly
about electricity and carbon trading and their respective futures derivatives contracts. Energy
related trading dates back at least to the 1860s with the introduction of crude oil at the Chicago
Board of Trade and gains more and more attention by modern societies.
Direct trading was the building block for what is nowadays know as highly e¢ cient and
standardized markets organized by exchanges. Spot trading (the trading of actual commodities)
has also evolved to the trade of contracts promising the exchange of a commodity at a future
time (forward trading), and other derivatives like options on futures.
The most mature markets in Europe are those of the UK and Nord Pool, which started their
operation at the beginning of the 1990s, followed towards the end of that decade, by Spain,
Germany, the Netherlands and France. Electricity prices have developed salient and general
characteristics, most notably that of spot volatility, orders of magnitude higher than nancial
assets and other commodities (Weron, 2009), being of a complex stochastic nature.
2.1 Introduction
It was the non-storability, and other physical properties of power, that required the setup of
tailor-made products and exchanges. The European Energy Exchange in Leipzig (EEX)2, and
other energy exchanges through Europe are prime examples. The youngest "energy commodi-
ties" traded in these electricity markets are formed by CO2 emission allowances, coal and gas. Is
the right to pollute environment a commodity? This is a question that has divided researchers
but constitutes a modern attempt to navigate society by means of commodity markets and
concepts that have been successful over hundreds of years (see Chevallier, 2010).
The grand driving force for the liberalization was the drop of prices with the introduction
of competition in supply and generation activities. Due to the fact that in a completely com-
petitive market the production should be more e¢ cient, obliging the prices to tend eventually
towards limits that is set by fuel costs, this process in Europe, known as the liberalization
process, has had a wide impact on the European electricity industry. This raised the second
grand driving force after liberalization, introduced by EC (European Community) directives,
that of a single European electricity market.
The understanding and characterization of the structure of electricity prices, especially in
Europe where there exists the aim of creating a single European electricity market, is essential
for risk management, valuation of nancial claims and real assets on this commodity. These is-
sues are important to both nancial practitioners and academics, especially in risk management
activities, hedging of derivatives positions, portfolio construction and diversication, as well as
2The one to be the object of our electricity derivatives study.
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policy making, all of which require the accurate inference of spot and derivatives behavior.
2.2 Trading andMarket functioning: electricity and CO2 spot prices
The main consequence of deregulation is that electricity prices are determined by matching
demand (agents that buy electricity and sell it to the nal consumer) and supply (agents
that generate electricity) in a pool. As such, suppliers compete in selling electricity and
demanders buy it in the market pool at prices of equilibrium that are set at the intersection
point of aggregate supply and demand. However, these new deregulated prices are extremely
volatile, and with the deregulation of electricity markets more uncertainty has been added
within the sector. As a consequence derivative contracts emerged, while risk management and
hedging needs were raised in the electricity sector.
A fundamental principle of the electricity system is that supply (electricity produced by
generators) and demand (electricity consumed) must be perfectly matched at all times, due to
non-storability. Energy Management Systems (EMS) are used by system controllers to maintain
this balance. They continually collect data from every generator connected to the transmission
system, enabling system controllers to match the supply of electricity with demand and monitor
the health of the provincial electric system.
In general, wholesale electricity markets in Europe operate much like a stock exchange,
matching o¤ers from market participants who wish to sell electricity with bids from market
participants who wish to buy it. A market participant is any organization who generates, buys
or sells, transmits, distributes, trades, imports or exports electricity in these markets.
Market participants who wish to buy or sell electricity submit several supply o¤ers and
demand bids to the market every hour, 24 hours a day (for some markets, like in UK, there is
an half-hour system settlement).
These supply o¤ers and demand bids are sorted from the lowest to highest price for each
hour of the day into a list called a merit order. System controllers use the merit order to
balance the support of electricity, starting at the lowest priced supply o¤ers and moving up to
the highest. In this way, system controllers ensure that overall electricity needs are met by the
most competitively priced electricity.
Typically, the demand for electricity is high in the morning as people and rms prepare to
start their day and declines slightly to a steady level throughout the day. A second increase
occurs in the early evening hours as persons return home from work or school and place more
demand for electricity on the system using home appliances and lighting. Demand then de-
creases throughout the night. Demand shifts with seasons as well. For example, cold weather
increases the demand for electricity required to run our heaters, furnaces and lighting. Sys-
tem controllers constantly monitor these uctuations in demand, matching the supply from
generators with consumers of electricity.
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Every minute, the last group of supply o¤ers submitted from the market and dispatched
by system controllers sets the System Marginal Price (SMP). Each hour (half-hour), the pool
price is calculated by averaging all 60 (30) of these one-minute SMPs. The pool price is then
posted into the system website and is used in nancial settlement to calculate payments to
suppliers and charges to wholesale consumers. Day-ahead prices are determined by means of
uniform price auctions and all power is sold and purchased at the market-clearing price. On
these day-ahead auctions the underlying is the electricity traded for delivery on the following
day in 24 one-hour intervals (for example, in the EEX market).
Demand insensibility to price uctuations and supply restrictions may also cause sudden
price increases (spikes) which also induces extreme price volatility in electricity markets, but
usually do not last more than one day. Moreover, prices are highly dependent on the productive
structure and market power. As such, for high levels of demand only few generators are able
to satisfy residual demand, and market power abuses come into force through monopolistic or
oligopolist behaviors (Weigt and von Hirschhausen, 2008).
Not only electricity can be traded on these power exchanges. Emission rights trading begun
in 2005, based on the European Union (EU) trading scheme. Both spot and derivatives EU
Allowances (EUA) are traded continuously and on the daily auction with the establishment of
the Carbix Index.
2.3 Derivatives
Electricity derivatives play an important role in establishing price signals, providing price dis-
covery, facilitating e¤ective risk management, inducing capacity investments in generation and
transmission, and enabling capital formation, since market restructuring. Derivatives in elec-
tricity are nancial or physical contracts that derive their value from the value of some underly-
ing commodity or other asset. When used prudently, derivatives are e¤ective tools for isolating
nancial risk and hedging (to reduce exposure to risk).
Derivatives can thus be traded for three main di¤erent reasons. First, the sale/purchase
of futures contracts can be used to hedge against falling/increasing prices (short hedge/long
hedge); Second, arbitration uses di¤erences in prices between futures, which are traded on
and o¤ the exchange. In this process, the cheapest futures contract is bought and the more
expensive futures contract is sold at the same time; Finally, a futures contract is sold in the
expectation of falling market prices and with the intention of generating a prot by buying
back the contract at a lower price subsequently. Speculators assume risks and provide liquidity
for trading participants with contrary market strategies.
Both futures and forwards are traded on electricity. Futures are traditionally traded on
exchanges, while forwards are traded o¤-exchange on the so called Over the Counter Market
(OTC).
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Even with the development of robust competitive markets the use of derivatives to manage
electricity price risk will remain di¢ cult given that simple pricing models used to value deriv-
atives in other energy industries do not work well in the electricity sector. A complete study
about energy risk management can be found in Fusaro (1998).
2.3.1 Forward and futures electricity and CO2 contracts
Electricity forward contracts represent the obligation to buy or sell a xed amount of electricity
at a pre-specied contract price, known as the forward price, at a certain time in the future
(called maturity or expiration time). The payo¤ of a forward contract promising to deliver one
unit of electricity at price F at a future time T is
Payo¤ of a forward contract = (ST   F )
where ST is the electricity settlement spot price at time T . Forward contracts are mostly used
for hedging purposes due to the high uncertainty associated with electricity spot prices. For
example, Bessembinder and Lemmon (2002) reveal the four risk types that forward positions
can potentially hedge. Posteriorly, Longsta¤and Wang (2004) examine the pricing of electricity
forward contracts in the day-ahead electricity market.
Electricity forwards di¤er from other nancial and commodity forward contracts in that
the underlying electricity is a di¤erent commodity at di¤erent times. In most cases forward
contracts are over-the-counter (OTC) products (bilateral trading). So, they do not need to
be standardized and, as a consequence, they can be suited to the counterparts needs. This
exibility is the most important reason why electricity forward contracts are currently among
the most popular nancial contracts in the market.
Another characteristic that turn forward contracts in electricity markets a substantially
di¤erent instrument compared with forward contracts on nancial assets, is the delivery period.
As a matter of fact, electricity forward contracts are not settled at a specic point in time
(delivery date), but every day during the delivery period which spans one or more months. As
a consequence the di¤erences between the daily spot price and the delivery price in the contract
are settled nancially. As such, the true underlying asset (ST ) is the average spot price of the
delivery period and not a single price (EPEX Spot market price - Phelix, in the German EEX -
see essay III for more details). Still, electricity forward contracts are primary instruments used
in electricity price risk management. In the EEX market nancial futures, Phelix Futures, are
traded for the current week, the next 4 weeks, the current month, the next nine months, eleven
quarters and six years, where the Phelix Day Base3 is the underlying.
3Base load, peak load and o¤-peak futures are traded, whereas the Phelix day Base or the Phelix day Peak
month indices constitute the underlying. Base refers to 24 one-hour intervals average. Peak comprises the
hourly prices for the peak load times (from 8 a.m. to 8 p.m.); O¤-peak stands for 9 p.m. until 7 a.m. hours.
Despite the day-ahead market there is also the intraday market where the underlying is electricity traded for
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Electricity futures contracts have the same payo¤structure as electricity forwards. However,
electricity futures contracts, like other nancial futures contracts, are highly standardized in
contract specications, trading locations, transaction requirements, and settlement procedures,
being exclusively traded on the organized exchanges. The most notable di¤erence between
the specications of electricity futures and those of forwards is the quantity of power to be
delivered. The delivery quantity specied in electricity futures contracts is often signicantly
smaller than that in forward contracts.
As compared to electricity forwards, the advantages of electricity futures lie in market
consensus, price transparency, trading liquidity, and reduced transaction and monitoring costs
while the limitations stem from the various basis risks associated with the rigidity in futures
specication and the limited transaction quantities specied in the contracts.
Zanotti, Gabbi and Geranio (2010) state that the longer the duration of a forward/futures
contract or the more forward it can be purchased, the greater the hedging benets it contains.
Conversely, very short-term contracts have limited value, since its returns will closely approxi-
mate those of the underlying asset. So, the cost of this contract should also be correspondingly
small.
Viability and liquidity of contracts in futures market is due to the presence of speculators.
Speculators in futures assume the risk that hedgers desire to transfer from their own shoulders
Usually the hedger is an unsophisticated participant in futures with small pieces of information,
compared with more expert (speculators or scalpers) participants, while being risk-adverse. The
normal backwardation hypothesis (Keynes) relies on this fact. According to this theory hedgers
are willing to pay a risk-premium to relieve them of price risk, while speculators are willing to
enter the futures market only if they have the expectation of collecting some gain. This theory
also states that future prices will tend to rise over the life of a contract, but then the near-term
contracts trade at higher prices than longer-term contracts. As a consequence of backwarda-
tion theory, to the extent that hedgers are prevalently short in futures, and speculators are
predominantly long, the current futures (or forward) price must fall below the expectation of
future spot price by the risk-premium. In our studies we will concentrate on electricity and
allowances futures/forwards4, where essays III and V o¤er more details on these.
Standard valuation of forward contracts require two fundamental hypotheses to be satised:
the rst is that the instantaneous interest rate r is constant over the life of the contract, and the
second is that the commodity is storable. As a consequence, the no-arbitrage argument used
to establish the cash and carry relation is not valid in the case of power, since it requires that
the underlying instrument be bought at time t and held until the expiration of the contract
(storability). The electricity storage problem implies that the forward price cannot be unique,
delivery on the same or the following day in single hours or blocks of hours, which can be traded until 75 minutes
before the beginning of delivery. However, we concentrate our study on the day-ahead market.
4When a constant interest rate is to be assumed, futures and forwards coincide, and as such both concepts
can be used interchangeably (Schwartz, 1997; Hull, 2006).
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which means that the market is incomplete5. However, in CO2 we are able to "hold" the
underlying for a future usage, since 2008, and thus we should expect that previous results
regarding commodities should be more easily veried on this type of markets than on electricity
markets.
European Carbon Futures (ECFs) are characterized as rst and second period depending
on when the actual delivery of EUAs takes place. ECFs maturing in December 2006 and 2007
are classied as Phase I futures, while those futures contracts reaching maturity in December
2008, 2009, 2010, 2011 and 2012 are named Phase II ECFs. Essays V and VI provide a more
accurate description of this type of contracts.
3 European electricity markets
In this section we will rstly present European electricity markets characteristics for a broader
set of countries. If the idea underlying the liberalization of these markets was that of creating a
single and common electricity European exchange, a set of previous conditions has to be veried.
However, European electricity markets to be analyzed here di¤er on their underlying structure,
deregulation stage, energy intensity used and power price behavior. In this section we will
present their main characteristics with respect to energy intensity used, electricity generation
structure and market power inuence, in order to facilitate the analysis hereafter. More details
on the markets will be provided during the essays exposition.
Electricity price series used in our studies were obtained directly from the o¢ cial websites.
The data sets are composed by daily average hourly base prices (and half-hourly for APX) of the
spot electricity market and they represent the cost to obtain a certain quantity of electricity in
a specic hour (half-hour) of the following day. Time series data were collected for all available
days in the week (from Monday to Sunday). Here we give some brief notes about these markets
which will be useful for some of the essays to be presented next.
The European electricity markets to be considered on this thesis are those of Germany
(EEX), Spain (OMEL), Austria (EXAA), Nord Pool (NP) which gathers four di¤erent coun-
tries (Sweden, Finland, Denmark and Norway), Netherlands (APX) and France (Powernext).
Exchange electricity market names, respective countries and spot data periods analyzed are
summarized on table 1.
5Some of the characteristics of incomplete markets include heavy tails, autocorrelations, skewness and illiq-
uidity.
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Table 1: Start date period and European countries
Exchange Market Name Start of the market Country
EEX 01-11-2002 Germany
NP 04-05-1992 Nord Pool
EXAA 22-03-2002 Austria
Powernext 27-11-2001 France
Omel 01-01-1998 Spain
APX 01-07-2004 Netherlands
Electricity generation is the main polluting activity in the energy sector and has been
opened up to competition in the process of liberalizing the electricity market in Europe. It is
produced from various primary energy sources such as nuclear, coal, oil, gas and renewable. It
is the proportion of the use of these di¤erent primary energy sources in electricity generation
of a country that determines its energy mix. The latter varies from one European country to
another due to di¤erences in energy policies, as well as to geographical and geological features.
Electricity prices are then determined by the cost of fossil fuels, the impact of environmental
policies, as well as by climatic factors (Mohammadi, 2009). Economic theory teaches us that
carbon price is a marginal cost and that carbon permits have an opportunity cost equal to
their market price. Therefore, carbon prices should also be included in the price of electricity
(Pinho and Madaleno, 2011), or at least considered when we try to analyze electricity price
series evolution through time.
Some plant types maybe more reliable and so help to make the level of available system
capacity less uncertain. Other generation technologies may possess capabilities that help them
to respond quickly to unanticipated changes in demand like hydropower, turning, therefore,
markets less volatile. These type of renewables are una¤ected by volatile input prices which
could explain European market disparities.
Electricity markets under analysis di¤er on their underlying production structure (table 2)
and despite the recommendations throughout green marketsthey show little evolution in time
(observing 1998 and 2008 data) with respect to hydro and wind electricity power generation.
As evidenced on that table, up to now (comparing 1998 data with 2008), renewable are not the
main production source used in electricity markets.
France and Sweden have a large nuclear production. The percentage of nuclear in EEX is
also high, being followed by coal. More than 70% of all electricity production is carbon-free
in NP, consisting of mainly hydropower and nuclear power. Of the EU-15 countries, France
is expected to be another relative winner in the EU emission trading due to its large share
of nuclear. Germany, in turn, switched from coal to natural gas. Moreover, accordingly to
the Eurostat statistics the share of renewable energy in gross nal energy consumption has
practically remained unchanged between 1998 and 2008, for the countries under analysis. For
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example, in Germany this production was around 4% for both years. However, it has changed
in Finland from 21.45% to 22.10%, being observed some decreases for countries like Spain.
Table 2: Percentage of electricity production by fuel source
Fuel Type Hard
Coal
Petroleum Natural
Gas
Nuclear Hydro Wind
Country / Year 1998 2008 1998 2008 1998 2008 1998 2008 1998 2008 1998 2008
Germany 27.56 19.56 1.15 1.35 9.76 11.91 29.03 23.30 3.88 4.23 0.82 6.37
Spain 26.27 15.53 8.96 5.74 8.30 38.75 30.22 18.80 18.34 8.32 0.69 10.26
France 6.22 4.24 2.28 1.02 0.97 3.80 75.92 76.29 13.04 11.95 0.00 0.99
Netherlands 29.01 21.80 3.31 1.92 56.01 58.92 4.19 3.87 0.12 0.09 0.7 3.96
Austria 5.75 8.23 4.85 1.85 15.43 16.70 n.a. n.a. 67.38 60.62 0.08 3.00
Finland 11.79 10.99 2.23 0.55 11.99 14.52 31.14 29.65 21.45 22.10 0.03 0.34
Sweden 1.33 0.34 2.06 0.58 0.27 0.40 46.49 42.58 46.99 46.13 0.20 1.33
Norway 0.04 0.05 0.01 0.01 0.19 0.30 n.a. n.a. 99.38 98.50 0.01 0.64
Denmark 57.54 47.97 12.10 3.11 19.77 19.04 n.a. n.a. 0.07 0.07 6.86 19.04
Values are in percentage terms computed as: (type of fuel used to produce electricity / total gross
electricity generated) * 100. In the table, n.a. stands for none available data6. The Nord Pool market
is represented by the last 4 listed countries (Finland, Sweden, Norway and Denmark). Data comes
from: http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/search_database.
Decreasing concentration in the electricity industry was another of the main objectives of
the EU Directives: increasing competition to reduce market power. From an economic point of
view, market power turn historically di¤erent making e¢ cient new generation investments, both
in terms of size and fuel type of the generating facility (Wolak, 2000), turning hard the rules
harmonization among European markets. Market concentration exerts a negative pressure over
consumption prices, especially in periods of high demand pressure (high prices, low output).
This concentration may also have an adverse e¤ect on price volatility and liquidity with respect
to derivatives trading.
6Total gross electricity generation (GWh) covers gross electricity generation in all types of power
plants. The gross electricity generation at the plant level is dened as the electricity measured at
the outlet of the main transformers, i.e. the consumption of electricity in the plant auxiliaries and in
transformers is included. The gross electricity generation in power stations burning hard coal (GWh),
in power stations burning natural gas (GWh), in nuclear power plants (GWh) and in wind turbines
(GWh) are measured at the outlet of the main transformers. Gross electricity generation in power sta-
tions burning petroleum (GWh) products cover hydrocarbons like motor spirit, gas oil, kerosene, etc.
produced in oil reneries or in some rare cases obtained without rening on production, purication
and stabilisation of natural gas, measured at the outlet of the main transformers. Hydroelectricity
covers potential and kinetic energy of water converted into electricity in hydroelectric plants (GWh),
also expressed as gross generation.
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Table 3 presents the percentage share of the largest generator in each of the considered
markets between 1999 and 2008. The Nord Pool market is represented in table 3 by the last
four listed countries (Finland, Sweden, Denmark and Norway).
As evidenced by the data, the French market is characterized by the highest level of concen-
tration. In general, all markets have a lower concentration in 2008 than they had in 2000 being
the exceptions Finland and Denmark. As such, concentration levels are still high creating the
scope for market power and the consequent inuence in spot prices (incorrect transfer of fuel
and environmental costs to electricity prices; Pinho and Madaleno, 2011).
Table 3: Percentage share of the largest generator of electricity
Market / Year 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008
Germany 28.1 34.0 29.0 28.0 32.0 28.4 0.0 31.0 30.0 30.0
Spain 51.8 42.4 43.8 41.2 39.1 36.0 35.0 31.0 31.0 22.2
France 93.8 90.2 90.0 90.0 89.5 90.2 89.1 88.7 88.0 87.3
Austria 21.4 32.6 34.4 n.a. n.a. n.a. n.a. n.a. n.a. n.a.
Netherlands n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.
Finland 26.0 23.3 23.0 24.0 27.0 26.0 23.0 26.0 26.0 24.0
Sweden 52.8 49.5 48.5 49.0 46.0 47.0 47.0 45.0 45.0 45.2
Denmark 40.0 36.0 36.0 32.0 41.0 36.0 33.0 54.0 47.0 56.0
Norway 30.4 30.6 30.7 30.7 30.7 31.2 30.0 30.9 32.5 27.4
n.a. stands for none available data.
Data comes from: http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/search_database
On the other hand, energy dependency shows the extent to which an economy relies upon
imports in order to meet its energy needs. Producers face variable power prices due to un-
expected changes in the systems total generation capacity, and being highly dependent on
imports increases uncertainty, where negative shocks will further increase electricity system
prices and therefore price volatility.
The indicator used to show this dependency is calculated as net imports divided by the sum
of gross inland energy consumption plus bunkers. Data is presented on table 4.
As we are able to observe, there are markets like Spain and Austria highly dependent on
imports in order to satisfy their energy needs, and others that are net exporters like Norway
and Denmark. Net importers are then expected to be much more inuenced by price volatility.
Also evident is the fact that energy intensity increased or remained relatively stable since 1998
until 2008, also reecting higher living standards.
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Table 4: Energy dependence by percentage
Market 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008
GR 61.4 59.4 59.7 60.9 60.1 60.7 61.1 61.6 61.3 58.6 60.9
SP 74.5 76.7 76.7 75.0 78.5 76.7 77.6 81.3 81.5 79.5 81.4
FR 51.3 51.5 51.4 50.9 51.1 50.7 50.8 51.7 51.4 50.4 51.2
NT 27.2 30.4 38.9 34.6 34.3 38.2 31.6 38.4 37.7 38.9 34.6
AU 70.3 65.5 65.6 65.0 68.0 70.7 70.3 71.4 72.8 68.8 69.7
FL 54.5 51.7 56.0 56.0 52.5 59.1 55.0 54.7 54.3 53.4 55.0
SW 37.9 35.0 39.2 36.9 37.6 43.7 37.3 37.7 37.8 36.3 38.0
NW -683.1 -659.4 -736.0 -745.7 -841.4 -744.0 -706.0 -721.2 -680.7 -676.7 -622.3
DN 6.0 -16.1 -34.8 -27.1 -41.6 -31.5 -47.4 -50.8 -35.9 -24.9 -22.3
Data comes from http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/search_database,
and results of own computations. Variables description: GR - Germany, SP - Spain, FR - France, NT
- Netherlands, AU - Austria, FL - Finland, SW - Sweden, NW - Norway and DN - Denmark.
At this moment it would also be useful to see raw time series plots of these market prices,
considering both spot original data and deseasonalized price series.
Following Weron (2009) we have computed the long term seasonal component from daily
electricity price series (Pt), representing the long term non-periodic electricity price level, the
changing consumption or climate conditions throughout the years as well as strategic bidding
practices, using a wavelet ltering-smoothing technique. This is mentioned in the literature as
the industry standard and we refer to Weron (2009) for more details on this method, or to the
appendix provided at the end of essay II of this thesis. With this method any function or signal
can be built as a sequence of mother wavelets which are represented by SJ+DJ+DJ 1+:::+D1,
being the maximum scale sustainable by the number of observations provided by 2J . This
method is also known as a lowpass lter yielding a traditional linear smother, where it is used
S8 given the annual periodicity veried on the markets (28 = 256 days). This approximation
is represented by the blue line on the plots of gure 1. By subtracting the S8 approximation
from the original time series we are obtaining the price series without the long term seasonal
component.
In almost all markets in 2005 electricity prices increased a lot, largely due to higher fuel
source prices, like natural gas. This is particularly noticed in APX being a high user of this
fuel type in electricity production. Fuel prices were pushed up by the decline in North Sea
production and the 2005/2006 cold winter.
Also in 2005, CO2 allowances contracts were introduced in these markets, representing an
additional source of cost to electricity producers, which may have thus contributed to higher
electricity prices. Hamilton (2009) also found a second "fuel bubble" starting in Septem-
ber/October 2007, only ending in July/August 2008. More recently we have the impact of the
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worldwide nancial crisis which also contributed to market prices sudden movements veried.
Figure 1: Electricity daily spot prices and long term seasonal component plots for the
considered six markets
Daily spot prices and their long term seasonal component (the blue line) for Germany, NordPool,
Austria, Spain, France and Netherlands.
Electricity prices vary more than the prices of other commodities and are also sensitive to
location. Price variation increases the di¢ culty of cash and credit management and of assessing
the worth of prospective investments. A simple price data plot clearly illustrates the relatively
high volatility of energy prices. Until the market for the underlying commodity is working
well, it is hard for a robust derivatives market to develop and barriers to the development of
electricity derivatives emerge (Energy Information Administration, 2002).
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4 Electricity literature about stylized facts
As seen previously, electricity markets are complex and characterized in the literature by dif-
ferent specicities, like mean reversion to a long-run level, multi-scale seasonality (intraday,
weekly, seasonal), calendar e¤ects, irregular and fast-reverting spikes as opposed to "smooth"
regime-switching, non-normality manifested by the presence of skewness and leptokurtosis, un-
stable correlations with fuel prices due to the alternation of marginal plant technologies, and
non-storability of electricity (Weron, 2009, Mugele, Rachev and Trück, 2005; Mavrou, 2006;
Geman and Roncoroni, 2006; Börger, 2007).
4.1 Previous literature revealing stylized electricity properties
It is well known that in general, nancial asset returns are not normally distributed, but they
rather exhibit skewness and excess kurtosis. It is no exception with the electricity market.
Plots of the raw time series of the chosen data sets (gure 1) indicate some of the stylized facts
already mentioned.
Moreover, high kurtosis values show that the available time series are in fact peaked relative
to a normal distribution. This may happen due to weather conditions, outages, the fact that
electricity cannot be stored and has to be consumed at the same time as it is produced, the
exploration of market power (due to the fact that some sections in the market may become
isolated from the rest of the market - transportation constraints can also be implying this
isolation), some change in the surrounding environment (external factors like economic behavior
around the world or the change of market rules of their own electricity markets), among other
causes.
There are some markets with tremendous volatility and usually signicant di¤erences are
apparent between the average wholesale electricity prices among markets. The reason for this is
attributed to agents learning by Simonsen (2005) and Haldrup and Nielsen (2006). Moreover,
the mix of generation technology has an impact on both the mean and standard deviation of
market prices (Wolak, 1998, 2000). In 1998, Wolak argues that prices in the market dominated
by fossil fuel or thermal plants technology tend to be more volatile than the prices in the
markets dominated by hydroelectric capacity (Nord Pool and EXAA).
In fact, mean-reversion, jumps and spikes, stochastic volatility, heavy tails and seasonality
are the most common cited stylized facts (Bierbrauer et al., 2007), necessary to consider in
any spot and derivatives pricing model. From an economic point of view, electricity is a non-
storable commodity and as such demand and supply must be continuously balanced. Demand
(electricity demand is inelastic given that as a commodity it is necessary) and supply (outages)
shocks, even if of a small magnitude, can cause large changes in prices and all in a matter of
hours. Since it is not easy to correct provisional imbalances of supply and demand in the short-
term, price changes due to shocks from both demand and supply sides are more extreme in
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electricity markets than other nancial or commodity ones. In sum, changing level of business
activities or climate conditions, such as temperature or the number of daylight hours, condition
the existence of seasonality, mean-reversion (Pindyck, 1999), jumps and spikes and volatility.
Weron (2005, 2008, 2009) attributes the heavy-tailed distributions of electricity returns to the
spurious skewness due to weekly seasonality, making the Gaussian distribution not to yield a
reasonable t.
Several authors have been reporting these stylized facts relative to electricity price behavior
throughout the years, independently of the market under analysis. Hadsell, Marathe and
Shawky (2004); Knittel and Roberts (2005); Bosco et al. (2006, 2010); Escribano, Peña and
Villaplana (2002); Lucia and Schwartz (2002); Carnero, Koopman and Ooms (2003); Mugele,
Rachev and Trück (2005); Hadsell (2006), are among those authors that report price spikes,
seasonality and mean reversion.
The volatility encountered in electricity markets is exceptional and not comparable with
the one observed in other commodity and nancial markets. Applying the standard concept
of volatility Weron (2005) obtains: for notes and treasury bills less than 0,5%; stock indices
from 1 to 1,5%; commodities like natural gas or crude oil with 1,5 to 4%; for very volatile
stocks no more than 4% and for electricity up to 50%. The high volatility is a pattern due
to the transmission and storage problems and of course the requirement of the market to set
equilibrium prices in real time.
With deregulation and introduction of competition, extreme price volatility has forced pro-
ducers and wholesale consumers to hedge not only against volume risk but also against price
movements. Price forecasts have become a fundamental input to an energy companys decision-
making and strategy development. This in turn has propelled research in energy price modeling
and forecasting.
Volatility is often viewed as a negative in that it represents uncertainty and risk. However,
it can be good in that if one shorts on the peaks, and buys on the lows one can make money,
with greater money coming with greater volatility. Due to the non-storability characteristic
of electricity, this is however not possible in the spot market. The use of derivatives or block
contracts trade was created to diminish these type of impacts. Simonsen (2005) founds volatility
clustering, log-normal distribution, and long-range correlations as being striking features of
the volatility of power markets. In addition, he argues that a cyclic behavior of the time-
dependent volatility can be observed for the Nordic power market. Furthermore, volatility
shows a dependence on the price level, being mostly pronounced when the spot price is low.
Volatility clustering refers to the observation that large changes tend to be followed by large
changes, of either sign, and small changes tend to be followed by small changes. A quantitative
manifestation of this fact is that, while returns themselves are uncorrelated, absolute returns
or their squares display a positive, signicant and slowly decaying autocorrelation function.
Observations of this type in electricity time series have lead to the use of GARCH models in
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nancial forecasting and derivatives pricing. Hadsell, Marathe and Shawky (2004) estimate
volatility, study time series properties of spot electricity prices, and examine regional di¤er-
ences and similarities, using a sample for the NYMEX market, and a TARCH specication.
They conclude that there is signicant price volatility regardless of region, time di¤erences or
stage of deregulation. Knittel and Roberts (2005) investigate the behavior of Californias re-
structured electricity prices using jump di¤usion and exponential GARCH models. They have
reported seasons, regular intraday pattern, weekday/weekend cycle, time varying and volatility
clustering, mean reversion, and also jumps from every 20 to 33 hours. GARCH models were
also used by Silva and Soares (2004).
Mugele, Rachev and Trück (2005) intended to analyze volatility di¤erences between more
and less mature markets, and for this they applied ARMA and GARCH time series with -
stable innovations for modeling the asymmetric, kurtosis and heavy-tailed nature of electricity
spot prices (GARCH-in-mean). For the Nordic and German power, their results reveal that
exchange prices show heavy tails, spikes, high volatility and heteroscedasticity. However, they
conclude that returns of spot prices in the Polish market can be modeled adequately by the
Gaussian distribution. But, as compared to the other markets analyzed by these authors, the
Polish market was the newest one.
4.2 European convergence inuence
To end up this introductory essay we will now discuss some of these impacts over European
convergence given that this will be the major subject of essay II to be presented next.
The rst and the second Electricity Directives of 1996 and 2003 (period that coincides with
rough winter in the continent), in Europe, lead to the reorganization of the electricity industry.
A series of recommendations as new cross-border lines and common regulation of cross-border
trade, to favor the creation of a truly common European electricity market, have been followed.
These new created national wholesale markets show several important institutional simi-
larities like the market design and homogeneous regulation of cross-border trade. However,
they still appear to be characterized by equally important di¤erences in their physical (number
and size of generation units) and technological structures (like the sources of generation units,
which thus inuences costs), some of which we have presented previously. When looking at the
behavior of spot price time series in European markets, it is hard to interpret similarities and
di¤erences in their dynamics and to attribute them to the prevalence of institutional analogies
or to the persistence of structural diversities, making us investigating deeply market di¤erences
and characteristics. All these elements will a¤ect the shape of the aggregate supply function as
well as the SMP (system marginal price) in each market and should thus be considered when
the estimation results are to be commented.
There are interconnecting lines that allow for the cross-border exchange of electricity that
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is expected to ow from low-price areas toward high-price areas. The goal of the integration of
European electricity markets will only be achieved when the energy ows determine a perfect
convergence of Pool prices across European countries. Given the results exposed previously
and the di¤erent behavior of European electricity prices reported by the empirical analysis, to
be presented, it will be fare to say that we are still far from achieving the second driving force
of European integration, the single European power market.
So, while national electricity markets show great institutional similarities and a similar mar-
ket architecture which provides participants with the same set of behavioral incentives, national
industries are also characterized by persistent technological di¤erences that may impinge upon
electricity price convergence in Europe.
Another important feature is the level of concentration of the industry. Previously we have
presented share values for the largest generator. As pointed out by Bosco et al. (2010), France
has a total share of the largest 3 producers of 95%, followed by Spain (80%) and Austria,
with 75% share of the three largest producers. The Nord Pool market, the oldest one in our
sample, was showned by the authors to have a 40% market share of the largest 3 producers,
and decreasing throughout the years. Contrary to the expectations, the strong position of the
incumbent operators have not been eroded in a signicant way by investments in generation
made by new entrants and this could also explain the high frequent jumps, tails and price
volatilities observed in European electricity markets. In sum, while market power remains in
wholesale markets, prices will not be able to converge as desired.
As seen previously, electricity is not e¢ ciently directly storable, and as such prices are very
volatile, where seasonal and price spikes frequently occur. In fact, the design of electricity
markets is complex due to these electricity characteristics that a¤ect supply and demand.
The special features describing this type of markets may imply low correlation between spot
prices among European countries and condition the main EC directives objective of a single
European electricity market. Also, the volatility of both spot and futures returns change over
time (Huisman, Huurman and Mahieu, 2007) and analyzing this e¤ect over hedging is extremely
necessary.
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Essay II
Multiscale Analysis of European Electricity
Markets Co-Movements
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Abstract
The focus of this research is on the analysis of the role of electricity power exchanges for
the creation of a common European electricity market. Using daily power exchange prices of
6 European electricity markets we apply wavelet analysis, allowing us to analyze comovements
at di¤erent time scales, as well as to sustain and improve previous results regarding correlation
analysis between European electricity markets.
Results give limited support to the assumption of a single European electricity market,
especially at lower scales (high frequencies). Although some European countries share a com-
mon trend, the hypothesis of stronger integration holds only for geographically closer countries,
but not the perfect comovement among the markets considered in the sample, being this lack of
perfect comovement/integration further explored. They have specic characteristics that pre-
vent, probably also in the near future, a complete integration into a common European market.
We also nd that despite the year 2005, coherence among the series has been high, whereas
we also try to infer some possible causes for this lack of perfect comovement/integration in the
current days.
Keywords: Electricity Prices; Continuous Wavelet Transform; Wavelet Coherency; Co-
movement; Regulation
1 Introduction
Electricity is considered a new commodity, but it represents an increasingly important sector
of trading, especially for the economic production side of the societies, and a challenging area
of research.
In Europe, the reorganization of the electricity industry has been driven by the rst and
the second Electricity Directives of 1996 and 2003, respectively. They have been followed
by a series of recommendations (such as new cross-border lines and a common regulation
of cross-border trade) to lead the creation of a truly common European electricity market.
If integrated dynamics of electricity prices is found this indicates that markets are evolving
consistently with European Commission projects. On the other hand, if poor or no integration
is evident, this would suggest that national structural di¤erences are still dominant and that
they a¤ect price behavior more heavily than the common regulation framework desired. The
main objective of this European Union (EU) legislation has been to reduce barriers to trade and
to compel Member States to liberalize their electricity industries, thereby increasing e¢ ciency
and reducing prices. Despite di¤erences in industry structure and ownership, Member States
have been required to liberalize their electricity supply industries, although this has occurred
more rapidly in some countries than others.
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It is important to search for common trends at di¤erent time scales since it may support
the view that the European electricity market is well integrated; for the design of cross-border
hedging strategies; and due to di¤erent horizon investment decisions. In contrast to methods
employed in previous studies (cointegration tests), wavelets allow us to decompose a time
series into di¤erent times cales (time horizons). Due to the di¤erent decision-making time
scales among traders, the true dynamic structure of the relationship among spot prices across
di¤erent European countries itself will vary over the di¤erent time scales associated with those
di¤erent horizons.
While the newly created national wholesale markets show several important institutional
similarities / same market design and homogeneous regulation of cross-border trade) they still
appear to be characterized by equally important di¤erences in the physical (number and size
of generation units) and technological structure (mainly the sources of electricity generation)
of their generation industries. Yet, an analysis of this kind is important in order to evaluate
the state of the integration process of European markets.
In this work we address the question of whether the similarities in the electricity market
mechanism across European countries are able to lead the dynamics of equilibrium electricity
prices. Since price data show peculiar characteristics (leptokurtosis, outliers, periodicities of
various kinds, etc.), for this analysis we have used a recently new technique to decompose the
daily time series in the time-scale domain.
What are then these special characteristics? As stated previously, electricity is not e¢ -
ciently directly storable, and as such prices are very volatile, where seasonal and price spikes
frequently occur, turning the design of electricity markets complex due to a series of electricity
characteristics that a¤ect supply and demand. These physical characteristics even complicate
the design of electricity markets. For example, electricity has to be consumed within a tenth
of a second after its production by virtually all consumers. The supply and demand of power
must be kept in a near continuous balance throughout the entire grid to avoid frequency and
voltage uctuations, which can damage both generation and transmission equipments. Extreme
volatility, mean-reversion, skewness and kurtosis of returns, jumps and spikes, and the seasonal
(daily, weekly, annual) behavior of electricity prices (due to cooling and heating needs), di¤er-
entiate the power market from all other commodity markets (Huisman, Huurman and Mahieu,
2007).
Since the conventional statistical methods have proven to be inadequate to describe the
evolutionary nature of most of the real-world time series data, the research community has
provided us an alternative perspective of looking into the data by using signal processing
approaches. As such, we use wavelet transformation to study co-movement of European spot
electricity markets that are highly non-linear and non-stationary dynamic processes. The joint
time-frequency nature of the wavelet analysis helps to separate the underlying trends found in
the spot data for identication of local patterns at various time scales.
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Results point out that although some European countries share a common trend, the hy-
pothesis of stronger integration holds only for geographically closer countries, but not the
perfect integration among the markets considered in the sample (specially at higher frequen-
cies). However, the existence of a common long term dynamics among electricity spot prices
may prove to be important for hedging. Also, they have specic characteristics that prevent,
probably also in the near future, a complete integration into the direction of a single European
market.
The essay develops as follows. Section 2 presents a brief literature review, while in section
3 we present the data and descriptive statistics. Section 4 is devoted to the research method.
In section 5 we present the empirical results and discussions, whereas Section 6 concludes the
work.
2 Literature Review
Previous research ndings seem to indicate that the European electricity market as a whole
is far from being a true common market, while others favour the complete integration for
some markets. We explore here this hypothesis resorting to a nancial novel technique:
wavelet analysis. To attain these previous results, cointegration analysis has been widely used
in analyzing relationships between a wide range of economic time series including spot and
futures prices in oil markets (Gulen, 1998), in locational spot natural gas markets (De Vany
and Walls, 1993), locational spot electricity markets (Woo, Lloyd-Zanetti and Horowitz, 1997),
and between spot markets for di¤erent types of fuels (Yucel and Guo, 1994; Bencivenga and
Sargenti, 2009).
The process which followed the EU Directives should enhance the degree of comovements
among national European electricity markets. Such an e¤ect is expected to raise electricity
markets comovements across countries. Most of the empirical studies investigating the in-
terdependence between European electricity markets have been based on the estimation of
a correlation matrix of electricity prices and/or on multivariate analysis techniques, such as
cointegration theory and principal component analysis. These techniques, particularly cointe-
gration analysis, analyze the interactions between electricity markets by examining either their
short-run or long run relationships as the time series methodologies employed may separate
out just two time scales in economic time series (short run and long run). The nature of the
relationship between electricity prices may well vary across time scales, where both time hori-
zons of decisions and the strength and direction of relationships between market prices may
di¤er according to the time scale of the analysis. A useful analytical tool may be represented
by wavelet analysis.
One strong indicator for the success of the market reforms is the interaction of price signals
across countries. Equal electricity prices in Europe (when corrected for transmission costs and
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congestion fees) would be evidence for a single European market of electricity. De Vany and
Walls (1999) estimate a vector error correction model for electricity spot prices in 11 regional
markets in the western United States. Results show evidence of an e¢ cient and stable wholesale
power market.
Other authors have concentrated on the fuel market side. Siliverstovs et al. (2005) inves-
tigate the degree of integration of natural gas markets in Europe, North America and Japan
through principal component analysis. More recently Panagiotidis and Rutledge (2007) found
no evidence to show that oil and gas prices decoupledafter liberalization.
The studies of Bower (2002), Boisseleau (2004) and Armstrong and Galli (2005) compare
electricity day ahead wholesale prices at various power exchanges in Europe. Bower (2002)
applies correlation and cointegration analysis to prices from the Nordic Countries, Germany,
Spain, England and Wales as well as the Netherlands in 2001. He concludes that some integra-
tion of European markets was already present in 2001, especially between the Netherlands and
its neighbors and within the Nord Pool area. However, his use of unweighted daily averaged
data is a aw given the strong di¤erences of peak and o¤-peak price behavior on the electric-
ity market. Boisseleau (2004) focuses on regression and correlation analysis determining that
the level of integration of European markets is quite low. Both Bower (2002) and Boisseleau
(2004) describe the respective status quo of electricity market integration. Armstrong and Galli
(2005) analyze the European price developments over time. They study the evolution of price
di¤erentials between France, Germany, the Netherlands and Spain in the years 2002 to 2004
(Bosco et al., 2010, points out some critics to their study). Turvey (2006) examined the use of
interconnectors and the pricing of scarce transmission capacities. Based on the example of the
Anglo-French Interconnector, he provided empirical evidence for the insu¢ cient correlation of
ows and price di¤erentials.
Zachmann (2008) based on a Principal Component Analysis of wholesale electricity prices
in Austria, Germany, Netherlands, Denmark, Sweden, Poland, Czech Republic, UK, Spain
and France between 2002 and 2006 reject the assumption of full market integration. He uses
hourly data to examine intraday developments and compare them across markets. The two
simple indicators for the integration of the two markets are the di¤erence of prices in both
countries and the ratio of the prices. Bunn and Gianfreda (2010) studied the integration of
French, Germany, UK, Dutch and Spanish power markets using simultaneously day, week, one
month and two month ahead lead times, to nd less inuence of the size and proximity of
neighbouring markets than other studies. Overall, evidence of market integration increasing
over time is provided, despite the ine¢ ciency in each market with respect to the forward and
spot price convergence. Huisman and Kilic (2011) examine day-ahead electricity prices from
the Belgian, Dutch, German, French and Scandinavian markets over the years 2003 until 2010.
They also analyze changes of electricity price from these markets over time, by analyzing the
development of parameters in a regime switching model for every year, able to describe the
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dynamics of day-ahead electricity prices. Empirical results allowed them to conclude that spot
prices show an increase in price correlations and that this caused a higher level of market
integration between these power exchanges. Futhermore, they also observe an increase in the
e¢ ciency of these markets because over the years the prices are more stabilized and behaving
more alike except for the Scandinavian market. By adopting wavelets we dont need to perform
a separate year by year analysis. Silva and Soares (2008) use correlation analysis to show that
price di¤erences among European countries have decreased during the analyzed period. This
suggests that integration between markets might be rising.
Bosco et al. (2010) results of a robust multivariate long-run dynamic analysis reveal the
presence of four highly integrated central European markets (France, Germany, the Netherlands
and Austria), not for Spain and the Nordic market. The trend shared by these four electricity
markets appears to be common also to gas prices, but not to oil prices. The existence of
a common long-term dynamics among electricity prices and between electricity prices and
gas prices was explained by the similarity of the market design across Europe and by the
same marginal generation technology. In order to explore the long run dynamics and common
features of time series they rely on median ltering, robust parametric tests with unit roots
or less cointegration, under the null hypothesis, and robust semi-parametric tests with mean
reversion or more cointegration under the null. Their results point out for no integration of
electricity European markets.
With a di¤erent perspective Robinson (2008) considers the impact of EU directives on
the evolution of electricity prices using beta-convergence and cointegration. Although mixed,
results suggest that convergence did not occur for Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Portugal, Spain and the UK from 1978 to 2003. However, he uses electricity prices
for households and industry quoted in US dollars per kilowatt hour. As such, retail price rather
than wholesale prices are used, being the retail price the wholesale price plus a supply and
transmission element.
Given that evidence on the issue is mixed, and opposed to the previous literature, this work
explores it further by employing wavelets to detect relationships among spot electricity prices.
Wavelet transform is a multi-scale analysis method to detect the signal in di¤erent scales. In
that way, insignicant high-frequency changes of the signal are ltered out and the empirical
ndings concentrate on long-term behaviors.
Wavelet analysis perform the estimation of the spectral characteristics of a time series as
a function of time revealing how the di¤erent periodic components of the time series change
over time. They can thus help us to interpret multi-frequency, non-stationary time series data,
revealing features we could not see otherwise. Thats why we use wavelets as a distinct feature
from previous works by analyzing European electricity markets comovements through time and
scales by means of the Morlet wavelet. Moreover, as far as we know, this is the rst empirical
study trying to access electricity market integration using this technique.
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Wavelet analysis can also di¤erentiate between short (high-frequency) shocks and longer
(low-frequency) shocks and subsequently their impact on the other markets. Wavelets present
a faster and more e¢ cient method to derive the results, as it gives a cumulative information
variation at various levels of decomposition, which are most suitable for deriving long-run
relationships.
3 Data and Descriptive Statistics
For the empirical analysis we employ hourly time series of electricity spot prices registered
in 6 European wholesale electricity markets. The time span for the considered markets starts in
January 2000 and ends in August 2009, with a few exceptions at the start date (like France and
Austria). The markets under analysis include the Nord Pool system (NP onwards, composed
by Denmark, Finland, Norway and Sweden), Spain (OMEL), the Netherlands (Holand-APX),
Germany (EEX), France (FR) and Austria (EXAA).
The data sets are composed by daily average hourly prices (24 hours average) of the spot
electricity market and they represent the cost to obtain a certain quantity of electricity in a
specic hour of the day. Price for the Nord Pool system is in NOK/MWh7. All other prices
are denominated in Euro per Megawatt hour.
It is well known that in general, nancial asset returns are not normally distributed, but
they rather exhibit skewness and excess kurtosis. It is no exception with the electricity market.
Table 1: Descriptive statistics for electricity prices for the considered European countries
APX EEX EXAA FR NP OMEL
Mean 28.25 32.31 36.12 37.92 138.62 29.23
Std. Dev. (%) 45.37 18.72 20.62 22.61 13.12 16.40
Skewness -0.95 0.39 -0.48 0.33 0.53 0.142
Kurtosis 19.02 7.28 4.39 6.96 30.71 8.22
JB 479.69 12336.70 5480.00 61485.05 112.42 3523.65
p-values (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Notes: the table reports means, standard deviation, skewness, kurtosis, and the Jarque-Bera (JB)
test for normality. The values in parentheses are the p-values. APX Netherlands; EEX Germany;
EXAA Austria; FR France; NP Nord Pool; OMEL Spain. These values result from the authors
computations. Mean values are in e/MWh for all European countries except Nord Pool whose values
are in NOK/MWh.
7We havent used exchange rates to convert NordPool prices given that these are not available for weekends
and electricity price series are available for every weekday. Moreover, the technique employed here for the
analysis turns this type of di¤erences negligible.
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Examination of values in table 1 indicates that mean prices for all electricity spot markets
are positive. The Jarque-Bera statistic indicates that the distribution of prices (returns), for
all samples, has fat tails and sharper peaks than the normal distribution. All price (return)
series exhibit excess kurtosis.
The value of skewness measures the coe¢ cient of asymmetry of a distribution. If skewness
is negative, the data are spread out more to the left of the mean than to the right. For a
symmetric distribution like the normal one, skewness is zero. If a distribution has a long tail
to the left than to the right, it is said to have negative skewness, or else, the distribution has a
long fat tail, hence generating large negative values. If the reverse is true then the distribution
has got positive skewness. The value of kurtosis is a measure of whether the data are peaked or
at relative to a normal distribution. Data sets with high kurtosis tend to have a distinct peak
near the mean and have heavy tails. For a normal distribution kurtosis is 3, but our empirical
data generally gives a kurtosis value higher than 3. This indicates that the distribution of our
empirical data is much more peaked than that of a normal distribution, or else, pointing that
tails decay less quickly compared to a normal distribution. This may happen due to weather
conditions, outages, the fact that electricity cannot be stored and has to be consumed at the
same time as it is produced, the exploration of market power (due to the fact that some sections
in the market may become isolated from the rest of the market - transportation constraints can
also be implying this isolation), some change in the surrounding environment (external factors
like economic behavior around the world or the change of market rules of their own electricity
markets), among other causes.
There are some markets with tremendous volatility like Austria and France, and signicant
di¤erences are apparent between the average wholesale electricity prices among the six markets,
mostly notable in Nord Pool8. The reason for this is attributed to agents learning by Simonsen
(2003) and Haldrup and Nielsen (2006).
The mix of generation technology has an impact on both the mean and standard deviation
of market prices (Wolak, 1998). Prices in the market dominated by fossil fuel or thermal
plants technology tend to be much more volatile than the prices in the markets dominated by
hydroelectric capacity if we consider the same period of analysis (Nord Pool and EXAA).
As was observed in the previous essay, electricity markets under analysis di¤er on their
underlying production structure, and despite the recommendations throughout green markets
they show little evolution in time (comparing 1998 to 2008 values) with respect to hydro. In
fact, in almost all markets there is a decrease in percentage terms of the electricity generated
by hydro, except for Germany and Finland. As such, renewable are not the main production
source in the majority of electricity markets. With the sample analyzed here, Austria and
Nord Pool markets, represented in tables 2 and 3 of essay I by Norway, Finland, Sweden and
8NordPool prices are in NOK/Mwh, but if converted to Eur/MWh we will be able to see that this is the
market with the lowest mean price. Market maturity is one possible explanation.
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Denmark, are the exception, since they rely mainly on hydro electricity production, which also
turns these markets more unstable with respect to weather (snow melting).
However, the shape of the system marginal cost function is also inuenced by the productive
mix of the generation side of the market. Nord Pools production mix relies mainly on hydro
and nuclear, being gas and coal mostly used by Denmark in this regional European market.
Also the Austrian market bases his production on hydro having 67.38% of his total electricity
generated in 1998, whose value decreased to 60,62% in 2008.
France, Spain and Germany have a large nuclear production, being followed by coal in
Germany and Spain, and by hydro in France. The Netherlands has a small quota in hydro
production, but a large one in coal and gas.
We also need to analyze the concentration in the industry since it was one of the main
objectives of the EU Directives: increasing competition to reduce market power. Table 3 in
essay I presents the percentage share of the largest generator in each of the considered markets
between 1999 and 2008, as observed previously.
There it was found that the French market is characterized by the highest level of con-
centration, while Spain, Finland and Norway by the lowest. In general, all markets have a
lower concentration in 2008 than they had in 2000 being the exceptions Finland and Denmark,
but the largest generator still has a high percentage of the market for all. As such, we may
conclude that in these considered markets, the level of concentration is still high which creates
the scope for market power and the consequent inuence in spot prices. Uncertainties about
power markets, the high costs associated with the distribution and production plants for those
who plan to start, the prevalence of incumbent operators, and countries policy directives, are
the main causes behind this lack of full competition, thus inuencing market co-movements.
Moreover, the higher dependence on imports from both Spain and Austria may explain why
these should be more inuenced by price volatility (of both fuel and electricity).
4 Research method: Wavelets
Spectral analysis can be used to identify and to quantify the di¤erent frequency components
of a data series. But they possess two main drawbacks: they impose strong restrictions on the
processes underlying the dynamics of the series (like stationarity), and they lead to a pure
frequency-domain representation of the data (losing all the information from the time domain
representation).
Wavelets are relatively new signal processing techniques/tools applied in economics (Con-
raria, Azevedo and Soares, 2008) and nance (Madaleno and Pinho 2011), taking their roots
from ltering methods9 and Fourier analysis (Percival and Mofjeld, 1997; Percival and Walden,
2000; and Gençay, Selçuk and Witcher, 2002). However, they overcome most of the limitations
9Filters permit to capture specic components (trends, cycles, seasonalities) of the original series.
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of these two methods. Their main advantages are the fact that they combine information from
both time-frequency domain, being very exible, and with wavelets we do not need to make
strong assumptions concerning the data generating process for the series under investigation.
What makes wavelets interesting and useful is the fact that its window can be continuously
resized. By looking at a signal with a small window only ne features can be viewed whereas
by looking at the same signal with a large window the coarse features will be viewed. Thus,
by using wavelets we could see both ne details and approximations. The temporal analysis by
wavelets is performed with a contracted, high-frequency version of the wavelet, while frequency
analysis is performed with a dilated, low-frequency version of the same wavelet.
Wavelets allow for a decomposition of a given time series x(t) into di¤erent series each
associated with a di¤erent time scale. This process of decomposition is referred to a multi-
resolution analysis (MRA). High frequency components describe the short-term dynamics while
low-frequency components represent the long-term behavior of the series. Lowest scales will
mimic the short-term uctuations of the original time series. The upper scales of the data
will be associated with the trend components of the prices, and, therefore, such scales will be
relevant to investors with longer term horizons. By contrast, the lower scales will be the focus of
interest of investors with short-term horizons. A more detailed analysis of wavelet methods can
be found in Torrence and Compo (1998), Percival and Walden (2000) and Conraria, Azevedo
and Soares (2008), and at the appendix of this essay.
4.1 Continuous Wavelets
There are two classes of wavelet transforms; the continuous wavelets transform (CWT) and
its discrete counterpart (DWT). The DWT is a compact representation of the data and is
particularly useful for noise reduction and data compression whereas the CWT is better for
feature extraction purposes. To analyze the relationship between European electricity prices
the continuous wavelet transform is used. In this part of the work we decompose the data series
up to level 8.
The term wavelet refers to a small wave: small because the wavelets function is non-zero
over a nite length of time (compactly supported) and wave because the function oscillates.
Wavelet functions are constructed on the basis of location and scale parameters and a "mother
wavelet" function. The mother wavelet ((t)) is dened on the real axis and must satisfy the
conditions
R +1
 1  (t) dt = 0 and
R +1
 1 j (t)j2 dt = 1. These conditions imply that at least some
coe¢ cients of the wavelet function must be di¤erent from zero and that these departures from
zero must cancel out.
The continuous wavelet transform, with respect to the wavelet , is a function Wx (s; )
dened as:
Wx (s; ) =
Z +1
 1
x(t)
1p
s


t  
s

dt
37
where  denotes the complex conjugate form. Wavelet coe¢ cients are given by this transfor-
mation. The mother wavelet  (:) serves as a prototype for generating other window functions.
The term translation,  , refers to the location of the window (indicates where the wavelet is
centered). As the window shifts through the signal, the time information in the transform do-
main is obtained. The term scaling, s, refers to dilating (if jsj > 1) or compressing (if jsj < 1)
the wavelet (controls the length of the wavelet). To extract frequency information from the
time series in question, the mother wavelet is dilated or compressed to correspond to cycles of
di¤erent frequencies. If the wavelet function  (t) is complex, the wavelet transform Wx will
also be complex. But this means that the transform can be divided into the real part (R fWxg)
and imaginary part (I fWxg), or amplitude, jWxj, and phase10, tan 1

IfWxg
RfWxg

.
Wavelets constructed over short time scales will tend to isolate sharp, high frequency volatil-
ity in the time series. Because of the short time scales, this information will have good time
resolution but poor scale (frequency) resolution. Relatively long-scale wavelets will tend to
capture low frequency volatility and will have relatively poor time resolution but good scale
(frequency) resolution. This study uses the Morlet wavelet as the basis function used for wavelet
transform (Percival and Walden, 2000).
4.2 Morlet wavelet
The Morlet wavelet allows good identication and isolation of periodic signals, as it provides
a balance between localization of time and frequency (Grinstead, Moore and Jevrejeva, 2004).
This is a complex wavelet, as it yields a complex transform, with information on both the
amplitude and phase, essential for studying synchronisms between di¤erent time series. The
Morlet wavelet in its simplied version is dened as:
(t) = 
  1
4 eite 
t2
2
An important property of the Morlet wavelet is its accuracy, being the center of the wavelet
 dened by t =
R +1
 1 t j (t)j2 dt and its variance 2t =
R +1
 1 (t  t)2 j (t)j2 dt.
The central frequency of a wavelet determines the waveforms, which are not close to zero
within the window of the wavelet. The two peaks next to the central peak are half of its
amplitude. The central frequency of the Morlet wavelet was chosen to be equal to eight since
it gives a good balance between time and frequency localization. For this central frequency the
Fourier frequency period (1=f) is almost equal to scale.
The wavelet transform performs what is called time-frequency analysis of signals. In other
words, it can estimate the spectral characteristics of signals as a function in time. The utility
10The phase of a given time series x(t) is parameterized in radians, ranging from   to . Moreover, in
order to separate the phase and amplitude information of a time series it is important to make use of complex
wavelets. Just like the fourier transform, under some regularity conditions, we can reconstruct x(t) from its
continuous wavelet transform (Torrence and Compo, 1998; Conraria, Azevedo and Soares, 2008).
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of wavelet analysis is that it can provide not only the time-varying power spectrum, but also
the phase spectrum needed for computation of coherence.
4.3 Wavelet power spectrum, coherency and phase di¤erence
The concept of coherence is fundamental and quite important in all elds dealing with
uctuating quantities. It is often dened as the action or fact of cleaving or sticking together
(Oxfords English Dictionary). Correlation is dened as the relation of two or more time series,
so we could say that those series that are highly correlated are coherent. The degree of coherence
is a measure of how closely X and Y are related by a linear transformation. Thus, X and Y are
closely related by a linear transformation if and only if their degree of coherence is close to its
maximum value of unity. Two random variables X and Y are said to be completely coherent if
and only if jj = 1 and completely incoherent if and only if jj = 1, where  is the correlation
coe¢ cient. As such, in time-series, the degree of coherence of two time series x(t) and y(t) with
zero time-average values is the magnitude of their temporal correlation coe¢ cient.
Coherence is considered to be equivalent to correlation. Though, there are important dif-
ferences between them. In coherences calculation the signal is squared, thus producing values
from 0 to 1. The polarity information is lost. By contrast, correlation is sensitive to polarity
and its values range from -1 to 1. Coherence provides information about the stability of the true
relationship between the two signals with respect to power asymmetry and phase relationship
and not direct information about this relationship. Correlation, on the other hand, may be
calculated over a single epoch or over several epochs and a¤ected by phase, independently of
amplitudes. Also, coherence is a correlation measure that indicates how strongly the two vari-
ables are related at business cycle frequencies. It ranges from 0 (no correlation) to 1 (perfect
correlation). The caveat is that this correlation may not be contemporaneous, but may involve
a lead or a lag. A measure of the magnitude of this lead or lag is the phase lead.
Dealing with discrete time series fxn; n = 0; :::; N   1g of N observations with a uniform
time step t, the integralWx (s; ) =
R +1
 1 x(t)
1p
s

 
t 
s

dt has to be discretized, and the CWT
of the time series fxng becomes
W xm(s) =
tp
s
N 1X
n=0
xn


(n m) t
s

;m = 0; 1; :::; N   1
It is possible to calculate the wavelet transform using this formula for each value of s and
m but we can also identify the computation for all the values of m simultaneously as a simple
convolution of two sequences (Torrence and Compo (1998) and Conraria, Azevedo and Soares
(2008) provide more details on this). As also evidenced by these authors, when applying the
CWT to a nite length time series we inevitably su¤er from border distortions. This is due
to the fact that the values of the transform at the beginning and at the end of the series are
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always incorrectly computed, involving missing values of the series which are then articially
prescribed. The region in which the transform su¤ers from these edge e¤ects is called the
cone of inuence. In this area results must be interpreted carefully. Similarly to Torrence and
Compo (1998) and Conraria, Azevedo and Soares (2008) the cone of inuence will be dened
here as the e folding time of the wavelet at scale s, that is, so that the wavelet power of a
Dirac  at the edges decreases by a factor of e 2. For the Morlet wavelet under analysis this is
given by
p
2s.
The wavelet power spectrum is just jW xn j2. It characterizes the distribution of the energy
(spectral density) of a time series across the two-dimensional time-scale plane, leading to a
time-scale (or time-frequency) representation.
The cross wavelet transform (XWT) of two time series xn and yn is dened as W xyn =
W xnW
y
n , where
 denotes complex conjugation and W xn and W
y
n are the wavelet transforms of
x and y respectively. Lets us dene the cross wavelet power as jW xyj. The complex argument
arg(W xy) can be interpreted as the local relative phase between xn and yn in the time frequency
space.
Therefore, the wavelet power spectrum can be interpreted as depicting the local variance
of a time series and the cross-wavelet power of two times series depicts the local covariance
between these series at each scale or frequency. For more general data generating processes one
has to rely on Monte Carlo simulations.
The phase for wavelets shows any lag or lead relationships between components, and is
dened as
x;y = tan
 1

I fW x;yn g
< fW x;yn g

x;y 2 [ ; ]
where I and R are the imaginary and real parts, respectively, of the smooth power spectrum.
Phase di¤erences are useful to characterize phase relationships between two time series. A
phase di¤erence of zero indicates that the time series move together (analogous to positive
covariance) at the specied frequency. If x;y 2
 
0; 
2

then the series move in-phase, with the
time-series y leading x. On the other hand, if x;y 2
  
2
; 0

then it is x that is leading. We
have an anti-phase relation (analogous to negative covariance) if we have a phase di¤erence of
 (or  ) meaning x;y 2 ( 2 ; ] [ ( ; 2 ]. If x;y 2
 

2
; 

then x is leading, and the time
series y is leading if x;y 2
  ; 
2

(for this see Conraria, Azevedo and Soares, 2008).
The vectors indicate the phase di¤erence between the two series. Those pointing to the
right mean that the variables are in phase. To the right and up with the rst series lagging.
To the right and down with the rst series leading. Arrows pointing to the left mean that the
variables are out of phase. To the left and up with the rst series leading. To the left and down
with the rst series lagging. For a complete interpretation of the di¤erence of phase between
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the analyzed series we suggest the reading of Barbosa and Blitzkow (2008, pp. 28-29) who
interpret the meaning of the phase angels. However, we still need to know which of the time
series is processed rst for the scheme to be valid. In the present work, all pictures show the
cross-coherency between two indices. The name of the index presented rst is our rst series,
the other one being the second we consider.
Cross-wavelet power reveals areas with high common power. Another useful measure is how
coherent the cross wavelet transform is in the time frequency space. Following Torrence and
Compo (1998) we dene the wavelet coherency of two time series as
R2n(s) =
jS (s 1W xyn (s))j2
S
 
s 1 jW xn (s)j2

:S

s 1 jW yn (s)j2

where S is a smoothing operator in both time and scale. Coherences near one show a high
similarity between the time series, while coherences near zero show no relationship. It can be
dened as the ratio of the cross-spectrum to the product of the spectrum of each series, and
can be thought of as the local correlation between two CWTs.
5 Empirical Results
While the wavelet power spectra quanties the main periodic component of a given time
series and its time evolution, the cross wavelet transform and the cross wavelet coherence are
used to quantify the degree of linear relation between two non stationary time series in the
time-frequency domain. Phase analysis is a nonlinear technique that makes possible to study
the phase synchronization of two time series.
With this work we want to illustrate how relationships between electricity price series change
over time and across di¤erent frequencies. In fact, wavelets allow us to detect transient e¤ects
which would be very di¢ cult to detect using classical econometric techniques.
In order to sustain previous results regarding correlation analysis we extend here such analy-
sis by means of the Coherence Morlet wavelet spectral analysis as already mentioned before.
The correlation analysis developed in the previously mentioned works indicate the possibility
of a certain relation between two time series, however, this is of global nature and does not
furnish us precise information about when such a relation occurs: the fact that two data series
have similar periodicities does not necessarily implies that one is the cause and other the e¤ect;
besides, even if the correlation coe¢ cient is very low, that does not means that there is no
relation. In fact, there is the possibility that such a relation could be of non-linear nature, or
that there is a strong phase shift.
A way to analyze two non-stationary time series, to discern whether there is a linear or
non linear relation is by means of the Coherence Wavelet method. This furnishes valuable
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information about when and which periodicities do coincide in time, and about their nature,
having a linear or non linear relation.
The coherence is dened as the cross-spectrum normalized to an individual power spectrum.
It is a number between 0 and 1, and gives a measure of the cross-correlation between two time
series and a frequency function. The wavelet squared coherency is a measure of the intensity
of the covariance of the two series in time-frequency space (Torrence and Compo, 1998): it is
used to identify frequency bands within which two time series are co-varying.
If the coherence between two series is high, the arrows in the coherence spectra show the
phase between the phenomena: arrows at 0
o
(horizontal right) indicate that both are in phase
and arrows at 180
o
(horizontal left) indicating that they are in anti-phase, while color code for
power ranges from blue (low coherency, near zero) to red (high coherency, near one).
It is important to point out that these two cases imply a linear relation between the con-
sidered series. For example, non horizontal arrows indicate an out of phase situation, meaning
that the two phenomena do not have a linear relation but a more complex relationship.
Based on the previous explanations, we may state that the wavelet coherence is especially
useful in highlighting the time and frequency intervals where two phenomena have a strong
interaction. The coherence between two or more time series can be used to measure the extent
to which multiple time series move together.
Although not presented here we have started by computing the wavelet power spectrum
for each of the electricity price series under analysis. By a rst visual inspection at the time
scale decompositions of the series, we can observe that most of the action in these occurred at
high scales (low frequencies). We should also mention why we do not pay so much attention
to the wavelet cross-spectrum. This describes the common power of two processes without
normalization to the single wavelet power spectrum. This can produce misleading results,
because we are essentially multiplying the continuous wavelet transform of two time series.
In this way, if one of the spectra is locally at and the other exhibits strong peaks, this can
produce peaks in the cross spectrum, while may have nothing to do with any relation of the
two series. Since the information able to be extracted from these pictures needs to be analyzed
with caution, we concentrate the rest of the work to the analysis of wavelet coherency (see
Conraria, Azevedo and Soares, 2008, for more details).
For now, we will concentrate on cross-wavelet analysis by focusing on wavelet coherency
and cross spectrum. In gure 1 we can observe the estimated wavelet coherency and the phase
di¤erence between the six markets under analysis. Contours denote wavelet-squared coherency,
whereas the thick black contour is the 5% signicance level, having the values for the signicance
been obtained from Monte Carlo simulations. Outside the thin line is the boundary a¤ected
zone. The cone of inuence, indicating the regions a¤ected by edge e¤ects, is shown with a
dotted line.
Looking at wavelet coherency we see some statistically signicant regions at high and
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medium frequencies (low and medium scales) between Nord Pool and the other European
electricity markets. In most of these regions, arrows point straightforwardly to the right, mean-
ing that both series are in phase, and to the right and up meaning that the rst series (NP)
is lagging. We see a signicant changing behavior in arrows between NP and Spain (OMEL)
after Directives 2003/54/EC, for cross-border electricity trading regulation, and 2003/87/EC,
for the Emissions trading scheme that have been implemented. Until then arrows pointed to
the left and up (NP leading), after they point right and up and right and down (meaning
that both series turned out to be in phase, with NP leading and lagging, respectively). But
this behavior between the two markets is mostly notable at lower frequencies, with a highly
signicant region noticed after the creation of the Iberian electricity market (MIBEL) in 2007.
Moreover, NP and EEX series were showed to be mostly in phase, especially in the 4-8 days
frequency band, having the same behavior been noticed between NP and Powernext. However,
the relation between NP and APX shows to be weak independently of the time scale analyzed
(gure 1 continued).
As for the other markets we see a signicant behavior change among the series after 2003.
The exception is provided by the OMEL market with relation to all the other European coun-
tries. In fact, we can observe highly statistically signicant regions (islands of high coherency
and statistically signicant), especially at medium-high-scales between APX, EEX, EXAA and
Powernext. APX price series show an in-phase behavior with all the other markets, especially
with France (meaning that they have a linear relation, at least in the high coherency regions).
We should not forget the launch of the Central Western European market (France, Belgium
and the Netherlands) in 2006. Moreover, information on the phases show us that the relation-
ship has been homogeneous at medium and high scales, while not being homogeneous at high
frequencies with arrows pointing in di¤erent directions.
From all the markets under observation, the Spanish market shows, by the wavelet co-
herency, the lowest co-movement with all the others, although most of the higher coherency
with those geographically closer. This is evident at higher frequencies, even with some regions
of high common power showed in medium scales. Silva and Soares (2008) also found that Spain
appears to be poorly integrated with the other locations as might be expected by its peripheral
position and limited cross-border transmission capacity.
France installed 58 nuclear power plants between 1970 and 1993, being a huge exporter
of electricity. This policy made of France a low-cost area for electricity as compared to the
Netherlands, for example, that relies mostly on natural gas. With Spain, the situation is more
variable and depends on the rainfalls in the Iberian Peninsula. As such, only during rainy
periods Spain is able to export to France, importing much of the time from this country. We
should also emphasize the fact that the Iberian market is very distant from all the other markets,
having France as the most direct client. This may thus explain the observed results presented
by the cross wavelet coherency pictures.
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Figure 1: Wavelet coherency plot between pairs of electricity price series in the considered six
European electricity markets.
Notes: NP Nordpool; FR  France; SP  Spain; EXAA Austria; EEX Germany; APX
Netherlands. These plots result from own computations performed with Matlab. (a): Directive
2003/54/EC: Cross Border Electricity Trading Regulation; (b): Directive 2003/87/EC: The Emissions
Trading Directive; (c): Central Western European Market  APX; (d): French Power Market 
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Full Competition; (e): European Commission Energy package to Reduce Emissions by European
Countries; (f): Iberian Market MIBEL start.
Figure 1(continued): Wavelet coherency plot between pairs of electricity price series in the
considered six European electricity markets
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Notes: NP Nordpool; FR France; SP Spain; EXAA Austria; EEX Germany; APX 
Netherlands. These plots result from own computations performed with Matlab. (a): Directive
2003/54/EC: Cross Border Electricity Trading Regulation; (b): Directive 2003/87/EC: The
Emissions Trading Directive; (c): Central Western European Market  APX; (d): French
Power Market Full Competition; (e): European Commission Energy package to Reduce
Emissions by European Countries; (f): Iberian Market MIBEL start.
It should also be emphasized the relation between Germany and the Netherlands, Germany
and France, and between France and the Netherlands. By the wavelet coherency plots, and given
that wavelet coherency is used to identify both frequency bands and time intervals within which
pairs of series are co-varying, we see that these series show high statistically signicant coherency
and an homogeneous behavior (they are all in-phase; a linear relationship is found between the
series) independently of the frequency-scale. There are however a few exceptions in the 8-16
days, 16-32 days and 32-64 days scale for EEX-FR and FR-EXAA. In these countries case, short
and long-run movements are highly correlated, meaning that country specic phenomenons
are rapidly transmitted to the other markets. These countries have a very similar wavelet
transform, which implies that these 3 countries share the same high power regions between
them, and also that their phases are aligned. As such, the contribution at each frequency to
the total variance is similar between them: it happens at the same time where ups and downs
in electricity spot price series occur simultaneously. So, we can say that a value very close to
zero between countries phase indicate that price series/markets are highly synchronized, with
the phase di¤erence revealing a very stable and strong relation. By the plots of gure 2 we see
specic periods where this has occurred.
However, it is clear that the di¤erent series still have di¤erent characteristics in the time-
frequency domain in European electricity markets. This can be summarized by looking at the
phase and phase di¤erence between series, pointing for the lack of full market integration (which
agrees with Zachman, 2008, results).
We observe that Nord Pool and Spain do not exhibit many regions of high coherency with
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the other European countries, and that their phases are not very stable when compared to
those attained for Germany, France, Austria and the Netherlands (in accordance to the results
achieved by Bosco et al., 2010). The fact that more regions of high coherency appeared after
2003 suggests that it was from that moment onwards that they start approaching together,
which also means that the Directives were starting to produce their desired e¤ects on the
European electricity markets. We may not also forget that these last four countries are those
geographically closer and with a great developed capacity in terms of border connections.
Thats why for EEX-EXAA, EEX-FR and FR-EXAA series we can argue that comovement
and cointegration is a reality now.
Plots in gure 2 show the coherence and phase of countries which are compared pairwise. Its
simply a more detailed analysis of gure 1. These pictures show values of coherence varying
between zero and one (left vertical axis). Values of phase are calculated to each value of
frequency and it varies between - and  (right vertical axis). In the horizontal axis we have
the time period. The calculations are done for the 256-512 days frequency band, which was
showed to be the region with higher commovement among the series by the plots on the wavelet
coherency on gure 1.
Figure 2: Wavelet coherency and phase plot between pairs of electricity price series in the
considered six European electricity markets (the blue line stands for coherence and the green
for phase)
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With the analysis of plots in gure 2 we will focus on the details provided by coherence
and phase. In general phases are not very stable, and there are countries which do not exhibit
many regions of high coherency, especially before 2005. Regions of high coherency between two
countries are synonym of strong local correlation. Results suggest that if we take out the years
before 2005, coherences will in general be high among the series.
From the phase plots at the 252-512 days frequency, coherency fell to lower values in the
year 2005. During the year 2005 until the summer 2006, we had a period of high natural
gas prices (record natural gas demand for electric generation and continued because of dam-
age done by hurricanes Katrina (August 2005) and Rita. According to the European Energy
Markets Observatory 2005 report, this was a period of high energy prices, an overall decrease
of peak generation margins, slow progress in interconnections and insu¢ cient infrastructures
investments. They also state that "The recently established Emissions Rights trading market
experienced great volatility due mainly to a lack of EU countriescoordination in publishing
their 2005 results and in their comparison to the National Allocation plans. This in turn has
inuenced wholesale electricity prices." EXAA, APX, Finland and Denmark all rely on natural
gas, Spain and Denmark are the ones that use more petroleum for electricity generation. In
accordance with the same report, high prices in the year 2005 were due to: an higher demand
from emerging countries, like India and China, and North America; due to geopolitical crisis like
the Iraq and Iran crisis; due to the civil war in Nigeria; the lack of investment in exploration,
production and renery; the Katrina and Rita hurricanes on Gulf of Mexico oil platforms; and,
nally, nancial speculation.
The high summer temperatures in 2005 and low rainfall in Spain and France, and the cold
weather during the winter of 2005/2006 have also contributed to these high prices observed.
Peak price spikes were seen in Germany and France, given that when the cold wave hit Europe
in November 2005, 5 nuclear plants in France and 2 in Germany were unavailable, and also the
hydro reservoirs in France were at their lowest levels. In the Nordic countries hydrological levels
were very good during winter 2005 and NordPool was Europes sole exchange provider of low
wholesale hydro power. Countries such as Spain, with high dependency on gas supply for power
plants and limited substitution capacity to other type of generation capacity faced signicant
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instabilities in their power markets during 2005. Others like Germany and the Netherlands
have a better balance between gas-red and coal-red plants and were able to switch to coal.
Countries such as France with a high portion of nuclear generation were less impacted. The
report of the European Energy Markets observatory also states that during this period several
markets are "naturally" converging like the German and French power market, where prices
were 99,69% correlated in 2005.
Figure 2 (continued): Wavelet coherency and phase plot between pairs of electricity price
series in the considered six European electricity markets (the blue line stands for coherence
and the green for phase)
EEX, APX, France and Austria show more regions of high coherency in the sample period
suggesting that they are approaching each other. We see the phase of EEX-FR and EEX-EXAA
close to zero (gure 2), especially in the period January 2005 - January 2008. Since a phase
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di¤erence of zero indicates that the series move together (analogous to positive covariance) we
can say that they started to move together from 2005 onwards although not being a perfect
move. Even so, at higher frequencies both phase and coherence showed a very erratic behavior.
In gure 2 (APX-EEX), looking at the phase di¤erence in the 256-512 days band we can see
a negative relation between both series for most of the time. At large scales the phase has been
between 0 and -=2, which means that the series move in phase with EEX leading APX. In
both pictures coherency has been increasing with an evident trend. Only in the period January
2006 to January 2009 the phase of zero indicates that the time series SP-EEX move together
(gure 2 - continued).
Only in some countries coherence is near one, but the increase in coherence after 2006 is
evident in all of them. Nevertheless, there are groups of countries that present high values of
coherence (SP-FR; EEX-EXAA; APX-EXAA; FR-EXAA) for specic periods of time, namely
the last two to three years (2006-2009). In these cases, phases are close to zero whereas the
coherence is close to one. This result indicates that probably there exists synchronization inside
these groups for specic time periods. Although we may not forget that these plots are for high
scales (lower frequencies). On the other side, couples of countries formed by other combinations
present lower coherence and their phase is generally di¤erent from zero.
From gure 2 we see that EEX leads EXAA, while France leads the German market for the
entire sample period. APX has been leaded by Germany and Austria from 2005 onwards. Also
from gure 2 we can infer that NP has been leading all the other countries price series except
France. Between 2003 and 2005 NP was leading SP but we have an out-of-phase relationship
between both in this time period. Finally, gure 2 (continued) results point out that France
has been leading the Austrian market for the entire sample and that Spain only leads the other
3 closest markets between 2007-2008 at the 256-512 days frequency band.
It is interesting to note the variability presented in the phase plots and that the number
of cycles at each frequency has changed mainly from 2006 onwards. It is then fair to say that
the phasing is not well synchronized. In sum, coherence and phase at higher frequencies are
less consistent, which impels the synchronicity of the series. However, coherence showed to be
higher for lower frequencies except during the year 2005.
We have also seen that di¤erences still exist in the productivity structure of the analyzed
countries, reecting di¤erent cost and prices volatility, generally due to hydro and nuclear ratio
production for each country. Moreover, energy markets also show disparities in terms of total
share of the largest producer (Commission of the European Communities, 2009). The variability
presented in the phase plots and the number of cycles at each frequency has changed mainly
from 2006 onwards (the phasing is not well synchronized). Coherence among the series was
showed to be high for lower frequencies except during the year 2005, mainly due to extreme
weather conditions that hit Europe and countries limited substitution capacity to deal with
this problem.
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As for now, and in accordance with previous authors results (Zachman, 2008, and Bosco et
al., 2010) we reject the assumption of full market integration. Our results show that France,
Germany, the Netherlands and Austria electricity markets are now more integrated, but that
Spain and Nord Pool do not share the same commovement with the rest of the European
electricity markets despite the change of behavior in the most recent years (as evidenced by
the statistical signicant regions of high common power in wavelet coherency plots and phase
analysis). As for now, these six markets work well as regionally integrated markets, not as a
common/single European group, since structural di¤erences are still persistent among them.
In this work we revisited the study of European electricity markets comovements resorting
to a simpler and less demanding, in terms of data treatments, technique known as wavelet
analysis. Using this, we were able to conrm previous empirical ndings that the single desired
European electricity market creation is still in a very infant stage, although there are some
regions inside Europe where we can now say they are converging (the Central Western European
market). This price divergence, which contradicts the initial idea of a single common market,
nds some reasonable explanations, namely, limited cross-border transmission capacities and
di¤erent market opening degrees. As such, in accordance to previous empirical ndings we
reject the assumption of full market integration but we show that some markets are working
well as regionally integrated markets. Market integration, is most noticed at geographically
closer countries and at lower frequencies, and we were also able to see some change in the
behavior of the analyzed series from 2003 onwards in some countries, maybe due to the start
of Directives implementation.
Moreover, we provide evidence for the changing behavior of electricity price series through
time and at di¤erent frequencies. Empirical results attained in this work allow us to say that at
the longest wavelet scales, the wavelet correlation coe¢ cients exceed substantially unconditional
correlations. The shorter the time scale (high frequencies) the smallest the number of signicant
comovements of electricity spot prices in Europe. Moreover, the magnitude of the comovements
increases as the wavelet time scale increases.
The presented results may be due to the special features describing these markets, but also
to the remaining obstacles to the full implementation of EC Directives. The generation mix
that still persists among these markets (that impact costs), the high market power that is
still evident (as explored previously) and transmission capacities of electricity interconnection
lines limited for legal or technical reasons, the cross-border trade costs associated and energy
dependence, may be the reasons why the wavelet coherency among all pairs of countries do
not show a strong comovement among them independently of the scale/frequency. The lack of
lively cross-border trade is mainly due to the lack of su¢ cient capacity, and frequent physical
congestions (Zachman, 2008).
In sum, there are still large wholesale price di¤erences between countries in Europe11, being
11As pointed out by Zachman (2008) and Bosco et al. (2010), the cross-border trade in electricity is still
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interconnection capacity scarce across Europe, and despite the old 2003 Directives and third
energy package published by the EC in January 2007, little progress has been made in this
direction (see Dobbeni, 2007, for more details). According to the objectives proposed by the
European Council in 2002, all Member States should be able to import at least 10% of their
installed generation capacity which is still not the case for Spain, among other countries which
were not included in the present study.
Since Germany shows a strong coherency behavior with France and Austria for the analysis
period, this should work as a positive answer for the iniciative of joining the Central Western
European (CWE) market (Belgium, France, Luxembourg, the Netherlands, and the last one to
enter, Germany) with other countries (namely Austria would be a good bet). From January
2010 France and Germany joined themselves into a regional market, but there is still not enough
data for a more careful analysis about the results already achieved in terms of convergence.
In fact, given that the European Commission realized what was happening in some regions in
terms of connections, they start promoting a regional strategy for all regions as an intermediate
step towards the desired single electricity market in Europe. The last step was taken in 2010
joining the CWE to the Nordic market, while since May 2010, EXAA (Austria) is operating
the Hungarian and Polish areas. In December 2009, a Memorandum of Understanding was
signed by Germany, Poland, Czech Republic, Slovakia, Austria, Hungary and Slovenia in order
to create the Central Eastern European Forum for Electricity Market Integration (CEE Forum)
whose objective relies on the establishment of a mechanism for price-coupling in Central and
Western Europe, the Nordic countries and South Europe. However, large di¤erences persist in
terms of production mix, market power is still evident and interconnection capacity operating
fully and in a transparent manner is still lacking12.
Despite the desire of the unique market being an illusion until now, very important
steps have been given in the direction of harmonization and coordination of market rules and
operations. Not only the Central Western European market works as an example, because
some other important steps are observed in regionally integrated markets: the Nordic and the
Iberian market. Now, it is time to start thinking in integrating also these regional segments
into a common one, although the ambitious target of a single common European electricity
market is far from being a reality at the moment, as evidenced by the empirical results we have
provided here.
Nevertheless, as already mentioned, important di¤erences still exist among the Directives
implementation status and the productivity structure of several countries. As an example,
Directive 2004/54 requires each member country to implement both legal and functional un-
bundling for transmission and distribution so to increase competition, reduce costs and lead to
facing various impediments that slow down the process of the creation of a single European electricity market.
12See www.marketcoupling.com/about-emcc/about, the EMCC European Market Coupling Company website
for more details on this.
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non-discriminatory network access. However, in some countries governance overlapping between
the Transmission System Operator (TSO) and some suppliers, usually the former monopolist,
still survives, being these issues at the forefront of EMCCs vision13.
*************
6 Conclusions
Electricity markets liberalization initial goal was the introduction of competition as a pre-
condition for an e¢ cient energy supply and the creation of a common European electricity
market. However, the European electricity market is still characterized by several di¤erent
price areas, di¤erent generation mix, problems in interconnection lines and market power,
which are by themselves strong indicators of a lack of market integration. Nevertheless, this
price divergence, which contradicts the initial idea of a single common market, nds some rea-
sonable explanations, namely, limited cross-border transmission capacities and di¤erent market
opening degrees.
In this work we revisited the study of European electricity markets comovements resorting to
a simpler and less demanding, in terms of data treatments, technique known as wavelet theory.
Using this, we were able to conrm previous empirical ndings that the single desired European
electricity market creation is still in a very infant stage, although there are some regions inside
Europe where we can now say they are converging (the Central Western European market).
In fact, this work main contribution to the ongoing research about European electricity
convergence is to demonstrate the utility of wavelets for the analysis of spot price series,
showing how the relation among the series change over time and across di¤erent frequencies.
Empirical results attained in this work allow us to say that at the longest wavelet scales, the
wavelet correlation coe¢ cients exceed substantially unconditional correlations. The shorter the
time scale (high frequencies) the smallest the number of signicant comovements of electricity
spot prices in Europe. Moreover, the magnitude of the comovements increases as the wavelet
time scale increases.
Results show that France, Germany, the Netherlands and Austrian electricity markets start
now to become integrated, but that Spain and Nord Pool do not share the same co-movement
with the rest of the European electricity markets despite the change of behavior in the most
recent years. As for now, we reject the assumption of full market integration, being this mostly
noticed at geographically closer countries and at lower frequencies. We were also able to see
some change in the behavior of the analyzed series from 2003 onwards in some countries, maybe
due to the start of Directives implementation.
13The EMCC improves market e¢ ciency of cross-border capacity trading and promotes regional markets
integration in order to create the single Europe-wide wholesale electricity market.
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As more data becomes available, it should be important to repeat the analysis. Also,
including more European countries into the analysis would help us understanding the "com-
mon" integration based on regional integration. Given these price markets interplay, traders or
speculators could gain from an international point of view, and analyzing these diversication
strategies in detail seems a reasonable direction of future research, as more data evolves and
becomes available.
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Appendix
The use of wavelets to dynamically decompose time
This appendix describes more deeply the wavelet analysis technique, complementing both
essays II and III.
In Fourier analysis, no time information is available in the spectral density and no frequency
information is available in the time-domain representation of the time series. By considering the
frequency-domain representation of a time series one may know which frequency components
are active in the time series, but not when they were active. However, this limitation is not
relevant for stationary series because all of the frequency components that exist in the series
are active throughout its entire duration.
In the time domain, one knows when things happened (features can be localized in the time
domain) but we have no information about frequency. The maintained hypothesis underlying
the Fourier transform is that all of the frequency components that are active in the time series
exist with the same amplitudes at all points in time, that is, the time series is homogeneous
through time.
However, Raihan, Wen and Zeng (2005) pointed out that this approach is ine¢ cient be-
cause the frequency resolution is the same across all di¤erent frequencies. As an alternative,
wavelet analysis has been proposed, allowing the estimation of the spectral characteristics of a
time series as a function of time, revealing how the di¤erent periodic components of the time
series change in time. Wavelet transforms thus have an important advantage over the Fourier
transform in that they can retrieve information about frequency (or scale) and time localization
from the original series.
It is a method similar to the Fourier analysis, which uses a transform in order to decompose
the signals into simple elements. However, Wavelet analysis is believed to be better or an im-
provement over Fourier analysis since information can be extracted not only from the complete
signal but also from its components. This way of analyzing the signals gives information in
di¤erent scales, or in other words it processes data at di¤erent resolutions.
What makes wavelets interesting and useful is the fact that its window can be continuously
resized. By looking at a signal with a small window only ne features can be viewed whereas
by looking at the same signal with a large window the coarse features will be viewed. Thus,
by using wavelets we could see both ne details and approximations. The temporal analysis by
wavelets is performed with a contracted, high-frequency version of the wavelet, while frequency
analysis is performed with a dilated, low-frequency version of the same wavelet.
To analyze time series with softer variations, a complex wavelet like the Morlet wavelet
allows to analyze the phase and the modulus of the decomposed signal. If we wish to study
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amplitude and phase changes, a complex wavelet (with real and imaginary part) would be
an optimal choice. This type of base wavelet, as the Morlet, helps to capture the oscillation
behavior of the data sets.
Continuous Wavelet
There are two classes of wavelet transforms; the continuous wavelet transform (CWT) and
its discrete counterpart (DWT). The DWT is a compact representation of the data and is
particularly useful for noise reduction and data compression whereas the CWT is better for
feature extraction purposes. Moreover, the term "wavelet basis" refers only to an orthogonal
set of functions. The use of an orthogonal basis implies the use of discrete wavelet transforms,
while a non-orthogonal wavelet function can be used with either the discrete or the continuous
wavelet transform. In this essay, only the continuous transform is used14.
The term wavelet refers to a small wave: small because the wavelet function is non-zero
over a nite length of time (compactly supported) and wave because the function oscillates.
Wavelet functions are constructed on the basis of location and scale parameters and a "mother
wavelet" function:
W;s =
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In other words, the continuous wavelet transform, with respect to the wavelet , is a function
Wx (s; ) dened as:
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x(t)
1p
s


t  
s

dt
where * denotes the complex conjugate form, s;  2 R; s 6= 0. The mother wavelet  (:)
serves as a prototype for generating other window functions. The term translation (translation
parameter),  , refers to the location of the window (indicates where the wavelet is centered). As
the window shifts through the signal, the time information in the transform domain is obtained.
The term scaling (scaling parameter), s, refers to dilating (if jsj > 1) , then Wx has a larger
time-width than (:) and corresponds to lower frequencies, or compressing (if jsj < 1) the
wavelet (controls the length of the wavelet), corresponding to higher frequencies. If the wavelet
function  (t) is complex, the wavelet transform Wx will also be complex. But this means that
the transform can be divided into the real part (R fWxg) and imaginary part (I fWxg) ; or
amplitude, jWxj, and phase15, tan 1

IfWxg
RfWxg

:
14Lee (2004), Sharkasi, Ruskin and Crane (2005) and Rua e Nunes (2009) only analyze the discrete wavelet
transform, and for di¤erent markets (market indices).
15The phase of a given time series x(t) is parameterized in radians, ranging from   to : Moreover, in
order to separate the phase and amplitude information of a time series it is important to make use of complex
wavelets. Just like the Fourier transform, under some regularity conditions, we can reconstruct x(t) from its
continuous wavelet transform (Torrence and Compo, 1998; Aguiar-Conraria, Azevedo and Soares, 2008).
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To extract frequency information from the time series in question, the mother wavelet is
dilated or compressed to correspond to cycles of di¤erent frequencies. The extent of compression
or dilation is determined by the scale parameter, s. To extract time information from the time
series the set of wavelet functions at di¤erent scales is moved through the time series from
the beginning to the end. The position of a particular wavelet function in the time series is
determined by the location parameter,  . In this way an entire set of wavelets can be generated
from a single mother wavelet function and this set can then be used to analyze the time series.
Wavelet coe¢ cients are given by the transformation:
C;s =
Z
f(t);s(t)dt
being f(t) the original time series. If f(t) has a spectral component corresponding to the
current wavelet scale (s) at the location  , then the product f(t);s(t) will be relatively large.
If a spectral component at scale s is not present in f(t) at a given location then this product
will be relatively small or even zero. Wavelets constructed over short time scales will tend to
isolate sharp, high frequency volatility in the time series. Because of the short time scales, this
information will have good time resolution but poor scale (frequency) resolution. Relatively
long-scale wavelets will tend to capture low frequency volatility and will have relatively poor
time resolution but good scale (frequency) resolution.
The wavelet transform can be used to analyze time series that contain nonstationary power
at many di¤erent frequencies. There are several types of wavelet functions available such as
the Morlet, the Haar, Mexican Hat wavelets, Daubechies, etc (Percival and Walden, 2000).
Wavelet coe¢ cients Wx (s; ) contain combined information on both the function x(t) and the
analyzing wavelet  (t). As such, the choice of the wavelet is an important aspect to be taken
into account, which will depend on the particular application. This study uses the Morlet
wavelet as the basis function used for wavelet transform.
Morlet wavelet
This function serves a similar purpose as a windowed Fourier transform in spectral analysis.
The Morlet wavelet allows good identication and isolation of periodic signals, as it provides
a balance between localization of time and frequency (Grinstead, Moore and Jevrejeva, 2004).
This is a complex wavelet, as it yields a complex transform, with information on both the
amplitude and phase, essential for studying synchronisms between di¤erent time series. The
Morlet wavelet16 in its simplied version is dened as:
(t) = 
  1
4 eite 
t2
2
16For more details on the Morlet wavelet see Torrence and Compo (1998) and Aguiar-Conraria, Azevedo and
Soares (2008).
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An important property of the Morlet wavelet is its accuracy. Being the center of the wavelet
 dened by t =
1R
 1
t j (t)j2 dt and its variance 2t =
1R
 1
(t  t)2 j (t)j2 dt; in a similar
fashion we can dene the center f and variance f of the Fourier transform of ;  (f) :
The interval [t   t; t + t] and

f   f ; f + f

is the set where  and  attain its most
signicant values, respectively. The Heisenberg box in the time frequency plane is the rectangle
[t   t; t + t] 

f   f ; f + f

in the (t; f) plane, and  is localized around the point 
t; f

of the time frequency plane with uncertainty given by tf . Here, the Heisenbergs
principal establishes that tf  14 . The Morlet wavelet has joint time frequency concentration
in the sense that it reaches the lower bound, tf = 14 . If we chose  = 6, one has that the
frequency center is
f =
6
2
 1
and the relationship between the scale and frequency is simply
f =
f
s
 1
s
meaning that the wavelet scale is inversely related to the frequency, simplifying the interpreta-
tion of the wavelet analysis. The time variance is thus given by t = 1p2 ; being the frequency
variance f = 12p2 :
The central frequency of a wavelet determines the waveforms, which are not close to zero
within the window of the wavelet. The two peaks next to the central peak are half of its
amplitude. The central frequency of the Morlet wavelet was chosen to be equal to six (w0 = 6)
since it gives a good balance between time and frequency localization. For this central frequency
the Fourier frequency period (1=f) is almost equal to scale.
The wavelet transform performs what is called time-frequency analysis of signals. In other
words, it can estimate the spectral characteristics of signals as a function in time. The utility
of wavelet analysis is that it can provide not only the time-varying power spectrum, but also
the phase spectrum needed for computation of coherence.
Wavelet power spectrum, coherency and phase di¤erence
The concept of coherence is fundamental and quite important in all elds dealing with
uctuating quantities. It is often dened as the action or fact of cleaving or sticking together
(Oxfords English Dictionary). Correlation is dened as the relation of two or more time series,
so we could say that those series that are highly correlated are coherent. The degree of coherence
is a measure of how closely X and Y are related by a linear transformation. Thus, X and Y are
closely related by a linear transformation if and only if their degree of coherence is close to its
maximum value of unity. The two random variables X and Y are said to be completely coherent
if and only if jj = 1 and completely incoherent if and only if jj = 0, where  is the correlation
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coe¢ cient. As such, in time-series, the degree of coherence of two time series x(t) and y(t) with
zero time-average values is the magnitude of their temporal correlation coe¢ cient.
Coherence is considered to be equivalent to correlation. Though, there are important dif-
ferences between them. In coherences calculation the signal is squared, thus producing values
from 0 to 1. The polarity information is lost. By contrast, correlation is sensitive to polarity
and its values range from -1 to 1. Coherence for a single epoch is equal to 1 regardless the
true phase relationship and the di¤erences in power between the two signals. Over successive
epochs the coherence measure is dependent on power and phase of the two signals along the
epochs. No variation over time in the original relationship between the two signals means a
coherence value equal to 1 as well.
Coherence provides information about the stability of the true relationship between the two
signals with respect to power asymmetry and phase relationship and not direct information
about this relationship. Correlation, on the other hand, may be calculated over a single epoch
or over several epochs and a¤ected by phase, independently of amplitudes.
Coherence is a correlation measure that indicates how strongly the two variables are related
at business cycle frequencies. It ranges from 0 (no correlation) to 1 (perfect correlation). The
caveat is that this correlation may not be contemporaneous, but may involve a lead or a lag.
A measure of the magnitude of this lead or lag is the phase lead.
Dealing with discrete time series fxn; n = 0; :::; N   1g of N observations with a uniform
time step t, the integral in (2) has to be discretized, and the CWT of the time series fxng
becomes
W xm (s) =
tp
s
N 1X
n=0
xn


(n m) t
s

;m = 0; 1; :::; N   1
It is possible to calculate the wavelet transform using this formula for each value of s and
m but we can also identify the computation for all the values of m simultaneously as a simple
convolution of two sequences (Torrence and Compo (1998) and Aguiar-Conraria, Azevedo and
Soares (2008) provide more details on this). As also evidenced by these authors, when applying
the CWT to a nite lenght time series we inevitably su¤er from border distortions. This is due
to the fact that the values of the transform at the beginning and at the end of the series are
always incorrectly computed, involving missing values of the series which are then articially
prescribed. Given that the e¤ective support of the wavelet at scale s is proportional to s,
these edge e¤ects also increase with s. The region in which the transform su¤ers from these
edge e¤ects is called the cone of inuence. In this area results must be interpreted carefully.
Similarly to Torrence and Compo (1998) and Aguiar-Conraria, Azevedo and Soares (2008) the
cone of inuence will be dened here as the e-folding time of the wavelet at scale s, that is, so
that the wavelet power of a Dirac  at the edges decreases by a factor of e 2. For the Morlet
wavelet under analysis this is given by
p
2s:
The wavelet power spectrum is just jW xn j2. It characterizes the distribution of the energy
62
(spectral density) of a time series across the two-dimensional time-scale plane, leading to a
time-scale (or time-frequency) representation. The theoretical distribution of the local wavelet
power spectrum is given in Torrence and Compo (1998)
D
 
jW xn (s)j2
2x
< p
!
=
1
2
Pf
2
v
at each time n and scale s, where the value of Pf is the mean spectrum at the Fourier frequency
f that corresponds to the wavelet scales s

 1
f

and v is equal to 1 or 2, for real or complex
wavelets respectively. For more general processes we need Monte Carlo simulations.
The cross wavelet transform (XWT) of two time series xn and yn is dened as W xyn =
W xnW
y
n , where
 denotes complex conjugation and W xn and W
y
n are the wavelet transforms of
x and y respectively. Lets us dene the cross wavelet power as jW xyj. The complex argument
arg (W xy) can be interpreted as the local relative phase between xn and yn in the time frequency
space. The theoretical distribution of the cross wavelet power of two time series with background
power spectra P xk and P
y
k is given in Torrence and Compo (1998) as
D
 WXn (s)W Y n (s)
XY
< p
!
=
Zv (p)
v
q
PXk P
Y
k
where Zv (p) is the condence level associated with the probability p for a pdf dened by the
square root of the product of two 2 distributions. Therefore, the wavelet power spectrum can
be interpreted as depicting the local variance of a time series and the cross-wavelet power of
two times series depicts the local covariance between these series at each scale or frequency.
For more general data generating processes one has to rely on Monte Carlo simulations.
If we are interested in the phase di¤erence between the components of the two time series
we need to estimate the mean and condence interval of the phase di¤erence. The circular
mean of a set of angles (ai; i = 1; :::; n) is dened as
am = arg (x; y) with x =
NX
i=1
cos (ai) and y =
NX
i=1
sin (ai)
It is di¢ cult to calculate the condence interval of the mean angle reliably since the phase
angles are not independent. The number of angles used in the calculation can be set arbitrarily
high simply by increasing the scale resolution. However, it is interesting to know the scatter of
angles around the mean. For this we may dene the circular standard deviation as
s =
p
 2 ln(R=n)
where R =
p
(x2 + y2).
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The phase for wavelets show any lag or lead relationships between components, and is
dened as
x;y = tan
 1 I fW xyn g
R fW xyn g ; x;y 2 [ ; ]
where I and R are the imaginary and real parts, respectively, of the smooth power spectrum.
Phase di¤erences are useful to characterize phase relationships between two time series. A
phase di¤erence of zero indicates that the time series move together (analogous to positive
covariance) at the specied frequency. If x;y 2
 
0; 
2

then the series move in-phase, with the
time-series y leading x. On the other hand, if x;y 2
  
2
; 0

then it is x that is leading. We
have an anti-phase relation (analogous to negative covariance) if we have a phase di¤erence of
 (or  ) meaning x;y 2 ( 2 ; ] [ ( ; 2 ]: If x;y 2
 

2
; 

then x is leading, and the time
series y is leading if x;y 2
  ; 
2

:
Cross-wavelet power reveals areas with high common power. Another useful measure is how
coherent the cross wavelet transform is in the time frequency space. Following Torrence and
Compo (1998) we dene the wavelet coherency of two time series as
R2n(s) =
jS (s 1W xyn (s))j2
S
 
s 1 jW xn (s)j2

:S

s 1 jW yn (s)j2

where S is a smoothing operator in both time and scale. This denition closely resembles
that of a traditional correlation coe¢ cient, and it is useful to think of the wavelet coherence
as a localized correlation coe¢ cient in time frequency space. Without smoothing coherency
is identically 1 at all scales and times. We may further write the smoothing operator S as a
convolution in time and scale:
S(W ) = Sscale (Stime (Wn (s)))
where Sscale denotes smoothing along the wavelet scale axis and Stime smoothing in time.
The time convolution is done with a Gaussian and the scale convolution is performed with
a rectangular window (see Torrence and Compo (1998) for more details). For the Morlet
wavelet a suitable smoothing operator is given by
Stime (W ) js =

Wn (s)
 c
 t2
2s2
1

js
and
Sscale(W )jn = (Wn (s) c2(0; 6s)) jn
where c1 and c2 are normalization constants and  is the rectangle function. The factor of
0,6 is the empirically determined scale decorrelation length for the Morlet wavelet (Torrence
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and Compo, 1998). In practice both convolutions are done discretely and therefore the nor-
malization coe¢ cients are determined numerically. Since theoretical distributions for wavelet
coherency have not been derived yet, to assess the statistical signicance of the estimated
wavelet coherency, one has to rely on Monte Carlo simulation methods.
The cross-wavelet coherence gives an indication of the correlation between rotary compo-
nents that are rotating in the same direction as a function of time and periodicity. Coherences
near one show a high similarity between the time series, while coherences near zero show no
relationship. It can be dened as the ratio of the cross-spectrum to the product of the spectrum
of each series, and can be thought of as the local correlation between two CWTs.
Drawbacks for wavelets
Wavelets allow complex information to be decomposed into elementary forms at di¤erent
positions and scales and subsequently reconstructed at high precision, allowing us to analyze
the components of a non-stationary signal (dened as a signal where there is change in the
properties of the signal).
Despite their advantages, wavelet transforms also have some disadvantages. For example,
the transform obtained only has representations of the data at discrete number of resolution
levels, where each resolution level has a representation at approximately twice the frequency of
the previous level. Another problem is the choice of the wavelet basis, being the Morlet wavelet
and the Daubechies family of wavelets those that have been mostly applied in the nancial
literature, because this choice depends on the type of analysis to be performed, and we should
emphasize that this choice must bear a reasonable resemblance in form to the function or signal.
However, wavelet analysis provides an important tool for extracting information from nan-
cial data with applications ranging from short-term prediction, to the testing of market models
and the calculation of variance and hedge ratios in relation to specic time scales. Some of
these applications are to be shown in this thesis.
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Essay III
Hedging performance and multiscale
relationships in the German electricity spot
and futures markets
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Abstract
We explore optimal hedge ratios and hedging e¤ectiveness for the German electricity market.
Given the increasing attention that wavelets received in the nancial market, we concentrate on
the investigation of the relationship, covariance/coherence evolution and hedge ratio analysis,
on a time-frequency-scale approach (discrete and continuous), between electricity spot and
futures. Simpler approaches are also used for comparison purposes like the naïve, OLS and the
dynamic multivariate GARCH model in order to account for risk reduction through hedging.
Results allow us to conclude that: dynamic hedging strategies provide higher variance
reductions in terms of hedging e¤ectiveness; there is poor correlation among spot and futures,
not being homogeneous across scales, which condition the e¤ectiveness of the hedging strategy;
the long-horizon hedge ratio does not converge to its long run equilibrium of one. Wavelets
poor t in variance reduction is attributed to low coherence and to statistical relationships
between spot and futures electricity series.
The instability found in various aspects of market comovements may imply serious limita-
tions to the investors ability to exploit potential benets from hedging with futures contracts in
electricity markets. Moreover, much variation in the contemporaneous relationship among spot
and futures may highlight inadequacy in assuming (short-term) relationships in both markets,
which might account for the di¢ culty in achieving protable active trading.
Keywords: Dynamic Hedging; Static Hedging; Electricity Futures and Spot Prices; Dis-
crete and Continuous Wavelets; Optimal Hedge Ratio; Multivariate GARCH; Wavelet Coher-
ence and Phase
1 Introduction
Electricity markets are of considerable interest and challenging in terms of modeling and
hedging due to non-storability, strong seasonal uctuations, price spikes and their highly volatile
price behavior (Huisman, Huurman and Mahieu, 2007)17. Hedgers in these markets use futures
to reduce the risk from variations in the spot market (Torró, 2011; Zanotti, Gabbi and Geranio,
2010). Since futures are a derivative security from the spot market, it should be safe to say that
both are subject to the same impacts from market fundamentals, and that both series should
be highly cointegrated (or at least expected to).
We investigate the relationship between spot and futures contracts in the German electricity
market, EEX (European Electricity Exchange), in terms of covariance and coherence, while
analyzing hedge ratios at various time scales resorting to wavelet analysis. Wavelets are used
here in both discrete and continuous versions to examine the data at di¤erent time locations
17The authors provide an overview on (hourly specic) day-ahead price characteristics.
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and resolution levels, while comparing reconstructed price series based on di¤erent levels of
information detail. The ability to decompose nancial data at several time-scales is wavelets
main advantage.
Early studies assume a constant hedge ratio through time simply estimating it by using OLS
or a naïve strategy. However, given the time varying nature of covariance in many nancial
markets (Lee, 1999), this constancy assumption appears inappropriate (Lee and Leuthold,
1983). Afterwards, improvements appeared (Wang and Low, 2003) in the adoption of bivariate
GARCH frameworks, introducing dynamics to the analysis.
Traders make singular decisions at di¤erent time scales and the dynamic relationship struc-
ture of spot and futures will itself vary at di¤erent time scales associated with those di¤erent
investment horizons. In fact, the dynamics of commodity markets have always been inuenced
by the interactions of traders with di¤erent time horizons, which react to the arrival of new
information in an heterogeneous manner. Results attained here should be of interest to local
intraday traders, hedge managers, international investors, as well as monetary and regulatory
authorities, all of whom operate on very di¤erent time scales. Wavelets enable us to conclude
if scales are important contributors to the overall variability of a series, and lead us to explore
the hypothesis that decomposing both price series and hedge ratio into various time scales will
be helpful18.
Our empirical results show a weak feedback relationship between electricity spot and futures
markets regardless of time scales. While wavelet variance shows that the futures markets are less
volatile than the spot market, wavelet correlation varies over investment horizons and remains
very low. The magnitude of the correlation decreases as the wavelet time scale increases,
indicating that spot and futures markets are found to be fundamentally di¤erent and their
relation not homogeneous across scales. The economic interpretation may be that the arrival
of information in the market does not resolve price uncertainty in electricity markets. More
uncertainty is added, and over a longer amount of time the basis risk increases (Dewally and
Marriott, 2008). As such, the noise in the market does not tend to be canceled over time.
We also found higher comovement of spot and futures series at lower frequencies (high
scales). As such, heterogeneous trading needs to be considered in the analysis of spot and
futures price data in electricity markets and di¤erent hedging strategies also need to take into
account this di¤erent scale behavior. Given our ndings, if long-run adjustments were taken
out, short-run movements would be little correlated. As such, only with a considerable time
span spillovers are transmitted between markets.
Attained results show that dynamic hedging strategies provide higher variance reductions
in terms of hedging e¤ectiveness, as compared to those attained by static ones, given the poor
18Given previous empirical ndings favoring the use of wavelets (In and Kim, 2006a, 2006b), we are interested
to know if decomposing electricity series into di¤erent time scales provides additional hedging gains, which is
not conrmed by the empirical ndings presented here.
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correlation between spot and futures prices in electricity markets, and a very di¤erent volatile
behavior. In sum, low correlation between spot and futures prices conditions the e¤ectiveness
of the hedging strategy. As such, even if with poor gains in terms of hedging e¤ectiveness, the
MGARCH hedging strategy shows to be the most reliable among the others in terms of hedging
e¤ectiveness, at least for the German electricity market considered here, even better than using
wavelet analysis. As such, similar to Maharaj et al. (2008), we may say that econometric
sophistication does not boost hedging e¤ectiveness, but now used in electricity markets. These
results o¤er additional insights and allow us to understand the properties and characteristics
that shape e¤ectiveness of electricity futures, valuable for electricity hedgers.
The time variation pattern documented in this study may carry some important implications
for hedging. On one hand, the instability found in market comovements may imply serious
limitations to the investors ability to exploit potential benets from hedging with futures
contracts in electricity markets. On the other hand, much variation in the contemporaneous
relationships among spot and futures base prices may also highlight inadequacy in assuming
relationships in both markets, at least for the short-run, which might account for the di¢ culty
in achieving protable active trading.
The paper develops as follows. Section 2 presents previous theory and evidence about the
studied relationship between spot and futures prices and hedge e¤ectiveness. In section 3 the
hedge ratio and its e¤ectiveness are discussed. Section 4 presents research methods employed
in the empirical part of the work (other than the OLS and naïve hedge ratios): discrete and
continuous wavelet analysis and the multivariate GARCH BEKK model. In section 5 the
relevant data and empirical ndings are presented, while section 6 concludes this essay.
2 Theory and Evidence
Spot electricity markets deal with immediate delivery, while futures trade is based on deliv-
ery at some future point in time. Market conditions (continuous demand and supply balance,
for example) alongside a series of other factors (seasonality and outages, among others) are often
blamed for causing inherent uncertainties in electricity markets. Future (and forward) markets
are devised to provide hedging mechanisms to deal with these uncertainties. In a way, futures
reect markets expectations about future market conditions and therefore the gap between
spot and future prices is often used as a signal for describing general market conditions.
When we are in the presence of a non-storable commodity such as electricity, futures contract
valuation and its use for risk management purposes are even more di¢ cult. Cash-and-carry
arbitrage lacking ends up creating a looser relationship between spot and futures prices, es-
pecially when futures maturity increases (Torró, 2011). On the other hand, electricity spot
price behavior is characterized in a special way in the literature (jumps, high volatility, mean-
reversion, seasonalities, positive skewness, as well as heteroscedasticity; see Huisman, Huurman
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and Mahieu, 2007, for example). These e¤ects, combined, end up producing a lower than usual
correlation between spot and futures prices, and might produce a poor performance when
hedging spot price risk using futures contracts (Byström, 2003; Moulton, 2005; Torró, 2011).
Conclusions from existent studies measuring the e¢ ciency of futures markets vary consid-
erably. Reviewed literature shows no uniformity regarding results provided by the accessible
measuring methods, while the selected method can slightly bias the results (Zanotti, Gabbi and
Geranio, 2010). More advanced models tend to conrm market e¢ ciency but older ones may be
prone to reject it. In general, it seems that commodity, energy and even power markets are not
especially e¢ cient (STEM, 2006). Avsar and Goss (2001) study market e¢ ciency for the PJM
(Pennsylvania, New Jersey and Maryland) and the California Power Markets and cannot reject
the e¢ cient market hypothesis for the period July 1998 March 1999, although they cannot
accept it for the whole data period. For the same PJM electricity market, Longsta¤ and Wang
(2004) perform an empirical analysis with hourly data on spot and day-ahead forward prices.
They nd that forward risk premia vary systematically through the day and are related to
agents measures of economic risk like volatility of unexpected changes in demand, spot prices
and total revenues.
Although it seems logical to assume that there are several time periods in decision making,
economic and nancial analysis have been restricted to at most two time scales (the short and
the long run), due to the lack of analytical tools to decompose data into more than two time
scales (Kim and In, 2005). Bierbrauer et al. (2007) use spot and futures price data from
the German EEX power market to test the adequacy of various one and two-factor models
for electricity spot prices. For short and medium term periods their results underpin the
frequently stated hypothesis that electricity futures quotes are consistently greater than the
expected future spot, a situation denoted as Contango. Worthington and Higgs (2004) found
signicant innovation and volatility spillovers between futures and spot market indices for
Australian electricity regions, conrming the presence of strong ARCH and GARCH e¤ects.
Also, Shawky, Marathe and Barret (2003) investigate the statistical properties of wholesale
electricity spot and futures prices traded on the New York Mercantile Exchange (NYMEX)
for delivery at the California-Oregon Border. By using daily data they nd that many of the
characteristics of the electricity market can be viewed to be broadly consistent with e¢ cient
markets using a GARCH specication to estimate minimum variance hedge ratios.
Without resorting to wavelets, several have been the attempts to model the hedge ratio
in the literature of commodities. Moschini and Myers (2002) assumed that the investor takes
out futures positions and holds the positions for a week. At the end of the week, the investor
reevaluates the futures position and chooses a new hedge ratio for the following week. Hence,
the hedge ratio must be adjusted every week to reect time varying volatility. They reject the
null of a constant hedge ratio and that time variation in the optimal hedge ratio can solely be
explained by deterministic seasonality and time to maturity e¤ects, using weekly corn cash and
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futures prices, developing modied BEKK parameterization for the Bivariate GARCH (q,r)
model. Ripple and Moosa (2007) examine the e¤ect of the maturity of the futures contract
used as the hedging instrument on the e¤ectiveness of futures hedging, using daily and monthly
data on the WTI crude oil futures and spot prices (NYMEX). They use as measures of hedging
e¤ectiveness the near-month contract and the six-month contract, to conclude that futures
hedging is more e¤ective when the near month contract is used, and that hedge ratios are lower
for near-month hedging. Dewally and Marriott (2008) adopt a sample reduction technique to
analyze short and long run hedging in base metal markets, nding that the short run hedge
ratio and hedging e¤ectiveness increase with the hedging horizon and that the long term horizon
limit to the optimal hedging ratio is not converging to one but is slightly higher.
Although the appropriate way to calculate hedge ratios remains a controversial issue in the
literature, the major methodologies for hedging with futures contracts have been OLS, VAR,
VECM and multivariate GARCH (MGARCH) (Moschini and Myers, 2002; Moulton, 2005;
Torró, 2011; Huisman, Mahieu and Schlichter, 2009; among others).
Regarding European Power Markets, the largest number of studies exist for Nord Pool, the
most developed power market in Europe since its foundation in 1993 (Byström, 2003). Byström
concludes that traditional simple price hedging models are almost equally e¢ cient as the most
advanced ones. Therefore, hedging at Nord Pool (or whatever power futures markets) does
not requests more advanced models than other nancial markets though underlying product
features di¤er noticeably from other nancial or commodities products. Torró (2011) obtained
an acceptable performance by increasing hedging duration and closing futures positions as near
as possible to their nal settlement, using weekly futures contracts and weekly spot prices
(the average spot price for the 7 days in the week) for the period from 1998 to 2007 in the
Scandinavian (Nord Pool) electricity market. In Moulton (2005), the underlying spot to the
Californian futures was the average of peak hours spot prices in a month. On the other hand,
Byström (2003) uses weekly spot price risk, hedged with weekly futures using only one-week
hedges duration for the NordPool market. The intention was to study the short term hedging
performance (one-week holding period), and since short-term future contracts are more liquid
as well as more correlated with the underlying spot prices than the longer term contracts,
futures with three weeks left to maturity are chosen for the hedging investigations. Zanotti,
Gabbi and Geranio (2010) estimate optimal hedge ratios through OLS, naïve and multivariate
GARCH models for the German, French and Scandinavian electricity markets to conclude that
the choice of the hedge ratio estimation model is crucial on determining hedging e¤ectiveness,
using monthly contracts.
Connor and Rossiter (2005) point out that, in the context of commodity markets, long-
horizon traders will essentially focus on price fundamentals that drive overall trends, whereas
short-term traders will primarily react to incoming information within a short-term horizon.
Hence, market dynamics in the aggregate will be the result of the interaction of agents with
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heterogeneous time horizons. Most of the empirical studies ignore the dependence of the optimal
hedge ratio on the hedging horizon even though individuals and institutions, which use futures
contracts for hedging purposes, do not have the same hedging horizon (Lien and Shrestha,
2007).
The present work di¤ers from previous ones about hedging in electricity markets since
we examine the relationship between spot and futures electricity markets over various time
horizons using a recent empirical technique, at least for nancial applications, wavelet analysis,
thus employing a di¤erent testing methodology compared with previous studies that investigate
spot and futures electricity markets relationships.
Applying continuous wavelet analysis to examine these factors has at least three salient
features. First, the main advantage of using wavelet analysis is the ability to decompose the
data into several time scales (investment horizons). Owing to the di¤erent decision making
time scales among traders, the true dynamic structure of the relationship between the spot
and futures electricity markets itself will vary over di¤erent time scales associated with those
di¤erent horizons. Although it has been recognized that there are several time periods in
decision making, most of the nancial analyses have been restricted to at most two time scales:
the short and the long run. Second, wavelet covariance decomposes the covariance/correlation
between two stochastic processes over di¤erent time scales which allows us to examine it. Third,
cross-wavelet coherency-phase analysis allows analyzing transient dynamics for the association
between two time series. Wavelet analysis provides a way to investigate the relationship between
spot and futures returns, as well as the estimation of the hedge ratio on a time scale-by-scale
basis. This allows the estimation of the hedge ratios for di¤erent hedging horizons, while by
using the wavelet coherence we are able to analyze the existent patterns between spot and
futures prices at di¤erent time scales. Moreover, wavelet analysis does not su¤er from the
sample reduction problem faced by Chen, Lee and Shrestha (2004) and later recognized by
Lien and Shrestha (2007), when matching the data frequency to the hedging horizon.
While becoming popular, Wavelet analysis has been used to study a number of issues like the
relation between stock returns and economic activity (Gallegati, 2008), to study stock market
comovements (Madaleno and Pinho, 2011b) or even electricity markets comovements (Pinho
and Madaleno, 2011b), the relation between nancial variables and real economic activity (Kim
and In, 2005), the relation between stock and futures returns for several markets (In and Kim,
2006a, 2006b), the study of the CAPM model (Aktan et al., 2009); and the relation between
economic variables in the macro economy and the e¤ects of monetary policy (Conraria, Azevedo
and Soares, 2008). Studies using wavelet analysis that were applied to stock and future returns
tend to favor the use of wavelet analysis, like those of In and Kim (2006a, 2006b), and Aktan et
al. (2009). However, Maharaj et al. (2008), using wavelet analysis applied to hedge ratios, show
that on the basis of the variance ratio test and variance reduction, econometric sophistication
does not boost hedging e¤ectiveness. Their study was performed using data from crude oil,
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soybeans and the S&P500 index.
A few studies that consider the e¤ect of the length of the hedging horizon on the optimal
hedge ratio include those by Ederington (1979), Malliaris and Urrutia (1991), Geppert (1995)
and Lien and Tse (2000, 2002). These studies nd that within-sample hedging e¤ectiveness
tends to increase as the investment horizon increases. However, all these studies, except Geppert
(1995), consider only two to three di¤erent hedging horizons. By opposition, Chen, Lee and
Shrestha (2004), In and Kim (2006, 2006a), Fernandez and Lucey (2007) and Fernandez (2008),
all rely on hedging performance at di¤erent time scales using nancial and commodities futures,
but none of these studies has been applied to electricity markets. For example, Lien and
Shrestha (2007) estimate optimal hedge ratios for di¤erent horizons for 23 di¤erent futures
contracts using wavelet analysis. They conclude that the performance of the wavelet hedge
ratio improves with the increase in the length of the hedging horizon. Chen, Lee and Shrestha
(2004), when matching the data frequency to the hedging horizon, found that almost all of the
total return variance (more than 90%) can be attributed to shorter time scales, which holds
for both spot and futures returns. Moreover, Geppert (1995) nds that correlation between
cash and futures increase as we move from high to low frequency. To justify this he argues
that given a cointegrating relationship between spot and futures prices, which is made up of
both permanent and transitory components, over longer horizons the permanent component ties
futures and spot prices together while the e¤ect of the transitory component becomes negligible.
Therefore, most of the previous studies of wavelets applied to hedge ratio estimation conclude
that the optimal hedge ratio increases in line with the time horizon and tends to approach the
naïve hedge ratio which is 1: This means that the investor would sell a larger number of futures
contracts to achieve the optimal hedge ratio as the frequency of the hedge increases (Geppert,
1995; Cotter and Hanly, 2010). But this would have implications on the cost of the hedging
strategy, which increases with scales (in this sense, hedging a single 20-day period would be
more expensive than a single 1-day period). We show here that the same does not apply to
electricity markets.
In sum, the present study distinguishes from previous ones in at least four aspects. First,
we apply wavelet analysis to study electricity spot and futures returns on a scale-by-scale basis,
which has been revealed to be useful given the di¤erent time investment horizons and hedging
decisions among traders. Second, we wanted to see if previous empirical ndings for index and
commodities markets were similar or not to electricity given its special characteristics. Third,
given the usefulness of wavelet analysis we wanted to examine the lead-lag relationship between
spot and futures electricity markets, and extend previous analysis to more than just two time
scales (short and long-run). Finally, we want to check if the estimation method has a signicant
e¤ect on risk reduction and hedging e¤ectiveness.
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3 The hedge ratio and its e¤ectiveness
In this section we present the adopted hedge ratio and hedging e¤ectiveness measure. To
derive the minimum variance (MV) ratio, suppose an individual has taken a xed position
in some asset and that this person is long one unit of the asset. Let ht represent the short
position taken in the futures market at time t under the adopted hedging strategy. Ignoring
daily resettlement, the hedgers objective within this framework is to minimize the variance of
the change in the value of the portfolio:
MinV ar(ht) = V ar (St   htFt) = V ar (St) + h2V ar (Ft)  2htCov (St;Ft)
where ht is the change in the value of the hedge portfolio during time t, St = St+1 St and
Ft = Ft+1   Ft the changes in the log of the spot and futures prices at time t, respectively,
and ht is the optimal hedge ratio.
Suppose the hedger decides to pursue a hedging strategy. The optimal hedge is then deter-
mined by di¤erentiating the last expression (Hull, 2006) with respect to ht,
ht =
Cov (St;Ft)
V ar (Ft)
This corresponds to the conventional hedge ratio, when changes in both spot and futures
prices are homoskedastic. The use of ht assumes that the covariance and variance of futures
returns remain constant over time. We consider only the Minimum Variance (MV) hedge ratio
given that most of the existing studies analyze the MV hedge ratio, which will also allow us
to do comparisons. Finally, it can also be shown that, under some normality and martingale
conditions, most of the hedge ratios based on other criteria (expected utility, extended mean-
Gini coe¢ cient, and generalized semi-variance) converge to the MV hedge ratio (Chen, Lee and
Shrestha, 2001).
We consider the degree of hedging e¤ectiveness, proposed by Ederington (1979), measured
by the percentage reduction in the variance of spot price changes. Therefore, the degree of
hedging e¤ectiveness, denoted as EH, can be expressed as
EH =
V ar (St)  V ar (ht)
V ar (St)
= 2sf;t
where 2sf;t is the square of the correlation between the change in spot and futures prices.
4 Research methods
On the previous essay we had discussed wavelets, and we will do it also here providing more
details on the method employed but for hedging purposes.
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Simple and widely used approaches to compute the hedge ratio are the naïve one-to-one and
ordinary least squares (OLS). The naïve hedge ratio consists of taking an equal and opposite
position in futures relative to the position in the spot, whereas the OLS-based hedge ratio is
obtained from a linear regression model. Both routes assume that the hedge ratio will remain
constant through time. However, for the past 20 years, the nance literature has reported
the existence of time-varying (conditional) volatility. Hence, recent studies have resorted to
GARCH-type (Gagnon, Lypny and McCurdy, 1998; McMillan, 2005) and stochastic volatility
models (Lien and Wilson, 2001) to characterize the behavior of hedge ratios over time. A novel
approach, also aimed at capturing the time-varying nature of a hedge ratio, is wavelet analysis
(In and Kim, 2006a, 2006b; Lien and Shrestha, 2007). It may be that price volatility at di¤erent
time scales will be key to pricing derivative instruments linked to commodity prices (Dewally
and Marriott, 2008).
4.1 Wavelet analysis
Wavelets are relatively new signal processing techniques (Percival and Mofjeld, 1997; Perci-
val and Walden, 2000; and Gençay, Selçuk and Witcher, 2002) in economics and nance, taking
their roots from ltering methods and Fourier analysis. But wavelets combine information from
the time-domain and frequency-domain, being very exible and do not make strong assump-
tions concerning the data generating process for the series under investigation. In wavelet
analysis, we settle on the Maximal Overlap Discrete Wavelet Transform (MODWT) based on
the Daubechies least asymmetric wavelet lter of length 8 (LA(8)), decomposing our data up
to level j=619. Daubechies family of wavelets has compact support, which is an important char-
acteristic allowing wavelets to more parsimoniously describe functions with cusps and spikes
(Lien and Shrestha, 2007).
For a given integer J (which represents the level of resolution), the basis functions j;k are
obtained through scaling and translation of wavelet (t) (known as the mother wavelet) as
follows
j;k(t) = 2
 j=2

t  2jk
2j

;Z
 (t) dt = 0; j = 1; 2; :::; J
where j = 2j represents scaling, k represents translation (or shift), and t represents time.
Therefore, basis functions are double sequences of functions. This allows us to visualize the
process in a way which is not possible using other transform techniques.
There are two types of discrete wavelet transforms: The discrete wavelet transform (DWT),
which uses orthonormal transformation of the original series; and the MODWT. Unlike DWT,
19To capture the annual seasonality behavior of electricity spot prices, a length of 64 weeks is enough.
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MODWT involves a highly redundant non-orthogonal transformation and leads to J transform
coe¢ cient vectors each of length N , where N is not required to be an integer multiple of 2.
The maximum J allowed should be the largest integer less than log2(N), where N is the sample
size.
Given the mentioned method, we can decompose the spot return series (St) and futures
return series (Ft) into di¤erent time scales as follows:
St = B
S
J;t +D
S
J;t +D
S
J 1;t + :::+D
S
1;t
Ft = B
F
J;t +D
F
J;t +D
F
J 1;t + :::+D
F
1;t
These equations represent a decomposition of a series x(t) into di¤erent series each associ-
ated with a di¤erent time scale, while here x(t) = fSt;Ftg. This process of decomposition is
referred to a multi-resolution analysis (MRA). By applying OLS we can estimate J regressions
using the J decompositions: DSj;t = j;0+j;1D
F
j;t+"j. Then, the minimum variance hedge ratio
associated with the jth time scale is given by the estimate of j;1. In the present work we use
weekly data, therefore, the time scale 1 represents 2 weeksinterval, 2 represents 4 weeks
interval, and so on.
With the MODWT wavelet transformation, if a series of length T = 64 (more than one
year in weeks) is considered, there would be 64 wavelet coe¢ cients at each scale. Retaining all
possible times at each scale in MODWT decomposition has the advantage of retaining the time
invariant property of the original series.
High frequency components describe the short-term dynamics while low-frequency compo-
nents represent the long-term behavior of the series. Lowest scales will mimic the short-term
uctuations of the original time series. The upper scales of the data will be associated with the
trend components of the spot and futures prices, and, therefore, such scales will be relevant to
investors with longer term horizons. By contrast, the lower scales will be the focus of interest
of investors with short-term horizons.
The MODWT can also be used to dene an analog of the variance of a time series. The
MODWT can be used to compute unbiased estimators of the variance, covariance and correla-
tion parameters. For a sample of size N and a wavelet lter of length L, the wavelet variance
2x (j), 
2
x (j) =
1
2j
V ar (dj;t) can be estimated by e2x (j) where e2x (j) = 1eN N 1P
t=Lj 1
ed2j;t and
dj;t are the jth level MODWT coe¢ cients. As might be expected, an estimator for the wavelet
covariance, x (j) =
1
2j
Cov (d1;j;t; d2;j;t), of Xt = (x1;t; x2;t) = (St;Ft) = (st; ft) for scale j
is ex (j) = 1fNj N 1Pt=Lj 1ed21;j;t ed22;j;t, where d1;j;t and d2;j;t are the jth level MODWT coe¢ cients cor-
responding to x1;t and x2;t series, respectively. The above estimates are invariant with respect
to circular shifts of the time-series. The estimates for the wavelet variance and covariance can
be used to estimate the wavelet correlation. In particular, ex (j) = ex(j)e1(j)e2(j) is an unbiased
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estimator of the wavelet correlation. As with the usual correlation coe¢ cient between two
random variables, jex (j)j < 1. The wavelet correlation is analogous to its Fourier equivalent,
the complex coherency (Gençay, Selçuk and Whitcher, 2002).
Finally, given the wavelet variance and covariance between two series, the minimum variance
hedge ratio at scale j can be calculated using
hdj =
ex (j)e22 (j)
In this specication, hdj indicates the wavelet multiscale hedge ratio, which can be varying
depending on the wavelet scales (or investment horizons).
4.2 Continuous time wavelets
There are two classes of wavelet transforms; the continuous wavelets transform (CWT) and
its discrete counterpart (DWT). The DWT is a compact representation of the data and is
particularly useful for noise reduction and data compression whereas the CWT is better for
feature extraction purposes. To further analyze the relationship between electricity prices the
continuous wavelet transform is also used. In this part of the work we also decompose the data
series up to level 8.
The continuous wavelet transform, with respect to the wavelet , is a function Wx (s; )
dened as:
Wx (s; ) =
Z 1
 1
x(t)
1p
s


t  
s

dt
where  denotes the complex conjugate form. Wavelet coe¢ cients are given by this transfor-
mation. The mother wavelet  (:) serves as a prototype for generating other window functions.
The term translation,  , refers to the location of the window (indicating where the wavelet
is centered). As the window shifts through the signal, the time information in the transform
domain is obtained. The term scaling, s, refers to dilating (if jsj > 1) or compressing (if jsj < 1)
the wavelet (controls the length of the wavelet).
The Morlet wavelet allows good identication and isolation of periodic signals, as it provides
a balance between localization of time and frequency (Grinstead, Moore and Jevrejeva, 2004).
This is a complex wavelet, as it yields a complex transform, with information on both amplitude
and phase, essential for studying synchronisms between di¤erent time series. TheMorlet wavelet
in its simplied version is dened as:
(t) = 
  1
4 eite 
t2
2
The wavelet transform performs what is called time-frequency analysis of signals. In other
words, it can estimate the spectral characteristics of signals as a function in time. Dealing with
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discrete time series fxn; n = 0; :::; N   1g of N observations with a uniform time step t, the
integral of Wx (s; ) has to be discretized, and the CWT of the time series fxng becomes
W xm (s) =
tp
s
N 1X
n=0
xn


(n m) t
s

;m = 0; 1; :::; N   1
As evidenced by Torrence and Compo (1998), Percival and Walden (2000) and Conraria,
Azevedo and Soares (2008), when applying the CWT to a nite length time series we inevitably
su¤er from border distortions. This is due to the fact that the values of the transform at the
beginning and at the end of the series are always incorrectly computed, involving missing values
of the series which are then articially prescribed. The region in which the transform su¤ers
from these edge e¤ects is called the cone of inuence, and as such results in this area must be
interpreted carefully.
The wavelet power spectrum can be interpreted as depicting the local variance of a time
series and the cross-wavelet power of two times series depicts the local covariance between these
series at each scale or frequency. For more general data generating processes one has to rely on
Monte Carlo simulations.
The phase for wavelets shows any lag or lead relationships between components, and is
dened as
x;y = tan
 1 I fW xyn g
< fW xyn g ; x;y 2 [ ; ]
where I and < are the imaginary and real parts, respectively, of the smooth power spectrum.
Phase di¤erences are, therefore, useful to characterize phase relationships between two time
series. For a complete interpretation of the di¤erence of phase between the analyzed series we
suggest the reading of Barbosa and Blitzkow (2008, pp. 28-29) who interpret the meaning of
the phase angels, and Conraria, Azevedo and Soares (2008). The vectors in the cross-wavelet
coherency indicate the phase di¤erence between the two series. However, we need to know
which of the time series is processed rst for the scheme to be valid. In the present work,
pictures show the cross-coherency between two series. The name of the series presented rst is
our rst series, the other one being the second we consider.
The concept of coherence is fundamental and quite important in all the elds dealing with
uctuating quantities. Given that correlation is dened as the relation of two or more time
series, we could say that those series that are highly correlated are coherent. The degree of
coherence is a measure of how closely X and Y are related by a linear transformation. Thus,
X and Y are closely related by a linear transformation if and only if their degree of coherence
is close to its maximum value of unity. The two random variables X and Y are said to be
completely coherent if and only if jj = 1 and completely incoherent if and only if jj = 0, where
 is the correlation coe¢ cient. The caveat is that this correlation may not be contemporaneous,
but may involve a lead or a lag. A measure of the magnitude of this lead or lag is the phase
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lead.
In time-series, the degree of coherence of two time series x(t) and y(t) with zero time-
average values is the magnitude of their temporal correlation coe¢ cient. Coherence provides
information about the stability of the true relationship between the two signals with respect to
power asymmetry and phase relationship and not direct information about this relationship.
Correlation, on the other hand, may be calculated over a single epoch or several epochs and be
a¤ected by phase, independently of amplitudes.
Following Torrence and Compo (1998) we dene the wavelet coherency of two time series
as
R2n(s) =
jS (s 1W xyn (s))j2
S
 
s 1 jW xn (s)j2
 S s 1 jW yn (s)j2
where S is a smoothing operator in both time and scale.
The cross-wavelet coherence gives an indication of the correlation between rotary compo-
nents that are rotating in the same direction as a function of time and periodicity. Coherences
near one show a high similarity between the time series, while coherences near zero show no
relationship.
4.3 Multivariate GARCH model
When static hedging strategies are used (like OLS and naïve strategies), each moment the
agent faces decision whether to hedge with the current future price estimate or wait for new
information. When we refer to static hedging we mean that once the hedge is created it is not
changed after that. So, static hedging means that the hedge ratio h remains constant over time.
The static hedging strategy determines the equilibrium point or neutral point of the dynamic
hedging strategy, but when the position taken in derivatives changes over time, the hedging
strategy is dynamic. MGARCH models are used to capture the time-varying dynamic behavior
between both series. It is developed to examine the joint processes relating spot and futures
returns.
We will assume that the market is incomplete; therefore not all the risks are hedged through
trading the underlying spot. If the market was complete, given su¢ cient initial capital, all
claims could be replicated by trading the spot dynamically. Static derivatives hedges do not
add anything to dynamic hedges in complete markets, but of course they are very valuable
tools in realistic incomplete market models, where there may exist risk factors that cannot be
eliminated just by dynamic trading of the underlying spot. By incorporating static hedges, we
enlarge the set of feasible hedging strategies that the investor can choose from and allow for a
better hedging performance.
In terms of dynamic hedging strategies, Bollerslev, Engle and Wooldridge (1988) generalized
the univariate GARCH to a multivariate dimension to simultaneously model the conditional
variance and covariance of two interacted series. This multivariate GARCH model is thus
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applied to the calculation of dynamic hedge ratios that vary over time based on the conditional
variance and covariance of the spot and futures prices. Engle and Kroner (1995) present various
MGARCH models with variations to the conditional variance-covariance matrix of equations.
Generalized from GARCH(1,1), a standard M-GARCH(1,1) model is expressed as:264 hss;thsf;t
hff;t
375 =
264 css;tcsf;t
cff;t
375+
264 a11 a12 a13a21 a22 a23
a31 a32 a33
375
264 "
2
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"s;t 1"f;t 1
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where hss, hff are the conditional variance of the errors ("s;t; "f;t) from the mean equations,
where:
"tjt 1  BN (0; Ht)
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Karolyi (1995) suggests that the BEKK (Baba, Engle, Kraft and Kroner) model allows
the conditional variance and covariance of the spot and futures prices to inuence each other,
and, at the same time, does not require the estimation of a large number of parameters to be
employed. The model also ensures the condition of a positive semi-denite conditional variance-
covariance matrix in the optimization process which is a necessary condition for the estimated
variance to be zero or positive. The BEKK parameterization for the MGARCH(1,1) model is
written as:"
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where hss;t, hff;t and hsf;t are the conditional variance and covariance of the errors ("st; "ft) from
mean equations. Conditional variance and covariance only depend on their own lagged squared
residuals and lagged values. The MGARCH model incorporates a time-varying conditional
covariance and variance between the spot and futures prices and hence generates more realistic
time-varying hedge ratios.
As an alternative empirical distribution to the normal one we will also use the bivariate
t student distribution in the multivariate-GARCH BEKKmodel used here "tjt 1  t (0; Ht; v)
where v is the degrees of freedom parameter of a conditional bivariate t student distribution.
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Bivariate GARCH modeling allows to model not only the conditional second moments, but
also the cross moments, with special relevance, in our case, to the contemporaneous covariance
between electricity spot and futures. Thats why the conditional, on time t   1 available
information, error term vector follows a bivariate normal law, and for comparison purposes also
a bivariate t distribution, being Ht the positive denite variance covariance matrix dependent
on time, "tjt 1  t (0; Ht; v), where v is the degrees of freedom parameter of a conditional
bivariate t student distribution.
5 Data and Empirical Results
We use German electricity spot and futures prices from the European Electricity Exchange
(EEX) in Leipzig. Our data is composed of daily closing prices for each series obtained directly
from EEX.
In the spot market, hourly power contracts are traded daily for physical delivery in the next
24 hour period, being this price known as the system price. EEX also trades electricity futures
and options. At the moment, the most important are: monthly, quarterly and yearly futures all
based on peak and base data, traded by both hedgers and speculators. The settlement of futures
can take place either in cash or physical delivery according to their contract specications20.
From a liquidity perspective only the cash settled futures can be considered liquid. That is why
we only take these into consideration. The present study focuses on monthly futures, taking
one price per day, using base21 data for futures contracts.
We transform the available data into weekly German returns. We do this for three reasons.
First the data is more stable than daily data. Second, various studies suggest that weekly
hedges are more e¢ cient than daily hedges. Third, EEX has only started trading week future
contracts very recently, which does not allows us to have enough data to apply. Butterworth and
Holmes (2001) found that increasing hedging period length from daily to weekly and monthly
increased the hedging e¤ectiveness. Also, Avci and Çinko (2010) ndings for the Turkish index
indicate that future weekly hedge periods are more e¤ective than daily hedges in terms of risk
reduction criteria. Previously, Malliaris and Urrutia (1991) found that hedging horizon and
data frequency are important in hedging e¤ectiveness. While Benet (1992) states that short
hedging periods were more e¤ective, Ripple and Moosa (2007) found that the use of the most
recent contract was more e¤ective than the use of more distant contracts.
The data period analyzed is from 18 June 2004 until 15 July 2009. For the German electricity
20Physical settlement occurs in the German Base Load Future, the German Peak Load Future, the French
Base Load Future and the French Peak Load Future. Cash settled futures are the Phelix Base Future and the
Phelix Peak Future.
21As previously mentioned, "Base data" is the average daily price for the 24 hours in the day. As such, a
base contract ensures delivery around the clock and a peak contract delivery between 8 am and 8 pm (see EEX
website for more details).
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market 6 monthly futures contracts can be traded daily22. However, similar to Ripple andMoosa
(2007) we use only the near-month and the six-month contract in the EEX market, allowing us
to construct 2 di¤erent futures data series. For the spot, only one price per week (the base price
for that week) was considered. In the empirical application futures with di¤erent maturities
(1 and 6 months base data, B1 and B6, respectively) are considered to hedge the spot price
variation and a unique hedging length is considered: one week. Similar to us, Zanotti, Gabbi
and Geranio (2010) use as hedging instruments futures contract with 1 month to expiration,
being the shorter term instruments available. However, short term instruments are generally
more liquid than long term ones and more correlated with the underlying spot. To create a
time series of futures prices and avoid delivery or thin markets e¤ect we roll over to the next 1
(6) month futures contract 1 week before the expiration of the previous future contract.
Among the European electricity markets, the German electricity market is one of the biggest
by number of participants and generation capacity. It is centrally located in the heart of Europe,
with wires and pipes connected to other European countries. Germany, in contrast to most
of its neighbors, opened its market fully to competition at once, ending an era of regional
monopolies protected by demarcation agreements (only 30% share of the largest generator in
2008). It is fully regulated and can already claim to be truly pan-European, with the majority
of its members based outside Germany.
The spot market, with physical fulllment on the following day, is operating since 15 June
2000. The daily auction takes place at 12:00 noon every day with results made available from
12:40 a.m. The auction market provides the possibility of placing purchase and sale bids for
single hours and block bids. The European Energy Exchange AG (EEX) was founded in 2002
as a result of the merger of the two German power exchanges Leipzig and Frankfurt.
EEX currently operates spot and derivatives markets in power, CO2 emission allowances
(2005) and coal, whereas gas trading began in 2007. In May 11, 2001, block contracts were
introduced, and at the beginning of 2002, futures market on the spot starts operating. Futures
trading in EU emission allowances started on the 4th October 2005, but coal futures contracts
were introduced solely in 28 April, 2006.
The futures market o¤ers derivative products that do not comprise physical settlement of
electricity during the delivery period. These are primarily used as hedging instruments against
market uncertainties, and those that we are interested in analyzing. The underlying of these
futures contracts is the so called Phelix Index (Physical Electricity Index) that is calculated
from spot market prices on a daily basis. Depending on the corresponding products on the spot
market, the index distinguishes between base load and peak load. The Phelix base day price
is an equally weighted average of all 24 hourly spot prices for that particular day. The Phelix
base month price is the mean of all Phelix base day prices of that month23. These arithmetic
22The 9 months futures trading possibility is very recent.
23Thus a month future ensures for example the delivery of electricity with a constant around the clock delivery
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averages over a specic period are the reference prices in all cash settlement calculations at
expiration of derivative contracts. The delivery period species the Phelix Index that serves as
underlying. For example, in the case of Phelix base month futures with maturity in December
2005, the reference price at maturity is the value of the Phelix base month index in December
2005.
Phelix Futures are available as base load and peak load contracts each in the form of week,
month, quarter and year futures, while o¤-peak contracts are provided in the form of month,
quarter and year futures. Contract volumes range from 60 MWh for the smallest peak week
contract and 8,784 MWh for the biggest base load year contract (see the EEX website for more
details on these contracts). The delivery rate amounts to 1 MW per contract, independently
of its type.
One more characteristic that distinguishes electricity futures from traditional nancial fu-
tures is the fact that year and quarter futures are cascaded into the respective quarter or month
futures, which occurs three exchange trading days before the beginning of delivery. However,
month futures, whose appearance was older to that of week futures, remain tradable during the
delivery month until nal settlement is e¤ected on the basis of the corresponding month index
at the end of the month. Notice that we are only considering the Phelix Month Future, which
is settled nancially during the delivery month, on this essay. Physical delivery of power on
the spot market is only available to trading participants admitted to the day-ahead auction in
the German/Austrian market area24 on EPEX Spot SE.
The transfer of the clearing activities to the subsidiary European Commodity Clearing AG
(ECC) in 2006 constituted the rst step in the process of systematic spin-o¤s and partnerships
reected on EEX corporate structure. The spin-o¤ of power spot and derivatives trading into
separate companies took place in 2007 and 2008.
In the eld of power trading EEX cooperates with the French Powernext SA. EEX holds
50% of the shares in the joint venture EPEX Spot SE based in Paris which operates short-term
trading in power the so-called Spot Market for Germany, France, Austria and Switzerland.
German and French power derivatives trading is concentrated within EEX Power Derivatives
GmbH, a majority-owned EEX subsidiary with headquarters in Leipzig, created in a cooper-
ation between EEX and Powernext recently (2010). Clearing and settlement for all spot and
derivatives transactions on power are provided by ECC, which has already been settling the
natural gas transactions traded on Powernext since November 2008.
rate of 1 MW on any delivery day of a calendar month (base) or an all delivery days from Monday until Friday
from 8 am to 8 pm (peak).
The Phelix Base and Phelix Peak Index are the underlying for the cash settled base and peak future, respec-
tively. In the case of futures with nancial settlement (cash settlement) - the Phelix Futures - the buyer and the
seller agree to settle the price di¤erence between the price agreed on and the future market price for a power
delivery of a certain quantity, with a certain load prole and place of delivery with a certain period of delivery
in the future in cash upon the conclusion of the transaction.
24There exists also the German/France and the German/Switzerland market areas.
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From an economic point of view it is clear, that derivatives with long delivery period are less
volatile than those with short delivery, since the arrival of news such as temperature, outages,
fuel price shocks, etc. inuence usually only particular months of the year and will average out
in the long run with opposite news for other months. This is called term-structure of volatility
and is present in most power futures markets.
Liquidity is important when analyzing data on electricity markets since electricity exchanges
are wholesale markets and the number of market participants is limited. Two measures of
liquidity can be used for future markets: the open interest and the traded volume. As discussed
and analyzed in Pietz (2009), open interest averaged 28 TWh in 2002 and 356 TWh in 2008,
an astonishing increase of open interest of almost 1300 percent in six years, speaking for a
liquid and well developing market. As for the number of traded contracts a typical pattern
may be observed. Trading mainly takes place in futures with short time-to-delivery. As such,
the maximum in traded contracts is reached in the days just before the start of the delivery
period and decreases thereafter.
Table 1: Summary statistics for spot and futures returns
Variable Mean St.dev. (%) Variance (%) Skewness Kurtosis
Spot 0.089 21.06 4.435 74.31 2044.36
FB1 0.072 2.94 0.086 444.11 16098.50
FB6 0.088 3.28 0.108 140.66 1975.43
FB1and FB6 stand for Future Base data for 1 and 6 months, respectively, while St.dev. stands
for standard deviation. Values presented are in percentage terms.
Both future returns and spot returns have means very close to zero, and we may say that the
unconditional distribution of spot returns and futures are non-normal as evidenced by skewness
and high excess kurtosis. Table 1 evidences the existent di¤erences between electricity spot and
futures returns in the German market, and is mostly visible by the highly di¤erent volatility
values, as measured by standard deviation.
If we compare the spot price with the contract prices of futures, the di¤erence of spot and
derivatives mean between both is not very high, compared, for example, with the range of
di¤erent spot prices. This suggests that either: 1) their might be a small risk premium in the
derivatives price; 2) or the prices are expected to rise slightly; 3) or both e¤ects have an impact
on the futures and forward prices, possibly in opposite directions.
Variances are 0,086% and 0,108% for the futures series, base 1 month and base 6 months,
respectively, and 4,435% for the spot, showing that spot prices have higher volatility than
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futures. Volatility is not even constant over time leading to the idea of using time varying models
in hedge ratio choices. Skewness signs are all positive. The high excess kurtosis values suggest
that we are in the presence of leptokurtic distributions, which means we have heteroscedasticity
present in the data.
The standard deviation values obtained for futures base 1 month and base 6 months are
very curious. We should initially expect that contracts with shorter delivery time, which are
furthermore closer to the observation day, to have higher standard deviations (Kispert, 2005).
On one hand this can be explained by the observation that the short-term contracts with shorter
delivery periods adopt more of the volatility of the spot price than the long-term contracts with
longer delivery periods. On the other hand, this higher volatility is due to the seasonality e¤ects
in the short-term contracts that are not observed in long term contracts. Here we have exactly
obtained opposite results with futures base 6 months having higher standard deviation than
futures base 1 month. This could be explained by the higher uncertainty associated with longer
time periods holdings of a contract. As for seasonality, we are only dealing with monthly futures
and maybe by using higher maturity contracts like quarter and year futures would help us to
take more valuable conclusions. So, analyzing also quarterly and yearly futures could be a
possible direction of future research.
Notice that if the arbitrage condition holds, the total variances of spot and futures returns
should be close to each other. However, Lien and Shrestha (2007) stress that for nancial assets,
total futures return variances are higher than the total spot return variances. For commodities
like Hogs and Cotton, the total futures return variances are signicantly less than the total
spot return variances. The same happens in electricity markets. They argue that the extent
to which an arbitrage can be implemented depends upon, among other factors, the liquidity25
of the spot and futures markets. In the case of commodities, the futures markets are more
liquid than the spot markets. Consequently, variances of futures returns are much smaller than
those of spot returns for commodities(Lien and Shrestha, 2007). However, for electricity the
di¤erence is huge suggesting a high lack of liquidity in spot markets. In fact, total volume
traded in the spot power market was 203 TWh in 2009 against a total volume traded in the
power derivatives market of 1025 TWh, which may explain these ndings. Still, there is a
lack of explanation for the causes behind the di¤erences in total variances and liquidity for
electricity markets. A more detailed analysis between both spot and futures series will demand
for a new (and deeper) thorough empirical study.
Turning one step further into our empirical investigation, original data has been transformed
25Liquidity is an important feature of a well functioning market. We can dene it as the ability to quickly
buy or sell a desired commodity or nancial instrument without causing a signicant change in its price and
without incurring signicant transaction costs. A key feature of a liquid market is that it has a large number
of buyers and sellers willing to transact at all times. This is not at all the case of electricity markets where
we have a low number of generators and electricity special characteristics like the continuous balance between
demand and supply.
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by the wavelet lter (LA(8)) up to time scale 6 to study correlation in the various time scales.
Figure 1: Estimated wavelet variance of spot and futures returns
Wavelet variances for the spot and futures returns are plotted on the di¤erent time scales on the
x-axis. The dotted lines represent the approximate 95% condence interval. Since the condence
interval does not use any information regarding the distribution of the wavelet variance, these are
robust to non-Gaussianity.
Wavelet variance analysis enables us to identify which scales are the most important con-
tributors to the overall variability of the data (Percival and Walden, 2000). Variances of both
spot and futures markets decrease as the wavelet scale increases, which is in accordance with
previous literature using wavelets applied to nancial assets and commodities. The variance
versus wavelet scale curves show a broad peak at the lowest scale (d1) in both markets. More
specically, a wavelet variance in a particular time scale indicates the contribution to sample
variance. It also shows that the spot market is more volatile than the futures market regardless
of the time scale. This is in opposition to the results of In and Kim (2006a) who nd that the
futures markets is more volatile than the stock market for the S&P500 index.
Overall, the movements of covariance increase as the time scale increases (at low scales),
becoming stable around 0 at high scales (lower frequencies) as can be seen in gure 2. The
correlation between futures and spot returns shows an erratic behavior, in particular when more
observations (at the lower scale) are available. Since at low scales (high frequencies) there are
more observations for calculating the wavelet variance, covariance and correlation, there should
be more wavelet variation at the lower scales and therefore we should expect less measured
correlation between futures returns and stock returns (In and Kim, 2006a). However, the plot
shows that the covariance is not very high; being almost always close to 0, which means that
the hedge may turn out to be bad, as it will be showed in the hedging computations (table 2).
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Figure 2: Estimated wavelet covariance between the spot and futures returns
Wavelet covariance between the spot and futures returns is plotted on the di¤erent time scales on
the x-axis with approximate 95% condence interval (dotted lines).
At scales d1-d3, wavelet covariance increases rapidly, and at scales d4-d6, wavelet covariance
between spot and futures returns gradually converges to zero. The covariance plot also allows us
to indicate that spot and futures in electricity markets are found to be fundamentally di¤erent.
After the previous empirical analysis, concerning the variance and covariance of spot and fu-
tures electricity prices resorting to the MODWT techniques, we start presenting and discussing
the results attained by applying the continuous Morlet wavelet. The continuous wavelet power
spectrum for the spot base, and futures base for 1 and 6 months was computed, but for the
reasons already pointed not presented here.
However, the time scale decomposition of these variables reveals interesting facts which
will be briey summarized next. Most of the action in the series occurred at high scales (low
frequencies). There are no clear and general structural changes occurring for all the series at
once in the years under analysis, since the red power is spread through all of them. However,
some interesting aspects deserve to be mentioned.
For the 6 month futures contracts we see a signicant power event at the beginning of 2007
for scales d6 and d7. These power events are associated with periods of high volatility, and
given the period in which they occurred we can attribute them to the sub-prime crisis and all
the instability caused in energy markets. The wavelet power spectrum for the spot shows that
both series have higher variance at high scales.
It is clear that the di¤erent time series have di¤erent characteristics in the time-frequency
domain, but volatility for all of them is quite high at low frequencies, and low at higher fre-
quencies (mostly at periodicity until half a year). In the period of 2008-2009, probably as a
consequence of the major nancial crisis, the variance of futures contracts became higher, where
the e¤ect is clearer at medium and high scales, suggesting we were facing medium and long
term shocks in futures markets.
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Wavelet coherence depicted in gure 3 conrms the ndings of the fundamental di¤erence
between electricity spot and futures returns, at least for high frequencies. This implies that
in the short run both series have weak comovements. Therefore, to perform the cross-wavelet
analysis we will focus on the cross-wavelet coherency.
In gure 3 we can observe the estimated wavelet coherency and phase di¤erence between the
series. The values for the signicance were obtained from Monte Carlo simulations. Contours
denote wavelet-squared coherency, where the thick black contour is the 5% signicance level and
outside the thin line is the boundary a¤ected zone. Therefore, the cone of inuence indicates
the region a¤ected by edge e¤ects and results outside this show no statistical signicance. Color
code for power ranges from blue (low coherency, near zero) to red (high coherency, near one).
Looking at the pictures presented in gure 3, information on the phases shows us that the
relationship among spot and futures markets was not homogeneous across scales, since arrows
point right and left, down and up constantly. Moreover, the cross-wavelet coherency is high at
low frequencies, but in the highest scale of all, most of the coherence results are not statistically
signicant since they rely below the cone of inuence. The wavelet cross-coherency shows low
to medium statistically signicant coherence, however we are still able to observe some islands
of medium power.
Figure 3: Cross-wavelet coherency and phase plots between spot base and futures base
EEXFutBase01 and EEXFutBase06 represent futures contracts for 1 and 6 months in the EEX
market, respectively.
Series are correlated and in phase for lower frequencies (high scales), being higher for 6
month futures. Given that the wavelet coherency is used to identify both frequency bands and
time intervals within which pairs of indices are co-varying, on the daily time scales of 4-64 days
band, the 5% signicance regions indicate that spot and futures contracts under analysis do not
show long periods of high coherency. Still, in the majority of the cases there are long periods
of higher coherency among the two series on the daily time scales d7 and d8.
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Still, if long run adjustments were taken out, the short-run movements would be little
correlated. Moreover, these cycles of short duration (where both series show strong statistical
signicant correlation and coherence among them the red areas dened by the black contours)
can possibly be related to special episodes that occurred in the history of electricity spot and
futures prices in the German EEX market (Pinho and Madaleno, 2011b). Since the nest scales
capture movements in 2 to 8 weeks (because the next nest scale has a fairly large portion of
energy in spot price movements as evidenced by coherency wavelet plots), we may argue that
only with a considerable time span (the lowest frequencies) spillovers are transmitted between
markets.
There is strong empirical evidence that time-varying cointegration relationships exist among
the two markets. The time variation pattern documented in this study may carry some impor-
tant implications for hedging. The instability in various aspects of market comovements may
imply serious limitations to the investors ability to exploit potential benets from hedging with
futures contracts in electricity markets. Much variation in the contemporaneous relationships
among spot and futures base prices may also highlight inadequacy in assuming (short-term)
relationships in both markets, which might account for the di¢ culty in achieving protable
active trading.
Given previous results we continue the empirical analysis by presenting the hedge results pro-
vided by the MODWT. According to gure 4, the decomposed hedge ratio decreases monoton-
ically converging towards zero, very di¤erent from the long-horizon hedge ratio of one. The
degree of hedging e¤ectiveness approaches zero because, over long horizons, the shared perma-
nent component may be absent and the spot and futures series remain far apart in electricity
markets. This also implies that the e¤ect of the transitory components becomes strong. As
such, in the long run, spot and futures prices are not perfectly correlated in these newly mar-
kets (contrary to In and Kim, 2006a, 2006b; Fernandez, 2008, for di¤erent commodities and
nancial assets). Electricity markets present even a much di¤erent behavior than that reported
for other commodities as presented by Lien and Shrestha (2007). The main cause is due to
the huge di¤erence reported between variance in the spot and future series, as well as the low
covariance/correlation between both.
In reality, transaction costs and illiquidity concerns can make the use of dynamic hedging
strategies expensive and di¢ cult. Carr et al. (2002) and Carr and Wu (2003), among others,
study static portfolios of standard derivatives replicating the payo¤s of a given derivative. These
hedging strategies are called static hedging strategies as the optimal weights of the derivatives in
the portfolio do not change when the underlying asset changes. Hence, the replicating portfolio
does not need to be adjusted dynamically. When static hedging strategies are used, transaction
costs are lower and the implementation of the hedging strategy is easier.
From a view point of a market participant one major di¤erence between electricity and stock
markets is that electricity consumption/production is given by an exogenous process while a
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stock investor can decide asset holdings himself. For example, in the case of hydropower pro-
duction the total electricity production depends on the inow to the hydro reservoirs, which
depends on the amount of rainfall. As such, the uncertainty in the production/consumption
process does not perfectly correlate with electricity derivative prices, meaning that load un-
certainty cannot be totally hedged with those derivatives. There is some load risk that the
producer cannot hedge.
Figure 4: Hedge ratio and hedging e¤ectiveness with di¤erent wavelet domains
As in the cointegration literature on hedge ratios, the presence of both long-run and short-
run components in the stock and futures markets causes the hedge ratio and the degree of
hedging e¤ectiveness to depend on the time horizon. As the wavelet time scale increases, the
decomposed data stays far away the long-run trend of one. This result contradicts the ndings
of In and Kim (2006a) which found a hedge ratio approaching 1 as the hedging period increases,
for the S&P500 Index. Therefore, over long horizons, there is no shared long-run component
tying the spot and futures series together, and the two prices will not be perfectly correlated in
electricity markets (opposed to Geppert, 1995, results). Pén and Sévy (2007) argue in favor of
a great ine¢ ciency for forward electricity markets for short-term horizon because they found
correlation between spot and forward returns to be too low on each considered market. As
such, derived optimal hedge ratios are insignicant, which favors the results we have obtained.
Moreover, we have obtained optimal hedge ratios which are insignicant for all time scales,
applying wavelet techniques. Shawky, Marathe and Barrett (2003) apply EGARCH and VAR
estimates for the relation between spot and futures in the NYMEX market. They found that
the spot equation is more signicant than the futures equation. They argue that this nding
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is consistent with an electricity market in which spot prices are signicantly more impacted by
current events than futures electricity prices.
Figure 5: MODWT MRA of the spot returns (panel a), futures base 1 month futures (panel
b) and futures base 6 month futures (panel c) (one week hedges for both) for the German
EEX electricity market. These plots are obtained from a wavelet Daubechies lter up to six
time scales.
Panel a: Panel b: Panel c:
Figure 5 shows the MODWT MRA of the spot (panel a) and future returns (Base 1 month
in panel b and base 6 months in panel c) using various time scales (six di¤erent wavelet details,
d1- d6). By these plots we may observe that as the time scale increases from the ner time
scales (d1) to the highest time scale (d6), wavelet coe¢ cients show a smoother movement. This
means that short term noise vanishes as the scale increases. However, the di¤erence between
the futures base 1 month and the futures base 6 months is visible. The last futures maturity
(6 months) reveals a higher volatile behavior at all the time scales considered.
Wavelets are still an important technique in the sense that the decomposition of the data
into several time scales allows detecting the frequency burst in various time scales. Still, the
gains from hedging are not great, in accordance to the ndings of Maharaj et al. (2008). Being
wavelets a reliable technique in terms of frequency-scale decomposition, but due to the results
obtained in the empirical estimation of the hedging e¤ectiveness, we can conclude that the
problem does not rely on the technique used but on the market, and its special characteristics.
Figure 5 exposes that the rst two to three high frequency components explain the higher
part of the series energy, which allows us to conclude that movements in these series are mainly
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caused by short-term uctuations. In fact, such a phenomenon is somewhat expected as spot
and futures returns cannot be predicted in advance.
Once again, the highest volatility showed by spot returns is revealed compared to those
of futures returns and this is even more noticed at di¤erent time scales. As such, the low
correlation/covariance between spot and futures is even more evidenced. So, using wavelet
decomposition is in fact an important technique to account for di¤erences between return
series, even for electricity markets.
In the following we estimated the hedge ratio in ve di¤erent ways: the naïve one to one
hedge ratio where we o¤set each spot contract by one futures contract; the static OLS hedge
ratio where we regress the spot return over the futures return; two dynamic time varying
multivariate models Diagonal BEKK under the normality assumption and the T-Diagonal
BEKK model; nally, using wavelet decomposition to compute the hedge ratio. Variance
reduction, or percentage risk reductions, obtained for each model employed are also to be
presented.
Results for the comparisons of hedge e¤ectiveness achieved are shown in table 2, using
the calculated hedge ratios from the naïve, OLS, multivariate GARCH and wavelet strate-
gies. Among the four di¤erent hedging strategies, the wavelet multiscale hedging e¤ectiveness
provides results which are negative or even null, regardless of the time scales, indicating that
wavelet hedge strategies are not better than other strategies in terms of hedging e¤ectiveness.
Carr and Wu (2003) state that transaction costs and illiquidity concerns can make the use
of dynamic hedging strategies expensive and di¢ cult, while with static hedging, transaction
costs are lower. The rst visual inspection of table 2 leads us to conclude that taking into
consideration time varying variations seems to be important, despite the costs associated.
The best hedging strategy could be dened as the one that allows the highest risk reduction
and simultaneously the lowest return reduction. However, risk reduction is usually a much valid
ranking criterias, given that the average return of the portfolio depends on the underlying trend
of the spot and futures returns.
Spot variance reduction is computed by comparison with the unhedged spot variance po-
sition, in the rst row of each panel. Results obtained imply that the better statistical per-
formance of the multivariate GARCH-BEKK model also implies a better hedging strategy
performance. In the one week hedges, the naïve, OLS and wavelets strategies clearly obtain
the worst score, favoring the multivariate GARCH models, which are those that in fact deliver
the highest variance reduction, even if it is a small risk reduction.
Results provide a clear indication of the superior performance of time varying hedge ratios
as compared with traditional hedge ratios and the more recent technique wavelets. Hedging is,
therefore, not independent from the model chosen to estimate the hedge ratio. Time varying
variance models reduce the volatility of the hedge portfolio wherever naïve strategies, and
sometimes wavelet series decomposition, led to an increase of risk. These are even more e¤ective
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in terms of variance reduction using 1 month futures and the t-distribution.
Table 2: Comparisons of hedge e¤ectiveness among the four hedge strategies under analysis:
OLS, naïve, multivariate GARCH and the wavelet time-scale decomposition.
Mean Return Variance Risk Reduction (%)
EEX Market - B1
Spot (no hedging) (b=0) 0.00023 0.04457 -
Hedging
Naïve (b=1) -0.00051 0.04598 -3.16%
OLS (b=hfs/hf) 0.00046 0.04449 0.18%
Diagonal-BEKK (bt=hfs;t/hf;t) -0.00076 0.03950 11.38%
T-Diagonal-BEKK (bt=hfs;t/hf;t) -0.00121 0.03665 17.76%
Scale d1 0.00186 0.04543 -1.94%
Scale d2 0.00116 0.04449 0.17%
Scale d3 0.00097 0.04452 0.11%
Scale d4 0.00090 0.04456 0.02%
Scale d5 0.00090 0.04456 0.03%
Scale d6 0.00089 0.04456 0.01%
EEX Market - B6
Spot (no hedging) (b=0) 0.00023 0.04457
Hedging
Naïve (b=1) -0.00063 0.04575 -2.64%
OLS (b=hfs/hf) 0.00031 0.04457 -0.01%
Diagonal-BEKK (bt=hfs;t/hf;t) -0.00151 0.03575 19.79%
T-Diagonal-BEKK (bt=hfs;t/hf;t) -0.00040 0.03981 10.67%
Scale d1 0.00216 0.04637 -4.03%
Scale d2 0.00072 0.04473 -0.37%
Scale d3 0.00081 0.04463 -0.14%
Scale d4 0.00082 0.04463 -0.13%
Scale d5 0.00087 0.04458 -0.02%
Scale d6 0.00088 0.04457 -0.01%
The table displays the risk reduction achieved by each of the hedging strategies. EEX B1 and
EEX B6 stand for EEX futures base data for 1 and 6 months, respectively. Results are statistically
signicant.
Comparing to Byström (2003), Moulton (2005), Torró (2011) and Zanotti, Gabbi and
Geranio (2010) we conrm the best variance reduction of the dynamic hedging method. In fact,
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although small in terms of variance reduction, results attained for the multivariate GARCH
BEKK model both with the normality assumption and the t-student distribution are positive.
Nonetheless, even using the dynamic hedging strategy, the highest risk reduction is attained
with the t-distributional assumption for 1 month futures hedges (one month to maturity, one
week before), being higher for the 6 month futures hedges (6 months to maturity, one week
before) for the normality assumption. Zanotti, Gabbi and Geranio (2010) state that the longer
the duration of a forward/futures contract the greater the hedging benet it contains. We were
not even able to capture this e¤ect using wavelets hedging strategies, which makes us doubt of
the e¤ectiveness of using futures for hedging purposes in electricity markets.
As we are able to see, for the naïve strategy we have instead of variance reduction a variance
increase (indicated by the negative sign), which contradicts the literature that defends uncon-
ditional hedges. The same happens for the lowest scales when resorting to wavelet analysis, and
although variance reduction is conrmed for EEX base 1 month contracts in the 4 week scale
(d2) we see that hedging e¤ectiveness diminishes at high scales (lower frequencies) for Base 1
month futures. The results for B1 strategies are bad in terms of variance reduction, but even
worse were those obtained for the base 6 month futures contracts (instead of variance reduction
we see variance increases), becoming negligible at high scales (64 weeks scale). Still, hedging is
more e¤ective for a 2 week period when the near month contract is used.
From the four hedging strategies used in this work the multivariate GARCH dynamic hedge
shows the best results in terms of variance reduction (hedging e¤ectiveness), given that there
is a time-varying dynamic behavior between spot and futures series. Moreover, even with an
analysis decomposing the series into several components, the hedge is ine¢ cient. However,
we believe that this contradictory result related to previous empirical ndings using wavelets
applied to nancial assets and other commodities markets is not due to model specication
errors. Maharaj et al. (2008) point out a possible reason for wavelets hedging ine¢ ciency. It
was attributed to their inability to match the hedge horizon to a wavelet detail series (it involves
a trade-o¤ between not having to reduce the sample, particularly for long-term hedges, and the
inability of the procedure to match exactly the hedge horizon with an appropriate scale).
As evidenced by the summary statistics and wavelet variance/covariance analysis provided
before, a possible explanation for wavelets poor performance does not relies on the technique
being used, but on the fact that there is a weak association between spot and futures prices
in the German electricity market. It is evident that these optimal hedge ratios are useful in
minimizing variance but these hedges lose importance across the time horizons, as opposed
to Dewally and Marriotts (2008), results for base metal markets, where we should not forget
the non-storability nature of electricity, contrary to base metal, and other commodities. Torró
(2011) demonstrates that Nord Pool electricity prices are characterized by particular statistical
features, particularly a low correlation between spot and futures prices, due to high volatility
and kurtosis, and to the non storability property of the underlying, which avoids the cash-
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and-carry relation. This means that hedging strategies could generate ine¤ective performances,
unless more sophisticated models are applied.
The ndings that static hedging strategies do not outperform dynamic ones, suggest that
unconditional hedges do not outperform conditional hedges. So, there are gains including
heteroscedasticity and time-varying variances in the calculation of hedge ratios, even if small
ones. But multi-resolution analysis does not show improvement gains over more traditional
methods in terms of hedging, at least for the German electricity market as pointed by the
results attained in the empirical part. As such, a hedge may be unfavorable as the hedging
horizon is lengthened given the nature of price discovery in the spot and futures electricity
relationship.
Ederingtons (1979) e¢ cient hedge ratio has been empirically found to be negatively associ-
ated with the hedge horizon, as was the basis risk26. Given the present empirical ndings basis
risk is found not to be negatively associated with time-to-expiry of future contracts. As such,
on the expiration date, hedgers in electricity markets will not be left with price risk only and
conventional hedging theory may not work e¢ ciently. Moreover, these results point out that in
electricity markets we are left with a continuous time varying basis risk which does not allow
the hedge ratio to be constant over the hedging horizon.
Although hedging in electricity markets is very important given the erratic behavior of
electricity spot prices, special features describing this type of markets imply low correlation
between spot and futures prices, and condition the e¤ectiveness of the hedging strategy. Given
the results presented, the main challenge for now will be to better understand what di¤erentiates
futures and spot prices volatility behavior in electricity markets. This huge disparity in terms
of volatility is causing the bad hedging e¤ectiveness reported here, and studying these causes
will be subject of a future research.
However, for the period and market analyzed it has been possible, in part, to reduce the
variance of electricity markets using futures hedging. As such, trading in futures allows some
reduction on the risk of electricity portfolios, even if small, and to control the risk of adverse
movements on electricity prices.
*************************************
26Basis risk is the unexpected uctuations in the prices of spot and futures that is a product of inuences
ranging from seasonality to supply disruptions.
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6 Conclusions
We explore hedging e¤ectiveness of electricity futures in the German (EEX) electricity
market, while investigating the empirical relation between spot and futures electricity prices,
resorting to a very recently used technique in nance and economics, wavelet analysis (in the
present work both the continuous Morlet wavelet and the discrete MODWT technique are used)
to access for this relation at di¤erent time scales. For the hedge analysis we have employed three
unconditional hedging strategies, namely, OLS, naïve and multiscale wavelet analysis (which
has not been applied to electricity markets previously) and a conditional hedging strategy using
the multivariate GARCH model.
Our results point out that hedge ratio and e¤ectiveness of the hedging strategies decrease
as the wavelet time scale increases, whereas this time variation in optimal hedge ratios can
be explained by deterministic seasonality, time-to-maturity e¤ects and volatility di¤erences
between futures and spot returns in this type of markets.
We found that at high scales (low frequencies) both series show a strong and signicant
relation, not homogeneous across scales. At higher frequencies both series show a week co-
movement, independently of the contract maturity (1 or 6 months), leading to the conclusion
that spot and futures electricity markets do not show a feedback relationship. According to the
cost-of-carry model, this could imply that the two markets are ine¢ cient, not acting as perfect
substitutes.
Overall, wavelet variances show that the futures market is much less volatile than the spot
market regardless of the time scale pointing for the lack of spot liquidity. Spot and futures
markets are then found to be fundamentally di¤erent in electricity markets given that the
long-horizon hedge ratio does not converge to its long run equilibrium of one.
Finally, our empirical results allow us to say that the hedging e¤ectiveness provided by
the wavelet analysis is limited in electricity markets, being the dynamic multivariate GARCH
hedge ratio the one to provide higher gains in terms of hedging e¤ectiveness, even if small.
Given the fundamental hypothesis that the various time scale decompositions of the series will
provide improvements relative to hedging e¤ectiveness, we show here that this was not really
the case. This fact could be explained by the distinguishing volatile behavior of electricity
spot and futures prices. As such, even with an analysis decomposing the series into several
components, the hedge is ine¢ cient. This contradictory result related to previous empirical
ndings using wavelets applied to nancial assets and other commodities markets is not due to
model specication errors. We believe that the problem does not rely on the technique being
used but on the fact that there exists a weak relation between spot and futures prices.
Future research in these new markets should explore the magnitude of the forward risk
premium in electricity prices that can change signicantly over time. More research into the
behavior of futures market and its relation with the spot price is needed to better understand the
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e¤ectiveness of hedging in this market. Moreover, the delay in responses could raise arbitrage
opportunities between the two markets, a statement that deserves a more careful analysis.
Moreover, using multivariate GARCH models under heavy tails assumptions seems another
reasonable extension given the data characteristics. As for now, this seems to be hard as it
demands more computation tractability developments.
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Abstract
This essay examines interactions between carbon, electricity and fossil fuel (coal, oil and
natural gas) returns. Impacts of emission trading are studied with the Vector Error Autoregres-
sive Correction Model (VECM) approach, for 5 endogenous variables, using monthly data from
October 2005 until October 2009, throughout Europe (Germany, France and Nordic countries),
by taking into account their heterogeneity.
Results reveal that nuclear power generation could limit increases in prices of electricity and
that the e¤ect of carbon depends on the energy mix and electricity deregulation stage of the
country under analysis. It seems that in the European Energy Exchange (EEX) more carbon
coercion was undergone and innovations in carbon are stronger in electricity prices.
In sum, carbon constraints on the cost of coal and electricity production depend on the
country analyzed, which addresses an answer to the impact of the recently created European
Union Emission Trading System (EU ETS). In this respect, it is also provided further devel-
opment directions of the EU ETS, while recognizing their features and e¤ects on other energy
markets, drawing some lessons in terms of domestic policies.
Keywords: CO2 Emission Allowances Trading; Environmental Management; Spot Prices;
European Union; Energy Mix Impact
1 Introduction
When compliant countries agreed assigning the Kyoto Protocol in 1997, they decided to
reduce greenhouse gases (namely CO2) limiting the quantied emissions. The European Union
Emission Trading System (EU ETS) is one of the largest multi-national emission trading
schemes in the world, being one of the major pillars of the EU climate policy. As such, the
trading scheme for carbon dioxide (CO2) emission allowances is one of the major steps towards
reducing the environmental burden. The links between the emission trading scheme and en-
ergy markets, and the results attained thus far are relevant for academics, policy makers and
practitioners in general.
In the EU ETS each participating country proposes the designated National Allocation
Plan (NAP) including caps on greenhouse gas emissions for power plants and other large point
sources which must subsequently be approved by the European Commission. In a rst stage,
allowances are allocated free of charge. After that, production in excess of allowances requires
the direct purchase from the market of an allowance.
The price of carbon allowances is determined balancing supply and demand (Benz and
Trück, 2009), being these traded in electricity exchanges throughout Europe. In general, CO2
production depends on a number of factors such as weather, fuel prices and economic growth.
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So, it is to be expected that the price of carbon will be an additional increment to the short-
term fuel costs of power generation, the aggregate e¤ect of which will depend on the technology
mix across the whole of the EU and the pricing behavior of rms.
Electricity generation is the main polluting activity in the energy sector and has been
opened up to competition in the process of liberalizing the electricity market in Europe. It is
produced from various primary energy sources such as nuclear, coal, oil, gas and renewable.
The proportion of the use of the di¤erent primary energy sources in electricity generation of
a country determines its energy mix. The latter varies from one European country to another
due to di¤erences in energy policies, geographical and geological features. Electricity prices
are then determined by the cost of fossil fuels, the impact of environmental policies, as well
as by climatic factors (Mohammadi, 2009). Economic theory teaches us that carbon price is a
marginal cost and that carbon permits have an opportunity cost equal to their market price.
Therefore, carbon price should be included in the price of electricity.
Electricity prices that reect the cost of CO2 are needed to encourage investment in clean
generation, demand-side response and adoption of e¢ cient end-use technologies. The increased
share of CO2 in the atmosphere, a product of the rampant use of fossil fuels, has negative
impacts on natural systems and is a main factor contributing to climate change. In this context,
the consumption of coal and oil should be replaced with renewable alternatives which do not
emit CO2. Trading allowances to emit CO2 gives value to reducing emissions and has formed
a market with an asset value worth tens of billions of euros annually.
At the power generation side, the price of gas relative to the price of coal a¤ects operating
choices. High gas price encourages more use of coal, which should drive up demand for CO2
allowances, all other things equal, as coal emits twice the CO2 content of natural gas. Therefore,
if fossil fuels are getting more expensive, it is likely that prices of EU ETS may decrease or
rise less than otherwise. Moreover, other type of hypothesis could be explored in this setting.
Relationships between energy prices imply the possibility of substitution among the di¤erent
forms of energy (results should obviously depend upon the countrys energy mix). Additionally,
a more competitive market for electricity implies that spot market prices may promptly respond
to price changes in input fuel source markets.
It has been proved in the literature that change of carbon prices is closely linked to the
power price (Convery and Redmond, 2007). Moreover, German wholesale power prices were
found to be closely related to EUA price change (Zachman and von Hirschhausen, 2008).
Vector Autoregressive analysis has been used to study long-run and short-run dynam-
ics of electricity, gas and coal prices and the price of carbon permits in the Finnish market
(Honkatukia et al., 2007). Similar structural approaches were used to analyze the English elec-
tricity market, this time excluding the price of coal and including temperature and dummies
as exogenous variables (Bunn and Fezzi, 2007).
Using an autoregressive distributed lag model, previous authors conclude that other deter-
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minants of fossil fuel use in Swedish electricity generation probably diminished the e¤ects of the
EU ETS (Widerberg and Wräke, 2009). Reasons for the pass-through of CO2 costs into rm
and industry being less than 100% were attributed to demand responses, market structure,
and competition from non-fossil fuel generators (Sijm et al., 2006). Among other variables,
EUA prices are also inuenced by coal and natural gas prices (Mansanet-Bataller et al., 2007).
Moreover, signicant interactions between EUA prices and input fuel prices are found (Bunn
and Fezzi, 2007). Also, our results reveal that electricity prices have larger short-term responses
to CO2 price shocks, although the response dampens over time. This conclusion was elsewhere
(Fell, 2008) taken using daily data for NordPool for 2005-2008 under a VECM methodology
although not using oil prices, but including reservoir levels. For the US market and using
VECM, Mohammadi (2009) concludes that there is only a signicant long-run relation between
electricity and coal, being the role of oil prices signicant and that of natural gas statistically
weak.
Di¤erent results obtained by these studies reect di¤erent approaches and the fact that
countries surveyed are of great diversity in their energy mixes. So, the absence of a unanimous
response to the problem of the e¤ect of the EU ETS on the price of electricity (Reinaud, 2007) is
mainly due to coexistence of various electricity markets in Europe and heterogeneity of energy
mixes. Furthermore, these studies only covered, at most, the period 2005-2006.
We extend here previous analysis relating electricity prices, fuel prices and carbon interac-
tions in at least four ways: 1) we extend the period of analysis to a larger data span (from
2005 to 2009). Therefore, this paper covers the pilot phase of the EU ETS (2005-2007) and
the start of Phase II EU ETS data (2008-2012); 2) We broaden previous analysis to a larger
set (and di¤erent) of European electricity markets (Germany, France and the Nordic market,
Nord Pool); 3) We include other fuel prices like oil due to the energy mix that distinguishes
the markets under analysis, providing a VECM model with 5 endogenous variables; 4) This
article aims to provide a clear answer about the impact of the introduction of the EU ETS on
the electricity generation sector by taking into account this heterogeneity (for both short and
medium run interactions).
Throughout the period analyzed the e¢ ciency of the European market for emission al-
lowances had not been able to compel electricity producers to reduce their emissions and invest
in cleaner technologies, whose e¢ ciency depends on the energy mix of the country under analy-
sis. Thus, policies related to the coal industry have a marginal inuence in electricity prices.
The remainder of the paper is organized as follows. Section two presents the data used and
its statistical properties. Section three provides the methodology, empirical analysis, results,
and policy recommendations. Section four concludes.
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2 Data and Statistical Properties
Electricity prices from own electricity stock exchanges of Powernext (PN) for France, Euro-
pean Energy Exchange (EEX) for Germany, and Nord Pool (NP) for Finland, Sweden, Denmark
and Norway, the set of Nordic countries which form it, are used. For EEX, electricity data starts
on June 2000, for France in November 2001, while NP data starts on June 1992. As for CO2, it
only started to be traded in the liberalized electricity markets in February 2005 in Scandinavia,
October 2005 in Germany and April 2005 in France.
We use monthly averages of day-ahead base (base load price  the arithmetic 24 hours
average of the day) electricity prices (in e/MWh for EEX and PN and NOK/MWh for NP).
Due to liquidity, and since they are likely to be more related to the fundamental structure
of the market, whereas spot (day-ahead) markets are more unstable (dominated by trading
strategies and unexpected shocks), the carbon forward price of the respective stock exchanges
expressed in e per ton will be used. Furthermore, we have collected data on exchange rates in
order to put all electricity prices and carbon in the same denomination as other primary energy
fuels used (gas, oil and coal), meaning we have converted all prices to US dollars in order to
control the impact of exchange rate changes. Exchange rate monthly data was collected from
the Bank of Portugal27 covering the sample period.
For crude oil, we use monthly average spot prices of London Brent Crude Oil Index, one
of the major classications of such kind of fuel in Europe. Monthly spot prices set on Brent
are denominated in US dollars per barrel, and since 2005 it has been traded on the electronic
Intercontinental Exchange (ICE). For coal data, we take the Global Insight Coal Index, whose
price is denominated in US dollars per Gigajoule. Monthly prices on natural gas are those
reported in the London Natural Gas Index whose data is denominated in US dollars per therm.
The period analyzed is thus from October 2005 until October 2009 for the EEX market,
from April 2005 to October 2009 for Powernext, and from February 2005 until December 2009
for the NordPool market. Data descriptive statistics are presented in table 1.
Mean returns for all electricity spot markets are positive. The Jarque-Bera statistic indicates
that distribution of returns, for all samples, has fat tails and sharper peaks (kurtosis) than the
normal distribution (kurtosis being higher for natural gas and carbon prices, but di¤erent
from 3, the expected value in case of normality). Skewness, being a measure of the degree of
asymmetry of a distribution, is also very di¤erent from its normality value 0, being negative
for carbon, natural gas, oil and Powernext electricity returns. Weather conditions, outages,
non-storability of electricity, market power, changes in the surrounding environment, among
others, are some of the possible explanations.
Volatility is high for all markets and signicant di¤erences are apparent between the average
27http://www.bportugal.pt/pt-PT/Estatisticas/PublicacoesEstatisticas/BolEstatistico/Paginas/
BoletimEstatistico.aspx
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wholesale electricity returns among the three markets, mostly notable in Nord Pool that relies
heavily on hydro. The mix of generation technology has an impact on both the mean and
standard deviation of market prices (Wolak, 1998). Wolak (1998) nds that prices in the
market dominated by fossil fuel or thermal plants technology tend to be much more volatile
than prices in the markets dominated by hydroelectric capacity.
Table 1: Descriptive statistics for energy and carbon returns
elec
EEX
co2
EEX
elec PN co2 PN elec NP co2 NP gas coal oil
Mean 0.0019 -0.0065 0.0069 -0.0008 0.0092 0.0090 0.0064 0.0086 0.0082
Median 0.0000 0.0032 -0.0200 0.0041 0.0000 0.0051 0.0124 0.0095 0.0257
Max. 0.6164 0.2263 0.5920 0.2176 0.4682 0.3513 0.1291 0.3637 0.1727
Min. -0.4944 -0.5648 -0.7367 -0.4801 -0.3887 -0.4515 -0.2475 -0.3285 -0.3363
Std.
Dev.
0.2127 0.1447 0.2409 0.1323 0.1800 0.1415 0.0661 0.1000 0.1069
Skew. 0.5073 -1.3705 -0.0788 -1.0762 0.1926 -0.5386 -1.8718 -0.1348 -1.2172
Kurt. 3.7009 6.1525 3.9410 4.9586 3.3021 4.2700 8.4833 6.2393 4.4879
J-B 3.1044 35.6288 2.0862 19.4074 0.5891 6.8175 108.3651 25.9744 20.0112
Prob. 0.2118 0.0000 0.3524 0.0001 0.7449 0.0331 0.0000 0.0000 0.0000
Obs. 48 48 54 54 58 58 58 58 58
EEX, PN and NP stand for European Energy Exchange in Germany, Powernext in France and
NordPool in Scandinavia, respectively. The period analyzed goes from October 2005 until October
2009 for the EEX market, from April 2005 to October 2009 for Powernext, and from February 2005
until December 2009 for the NordPool market. The gas, coal and oil series descriptive statistics results
are those for the longer data set, in Nord Pool.
Since 2005 electricity prices have been a¤ected by two major changes: an increase in fossil
fuel prices and natural gas in particular, and the introduction of CO2, itself boosted by gas
prices. The two factors have been compounded into higher market prices and costs  for
energy intensive users.
Figure 1 shows that electricity contract prices have varying volatilities, and the highest ones
from all the other energy markets, being CO2 volatility very similar among markets. The price
of coal shows no major changes and remained relatively stable until 2004. Over 2005-2006,
European demand for coal was driven by high oil and gas prices, despite high CO2 prices. They
have increased and their volatility is higher than that of fuel sources (oil, gas and coal). During
summer 2006, hotter temperatures than average have a¤ected negatively carbon price changes
(Scandinavia, for example, triggered more demand from fossil-based generators).
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CO2 emission allowances have limited duration of validity, since their value expires after
each commitment period. However, the decision to allow for banking28 from the pilot phase
(2005-2007) into the rst Kyoto commitment period was left to the individual EUmember states
(Germany and the Nordic countries decided not to). Since there was an intertemporal ban in
banking, all licenses became worthless at the end of 2007 and environmental institutions had
to issue new allowances to the companies. Therefore, Phase I spot prices for carbon decreased
towards zero until the end of Phase I due to banking restrictions implemented between 2007
and 2008 (Alberola and Chevallier, 2009). This induced an excess of allowances supply on the
market which led to a fall in the carbon price initiating a convergence towards zero in January
2007. Due to this instability we decided to use forward prices instead of the spot carbon price,
as previously mentioned. Moreover, two structural breaks have been identied in the literature
(Alberola et al., 2008) in 2005-2007.
Figure 1: Monthly price dynamics plots for electricity, gas, coal, carbon and oil (rst row for
Powernext; second row for Nord Pool; third row for EEX)
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EEX, FR and NP stand for European Energy Exchange in Germany, Powernext in France (FR)
and NordPool in Scandinavia, respectively. The rst two plots in the rst row correspond to Powernext
28Banking occours when the right to emit carbon can be saved for future use, as such we can use a 2007
allowance in 2008. On the other hand, borrowing means that current emissions are extended against future
abatement, i.e., borrow permits from future allocations for use in the current period (using 2008 allowances in
2007). Both banking and borrowing were forbiden between phase I and II.
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data, the rst two plots in the second row to NordPool data, and nally in the last row, the rst two
plots are for EEX electricity and carbon data, respectively, from the left to the right. The period
analyzed goes from June 2000 until October 2009 for the EEX electricity market, from November
2001 to October 2009 for Powernext electricity, from June 1992 until December 2009 for the NordPool
electricity market, from October 2005 until October 2009 for the EEX carbon market, from April 2005
to October 2009 for Powernext carbon, and from February 2005 until December 2009 for the NordPool
carbon market. Natural gas, coal and oil price series go from 1992 until 2009.
Carbon and coal prices seem to follow opposite paths, whose dynamic is consistent with
the intuition that since a coal-red power station is more carbon-intensive than a gas-red one,
when the relative price of coal is decreasing the demand for carbon permits will increase and
so, its price. The exception is for the period 2008/2009, which can be explained by the spread
out world crisis and its impact worldwide.
Electricity markets under analysis di¤er on their underlying production structure (table
2 of essay I) and despite the recommendations throughout green markets they show little
evolution in time (observing 1998 and 2008 data) with respect to hydro. As such, renewables
are not the main production source, as already stated previously.
France and Nord Pool have a large nuclear and hydro production, respectively. The percent-
age of nuclear in EEX is also high; being followed by coal in Germany and nuclear is followed
by hydro in France. More than 70% of all electricity production is carbon-free in NP, consisting
of mainly hydropower and nuclear power. Of the EU-15 countries, France is expected to be a
relative winner in the EU emission trading due to its large share of nuclear, followed by Nord
Pool. Germany, in turn, switched from coal to natural gas. Moreover, accordingly to the Euro-
stat statistics the share of renewable energy in gross nal energy consumption has practically
remained unchanged between 1998 and 2008, for the countries under analysis. For example,
in Germany this consumption was around 4% for both years in hydro, but increased for wind
in about 6% in 2008. Although the percentage of hydro decreased for most of these countries,
except in Germany and Finland, the percentage of wind increased for all, especially in Spain
and Denmark.
Decreasing concentration in the electricity industry was one of the main objectives of the
EU Directives: increasing competition to reduce market power. Table 3 in essay I presents the
percentage share of the largest generator in each of the considered markets between 1999 and
2008. Once again, we mention the fact that the Nord Pool market is represented in that table
by the last four listed countries.
As evidenced by the data, the French market is characterized by the highest level of con-
centration. In general, all markets have a lower concentration in 2008 than they had in 2000
being the exceptions Finland and Denmark. As such, concentration levels are still high creat-
ing the scope for market power and consequent inuence in spot prices (incorrect transfer of
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environmental costs to electricity prices).
The correlation matrix between EUA price markets is also studied for the estimation period.
Results are presented in table 2.
Table 2: Correlations among monthly returns between the 3 electricity markets considered
and using the series under analysis
EEX - Germany
Variable elec gas coal oil co2
elec 1.000
gas 0.231 1.000
coal 0.203 0.041 1.000
oil 0.174 -0.018 0.581 1.000
co2 0.313 0.092 0.217 0.417 1.000
Powernext - France
Variable elec gas coal oil co2
elec 1.000
gas 0.179 1.000
coal 0.126 0.016 1.000
oil 0.112 -0.021 0.560 1.000
co2 0.332 0.093 0.223 0.437 1.000
Nord Pool - Nordic Countries
Variable elec gas coal oil co2
elec 1.000
gas 0.248 1.000
coal 0.228 0.023 1.000
oil 0.203 -0.024 0.551 1.000
co2 0.283 0.129 0.186 0.407 1.000
The period analyzed goes from October 2005 until October 2009 for the EEX market (48 obser-
vations), from April 2005 to October 2009 for Powernext (54 observations), and from February 2005
until December 2009 for the NordPool market (58 observations). Values presented are in absolute
terms. Elec stands for electricity returns, co2 for EUA (carbon) returns.
Table 2 shows that EUA markets indicate positive pair wise correlations (except between
oil and gas for all markets), implying interactions, although not so strong as initially expected,
between electricity prices and fuel prices. Highest correlations are observed between CO2 and
electricity, between CO2 and oil, and between oil and coal, for all markets. We may even
observe that correlation decreases when the market under analysis has been operating for a
longer time period (NordPool versus Powernext and Germany; coal and oil correlation values).
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3 Model and Empirical Results
Prior analysis suggests that energy series and carbon prices are non-stationary. This implies
that any particular price measured over time will not be tied to its historical mean. Moreover,
electricity, carbon and fuel prices are expected not to be independent from each other, and
similar economic forces are expected to inuence each market.
To address stationarity, the Augmented Dickey-Fuller test (ADF) was used (null hypothesis:
non-stationarity of the tested time series), and results are presented in table 3 assuming a
constant, a constant and trend and none, for all markets and series (in logs and log rst
di¤erences) under analysis.
The presence of a unit root for all the series after di¤erencing once is rejected (except for
natural gas assuming a constant and trend for Germany and France). Overall, the series are
integrated of order one, I(1), or rst-di¤erence stationary, and we conduct the model analysis
in logarithmic rst di¤erences (returns).
To test for cointegration, Engle and Granger (1987) cointegration tests were performed but
are not presented in order to save space29. Tests performed indicate the existence of 1 through
4 cointegrating vectors depending on the market, being the null hypothesis of no cointegration
rejected.
We dene yTt = (Logelec:; Loggas; Logoil; Logcarbon; Logcoal) the vector of endogenous contain-
ing the log prices of electricity, gas, oil, carbon emission permits and coal, respectively. Ex-
ogenous variables are the lagged values of endogenous, where the Vector Autoregressive Model
(VAR) lag order selection has indicated one lag (Powernext), two lags (EEX) and four lags
(NordPool), selected by both LR (sequential modied Likelihood Ratio test statistic) and AIC
(Akaike information criteria)30.
Let´s consider a VAR with p-lags (long enough to ensure absence of autocorrelation):
yt = v + A1yt 1 + A2yt 2 + :::+ Apyt p + "t
where yt is a K  1 vector of variables, v is a K  1 vector of parameters, A1; :::; Ap are K K
matrices of parameters, and "t is a K  1 vector of disturbances. "t has mean 0, covariance
matrix
P
, and is i.i.d. normal over time.
Any VAR(p) can be rewritten as a Vector Error Correction Model (VECM) when the sta-
bility condition is not satised (see table 3 in the presence of a constant). Moreover, with
the existence of cointegration, the data generating process can be appropriately modeled as a
VECM.
29We test for the number of cointegrating vectors using the trace test introduced in Johansen (1991) and the
Max-eigenvalue test.
30Schwartz criteria was also used and given the di¤erence of the selected lag structure and the need to keep
the VAR model parsimonious, we run the 2 lag exclusion test.
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Table 3: Results of unit root tests for log level and rst di¤erence variables
In Levels In rst di¤erences
Test/Variable ADF lags# p-value ADF lags# p-value
EEX - German electricity market
elec - none -0.1134 0 0.6395 -7.6184 0 0.0000
elec - constant -2.2898 0 0.1793 -7.5376 0 0.0000
elec - constant and trend -2.2595 0 0.4471 -7.4441 0 0.0000
co2 - none -0.4583 0 0.5114 -5.7784 0 0.0000
co2 - constant -2.0773 1 0.2544 -5.7222 0 0.0000
co2 - constant and trend -2.1609 1 0.4995 -5.6752 0 0.0001
Powernext - French electricity market
elec - none -0.0004 0 0.6783 -7.6971 0 0.0000
elec - constant -2.4602 0 0.1308 -7.6320 0 0.0000
elec - constant and trend -2.5049 0 0.3248 -7.5616 0 0.0000
co2 - none -0.3715 2 0.5459 -5.5890 1 0.0000
co2 - constant -2.4238 1 0.1402 -5.5375 1 0.0000
co2 - constant and trend -2.5216 1 0.3170 -5.4829 1 0.0002
NordPool - Nordic electricity market
elec - none 0.2062 0 0.7426 -6.9348 0 0.0000
elec - constant -2.8957 2 0.0522 -6.8827 0 0.0000
elec - constant and trend -3.0486 2 0.1288 -6.8167 0 0.0000
co2 - none -0.2502 2 0.5916 -5.9056 1 0.0000
co2 - constant -2.8381 1 0.0593 -5.8290 1 0.0000
co2 - constant and trend -2.9282 1 0.1617 -5.8195 1 0.0001
Fuel Markets
coal - none 0.3512 1 0.7830 -5.4696 0 0.0000
coal - constant -1.5972 2 0.4774 -5.4524 0 0.0000
coal - constant and trend -2.1669 2 0.4981 -5.4018 0 0.0002
gas - none 0.0171 5 0.6838 -3.5236 5 0.0007
gas - constant -2.7375 4 0.0744 -3.5190 5 0.0112
gas - constant and trend -4.4971 3 0.0036 -3.7271 5 0.0292
oil - none 0.0261 1 0.6870 -4.9784 0 0.0000
oil - constant -2.8976 2 0.0520 -4.9320 0 0.0001
oil - constant and trend -2.9030 2 0.1695 -4.8842 0 0.0011
Number of optimal lags automatically selected by Akaike Information Criterion (AIC), with a
maximum number of lags dened of 5. ADF - Augmented Dickey-Fuller unit root test (t-stat.).
Null Hypothesis: The series has a unit root; accepted if the p-value is greater than 0.05; rejected
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otherwise. The period analyzed goes from October 2005 until October 2009 for the EEX market (48
observations), from April 2005 to October 2009 for Powernext (54 observations), and from February
2005 until December 2009 for the NordPool market (58 observations). The sample considered for oil,
gas and coal stationary test values was the highest one, from February 2005 onwards.
Here we dene the VECM of order p as:
yt = yt 1 +  1yt 1 + :::+  p 1yt p+1 + "t
t 2 Z
where yt is a K  1 random vector, yt  CI(1) meaning yt sequence is a VAR(p) process
cointegrated of order 1; ; 1; :::; p 1 are K K xed coe¢ cient matrices and "t is a K  1
white noise Gaussian process. In the present setting we have a VECM with p = 1; p = 2; and
p = 4, for Powernext, EEX and NordPool, respectively. The  matrix has a rank r  K and
 = T . The K  r, , matrix is called the loading matrix. The r K, , matrix is called
the cointegration matrix.
The columns of , i are such that 
T
i yt is stable, being cointegrating vectors. When we
nd the rank of cointegration for the VECM, yt, we are nding the rank of , the number
of cointegrating vectors i(if more than one, otherwise just a vector). Hence, yt 1 can be
regarded as an error correction element, being , then, a speed of adjustment vector. Given
that we have dened yt as being the vector of endogenous containing the log prices, yt will
be the vector containing log rst di¤erences (or else, returns).
Impulse-response functions describe the response of yj;t+s to a one-time impulse in yi;t with
all the other variables held xed. They can be used to produce the time path of the dependent
variables in the VAR, to shocks from all the explanatory variables. If the system of equations is
stable any shock should decline to zero, whereas an unstable system would produce an explosive
time path. In order to save space we skip the presentation of the VECM estimates and present
only the impulse response functions with respect to the EEX market (gures 2-a, 2-b, 2-c, 2-d
and 2-e). Results can be generalized to the rest of the European markets.
Each series response to its own shock shows to be positive, signicant and strong in the
short run. All series responses to shocks in oil prices seem to be positive, except for gas, but
they do not last through the entire time horizon considered (20 months). Electricity response
to oil, carbon and gas appears to be positive in the short run but negative for coal. Coal
responses are generally positive, and natural gas seems to show a positive response to a shock
in carbon, while negative for oil. Moreover, oil response to coal shows to be strongly positive
for a 4 months period. Electricity seems to indicate a negative response to carbon prices with
a delay of approximately one month, being the rst impact not strong but positive.
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Figure 2: Impulse response functions, e¤ect of one unit shock (one standard deviation
condence band), for the EEX market; Electricity ("elec), Gas ("gas), Coal ("coal), Oil ("oil) and
CO2 ("co2) shocks, respectively for gures 2-a, 2-b, 2-c, 2-d and 2-e. The period analyzed goes
from October 2005 until October 2009 for the EEX market, from April 2005 to October 2009
for Powernext, and from February 2005 until December 2009 for the NordPool.
Figure 2-a: E¤ect of electricity one unit shock for the EEX market
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Figure 2-b: E¤ect of natural gas one unit shock for the EEX market
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Figure 2-c: E¤ect of coal one unit shock for the EEX market
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Figure 2-d: E¤ect of oil one unit shock for the EEX market
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CO2 response to fuel prices is almost neglected but positive for electricity price shocks. An
impact of electricity in natural gas is almost not felt, while being positive for coal and negative
for oil, after a stable period of 1 month. Natural gas seems to react negatively to coal and oil,
while oil response to natural gas is negative and persistent until 8 months. We may also observe
that the response of coal to natural gas dies through time, but that coal reacts positively to oil
price shocks.
Among the relevant fuel prices, coal is the one that shows a stronger response to CO2 prices
even though continues minimal through time. In sum, after a shock EEX electricity prices
appear to react positively, and after compensation in the following periods the response to CO2
dampens. Moreover, natural gas seems to do not respond signicantly to EUA shocks.
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Figure 2-e: E¤ect of carbon (CO2) one unit shock for the EEX market
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Impulse response functions of electricity prices to a shock on carbon and to a shock on gas
prices can be compared. Both shocks seem to produce a similar e¤ect in the rst month but,
the gas price shock is completely absorbed after two months, whether the shock on carbon price
is persistent and unstable until ve months, addressing a signicant marginal e¤ect. This can
be explained considering that the gas market is a relatively mature one. In the German case
gas prices do not seem to be signicantly a¤ected by a shock on carbon prices. On the contrary,
a gas price shock seems to a¤ect both electricity (positively) and carbon prices (negatively).
A possible reason is that in the EEX the quantity of electricity produced by gas-red power
stations is signicant, around 11.9% (see table 2 on essay I) and the main initiative, in order
to fulll the Kyoto target, has been to switch from coal to gas, as in fact occurred when we
compare the values from 1998 and 2008. Switching becomes more expensive if gas prices are
high, and this is reected in carbon prices.
Variance decomposition (VD) is an alternative method to the impulse response functions
for examining the e¤ects of shocks to the dependent variables. This technique determines how
much of the forecast error variance for any variable in a system, is explained by innovations to
each explanatory variable, over a series of time horizons. The result will depend on the order
in which the equations are estimated in the model and here the selected order was: electricity,
natural gas, coal, oil and EU ETS carbon.
Variance decomposition results are provided on tables 4, 5 and 6 for the EEX, Powernext
and NordPool markets, respectively. These tables are further accompanied by gures 3, 4 and
5, respectively. Coe¢ cients of the VD can be interpreted as price elasticitys, implying, for
instance, that a gas price rise of 1%, would, in equilibrium, be associated with an electricity
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price rise of 12.8% in the EEX market for a 4 months period (see table 4)31. Furthermore, since
all coe¢ cients are strongly signicant, all price variables are important to dene the equilibrium
vector. In this sense, fuel and carbon prices are crucial to dene the level to which electricity
price is attracted over time.
Table 4: Forecast error variance decomposition (FEDV) for the EEX market
FEDV of: Period elec gas coal oil co2
1 100.0 0.0 0.0 0.0 0.0
elect 4 76.9 2.4 5.5 2.1 13.1
8 73.8 2.3 5.6 2.2 16.1
12/16/20 73.7 2.3 5.6 2.2 16.1
1 5.2 94.8 0.0 0.0 0.0
gas 4 12.8 70.9 8.5 5.8 1.9
8 11.6 63.9 15.1 7.3 2.1
12 11.5 63.4 15.5 7.5 2.1
16 11.6 63.3 15.5 7.5 2.1
20 11.6 63.3 15.5 7.5 2.1
1 4.0 0.3 95.6 0.0 0.0
coal 4 3.1 6.1 70.0 11.5 9.2
8 3.5 6.2 68.7 12.3 9.2
12/16/20 3.6 6.3 68.6 12.3 9.2
1 0.9 0.4 44.6 54.1 0.0
oil 4 7.5 5.2 41.9 41.0 4.3
8 8.3 7.4 40.6 39.2 4.5
12/16/20 8.3 7.4 40.8 39.0 4.5
1 6.6 0.0 3.1 1.7 88.5
co2 4 7.8 2.8 5.2 6.5 77.7
8 8.9 3.1 5.6 6.4 76.0
12 8.9 3.1 5.7 6.4 75.9
16 8.9 3.1 5.7 6.4 75.8
20 8.9 3.1 5.7 6.4 75.8
The period analyzed goes from October 2005 until October 2009 for the EEX market (correspond-
ing to 48 observations). Values are in relative (%) units. The results of the Likelihood ratio (LR) test
for lag length in the VAR for EEX (German market), favor the selection of 2 lags. FEDV stands for
Forecast Error Variance Decomposition of electricity, gas, coal, oil and CO2.
31Endogenous variables were transformed into their natural logarithms to reduce variability, and thus we
obtain directly elasticity values from parameter estimates.
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Figure 3: Forecast Error Variance Decomposition plot for the EEX market
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The period analyzed goes from October 2005 until October 2009 for the EEX market. FEDV
stands for Forecast Error Variance Decomposition of electricity, gas, coal, oil and CO2.
For the German market, carbon and coal prices may be considered the source of randomness
which represent the main driver of electricity. The main driver of the source of randomness
of oil prices is, however, the coal price. Innovations in gas, electricity and carbon do not play
a role in explaining oil prices but the short run e¤ect increases in the long run. Innovation
e¤ects in the carbon market to electricity and other fuel markets increases through time, being
stronger in electricity and coal markets as expected. Moreover, the short run e¤ect of electricity
on coal dampens in the long run. Oil, carbon and natural gas explain more uncertainty in coal
prices in long horizons. As we can see, oil seems to be highly explained by coal (around 41%
for all periods). In sum, shocks in the German electricity, gas, coal and oil markets alone are
not strong enough to inuence the behavior of carbon price traded.
The French market electricity generation side relies mainly on nuclear (77.17% in 2007). As
such, innovations in carbon have an almost neglected impact on electricity prices (table 5 
0.1%). This smaller impact is also evident, although higher, in the Nordic countries which rely
heavily on hydropower (table 6 around 5%). In fact from all the markets under analysis, the
French market forecast error variance decomposition results seem to indicate that electricity
prices almost do not react to fuel price and carbon shocks (1.1% for gas and 0.1% for coal,
oil and co2), which conrms the relation between production source, market structure and
electricity price response. These results were also obtained through impulse response functions
for the French market, which although not presented here will be provided upon request.
Still, oil price uncertainty in the French market remains highly explained in the long run
by coal prices (23.8%). However, in France the carbon price uncertainty is mostly explained
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by electricity prices, 16% for 1 month and 15.6% for a 4 month period, followed by natural gas
prices and oil. Since the usage of natural gas is only residual in this market (3.80% in 2008 
table 2 on essay I), innovations in natural gas prices explain only a small percentage of carbon
prices, both in the short and in the medium/long run, which is even more evident for oil (1.35%
in 2008). As also observed here, expanded nuclear power generation could limit increases in
electricity prices (Kara et al., 2008) compared to those of Germany and NordPool.
Table 5: Forecast error variance decomposition (FEDV) for the French market
FEDV of: Period elec gas coal oil co2
1 100.0 0.0 0.0 0.0 0.0
elect 4 98.6 1.1 0.1 0.1 0.1
8 98.6 1.1 0.1 0.1 0.1
12/16/20 98.6 1.1 0.1 0.1 0.1
1 3.9 96.1 0.0 0.0 0.0
gas 4 9.3 84.8 2.0 2.8 1.0
8 9.4 84.8 2.0 2.8 1.0
12/16/20 9.4 84.8 2.0 2.8 1.0
1 1.9 1.1 97.1 0.0 0.0
coal 4 4.9 4.5 77.2 6.2 7.1
8 4.9 4.9 76.8 6.3 7.1
12/16/20 4.9 4.9 76.8 6.3 7.1
1 3.4 0.1 25.8 70.7 0.0
oil 4 3.9 11.3 24.1 52.8 7.9
8 4.0 11.9 23.8 52.5 7.8
12/16/20 4.0 11.9 23.8 52.5 7.8
1 16.2 0.6 2.0 4.2 77.0
co2 4 15.6 8.1 2.1 5.3 68.8
8 15.6 8.3 2.1 5.4 68.7
12/16/20 15.6 8.3 2.1 5.4 68.7
The period analyzed goes from April 2005 to October 2009 for the Powernext French market
(corresponding to 54 observations). Values are in relative (%) units. The results of the Likelihood
ratio (LR) test and Akaike information criteria (AIC) for lag length in the VAR for Powernext, favor
the selection of 1 lag. FEDV stands for Forecast Error Variance Decomposition of electricity, gas,
coal, oil and CO2.
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Figure 4: Forecast Error Variance Decomposition plot for the Powernext market
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The period analyzed goes from April 2005 to October 2009 for the Powernext market. FEDV
stands for Forecast Error Variance Decomposition of electricity, gas, coal, oil and CO2.
Electricity is the major source of randomness that drives the carbon market for EEX (about
8%) and vice versa (16.1%), being the major source of randomness for carbon in France (15.6%),
but not vice versa in this case (table 5 seems to indicate that gas is the major source of
randomness for electricity prices; 1.1% against 0.1% of carbon). By opposition, in the NordPool
market, table 6 results seem to point that the major sources of randomness for carbon are
electricity (14%), gas (14.7%) and oil (14.4% for 12, 16 and 20 months, much lower for coal
that for the same periods yield 6.3% and 6.5%), being gas and oil used almost in the same
percentage in the Nordic countries to generate electricity (see table 2 on essay I). Still, for all
the markets under analysis we see that electricity is not contemporaneously (1 month; tables
4, 5 and 6 present a 0% value for that period) a¤ected by any other market and pressure of
external factors, not captured by the model, seem evident.
In the Nordic countries coal (16%) is the major source of randomness for electricity prices,
which could be explained by the highest percentage usage of coal in electricity production in
both Finland and Denmark (table 2 on essay I). Innovations in coal explain around 26% of gas
price movements, while gas and electricity explain almost the same part of coal prices (7.1%
and 6.7%, respectively). Coal is still the major source of randomness for oil but in a smaller
amount (28%) to that in EEX. Similar to the French market (both high nuclear users), carbon
prices seem to be mainly driven by oil, natural gas and electricity prices in the long run.
In sum, results point for the absence of a unied energy market, and that contrary to
previous literature (Mohammadi, 2009) policies related to the coal industry still have a marginal
inuence in electricity, although the impact depends on the energy mix of the country.
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Table 6: Forecast error variance decomposition (FEDV) for the NordPool market
FEDV of: Period elec gas coal oil co2
1 100.0 0.0 0.0 0.0 0.0
elect 4 74.3 0.8 13.7 7.6 3.6
8 68.3 2.4 16.2 8.3 4.9
12 67.0 3.1 16.1 8.4 5.4
16 66.5 3.1 16.2 8.7 5.4
20 66.4 3.1 16.3 8.7 5.5
1 2.3 97.7 0.0 0.0 0.0
gas 4 12.6 61.1 8.4 14.1 3.8
8 9.7 35.0 22.1 28.6 4.6
12 9.5 32.3 26.0 26.4 5.8
16 9.4 31.7 26.0 27.0 5,8
20 9.2 31.2 26.0 27.0 5.9
1 2.8 2.9 94.3 0.0 0.0
coal 4 5.5 6.1 72.1 11.4 4.8
8 6.4 7.1 70.0 11.4 5.1
12 6.7 7.1 69.1 11.9 5.2
16 6.6 7.0 69.0 12.1 5.3
20 6.7 7.0 69.0 12.1 5.3
1 6.0 3.2 26.0 64.8 0.0
oil 4 16.4 2.3 27.6 50.5 3.2
8 16.7 4.4 26.1 48.7 4.1
12 15.5 4.3 28.2 47.3 4.8
16 15.4 4.4 28.6 46.8 4.8
20 15.3 4.3 28.6 46.9 4.8
1 11.0 15.6 1.7 4.5 67.2
co2 4 14.1 13.7 4.5 11.4 56.3
8 14.1 14.6 5.3 14.2 51.8
12 14.0 14.7 6.3 14.4 50.6
16 14.0 14.7 6.5 14.3 50.4
20 14.0 14.7 6.6 14.4 50.3
The period analyzed goes from February 2005 until December 2009 for the NordPool market
(corresponding to 58 observations). Values are in relative (%) units. The results of the Likelihood
ratio (LR) test and Akaike information criteria (AIC) for lag length in the VAR for NordPool, favor
the selection of 4 lags. FEDV stands for Forecast Error Variance Decomposition of electricity, gas,
coal, oil and CO2.
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Figure 5: Forecast Error Variance Decomposition plot for the NordPool market
5 10 15 20
0
0.2
0.4
0.6
0.8
1
FEVD elec
5 10 15 20
0
0.2
0.4
0.6
0.8
1
FEVD gas
5 10 15 20
0
0.2
0.4
0.6
0.8
1
FEVD coal
5 10 15 20
0
0.2
0.4
0.6
0.8
1
FEVD oil
5 10 15 20
0
0.2
0.4
0.6
0.8
1
FEVD co2
elec
gas
coal
oil
co2
The period analyzed goes from February 2005 until December 2009 for the NordPool market.
FEDV stands for Forecast Error Variance Decomposition of electricity, gas, coal, oil and CO2.
The French market is the one that most deviates from the desired competition degree (table
3 in essay I, 87.3% for France in 2008), while NordPool is the opposite. In the former, a carbon
innovation is less reected in electricity prices than in the other two markets, and it mostly
a¤ects EEX. Recent sharp increases in allowances price lead to the speculation that electricity
producers might have manipulated the allowances market so as to move up the allowance price
which then triggers an electricity price increase. If producers act as price takers, moving prices
up articially is not easy. Since all of them benet from a price increase, they might collude to
manipulate the market, and market power reduction turns to be one solution.
The EU-Directive on trade of CO2 allowances seems to be a promising step, but much
more needs to be done to approach the ideal system. First, national governments in the EU
allocate CO2 allowances in di¤erent ways, being more or less generous, with a natural inuence
of lobbying. Second, outside the EU there is no such system of allocation so that CO2 intensive
industries outside the EU have no incentive to economize on their CO2 emissions. In that
sense, cooperation between EU and non EU companies could result in additional allowances.
Production technologies for electricity di¤er strongly in their CO2 emissions, turning out to be
di¢ cult to reduce the aggregate level of emissions by governmental directives.
Do allowances price act as reliable price signals for companies to invest in less CO2 inten-
sive production technologies? If a company uses these desirable technologies, she may not be
awarded allowances in the future so that it cannot sell these and gain additional prots. Thus,
the net benet from switching to a technology without CO2 emissions is questionable. More-
over, reducing the use of CO2 intensive technologies would reinforce the discussion about the
use of nuclear energy.
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4 Conclusions
Relationships between electricity prices, primary energy prices used in electricity generation
and the price of carbon dioxide emission permits are analyzed using a VECM model. This
enabled us to reveal the di¤erence of responses to carbon constraints in the electricity generation
sector and to evaluate the e¢ ciency of the EU ETS, taking into account this heterogeneity.
The impact of carbon constraints on energy markets was showed to depend on the countries
energy mix. Producers in countries using predominantly fossil fuels, big carbon emitters, had
undergone more carbon coercion and thus were more likely to include the price of emission
permits in their electricity generation and cost functions (EEX). We also found that electricity
is the major source of randomness that drives the carbon market for EEX, and vice versa,
being the major source of randomness for carbon in France, but not vice versa in this case. By
opposition, in the NordPool market the major sources of randomness for carbon are electricity,
gas and oil (much lower for coal), being gas and oil used almost in the same percentage in the
Nordic countries to generate electricity.
Still, policies related to the coal industry have a marginal inuence in electricity prices,
being the higher impact on NordPool. Moreover, empirical results seem to show that policies
towards clean air still do not imply an increasing e¤ect on the cost of coal and electricity
production, while we have seen that the major source of randomness for oil prices is the coal
market in all the markets under research.
Throughout the period analyzed the e¢ ciency of the European market for emission al-
lowances had not been able to compel electricity producers to reduce their emissions and invest
in cleaner technologies, despite being a good step towards achieving the objectives of the Ky-
oto Protocol. Desired e¤ects to be produced also depend on politics pursued distributing
allowances.
Given that CO2 markets are relativelly new markets, the results quality could be improved
if we repeat the analysis some years from now. Using daily data to see if results change would
be a useful step, not allowed for now given data restrictions. Moreover, portfolio analysis using
these di¤erent commodities from a trader point of view will o¤er valuable insights into necessary
strategies to pursue on these markets.
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Essay V
Risk premia in CO2 allowances: spot and
futures prices in the EEX market
129
130
Abstract
CO2 emission allowances spot and futures trading is performed in electricity exchanges since
2005, being considered a commodity. In this essay we analyze their stylized statistical proper-
ties, modelling and testing empirically the relation linking convenience yield and risk premium,
for the German European Energy Exchange (EEX) between October 2005 and October 2009.
Future prices from an ex-post perspective are examined to show evidence for signicant neg-
ative risk premium, or else a positive forward premium, depending on the way risk premium
is dened. A positive relationship between risk premium and time-to-maturity is found. Both
nancial concepts are found to be negatively a¤ected by spot price volatility, independently
of the volatility proxy used for spot returns. Convenience yield is positively inuenced by the
CO2 price, while inuencing the risk premium positively.
From a nancial perspective, allowances seem to start to produce the desired e¤ects in
terms of environmental policies, although a lot more remains to be done. The presence of
risk premium and convenience yield makes it clear that agents act in this commodity market
according to risk consideration. Results change depending on Phase and futures contracts used
for the determination of both nancial terms, indicating that uncertainties over the future of
the EU ETS seem to be decreasing.
Previous research has mainly focused on the rst phase of the EU-ETS (2005-2007), we
extend the analysis period here, nding some opposite results as compared to previous com-
modities theories and design some policy implications given the results attained.
Keywords: CO2 Emission Allowances; Emissions Trading; Risk Premium; Spot Prices;
Futures Prices
1 Introduction
With countries development and increased leaving standards, pollution started to worry
governments, markets and people, worldwide. Global warming is in fact a growing concern
in our days, and the European Union (EU) clearly indicated its will to take the lead in the
ght against it when in 2005 they decided to trade European Union allowances (EUAs), each
representing the right to emit one ton of CO2 into the atmosphere.
Established under Directive 2003/87/EC, the EU ETS (EU Emissions Trading Scheme)
regulates the carbon dioxide emissions (CO2) from installations across the EU and includes
power generation, mineral oil reneries, o¤shore installations, and other heavy industrial sectors
in its rst phase from 2005-2007 ("Phase I") and in its second phase from 2008-2012 ("Phase
II") to coincide with the rst Kyoto Commitment Period. Further 5-years phases will follow
and CO2 emission allowances are currently being traded on electricity power exchanges.
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With these growing concerns, CO2 has become a kind of tradable good. Initially each
member state decides through the National Allocation Plan how much EUAs to emit and how
those will be distributed to each installation. If an installation emits below its level then it can
trade the excess EUAs; or it may need to buy EUAs due to excess emission in a given year,
otherwise it will be forced to pay an excess emissions penalty. With the evolution of the carbon
trading market, not only the carbon spot market but also some derivatives markets such as the
carbon futures and option market have gradually emerged. Understanding how CO2 allowances
are traded, managed and used is important from nancial, economic, theoretical and political
perspectives, in order to see what else could be done in terms of emission reductions and to
realize where we stand. Also important are the carbon credit accounting and taxation norms
that place new challenges in the carbon literature (Hill et al., 2008; Kerr, 2008; Pope and Owen,
2009; Andrew et al., 2010).
The European Union (EU) trading system for emission allowances may be considered
one of the major steps towards reducing the environmental burden, in terms of controlling
greenhouse gas emissions. For market participants, academics, policy makers and especially
traders/hedgers, understanding the price behavior and the links between spot and futures in
the European Union Trading System (EU ETS) of this new asset class (carbon dioxide CO2
emission allowances) is of particular interest.
Emissionstrading is a market-based scheme for environmental improvement allowing parties
to buy or sell permits for emissions or credits for reductions in the emission of certain pollutants
(Delink et al., 2010). But trading CO2 is di¤erent from trading in more traditional commodities.
First, in this market producers may hold emission allowances to reduce the costs of adjusting
production over time or to avoid stock outs, while in nancial markets assets are mainly used
for insurance, hedging and speculation. Second, sellers are expected to produce fewer emissions
than they are allowed to, so they may sell the unused allowances to emit to someone who
emits more than their allocated amount. The carbon credit system looks to reduce emissions
by having countries honor their emission quotas and o¤er incentives for being below them
(Prabhakant and Tiwari, 2009; Bhardwaj and Wadadekar, 2010). Third, the value of a stock is
based on prot expectations of the rm that distributes the shares, while the price of emission
allowances is determined by the balance between supply and demand (Benz and Trück, 2009).
Fourth, the annual quantity of allocated emission allowances is limited and specied by the
EU-Directive for all trading periods, while it is the rm that decides if it issues additional
shares and thus inuences the stocks liquidity. Finally, allowances have a limited duration of
validity.
Previous authors analyzed CO2 spot price behavior (Benz and Trück, 2009; Paolella and
Taschini, 2008; Seifert, Uhrig-Homburg and Wagner, 2008; Daskalakis, Psychoyios and Markel-
los, 2009) and CO2 futures markets (Uhrig-Homburg and Wagner, 2006, 2008; Wei et al., 2008),
but there is still a lack of understanding about the behavior of risk premiums and convenience
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yields for the allowances EU ETS market.
With the growing data for EU ETS some literature has appeared on the pricing mechanism
of the carbon market from both theoretical and nancial perspectives. While Uhrig-Homburg
andWagner (2006) investigate the success changes and optimal design of derivatives on emission
allowances, Seifert et al. (2008) develop a stochastic equilibriummodel and analyze the resulting
CO2 spot price dynamics. In Benz and Trück (2009) price, volatility and density forecasts are
examined considering heteroscedasticity in CO2 markets. Moreover, Wei et al. (2008) discuss
the liquidity of the EU ETS futures market, whereas Paolella and Taschini (2008) provide an
econometric analysis addressing unconditional tail behavior and heteroscedastic dynamics in
the returns of CO2 and SO2 (sulfur dioxide - US markets) allowances. Daskalakis, Psychoyios
and Markellos (2009) nd some evidence that market participants adopt standard no-arbitrage
pricing using spot and futures prices from the EEX EUETS in Germany. Benz and Trück (2009)
evaluate price, volatility and density forecasts allowing for heteroscedasticity using ARCH,
GARCH and regime-switching models in CO2 markets.
There are also some previous works related to risk premium but applied for electricity and
other energy markets. Pindyck (2001) has investigated the futures market for crude and heating
oil, nding evidence of backwardation in the markets, where it is larger during times of high
volatility. Logsta¤ and Wang (2004) nds evidence of positive risk premiums in futures for the
PJM (Pennsylvania New Jersey - Maryland) electricity market and negative implied excess
yields. Botterud, Battacharyya and Ilic (2002) found similar results for the Nordic electricity
market. Fama and French (1988) found that violations in the Samuelson e¤ect may occur when
inventory is high, where forward price volatilities can initially increase with contract maturity.
Redl et al. (2009) and Karakatsani and Bunn (2005) also nd a positive forward premia in
electricity prices for EEX and Nord Pool from 2003 to 2008. Wei and Zhu (2006) analyze
convenience yields and risk premium for the natural gas market.
Back to the CO2 market, Chevallier, Ielpo and Mercier (2009) provide statistical evidence
that the cost-of-carry relationship does not hold between the 2008 and 2009 contracts for CO2
allowances spot and futures prices, but Uhrig-Homburg and Wagner (2008) use cointegration
methodology to show that spot and futures prices are linked by the cost-of-carry approach, also
nding that futures markets lead the price discovery process of CO2 emission certicates using
the vector error correction model (VECM).
A study more related to ours is that of Chevallier (2010) who investigates risk-premia in
CO2 allowances spot and futures prices but for Bluenext (France) and ECX (European Climate
Exchange - who trades futures based on French spots), respectively. Chevallier (2010) nds
positive time-varying risk premia in CO2 spot and futures prices, contradicting the results
of Benth, Cartea and Kiesel (2008) for electricity markets. Also, contrary to Bessembinder
and Lemmon (2002) for the electricity market, Chevallier (2010) nds a positive relationship
between risk premia and the variance of CO2 spot prices.
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Literature applied to the study of convenience yields in CO2 allowances is even sparser. In
many commodity markets it has been proved that a convenience yield exists. As argued by
Uhrig-Homburg andWagner (2006), this means that the holding of a physical commodity incurs
not only in costs, as well as it yields additional benets. As such, studying the convenience yield
is useful to represent the linkage between spot and futures prices on futures curves because it is
also used to explain upward and downward sloping futures curves referred to as contango and
backwardation, which can also be measured by the risk premium. Then, we may say there exists
a relation between both concepts. Borak et al. (2006) investigate the nature of convenience
yields for CO2 futures emission allowances, nding that the market has changed from initial
backwardation to Contango with signicant convenience yields, in which a high fraction of the
yields can be explained by the price level and volatility of spot prices. They have used all spot
and futures quotes available from October 2005 to September 2006, which comprises only the
rst year of futures trading at EEX. Also Chevallier (2009) studies CY for CO2 allowances in
the European Carbon Exchange (ECX) market suggesting that the relationship between carbon
spot and futures prices was not linear between February 2008 and January 2009.
In the carbon market it is not possible to store the underlying asset of the futures contract,
namely carbon, making it a bit specic in terms of modeling. It is however possible to store
the emissions right since 2008. The 2005 to 2007 trial period was characterized by banking
prohibition given that it was impossible to save the permits from the rst to the second phase,
and thus the exhibition of a very specic price behavior. Uhrig-Hombourg and Wagner (2008)
claim that contango observed during the rst period is due to carbon markets immaturity and
does not extend to the second period. In this sense, banking restrictions prevent the cost-of-
carry approach from working across phases. Moreover, Daskalakis et al. (2009) report that the
banking mechanism has a signicant impact on futures prices.
Other characteristics of the carbon market are that the pure storage cost of CO2 allowances
is zero and that their supply is prompt. If as claimed by Borak et al. (2006) and Daskalakis
et al. (2009) there is a convenience yield associated to the allowances, it is probably only due
to CO2 permitsscarcity, which might be either observed or expected. Also, the form of the
supply function of the emission rights should induce a cyclical behavior for the convenience
yield (which Borak et al., 2006, call a seasonal behavior, whereas Daskalakis et al., 2009, call
it mean reversion).
The present study aims at examining CO2 allowances price from a risk management angle,
traded at the German electricity market, EEX. Given that previous research has mainly focused
on the rst phase of the EU-ETS (2005-2007), we extend here the analysis period from October
2005 to October 2009, accounting also for di¤erent volatility measures when relating both
convenience yield and risk premium concepts.
The positive impact of CO2 allowances introduction on electricity prices has already been
reported in the nancial literature (Daskalakis and Markellos, 2009). We take here a di¤erent
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perspective, by analyzing price risk and convenience yields in this type of contracts. The
presence of forward risk premium in prices turns clear that agents act in the market according
to risk considerations, while also indicating that agents take environmental risks into account.
The contribution of this paper is fourfold: First, it helps to identify the internal dynamics of
widely traded CO2 emission allowances, which is essential in pricing of the contracts. Secondly,
we aim to ll the gap in the literature about the carbon market by examining both concepts, for
these newly established derivatives market at once. Thirdly, we compare the results obtained by
previous authors, extending the period of analysis to both Phase I and Phase II periods, while
most of the previous empirical works analyzing spot and futures carbon allowances were based
on Phase I data or data covering only a small period of Phase II data. Fourth, the implications
of the study are expected to be functional for risk managers and individual investors dealing
with the carbon allowances trading market. We aim to shed light on the way the sign of forward
premiums inform about the behavior of market agents, which is always of concern to regulators
when designing the rules for a competitive market. It is expected that the implications of the
study will be useful for hedgers and speculators dealing with European CO2 allowances futures.
The remainder of the essay is organized as follows. Section two presents the data and CO2
stylized statistical properties. Models to be used in the empirical analysis on CO2 spot and
futures prices in the European Energy Exchange (EEX) are provided in section three. Section
four presents and explores empirical results. Finally, section ve concludes.
2 Spot and futures on EEX CO2: specications
Despite electricity trading, EEX also provides the framework for trading European Union
allowances (EUAs). EUAs spot trading regarding greenhouse gases began in the early 2005.
More specically, these are EU emission allowances allocated to the operators of plants emitting
greenhouse gases by the EU member states on the basis of the so-called national allocations
plans. EU emission allowances grant the owner of a plant in an EU member state the right to
emit one metric ton of CO2, being traded in EUR per EUA, with a contract volume of 1 EUA
and settlement price established after the end of trading on every exchange trading day, which
is also veried in settlement prices for the respective futures contract.
Depending on when the actual delivery of the EUAs takes place, European Carbon Futures
(ECFs) are characterized as First and Second period. In the rst period ECFs maturing
in December 2006 and 2007 are traded. With regard to the Second Period European Carbon
Futures, futures contracts reaching maturity in December 2008, 2009, 2010, 2011 and December
2012 can be traded. For each contract the penultimate exchange trading day in November
corresponds to the last day of trading.
We analyze CO2 daily data from 4 October 2005 to 8 October 2009, covering both the
First (2005-2007) and Second (2008-2012) periods of European Carbon Futures, being traded
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in EUR per EUA (European Union Allowances). The data used comes from the EEX o¢ cial
website, upon request. For spot CO2 price we have considered two sub periods: a Phase I
period (04/10/2005 - 29/11/2007) and a Phase II period (25/03/2008 08/10/2009).
Figure 1 depicts the evolution of spot prices and EUA futures contracts for all delivery dates
considered (from 2006 to 2012). Summary statistics of the data are given in table 1. We use
returns instead of prices, in which returns are computed as the log rst di¤erence of spot and
futures prices, respectively for spot and futures returns.
The decision to allow for banking from the pilot period (2005-2007) into the rst Kyoto-
commitment period (2008-2012) was left up to the individual EU member states, and in Ger-
many they decided not to. As such, all licenses became worthless at the end of 2007, and
environmental institutions had to issue new allowances to companies for Phase II. Hence, any
unused allowances by the end of 2007 could not be used for compliance in 2008 and as a se-
quence lost their value (Daskalakis, Psychoyios and Markellos (2009); Daskalakis and Markellos,
2008) which led to the carbon spot price approaching zero. Banking occours when the right
to emit carbon can be saved for future use, while borrowing allows us to borrow permits from
future allocations, but for use in the current period. Both have been forbiden in EEX between
phase I and II. This had signicant implications for the pricing of emission allowances and its
underlying derivatives, where we have seen prices decreasing towards zero between both phases
(Daskalakis and Markellos, 2008). Nevertheless, industries are allowed to bank the unused
permits from Phase II to Phase III (2013 to 2020) in Germany. On the other hand, borrowing
allowances was prohibited between phases I and II, and will still be between phases II and III,
and as already seen it represents the possibility to borrow permits from future allocations for
use in the current period. As such, with respect to Phase III, borrowing is still prohibited while
banking is allowed, turning prices much more stable given decreased uncertainty with respect
to the phase that will follow.
As argued by Daskalakis, Psychoyios and Markellos (2009), the pricing mechanism and
relationship between spot and futures allowance prices may vary considerably depending on if
the futures contract is written and expires in the same phase or between di¤erent phases of the
EU ETS, respectively. Given these idiosyncrasies of the markets, the present study analyses
spot market data along with futures market data from contracts with both inter-phase and
intra-phase expirations.
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Figure 1: EUA spot prices and futures contracts for all delivery periods considered and for
both Phases I and II. Spot refers to EEX CO2 Spot prices, Dec06 to Dec12 refer to EEX December
2006 to 2012 CO2 Futures Contracts.
Prices tend to move together, and it is apparent that the level of prices becomes higher and
volatility increases as well towards the end of the period. In the plot of gure 1 it can be seen
the e¤ect of both banking and borrowing constraints within phases. From October 2006 until
December 2007, CO2 spot prices have been decreasing towards zero in the EEX due to banking32
restrictions implemented between 2007 and 2008 (Alberola and Chevallier, 2009). Moreover,
as showed by the mentioned authors banking restrictions between 2007 and 2008 caused the
disconnection of spot and futures prices between Phase I and Phase II. Besides this, also a
structural break for carbon prices of all maturities occurred in April 2006 due to information
revelation (Alberola, Chevallier and Chèze, 2008). The 2008 onwards decreasing EUAs prices
are justied by the decreasing volume demand, a product of the worldwide nancial crisis.
EUAs were traded at e15 in March 2007, then stayed in the range of e19-25 until July 2008,
and decreased steadily afterwards to achieve e8 in February 2009, their lower value in Phase
32Banking of allowances means the carrying forward of the unused emission allowances from the current year
for use in the following year. The banking of allowances is now permitted within Phases (except for Poland),
but it was prohibited from 2007 to 2008 (inter-phase).
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II. After that, they started increasing but remained relatively stable, around 15e/EUA, until
the end of the sample period.
At the beginning of 2006 a group of situations emerged. An extreme cold in Europe, oil
increasing prices compared to those of coal, together with higher power plant utilization, led
to price increases within the next months, due to increased demand for CO2 allowances.
Table 1: Descriptive statistics of spot prices and futures contracts, both in logarithmic returns
EEX series obs. mean variance skewness kurtosis
Spot CO2 547 -1.125 8.200 0.050 10.426
FutDec06 295 -0.357 5.167 -0.404 30.829
FutDec07 547 -1.124 6.690 -0.856 11.798
FutDec08 176 -0.042 3.842 -0.752 15.220
FutDec09 390 -0.038 3.170 -0.437 16.451
FutDec10 390 -0.031 3.088 -0.486 16.465
FutDec11 390 -0.025 3.039 -0.598 17.283
FutDec12 390 -0.018 2.940 -0.574 16.380
Spot refers to EEX CO2 Spot prices, FutDec06 to FutDec12 refer to EEX December 2006 to 2012
CO2 Futures contracts; obs. stand for the number of observations. The rest of the variables are the
standard ones.
All return series present nonzero skewness (negative for futures, but positive for the spot),
excess kurtosis and negative means33. Summary statistics of data reveal fat tailed leptokurtic
distributions, and the absence of normality in returns. We are working here with the log rst
di¤erence of spot and futures prices, computed as ft = logFt logFt 1 and st = logSt logSt 1,
where the low case letters are meant to be returns and F and S stand for future and spot price
levels, respectively. Given that we work with logarithmic returns, price stationarity would
not be a problem, as the variables are stationary at their log rst di¤erence34. Emission
allowance prices are characterized in the literature by high historical volatility35, and here
spot returns present a volatility of 2.86%, while prices revealed a volatility of 9.41%. Greater
volatility should lead to an increased demand for storage and an increase in both spot prices
and marginal convenience yield. Thus, changes in volatility can help to explain changes in these
other variables. Allowances characteristics (positive skewness, high volatility, seasonality, mean-
reversion and heteroscedasticity; Paolella and Taschini, 2008) combined, end up producing
33For a normal distributed random variable, skewness is zero and kurtosis is three.
34Results will be provided upon request.
35See Paolella and Taschini (2008) and/or Daskalakis et al. (2009) for a detailed description of the statistical
properties of the EUA price series.
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a lower than usual correlation between spot and futures prices, which might create a poor
performance when hedging spot price risk using futures contracts, similar to what occours in
electricity.
We may also observe that for EEX volatility is higher for FutDec06 and FutDec07, which
should be expected given the immaturity of the market in Phase I. Future 2008 contracts
through Futures 2012 contracts evidence a much more similar volatile behavior between them
and we can infer from here that the market start learning at the beginning of Phase II and
remain learning onwards.
3 Risk Premium and Convenience Yields in Emission
Allowances
A necessary condition for prediction of future spot prices from future contract prices is the
presence of market e¢ ciency. Market ine¢ ciency may exist for two reasons: 1) expectations
are not rational; 2) the existence of a non-zero risk premium. Under rational expectations,
if the futures price is not an unbiased estimator of future spot prices, the existence of a risk
premium is implied. On the other hand, the risk premium is inuenced by the degree of risk
aversion and the covariance of asset returns (or prices).
Early models inspired by the nancial literature generally argued that (discounted) forward
prices should equal current spot prices. However, the futures market is usually described as
being in four possible states (Pyndick, 2001) for every moment t in time, futures price Ft;T of
CO2 allowances with delivery in T can be greater than the current spot price St (or the expected
spot price at delivery T , Et(ST )). In this case the market is said to be in contango (or normal
contango, respectively). When the futures price Ft;T is less than or equal the current spot price
St (or the expected spot price in T;Et(ST )), the futures market is said to exhibit backwardation
(or normal backwardation, respectively). Normal backwardation is equivalent to a positive risk
premium (or negative forward premium, Keynes, 1930), since the risk is transferred to the long
position36 in futures37.
The benet that accrues from holding a stock of allowances is called the convenience yield
(CY). The value of the convenience yield determines the state of the Futures term structure
and provides information about market expectations of inventories levels and consequently price
development (Uhrig-Homburg and Wagner, 2006). The convenience for disposing over the com-
modity can be worth more than interest rates and storing costs, so situations of backwardation
can be explained. In situations of contango, interest rates and storing costs higher than the
convenience explain the observed futures or forward prices.
36The buyer of the future contract is said to have a long position, while the seller a short position.
37Contango and backwardation indicate if there is tightness or shortage in the physical market. Moreover,
given that commodities futures contracts have expiration date, traders need to know in the event that the
contract expires and a rollover is required, if traders earn (if they have a short position on the spot) or lose (if
they have a long position on the spot) contango spread as a result.
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The literature on the state of futures price is rich, but there is no clear consensus about
the reasons which drive the market towards one of the above conditions, nor on the actual
situation of the market. Various approaches are possible to determine the term structure by
using alternative model specications for the convenience yield term. That is a consequence of
the market specicities and consistent with the characteristics of the instruments in the EEX
market. Spot electricity is not possibly to store until the end of the period, therefore (there is
no clear advantage to hold a long Futures position rather than a long spot position). On the
contrary, allowances are possible to "store" (hold). Therefore, we should expect advantages in
holding a long futures position rather than a long spot position.
In a perfectly e¢ cient and frictionless market, the pricing relationship so expressed should
hold at every instant over a futures contract life. The above arguments suggest that the no-
arbitrage condition would hold in the long-run but not necessarily in the short term when
applied to an imperfect market with frictions. Storing of electricity is impossible or at least
only at a very high cost (hydro storage), and therefore for electricity, the replication of a futures
contract is not possible with spot contracts, which should not be the case for allowances.
According to the theory of storage in addition to interest foregone through the commod-
ity, storage costs for holding the commodity and a convenience yield on inventory has to be
considered. This approach is resumed in the following relation, known as the cost-of-carry
model:
Ft;T = Ste
(r+sc ')(T t)
where Ft;T is the futures price at time t for delivery in T , St is the spot price at time t,
r is a constant interest rate38, sc are storage costs, and ' stands for the convenience yield,
representing the benet obtained by the physical detention of the asset, in using or applying
it, or else the incremental value of spot prices over futures prices after accounting for carrying
costs. Given that CY stems froms di¤erences in spot and futures prices, they can explain
why rms hold inventories. According to the cost-of-carry theory, if futures price deviate from
this relationship, then arbitrageurs would be able to make risk-free prots. When we have
backwardation (Ft;T < ST ), then it should mean that the cost-of-carry hypothesis is dominated
by the convenience yield. Given that the convenience yield can be described as the value to
hold commodities, which results from avoiding search and replacement costs, when inventories
are low, the convenience yield is high and vice-versa. But when inventories are low, the risk
adjusted spread is positive and backwardation occurs. As such, the possibility that the CY
can take negative values leads to backwardation. Then, as inventories get lower and lower, the
convenience yield starts to become more and more important.
By opposition, when the cost-of-carry relation is dominated by storage costs, then Ft;T >
ST and contango emerges. Contango implies that future prices are falling over time as new
38We have assumed a constant interest rate in the estimations performed of 4%. Sensitivity analysis performed
on this interest revealed that our main conclusions still remain the same.
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information brings them into line with expected spot prices. We should mention at this time
that in CO2 markets storage costs are null39 (Borak et al., 2006).
In a world where economic behavior is in accordance with the theory, the relationship
between the current future price and the expected spot price, suggests that the estimator
is downward-biased. Therefore, assuming the normal backwardation hypothesis implies an
underestimation of future spot prices. But, whenever the current future price is above the
expected spot price the situation could be described as one where risk-aversion is very high for
buyers, that are willing to pay today, for delivery in the future, a higher amount than what is
their expectation of prices in the future, just to be sure to possess the commodity at a future
time.
We follow Pindyck (2001) assuming that di¤erences between current spot prices and futures
prices can be explained by interest in storing and a convenience yield. If it is assumed no
arbitrage possibilities between spot and futures markets, a formula for the convenience yield
can be derived (Borak et al., 2006). Let´s assume we hold a unit of emissions rights at time
t, being the current spot price St. Assuming the existence of a convenience yield, holding the
emission right until maturity will pay the return: ST  St+ (T t): If at the same time we short
a futures contract for delivery in T, its return will equal Ft;T ST .
Given the no-arbitrage argument and the absence of storage costs (sc, Chevallier, 2010), the
convenience yield expression can be obtained as:
ST   St + '(T t) + Ft;T   ST =
 
er(T t)   1St
, '(T t) = Ster(T t)   Ft;T
where '(T t) is the convenience yield associated with holding the allowance from t to T
40. Since
the positions are covered, there is no risk involved in the transaction and the total return turns
out to be non-stochastic (Wei and Zhu, 2006). The returns should then be the same as the
return of a risk-free investment, whose return is r, with price St.
In CO2 allowances, expectations and risk preferences of market participants will determine
futures prices. According to this approach, futures price is split into expected future spot prices
and a risk premium. As such, if risk premia exist, futures prices are not unbiased predictors of
future spot prices. An assumption of unbiased futures prices would result in incorrect estimates
of future spot prices and ine¢ cient decisions of market participants in CO2 markets.
There are several ways that business can protect themselves from the risk that comes from
the uncertainty of future prices. CO2 futures, for instance, are ways for companies to hedge
against these uctuations and potential risk by allowing buyers to contractually purchase al-
39They only exist on companys balance sheets.
40This no-arbitrage condition states that the only cost of buying a commodity at time t and delivering it at
maturity T is the foregone interest (Pindyck, 2001). So, agents face the opportunity cost of buying the asset
but have the benet of possessing the commodity, which they can trade until maturity.
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lowances at a designated price at some point in the future. Risk premiums are priced into
these contracts and reect how much risk is associated with buying that contract. The more
risky a futures contract is, the higher the risk premium is for that contract, and the higher the
potential prot.
As such, the risk premium can be thought of as a compensation to market participants
for bearing risk, that is, for holding a risky investment instead of a risk-free one. As argued
by Bessembinder and Lemmon (2002) and Longsta¤ and Wang (2004), risk premia represent a
compensation for volatility of unexpected changes in prices and demand. As allowances demand
uctuates in response to other energy markets and weather conditions, risk premia is expected
to vary in magnitude over time. Formally, let Et(ST ) be the expectation today (time t) for the
CO2 spot price at time T , and Ft;T the price today of a future contract written on CO2 EU
ETS that matures at time T . The risk premium (RP = ) in monetary units is then given by:
t = Ft;T   Et (ST )
As argued by Weron (2008) many authors use the forward premium (FP ) as being the
risk premium (RP = ), although RP =  FP . Chevallier (2010) also uses the forward risk
premium, referring to it as the risk premium. We follow the latter to be able to compare results,
using the forward risk premium, but calling it the risk premium.
So, and for comparison purposes, we compute the risk premium of CO2 allowances at time t
as the di¤erence between the traded futures price and the ex-post delivery spot price (Chevallier,
2010), where the spot price at time T (the ex-post delivery futures price FT;T ) is used as a proxy
of the expected futures price at time t with delivery in T , Et(FT;T ):
t = Ft;T   ST
Furthermore, this risk premium in CO2 allowances price for all contracts in EEX with
delivery between 2006 and 2012 is computed.
The adequacy of the risk premia approach for CO2 futures prices suggests that futures prices
cannot be seen as unbiased estimators of the expected future spot price. Rather they reect
the demand and supply for hedging instruments (Karakatsani and Bunn, 2005).
Being convenience yield and risk premium two very important nancial concepts, we will
thus examine the empirical determination of the convenience yield (CY) and risk premium (RP)
separately, while trying to relate, statistically, both concepts.
Samuelson (1965) founds a typically declining term structure in the volatility of futures
prices as maturity increases (the term structure of a commodities forward price volatility),
which became known as the Samuelson e¤ect or time-to-maturity e¤ect. The Samuelson e¤ect
describes the fact that the volatility of forward prices increases with decreasing time to maturity
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and is due to the mean reverting property of many commodity spot prices.
Previous studies on electricity market forward risk premium feature that risk premia in
electricity markets are a negative function of time-to-maturity (Benth, Cartea and Kiesel, 2008;
Diko, Lawford and Limpens, 2006). In order to test this relationship between time-to-maturity
and forward risk premium for CO2 allowances we estimate the following model through ordinary
least squares (OLS):
t = +  t + 
2
t + "t
where  is the constant term,  t = T   t represents the remaining time-to-maturity of the
underlying contract, and "t is an i.i.d. Gaussian white noise error with mean 0 and variance
2. Time-to-maturity is computed as the di¤erence in calendar days between the trading day
t and the rst day of the delivery period for the underlying contract. The constant term 
represents the overall level of relative hedging pressure, whereas  and  coe¢ cients determine
the relationship between risk premia and time-to-maturity.
As previously mentioned, the convenience yield is the benet of holding the storage com-
modity. It depends on several factors (Pindyck, 2001) as the current price level, price volatility
and level of storage41. An increasing spot price, with respect to its equilibrium price, reects
possible imbalances between demand and supply. As supply shortages increase, demand for
storage also increases, as so does its corresponding value. When market volatility is higher,
so does demand for storage, given the increased need to bu¤er uctuations in production and
consumption42. So, greater volatility should lead to an increased demand for storage and an
increase in both spot prices and marginal convenience yield. Thus, changes in volatility can
help explain changes in these other variables.
Our empirical convenience yield can then be tested as follows (using OLS):
't = 0 + 1st + 2
2
S;t + "t
where 't is the marginal convenience yield as dened above, st is the log spot return of emis-
sion allowances, and 2S;t is the price volatility modeled as a GARCH(1,1)
43. If the theories
are correct, both 1 and 2 are expected to be positive. The positive relation (correlation)
between the spot price and the convenience yield is consistent with the theory of storage: when
inventories decrease (or increase) the spot price will increase (or decrease) and the convenience
yield will also increase (or decrease), because futures prices will not increase (decrease) as much
as the spot price.
41In CO2 allowances there is no physical storage cost for holding an emission right as previously mentioned.
So, the costs of storing them physically are insignicant.
42For further and more detailed explanations for this convenience yield specication see Wei and Zhu (2006).
43We will specify the volatility forecasting measures below, but for the convenience yield regression we have
just used the GARCH(1,1) specication given that results obtained were very similar using other common
volatility forecasting measures.
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To verify the theory of commodity prices we also regress the extracted risk premium (RP
= t = Ft;T   ST ) component on convenience yield and price volatility. The risk premium is
then modeled as (using OLS):
t = 0 + 1
2
S;t + 2't + "t
We perform the risk premium regression in this way since Considine and Larson (2001) sug-
gest the risk premium to be positively related to price volatility, and Schwartz (1997) suggests
that the risk premium should be positively related to the convenience yield, while negatively
related to the risk-free rate. Schwartz (1997) denes the RP as being the di¤erence between
the spot and the future price. As such, we should expect the FP (= Ft;T  ST ) to be negativelly
related to the CY.
Given that di¤erent approaches can be used to measure the volatility of the spot price in pe-
riod t, and in order to see if results change to di¤erent specications, we consider four commonly-
used volatility proxies to study volatility impacts on risk premiums: the daily squared returns,
the rolling window approach, the risk metrics estimator and the GARCH(1,1) model, widely
used in industry (Anderson et al., 2006; Poon and Granger, 2003). In what follows we also
consider the problem of forecasting the conditional variance of daily returns of CO2 allowances
prices. Therefore, the time varying conditional variance is obtained for the last equation in four
di¤erent ways.
Being st the log spot price di¤erence of emission allowances, a commonly used volatility
proxy is the squared return, s2t . Assuming a normal conditional distribution of daily returns:
stjFt 1  N(0; 2s;t)
where N(0; 2s;t) is a Normal distribution with mean zero and variance 
2
s;t, and Ft 1 is the
information set used in dening the conditional variance of interest. But then Et 1 [s2t ] = 
2
s;t
and the squared daily return is a valid volatility proxy. First we perform the risk premium
estimates of the last equation based on the daily return measure of volatility:
h1t = 
2
s;t = s
2
t
where s are spot CO2 returns, measured as the log rst di¤erences of CO2 spot prices, being
h1t the forecast of the conditional variance of st using daily squared returns.
Second, we consider the volatility forecasting model based on a 60-day rolling window
forecast given by:
h2t =
1
60
60X
j=1
s2t j
where h2t is the forecast of the conditional variance of st when the forecast measure is based on
144
rolling regressions. Rolling sample windows arguably provide the simplest way of incorporating
actual data into the estimation of time-varying volatilities, or variance. The number of days
(p = 60) considered in the method determines the variance-bias trade-o¤ of the estimator, with
larger values of p reducing the variance but increasing the bias (Anderson et al., 2006). For
instance, in the empirical nance literature, it is quite common to rely on rolling samples of 60
days (Patton, 2008) or on rolling samples of ve-years of monthly data, corresponding exactly
to p = 60 (Anderson et al., 2006), in estimating time-varying variances.
Third, RiskMetrics (J. P. Morgan, 1996) are also used, where they construct daily volatility
measures for a wide range of di¤erent nancial rates of return:
h3t = h3t 1 + (1  ) s2t 1; = 0:95
We also used the GARCH(1,1), or else 2S;t will be the price volatility modeled as a GARCH(1,1).
We assume a simple variance structure using the GARCH(1,1) model for the spot, for the
tractability of the estimation, which simultaneously captures the time-varying aspect. This
was the only volatility proxy used for estimation of the CY regression equation, given that
results revealed to be very similar, as previously stated. The GARCH(1,1) model provides em-
pirically realistic mean-reverting volatility forecasts within a coherent and internally consistent,
yet simple, modelling framework.
In order to dene the GARCH class of models, lets consider the decomposition of st into
the one-step-ahead conditional mean, tjt 1  E (stjFt 1) and variance 2S;tjt 1  V ar (stjFt 1):
st = tjt 1 + S;tjt 1zt where zt  i:i:d:;E (zt) = 0 and V ar(zt) = 1: The GARCH(1,1)44 model
for the conditional variance is then dened by the recursive relationship:
2S;tjt 1 = ! + "
2
t 1 + 
2
S;t 1jt 2
where "t = S;tjt 1zt, and the parameters are restricted to be non-negative, ! > 0;;   0,
in order to ensure that the conditional variance remains positive for all realizations of the zt
process. As such, our fourth forecast, h4t, of the conditional variance of st would be 2S;tjt 1:
Given that the heteroscedastic nature of nancial time series has been conrmed by numerous
empirical studies over the last decade45, the generalized autoregressive conditional heteroscedas-
tic process (GARCH) has been found to be superior for modelling nancial asset returns, since
they allow the variance to change over time by considering a long term memory contempora-
neously.
44The model could be extended to higher order GARCH(p,q) models simply by including additional lagged
squared innovations and/or conditional variances on the right-hand-side of the last equation presented for 2tjt 1:
But the GARCH(1,1) tted just well to our purposes and is suported by the ndings of, for example, Figlewski
(1997) of GARCH(1,1) superiority conned to stock market and its volatility forecasting.
45Also, our summary statistics of the data indicated this heteroscedasticity presented in all return series.
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4 Empirical Results
This section will present all the results attained through the empirical measures presented
in the last one. While presenting the regression results we will also give a detailed analysis of
the values obtained for the risk premia and convenience yields for CO2 allowances.
Our initial predictions indicate that futures prices should be able to forecast expected spot
prices. In the following we present the results attained with the measure of risk premia on the
CO2 allowances market used and described above.
The evolution of the risk premia between CO2 spot prices and futures of maturity from
December 2006 to December 2012 are displayed in gure 2, with a plot for each of the Phases
under analysis: I and II. It allow us to infer about the time varying nature of the risk premium
in EUAs.
Future contracts of all maturities in EEX CO2 allowances seem to uctuate together through
time. For Phase I contracts it is observable the variation of the risk premium, being higher
during the rst quarter of 2006. Phase II contracts risk premium variation was higher at the
end of quarter 2 and beginning of quarter 3 in 2008. The lower values for the risk premium in
Phase I occurred at the beginning of quarter 2 of 2006 and quarter 1 of 2007 onwards, due to
banking restrictions.
As a result of the nancial worldwide crisis, in Phase II CO2 futures contracts the minimum
values were reached at the end of quarter 4, 2008 and the start of quarter 1, 2009. Despite
this crisis, we should take into account that in January 2008, the European Commission has
extended the scope of the EU allowance trading system to other sectors (aviation and petro-
chemicals) by 2013, conrming its functioning for Phase III until 2020 (Chevallier, 2010). This
has probably also contributed to the start of the decrease in prices and therefore the risk pre-
mium. After 2009, the risk premium for both EEX and ECX remained relatively stable and
between 0 and 5, as futures contracts also approach their maturity.
In sum, allowances risk premiums are higher for the pre Kyoto protocol contracts com-
pared to those of Phase II. This indicates that the degree of uncertainty decreased post-Kyoto
negotiations and, therefore, increased e¢ ciency of the EU ETS allowances, which allow the in-
corporation of more information into prices, and investors increased rationality, through agents
learning in the course of time.
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Figure 2: Risk premia for EEX futures contracts of maturity December 2006 through 2012
Moreover, the sign of the risk premium (dened by Ft;T ST , positive for most of the sample
period) indicates that expected spot prices are lower than the forward price, which implies that
day-ahead markets for CO2 are in contango46. The exception is the beginning of 2009, where
backwardation emerged, but for the reasons already pointed out before this should come at no
surprise47. This results contradicts the ndings of Daskalakis and Markellos (2009), while being
in direct agreement with the results obtained by Chevallier (2010) although for the French EU
ETS market. Also, CO2 allowances risk premiums vary in magnitude across delivery periods
for Phase II contracts, while being very similar for Phase I contracts.
Usually the risk premium is driven by preferences and hedging needs of investors in the
market. Emitters, who sell allowances for future delivery, want to hedge against low or even
negative prices by selling futures contracts, and in that sense they are willing to accept a
negative risk premium (Ft;T   ST ). Those that buy the allowances, on the other hand, hedge
against high prices by taking a long position in futures contracts. They are willing to accept an
46We mentioned previously that we are considering  =  FP: The true risk premium should thus be ST Ft;T ,
leading to a negative di¤erence and thus contango.
47If there is a near-term shortage, the price comparison breaks down and contango may be reduced or perhaps
even reverse altogether. If it is true (market turns out to be in backwardation), near prices become higher than
far (futures prices) because consumers prefer to have the product sooner rather than later and because there
are few holders who can make an arbitrage prot by selling the spot and buying back the future.
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expected loss on this long position and thus a positive risk premium. In that sense, depending on
whether the hedging needs of emitters that buy or sell dominate, the resulting risk premium will
be positive or negative. The nding of a negative forward premium, according to our previous
denition of risk premium and forward premium, thus indicates that pollution emitters that
buy allowances for future delivery dominate the CO2 allowances market48.
In table 2 descriptive statistics results for the risk premium are presented. The average risk
premium is positive for all futures contracts analyzed.
Table 2: Descriptive Statistics for the risk premium for futures maturities from December
2006 through December 2012
EEX series obs. mean variance skewness kurtosis
FutDec06 293 11.294 5.855 0.023 1.906
FutDec07 545 11.253 10.389 0.300 1.621
FutDec08 174 3.679 3.432 0.588 3.648
FutDec09 389 7.099 3.421 0.660 3.827
FutDec10 389 7.593 3.407 0.716 3.960
FutDec11 389 8.100 3.402 0.777 4.082
FutDec12 389 8.623 3.400 0.841 4.172
FutDec06 to FutDec12 refer to EEX December 2006 to 2012 CO2 Futures contracts; obs. stand
for the number of observations. The rest of the variables are the standard ones.
Mean risk premium and variance are strictly higher for Phase I (experimental phase) con-
tracts than for Phase II49. As such, the higher the time-to-expiration, the higher the mean risk
premium in EEX, favoring results of Chevallier (2010). Still, di¤erences in spot and futures
prices can also be associated with weather conditions, economic activity risks, and other fuel
market relationships (Pinho and Madaleno, 2011). In sum, risk premium is a signicant part of
CO2 futures prices, and thus economically signicant. Therefore, uncertainties over the future
of EU ETS seem to be decreasing and it could be conjectured from here that allowances started
to produce the desired e¤ects from that moment onwards.
In order to test the relation between risk premium and time-to-maturity, results of the
regression equation were estimated and plotted in gure 3. This gure plots the risk premium
by time-to-maturity in days for each of the futures maturity contracts under analysis (one for
each).
48According to our previous denition of RP, in order to be able to compare our results to those of Chevallier
(2010), we have a positive RP and a negative FP. However, according to the nancial literature we have obtained
a negative RP (ST   Ft;T ) and a positive FP (Ft;T   ST ).
49This should come at no surprise given that Period I spot allowances prices appeared in an experimental
phase.
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Figure 3: Risk premium by time-to-maturity for each contract in the sample
The negative relationship between risk premium and time-to-maturity (where the risk pre-
mium increases with decreasing time-to-maturity) is not veried in the EEX market. In fact,
Phase I futures contracts show higher risk premiums despite the lower time-to-maturity associ-
ated. As evident by these plots, the higher the time to expiration, the higher the risk premium
in the EEX market, thus contradicting the ndings of Benth et al. (2008) and favouring those
of Chevallier (2010). As such, the Samuelson e¤ect50 is not veried in CO2 allowances markets,
if the risk premium denition taken is for the di¤erence: Ft;T   ST . Hong (2000) postulates
that the Samuelson e¤ect will hold in markets where there is low information asymmetry and it
may not hold in markets where information asymmetry is high. In addition, there is evidence
of signicant time-varying risk premium in CO2 allowances. As evidenced by the plots, the 
and  coe¢ cients, which determine the relationship between risk premia and time-to-maturity,
are both positive and statistically signicant51, implying that the basis52 variance decreases as
contracts arrive close to maturity (Chevallier, 2010).
50Meaning that volatility of futures increases as the futures contracts approaches expiration.
51Results will be provided upon request.
52The basis is obtained by subtracting the futures price from the cash price. The basis can be a positive or
negative number. A positive basis is said to be "over" as the cash price is higher than the futures price. A
negative basis is said to be "under" as the cash price is lower than the futures price. In a contango market basis
is negative.
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The average convenience yield for all futures maturities is positive. This means that the
spot price tends to be higher than the futures price for future delivery. On the other hand,
variance increases the longer the contract maturity. Results show that variance is lower in the
2006-2007 contracts than for the 2011-2012. This may indicate a more mature market in the
second part of the analysis period. There is also evidence of non-normality for the convenience
yield estimates independently of the contract maturity.
Table 3: Descriptive Statistics for the convenience yield for futures maturities from December
2006 through December 2012
EEX series obs. mean variance skewness kurtosis
FutDec06 295 0.169 0.164 0.346 6.375
FutDec07 547 0.239 0.288 2.086 6.065
FutDec08 175 0.027 0.035 1.959 8.743
FutDec09 390 0.100 0.073 1.739 4.260
FutDec10 390 0.249 0.170 1.134 1.333
FutDec11 390 0.298 0.325 1.131 0.890
FutDec12 390 0.118 0.554 1.108 0.730
FutDec06 to FutDec12 refer to EEX December 2006 to 2012 CO2 Futures contracts; obs. stand
for the number of observations. The rest of the variables are the standard ones.
We take one step forward now and estimate the convenience yield regression, whereas also
evaluating how the variance of spot prices and yields improves the forecasting performance of
future premiums. Results for the convenience yield regression as a function of the price level
and volatility are presented in table 4. Figure 4 plots the convenience yields in futures prices
with delivery in November 2006 and November 2007 in the top panel, and with delivery in
November 2008, 2009, 2010, 2011 and 2012 in the bottom panel. As observed, convenience
yield estimates di¤er signicantly for the pilot (2005-2007) and Kyoto periods (2008-2012).
Between quarter 4, 2005 and quarter 2, 2006 (top panel) the yield is positive with values
0 < ' < 10, hence a higher volatility is observed. When the news of over-allocation of allowances
for the pilot period were published, the price shock on allowances also a¤ected the convenience
yield, where we see it decreasing until  20 < ' <  25 values from quarter 2, 2007 until quarter
4, 2007.
The persistence of the shock on convenience yields was di¤erent for Phase II contracts. The
convenience yield is much lower for this period as compared to the values of Phase I, and we
may say that it is even smaller the longer the contract expiration (FutDec11 and FutDec12).
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Our results contradict those of Borak et al. (2006), and this can be mainly attributed to the
larger data span we have for the empirical analysis performed in the current work. As argued
by Borak et al. (2006), the persistence of negative convenience yields in Phase I period futures
can be attributed to market participants expectations on lower allocations for the commitment
period.
Figure 4: Convenience yields in futures prices with delivery in Phase I (top panel) and with
delivery in Phase II (bottom panel)
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Despite the similarity in the time series for convenience yields in either Phase, there exists
di¤erent long-term reactions to the price shock53. Borak et al. (2006) show that the market has
changed from initial backwardation to contango with signicant convenience yields in future
53For a more detailed description of the relation between convenience yields and spot prices we refer to Borak
et al. (2006).
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contracts for the Kyoto commitment period starting in 2008. Their main result features that a
high fraction of the yields can be explained by the price level and spot price volatility. Given
their empirical ndings, the authors conclude that the yields can be interpreted as market
expectations on the price risk of CO2 emission allowance prices and the uncertainty of EU
allocation plans for the Kyoto period. However, they only cover the early years of the EU ETS
(2005-2006) using daily data. But this negative pattern is still evident for Phase II contracts
in the EEX market although with lower values in magnitude terms. As such, this could be
explained by market participants uncertain expectations during the nancial crisis, since we
observe this negative persistence from quart 1, 2009 onwards. As for quarters 2 and 3 in 2008,
we may say that the higher the futures maturity date, the higher was the convenience yield.
Results that allowed the plots in gure 4 are presented in table 4. Table 4 presents coe¢ -
cients and standard errors for the estimated regression using the GARCH (1,1) as estimator for
volatility of spot price returns. Each line refers to a future delivery date, going from December
2006 until December 2012.
Table 4: Regression estimates for the futures EUAs convenience yields of maturity from
December 2006 through December 2012 for the entire sample period
EEX data: convenience yield regression results
Contract 0 1 2 R
2 N
Phase I FutDec06 -0.345*** 0.0254*** 0.074 0.110 293
(0.109) (0.005) (0.08)
FutDec07 -0.019 0.026*** -0.044 0.263 545
(0.074) (0.002) (0.072)
Phase II FutDec08 0.332*** -0.006 -0.597*** 0.098 174
(0.098) (0.003) (0.139)
FutDec09 0.204*** 0.006*** -0.624*** 0.106 389
(0.042) (0.002) (0.109)
FutDec10 0.459*** 0.006*** -0.624 0.106 389
(0.052) (0.003) (0.109)
FutDec11 0.540*** 0.022*** -1.760*** 0.214 389
(0.083) (0.003) (0.216)
FutDec12 0.254** 0.036*** -2.120*** 0.260 389
(0.105) (0.004) (0.273)
FutDec06 to FutDec12 refer to EEX CO2 Futures Contracts. *,**,*** indicate signicance at
level 10%, 5% and 1%, respectively. N stands for the number of observations available. Values in
parenthesis are standard errors. The model used is that of the convenience yield regression equation
using the GARCH(1,1) specication for the spot volatility:  t = 0 + 1st + 2
2
t + "t:
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Both price and volatility are shown to signicantly inuence the convenience yield and the
signs are as predicted by the theories with respect to prices, except that of FutDec08. Price
volatility does not have a statistically signicant impact on the convenience yield for Phase I
contracts and the signs of the estimated coe¢ cients contradict the existent theory for December
2007 through December 2012 contracts.
Therefore, the spot price is correlated with a positive sign to the convenience yield which
becomes higher the longer the delivery period is. Hence, results point out that convenience
yields can be explained by spot price level and volatility, whereas the stochastic volatility
exerts a negative inuence on yields. As such, models that try to explain convenience yields
should account for both variables.
The yield is the dividend received from holding a unit of the allowance. The negative sign
relating both, although not statistically signicant for FutDec07 and FutDec10, may indicate
that investors may see no privilege in holding the asset with respect to future periods, and as
such care much more about its short-term behavior, while hedging with CO2 futures may be
conditioned. However, these results deserve a more special treatment and analysis, as more
data evolves and becomes available.
We move on presenting the results of the risk premium regression equation on the volatility
of the spot CO2 and on the convenience yield. Using that equation, table 5 presents results
attained by regressing the risk premium on volatility of spot CO2 and on convenience yield,
using the GARCH(1,1) volatility estimates for the spot return of CO2 allowances. In the
following we will evaluate how the variance of spot returns and yields improve the forecasting
performance of futures premium.
Once again it is observable that volatility of spot CO2 prices has a signicant negative sign,
thus inuencing negatively the risk premium. The convenience yield appears to have a positive
and statistically signicant relation with the risk premium for Phase I and on futures maturing
on the Kyoto period, December 2009, 2011 and 2012, negative and not statistically signicant
for FutDec08 and FutDec10 in the EEX market, respectively. This may be attributed to the
newness of the market, and our results contradict those of previous theories (Schwartz, 1997;
Wei and Zhu, 2006). As for the convenience yield inuence, results allow us to agree with
previous empirical ndings about the positive inuence of convenience yields on risk premium,
although for a di¤erent commodity market (natural gas - Wei and Zhu, 2006).
Results change for the Phase under analysis and for the futures contracts of di¤erent matu-
rities, while indicating that the market of CO2 allowances is in contango for most of the time.
Therefore, our results in terms of volatility inuence on the risk premium provide evidence
pointing to the opposite of what previous theories postulated (Considini and Larson, 2001;
Chevallier, 2010). With respect to convenience yield, the e¤ect of this explanatory variable
can be at best described as mixed for the Kyoto period. We should emphasize the fact that
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Chevallier obtained a positive inuence of variance on allowances risk premium when regressing
the risk premium on the variance and skewness of the spot, thus contradicting the empirical
ndings of Bessembinder and Lemmon (2002). However, data used by the previously mentioned
author only covers the period February 26, 2008 to April 15, 2009, which could be inuencing
results.
Table 5: The determination of the risk premium for EEX EUAs of maturity from December
2006 through December 2012
EEX data: risk premium regression results
Contract 0 1 2 R
2 N
Phase I FutDec06 14.200*** -9.450*** 3.290*** 0.319 293
(0.474) (0.944) (0.714)
FutDec07 20.500*** -16.500*** 4.340*** 0.597 545
(0.606) (0.748) (0.580)
Phase II FutDec08 14.600*** -24.000*** -1.300 0.620 174
(0.471) (1.470) (0.818)
FutDec09 10.600*** -18.900*** 4.850*** 0.233 389
(0.821) (2.310) (1.030)
FutDec10 10.000*** -17.100*** 4.590 0.270 389
(0.872) (2.360) (0.687)
FutDec11 9.980*** -15.300*** 4.560*** 0.336 389
(0.847) (2.310) (0.487)
FutDec12 12.100** -15.900*** 4.050*** 0.388 389
(0.779) (2.240) (0.361)
The model used is that of the risk premium equation using the GARCH(1,1) specication for the
spot volatility: t = 0+1
2
s;t+2 t+ "t:. *,**,*** indicate signicance at level 10%, 5% and 1%,
respectively. N stands for the number of observations available. Values in parenthesis are standard
errors.
For the contracts FutDec07 and FutDec08, this simple empirical model is able to explain
a signicant portion of variation in the estimated risk premium. The adjusted R square is
0.59 to 0.62, respectively. For the other contracts under analysis, this simple model is able to
explain only a small portion, where 0:23 < R2 < 0:38. However, this result is consistent with
risk premium regressions for other nancial and commodity markets (see Wei and Zhu, 2006,
for example).
Given the results previously settled, knowledge of both conditional and unconditional distri-
butions of emission trading allowances prices is essential for constructing optimal hedging and
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purchasing strategies in the carbon market. The high volatility and discontinuities presented by
the data mean that caution is needed in resultsinterpretation when dealing with emission al-
lowances derivatives. Pricing mechanism, risk premium, convenience yield and hedging analysis
of intra-phase and inter-phase derivatives are very di¤erent due to the prohibition of banking
between the distinct phases of the market. The existence of inter-phase convenience yield in
futures markets means additional uncertainty and hedging costs for market participants. This
work results will certainly be improved by repeating the analysis some years from now, namely
after the start of CO2 Phase III.
For comparison purposes, we also used other volatility forecasts for the spot return CO2
allowances whose estimates are presented in table 6. As evidenced by the data, even using dif-
ferent volatility forecasts our main results remain unchanged, and thus results are independent
of the volatility forecast used.
Using daily squared returns volatility proxy, estimates for the spot volatility coe¢ cient
(1) are lower, still statistically signicant, than those produced by the GARCH(1,1). Similar
conclusions are taken when we compare results attained using Risk Metrics and Rolling Window
approaches. As such, the negative inuence of spot allowances volatility on the risk premium
is even more negative when the GARCH(1,1) forecasting measure is used.
As for the R2 values, these improve for Phase II contracts using Risk Metrics and Rolling
Windows, as compared to those of GARCH(1,1), while being lower for daily square returns.
As such, given that this model is only able to explain a small portion, other variables should
be added to this simple model in order to see if results improve. Chevallier (2010) suggests a
positive inuence of spot price skewness, which should be taken as an alternative specication.
At the moment, we have said that Phase I contracts were much more volatile than Phase
II Futures, which was then conrmed with empirical results. This fact may be attributed to
the experimental stage at which Futures maturing on December 2006 and 2007 were, because
Futures and spot allowances on these markets became a reality only after 2005, and thus it
should come at no surprise this type of results.
There exists a negative inuence of spot price volatility on risk premium (favouring Bessem-
binder and Lemmon, 2002, results for electricity markets), which are independent of the volatil-
ity proxy used in risk premium regressions. As for the convenience yield impact we may say
that in general it has a positive inuence. However, it was evident a negative inuence of it
on the risk premium for EEX FutDec08, although not statistically signicant. We may at-
tribute this behavioral change for December 2008 contracts to the transition stage and data
span considered for this specic contract54.
54Given spot erratic behavior at the beginning of 2008 we decided to work with data from March 2008
onwards.
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Table 6: Determination of the risk premium for EEX EUAs of maturity December 2006
through December 2012 - Daily Square Returns; Rolling Window; Risk Metrics
EEX data: Daily square returns for spot volatility
Contract 0 1 2 R
2 N
Phase I FutDec06 10.7*** -0.004** 4.21*** 0.099 293
(0.357) (0.001) (0.814)
FutDec07 9.72*** -0.009*** 9.01*** 0.265 545
(0.444) (0.002) (0.726)
Phase II FutDec08 7.66*** -0.062** 2.08 0.0693 174
(0.268) (0.021) (1.23)
FutDec09 5.07*** -0.0848*** 6.57*** 0.143 389
(0.347) (0.0192) (1.05)
FutDec10 4.84*** -0.077*** 5.82*** 0.204 389
(0.374) (0.019) (0.686)
FutDec11 5.36*** -0.068*** 5.37*** 0.285 389
(0.354) (0.0185) (0.482)
FutDec12 7.45*** -0.071*** 4.63*** 0.334 389
(0.314) (0.0182) (0.364)
EEX data: Rolling Window for spot volatility
Contract 0 1 2 R
2 N
Phase I FutDec06 11.9*** -0.0414*** 3.25*** 0.162 293
(0.42) (0.00794) (0.807)
FutDec07 16.2*** -0.108*** 4.67*** 0.485 545
(0.566) (0.00664) (0.671)
Phase II FutDec08 16.8*** -1.84*** -2.07*** 0.691 174
(0.513) (0.0954) (0.744)
FutDec09 9.78*** -0.603*** 3.07*** 0.379 389
(0.49) (0.046) (0.943)
FutDec10 9.91*** -0.571*** 2.14*** 0.36 389
(0.617) (0.0534) (0.717)
FutDec11 9.67*** -0.495*** 2.94*** 0.389 389
(0.618) (0.0548) (0.532)
FutDec12 10.9*** -0.459*** 2.9*** 0.415 389
(0.55) (0.0548) (0.408)
156
EEX data: Risk Metrics for spot volatility
Contract 0 1 2 R
2 N
Phase I FutDec06 11.5*** -0.029*** 3.68*** 0.154 293
(0.389) (0.006) (0.797)
FutDec07 14.5*** -0.0745*** 5.86*** 0.449 545
(0.526) (0.005) (0.67)
Phase II FutDec08 13.7*** -1.14*** -1.41*** 0.678 174
(0.37) (0.061) (0.75)
FutDec09 8.95*** -0.519*** 4.06*** 0.355 389
(0.457) (0.042) (0.941)
FutDec10 8.84*** -0.479*** 3.21*** 0.351 389
(0.543) (0.046) (0.677)
FutDec11 8.88*** -0.423*** 3.51*** 0.388 389
(0.544) (0.471) (0.5)
FutDec12 10.4*** -0.402*** 3.26*** 0.419 389
(0.485) (0.0469) (0.382)
The model used is that of the risk premium regression equation using di¤erent specications for
the spot volatility: t = 0 + 1
2
s;t + 2 t + "t:. *,**,*** indicate signicance at level 10%,
5% and 1%, respectively. Values in parenthesis are standard errors.
In sum, and similar to Chevallier (2010) results, it seems that no linear relationship between
spot and futures CO2 allowances exist. Risk premium and convenience yield are both a¤ected
negatively by the spot price volatility, and this opens room for a better understanding of the
volatile behavior of EU ETS allowances, especially to the relation between volume, volatility
and maturity of the futures contracts in EU ETS CO2 allowances markets. Despite the fact we
have provided information to energy market players that deal with risk management, or simply
traders, for the need to hedge against a potential carbon price risk, it should be noticed that
this market also depends on other energy fuels risk, and markets heterogeneity due to di¤erent
energy mixes, as already showned on the previously presented essay (essay IV).
***************************
5 Conclusions
Given the emergence of a new traded asset, this essay investigates the empirical relationship
between CO2 allowance futures price and spot prices in the German electricity market, EEX.
Results can be summarized as: First, evidence of contango in this CO2 market is found. Second,
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uncertainties over the future of EU ETS allowances seem to be decreasing, which leads us to say
that allowances are starting to produce the desired e¤ects, inuencing spot electricity prices, or
else there is pass through of these additional costs (on essay IV it was shown that CO2 explains
more of electricity prices uncertainty on EEX than for the other two markets, Powernext and
Nord Pool). Third, there are di¤erences in results obtained for di¤erent contracts and Phase
periods. Fourth, the negative relationship between risk premium and time-to-maturity is not
veried in the EEX market, which depends on the denition assumed for the risk premium.
Fifth, spot prices have a signicant positive inuence on convenience yields, and price volatility
seems to have a negative impact on it. Moreover, the convenience yield tends to stabilize with
growing time-to-delivery. Sixth, there is a statistically negative relationship between the risk
premium and the price volatility. Seventh, the positive impact of the convenience yield on
the risk premium depends on the Phase period and futures contract used for the computation,
providing mixed results. Eight, according to the RP denition undertaken (Ft;T   ST ) we have
found a positive RP (negative FP), but if the correct denition of RP was to be considered
(ST   Ft;T ), then we have a negative RP (positive FP). Finally, results are independent of the
volatility forecast used and important for risk management purposes for allowances markets
participants.
Results also indicate that price volatility, CO2 price and convenience yields do not seem
to be the only explanations for convenience yields and risk premiums, which lead us to try
to identify fundamental drivers for the risk premium. The role of fuels (coal, gas and oil),
weather and markets specicities, is here of particular interest relating these CO2 contracts to
the electricity spot and futures markets.
It can be conjectured that energy markets have become an important factor for carbon
market change, due to the increased importance of this type of contracts in the electricity
industry. Moreover, the recently created electricity market rose the care for environmental
protection since newly carbon nancial contracts emerged in this context.
A lot more remains to be done in these new markets. We could explore the magnitude of the
forward premium in allowances prices that can change signicantly over time. More research
into the behavior of futures markets and its relation with the spot price is needed to better
understand the e¤ectiveness of hedging in this market. At this moment we are investigating
CO2 allowances hedging and utility gains (Madaleno and Pinho, 2011b), which is the essay to
be presented next, because as far as we are aware this is the rst attempting work on the issue.
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Essay VI
Hedging with CO2 allowances: the ECX market
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Abstract
We investigate and empirically estimate optimal hedge ratios in the EU ETS carbon market.
Minimum variance hedge ratios are conditionally estimated with multivariate GARCH models,
and unconditionally by OLS and the naïve strategy for the European Climate Exchange (ECX)
market in the period 2005-2009. Also, utility gains are considered in order to take into account
risk-return considerations.
Empirical results indicate that dynamic hedging provides superior gains (in reducing the
variance portfolio) compared to those obtained from static hedging, when adjustment costs are
not taken into account. Moreover, results improve when the leptokurtic characteristics of the
data are into consideration through distributions. Results are always compared in and out of
sample, suggesting also that utility gains increase with investors increased preference over risk.
Keywords: CO2 Emission Allowances; Dynamic Hedging; Futures Prices; Risk Manage-
ment; Spot Prices
1 Introduction
With countries development and increased leaving standards, pollution started to worry
governments, markets and people, worldwide. Global warming is in fact a growing concern
in our days, and the European Union (EU) clearly indicated its will to take the lead in the
ght against it when in 2005 they decided to trade European Union allowances (EUAs), each
representing the right to emit one ton of CO2 in the atmosphere. In the context of control-
ling greenhouse gas emissions, the EU-wide trading system for emission allowances may be
considered one of the major steps towards reducing the environmental burden. For market
participants, academics, policy makers and especially traders/hedgers understanding the price
behavior and the links between spot and futures in the European Union Trading System (EU
ETS) of this new asset class (carbon dioxide CO2 emission allowances) is of particular interest.
Under the emission cap-and-trade system of the EU ETS, CO2 has become a kind of tradable
good. With the evolution of the carbon trading market, not only the carbon spot market
but also some derivative markets such as the carbon futures market and options market have
gradually emerged. Price risk arise when futures prices uctuate, making agents to assume
long or short positions in the forward and spot markets to hedge their exposure to price risk.
There exists a large number of studies in the hedging area, which consider the hedge ratio
across nancial (stocks and indices), agricultural, livestock, interest rates, foreign exchange,
metal and energy markets (fuels and electricity), etc. However, research on hedging in the
carbon market is very limited, if almost no existent. Given that this is a very recent market
(trading started in the early 2005), market immaturity, e¢ ciency issues, liquidity and lack
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of data availability have been commonly cited as restrictions (Daskalakis and Markellos, 2008;
Paolella and Taschini, 2008; Uhrig-Homburg, 2008; Daskalakis, Psychoyios and Markellos, 2009;
Chevallier, 2010). Chevallier (2008) researched Phase I of the EU-ETS extensively with the
emphasis on banking55, pricing and risk hedging strategies, but he does not discusses the
possible use of the optimal hedge ratio, and we try to ll here the gap in the existing literature.
The appropriate way to calculate hedge ratios remains a controversial issue in the literature.
The major methodologies for hedging with futures contracts have been OLS, VAR, VECM and
multivariate GARCH (Moschini and Myers, 2002; Moulton, 2005; Pen and Sévy, 2007; Hua,
2007; Kumar, Singh and Pandey, 2008; Torró, 2008; among others). Modelling the asymmetric
behavior of the covariance matrix in a multivariate setting and studying its consequences in
the ECX CO2 allowances spot-future systems is the main object of this paper. As such, this
work is an attempt to calculate and evaluate the e¤ectiveness of the minimum variance hedge
ratio and expected utility in the EU-ETS carbon market, that as far as we know has never been
tested before.
In order to capture the dynamic structure of second moments conditional on the under-
lying and price variations, recent studies have concentrated in the development of hedging
ratios changing through time using modelling techniques based on conditional heteroscedas-
ticity. Multivariate GARCH models capture the dynamic evolution of the variance covariance
matrix and construct an estimate of the optimal hedge ratio using the conditional variances
and covariances of spot and futures returns. Di¤erent authors use di¤erent specications and
use valid arguments to justify one or the other (Byström, 2003, Torró, 2008, among others).
Torró (2008) uses Minimum Variance Hedge Ratio estimated by OLS and Multivariate
GARCH with a bivariate t-student distribution. Moulton (2005) and Byström (2003) also use
this as the main objective function. Lien and Tse (2000) consider the optimal strategy for hedg-
ing the downside risk measured by the lower partial moments in the Nikkei stock exchange.
Lien and Tse (2002) evaluate constant hedge ratios and time-varying hedge ratios, exploring
di¤erent econometric implementations. They provide a survey that reviews some recent de-
velopments in futures hedging. However, there are superior gains including heteroscedasticity
and time-varying variances in the calculation of hedge ratios. As such, multivariate GARCH
models are useful in reducing the variance portfolio.
The conditional heteroscedastic autoregressive specication (ARCH) was rst presented
by Engle (1982). It has been extended by Bollerslev (1986) to the generalized conditional
heteroscedastic specication (GARCH). In fact, the great part of nancial series contradict
55Banking of allowances means the carrying forward of the unused emission allowances from the current year
for use in the following year. The banking of allowances is now permitted within Phases (except for France
and Poland), but it was prohibited from 2007 to 2008 (inter-phase). This had signicant implications for the
pricing of emission allowance and its underlying derivatives, where we have seen prices decreasing towards zero
between both phases (Daskalakis and Markellos, 2008). Nevertheless, industries are allowed to bank the unused
permit from Phase II to Phase III in France.
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the constant correlation hypothesis as explored by Tse and Tsui (2002). In order to capture
the di¤erent conditional correlation characteristics between rates, Engle and Kroner (1995)
develop the BEKK procedure for the multivariate GARCH estimation. The BEKK algorithm
allows changes through time of the conditional covariance which assumes the positiveness of
the conditional variance covariance matrix.
Some of the deviations of the optimal hedge ratio are based on the minimization of return
variance or maximization of the expected utility. Other derivations of the optimal hedge ratio
are based on the mean-Gini coe¢ cient and generalized semivariance. A brief discussion is
provided by Chen, Lee and Shrestha (2001).
Milliaris and Urrutia (1991) used weekly data to estimate the optimal hedge ratio and found
hedging to be more e¤ective when the hedging horizon was equal to the frequency of the data.
Also by using weekly data, Benet (1992) found that shorter hedging horizons produced more
e¤ective hedging. Moreover, Chen et al. (2003) stress the potential problem of matching the
length of the hedging horizon with data frequency, which leads to the loss of data observations.
Our work evolves with respect to those of Byström (2003) and Torró (2008) in this respect,
favouring the main point of Moulton (2005), although we consider both static (naïve and OLS)
and dynamic hedging strategies.
Moschini and Myers (2002) reject the null of a constant hedge ratio and that time varia-
tion in optimal hedge ratios can solely be explained by deterministic seasonality and time to
maturity e¤ects, using weekly corn cash and futures prices. They develop modied BEKK
parameterization for the Bivariate GARCH(q,r) model. Ripple and Moosa (2005) examine the
e¤ect of the maturity of the futures contract used as the hedging instrument on the e¤ectiveness
of futures hedging, using daily and monthly data on the WTI crude oil futures and spot prices
(NYMEX).
Hua (2007) estimates the constant and dynamic hedge ratios from 3 alternative modeling
frameworks: OLS, VEC and MGARCH for Chinese copper futures markets, to conclude that
the Multivariate GARCH dynamic hedge ratios are superior to other hedge ratio estimates in
terms of portfolio variance reduction. Pen and Sévi (2007) use as objective function the min-
imum variance hedge ratio and model the dynamic and distributional properties of daily spot
and forward electricity prices across European wholesale markets. They doubt of the potential
of forward markets for hedging purposes using multivariate GARCH models, including the di-
agonal BEKK. They conrm the poor performance of these models since the variance reduction
obtained was near zero or even negative. In opposition we obtained a good performance for
the EU-ETS market using the same specication, thus contradicting their results. This makes
us believe on the e¤ectiveness of multivariate GARCH models, especially BEKK, for hedging
purposes.
Data selection is a very important aspect for several reasons. Not only due to a required
large number of observations, but also because non-overlapping futures contracts are preferable
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to avoid articially introducing autocorrelation in the data series. Therefore, the present study
focus on daily hedging with futures, taking one price per day, in the ECX allowances market.
In this work, minimum variance hedge ratios are conditionally and unconditionally estimated
with the multivariate GARCH model, the OLS and Näive models. Empirical results indicate
that dynamic hedging provides superior gains compared to those obtained from static hedging.
The rest of the work evolves as follows. Section 2 presents the methodology, presenting
optimal hedge ratios estimation based on minimum variance hedge and maximization of ex-
pected utility, while it also presents the six hedging strategies to be used. Section 3 presents the
data to be used and its summary statistics, while section 4 presents and discusses the results
attained. Finally, section 5 concludes.
2 Methodology
Hedging is a very common term in the nancial world but a proper denition depends on the
player of the industry. To some, hedge means eliminate the risk in a position or in a portfolio.
To others it simply means limit the risk. A hedge is an action, which reduces risk, usually at
the expense of potential reward.
The most simple way to hedge a position is to enter an identical, but opposite position to o¤-
set all the risk (replicating hedge)56. For linear positions, whose price is linear in the underlying
price, futures are generally the simplest hedging instrument. If the goal is to minimize the risk
with a future that does not behave equivalent to the position that is to be hedged, it might not
be optimal from a hedging point of view to enter a future with the same underlying amount as
the position to be hedged. Under certain assumptions one can actually nd the optimal future
position that minimizes the risk.
2.1 The optimal hedge ratio and evaluation of hedging e¤ectiveness
In the "Optimal hedge ratio" (OHR) one assumes that a company holds a long spot position
that it wants to hedge with a future. Let S dene the change in the spot price S, during the
period of time equal to the life of the hedge. F denes the change in futures price F , during
the same period. The standard deviation of S and F are given by S and F respectively.
The correlation between S and F is given by  and the hedge ratio, dened as the position
in the future divided by the position in the spot is given by h:
The change in value of the hedged position will be given by
S   hF
56One tries to replicate the risky position that is to be hedged and take a short position in that replication.
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The variance 2, of the change in value of the hedged position is thus
2 = 2S + h
22F   2hSF
and the derivative with respect to the hedge ratio is
@2
@h
= 2h2F   2SF
Since @
22
@h2
= 22F is positive, the rst order condition is su¢ cient to nd the h that minimizes
the variance namely
@2
@h
= 0) ht = S
F
=
Cov(St;Ft)
V ar(Ft)
=
sf
2f
which shows that the amount of future CO2 contracts that should be purchased to minimize
the risk of holdings of spot CO2 allowances is proportional to the covariance of changes in the
spot and future price of CO2 divided by the variance of change in future prices. As such, the
hedge ratio is basically the slope coe¢ cient in a regression of the spot price (the instrument) on
the price of the future instrument. But, as expected, this also depends on the hedgers objective
function, being the minimum variance the most widely used approach, on the literature as
presented at the introduction.
We have assumed that St and Ft dene the change in the spot price (S) and in futures
price (F ) during the period of time equal to the life of the hedge, respectively. Dening this
time between t and t+ 1 we will end up with St = st+1 and Ft = ft+1, thus providing
ht =
Covt(st+1; ft+1)
V art(ft+1)
The minimum variance approach has been object of several criticisms, being the strongest
the fact that it does not take into account the expected return. But, each participant in
the carbon market has its own preferences. While investors desire to protect the investment
portfolio from carbon price risk, they also need to ensure high returns at the same time.
However, priority of risk management for emitters may be solely to hedge the carbon price risk.
As such, their objective function can be, but not limited to, the achievement of a minimum
variance of the hedged portfolio.
It is certain that the hedge ratio h, will minimize the variance, but it is debatable if it is
optimal, since we implicitly state that variance is the risk measure of concern. If we assume
that the spot price follows a geometric Brownian motion and that the good is storable, then the
cash-and-carry strategy implies that also the future price will follow the same price process. The
returns of both the spot and the future will therefore be normally distributed, while variance or
standard deviation will be the natural risk measure, and a variance minimization is appropriate.
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At the present work we will measure the e¤ectiveness of each estimated hedge ratio based
on the variance reduction and utility maximization, or else from a utility gains standpoint.
The degree of hedging e¤ectiveness we will consider here, proposed by Ederington (1979),
is measured by the percentage reduction in the variance of spot price changes. Therefore, the
degree of hedging e¤ectiveness, denoted as EH, can be expressed as
EH =
V ar (St)  V ar (ht)
V ar (St)
= 2sf;t
where 2sf;t is the square of the correlation between the change in the spot and futures prices.
The variance metric (EH) measures the percentage reduction in the variance of a hedged
portfolio as compared with the variance of an unhedged portfolio. The hedged portfolios are
calculated by using the OHRs derived from the hedging models, with the best model being the
one with the largest reduction in the variance. The performance metric can be re-written as:
EH = 1 

V ariancehedgedPortfolio
V arianceunhedgedPortfolio

This gives us the percentage reduction in the variance of the hedged portfolio as compared
with the unhedged portfolio. When the futures contract completely eliminates risk, we obtain
EH = 1 which indicates a 100% reduction in the variance, whereas we obtain EH = 0 when
hedging with the futures contract does not reduce risk. Therefore, a larger number indicates
better hedging performance.
The variance is a standard measure of risk in nance and has become the dominant measure
of hedging e¤ectiveness used by hedgers. It has also been extensively applied in the literature on
hedging and was used by Ederington (1979) to evaluate hedging e¤ectiveness. The advantage
of using the variance as a measure of performance is its ease of calculation and interpretation.
Hedging strategies considering the risk-return structure over the portfolio have appeared
to full the lack delivered by the inconsistency of the minimum variance strategies by not
considering the expected return of the portfolio in the determination of the optimal hedge
ratio, as shown by Howard and DAntonio (1984), Cecchetti et al. (1988) and Hsin et al.
(1994).
Even though the existence of proposals to dene a hedging strategy are mostly consistent
with the mean-variance structure of the portfolio, others have look to strategies being consistent
also with the agent utility function, trying to determine the optimal ratio maximizing this utility.
Looking to the utility function of a risk averse agent:
U [E(rp;t); p;t;  (rp;t)]
where  (rp;t) is the absolute risk aversion coe¢ cient, presented by Pratt (1964) and computed
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as
 (rp;t) =  U
00(rp;t)
U 0(rp;t)
Hsin et al. (1994) assume that the agent that looks for a hedging strategy is risk averse. As
such, his expected utility function is concave, conditioned on a constant absolute risk aversion
measure. In using this method, the level of investors utility will be computed di¤erently from
the hedged portfolio and after, compared and ranked by the degree of utility improvement from
the unhedged portfolio.
Considering the return of the hedged portfolio, his variance and that transaction costs equal
zero, the authors determine the optimal ratio in contracts on the futures market to hedge a
position of an asset in the spot market, given by the maximization of the utility function relative
to h, where the expected utility is:
E[U(rp;t)j t 1] = E[rp;tj t 1]  V ar[rp;tj t 1]
and
Max
h
U [E(rp;t); p;t;  (rp;t)] =Max
h
E (rp;t)  0; 5 (rp;t)2p;t
where rp;t is the hedged portfolio (1), or else S   hF , E(rp;t) is the expected return of
the hedged portfolio, V ar(rp;t) its variance and  = 2 ( = 12) is the investors level of risk
aversion, which we will consider to be  = 1 (risk averse),  = 2 (risk neutral), and  = 4 (risk
lover). Finally,  t 1 stands for the information set at time t  1:
The extreme value of the expected utility function is given when the rst derivative equals
zero
@U [E(rp;t); p;t;  (rp;t)]
@h
= 0
which yields
h =
 (rs; rf )
2 (rf )
  E (rf )
2 (rf )  (rh)
This strategy incorporates the risk-return structure of the portfolio to determine the optimal
hedge ratio, but for it to be consistent it is necessary the agent expected utility function to be
quadratic or that the returns of the hedged portfolio would be normally distributed, once he
assumes it explicitly.
Therefore, researchers tried to derive the optimal hedge ratio based on a structure that does
not depend on such assumptions. An alternative was to use as a measure of portfolio risk the
extended Gini coe¢ cient, instead of the variance of the hedged portfolio, as it is consistent with
the rules of the stochastic dominance.
Still, the MV hedge ratio is the most heavily used, analyzed, and discussed hedge ratio, and
it can also be shown that, under some normality and martingale conditions, most of the hedge
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ratios based on other criteria (expected utility, extended mean-Gini coe¢ cient, and generalized
semi-variance) converge to the MV hedge ratio (Chen, Lee and Shrestha, 2001).
3 Hedge ratio estimation models
There are basically two hedging strategies categories: the static and the dynamic ones. By
static hedging we mean that once the optimal hedging ratio is dened, the position in the futures
market is kept constant until the end of the hedging period. Näsäkkälä and Keppo (2005) study
partial hedging of electricity cash ows with static forward strategies. The dynamic strategy
occurs when dened the optimal hedge ratio, this one is constantly monitored and the position
in the futures market continuously rebalanced. However, the constant rebalancing becomes
expensive to the hedger due to operational costs.
3.1 Static hedge ratio estimation models
We will assume that the market is incomplete; therefore not all the risks are hedgeable
through trading the underlying stock. If the market was complete, given su¢ cient initial
capital, all claims could be replicated by trading the stock dynamically. Static derivatives
hedges do not add anything to dynamic hedges in complete markets, but of course they are
very valuable tools in realistic incomplete market models, where there may be risk factors that
cannot be eliminated just by dynamic trading of the underlying stock. By incorporating static
hedges, we enlarge the set of feasible hedging strategies that the investor can choose from and
allow for a better hedging performance.
When a hedge, where the futures position has the same size but the opposite sign than
the position held in the spot market, is considered, we have what is called a naïve hedge ratio
(ht = 1;8t). The naïve model has a lower perceived value in practice, but will be used here for
comparison purposes.
We have also estimated the hedge ratio through the OLS method. Empirically, the one
period hedge ratio is estimated by the slope from the following ordinary least squared (OLS)
regression equation:
st+1 = + h
ft+1 + "t
where "t is the error term from OLS estimation, st+1 and ft+1 are the changes in the spot and
futures prices, respectively, between time t and t+ 1, and h is the minimum hedge ratio.
3.2 Time-varying (dynamic) hedge ratio estimation models
The static hedging strategy determines the equilibrium point or neutral point of the dynamic
hedging strategy. If the position taken in derivatives changes over time the hedging strategy is
dynamic.
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Multivariate models can be used for the computation of optimal hedge ratios. Selected
multivariate models for this presentation are: the BEKK, the Diagonal BEKK, the CCC and
DCC models. As such, we are also able to compare di¤erent parameterizations.
Developed by Engle (1982) and then Bollerslev (1986), the autoregressive conditional het-
eroscedasticity model (ARCH) sparkled a substantial body of work which concerns with not
only further examining the second moment of economic and nancial time series, but also ex-
tending and generalizing the initial ARCH model to better t the situation being investigated.
Bollerslev, Engle and Wooldridge (1988) generalized the univariate GARCH to a multivariate
dimension to simultaneously model the conditional variance and covariance of two interacted
series. This multivariate GARCH model is thus applied to the calculation of dynamic hedge
ratios that vary over time based on the conditional variance and covariance of the spot and
futures prices. Engle and Kroner (1995) present various MGARCH models with variations to
the conditional variance-covariance matrix of equations.
Generalized from GARCH(1,1), a standard M-GARCH(1,1) model is expressed as:264
2
ss;t
2sf;t
2ff;t
375 =
264css;tcsf;t
cff;t
375+
264a11 a12 a13a21 a22 a23
a31 a32 a33
375
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"2f;t 1
375+
264b11 b12 b13b21 b22 b23
b31 b32 b33
375
264
2
ss;t 1
2sf;t 1
2ff;t 1
375
where 2ss; 
2
ff are the conditional variance of the errors ("s;t; "f;t) from the mean equations,
cij; aij and bij are coe¢ cients. Where we have that:
"tjt 1  BN (0; Ht) with
"t =

"st
"ft

and Ht =
"
2ss;t 
2
sf;t
2fs;t 
2
ff;t
#
To maintain a reasonable number of parameters and positive deniteness of the covariance
matrix, di¤erent parameterization for the conditional covariance matrix are proposed.
3.2.1 The BEKK and Diagonal BEKK models
Here is presented the BEKK model of Engle and Kroner (1995) (named after an earlier
working paper by Baba, Engle, Kraft and Kroner). In its full parameterization, the BEKK
model can be written as
t = C
0C +B0t 1B + A0t 1
0
t 1A
where C is a lower triangular matrix, and B and A are square matrices. Positive deniteness is
guaranteed by the use of quadratic forms. Hence, strong restrictions that have to be made on
the VEC model to ensure positive deniteness are bypassed. Restrictions of the BEKK model
173
include the diagonal BEKK and the scalar BEKK. In the diagonal BEKK, matrices B and A
are diagonal matrices. In the scalar BEKK, B and A are scalars. We will only look at the
BEKK and diagonal versions.
Drawbacks from the BEKK parameterization are: (i) the remaining signicant number of
parameters to estimate which still grows with O(n2). For a BEKK model with one lag on
ARCH and GARCH components, this give (5n2 + n)=2 coe¢ cients. (ii) the impossibility to
interpret estimated coe¢ cients. Any co-variability persistence is then di¢ cult to characterize.
(iii) the implicit hypothesis of a constant correlation structure. It is then useful to enrich the
structure of the model by allowing for time-varying correlations.
Karolyi (1995) suggests that the BEKK (Baba, Engle, Kraft and Kroner) model allows the
conditional variance and covariance of the spot and futures prices to inuence each other, and,
at the same time, do not require the estimation of a large number of parameters to be employed.
The model also ensures the condition of a positive semi-denite conditional variance-covariance
matrix in the optimization process which is a necessary condition for the estimated variance to
be zero or positive. The BEKK parameterization for the MGARCH(1,1) model is written as:
"
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where 2ss;t; 
2
ff;t and 
2
sf;t are the conditional variances and covariances of the errors ("st; "ft)
from mean equations, so that we allow for the cointegration relationship in the series. Condi-
tional variance and covariance only depend on their own lagged squared residuals and lagged
values. The MGARCH model incorporates a time-varying conditional covariance and variance
between the spot and futures prices and hence generates more realistic time-varying hedge ra-
tios. The BHHH (Berndt, Hall, Hall and Hausman) algorithm is used to produce the maximum
likelihood (MLE) parameter estimates and their corresponding asymptotic standard errors.
Notice that the assumption of normality in allowances log-price variation is not a realistic
one. Has we will see in the summary statistics of the data, one fact that characterizes allowances
price distribution is its leptokurtosis. As such, as an alternative empirical distribution to the
normal one we will also use the bivariate t-student distribution in the multivariate-GARCH
BEKK and Diagonal BEKK models used here:
"tjt 1  t (0; Ht; v)
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where v is the degrees of freedom parameter of a conditional bivariate t-student distribution.
Bivariate GARCH modelling allows to model the conditional second moments, but also the
cross moments, with special relevance, in our case, to the contemporaneous covariance between
electricity spot and futures. Thats why the conditional, on time t   1 available information,
error term vector follows a bivariate normal law, and for comparison purposes also a bivariate t
distribution, being Ht the positive denite variance covariance matrix dependent on time, will
be employed.
In view of the excessively large number of parameters needed to be estimated in the model,
Bollerslev (1990) proposed an assumption that matrix Ai and Bi are diagonal and the corre-
lation between the conditional variances are to be constant. Bollerslev, Engle and Wooldridge
(1988) propose a parameterization of the conditional variance equation in the multivariate-
GARCH model termed the Diagonal BEKK model which allows for a time-varying conditional
variance. Like the constant correlation model, the o¤-diagonal in the matrices Ai and Bi are
set to zero, i.e. the conditional variance depends only on its own lagged squared residuals and
lagged values. Following Bollerslev, Engle and Wooldridge (1988), the diagonal representa-
tion of the conditional variances elements 2ss and 
2
ff and the covariance element 
2
sf can be
expressed as:
2ss;t = css + ass"
2
s;t 1 + bss
2
ss;t 1
2sf;t = csf + asf"s;t 1"f;t 1 + bsf
2
sf;t 1
2ff;t = cff + aff"
2
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2
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This BEKK multivariate GARCH model employed here explicitly incorporates a time vary-
ing conditional correlation coe¢ cient between spot and futures prices and hence generates more
realistic time-varying hedge ratios.
3.2.2 The Bollerslevs (1990) CCC
In the Bollerslevs (1990) model, covariances between i and j are allowed to vary only
through the product of standard deviations with a correlation coe¢ cient which is constant
through time (constant correlation model or CCC). The dynamic of standard deviations is
governed by the GARCH(1,1) variancesdynamic or any univariate GARCH model. Keeping
the covariance matrix t = [ij;t], we have
2ii;t = cii + bii
2
ii;t 1 + aii"
2
i;t
and
175
ij;t = ij
q
2ii;t
2
jj;t
As pointed out by Bollerslev (1990), under the assumption of constant correlation, MLE of
the correlation matrix and sample-based correlation matrices coincide. Because of the positive
semi-deniteness of the sample-based estimate, the same is guaranteed for the conditional
covariance matrix. The main advantage of this model is to greatly simplify computation by
keeping out of the likelihood function the correlation matrix. The number of parameters to
estimate when a GARCH(1,1) is retained is n(n+5)/2. The main drawback of this model is
that the sign of the conditional correlation is constant over time once ij is estimated. This
may be a problem in the estimation of OHRs.
3.2.3 The DCC model of Engle (2002)
Correlations between returns may not be constant in time. They may be stronger when
prices are falling. To model this feature of the series some dynamic correlation models can be
employed in order to avoid an implicit loss of information when estimating conditional variances
and covariances. Among dynamic correlation models is that of Engle (2002).
The general form of the dynamic conditional correlation (DCC) model introduced by Engle
(2002) is dened by
t = DtRtDt
where Rt = Q 1t QtQ
 1
t
and Qt =
 
1 
PX
p=1
ap  
QX
q=1
bq
!
Q+
PX
p=1
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 
"t p"0t p0

+
QX
q=1
bqQt q
whereDt is a nn diagonal matrix of time varying standard deviations dened by any univariate
GARCH model, Rt is a nn time varying correlation matrix, Q is the unconditional covariance
matrix using standardized residuals from the univariate estimates, and Qt is a diagonal matrix
of the square root of the diagonal elements of Qt. We then have the time varying correlation
matrix dened as Rt =

ij;t

with

ij;t

=
qij;tp
qiiqjj
: DCC di¤ers from CCC mainly in that it
allows the correlation matrix to be changed over time and by having [(n+1)(n+2)]/2 parameters.
Interestingly, the DCCmodel can be estimated in two steps and the number of parameters to
estimate is greatly reduced. The model is then manageable for a greater number of series. The
model also keeps intuition in the interpretation of the parameters, which is lost by using a factor
model where parameters describe an unobserved variable. Nevertheless, this simplication is
made at a cost. Indeed, an implicit assumption of the DCC model is that ap and bq being
scalars, all correlations obey the same dynamic.
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4 Data and Summary Statistics
The European Union (EU) clearly indicated its will against the ght of global warming
when in 2005 they decided to trade European Union Allowances (EUAs), each representing the
right to emit one ton of CO2 in the atmosphere.
Established under Directive 2003/87/EC, the EU ETS (EU Emissions Trading Scheme)
regulates the carbon dioxide emissions (CO2) from installations across the EU, which includes
power generation, mineral oil reneries, o¤shore installations, and other heavy industrial sectors
in its rst phase from 2005-2007 (Phase I or pre-Kyoto period) and in its second phase from
2008-2012 (Phase II or Kyoto period). Further 5-years phase will follow and CO2 emission
allowances are currently being traded on electricity power exchanges. We have decided to work
with data from Powernext in France who trades CO2 spots.
CO2 has thus become a kind of tradable good where initially each member state decides,
through the National Allocation Plan, how much EUAs to emit and how those will be dis-
tributed to each installation. If an installation emits bellow its level then at the end of the
compliance year it can trade the excess EUAs; or it may need to buy EUAs due to excess
emission in a given year, otherwise it will be forced to pay an excess emissions penalty. With
the evolution of the carbon trading market, not only the carbon spot but also some derivatives
markets such as the carbon futures and options markets have gradually emerged.
Due to the newness of this market, data of any useful size and quality has only recently
become available. This article uses daily (Monday to Friday) CO2 spot and futures prices for
more than 4 years, June 24, 2005 to October 9, 2009, thus extending the data span considered
by previous authors that mostly cover Phase I period contracts (Daskalakis and Markellos,
2008; Paolella and Taschini, 2008; Uhrig-Homburg, 2008; Chevallier, 2008, 2010).
From these daily prices quotes in Euro (e) per metric tonne, daily returns (log price rst
di¤erences) are calculated. Data used comes from the French electricity market Powernext57,
whos trading of CO2 allowances, is performed on the Bluenext, the market place dedicated to
CO2 spot trading, based in Paris and created on June 24, 2005.
Trading of emission allowances futures contracts is primarily performed through the Euro-
pean Climate Exchange (ECX), based on London. Since the ECX does not allow spot EUA
trading, it uses Bluenext spot prices as a reference for the futures contracts. ECX EUA Futures
contracts were the rst emissions products to be listed on the Intercontinental Exchange (ICE)
Futures Europe platform in UK on April 22, 2005. ECX EUA Futures are based on underlying
EU allowances (EUAs) and provide the market with standardized contract terms and a bench-
mark for price discovery. ICE/ECX continues to be the most liquid and transparent platform
for EUA trading o¤ering transparent screen trading with tight spreads as well as the clearing of
over-the-counter positions, which partly justies our choice. Contracts are listed on a quarterly
57We would like to thank them for providing us with the necessary CO2 spot data.
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expiry cycle such that March, June, September and December contract months are listed up
to March 2013 and annual contracts with December expiries for 2013 and 2014. We choose to
work with December contracts only, which are physically settled three days after expiry with
the maturity date being the last business day of December in ECX.
As argued by Daskalakis, Psychoyios and Markellos (2009), the pricing mechanism and
relationship between spot and futures allowances prices may vary considerably depending on if
the futures contract is written and expires in the same phase or between di¤erent phases of the
EU ETS, respectively. We have performed empirical tests using the methodologies presented
before for all current December contracts traded on ECX (Futures December 2005 - FutDec05
- through Futures December 2012 - FutDec12). However, results turn out to be very similar
in terms of general conclusions. As such, and in order to save space58, we have decided to
work only with the Future Contract maturing on December 2009 (FutDec09) given that for
this specic contract we have data since June 24, 2005 until October 9, 2009, thus covering
our entire data span59. As such, in the empirical application presented next, only one future
contract (that maturing on December 2009) is considered to hedge the spot price variation at
a daily scale.
Summary statistics of the spot price and EUA futures contracts for all delivery dates (from
2005 to 2012) in the ECX market are provided in table 1.
Table 1: Descriptive Statistics of spot prices and futures price contracts, both in logarithmic
returns for the ECX/Bluenext market
ECX Series Mean Variance Skewness Kurtosis
Spot CO2 0.044 4.045 0.671 45.072
FutDec05 0.132 2.831 -1.811 12.494
FutDec06 -0.223 4.864 -0.292 44.226
FutDec07 -0.918 7.423 -0.821 18.152
FutDec08 0.110 2.944 -1.558 10.310
FutDec09 -0.009 3.353 -1.718 20.844
FutDec10 -0.002 3.322 -1.660 20.104
FutDec11 0.005 3.335 -1.600 18.576
FutDec12 0.011 3.404 -1.564 16.965
Spot refers to ECX CO2 Spot prices, FutDec05 to FutDec12 refer to ECX December 2005 to 2012
CO2 Futures contracts; The variables are the standard ones.
58Results for all these contracts, using the hedging strategies applied, will be provided upon request.
59Phase II contracts have started to be trading also during Phase I, and thus FutDec09 is the contract which
allows us to have a complete picture of the whole scenario.
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Alberola and Chevallier (2009) show that banking restrictions60 between 2007 and 2008
caused the disconnection of spot and futures prices between Phase I and Phase II.
Besides this fact also a structural break for carbon prices of all maturities occurred in
April 2006 due to information revelation (Alberola, Chevallier and Chèze, 2008). The 2008
onwards decreasing EUAs prices are justied by the decreasing volume demand, a product of
the worldwide nancial crisis. EUAs were traded at e15 in March 2007, then stayed in the
range of e19-25 until July 2008, and decreased steadily afterwards to achieve e8 in February
2009.
Futures of all maturities present negative skewness and excess kurtosis (for a normal dis-
tributed random variable skewness is zero and kurtosis is three). We may observe from table 1
the absence of normality in the returns, and data fat tail leptokurtic distributions. As such, we
have heteroscedasticity presented on the series under analysis and MGARCH models are able
to capture the data properties in a proper way.
Emission allowances are characterized by high historical volatility, as they were also pre-
viously in the literature (Paolella and Taschini, 2008; Daskalakis, Psychoyios and Markellos,
2009). Volatility is higher for FutDec06 and FutDec07, which should be expected given the
immaturity of the ECX market during Phase I. However, future 2008 contracts through futures
2012 contracts evidence a much more similar volatile behavior between them, which may indi-
cate a stabilized investors learning process, and when we compare Phase II futures contracts
with the spot CO2 allowances returns, we see that the latter is more volatile than the formers.
As such, being CO2 a commodity, its spot price is more volatile than futures61.
In order to apply the methodologies presented previously, we also need to ensure the data
stationarity.
Apart from the augmented Dickey-Fuller (ADF) tests, which attempt to account for tem-
porally dependent and heterogeneously distributed errors by including lagged sequences of rst
di¤erences of the variable in its set of regressors, the KPSS test can also be used. The null
hypothesis for the ADF test is that the variables contain a unit root or that they are non-
stationary at a certain signicant level. In the KPSS tests, proposed by Kwiatkowski et al.
(1992), the null hypothesis is that a series is stationary around a deterministic trend (TS) and
the alternative hypothesis is that the series is di¤erence stationary (DS).
We have performed ADF and KPSS tests for the market and strategies considered. We are
working with spot and futures returns (log price rst di¤erences) and these tests conrm that
series are stationary62.
60According to the proposal of EU ETS, allowance banking and borrowing between Phase I and II were
prohibited. Hence, at the end of 2007, when the rst phase of EU ETS came to its end, a palpable seem
between the two phases appeared, which lead the carbon spot price to approach zero.
61As argued by Lien and Shrestha (2007): "In the case of commodities, the futures markets are more liquid
than the spot markets. Consequently, the variances of futures returns are much smaller than that of the spot
returns for commodities".
62Results will be provided upon request.
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We also have to check cointegration in CO2 allowances markets, and for this we use the
Johansens test. Although results are not presented here63, correlation values revealed to be
high, which will then ensure a good risk reduction for hedgers, as we will be able to conrm in
the results of the empirical part.
5 Empirical Results
This paper presents empirical results about hedging allowances price risk with futures when
an early daily cancellation of futures positions is made. As previously mentioned, to com-
pare the hedging e¤ectiveness and utility maximization obtained through the strategy, both
risk reduction and utility gains are computed. Furthermore, ex post and ex ante results will
be distinguished by splitting the data sample into two parts. In the rst part, the hedging
strategy is compared ex post, whereas in the second part, an ex ante approach is used. That
is, in the ex ante study, strategies are compared using forecasted hedge ratios and models are
estimated every time a new observation is considered by maximizing the log-likelihood function
for multivariate GARCH BEKK models and quasi-likelihood maximization for the estimation
of CCC and DCC models.
In the following we will present the results obtained using the empirical methodologies
presented before.
Figures 1 to 4 show the estimated spot and futures volatility from each multivariate model
(gures 1 and 2, respectively) and the estimated covariance and conditional correlations (gures
3 and 4, respectively).
Volatility estimated by the six di¤erent multivariate models adopted are presented in gures
1 and 2, being the spot CO2 conditional volatility presented in gure 1, and Future December
2009 conditional volatility presented in gure 2.
Comparing both gures we may see that conditional volatility estimated through multivari-
ate models is lower for the December 2009 future contract with regard to its benchmark (CO2
spot), which conrms the results obtained in the summary statistics.
Thus, it seems that portfolios which replicated the spot obtained lower volatility, i.e. risk
levels, with this e¤ect being particularly noticeable during periods of maximum volatility. These
periods of maximum uncertainty started at the end of 2006 and the year 2007, while after we
also have increased uncertainty in the second week of October 2008 which then ran to January
2009. It seems to have been caused by a growing lack of condence of the agents operating
in the spot market, caused by the worldwide crisis and the spread to all other nancial and
commodity markets around the globe.
63Results will also be provided upon request.
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Figure 1: Conditional volatility for the spot CO2 allowances in the ECX market
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Figure 2: Conditional volatility for the Futures December 2009 CO2 allowances in the ECX
market
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Results for the conditional covariance between EU ETS allowances and futures maturing in
December 2009 are plotted in gure 3. This gure illustrates results of covariance estimated for
in-sample prediction based on di¤erent econometric models that we have mentioned previously.
Generally speaking, there are no signicant di¤erences in covariance forecasting performance,
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despite the MGARCH model used under the in-sample context. Both correlations (gure 4)
and covariances are all positive and similar in absolute term (values) for all of these models.
Moreover, by looking at the plots the only di¤erence that seems to exist among models is the
estimated correlation process. However, we can state that their covariance process have salient
di¤erences and, accordingly, it seems inappropriate to assume that the correlation parameter
between CO2 spot and futures is constant over time.
Figure 3: Conditional covariance between spot and futures CO2 allowances for the ECX
market during the period 2005-2009
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Figure 3 shows that covariance values are higher using BEKK models, with a peak value
around 325. However, covariance shows to be very close to zero, most of the time. But, at
the same time as we see the conditional covariance approaching zero, we also see conditional
correlations very close to one (gure 4).
Apart from such considerations it is remarkable that the evolution of returns estimated by
the multivariate models for both CO2 spot and FutDec09 are strongly correlated (gure 4) to an
estimated value of near one most of the time. The exception is for the conditional correlations
implied by the CCC model. In general during 2005 and 2006 we see conditional correlations
deviate from the value 1 (perfect correlation), but still remained very high (between 0.5 and 1).
The price level and returns in 2008 hedging horizon has opened the way for a series of
dynamic variances and covariances which are plotted as being fairly stable. Given that we can
consider the Kyoto period a more mature phase when compared with the learning phase of the
pre-kyoto commitment (Phase I), when increased and clustered volatility was evident, these
softer optimal hedge ratios for 2008 and 2009 are somehow expected.
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Obviously, the correlation results are important for EU ETS allowances price risk manage-
ment, as they show that December Futures will provide a good risk reduction for hedgers. The
time variation pattern documented in this study may carry some important implications for
hedging. The instability in various aspects of market comovements may imply serious limita-
tions to the investors ability to exploit potential benets from hedging with futures contracts
in allowances markets. Much variation in the contemporaneous relationships among spot and
futures prices may also highlight inadequacy in assuming (short-term) relationships in both
markets, which might account for the di¢ culty in achieving protable active trading.
The conditional hedge ratios derived by MGARCH models are graphed in gure 5. The
computed values move around their unconditional values, and consequently, their performance
is expected to be quite similar. In this gure, the dynamic optimal hedge ratio is plotted against
the xed optimal hedge ratio derived using OLS and Naïve strategies.
Figure 4: Conditional correlations between spot and FutDec09 in the ECX CO2 allowances
market
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The horizontal axis indicates the hedging horizon while the vertical one represents the level
of hedge ratios. The uctuating line represents the conditional hedge ratio at each point in
time obtained through the six considered dynamic MGARCH models (one plot for each), while
the straight lines represent the constant hedge ratio (the solid straight line for OLS and the
broken straight line being the naïve hedge ratio).
Results suggest that despite the volatile behavior evident during 2005 and 2006, for the
rest of the time this hedge ratio clearly approaches its long run equilibrium value of one. The
degree of hedging e¤ectiveness approaches one because the shared permanent component ties
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both spot and futures in allowances markets. This also implies that the e¤ect of the transitory
components becomes weaker. As such, in the long run, the spot and futures prices are perfectly
correlated in these newly markets (favouring In and Kim (2006, 2006a); and Fernandez (2008)
results, for di¤erent commodities and nancial assets).
Figure 5: Conditional Hedge ratios plot using FutDec09 to cover the spot CO2 position in the
ECX allowances market
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Moreover, we see a very volatile behavior of estimated conditional hedge ratios for Phase I
values, while an outlier at the beginning of 2008 is also observed. The former is explained by
the investors uncertain expectations about spot and futures CO2 markets given the newness of
the market. The latter (the sudden extreme jump in variance and covariance) deserves a more
careful analysis and probably a structural break test would provide more insightful conclusions.
In sum, optimal hedge ratios are very sensitive to changes in prices since the hedged portfolio
is calculated on a daily basis.
Table 2 displays the variance reduction for the hedging combination spot CO2 and Futures
December 2009. The middle column reports in-the-sample results for the period June 24, 2005
to May 13, 2009. The last column reports out-of-sample results for the period May 14, 2009
to October 9, 2009 (around 100 observations). In this table the variance of a hedge strategy is
calculated as the variance of the hedged portfolio. The risk reduction achieved for each strategy
is computed by comparison with the variance of the spot position (the spot variance or else,
assuming no hedging, h = 0).
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Table 2: Hedging E¤ectiveness results in and out-of sample using ECX and Bluenext market
data
In the Sample Out of Sample
Spot variance (no hedging) (h = 0) 13.61 4.53
Hedging Risk Reduction Risk Reduction
Naïve (h = 1) 74.32 98.62
OLS (h = FS
2F
) 74.04 99.04
Diag-BEKK (ht =
FS;t
2F;t
) 85.53 99.04
T-Diag-BEKK (ht =
FS;t
2F;t
) 86.63+ 99.06
CCC (ht =
FS;t
2F;t
) 83.72 97.72
DCC (ht =
FS;t
2F;t
) 85.64 99.01
BEKK (ht =
FS;t
2F;t
) 85.34 99.00
T-BEKK (ht =
FS;t
2F;t
) 85.03 99.07+
The table displays the percentage of risk reduction achieved by each hedging strategy using Fut-
Dec2009. The symbol + refers to the strategy with the largest risk reduction in percentage.
In view of in sample and out of sample empirical results, we cannot clearly put all forecasting
models in a proper order. However it is undoubted that the class of BEKK models possess the
optimal forecasting power in covariance.
The dynamic hedging methods perform better than the static hedging strategies at a rst
look and not considering transaction costs64. One of the reasons for this result is the commodity
we choose to work with, clearly indicating the dynamic relationship existing between spot and
futures returns in CO2 allowances.
Results can be summarized in the following way: 1) Hedge ratios vary from model to
model but are extremely close to each other in most cases. Still, these minor di¤erences may
condition the hedge ratio performance evaluations being optimal hedge ratios one of the inputs
for performance computations. 2) Naïve and OLS strategies give worse statistical performance
than dynamic hedging strategies. However, adjustment costs of dynamic hedging strategies are
higher given the daily adjustment. As such, the better statistical performance of MGARCH
models should be expected. If those same costs were considered when OLS hedge ratio is
used, probably results would point out a similar hedging e¤ectiveness or variance reduction,
although they are still very close to each other. This result implies that the better statistical
64Trasaction costs will not be considered when comparing hedging methods as the hedging theoretical frame-
work is a one-period model for all hedging methods. As such, the individual must take futures positions at the
beginning of the period and cancel them at the end of the period. As hedging ratio values revealed to be very
similar in the considered methods, all will have similar transaction costs.
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performance of MGARCH models does not imply a better hedging strategy performance. 3)
When MGARCH hedge ratio performances are compared, results are inconclusive in favour
of any method as di¤erences are quite small between strategies. However, the strategy with
the largest risk reduction, for both in-sample and out-of-sample computations, is that obtained
using the t distribution. This should also come at no surprise given that we have seen previously
that one fact that characterizes allowances price distributions is its leptokurtosis. 4) For in-
sample results the naïve hedging strategy provides better risk reduction than OLS although
lower than that obtained using dynamic strategies.
As mentioned previously, the pure variance reduction approach of performance evaluation
could be questioned by not taking into account the risk return trade-o¤, which is by opposition
considered by utility maximization. As such, utility improvements (gains) of each considered
model over the unhedged position are taken into account in the following. Results are presented
in table 3.
This table presents utility gains resulting from using di¤erent models with the risk aversion
parameter () ranging from 1 until 4. Utility gains values are presented in percentage terms
for both in-sample and out-of-sample data spans, as considered also in table 2.
As evidenced by the results, utility gains increase with the level of the risk aversion parame-
ter. As such, for risk lovers ( = 4) utility gains are superior to those obtained for risk averse
( = 1) or risk neutral ( = 2) investors.
Moreover, the model which produces the highest utility gain over the unhedged position is
the T-Diagonal-BEKK model for in-sample results. As for the out-of-sample results evidence
is mixed with respect to the model providing the higher utility gain (value), but the highest
utility gain, although similar, is obtained from the naïve hedging strategy. This could be used
as an argument for full hedge, as the easiest and cheapest hedging strategy.
By all that was previously seen we may say that as more data for EU ETS allowances markets
becomes available, a more careful analysis of hedging using CO2 could provide insightful results
for hedgers that participate in the allowances markets65. For now, we have provided evidence
for the need to consider carbon instruments in the portfolio optimization. Moreover, given that
allowances are traded in electricity markets, and are a¤ected by fuel prices also, mixed portfolio
strategies optimization could also be analyzed carefully, but we leave it for a future research.
65Despite the entire data span used we are still limited in terms of Phase II data.
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Table 3: Utility gains for alternative risk aversion levels and di¤erent models using spot and
December 2009 futures CO2 allowances for the ECX/Bluenext market
In Sample Out-of-Sample
Variance Return Exp Utila Gainb Variance Return Exp Utila Gainb
 = 1
Unhedge 13.61 -0.01 -13.63 - 4.53 -0.13 -4.67 -
Naïve 3.50 0.00 -3.50 10.13 0.06 0.01 0.00 4.67
OLS 3.53 0.00 -3.53 10.09 0.04 0.00 -0.04 4.62
Diag-BEKK 1.97 0.01 -1.96 11.66 0.04 -0.00 -0.04 4.62
T-Diag-BEKK 1.82 0.00 -1.82 11.81 0.04 -0.00 -0.04 4.63
CCC 2.22 -0.01 -2.23 11.40 0.10 -0.02 -0.12 4.55
DCC 1.96 -0.00 -1.96 11.67 0.04 -0.00 -0.05 4.62
BEKK 2.00 0.01 -1.99 11.64 0.05 -0.00 -0.05 4.62
T-BEKK 2.04 0.00 -2.03 11.59 0.04 -0.00 -0.04 4.63
 = 2
Unhedge 13.61 -0.01 -27.24 - 4.53 -0.13 -9.20 -
Naïve 3.50 0.00 -6.99 20.25 0.06 0.01 -0.01 9.19
OLS 3.53 0.00 -7.07 20.17 0.04 0.00 -0.09 9.12
Diag-BEKK 1.97 0.01 -3.93 23.31 0.04 -0.00 -0.09 9.12
T-Diag-BEKK 1.82 0.00 -3.64 23.60 0.04 -0.00 -0.09 9.12
CCC 2.22 -0.01 -4.44 22.80 0.10 -0.02 -0.22 8.98
DCC 1.96 -0.00 -3.91 23.33 0.04 -0.00 -0.09 9.11
BEKK 2.00 0.01 -3.98 23.26 0.05 -0.00 -0.09 9.11
T-BEKK 2.04 0.00 -4.07 23.17 0.04 -0.00 -0.08 9.12
 = 4
Unhedge 13.61 -0.01 -54.47 - 4.53 -0.13 -18.27 -
Naïve 3.50 0.00 -13.98 40.49 0.06 0.01 -0.03 18.25
OLS 3.53 0.00 -14.14 40.34 0.04 0.00 -0.17 18.10
Diag-BEKK 1.97 0.01 -7.87 46.60 0.04 -0.00 -0.17 18.10
T-Diag-BEKK 1.82 0.00 -7.28 47.19 0.04 -0.00 -0.17 18.10
CCC 2.22 -0.01 -8.88 45.59 0.10 -0.02 -0.43 17.84
DCC 1.96 -0.00 -7.83 46.64 0.04 -0.00 -0.18 18.09
BEKK 2.00 0.01 -7.98 46.49 0.05 -0.00 -0.18 18.09
T-BEKK 2.04 0.00 -8.15 46.32 0.04 -0.00 -0.17 18.10
a Expected Utility: E

U (rp;t) j't 1

= E

rp;tj't 1
  V ar  rp;tj't 1
b Utility gain of hedging models over unhedged position.
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6 Conclusions
With this work we investigate and empirically estimate optimal hedge ratios, for the rst
time as far as we are aware, in the EU ETS CO2 allowances markets (more specically the EXC
- European Climate Exchange - market). We analyze their hedging e¤ectiveness applying both
static (OLS and naïve) and dynamic (Multivariate GARCH - MGARCH) estimation strategies.
To get further insights about the risk-return relation, utility gains are also derived through the
application of these models, for di¤erent risk aversion parameters level.
The contribution of this paper is fourfold: First, we calculate for the rst time hedge ratios
for the CO2 allowances market. Second, we extend the data span considered by previous
authors that mostly covered the Phase I period (2005-2007). Third, we use both static and
dynamic hedging strategies which allow us to compare di¤erent specications. Finally, we help
to identify the internal dynamics of widely traded CO2 emission allowances, essential in pricing
of the contracts, while the implications of the study are expected to be functional for risk
managers, individual investors and hedgers dealing with carbon allowances trading markets.
Our empirical ndings can be summarized as follows: 1) Dynamic hedging provides superior
gains measured by variance portfolio reduction as compared to static hedging strategies; 2)
However, taking into account transaction costs of rebalancing daily the hedged portfolio in
dynamic MGARCH models will imply that their better statistical performance in the EU
ETS market becomes seriously questioned; 3) Also, taking into account data leptokurtosis
characteristics through the error distribution assumption indicates superior gains, measured by
variance reduction, obtained from the multivariate model BEKK (Diagonal), for both in-sample
and out-of-sample results (BEKK); 4) It is also found that, utility gains increase with investors
preference over risk.
Correlation results are important for EU ETS allowances price risk management, as they
show that December Futures will provide a good risk reduction for hedgers participating in
EU ETS markets. Overall, there seems to exist gains by including heteroscedasticity and
time-varying variances in hedge ratios calculations, although it is not completely guaranteed
that improving statistical price modelling provides better performance. As the market evolves
and more data becomes available, it should be expected more useful results, obtained through
dynamic models.
Moreover, a portfolio combination of di¤erent hedging strategies using CO2 and electricity
futures could provide useful results. Finding the optimal number of both contracts to include
in a single portfolio (with respect to hedging needs) will be useful to both traders, hedgers,
speculators or even market generators. As seen on essay IV being France a high nuclear pro-
ducer, they need lower carbon coercion, as compared to EEX and Nord Pool markets. As such,
a comparison throughout markets will also provide insightful conclusions.
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General Conclusions
Some European electricity markets characteristics description was the starting point of this
thesis, where after we have also studied derivatives in the context of the markets where the
instruments are traded, using both electricity and CO2 spot and futures price series. These
newly and growing markets have brought some challenges and opportunities, that have to be
addressed with valid risk management tools. It was evidenced that some of the characteristics
of the market will a¤ect the choice of methods, results, assumptions behind hedging, and
consequently will be important for pricing purposes.
In essay II, wavelet analysis was used to study comovements among six di¤erent markets.
Empirical results seem to favour regional integration in the long run, but not complete inte-
gration. As such, the main European desire of a single European electricity market is for now
conditioned. The long-term dynamics found was especially evident from 2005 onwards, and this
nding might be important for hedging purposes between markets or even to achieve protable
trading.
The lack of strong integration was associated with historical disturbing periods, mainly
those related to fuel prices, and to the countries specic characteristics that for now impel
complete integration, at least for the analysis period. The hypothesis question followed of
whether similarities in the electricity market mechanism across European countries are able to
lead the dynamics of equilibrium prices is thus rejected, using this method, not yet applied in
electricity price series.
Why the use of wavelets in this context? The joint time-frequency nature of wavelets
helps to separate underlying trends found in spot time series which are thus useful to identify
local patterns at various time scales, di¢ cult to capture with other methods. Moreover, given
wavelets exibility we do not need to make strong assumptions concerning the data generating
process of the series, which in electricity reveals to be an advantage given the market special
characteristics (jumps, spikes, heavy tails, extreme volatility, seasonality, mean-reversion, etc.).
Wavelets are not only useful for analyzing comovements among time series. They can
also provide useful answers in hedging issues. With this in mind, essay III studies hedging
e¤ectiveness of electricity futures in the German (EEX) electricity market. We also investigate
the empirical relation between spot and futures electricity prices, resorting to wavelet analysis
to access for this relation at di¤erent time scales. For the hedge analysis we have employed three
unconditional hedging strategies, namely, OLS, naïve and multiscale wavelet analysis (which
has not been applied to electricity markets previously) and a conditional hedging strategy using
the multivariate GARCH model.
Results indicate that the hedge ratio and the e¤ectiveness of the hedging strategies decrease
as the wavelet time scale increases, whereas this time variation in optimal hedge ratios can
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be explained by deterministic seasonality, time-to-maturity e¤ects and volatility di¤erences
between futures and spot returns in this type of markets. At high scales (low frequencies)
both series show a strong and signicant relation, not homogeneous across scales. At higher
frequencies both series show a week comovement, independently of the contract maturity (1
or 6 months), leading to the conclusion that spot and futures electricity markets do not show
a correct feedback relationship. According to the cost-of-carry model, this could imply that
the two markets are ine¢ cient, not acting as perfect substitutes. Finally, hedging e¤ectiveness
provided by wavelet analysis is limited in electricity markets where results favour the dynamic
multivariate GARCH hedge ratio. Therefore, even with an analysis decomposing the series
into several components, the hedge is ine¢ cient. This contradictory result related to previous
empirical ndings using wavelets applied to nancial assets and other commodities markets is
not due to model specication errors, but on the fact that there exists a weak relation between
spot and futures prices.
Wavelet variances put forward that the futures electricity market is much less volatile than
the spot market regardless of the time scale, pointing for the lack of spot liquidity. Moreover,
spot and futures markets are found to be fundamentally di¤erent in electricity markets given
that the long-horizon hedge ratio does not converge to its long run equilibrium of one.
Energy markets have become an important factor for carbon market change, due to the in-
creasing importance of this type of contracts in the electricity industry. Moreover, the recently
created electricity market rose the care for environmental protection since newly carbon nan-
cial contracts emerged in this context. The trading scheme for carbon dioxide (CO2) emission
allowances is one of the major steps towards reducing the environmental burden.
Relationships between electricity prices, primary fuel energy prices and carbon prices are
analyzed through a vector error correction model in essay IV. This enabled us to reveal the
di¤erence of responses to carbon constraints in the electricity generation sector and to evaluate
the e¢ ciency of the European Union Emission Trading Scheme (EU ETS).
In this essay we extend the period of analysis to a larger data span, thus accounting for
both phase I and II of allowances trading, to a larger set of countries at once (NordPool, France
and Germany), and also include in the analysis fuel sources like natural gas, coal and oil. As
such, we are able to analyze the interaction among the series taking into account markets
heterogeneity. This essay shows that carbon constraints impact depend on the countries energy
mix, being electricity the major source of randomness that drives the carbon market for EEX,
and vice versa. Therefore, when analyzing pricing issues on this market we should take into
account this new source of cost, the carbon price. For France, results reveal that electricity is
the major source of randomness for carbon but not vice versa, while in NordPool electricity, gas
and oil, all contribute to carbon randomness. Throughout the period analyzed the e¢ ciency of
the European market for emission allowances had not been able to compel electricity producers
to reduce their emission and invest in cleaner technologies. Thus policies, related to the coal
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industry have only a marginal inuence in electricity prices. Moreover, it is noticed that the
desired e¤ects to be produced under the Kyoto protocol depend on the politics pursued when
distributing the allowances.
Given that CO2 constitutes another source of randomness for electricity prices, being also
unstable due to fuel price dependence, hedging concerns may arise on this type of commod-
ity. Risk premium and convenience yield analysis and hedging issues were the subjects of the
following two essays.
The emergence of this new traded asset, lead us also to investigate the empirical relationship
between CO2 allowance futures price and spot prices in the German electricity market, EEX,
in essay V. Results can be summarized as: First, evidence of contango in this CO2 market
is found. Second, uncertainties over the future of EU ETS allowances seem to be decreasing,
comparing both Phase I and II, which leads us to say that allowances are starting to produce
the desired e¤ects, inuencing spot electricity prices, or else there is a small pass through of
these additional costs. In the previous essay, and given that EEX relies on fuels for electricity
production that demand more carbon coercion, we have seen that electricity major source of
randomness is driven by CO2 allowances. Third, there are di¤erences in results obtained for
di¤erent contracts and Phase periods. Fourth, the negative relationship between risk premium
and time-to-maturity is not veried in the EEX market. But we should consider the fact that
di¤erent denitions considered for the risk premium computations inuences results, putting
forward the need to be cautious when estimations are to be performed. Fifth, spot prices have a
signicant positive inuence on convenience yields, and price volatility seems to have a negative
impact on it. Moreover, the convenience yield tends to stabilize with growing time-to-delivery.
Sixth, there is a statistically negative relationship between risk premium and price volatility.
Seventh, the positive impact of the convenience yield on risk premium depends on the Phase
period and futures contract used for the computation, providing mixed results. Finally, risk
premium results are independent of the volatility proxy used.
Price volatility, CO2 price and convenience yields do not seem to be the only explanations
for convenience yields and risk premiums. In order to identify fundamental drivers for the
risk premium, the role of fuels (coal, gas and oil), weather and markets specicities, is here of
particular interest relating these CO2 contracts to the electricity spot and futures markets, and
should thus be considered in future works.
Moreover, it was exposed that in order for electricity markets to become better behaved,
a signicant portion of demand must be exposed to real-time prices. Moreover, transmission
must be open and its cost must be based on congestion charges and any physical marginal
costs, while rules must be standardized over large areas. The development of more e¢ cient
and liquid energy derivative markets is strongly inuenced by the transparency of nancial
and spot market data, and especially dependent on the success of restructuring. This cannot
only be solved by private initiative. The whether and how will associations (from both trade
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and consumer sides) and governments address these issues is still an open question, where the
problem is unlikely to be answered soon.
Finally in essay VI hedging e¤ectiveness using allowances futures is analyzed applying both
static and dynamic estimation methodologies, while extending the analysis period to, once
again, account for both CO2 trading phases. We analyze for the rst time, as far as we
are aware, the hedge ratio in this recent market. Here it was found that dynamic hedging
provides superior gains when transaction costs of continuous rebalancing are not taken into
account. Taking into account heteroscedasticity and time-varying variances also seems relevant
with respect to variance reduction gains. Finally, empirical results indicate that utility gains
increase with investors preference over risk. As noticed, results obtained for hedging under
CO2 are very di¤erent from those obtained for electricity markets, which leaves an array of new
opportunities to be explored here.
As for now, and despite all the previous future research tips left during the exposition,
exploring in deep electricity market stylized facts and accounting for heavy tails using more
complex models like Lévy market models, for pricing both spot price and derivatives (futures
and options), as well as the analysis of implied volatility (being under investigation at the
moment), are some of the possible future research avenues. These models are more suited
to analyze skewness, fat tails and stochastic volatility present in electricity price series than
classical jump-di¤usion models (one of the results attained thus far).
Purposes, methods and results, for each of the essays presented in this thesis are summarized
in the following tables.
Essay II: Multiscale analysis of European electricity markets co-movements
What? Results?
. Relationships among spot prices across
different European countries vary at
different time scales
. Do similarities in electricity market
mechanisms lead the dynamics of
equilibrium electricity prices?
. Common long term dynamics
. Specific characteristics prevent
integration
. Statistical significant regions at high and
medium frequencies (low and medium
scales)
. Coherence among series are higher after
2006
. Coherence and phase are less consistent,
impelling synchronicity of the series
. The six markets work well as regionally
integrated markets but not as a
common/single European group due to
structural differences
. The magnitude of the comovements
increases as the wavelet time scale
increases
How?
. Wavelet price series decomposition
. Joint time-frequency nature allows to
identify local patterns at various time
scales
. Using daily spot prices for 6 European
markets: Germany, Austria, Netherlands,
Spain, France and Nord Pool
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Essay III: Hedging performance and multiscale relationships in the German
electricity spot and futures markets
What? Results?
. Relationship between EEX electricity
spot and futures
. Covariance/coherence evolution and
hedge ratio analysis (optimal hedge ratios
and hedging effectiveness)
. Dynamic hedging strategies provide
higher variance reduction in hedging
effectiveness, despite transaction costs
and illiquidity concerns
. Poor correlation between spot and
futures, not homogeneous across scales;
the reason for wavelets hedging poor fit
. Long-horizon hedge ratio does not
converge to its long run equilibrium value
of one
. Instability in market comovements limit
investor’s ability to exploit potential
benefits in hedging using futures
. Futures are more liquid than the spot
which could explain high volatility
difference values
. Covariance values close to zero indicate
a bad hedge, which turns out to be true
. Spot and futures found to be
fundamentally different
. Multi-resolution analysis does not show
improvement gains over more traditional
methods in terms of hedging
How?
. Static hedging strategies: naïve, OLS and
wavelets decomposition
. Dynamic hedging strategies: MGARCH-
diagonal BEKK model (normal and t)
. Using weekly spot data, monthly futures
and a one week hedging length
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Essay IV: CO2 emission allowances and other fuel markets interaction
What? Results?
. Study the links
between emissions
trading scheme and
energy markets by
considering countries
heterogeneity
. Electricity prices are
determined by the cost
of fossil fuels,
environmental policies
and climatic factors
. A more competitive
market has spot prices
promptly responding to
other price changes
. Coal shows a stronger response to CO2 prices
. Natural gas seems to do not respond significantly to EUA
shocks
. Gas price shocks affect positively electricity but negatively
carbon prices
. In Germany: carbon and coal are the main source of
randomness driving electricity prices; for oil is coal; for coal
is oil, carbon and natural gas; while electricity, gas, coal and
oil markets alone are not strong enough to influence carbon
prices
. In France: relies on nuclear and carbon has a neglected
effect on electricity, as well as coal and oil; oil is highly
explained by coal and gas; carbon prices by electricity and
gas; coal by carbon; and gas by electricity
. In Nord Pool: relies on hydro and as such carbon has also a
small impact on electricity; carbon major sources of
randomness are electricity, gas and oil, in that order; oil by
electricity and coal; gas by coal and oil; coal by oil and gas
. Expanded nuclear power and hydro generation limit
increases in electricity prices
. For all markets electricity is not contemporaneously
affected by any other fuel source or carbon (1 month)
. Absence of a unified energy market
. Policies related to the coal industry still have a marginal
influence in electricity, whose impact depends on the
countries energy mix
. Fuel sources and carbon could not be the major sources of
randomness of electricity prices showing a clear deviation
from the desired competition degree (mostly noticed in
France –87.3% market power for the largest generator in
2008)
. Production technologies for electricity differ in their CO2
emissions turning out to be difficult to reduce the aggregate
level of emissions by governmental directives
How?
. Vector Error
Autoregressive
Correction Model
(VECM)
. Five endogenous
variables: electricity,
coal, oil and natural gas
spot prices and CO2
allowances or carbon
forward prices
. Monthly data for
Germany, France and
Nordic markets
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Essay V: Risk premia in CO2 allowances: spot and futures prices in the EEX
market
What? Results?
. Study stylized statistical properties of
CO2 allowances, modeling and testing
empirically the relation linking
convenience yield and risk premium
. Examine CO2 from a risk management
angle
. Negative risk premium (RP = ST –Ft,T)
and a positive forward premium (FP = Ft,T
- ST), which implies contango
. Positive relationship between forward
premium and time-to-maturity
. Risk premium (or else FP) and CY are
negatively affected by spot price
volatility, independently of the volatility
proxy used
. CY positively influenced by CO2 price,
and influences the RP (or else FP)
positively
. The presence of both RP and CY make it
clear that agents act in the market for risk
purposes
. Uncertainties over the future of EU ETS
seem to be decreasing
. Samuelson effect is not verified in CO2
allowances markets if the RP definition
taken is the difference Ft,T - ST
. Phase I (the experimental stage)
contracts are more uncertain and therefore
volatile than Phase II contracts
. CY and RP are influenced by factors
other than price volatility, CO2 spot prices
and, in the case of the RP, by convenience
yield. More research on the field is needed
How?
. German EEX spot and futures study
from an ex-post perspective, using daily
data
. Studying both Phase I and Phase II
Determine the CY and RP separately,
while relating statistically, through OLS,
both concepts
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Essay VI: Hedging with CO2 allowances: the ECX market
What? Results?
. Explore optimal hedge ratios and
hedging effectiveness on CO2 allowances
markets
. Utility gains considered to take into
account risk-return considerations
. Dynamic hedging provides superior
gains
. Adjustment costs of the hedging
dynamic strategy may imply indifference
between static and dynamic hedging
. Results improve when leptokurtic
characteristics of the data are considered
. Utility gains increase with investor’s
increased preference over risk
. The model which produces the highest
utility gain over the unhedged position is
the t-diagonal BEKK model for in-sample
results
. For out-of-sample results, the highest
utility gains are achieved for the naïve
hedging strategy, that may be used as an
argument for full hedge, as the easiest and
cheapest hedging strategy
. December futures provide a good risk
reduction for hedgers participating in the
EU ETS market
How?
. Minimum variance hedge ratios
conditionally estimated by multivariate
GARCH models: Diagonal normal and t-
BEKK; CCC; DCC and simple normal
and t BEKK models
. Also estimated unconditionally by naïve
and OLS hedging strategies
. Utility gains compared with investor’s
preference over risk
. Daily hedging with futures for the
European Climate Exchange (ECX)
market between 2005 and 2009
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