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Abstract 
The purpose of this investigation was to present a statistical model to help rank top National 
Basketball Association (NBA) players of all time. As the sport of basketball evolves, the debate 
on who is the greatest player of all-time in the NBA never seems to reach consensus. This 
ongoing debate can sometimes become emotional and personal, leading to arguments and in 
extreme cases resulting in violence and subsequent arrest. Creating a statistical model to rank 
players may also help coaches determine important variables for player development and aid in 
future approaches to the game via key data-driven performance indicators. However, computing 
this type of model is extremely difficult due to the many individual player statistics and 
achievements to consider, as well as the impact of changes to the game over time on individual 
player performance analysis. This study used linear regression to create an accurate model for 
the top 150 player rankings. The variables computed included: points per game, rebounds per 
game, assists per game, win shares per 48 minutes, and number ofNBA championships won. 
The results revealed that points per game, rebounds per game, assists per game, and NBA 
championships were all necessary for an accurate model and win shares per 48 minutes were not 
significant. Any attempts to simplify the model proved ineffective; therefore the four significant 
variables explained 53% of the variation in ranking. The results of the present study indicate that 
winning championships is not necessary to be ranked as one of the all-time greats. This model 
may be appropriate to comparable basketball leagues and may be modified to use in other sports. 
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Project Rationale 
The purpose of this project was to present a statistical model to help rank top National Basketball 
Association (NBA) players of all-time. It allowed me to put the analytical skills I acquired 
during my four years of college to work and apply it to my love of basketball. 
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I. Introduction 
The National Basketball Association (NBA) has seen its share of great basketball players, 
but in a team oriented sport that spans over sixty years, it can be difficult detennining the best 
players of all time. Not only does one have to consider statistics for different positions, but one 
must also weigh individual statistics against team statistics. The game of basketball changed over 
time, and the style of play and importance of certain positions changed with it (Wood, 2011). 
Thus, the question, "How does one rank the greatest NBA players of all time?" remains difficult 
to answer. 
The NBA started in 1949 with the merger of the National Basketball League and 
Basketball Association of America and consisted of seventeen teams in three divisions 
(Faurschou, n.d.). Basketball at the time was focused around the center position, but in 1951, the 
NBA widened the free throw lane which resulted in more scoring from the guard positions. The 
quality of the competition level also increased as more college players began joining the NBA. 
The league was criticized for having too slow of a pace leading to the adoption of a 24-second 
shot clock in 1954 to speed up games and increase scoring. 
Even in the early 1960s, fans still felt the game placed a premium on the center position, 
so again the NBA widened the free throw lane in the 1964-65 season (Faurschou, n.d.). Many 
young players left for the American Basketball Association (ABA), which made revolutionary 
changes to the game such as the addition ofa three point line. Additionally, players received 
huge salary increases and the NBA pursued expansion to more cities. In 1976, the ABA merged 
with the NBA to fonn one league but did not adopt the three point line until 1979 (Wood, 2011). 
In the 1980s, the spotlight began to shift from the centers to the guard and forward positions with 
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the likes of Magic Johnson and Larry Bird. Their rivalry greatly increased the league's 
popularity and was soon followed by the mastery of Michael Jordan in the 1990s. 
In 1992, the game of basketball changed forever with the U.S. men ' s Olympic basketball 
team known as the Dream Team. This team of eleven Hall of Famers showcased basketball at its 
finest and helped translate basketball as an international phenomenon. After the Dream Team's 
performance in the Olympics, the number of international players increased in the NBA 
(Anderson, 2014). Anderson (2014) reported that the 2013-2014 NBA rosters had 90 
international players compared to 21 international players in 1992. These international players 
contributed to widespread adoption of the stretch four position, characterized as a big man that 
can step back and hit long range shots, thereby stretching the floor. This type of player is now 
coveted among many NBA teams. The NBA today is now dominated by speed and quickness 
and games rely much more heavily on guard play. Some teams even play "small ball" and play 
without the center position that was so dominant early in the NBA (Martin, 2013). 
There are several issues with trying to rank the greatest NBA players of all time with a 
statistical model. Since basketball is a very statistic-based game, there are many ways for an 
individual player to impact a game. Individual statistics are clearly influenced by factors such as 
position played on the court, offensive style of play, pace of play, and so on. Thus, choosing one 
stat over another can cause discrepancies with the accuracy of the model. The model used in this 
research uses only a few of these statistics, but they are arguably considered the most important 
(Oliver, 2004). 
Another problem is that some statistics were not always recorded, and are missing from 
some of the older NBA player stat sheets. Two of these missing statistics include blocks and 
steals, which were not recorded until the 1973-74 season (National Basketball Association, 
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2015). Similarly, the three-point shot was not added until the 1979-80 season (Wood, 2011). Not 
only does this eliminate a possible variable, but it alters the points scored statistic since it 
allowed some players to score more in contemporary play. 
The next issue occurs with the lack of defensive-based statistics available for analysis. 
Some of the greatest players were known for their defensive skills, which is what made them all­
time great players. The defensive statistics that are currently available were not recorded until the 
1973-74 season (steal and blocks), and would be incomplete data for analysis (National 
Basketball Association, 2015). Therefore, they cannot be used in the model for this study. 
Determining a clear cut ranking for the greatest NBA players of all time is more 
important than one may believe. People have gotten into heated debates over which player is 
better than another, and some arguments escalated to the point where people have been injured 
and/or arrested over the debate. Centre Daily Times (1983) reported Daniel Mondelice was taken 
into custody on charges of felony aggravated assault and misdemeanor of making terroristic 
threats and simple assault after arguing with another man over whether Michael Jordan or 
LeBron James was the better player. Creating a model to establish player ranking could reduce 
the intensity of these debates and eliminate the potential of arguments resulting in injuries or 
arrests. 
The trouble with ranking players is it often comes down to personal opinion. Even with 
all the different statistics to compare one player to another, people typically resort to their own 
personal opinion. To support one's opinion, a person will usually find one statistic where their 
favorite player outranks other players and use that as the argument. The most common example 
of this is the debate of who is greater between Michael Jordan (MJ) and LeBron James (LBJ). 
The argument normally ends with a supporter of MJ stating that he has six rings compared to 
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LBl's two and refuting every argument that follows. Pop culture recognized the popularity of the 
debate and used it in the comedy film Bad Teacher (2011). This scene provides an accurate 
example of what two people arguing over the issue would look like as gym teacher, Jason Segel, 
debates with a student on which player is better. Segel ends the debate by stating MJ has six 
championships compared to LBl's zero (at the time of this movie), and that it is the only 
argument he needs to prove his point. (BiockbusterUK, 2011). Running a regression on player 
ranking could help detennine the most important stats to consider and provide an accurate 
method of determining an all-time ranking. 
Ranking the NBA's greatest players is normally left up to personal debate and opinions, 
and such analyses typically look at only the top twenty or fifty players. Most academic 
researchers look at similar qualities, including the player's production of wins approach created 
by Berri (1999). His model assessed two main factors of winning games: points scored and 
points surrendered. His results showed that points scored and points surrendered explained 95% 
of the variance in team wins. He proceeded by setting these as separate independent variables 
and computed models with more specific dependent variables. Through least squares regression, 
he found the productivity of a player could be empirically derived and narrowed the dependent 
variables to a player's ability to acquire possession of the basketball and consistently score. Berri 
made further adjustments and fitted this equation to accurately calculate a player's value based 
on production of wins: 
Production of wins = [PM + TF + TDF - P A + TA] x Total minutes played, 
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where PM = per-minute player production, TF = per-minute team tempo factor, TDF = per­
minute team defensive factor, P A = average per-minute production at position, and TA = average 
player's per-minute production. When he compared his results with the actual number of team 
wins, the average error was 2.6 wins with no team having an error greater than 10 wins (Berri, 
1999). 
Because basketball is a team sport, previous research explored team data, including 
Moreno's (2014) assessment ofNBA teams' efficiency. His first model examined allocation of 
player salary to determine the number of team wins it generated. Using network Data 
Envelopment Anaylsis (DEA) methodology (Data Envelopment Analysis), he developed a five 
stage approach to compute wins that included variables such as team-work performance and 
defensive system. He compared the results with single-process DEA; they had a strong, positive 
correlation coefficient of .886. This network DEA approach had lower efficiency results, but 
provided a better assessment of team success traits than the standard DEA model. Overall, it 
more effectively charted wins based on player salaries allocated to starters and bench players. 
Reynolds (1989) discussed the difficulty of determining who the greatest NBA player of 
all time is. He argued that number ofNBA championships cannot be the most important variable 
since it relies on other factors, such as teammates and coaching. He discussed the scoring 
abilities ofKareem Abdul-Jabbar indicating, for Reynolds (1989) being one-dimensional 
prevented Kareem from becoming considered for the greatest ever. In the case of Larry Bird, he 
valued the importance of being able to make everyone on the team better as well as his own skill. 
Next came Reynolds' discussion on versatility in regards to Magic Johnson, and how greatness 
should be associated with such versatility. Finally, he explained Michael Jordan's skill, 
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athleticism, and ability to win games as factors that made him "unstoppable" which led to his 
conclusion that Jordan was the greatest to ever play the game. 
Augustyn (20 IS) created a list of the top ten players of all-time and made his decisions 
based on all-around talent and accomplishments. LeBron James was ranked first on this list for 
many reasons; the first being James' incredible athletic ability for a person his size. Before even 
playing in the NBA, James was nicknamed "The Chosen One" by Sports Illustrated and 
exceeded expectations early on in his career (Lebrecht II, 2002). He was able to lead an 
underdog Cleveland Cavaliers to the 2007 NBA finals at the age of twenty-two, and continue to 
average noteworthy points, rebounds, and assists per game (Augustyn, 2015). Supporting 
Augustyn's analysis, LBJ's team recently made it into the 20 IS NBA Championship Finals, 
making him the first player since the 1960s to reach the finals of the playoffs five years in a row. 
Cohen (2013) made a similar argument in his list of the top twenty players. His list 
followed a pattern of dominance and had Magic Johnson and Shaquille O'Neal ranked one and 
two, respectively. O'Neal was a competitive force for eight years in the league and played 
against much tougher competition than talented centers before him (Cohen, 2013). Johnson 
earned the top spot for having the most extravagant career and the ability to play every position 
on the floor. His talent was "magical" and his career averages of 19.5 points, 11.2 assists, and 7.2 
rebounds per game secured him the number one ranking. 
Because the models presented used different techniques and data, including assessment of 
factors ranging from salary allocation (Moreno, 2014) to individual statistics (Berry, 1999) to 
considering the impact of teammates and coaching (Reynolds, 1989), the question remains how 
to standardize the process of assessing the greatest players using a statistical approach. 
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Professional sports have made more analytical initiatives than any other industry 
(Davenport, 2014). Davenport (2014) stated, "The major conference for sports analytics, 
sponsored by MIT, has grown from 175 attendees at the inaugural event in 2007 to over 2200 in 
2013" (p. 2). Not only is every possible statistic being recorded, but team executives sometimes 
make roster changes based solely on statistics, most notably seen through tactics used by Billy 
Bean in "Moneyball" (Lewis, 2003). Teams are using analytics to determine how to best allocate 
player salaries, determine a team's play style, or determine which players play best together in a 
game. Vegas odds and sports gambling would not be as successful of an industry without the 
library of statistics accessible today. According to Eden (2013), "Nearly every successful sports 
bettor in the world uses some form of computer model to assist in the handicapping of sporting 
events." The NBA is no stranger to statistics and received much attention for its use of analytics. 
From points per 100 possessions to a player's plus/minus, basketball keeps track of a 
multitude of statistics, and some are more advanced than a simple field goal percentage (National 
Basketball Association, 2015). In the first round of the 2015 Eastern Conference playoffs 
between the Chicago Bulls and Milwaukee Bucks, the statistic that drew the most attention was 
how well Derrick Rose played based on whether he had one or two days rest between games. 
During the postseason with one day of rest, Rose shot under 30%, but with two days of rest, 
Rose shot over 50% (Patt, 2015). This statistic played a huge role in the series, as it helped the 
lower seeded Bucks push the Bulls into a six game series. 
Even if not all teams believe in analytics, the applications of ana1ytics are widespread and 
often used unintentionally throughout the game. For example, when a quarter is winding down, 
teams have started rushing to get a shot off with about thirty seconds left knowing they'll get the 
ball back for one more possession because of the 24-second shot clock. Teams use this strategy 
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to secure the final shot of a quarter, rather than let the opposing team have it. The final shot of a 
quarter can carry or tum momentum in one team's favor, and analytics suggest that having two 
bad shots is better than one good shot (Rogers & Immink, n.d.). One needs to look no further 
than Steph Curry's 62-foot shot to end the third quarter in Game 6 of the Western Conference 
semifinals between the Golden State Warriors and Memphis Grizzlies to understand the 
momentum of the last shot of a quarter. This shot turned a five point lead into an eight point 
heading into the fourth quarter, silenced the home team Memphis fans, and helped secure a 
Game 6 win to send the Warriors to the conference finals (NBA, 2015). 
One cannot watch a halftime show of a basketball game on TNT without hearing Charles 
Barkley denounce analytics (Deitsch, 2015). He does not believe analytics should dictate how 
teams play, but for the Houston Rockets, analytics helped them reach this year's Western 
Conference finals. Under the supervision of general manager Daryl Morey, former statistical 
consultant with ST A TS Inc., the Rockets adopted the fastest pace of play in the league, and shoot 
more 3-pointers than any other team (Mason, 2013). They also attempted using the "Hack-a­
Shaq" technique during their semifinal matchup with the Los Angeles Clippers, meaning they 
would foul a poor free throw shooter every possession on defense. This resulted in Deandre 
Jordan of the Clippers shooting 34 free throws in Game 4 of the series, making only 14 of them 
(NBA, 2015). While the Clippers went on to win Game 4 easily, the Rockets' strategy shows just 
how much faith teams are willing to put in analytics. 
II. A Review of Academic Literature 
Basketball analytics are starting to shine in today's game. Teams are employing tactics 
based on statistics, and are paying companies such as Synergy Sports Technology for their 
analytics (Glier, 2013). This recent adoption of analytics is surprising, considering the first use of . 
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analytics (Olier, 2013). This recent adoption of analytics is surprising, considering the first use of 
analytics towards basketball dates back to the 1950s (Tracy, 2015). When looking for the 
mastennind behind these practices, all hands point towards fonner North Carolina Coach Dean 
Smith. Tracy (2015) discussed some of Smith's innovations and effects on the game of 
basketball. In the 1960s, Smith emphasized statistics calculated per possession or per 100 
possessions; this practice is now the conventional method for college and professional 
basketball. Smith used offensive schemes to stall and protect a lead and thereby helped college 
basketball adopt a shot clock in the 1985-86 season as a result. Jeff Lebo, a former player under 
Smith, noted that "frequently changing rules and rosters drove Smith's innovations" (p. BI4). 
When college basketball adopted the 3-point line, Smith adjusted his offense to provide more 
open looks for his best shooters to take advantage of the extra point earned from the 3-point shot. 
With all of the rule changes and talent levels in college basketball, possession-based statistics 
were necessary to compare teams. The use of possession-based statistics is considered Smith's 
distinctive innovation. 
Using analytics for basketball schemes did not catch on for some time. Cohen (2015) 
stated, 
Dean Oliver, a godfather of basketball statistics, published in 1988 what he thought was a 
pioneering paper. It made the radical point that basketball should be thought of in tenns 
of efficiency, not volume, an insight that inspired the sport's rapid advances in analytics 
in recent years ... Soon after publishing, though, Oliver realized that the innovation 
wasn't as original as he thought. (p. B8) 
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The concepts Oliver wrote about were what Smith wrote about thirty years prior. However, 
Oliver's works popularized the use of analytics, including his book Basketball on Paper: Rules 
and Tools for Performance Analysis (Oliver, 2004). 
Many team are taking advantage of the availability of analytics from companies such as 
Synergy Sports Technology (Glier, 2013). Glier (2013) reported that all thirty NBA teams and 
over 300 Division I men's basketball teams purchase Synergy's product. Synergy keeps track of 
a wide variety of statistics, ranging from a team's out-of-bounds plays to the number of times a 
post player spins to the right. Having this kind of information is vital to college teams come 
tournament time, as they face a new team every couple of days and can see opposing teams' 
offenses injust minutes. "There are about 5,700 men's Division I college basketball games in a 
season, and Synergy has film on all but about 100." (Glier, 2013). Teams are using these 
analytics to gain any competitive advantage possible and help win games. 
III. Model and Methodology 
The intent of this analysis was to see if a ranking system for the greatest NBA players of 
all time can be accurately modelled using various basketball statistics. The goal was to create a 
simple model such that any basketball fan would understand and find it valuable. The starting 
model was linear and used five independent variables to explain one dependent variable (see 
Table 1). 
The dependent variable was a reversal of a player's ranking, such that the number one 
ranked player was 150, the number two ranked player was 149, and so on until the number 150 
player is 1. The data set ranked the top 500 players out of a possible listing of over 3000 (Wehr, 
2014), but parity could have become an issue when looking beyond the top 150 players. The 
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players outside of the top 150 could be considered role players whose stats may have benefitted 
from players ranked in the top 150. 
To help decide which independent variables to use, player success and wins were 
evaluated in the literature. Berri (1999) found points scored and points surrendered to be strong 
determinants of team wins. Based on this, the first independent variable was a player's points 
scored per game. This should have a large effect on the dependent variable, since the goal of 
basketball is to score more points than the other team to win. 
Berri (1999) also determined that the productivity of a player came down to the player's 
ability to acquire possession of the basketball and consistently score. Thus, the next two key 
independent variables were assists per game and rebounds per game for a player. These two stats 
support Berri's productivity results. Since assist means a player's team scored as a result of his 
pass, it supports the ability to consistently score. Rebounds support both claims, since defensive 
rebounds acquire possession of the ball and offensive rebounds provides additional opportunities 
to score. Therefore, assists per game and rebounds per game should have a significant effect on 
player rankings. 
Many studies compute models for a team's ability to win, including Moreno's (2014) 
assessment ofNBA teams' efficiency (Moreno, 2014). Since winning is part of being successful 
in basketball, the fourth independent variable used will be win shares per 48 minutes. This 
variable could have either a large or small impact on player ranking. Many analysts consider 
winning one of the most important factors of a player's greatness and therefore should have a 
large coefficient in the model. However, basketball is a team sport and relies on the support of 
teammates, thus win shares per 48 minutes would only have a small impact on player ranking. 
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The final independent variable was the culmination of winning discussed above: NBA 
championships. The ability to win NBA championships requires a tremendous amount of skill 
and provides a selective achievement to compare players. This accomplishment separates the 
elite from the great, and should be a strong indication of player ranking. 
Thus, the baseline model is as follows: 
Table 1 
Variable Descriptions 
INV RANK Inverse ranldng of player across all years 
PPG A verage points scored per game during career 
RPG Average rebounds recorded per game during career 
APG Average assists recorded per game during career 
WSPER48 Win shares per 48 minutes of playing time 
CHMPS Number ofNBA championships player has won 
IV. Empirical Results 
The first regression ran through EViews provided an adjusted R2 of .527 and the 
following estimated equation: 
INV RANK = -80.63 + 4.69PPG + 4.58RPG + 7.07APG + 3.29WSPER48 + 5. 18CHMPS 
(13 .62) (.66) (.92) (1.50) (81.40) (1.09) 
n = 150, R2 = .543 
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The numbers in parentheses below the estimated equation indicate the standard errors for their 
respective variable. Examining the heteroskedastic-robust standard errors, we found only one of 
the independent variables, wins per 48 minutes, to be insignificant. Every estimate in the 
regression had a p-value of .0000, except WSPER48 which had a .9619 p-value. Before 
removing WSPER48 from the model, a restricted F-test was conducted to confirm that it should 
be removed from the model with a null hypothesis (J4 = o. The resulting F* equaled .0022 with 
degrees of freedom (1,144), which did not fall in the rejection region of(3.92, 00). Thus, the 
analysis failed to reject the null hypothesis and WSPER48 should not be included in the model. 
The next regression provided very similar coefficients and a negligible improved R2. 
INV RANK = -80.54 + 4.71PPG + 4.59RPG + 7.08APG + 5.19CHMPS 
(13.33) (.55) (.87) (1.53) (1.05) 
n = 150, R2 = .543 
Now all estimates included have a p-value of .0000 and every standard error except for APG 
decreased as a result. The adjusted R2 improved from .5266 to .5299 with the elimination of 
WSPER48. 
This was a plausible model to explain players' all-time ranking. However, taking it a step 
further, an attempt was made to simplify the model even further and only include the three core 
statistics players accumulate during a basketball game: points, rebounds, and assists. The results 
from the regression showed a less explanatory model and the following estimated equation: 
INV RANK = -76.63 + 4.58PPG + 5.16RPG + 7.58APG 
(14.30) (.58) (.83) (1.55) 
n = 150, R2 = .484 
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Clearly, the number of championships a player has won is too significant to be removed from the 
model as seen by the decrease in R2. 
The next step was to evaluate whether the model had a multicollinearity problem, and 
doing so required checking the correlation matrix for values .90 and greater (Table 2). 
Table 2 
Correlation Matrix 
INV RANK PPG RPG APG WSPER48 CHMPS 
INV RANK 1 .543 .347 .198 .421 .301 
PPG .543 1 .133 .050 .448 -.019 
RPG .347 .133 1 -.442 .315 .151 
APG .198 .050 -.442 1 .086 .008 
WSPER48 .421 .448 .315 .086 1 .196 
CHMPS .301 -.019 .151 .008 .196 1 
The highest correlation of any pair was .543 , between INV _RANK and PPO. Vector inflation 
factors were also checked for multicollinearity, which indicated that none of the independent 
variables were related with one another since none of these values were close to 10 (see Table 3). 
As a result, the model did not have a multicollinearity problem, and did not require any fixes due 
to multicollinearity. 
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Table 3 
Vector Inflation Factors 
Variable VIF 
PPG 1.036 
RPG 1.323 
APG 1.271 
CIDvIPS 1.033 
Comparing the three models showed that model two was the best, because it was the 
simplest model to explain the variation of ranking due to PPG, RPG, APG, and CHMPS (see 
Table 4) . The coefficient for PPG of 4.71 means that an increase in a player's PPG by one shifts 
his all-time ranking up by 4.71 spots. The 4.59 coefficient for RPG means that an increase in a 
player's RPG by one shifts his ranking up by 4.59 spots. The 7.08 coefficient for APG means 
that an increase in a player's APG by one shifts his ranking up by 7.08 spots. The 5.19 
coefficient for CHMPS means winning an additional NBA championship shifts that player's all­
time ranking by 5.19 spots. The -80.54 coefficient for the intercept makes sense, since a player 
who averages zero PPG, RPG, APG, and has zero CHMPS would not be ranked as one of the 
150 greatest NBA players of all-time. 
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Table 4 
OLS Results. Dependent Variable: Inverse Rank 
Modell Model 2 Model 3 
Constant -80.635 
(13.618) 
-80.539 
(13.329) 
-76.634 
(14.303) 
PPG 4.693 
(.659) 
4.706 
(.547) 
4.581 
(.577) 
RPG 4.580 
(.918) 
4.592 
(.869) 
5.163 
(.832) 
APG 7.070 
(1.499) 
7.084 
( 1.527) 
7.583 
(1.545) 
WSPER48 3.289 
(81.403) 
CHMPS 5.181 
(1.094) 
5.192 
(1.050) 
iF .5266 .5299 .4730 
Discussion 
This analysis sought to create a simplified model that could accurately determine an NBA 
player's all-time ranking. Using four of the most significant statistics of an NBA player, a linear 
model was created that used points per game, rebounds per game, assists per game, and number 
ofNBA championships won that explained 53 percent of the variation of player ranking. The 
independent variable of win shares per 48 minutes was insignificant, which is surprising since 
the ultimate goal of players is to win basketball games. 
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One of the major takeaways of these results was that not one variable was not significant 
enough to determine a player's ranking. It required multiple attributes to distinguish rankings; 
this disputes the argument conunonly used in MJ and Lebron debates that MJ is better than 
Lebron simply by having won more NBA championships. The results also indicated that a player 
does not need to have a lot of success winning games to be considered as one of the all-time 
greats. 
When comparing the rankings from Model 1 to Model 2, the lists were almost identical. 
Model 2 reversed the ranking of a few pairs of players ranked next to each other. The two 
models had the same rankings for the top 40 players with the first reversal of rankings occurring 
at the 41 sl and 42nd spots between Willis Reed and Carmelo Anthony, respectively. The original 
rankings from SLAM magazine (2011) have Michael Jordan, Wilt Chamberlain, and Bill Russell 
ranked first, second, and third, respectively. However, the two models ranked Wilt Chamberlain 
first, Bill Russell second, and Michael Jordan third. Looking at their statistics, Jordan appeared 
to fall to third based on his 6 rebounds per game while Chamberlain and Russell each averaged 
22 rebounds per game. While Russell averaged only half as many points per game as Jordan and 
Chamberlain, he had five more NBA championships than Jordan, and nine more than 
Chamberlain which helped him earn the number two ranking (National Basketball Association, 
2015). 
Results of this analysis confirmed the significance ofBerri's (1999) study on wins. With 
points per game, assists per game, and rebounds per game all being significant, the current model 
was in line with Berri's results that points scored and points surrendered are key factors of team 
wins (Berri, 1999). This study also supported Reynolds's (1989) claim that the number ofNBA 
championships should not be the most important factor to determine rankings. With assists per 
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game having a higher coefficient than number ofNBA championships, a player could raise his 
ranking more by increasing his assists per game by one rather than winning an additional 
championship (Reynolds, 1989). Cohen (2013) used a player's dominance to determine his top 
rankings, and since points per game was a significant variable in this analysis, it supported his 
claim. 
The model had a few limitations, the first being its focus on offensive-based statistics. 
The inclusion of defensive statistics may provide a more accurate model. Using only a few 
variables to explain player ranking may have limited the model, but using many variables would 
detract from the goal of creating a simple model. Additionally, the variables chosen for this study 
were routed in sound academic literature. Future studies may benefit from the addition ofmore 
defensive-based statistics, such as steals and blocks. Such a model would then account for a 
player's ability to both score and limit their opponent from scoring. Future studies may consider 
points per possession as an independent variable as well, but finding this statistic may prove 
difficult for older players. 
VI. Conclusion 
Based on these results, winning may not be everything when ranking the greatest players 
of all time. While winning NBA championships elevate players' rankings, points per game, 
rebounds per game, and assists per game were just as important to determine rankings. In this 
model, players can raise their rankings the most by increasing their assists per game. Further, 
debates over who the greatest players of all-time can be approached systematically using this 
model. Rather than let personal opinion decide who is best, mathematical models may be used to 
determine rankings and eliminate personal preferences from debate. Doing so creates a level 
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playing field to accurately gauge players across different eras and can end the debate on who is 
the greatest NBA player of all time. 
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Appendix: EViews Printouts 
Printout 1. Modell Regression 
Dependent Variable: INV_RANK 
Method: Least Squares 
Date: 04/26/15 Time: 17:49 
Sample: 1 150 
Included observations: 150 
White heteroskedasticity-consistent standard errors & covariance 
Variable Coefficient Std . Error t-Statistic Prob . 
PPG 4.692653 0.659475 7.115742 0.0000 
RPG 4.579716 0.918439 4.986411 0.0000 
APG 7.069847 1.499178 4.715814 0.0000 
WSPER48 3.288580 81.40339 0.040399 0.9678 
CHMPS 5.181266 1.094271 4.734902 0.0000 
C -80.63485 13.61803 -5 .921184 0.0000 
R-squared 0.542522 Mean dependent var 75.50000 
Adjusted R-squared 0.526638 S.D.dependentvar 43.44537 
S.E. of regression 29.89099 Akaike info criterion 9.672169 
Sum squared resid 128659.9 Schwarz criterion 9.792595 
Log likelihood -719.4127 Hannan-Quinn criter. 9.72 1094 
F-statistic 34 .15390 Durbin-Watson stat 0.796719 
Prob(F-statistic) 0.000000 Wald F-statistic 37 .00899 
Prob(Wald F-statistic) 0.000000 
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Printout 2. Model 2 Regression 
Dependent Variable: INV_RANK 
Method: Least Squares 
Date: 04/26/15 Time: 17:16 
Sample: 1 150 
Included observations: 150 
White heteroskedasticity-consistent standard errors & covariance 
Variable Coefficient Std. Error t-Statistic Prob. 
PPG 4.705534 0.547486 8.594797 0.0000 
RPG 4.592264 0.869248 5.283030 0.0000 
APG 7.083960 1.527257 4.638355 0.0000 
CHMPS 5.191761 1.050223 4.943486 0.0000 
C -80.53946 13.32871 -6.042556 0.0000 
R-squared 0.542515 
Adjusted R-squared 0.529895 
S.E. of regression 29.78798 
Sum squared resid 128661 .9 
Lo~ likelihood -719.4139 
F-statistic 42.98759 
Prob(F-statistic) 0.000000 
Prob(Wald F-statistic) 0.000000 
Mean dependent var 
S.D. dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Wald F-statistic 
75.50000 
43.44537 
9.658852 
9.759206 
9.699623 
0.797449 
46.54658 
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Printout 3. Model 3 Regression 
Dependent Variable: INV_RANK 
Method : Least Squares 
Date: 04/27/15 Time: 09:07 
Sample: 1 150 
Included observations: 150 
White heteroskedasticity-consistent standard errors & covariance 
Variable Coefficient Std . Error t-Statistic Prob. 
PPG 4.580869 0.576622 7.944324 0.0000 
RPG 5.162689 0.831733 6.207145 0.0000 
APG 7.582820 1.545481 4.906448 0.0000 
C -76.63350 14.30274 -5.357960 0.0000 
R-squared 0.483578 
Adjusted R-squared 0.472966 
S.E. of regression 31 .54008 
Sum squared resid 145237.4 
Log likelihood -728.5025 
F-statistic 45.57142 
Prob(F-statistic) 0.000000 
Prob(Wald F-statistic) 0.000000 
Mean dependent var 
S.D.dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Wald F-statistic 
75.50000 
43.44537 
9.766700 
9.846983 
9.799316 
0.764552 
40.60888 
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Printout 4. Heteroskedasticity White Test Regression 
Heteroskedasticity Test: White 
F-statistic 2.724190 Prob. F(14,135) 0.0015 
Obs*R-squared 33.04172 Prob. Chi-Square( 14) 0.0028 
Scaled explained SS 19.37919 Prob. Chi-Square( 14) 0.1510 
Test Equation: 
Dependent Variable: RESID"2 
Method: Least Squares 
Date: 04/26/15 Time: 17:10 
Sample: 1 150 
Included observations: 150 
Variable Coefficient Std . Error t-Statistic Prob. 
C 495.3071 1499.069 0.330410 0.7416 
PPG"2 -1.890665 2.817838 -0.670963 0.5034 
PPG*RPG -10 .39303 5.744788 -1 .809123 0.0727 
PPG*APG -14.53635 10.73183 -1 .354508 0.1778 
PPG*CHMPS -0.660436 8.492575 -0.077766 0.9381 
PPG 192.6795 108.6562 1.773294 0.0784 
RPG"2 21 .26680 5.421994 3.922322 0.0001 
RPG*APG 13.29502 19.64936 0.676613 0.4998 
RPG*CHMPS -12 .08594 9.489014 -1 .273677 0.2050 
RPG -214.6927 110.6357 -1 .940538 0.0544 
APG"2 57.13548 15.89056 3.595561 0.0005 
APG*CHMPS -42.73366 21.45701 -1 .991594 0.0484 
APG -379.9791 255.8682 -1.485058 0.1399 
CHMPS"2 -39.51873 13.35144 -2 .959886 0.0036 
CHMPS 532 .2070 207.6949 2.562447 0.0115 
R-squared 0.220278 Mean dependent var 857.7460 
Adjusted R-squared 0.139418 S.D. dependentvar 964.2417 
S.E. of regression 894 .5035 Akaike info criterion 16.52505 
Sum squared resid 1.08E+08 Schwarz criterion 16.82612 
Log likelihood -1224.379 Hannan-Quinn criter. 16.64737 
F -statistic 2.724190 Durbin-Watson stat 1.468623 
Prob(F-statistic) 0.001451 
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Printout 5. Multicollinearity Test 1 
Dependent Variable: PPG 
Method: Least Squares 
Date: 04/26/15 Time: 15:00 
Sample: 1 150 
Included observations: 150 
Variable Coefficient Std. Error t-Statistic Prob . 
RPG 0.234732 0.106875 2.196323 0.0296 
APG 0.287661 0.187047 1.537903 0.1262 
CHMPS -0 .109170 0.176234 -0.619459 0.5366 
C 15.54733 1.341539 11 .58918 0.0000 
R-squared 0.034808 
Adjusted R-squared 0.014976 
S.E. of regression 4.376017 
Sum squared resid 2795.831 
Log likelihood -432.2345 
F -statistic 1.755103 
Prob(F-statistic) 0.158388 
Mean dependent var 
S.D. dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
18.26933 
4.409157 
5.816460 
5.896743 
5.849076 
1.433479 
Printout 6. Multicollinearity Test 2 
Dependent Variable: RPG 
Method: Least Squares 
Date: 04/26/15 Time: 15:01 
Sample: 1 150 
I ncluded observations: 150 
Variable Coefficient Std. Error t-Statistic Prob. 
PPG 0.136254 0.062037 2.196323 0.0296 
APG -0.798107 0.127573 -6.256097 0.0000 
CHMPS 0.289959 0.132288 2.191883 0.0300 
C 7.690071 1.265172 6.078280 0.0000 
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
F-statistic 
Prob( F -statistic) 
0.243890 
0.228353 
3.334016 
1622.887 
-391.4403 
15.69784 
0.000000 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
7.477333 
3.795408 
5.272537 
5.352821 
5.305154 
1.496129 
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Printout 7. Multicollinearity Test 3 
Dependent Variable: APG 
Method: Least Squares 
Date: 04/26/15 Time: 15:02 
Sample: 1 150 
Included observations: 150 
Variable Coefficient Std. Error t-Statistic Prob . 
PPG 0.055417 0.036034 1.537903 0.1262 
RPG -0 .264880 0.042339 -6.256097 0.0000 
CHMPS 0.084160 0.077140 1.090998 0.2771 
C 4.776128 0.713739 6.691704 0.0000 
R-squared 0.213455 Mean dependent var 3.935333 
Adjusted R-squared 0.197294 S.D. dependentvar 2.143795 
S.E. of regression 1.920709 Akaike info criterion 4.169571 
Sum squared resid 538.6121 Schwarz criterion 4.249854 
Log likelihood -308.7178 Hannan-Quinn criter. 4.202187 
F-statistic 13.20735 Durbin-Watson stat 1.645207 
Prob{ F -statistic) 0.000000 
Printout 8. Multicollinearity Test 4 
Dependent Variable: CHMPS 
Method: Least Squares 
Date: 04/26/15 Time: 15:02 
Sample: 1 150 
Included observations: 150 
Variable Coefficient Std. Error t-Statistic Prob . 
PPG -0.024012 0.038763 -0.619459 0.5366 
RPG 0.109871 0.050126 2.191883 0.0300 
APG 0.096087 0.088073 1.090998 0.2771 
C 0.752338 0.869556 0.865198 0.3883 
R-squared 0.032304 
Adjusted R-squared 0.012420 
S.E . of regression 2.052304 
Sum squared resid 614.9449 
Log likelihood -318.6581 
F-statistic 1.624616 
Prob{ F -statistic) 0.186204 
Mean dependent var 
S.D.dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
1.513333 
2.065169 
4.302108 
4.382391 
4.334724 
1.860339 
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Correlation Matrix 
INV_RANK PPG RPG APG WSPER48 CHMPS 
I NV_RANK 1.000000 0.543486 0.347417 0.198360 0.420835 0.300892 
PPG 0.543486 1.000000 0.132570 0.050229 0.448457 -0.019487 
RPG 0.347417 0.132570 1.000000 -0.441589 0.314782 0.151081 
APG 0.198360 0.050229 -0.441589 1.000000 0.085563 0.008003 
WSPER48 0.420835 0.448457 0.314782 0.085563 1.000000 0.195601 
CHMPS 0.300892 -0.019487 0.151081 0.008003 0.195601 1.000000 
Multicollinearity Regressions 
Dependent Variable: PPG 
Method: Least Squares 
Date: 04/26/15 Time: 15:00 
Sample: 1 150 
Included observations: 150 
Variable Coefficient Std. Error t-S tatistic Prob. 
RPG 
APG 
CHMPS 
C 
0.234732 
0.287661 
-0 .109170 
15.54733 
0.106875 
0.187047 
0.176234 
1.341539 
2.196323 
1.537903 
-0 .619459 
11.58918 
0.0296 
0.1262 
0.5366 
0.0000 
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
F-statistic 
Prob{ F-statistic) 
0.034808 
0.014976 
4.376017 
2795.831 
-432 .2345 
1.755103 
0.158388 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
18.26933 
4.409157 
5.816460 
5.896743 
5.849076 
1.433479 
Dependent Variable: RPG 
Method: Least Squares 
Date: 04/26/15 Time: 15:01 
Sample: 1 150 
Included observations: 150 
Variable Coefficient Std . Error t-Statistic Prob. 
PPG 0.136254 0.062037 2.196323 0.0296 
APG -0.798107 0.127573 -6.256097 0.0000 
CHMPS 0.289959 0.132288 2.191883 0.0300 
C 7.690071 1.265172 6.078280 0.0000 
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
F -statistic 
Prob{F-statistic) 
0.243890 
0.228353 
3.334016 
1622.887 
-391.4403 
15.69784 
0.000000 
Mean dependent var 
S.D. dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
7.477333 
3.795408 
5.272537 
5.352821 
5.305154 
1.496129 
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Dependent Variable: APG 
Method: Least Squares 
Date: 04/26/15 Time: 15:02 
Sample: 1 150 
Included observations: 150 
Variable Coefficient Std. Error t-Statistic Prob. 
PPG 0.055417 0.036034 1.537903 0.1262 
RPG -0.264880 0.042339 -6.256097 0.0000 
CHMPS 0.084160 0.077140 1.090998 0.2771 
C 4.776128 0.713739 6.691704 0.0000 
R-squared 0.213455 
Adjusted R-squared 0.197294 
S.E. of regression 1.920709 
Sum squared resid 538.6121 
Log likelihood -308.7178 
F-statistic 13.20735 
Prob{ F-statistic) 0.000000 
Dependent Variable: CHMPS 
Method: Least Squares 
Date: 04/26/15 Time : 15:02 
Sample: 1 150 
Included observations: 150 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
3.935333 
2.143795 
4.169571 
4.249854 
4.202187 
1.645207 
Variable Coefficient Std. Error t-Statistic Prob. 
PPG -0.024012 0.038763 -0.619459 0.5366 
RPG 0.109871 0.050126 2.191883 0.0300 
APG 0.096087 0.088073 1.090998 0.2771 
C 0.752338 0.869556 0.865198 0.3883 
R-squared 0.032304 
Adjusted R-squared 0.012420 
S.E. of regression 2.052304 
Sum squared resid 614.9449 
Log likelihood -318.6581 
F-statistic 1.624616 
Prob(F-statistic) 0.186204 
Mean dependent var 
S.D.dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
1.513333 
2.065169 
4.302108 
4.382391 
4.334724 
1.860339 
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Modell Regression 
Dependent Variable: INV _RANK 
Method: Least Squares 
Date: 04/26/15 Time: 17:49 
Sample: 1 150 
Included observations: 150 
White heteroskedasticity-consistent standard errors & covariance 
Variable Coefficient Std. Error t-Statistic Prob. 
PPG 4.692653 0.659475 7. 115742 0.0000 
RPG 4.579716 0.918439 4.986411 0.0000 
APG 7.069847 1.499178 4.715814 0.0000 
WSPER48 3.288580 81.40339 0.040399 0.9678 
CHMPS 5.181266 1.094271 4.734902 0.0000 
C -80.63485 13.61803 -5.921184 0.0000 
R-squared 0.542522 
Adjusted R-squared 0.526638 
S.E. of regression 29.89099 
Sum squared resid 128659.9 
Log likelihood -719.4127 
F-statistic 34 .15390 
Prob( F-statistic) 0.000000 
Prob(Wald F-statistic) 0.000000 
Mean dependent var 
S.D. dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Wald F-statistic 
75.50000 
43.44537 
9.672169 
9.792595 
9.721094 
0.796719 
37.00899 
Model 2 Regression 
Dependent Variable: INV_RANK 
Method: Least Squares 
Date: 04/26/15 Time: 17:16 
Sample: 1 150 
Included observations: 150 
White heteroskedasticity-consistent standard errors &covariance 
Variable Coefficient Std . Error t-Statistic Prob. 
PPG 4.705534 0.547486 8.594797 0.0000 
RPG 4.592264 0.869248 5.283030 0.0000 
APG 7.083960 1.527257 4.638355 0.0000 
CHMPS 5.191761 1.050223 4.943486 0.0000 
C -80 .53946 13.32871 -6.042556 0.0000 
R-squared 0.542515 
Adjusted R-squared 0.529895 
S.E. of regression 29.78798 
Sum squared resid 128661.9 
Log likelihood -719.4139 
F-statistic 42 .98759 
Prob{F-statistic) 0.000000 
Prob(Wald F-statistic) 0.000000 
Mean dependent var 
S.D. dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Wald F-statistic 
75.50000 
43.44537 
9.658852 
9.759206 
9.699623 
0.797449 
46.54658 
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Model 3 Regression 
Dependent Variable: I NV _RANK 
Method: Least Squares 
Date: 04/27/15 Time: 09:07 
Sample: 1 150 
Included observations: 150 
White heteroskedasticity-consistent standard errors & covariance 
Variable Coefficient Std . Error t-Statistic Prob. 
PPG 4.580869 0.576622 7.944324 0.0000 
RPG 5.162689 0.831733 6.207145 0.0000 
APG 7.582820 1.545481 4.906448 0.0000 
C -76.63350 14.30274 -5.357960 0.0000 
R-squared 0.483578 
Adjusted R-squared 0.472966 
S.E. of regression 31 .54008 
Sum squared resid 145237.4 
Log likelihood -728.5025 
F-statistic 45.57142 
Prob( F -statistic) 0.000000 
Prob(Wald F-statistic) 0.000000 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Wald F-statistic 
75.50000 
43.44537 
9.766700 
9.846983 
9.799316 
0.764552 
40 .60888 
