Abstract-We present a framework for image segmentation based on quadratic programming, i.e., by minimization of a quadratic regularized energy linearly constrained. In particular, we present a new variational derivation of the quadratic Markov measure field (QMMF) models, which can be understood as a procedure for regularizing model preferences (memberships or likelihoods). We also present efficient optimization algorithms. In the QMMFs, the uncertainty in the computed regularized probability measure field is controlled by penalizing Gini's coefficient, and hence, it affects the convexity of the quadratic programming problem. The convex case is reduced to the solution of a positive definite linear system, and for that case, an efficient Gauss-Seidel (GS) scheme is presented. On the other hand, we present an efficient projected GS with subspace minimization for optimizing the nonconvex case. We demonstrate the proposal capabilities by experiments and numerical comparisons with interactive two-class segmentation, as well as the simultaneous estimation of segmentation and (parametric and nonparametric) generative models. We present extensions to the original formulation for including color and texture clues, as well as imprecise user scribbles in an interactive framework.
I. INTRODUCTION

I
MAGE segmentation is an active research topic in computer vision and image analysis. It is a core process in many practical applications (see, for instance, those listed in [1] ). Image segmentation is an ill-posed problem that is task and user dependent; this is illustrated by the three possible segmentations of a single scene in Fig. 1 . Among many approaches, methods based on Markov random field (MRF) models have become popular for designing segmentation algorithms because their flexibility for being adapted to very different circumstances such as color, connected components, motion, and stereo disparity (see, e.g., [1] - [6] ). The columns correspond to segmentations by color, semantic objects, and planar regions, respectively. The segmentation were computed with the multiclass EC-QMMF algorithm using color histograms (see Section V-A).
The MRF approach allows one to express the label assignment problem into an energy function that includes spatial context information for each pixel and thus promotes smooth segmentations. The energy function codifies the compromise of assigning a label to a pixel by depending on the value of the particular pixel and the value of the surrounding pixels. Since the label space is discrete, frequently, the segmentation problem requires of the solution of a combinatorial (integer) optimization problem. In that order, max-flow/graph-cut-based techniques are among the most successful optimization algorithms [7] - [11] . In particular, graph-cut-based methods can solve the binary (two labels) segmentation problem in polynomial time [5] . The search for faster algorithms is, indeed, an active research topic. Recently, some authors have reported advances in the solution of the multilabel problem. Their strategy consists of constructing an approximated problem by relaxing the integer constraint [12] , [13] . Additionally, there are two important issues in discrete MRFs, i.e., the reuse of solutions in the case of dynamic MRFs [8] , [14] and measurement of the uncertainty in the label assignment [14] .
However, the combinatorial approach (hard segmentation) is neither the most computationally efficient nor, in some cases, the most precise strategy for solving the segmentation problem. A different approach is to directly estimate the uncertainties on the label assignment (memberships) [1] , [4] , [6] , [15] , [16] . In the Bayesian framework, such memberships can naturally be expressed in terms of probabilities, leading to the named probabilistic segmentation (PS) methods.
In this paper, we present new theoretical insights, extensions, and computational efficient algorithms to the recently reported PS method named quadratic Markov measure field (QMMF) models [1] . In particular, we demonstrate that the data term (potential) in QMMFs is a dissimilarity measure between discrete density distributions and satisfies the here-proposed design guidelines for PS methods. We also present efficient optimization algorithms that are proper for the two-class (binary) and multiclass segmentation problems. We demonstrate that the solution to a convex QMMF is computed by solving a linear system. On the other hand, since the entropy control proposed in [1] affects the convexity of the quadratic programming (QP) problem, then we propose a projection strategy combined with a subspace minimization (SSM) method for the nonconvex QMMF case [17] . In addition, we include extensions to the QMMF framework that widen its capabilities.
Preliminary results of this work were reported in [18] - [21] . We organize this paper as follows: In order to make this paper self-contained, Section II shows a brief review of the original Bayesian derivation of the QMMF models. Section III presents a new variational justification of the QMMF models. The new QMMF viewpoint shows that the data term is a dissimilarity measure (an information measure) between discrete density distributions that preserves class preferences. Additionally, the presented framework demonstrates that the low-entropy requirement (used in the original derivation [1] ) is not a constraint in the QMMF models. Section IV presents new efficient optimization algorithms. Then, experiments that demonstrate the method performance are presented in Section V. Finally, our conclusions are given in Section VI.
II. BRIEF REVIEW OF EC-QMMF MODELS:
THE BAYESIAN DERIVATION First, we introduce the notation used in this paper. We denote by a pixel position in the image. Let be the set of sites of a regular lattice that defines the image; then, denotes the region of interest. Moreover, denotes the set of index classes, and (1) is the simplex whose elements are probability measures, where the vector has all its entries equal to one and its size is defined by the context. In our notation, given , then for . Recently, in [1] , the entropy-controlled QMMF (EC-QMMF) models for image multiclass segmentation were proposed. Such models are computationally efficient and produce PSs of excellent quality. Whereas hard segmentation procedures compute a hard label for each pixel, PS approaches (as QMMFs) compute the confidence of assigning a particular label to each pixel. In the Bayesian framework, the amount of confidence (or uncertainty) is represented in terms of probabilities. In that framework, denotes the unknown probability of pixel to belong to class . Such a vector field is a probability measure field, i.e., . The QMMF formulation constructs on the generative model (2) where is the observed image, and the image vector is generated with a parametric model set with parameters . Then, we indistinctly use or for the pixel value in the th image model, where parameters , are known or estimated. A simple example of model is . In such a case, the image regions are constant planes defined by scalar . In addition, is a possible noise (or residual), and the probability measure can be understood as a matting vector [1] , [16] . In the original proposal, the QMMF models are derived from the observation model (2), assuming independent identically distributed (i.i.d) Gaussian noise (with zero mean and standard deviation ) and measure vectors with neglected entropy, i.e., the product for at any pixel [1] . Hence, in the Bayesian regularization framework, the conditional probability of the observation, given the matting factors and the image models, is given by
where the approximation (4) is valid in the low-entropy limit and (5) is a diagonal matrix associated with pixel . Moreover, is the normalized probability measure vector, i.e., (6) where vector is the normalized version of vector : the preferences of the data for the image models lead us to the next definition.
Definition: The likelihood (model preference) is the conditional probability of observing a particular pixel value by assuming that such a pixel is taken from image , i.e., (7) where is the th canonical basis vector. The last derivation is based on the assumption of Gaussian noise . The generalization to other distributions, which are different from the Gaussian, is justified in the low-entropy limit (see [1] for more details).
Following [1] , given the model preferences , then an effective PS of can be computed by solving the QP problem, i.e., s.t.
for (8) where the cost function has the form (9) where scalars and are hyperparameters that control the contribution of each term. The first term in (9) is named the data term and attaches the solution to the likelihood ; the corresponding potential is given by (10) where is given in (5) . The second term in (9) is Gini's index, which controls the solution's entropy. The solution's entropy is penalized (promoted to be small) with and conversely if . The third term in (9) is named the regularization one, and promotes spatially smooth solutions. The corresponding regularization potential is given by (11) and denotes the set of first neighbors.
In [1] , the optimum is computed with a projected GaussSeidel (PGS). Such an algorithm iterates [1, eq. (16)- (18)] with a clipping of negative values (projects to zero).
In addition, the QMMF models allows one the join estimation of the segmentation and the image model parameters . In such a case, the memberships and the parameters are estimated by alternating partial minimizations until convergence, i.e., 1) s.t. , keeping fixed ; 2)
, keeping fixed . In order to guarantee convergence, descent of global energy at each iteration is required. Furthermore, these minimizations can be approximately achieved for computationally efficiency purposes.
III. VARIATIONAL MOTIVATION FOR QMMFS
In the previous section, based on the Bayesian regularization framework, the QMMF energy cost (9) is derived from the observation model (2) and by assuming that the matting factor has low entropy. However, in the low entropy limit, there exist many potentials that can approximate the conditional probability (3). For example, let be discrete densities; then, in the low-limit entropy, any of the following approximations are valid: (12) However, the potential is preferred because it produces PSs of good quality and it has important algorithmic advantages. In this section, we present a study on the potential that enlightens its properties and becomes unnecessary to enforce the low-entropy constraint. We also present interesting extensions to the original QMMF model.
A. PS
As we have said, a PS consists of estimating probability measure field such that expresses the probability that the th label is the correct one at pixel . A simple PS is given by the model preferences (likelihoods) . However, the simple addition of noise in the data may produce an erroneous segmentation because the probability measure field is also noise corrupted and needs to be filtered.
If one adopts a variational approach for filtering , then a regularized energy needs to be minimized. Such energy has, in general, two kinds of terms, i.e., a data term and a regularization term. The first one attaches the regularized PS with the data (the likelihood in this case), and the regularization term promotes a spatial smoothness. Both terms are defined by potential functions. In a classical sense, a potential that promotes "data consistency" has minimum energy when the regularized PS equals the likelihood. Hence, it is natural that those potentials are written in terms of distances (norms) or robust functions (based on M-estimators) [22] . However, we need to take into account that we deal with vectors of probability measures . Thus, we can also use measures of differences between discrete densities, which are known as information measures. All distances are information measures, but not all the information measures are distances. For example, the popular Kullback-Leibler divergence [23] - [25] with (13) is not symmetric, i.e., . Thus, we have a large set of possibilities for choosing and constructing the potentials in our regularized energy. However, we believe that the chosen information measure (potential) should fulfill a minimum requisite introduced in the following definition:
Definition: Consistence Condition Qualification (CCQ): The potential (information measure) preserves the CCQ if given the measure vector ; then, probability measure with satisfies . If the CCQ is fulfilled for the couple of vectors and , for a given information measure , then we said that is CCQ w.r.t.
. CCQ implies that the allocation of the mode in the model preferences is preserved in . It means that the hard segmentation computed with a winner-takes-all (or maximum likelihood) estimator is undistinguished if it is acquired from or . As we said, CCQ is the minimum requirement that one should impose to the data term of a variational approach to PS. A more restricted requisite is to preserve the order preferences (see next definition).
Definition: Order CCQ (O-CCQ):
The potential (information measure) preserves the O-CCQ if given the measure vector ; then, probability measure with satisfies . The CCQ and O-CCQ definitions are guides for designing PS methods using the variational regularization approach; where the potentials are intuitively chosen by the algorithm designer among information measures, norms, or seminorms.
B. On the QMMF Data Term
We note the following. Proposition 3.1: The potential function defined in (10) is a dissimilarity measure (or information measure) between discrete distributions and and preserves O-CCQ.
To prove that is an information measure, we use the generalized -information measure between two probability density functions [24] (14) with . Then, we note that (14) reduces to the Q-dissimilarity (10) when and in the limit as , which is a direct result of the L'Hospital's rule. Now, we prove that the -dissimilarity preserves O-CCQ. First, we note that in (14) is a positive definite diagonal matrix. In particular, any positive definite diagonal matrix is a Stieltjes matrix (see Appendix A) and fulfill the general result stated on the next proposition.
Proposition 3.2: Let be a Stieltjes matrix; then, the solution to
is given by , where the positive Lagrange's multiplier acts as a normalization constant. Moreover, (is a probability measure vector). Furthermore, if is a diagonal matrix, then is CCQ w.r.t. the vector composed with the diagonal of .
The proof of proposition 3.2 is presented in Appendix A. Then, from this proposition and noting that , we can conclude that the QMMF data term preserves the order on the minimizer distributions and hence is O-CCQ. Note that the last result is preserved for unnormalized likelihoods ( , with a scalar ), i.e., the QMMF models can directly use unnormalized likelihoods .
The derivation of the QMMF data term (particularly, -dissimilarity) presented in this section is an algebraic derivation. It is not in the sense of a Bayesian derivation where the data term is fully defined by the observation's model and the residual distribution. Indeed, both derivations are complementary, and the Bayesian derivation allows us to have an initial formulation. Then, such a formulation is approximated using a computational efficiency criterion. On the other hand, the algebraic derivation, based on information measures, validates the approximation used and allows us to propose new extensions.
C. Relationship With Other Information Measures
For comparison purposes, we review three information measures: 1) Kerridge's inaccuracy; 2) Q-dissimilarity; and 3) Euclidean distance. Although they are CCQ consistent, there are important differences in the computed solution and algorithmic implications. In [1] , it is remarked that quadratic potential (10) [ and the limit as in (14)] is justified by its numerical advantage: it leads to a quadratic programming problem. However, here, we show that such a selection has beneficial implications on the solution itself.
First, we analyze Kerridge's inaccuracy, i.e.,
This can be derived from (14), with and [23] , [26] . Such a potential is prone to produce hard PS with low entropy (see the next proposition). 
is , where is the th vector of the standard orthonormal basis, and . Hence, is an indicator vector and holds CCQ but do not O-CCQ.
The proof is presented in Appendix A. This result can be contrasted with that corresponding for Q-dissimilarity: Kerridge's inaccuracy results in hard-labeling zero-entropy solutions; this is a disadvantage due to the lack of information on the solution's confidence. In addition, the Euclidean distance (18) (base of the GMMFs) has the straightforward solution, i.e., (19) and evidently holds O-CCQ. Table I presents a summary of the discussed information measures. We can see that both the Q-dissimilarity and the Euclidean distance lead to quadratic optimization problems. However, the Q-dissimilarity is preferred over the Euclidean distance because it has experimentally demonstrated that produces results with lower entropy [1] . This is an important property in the case of the joint estimation of segmentation and distribution parameters (see Section III-D-3). In contrast, the use of the Euclidean distance results in a collapse to a single model [1] , [20] .
D. Generalizations to QMMFs 1) Inter-Pixel Affinity:
In this section, we introduce the interpixel affinity as a likelihood that pixels and belong to the same class. Let be the quadratic regularization potential (20) Then, the purpose of is to lead the class border to coincide with large image gradients. For example, can be computed with (21) where is a positive parameter that controls edge sensibility, and is, in general, a nonlinear transformation that depends on the task. Usually, is a transformation of the space color for the pixel value (e.g., RGB space to the Lab space [18] ). However, the Lab-space distance (as the color human perceptual distance) hardly represents the interclass (objects) distances. Interclass distances are context and task dependent. For instance, if the task is to segment the image in Fig. 1 into semantic regions, then the weights should be close to one in the whole house facade, independently if there are large color gradients within. Here, we propose a new interpixel affinity measure based on the marginal likelihoods and thus incorporates, implicitly, the non-Euclidean distances of the feature space. We chose ; then, is a prior that pixels and belong to the same class.
2) Color/Texture-Based Interactive Segmentation:
We propose an interactive method for image segmentation with color and texture features. The purpose is to demonstrate that the final segmentation is improved by combining multiple sources (likelihood vectors). This combination of sources is naturally implemented in our proposal. The method is constructed on the computation of the significance degrees of color/texture features, and it is based on our previous work in [27] . Such significances are used for weighing the original features. We introduce the method using color/texture descriptors with the coefficients based on the discrete cosine transform (DCT) of an image patch centered at . Such image patchs have sizes equal to with three layers (the -channels). Then, the feature vectors for the hand-labeled data are denoted by . The method here presented is general enough and accepts other color or texture features.
Let be the DCT coefficient index set and be the normalized likelihood of pixel that belongs to class using only the feature (in ). Then, we assume that the confidence factor of a given feature is its capability for predicting the correct pixel class. Such a confidence is large if the model preferences of the hand-labeled pixels are large for their respective models (and small for the other ones). In particular, the confidence of the th feature for the th class can be estimated with (22) If the likelihoods are normalized , then represents high confidence on the th feature for predicting the th label. Then, the confidence of feature on all the classes is , and its normalization is
Finally, we propose to use (24) in the QMMF data term; where is the matrix in the quadratic norm in (10) and is the contribution to the energy of the th feature at the th pixel.
3) On the Image-Model Parameter Estimation: In [1] and [20] , we studied the particular case estimating the mean of Gaussian likelihood functions (LFs). In that case, the model preferences (likelihoods) are Gaussians of the form (25) Then, the parameter estimation step is computed with the formulas (26) (27) The proof is straightforward of solving for the parameters. Except for the precise definition of the weight , (26) and (27) are similar to those used in the expectation-maximization (EM) procedure. The class mean , which was computed with (26), can be understood as the mean of the data contributions to each class . Such contributions correspond to . Inspired by the last analysis, we propose a procedure for updating nonparametric likelihood density functions (as histograms or kernel histograms) in the QMMF framework. The procedure is motivated in the multiclass interactive segmentation context. We assume that some pixels in the region of interest are labeled such that is the subset of labeled pixels with label . Then, we define the multimap image as if and if . Hence, indicates the unlabeled pixels. Thus, let be an image such that , with being the pixel values (maybe vectorial values as in the case of color images). Then, the regular histogram for the th class is computed with (28) ( 29) where is the cardinality of the set , and is the Kronecker's delta function. By analogy between (26) and (29), we can understand the term as the contribution of the -pixel to histogram . Then, in a QMMF procedure and if an estimate of is available, we can reestimate (update) the histograms with (30) Experiments that demonstrate this procedure are presented in Section V-D.
IV. MINIMIZATION ALGORITHMS
In this section, we present two new efficient minimization algorithms for solving the QMMF's optimization problem. The algorithms presented here are simpler, require less memory, and have faster convergence than the original QMMF algorithm reported in [1] . First, we present a discussion on the convergence of the PGS with the SMM algorithm. Then, we present a memory-efficient algorithm that updates entrywise measure field . Although the scheme is initially developed for the QMMF convex case, we show that it can be adapted to the nonconvex case using the SSM strategy. Finally, we present a faster algorithm with a vectorwise update scheme.
A. On the Convergence of the PGS With SSM
Consider the general QP problem s.t.
where the Hessian matrix is a no-definite matrix with nonzero diagonal elements. Then, we iterate two steps: 1) a PGS update scheme and 2) an SSM. 1) PGS: First, we consider the iterative update formula (32) (for , until convergence), where , with , is a descent direction, and is the th basis vector of the canonical base.
Step size is computed using the Newton formula , where constant is chosen such that is kept feasible, i.e., . Now, by construction, guarantees that is the only updated element; then, this algorithm can be simply written as (33) with . This update formula is, indeed, the PGS scheme for (31) . 2) SSM: Let be the current point computed by PGS; then, is the current active constraint set. Thus, in order to accelerate the convergence, one can combine the upgrade of entry by entry with another strategy that takes a subset of PGS updated entries. Let be the elements such that . Thus, let be the submatrix of , whose columns correspond to elements in . An approximated solution to this subproblem can be found with a Gauss-Seidel (GS) scheme as well. However, it is more effective to use Newton's method with a step size that guarantees a feasible point. The described PGS-SSM is, indeed, an active set method for quadratic potentials [17] .
Remark: The iteration of the PGS step, by itself, converges to a solution (local minima). According to our experiments, the SSM step significantly improves the convergence time.
Note that, if problem (31) includes an equality constraint of the form where matrix has linear independent rows, one can use a variable elimination technique (see [17] ), in order to write the original problem in the form of (31). In our particular case, the constraint (for all 's and for a selected class 1) can be eliminated by substituting into energy .
B. Memory-Limited GS Scheme
Let be a vector field defined as
Then, if the entropy control is chosen such that the energy (9) is kept convex , then the computation of consists of solving a linear system. This is stated in the next proposition.
Proposition 4.1: (Convex QMMF):
Let be the energy function defined in (9) , and assume ; then, the solution to
for is a probability measure field: holds. Proof: We present an algorithmic proof to this proposition. The optimal solution satisfies the Karush-Kuhn-Tucker (KKT) conditions (35) (36) where is the vector of Lagrange's multipliers. Note that the KKT conditions are a symmetric and positive definite linear system that can be solved with very efficient algorithms such as conjugate gradient or multigrid GS. In particular, a simple GS scheme results from integrating (35) w.r.t. (i.e., by summing over ) and using (36), i.e., Equations (37) and (38) define a two-step iterative algorithm. Moreover, if (37) is substituted into (38), we can note that, if an initial is chosen to be positive, then the GS scheme (38) will produce a convergent nonnegative sequence.
In addition, the entropy of solution can be controlled by means of the parameter that penalizes Gini's (entropy) coefficient. A positive reduces the entropy but may result in a negative value of [see (34)], and hence, it leads us to a nonconvex QP problem. In this case, we can use the projection strategy for enforcing the nonnegativity constraint. Then, at each iteration, the projected can be computed with (41) Algorithm 1 summarizes the PGS procedure for updating a single vector . The complete process repeats the PGS step for all the pixel positions until convergence.
One can see that the GS scheme proposed here [(37) and (38)] is simpler than that originally reported in [1] .
Algorithm 1:
Simple PGS for QMMF (update procedure for the vector)
1: {Require} i. Let be the number of classes, be the regularization parameter, be the normalized likelihood, and be the intrapixel affinity. ii. Given computed with (34), iii. let be the current pixel position and .
2: for all do 3: Update with (37).
4:
Update with (41).
5: end for
In order to accelerate the algorithm convergence, we combine the PGS and SSM strategies. First, we update with the PGS scheme by neglecting the nonnegative constraints. Next, at each pixel, we estimate the active set from the nonpositive coefficients in . Then, we refine the previous solution by fixing for and solving (8) for the remaining , with
. If an updated coefficient results to be negative, then the active set is updated, and a new partial solution is computed. The partial solution after a few SSMs (we used two recursions in our experiments) is used as starting point for a new PGS iteration. The procedure details are in Algorithm 2. Note that the SSM (line 6) can be computed with the same algorithm in a recursive procedure. 
5:
Compute an estimate of the active set for : .
6:
Solve approximately (8) for , fixing for and for .
7: Set . 8: end for 9: until convergence In addition, the GS scheme for the binary (two classes) segmentation can be simplified with the elimination of the variable (using ). In such a case, the GS update formula is given by (42) Finally, we can also use the projection strategy in the nonconvex case. In such a case, the projection needs to take into account both and , i.e.,
C. Vectorwise Gauss Seidel Scheme
Since the iterative update formula (38) [and its projected version (41)] requires of a reduced amount of memory, it is proper for processing large data, as video or tomographic images (MRI or TC volumes). On the other hand, we can improve the computational performance (convergence rate) with an extra memory cost if, instead of updating component by component, we update the entire vector in a single step. First, we write the KKT conditions (35) for the full vector , with , where we define the diagonal matrix and the th component of the vector is computed with (39). Then, the inverse matrix can efficiently be computed with the Sherman-Morrison formula. Thus (46) where we define the positive diagonal matrix with the elements of computed with (40). Hence, we note that because , and then . Thus, (has nonnegative elements) is positive definite and thus, it does not have rows equal to zero. Consequently, the iteration of (47) keeps if the initial is chosen to be positive. Now, we give an extra step for simplifying the update formula. First, we note that . Second, we define the precomputable vector (independent of ) (48) Next, we define the product (49) Finally, the th component of in (47) can be computed using the simple formula Update with (50) for . 7: end for 8: until convergence Note that, for the nonconvex case, the substitution of the PGS step in Algorithm 2 by the vectorwise update scheme may produce a suboptimal solution. This is because the clipping of negative values in the updated vector [with (50)] does not necessary guarantee to reduce the energy. However, according with our experiments, we have found that such a suboptimal strategy is faster and produces suboptimal solutions of good quality.
V. EXPERIMENTS
We have presented theoretical aspects and practical implication of the QMMF models. In the following experiments, we focus on demonstrating the method capabilities. 
A. Multiclass Interactive Segmentation
The image segmentation task is obviously an ill-posed problem, i.e., there exist multiple "valid" segmentations for a particular image. User interaction is a popular way for introducing prior (high-level) knowledge for segmenting images with complex scenes. In this paradigm, the user labels by hand a subset of pixels. Then, the unknown labels are estimated with a segmentation algorithm that takes into account the distribution of the labeled pixels and the smoothness of the spatial segmentation. Interactive segmentation is an approach that allows us to develop general-purpose tools. To illustrate this, we can see three possible segmentations of the image in Fig. 1 . The first column shows scribbles given by the user, and the second column shows the corresponding segmentations computed with the method presented here. The rows correspond to segmentation by color, semantic objects (house, vegetation, fence, etc.), and planar regions; respectively.
The LFs are estimated using histograms, as described in Section III-D-3. Such histograms are computed using (29). Thus, the normalized histograms are computed with , and the likelihood of the pixel to belong to a given class (LF) is computed with (51) with , which is a small constant. The scalar introduces a uniform distribution that avoids a possible division by zero and guarantee positive likelihoods. Thus, the likelihood of an observed pixel value is computed with such that . In this experiment, we assume that the user's labels are correct; then, in the data term in (9), the sum over all the pixels in the region of interest is replaced by the sum over the unlabeled pixels, i.e., for . Alternatively, the sum for all pixels may suppose incorrectly hand-labeled pixels. Fig. 2 shows multiclass interactive segmentations computed with the proposed algorithm implemented in Matlab (in .m and .mex files). Moreover, we use in (21) .
B. Color/Texture-Based Interactive Segmentation
Texture is evidently an important clue to be considered in image segmentations. As color LFs, feature-texture LFs can be learned from the user's scribbles and can be represented with nonparametric (or parametric) models. In the case of color, it seems natural that the joint LFs are represented by 3-D histograms (corresponding to the 3-D color representation). Since texture features vector are, in general, represented in dimensions higher than 3, one can use a dimension reduction technique (as PCA) in order to find a representation with linearly independent coordinates and then use low-dimensional histograms. Different to the PCA approach, in Section III-D-2, we proposed a method that finds the most significant features for segmenting a particular image: it takes advantage of the information codified in the user's scribbles. In the experiment, we use the five most significant features (largest ) and 3-D histograms as LF for each cosine transform coefficient. According to our experiments, the use of the whole feature vector produces similar results, but it is more efficient in memory usage to use just the five more significant DCT coefficients. Fig. 3 presents comparative results of a color-based segmentation and the proposed color/texture-based segmentation.
C. Quantitative Comparison: Image Binary Interactive Segmentation
Next, we summarize our results of a quantitative study on the performance of the segmentation algorithms: the proposed binary variant of QMMF, the max-flow (min-graph-cut), GMMF, and Random Walker (RW). The reader can find more details about this study in our technical report [19] . We used our implementation for the GMMF and RW algorithms, and the authors' implementation of the max-flow/graph-cut algorithm described in [28] for minimizing the energy (52) with . The task is to segment color images into background and foreground, allowing interactive data labeling. The generalization capabilities of the methods are compared with a cross-validation procedure [25] . The comparison was conducted on the Lasso benchmark database [7] , which is a set of 50 images available online [29] . Such a database contains a natural image set with their corresponding trimaps and the ground-truth segmentations. A Lasso trimap is an image of class labels: no-process mask , background, foreground, and unknown, where no error is assumed in the initial labeled pixels. The first column in Fig. 4 shows an image from the Lasso database, and the second column shows the corresponding trimap. The gray scale corresponds with the above-class enumeration. In this case, the region to process is labeled as "unknown," and the boundary conditions are imposed by the foreground and background labeled regions.
We opted to compute the weights using the standard formula (21) [i.e., in (21) ] in order to focus our comparison on the data term of the different algorithms: QMMF, GraphCut (GC), GMMF, and RW. In this task, empirical likelihoods are computed from the histogram of the hand-labeled pixels [8] . Fig. 5 shows examples of segmented objects from images in the Lasso database. One set corresponds to the results of the GC considered to be the state of the art, and the second group corresponds to the EC-QMMF.
The hyperparameters were trained by minimizing the mean of the segmentation error in the image set by using the Nelder and Mead simplex descent [30] . We implement a cross-validation procedure, following the recommendation in [25] , and split the data set into five sets, with ten images per set. Fig. 4 shows an example of the segmented images. Table II summarizes the Akaike Information Criterion (AIC) [25] and the training and testing error. The AIC was computed for the optimized (trained) parameters with 50 images in the database. Note that the AIC is consistent with the cross-validation results: the order of the method performance is preserved. Moreover, the QMMF algorithm has the best performance in the group. Table III shows the learned parameters for the evaluated methods. In the case of the EC-QMMF, the computational time was about 0.2 s for the Lasso images. This automatic learning parameter process confirms that GMMF and RW, as close variants, have similar performance [19] . However, it produces two unexpected results. 1) Our GC-based segmentation significantly improves the reported results in [7] . Indeed, our basic GC formulation of the method in [8] significantly overcomes the reported results with LFs based on Gaussian mixtures [7] . 2) The learned parameter (EC-QMMF) promotes large entropy. In our opinion, there are three reasons for such results: the Lasso data set has a narrow band of unknown TABLE II  CROSS-VALIDATION RESULTS: PARAMETERS, AKAIKE INFORMATION  CRITERION, TRAINING, AND TESTING ERROR   TABLE III  ADJUSTED PARAMETERS FOR THE RESULTS IN TABLE II pixels; the trimaps are correct, so that the class models (histograms) are reliable; and the hand segmentations (ground truth) favor smooth boundaries. This results remark the importance of the presented variational derivation for the QMMFs that does not constraint the entropy to be small (Section III). However, the next experiment demonstrates that, for the simultaneous estimation of the segmentation and the model parameters, the uncertainty in the solution (entropy) needs to be controlled and kept small.
D. Model Parameter Estimation
The entropy control allows us to adapt the algorithm for different tasks. For example, lower entropy produces better results for the task of simultaneous estimation of segmentation and model parameters (see Section III-D-3). Next, we describe an experiment that demonstrates the last claim. The test image is the one shown in Fig. 6 . The image has eight regions, and the colors correspond to the vertices of the color-space cube. Then, such colors are the model parameter , for . The colors were normalized; i.e., (black) and (white). Then, the image was corrupted with Gaussian noise with different standard deviation (SNR) levels . For each noise level, 100 Monte Carlo experiments were performed. Each experiment consisted of three stages: 1) to generate a random noisy image (with Gaussian noise); 2) to initialize 12 means (1.5 the number of true model number); and 3) to estimate the original image colors (parameters) and the segmentation with the QMMF algorithm. The last step was implemented with eight iterations of the segmentation/parameter-estimation steps. We marked an experiment as "success" if at least a mean (of the 12) converges to each region . Fig. 6 shows an instance of the random images (with ), i.e., its failed segmentation with the QMMF with (no-entropy control) and its successful segmentation with EC-QMMF . The oversegmentation (in the EC-QMMF segmentation) can be reduced by grouping regions, but such a step is beyond the scope of this work. Fig. 7 summarizes the Monte Carlo experiment results. The parameter was tuned with the thumb rule: floor . Then, for the nonentropy control case (QMMF) and for EC-QMMF. As the QMMF , our implementations based on GMMFs (an early variant of RW [6] ) collapsed to a single model [4] . This limitation of the GMMF model is discussed in [31] (see also [19] ). Finally, we demonstrate the generalization of the QMMFs for the joint task of segmentation and nonparametric LF estimation, based on histogram techniques. The segmentation is computed after two iterations of the stages segmentation/parameter-estimation. First, the initial histograms are computed according (30) using . Then, the QMMF segmentation is computed. Next, the histograms are updated using (30) . Finally, the QMMF segmentation is recomputed. Different from Section V-A, in this case, the region of interest is the complete image, i.e., the labels of the user-marked pixels (multimap) are also estimated. The process is illustrated in Fig. 8 : the erroneous segmentation after the first iteration is the product of inaccurate scribbles and, thus, an inaccurate initial LF. The segmentation, after two iterations, demonstrates the ability of the QMMFs for estimating nonparametric class distributions.
VI. CONCLUSIONS AND DISCUSSION
Image segmentation consists of partitioning an image into regions with similar features of interest (color, texture, motion, depth, etc.) or semantic properties (kind tissue in medical images, objects in a scene, roads in aerial images, etc.). The image regions provide a compact representation that allows one to make inference on the image properties. Therefore, image segmentation is an active research topic in computer vision and image analysis. It is a core process in many practical applications. In this paper, we have studied theoretical properties, proposed new optimization algorithms, and presented practical extensions to a recent image segmentation model.
We have presented a derivation of the QMMF model, independent of the minimal entropy constraint. Therefore, based on prior knowledge, we can control the amount of entropy increment, or decrement, in the computed probability measures. We have demonstrated that the QMMF models are general and flexible to be used with diverse LFs. As a demonstration of such a generalization, we have presented experiments with iterative estimation of LFs based on histogram techniques. We have proposed robust likelihoods that improve the method performance for segmenting textured regions.
Our contributions in this work are mainly a more general derivation of the QMMF models and more efficient optimization algorithms. Along this paper, we have presented a series of experiments for demonstrating our proposals. Additionally, we present an experimental comparison with respect algorithms of the state of the art. We have selected the task of binary interactive segmentation for conducting our comparison, first because it demonstrates the use of the entropy control in the case of generic LFs. Second, a benchmark database is online available. Finally, our hyperparameter training scheme has been demonstrated to be objective by, significantly, improving the previously reported results with the graph-cut-based method. [32] ): A Stieltjes matrix with satisfies: it is symmetric and positive definite; it has positive diagonal elements ; it has nonpositive off-diagonal elements , ; and its inverse is nonnegative, .
APPENDIX A
Definition (Stieltjes Matrices
Proof of proposition 3.2:
The KKT conditions of (15) are (53) (54) where is Lagrange's multiplier. Then, from (53), . Substituting this result in (54), we have ; thus, . We conclude that since A is a Stieltjes matrix and is positive definite and nonnegative. Thus, (sum over all the elements), and (sum over rows). Note that has not rows equal to zero. Proof of proposition 3.3: The KKT conditions of (17) are , , , and , , where , is Lagrange's multiplier of the equality constraint, and is the vector of Lagrange's multiplier of the nonnegativity constraints. Then, by the fundamental theorem of linear programming [17] , it can be seen that the KKTs are fulfilled with , , , and given by the first KKT.
