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Resumen
Cuando una persona recibe
est´ımulos sensoriales de tipo visual
o auditivo reacciona realizando una
asociacio´n y reconocimiento en for-
ma natural, como consecuencia de
la informacio´n que los est´ımulos le
brindan. Durante los u´ltimos an˜os, el
avance de los medios digitales y la
proliferacio´n de su uso ha generado
la necesidad del desarrollo de her-
ramientas que permitan la eficiente
representacio´n, procesamiento y ad-
ministracio´n (acceso y recuperacio´n)
de informacio´n de contenido multi-
medial. En este contexto, la informa-
cio´n almacenada principalmente en
forma de audio, imagen y video se
ha convertido en la principal mate-
ria prima utilizada por los sistemas
computacionales para la transmisio´n
de informacio´n en forma ra´pida y efi-
ciente, principialmente aquella rela-
cionada con la toma de decisiones y
la resolucio´n de problemas de ı´ndole
general. Dadas sus particularidades,
dicha informacio´n es catalogada como
informacio´n no estructurada y su ad-
ministracio´n y manipulacio´n requiere
de la definicio´n de nuevos procesos y
me´todos que faciliten y agilicen el uso
de la misma. Esta propuesta de traba-
jo establece los lineamientos a seguir
con la intencio´n de redefinir nuevas
tecnolog´ıas para el procesamiento de
informacio´n no estructurada que per-
mita la incorporacio´n de la misma en
procesos generales de resolucio´n de
problemas o toma de decisiones.
Palabras Claves: Procesamiento de Sen˜ales,
Procesamiento de Ima´genes, Visio´n por Computa-
dora, Computacio´n Gra´fica, Vector Caracter´ıstica,
Computacio´n Paralela.
Contexto
Esta propuesta de trabajo se lleva a cabo den-
tro de la l´ınea de Investigacio´n “Procesamien-
to de Informacio´n Multimedia” del proyecto
“Nuevas Tecnolog´ıas para un tratamiento in-
tegral de Datos Multimedia”. Este proyecto
es desarrollado en el a´mbito del Laboratorio
de Investigacio´n y Desarrollo en Inteligengia
Computacional (LIDIC) de la Universidad Na-
cional de San Luis.
1. Introduccio´n
La administracio´n de datos no estructura-
dos es uno de los mayores problemas au´n no
resueltos en la industria de la tecnolog´ıa de la
informacio´n. La principal razo´n radica en que
las herramientas y te´cnicas existentes han sido
desarrolladas para el tratamiento de informa-
cio´n estructurada pero fallan al momento de
procesar informacio´n no estructurada.
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No es un secreto que gran cantidad de la
informacio´n que manejan actualmente las em-
presas se encuentra organizada en archivos y
documentos no estructurados. Debido a ello,
un gran nu´mero de organizaciones han toma-
do conciencia de que la consolidacio´n, acceso
y procesamiento de datos no estructurados es
un factor importante para la optimizacio´n y el
ana´lisis de los procesos empresariales.
Cuando se hace mencio´n a datos no estruc-
turados o informacio´n no estructurada se hace
referencia a informacio´n de computadora que
no tiene un modelo formal de dato que la rep-
resente o que, en caso de poseer uno, no es
fa´cilmente utilizable por un programa de com-
putadora. El te´rmino distingue este tipo de in-
formacio´n de aquella que se encuentra almace-
nada en bases de datos y organizada a trave´s
de campos.
En particular, el entorno de la Web ha
propiciado la ocurrencia de situaciones en
donde es necesario el tratamiento de informa-
cio´n, la cual se encuentra compuesta por datos
que:
Poseen una estructura formal definida,
no obstante su estructura no es u´til para
el desarrollo de ciertas tareas de proce-
samiento por lo que deber´ıan ser catego-
rizados como no estructurados.
Si bien no tienen una estructura formal-
mente definida, e´sta se encuentra im-
pl´ıcita. Desde el punto de vista humano,
dicha estructura puede ser inferida a par-
tir de la simple observacio´n (imagen o
video), la escucha (relato o cancio´n), o
la lectura (texto) reconociendo interrela-
ciones, morfolog´ıas, sinta´xis, etc..
En forma individual no poseen una es-
tructura definida, sin embargo ellos sue-
len encontrarse empaquetados en obje-
tos tales como archivos o documentos
los cuales tienen una estructura expl´ıci-
ta (documentos multimediales, pa´ginas
web, etc.).
En consecuencia, todo software que preten-
da automatizar la inferencia de informacio´n de-
ber´ıa crear estructuras aptas para ser proce-
sadas en forma automa´tica por una ma´quina,
donde se explote la estructura lingu¨istica, au-
ditiva y visual inherente a todas las formas de
comunicacio´n humana. Es decir, debe aumen-
tarse la flexibilidad de los sistemas los cuales
deber´ıan extraer significado de los datos no es-
tructurados, para luego utilizarlo en la identi-
ficacio´n de interrelaciones y la administracio´n
de los mismos.
En la actualidad existen algoritmos y bib-
liotecas que intentan extraer informacio´n de
los datos estructurados, yendo desde consul-
tas XPath y analizadores de protocolos hasta
el procesamiento de lenguaje natural (Natural
Language Processing) y Visio´n por Computa-
dora. Dependiendo del ana´lisis final a realizar
a los datos sera´ el tipo de algoritmos utiliza-
dos, no obstante al momento de definir un sis-
tema, todos comparten las mismas caracter´ısti-
cas. Un sistema para el procesamiento de datos
no estructurados de tiempo real requiere estar
conformado ba´sicamente por cuatro partes:
Objetos de Datos no Estructurados: El
procesamiento de los datos comienza con
la representacio´n de los mismos. Una
plataforma deber´ıa poseer un mecanismo
eficiente y robusto de representacio´n de
los objetos, en conjunto con, entre otros,
la administracio´n de memoria.
Lenguaje Extensible: La mayor parte
del procesamiento de los datos no es-
tructurados involucra algoritmos espe-
cializados. El lenguaje debe ser extensi-
ble de modo que algoritmos con dominio
espec´ıfico puedan coexistir con aquel-
los de funcionalidad gene´rica. Dado que
los algoritmos se encuentran mayormente
disponbiles a trave´s de bibliotecas, es im-
portante que las API soporten lenguajes
de uso corriente.
Herramientas de autor´ıa que consideren
el uso de datos no estructurados: Las
herramientas de autor´ıa son una parte
cr´ıtica de cualquier sistema moderno, y
ma´s au´n es importante que dichas her-
ramientas sean disen˜adas para el proce-
samiento datos no estructurados en tiem-
po real.
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Capacidades de Clustering: Toda apli-
cacio´n de procesamiento de datos no es-
tructurado implica el uso intensivo de re-
cursos. La distribucio´n de la carga en-
tre un gran nu´mero de servidores es una
te´cnica de escalado cr´ıtica as´ı como tam-
bie´n el uso de multi-threads en un u´nico
servidor.
En funcio´n a lo planteado, las investiga-
ciones para el tratamiento de la problema´tica a
abordar podr´ıan organizarse acorde con cuatro
grandes objetivos:
La obtencio´n de una representacio´n ro-
busta para cada objeto no estructurado.
Intentando el reconocimiento y clasifi-
cacio´n en forma automa´tica para la res-
olucio´n de problemas tradicionalmente
complejos tales como la reconstruccio´n
de escenarios 3D y el seguimiento de ob-
jetos en movimiento, entre otros [3, 15, 1,
2, 7, 9, 12, 13, 14, 16, 23]. As´ı como tam-
bie´n la definicio´n de nuevas estrategias
de almacenamiento y recuperacio´n desde
grandes repositorios de almacenamiento
[41, 42].
La transferencia de los logros obtenidos
con los diferentes datos no estructura-
dos. Intentando utilizar los me´todos o
te´cnicas desarrollados con las nuevas rep-
resentaciones en otros tipos de objetos
[4, 6, 10, 11, 20, 21, 22, 24, 27, 28, 29,
33, 34, 35, 37, 38, 39].
El abordaje de problemas multimedia.
Donde la especificacio´n de una u´nica rep-
resentacio´n general para todos los tipos
de datos no estructurados habilita el
tratamiento de informacio´n multimedia
en forma sistematizada con mayor proba-
bilidad de e´xito que los me´todos actuales
[5, 36, 40, 43, 44, 45].
El uso de te´cnicas computacionales de
alto desempen˜o, aplicadas al proceso de
Adquisicio´n, pre-procesamiento y ana´li-
sis de datos no estructurados [7, 17, 18,
19, 25, 26, 30, 31, 32].
En la siguiente seccio´n se detallan algunas
l´ıneas de trabajo espec´ıficas a abordar segu´n
los cuatro objetivos generales detallados.
2. L´ıneas de Investigacio´n
y Desarrollo
Se propone profundizar los estudios asoci-
ados con la adquisicio´n, pre-procesamiento y
ana´lisis de datos no estructurales no textuales,
como as´ı tambie´n tratamiento de tendientes a
mejorar la transmisio´n de informacio´n medi-
ante el ana´lisis y/o optimizacio´n del proceso de
produccio´n/obtencio´n de informacio´n de con-
tenido a partir de datos no estructurados (au-
dio, ima´genes, video, gra´ficas y texto) medi-
ante el uso de me´todos no convencionales.
El trabajo con datos no estructurados para
la transmisio´n de informacio´n involucra tres
a´reas claramente definidas: Procesamiento de
Sen˜ales, Visio´n por Computadora y Com-
putacio´n Gra´fica; as´ı como tambie´n de la in-
teraccio´n de e´stas con otras a´reas, tales como
la Miner´ıa de Datos, Recuperacio´n de Informa-
cio´n, Computacio´n de alto rendimiento, entre
otras. En consecuencia, las l´ıneas espec´ıficas a
seguir son:
El tratamiento de ima´genes para la seg-
mentacio´n bajo criterios perceptuales.
Esta l´ınea propone determinar el im-
pacto de la segmentacio´n de ima´genes,
acorde con criterios perceptuales, en la
categorizacio´n de las ima´genes en clases
sema´nticas y/o geome´tricas.
El reconocimiento y reconstruccio´n de
escenarios 3D. Como consecuencia de
la l´ınea anterior, a partir de la cor-
recta identificacio´n y categorizacio´n de
los objetos interactuantes en una ima-
gen as´ı como de sus interrelaciones, es
deseable la reconstruccio´n del escenario
completo capturado en una imagen o
coleccio´n de ellas.
El tratamiento de Streamings de Video
para el seguimiento de objetos en
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movimiento. Dada la gran importancia
del procesamiento de transmisiones de
canales de TV, bases de datos de video
compartido (Google, You Tube), seguri-
dad a trave´s de circuitos cerrados de
video, derechos de autor, entre otros,
se pretende concentrar el trabajo en el
ana´lisis y procesamiento de video en
tiempo real.
La determinacio´n de Huellas Digitales
Robustas de Sen˜ales. El objetivo consiste
en desarrollar un me´todo robusto para
la determinacio´n de huellas digitales de
sen˜ales (imagen, streamings de audio o
video), que permitan identificar e indi-
vidualizar una sen˜al a pesar de las dis-
torsiones naturales (compresio´n, codifi-
cacio´n analo´gica, entre otros) y ataques
maliciosos (adicio´n de logo, distorsio´n ge-
ome´trica, cortes en la sen˜al, entre otros)
en forma eficiente.
El tratamiento de Streamings de Sonido
para el reconocimiento robusto de seg-
mentos de audio. La identificacio´n de ob-
jetos de audio a partir de segmentos es
necesario en diferentes a´reas tales como
el monitoreo de canales de sonido, de-
teccio´n de duplicaciones, plagios, rotula-
do automa´tico (MP3 modernos), consul-
ta por ejemplos y filtrados en redes p2p,
entre otros.
La adaptacio´n de algoritmos efectivos
para clustering de documentos en prob-
lemas de clustering y segmentacio´n de
ima´genes. Esta l´ınea se focalizara´ en la
transferencia de la experiencia lograda
en el clustering de documentos cortos a
tareas similares con otros tipos de datos
no estructurados como por ejemplo clus-
tering de ima´genes y segmentacio´n de
ima´genes.
Como puede observarse, desde un punto de
vista computacional, los datos no estructura-
dos y la informacio´n contenida en ellos son un
nexo que habilita a la resolucio´n de una var-
iedad de problemas en forma colaborativa en-
tre a´reas, permitiendo una realimentacio´n de
conocimiento y enriquecimiento hacia nuevas
l´ıneas de trabajo.
3. Resultados obtenidos /
esperados
Dentro de los trabajos desarrollados en el
a´mbito de las distintas l´ıneas de investigacio´n
propuestas se pueden destacar los relaciona-
dos al desarrollo de un Sistema de Miner´ıa
de Ima´genes (SMI), principalmente a la eta-
pa de pre-procesamiento, transformacio´n y ex-
traccio´n de caracter´ısticas relacionadas al sub-
sistema Que´? asociado al Sistema Visual Hu-
mano (Color, Forma y Textura) y al subsis-
tema Do´nde? (Punto de Fuga y Gradiente de
Texturas). Dado que un SMI demanda un al-
to costo de recursos y procesamiento, es nece-
sario la bu´squeda de te´cnicas alternativas que
permitan reducir los mencionados costos, se
propusieron diferentes optimizaciones aplican-
do modelos de computacio´n paralela propues-
tas en la tesis doctoral de una integrante del
grupo responsable.
La generacio´n de vectores de caracter´ısticas
robustos depende en gran medida de la cor-
recta seleccio´n de la informacio´n esencial de
los objetos (audio, imagen, video), a ser re-
sumida en dichos descriptores. El a´rea de No
Fotorealismo es un a´rea con gran riqueza de
me´todos y te´cnicas que contribuyen en la de-
terminacio´n de identificadores robustos, con-
siderando no so´lo las caracter´ısticas propias del
objeto multimedia evaluado (como color, for-
ma, etc.), sino tambie´n las posibles distorciones
(geome´tricas, de luz, de calidad, entre otras) a
las que pueda ser sometido. Los trabajos de-
sarrollados han sido orientados no so´lo en esta
direccio´n, sino que adema´s se pretende lograr
la universalidad de la representacio´n (indepen-
dencia del tipo de objeto multimedia). En la
actualidad, los conocimientos adquiridos han
sido de gran aporte para el abordaje de nuevas
investigaciones relacionadas a la extraccio´n de
caracter´ısticas alternativas de la informacio´n
de audio e ima´genes sobre arquitecturas GPU-
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CPU.
4. Formacio´n de Recursos
Humanos
Como resultado de las investigaciones se cuen-
ta con una tesis de maestr´ıa conclu´ıda y dos
tesis doctorales y dos de maestr´ıa en desar-
rollo; as´ı como tambie´n varios trabajos de fin
de carrera de la Licenciatura en Ciencias de la
Computacio´n.
Adema´s las investigaciones se encuadran en
el marco de un proyecto dentro del Progra-
ma de Promocio´n de la Universidad Argentina
para el Fortalecimiento de Redes Interuniver-
sitarias III en los que participa nuestra univer-
sidad junto con las universidades Michoacana
(Me´xico) y de Zaragoza (Espan˜a).
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