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a b s t r a c t
In this paper we present explicit formulae for the multivariate La-
grange–Newton transformation T : K n1×n2×···×nd → K n1×n2×···×nd
and its inverse T −1 with respect to points xi,j = λixi,j−1 + δi
(i = 1, 2, . . . , d, j = 1, 2, . . . , ni − 1), where λi 6= 0, δi and
xi,0 = ~i belong to the field K . Moreover, we derive fast algorithms
for computing these transformations. The running time of them is
O
(∏d
j=1 nj · log
∏d
j=1 nj
)
+O
(
d
∏d
j=1 nj
)
base operations from K .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
Let n = (n1, n2, . . . , nd) be a d-tuple of positive integers and let Qn be the lattice of all d-tuples
α = (α1, α2, . . . , αd)with integer coordinates satisfying the inequalities
0 ≤ αi < ni for i = 1, 2, . . . , d.
Using the multi-index notation, we define the space Pdn = Pdn (K) of all polynomials in the variable
x = (x1, x2, . . . , xd) ∈ K d with coefficients aα = aα1,α2,...,αd in the field K of the form
p (x) =
∑
α∈Qn
aαxα, xα = xα11 xα22 . . . xαdd ,
where the summation extends over all n1n2 . . . nd d-tuples from the lattice Qn.
Additionally, suppose that some pairwise distinct points
xi,0, xi,1, . . . , xi,ni−1, xi,j 6= xi,k whenever j 6= k,
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are prescribed in K for each i = 1, 2, . . . , d. Then one can define the Lagrange basis
Lα (x) =
d∏
i=1
ni−1∏
j=0
j6=αi
xi − xi,j
xi,αi − xi,j
, α = (α1, α2, . . . , αd) ∈ Qn, (1)
and the Newton basis
Bα (x) =
d∏
i=1
αi−1∏
j=0
(
xi − xi,j
)
, α = (α1, α2, . . . , αd) ∈ Qn, (2)
for the space Pdn , n = (n1, n2, . . . , nd). Here it is assumed that products are equal to 1 whenever their
upper indexes are smaller than the lower ones.
The Lagrange and Newton bases enable us to compute the polynomial p ∈ Pdn which is determined
by the following interpolating conditions
p (xα) = fα, α ∈ Qn,
at the points xα =
(
x1,α1 , x2,α2 , . . . , xd,αd
) ∈ K d, where fα = f (xα) are values of a function f : K d → K .
Indeed, the usual tensor product approach shows directly that
p (x) =
∑
α∈Qn
fαLα (x) (3)
and
p (x) =
∑
α∈Qn
cαBα (x) , (4)
where cα denote the multivariate divided differences defined by
cα = f
[
x1,0, . . . , x1,α1; . . . ; xd,0, . . . , xd,αd
] = ∑
β∈clQα
fβ
d∏
i=1
αi∏
j=0,j6=βi
(
xi,βi − xi,j
) (5)
with
clQα = {β = (β1, β2, . . . , βd) : 0 ≤ βi ≤ αi for i = 1, 2, . . . , d} .
These divided differences cα can be computed by classical recurrent formulae of the form
f
[
x1,α1; . . . ; xs,αs; . . . ; xd,αd
] = f (xα) ,
f
[
. . . ; xs ,αs , . . . , xs ,αs+βs; . . .
]
= f
[
. . . ; xs ,αs+1, . . . , xs ,αs+βs; . . .
]− f [. . . ; xs ,αs , . . . , xs ,αs+βs−1; . . .]
xs,αs+βs − xs,αs
,
where
α ∈ Qn, β ∈ Qn−α, n− α = (n1 − α1, n2 − α2, . . . , nd − αd) .
It is clear that the classical algorithm for the computation of multivariate divided differences for
arbitrary points based on recurrent formulae requires
O
(
d∏
j=1
n2j
)
base operations from the fieldK . It is also known that for solving the polynomial interpolation problem
there exist algorithms [1,2] of the order
O
(
d∏
j=1
nj log2
d∏
j=1
nj
)
.
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In this paper, we present a new algorithm, which uses only
O
(
d∏
j=1
nj · log
d∏
j=1
nj
)
+ O
(
d
d∏
j=1
nj
)
base operations from K , whenever the coordinates of the interpolating knots
xα =
(
x1,α1 , x2,α2 , . . . , xd,αd
)
, α ∈ Qn,
are generated by the following recurrent formulae
xi,j = λixi,j−1 + δi (i = 1, 2, . . . , d, j = 1, 2, . . . , ni − 1) , (6)
where λi 6= 0, δi and xi,0 = ~i (i = 1, 2, . . . , d) are fixed in K . In other words, the points satisfy a first
order recurrence along each axis.
Moreover, an inverse algorithm of the same type is also established. Note that our results ex-
tend the univariate fast interpolating algorithms presented recently in the paper [3]. As in the uni-
variate case, these two algorithms can be applied, among others things, to threshold secret sharing
schemes [4]. Finally, it should be noticed that an overall, excellent reviewof this subject, in the univari-
ate case, is given by Bostan and Schost [5], whenever knots form an arithmetic or geometric sequence.
2. Fast multivariate interpolation
In numerical computations, it is preferred [6] to use the Newton interpolating formula (4) instead
of the Lagrange interpolating formula (3). Therefore, it is important to study fast and stable algorithms
for the computation of the Lagrange–Newton transformation defined by
T : f = (fα)α∈Qn → c = (cα)α∈Qn ,
where multivariate divided differences cα in the hypermatrix c of dimension n1 × n2 × · · · × nd are
given by the formula (5). It is clear that T is a linear mapping of K n1×n2×···×nd into itself.
Sometimes, it is more convenient to consider T as a linear mapping from the vector space KN
to itself with N = n1n2 . . . nd. In this case it is assumed that coordinates fα and cα are listed in the
lexicographic order.
As in the paper [3], in order to optimize the complexity of computing T and T −1, we will use the
wrapped convolution
a⊗ b = (c1, c2, . . . , cm−1) , a = (a1, a2, . . . , am−1) , b = (b1, b2, . . . , bm−1)
with coordinates equal to
ci =
i∑
k=0
akbi−k, i = 0, 1, . . . ,m− 1,
where m ∈ {n1, n2, . . . , nd}. We recall that the cost of computing the wrapped convolution is
of order O (m logm), because it can be reduced [1,3] to computing a few Fourier transformations
F ,F −1 : Km → Km.
Now suppose that the interpolating knots xα =
(
x1,α1 , x2,α2 , . . . , xd,αd
)
satisfy the recurrent
relations of the form (6):
xi,j = λixi,j−1 + δi (i = 1, 2, . . . , d, j = 1, 2, . . . , ni − 1)
with starting values xi,0 = ~i ∈ K . Then we have
xi,j = λji~i + δi
(
λ
j−1
i + λj−2i + · · · + 1
)
and
αi∏
j=0,j6=βi
(
xi,βi − xi,j
) = βi−1∏
j=0
[
λ
j
i
βi−j−1∑
k=0
λki (~i (λi − 1)+ δi)
]
·
αi∏
j=βi+1
[
λ
βi
i
j−βi−1∑
k=0
λki (~i (1− λi)− δi)
]
.
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Here and in the following we assume that products are equal to 1 and sums are equal to 0 in the case
when their upper indexes are smaller than the lower ones. The last identity yields
αi∏
j=0,j6=βi
(
xi,βi − xi,j
) = (~i (λi − 1)+ δi)αi αi−1∏
j=0
λ
j
i
βi−1∏
j=0
( j∑
k=0
λki
)
αi−βi−1∏
j=0
(
−
j∑
k=0
λki
)
αi−βi−1∏
j=0
λ
j
i
.
Consequently, one can insert the formula
αi∏
j=0,j6=βi
(
xi,βi − xi,j
) = si,αiui,αi (−1)αi−βizi,βizi,αi−βiui,αi−βi
into the formula (5) in order to get
cα =
∑
β∈clQα
f
(
xβ
) d∏
i=1
bi,αi−βi
zi,βi
/ d∏
i=1
ri,αi ,
where xβ =
(
x1,β1 , x2,β2 , . . . , xd,βd
)
and
xi,j = λixi,j−1 + δi, xi,0 = ~i,
si,j = (~i (λi − 1)+ δi)j , ri,j = si,jui,j,
ui,j =
j−1∏
k=0
λki , zi,j =
j−1∏
k=0
k∑
r=0
λri , (7)
bi,j = (−1)
j ui,j
zi,j
, i = 1, 2, . . . , d, j = 0, 1, . . . , ni − 1.
Therefore, we have
cα =
(
α1∑
β1=0
. . .
(
αd−1∑
βd−1=0
(
αd∑
βd=0
aβbd,αd−βd
)
bd−1,αd−1−βd−1
)
. . . b1,α1−β1
)/
rα,
whenever we set
aβ = f
(
xβ
)
zβ
, rβ = uβsβ ,
uβ =
d∏
i=1
ui,βi , zβ =
d∏
i=1
zi,βi , sβ =
d∏
i=1
si,βi .
(8)
Definition 1. A hypermatrix
w = (wα)α∈Qn = a⊗i bi ∈ K n1×n2×···×nd , 1 ≤ i ≤ d,
is said to be the ith partial tensor convolution of a hypermatrix a = (aα)α∈Qn and a vector bi =(
bi,0, bi,1, . . . , bi,ni−1
)
, whenever each column
wβ1,...,βi−1,•,βi+1,...,βd = aβ1,...,βi−1,•,βi+1,...,βd ⊗ bi,
0 ≤ βj < nj−1, j = 1, 2, . . . , i− 1, i+ 1, . . . , d,
of the hypermatrixw is equal to the wrapped convolution of vectors bi and
aβ1,...,βi−1,•,βi+1,...,βd =
(
aβ1,...,βi−1,j,βi+1,...,βd
)ni−1
j=0 .
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The notation of partial tensor convolutions enables us to rewrite multivariate divided differences
c = (cα)α∈Qn in the following hypermatrix form
c = (· · · ((a⊗1 b1)⊗2 b2)⊗3 · · · ⊗d bd) /r (9)
with bi =
(
bi,0, bi,1, . . . , bi,ni−1
)
and hypermatrices a = (aα)α∈Qn and r = (rα)α∈Qn defined as in the
formulae (7) and (8). In this formula the division of hypermatrices is supposed to be componentwise.
It is clear that an algorithmbased on formula (9) requires to compute n1 · · · ni−1ni+1 · · · ndwrapped
convolutions in K ni for each i = 1, 2, . . . , d. Therefore, the cost of it is equal to
O
(
d∏
j=1
nj · log
d∏
j=1
nj
)
+ O
(
d
d∏
j=1
nj
)
(10)
of base field operations in K , whenever all computations are organized as in Algorithm 1. Moreover,
if we assume that ni ≥ 2 for i = 1, 2, . . . , d, then log2 N ≥ d and the order of this algorithm can be
reduced to the form
O
(
d∏
j=1
nj · log
d∏
j=1
nj
)
.
Algorithm 1. The multivariate Lagrange–Newton transformation with respect to knots xα =(
x1,α1 , x2,α2 , . . . , xd,αd
)
, where α = (α1, α2, . . . , αd) ∈ Qn, n = (n1, n2, . . . , nd) and xi,j = λixi,j−1+ δi
(i = 1, 2, . . . , d, j = 1, 2, . . . , ni − 1, xi,0 = ~i).
Input: A hypermatrix f = (fα)α∈Qn of function values at points xα , scalar vectors λ = (λ1, λ2, . . . , λd),
δ = (δ1, δ2, . . . , δd) and ~ = (~1, ~2, . . . , ~d) in K d, and a vector n = (n1, n2, . . . , nd) of positive
integers.
Output: A hypermatrix c = (cα)α∈Qn of multivariate divided differences.
1. Perform initial computations (7):
For i from 1 to d:
1.1. Initialize zi,0 ← 1, bi,0 ← 1, v← 0, t ← 1, p← 1/λi, ui,0 ← 1, si,0 ← 1, e← ~i (λi − 1)+δi.
1.2. For j from 1 to ni:
1.2.1. v← v · λi + 1, zi,j ← zi,j−1 · v,
1.2.2. p← p · λi, t ←−t · p, bi,j ← t/zi,j, ui,j ← ui,j−1 · p,
1.2.3. si,j ← si,j−1 · e, rij ← si,j · ui,j.
2. Use (8) to evaluate rα , aα for each α ∈ Qn.
3. For i from 1 to d:
3.1. Compute partial hypermatrix convolutions a← a⊗i bi of vectors bi = (bi,0, bi,1, . . . , bi,ni−1)
with corresponding columns of a.
4. Perform componentwise division c ← a/r .
5. Return (c).
Note that the term O(d
∏d
j=1 nj) in (10) denotes the cost of computation of hypermatrices a, r and
the cost of componentwise division by r . This follows directly from Algorithm 1 and completes the
proof of the following theorem.
Theorem 2. If T : f = (fα)α∈Qn → c = (cα)α∈Qn denotes the multivariate Lagrange–Newton
transformation with respect to the pairwise distinct knots xα = (x1,α1 , x2,α2 , . . . , xd,αd) generated by
the recurrent formulae
xi,j = λixi,j−1 + δi
(
i = 1, 2, . . . , d, j = 1, 2, . . . , ni − 1, λi 6= 0, xi,0 = ~i
)
,
then we have the algorithm
c = (· · · ((a⊗1 b1)⊗2 b2)⊗3 · · · ⊗d bd) /r,
where elements of a = (aα)α∈Qn , r = (rα)α∈Qn and bi =
(
bi,0, bi,1, . . . , bi,ni−1
)
are defined as in
formulae (7) and (8). Additionally, the algorithm for evaluating this transformation based on the last
formula has a running time of O(N log (N))+ O(dN), where N = n1n2 . . . nd.
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3. Fast multivariate polynomial evaluation
In this section we present a fast inverse algorithm to Algorithm 1, which determines the inverse
Lagrange–Newton transformation
T −1 : c = (cα)α∈Qn → p = (pα)α∈Qn ,
where pα = p (xα) denote values of the polynomial p at xα . In other words, we give a fast way to
pass between the expansions of multivariate polynomials with respect to the Newton base (2) and
the expansions with respect to the Lagrange base (1).
If we know coefficients cα of the Newton expansion
p (x) =
∑
α∈Qn
cαBα (x) ,
then values pα = p(xα), α ∈ Qn, at points xα =
(
x1,α1 , x2,α2 , . . . , xd,αd
)
of the form
xi,j = λixi,j−1 + δi
(
i = 1, 2, . . . , d, j = 1, 2, . . . , ni − 1, xi,0 = ~i
)
,
are equal to
pα =
( ∑
β∈clQα
cβ
d∏
i=1
si,βiui,βi
zi,αi−βi
)
d∏
i=1
zi,αi , (11)
where
si,j = (~i (λi − 1)+ δi)j ,
ui,j =
j−1∏
k=0
λki , zi,j =
j−1∏
k=0
k∑
r=0
λri
(12)
for i = 1, 2, . . . , d and j = 0, 1, . . . , ni − 1. Hence, we can write formula (11) into the form
pα =
(
α1∑
β1=0
· · ·
(
αd−1∑
βd−1=0
(
αd∑
βd=0
gβhd,αd−βd
)
hd−1,αd−1−βd−1
)
· · · h1,α1−β1
)
zα,
where
gα = cαsαuα, zα =
d∏
i=1
zi,αi ,
uα =
d∏
i=1
ui,αi , sα =
d∏
i=1
si,αi ,
hi =
(
1
zi,0
,
1
zi,1
, . . . ,
1
zi,ni−1
)
.
(13)
Now, similarly as in the previous section, one can derive the hypermatrix representation
p = (· · · ((g ⊗1 h1)⊗2 h2)⊗3 · · · ⊗d hd) · z, (14)
where components of g = (gα)α∈Qn , z = (zα)α∈Qn and hi =
(
hi,0, hi,1, . . . , hi,ni−1
)
are defined as
in (13).
In the formula (14) we have used again the notation of partial tensor convolutions defined
in the previous section. Moreover, the multiplication in this formula means the componentwise
multiplication of corresponding hypermatrices.
An algorithm for inverse multivariate Lagrange–Newton transformation based on formula (14)
should compute n1n2 . . . ni−1ni+1 . . . nd wrapped convolutions for vectors with ni coordinates for all
i = 1, 2, . . . , d. This requires O (N logN) (N = n1n2 . . . nd) base operations from K . Moreover, the
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cost of evaluating elements of hypermatrices g and z is of order O (dN). Therefore the running time of
this algorithm is equal to
O
(
d∏
j=1
nj · log
d∏
j=1
nj
)
+ O
(
d
d∏
j=1
nj
)
.
This establishes the following theorem.
Theorem 3. If T −1 : c = (cα)α∈Qn → p = (pα)α∈Qn denotes the inverse multivariate Lagrange–Newton
transformation with respect to the pairwise distinct knots xα =
(
x1,α1 , x2,α2 , . . . , xd,αd
)
generated by the
recurrent formulae
xi,j = λixi,j−1 + δi
(
i = 1, 2, . . . , d, j = 1, 2, . . . , ni − 1, xi,0 = ~i
)
,
then we have
p = (· · · ((g ⊗1 h1)⊗2 h2)⊗3 · · · ⊗d hd) · z,
where elements of g = (gα)α∈Qn , z = (zα)α∈Qn and hi =
(
hi,0, hi,1, . . . , hi,ni−1
)
are as in formulae (13).
Additionally, the algorithm based on the last formula has a running time of O(N log(N))+ O(dN), where
N = n1n2 . . . nd.
For the completeness of considerations we present below an algorithm for computing the inverse
multivariate Lagrange–Newton transformation in more detail.
Algorithm 2. The inverse multivariate Lagrange–Newton transformation with respect to points xα =(
x1,α1 , x2,α2 , . . . , xd,αd
)
, where α = (α1, α2, . . . , αd) ∈ Qn, n = (n1, n2, . . . , nd) and xi,j = λixi,j−1 +
δi (i = 1, 2, . . . , d, j = 1, 2, . . . , ni − 1, xi,0 = ~i).
Input: A vector c = (cα)α∈Qn of coefficients of the Newton polynomial expansion, scalar vectors
λ = (λ1, λ2, . . . , λd), δ = (δ1, δ2, . . . , δd) and ~ = (~1, ~2, . . . , ~d) in K d, and a vector n =
(n1, n2, . . . , nd) of positive integers.
Output: A vector p = (pα)α∈Qn of polynomial values at points xα .
1. Perform initial computations (12):
For i from 1 to d:
1.1. Initialize zi,0 ← 1, v← 0, p← 1/λi, si,0 ← 1, e← ~i (λi − 1)+ δi.
1.2. For j from 1 to ni:
1.2.1. v← v · λi + 1, zi,j ← zi,j−1 · v,
1.2.2. p← p · λi, ui,j ← ui,j−1 · p,
1.2.3. si,j ← si,j−1 · e.
2. Use (13) to evaluate zα , gα for each α ∈ Qn.
3. Use (13) to evaluate elements of hi(i = 0, 1, . . . , d).
4. For i from 1 to d:
4.1. Compute partial hypermatrix convolutions g ← g ⊗i hi of vectors hi = (hi,0, hi,1, . . . , hi,ni−1)
with corresponding columns of g .
5. Perform componentwise multiplication p← g · z.
6. Return (p).
References
[1] A.V. Aho, J.E. Hopcroft, J.D. Ullman, The Design and Analysis of Computer Algorithms, Addison-Wesley, London, 1974.
[2] D. Bini, Y.V. Pan, Polynomial and Matrix Computation, Birkhäuser, Boston, 1984.
[3] R. Smarzewski, J. Kapusta, Fast Lagrange–Newton transformations, J. Complexity 23 (2007) 336–345.
[4] R. Smarzewski, J. Kapusta, Algorithms for multi-secret hierarchical sharing schemes of Shamir type, Annales UMCS
Informatica AI 3 (2005) 65–91.
[5] A. Bostan, E. Schost, Polynomial evaluation and interpolation on special sets of points, J. Complexity 21 (2005) 420–446.
[6] J. Stoer, R. Bulirsch, Introduction to Numerical Analysis, Springer-Verlag, New York, 1993.
