An asymptotic analysis is carried out for an approximate method of estimating the parameters of the power spectrum of a zero-mean stationary Gaussian random process from an observed realization of limited duration. Maximum likelihood estimates are obtained with the approximation that the coefficients of the Fourier series expansion of the realization are uncorrelated. This is equivalent to other approximation techniques which assume a periodic covariance function. The dispersion of the estimates is evaluated in terms of a quantity called the differential variance. It is shown that with this quantity as a criterion, the approximate estimates are as good, asymptotically, as the exact maximum likelihood estimates. An approximate expression for the differential variance in terms of the power spectrum is given and it is shown that this expression asymptotically approaches its exact value.
I. INTRODUCTION
This report investigates an approximate method for estimating parameters of the power spectrum of a zero-mean stationary Gaussian random process. Applications and previous work are discussed in references 1-4. The method is based on the approximation that the Fourier coefficients of a realization of long-time duration are uncorrelated. By a result of Root and Pitcher this is equivalent to the approximation that the covariance function of the process is periodic. This latter approximation has 6-9 used without quantitative justification by a number of previous authors.
The burden of the present report is to justify the approximate method by showing that, in a certain asymptotic sense, it provides estimates which are as good as the exact maximum likelihood estimates. This is the first time, to the author's knowledge, that such a quantitative evaluation of the asymptotic behavior of these techniques has appeared. The arguments required have turned out to be somewhat involved, but this is not surprising in view of the general difficulty of treating exactly problems concerning stationary non-white Gaussian processes over a finite time interval. Only the estimation of a single parameter has been dealt with here, but the multi-parameter case can be handled at the cost of still further complexity. The methods can also be applied to the estimation of the parameters of a deterministic signal in additive
Gaussian noise and to corresponding detection problems.
In Section II some general results on maximum likelihood estimates, the Cramer-Rao lower bound and the differential variance are discussed. These are applied to power spectrum parameter estimation in Section III. Section IV describes some practical approximations to the estimates and the differential variance. Some results are established in Section V for the convergence of the covariances of the Fourier coefficients and in Section VI for the inverse of the covariance matrix.
Finally, Section VII proves that the differential variance of the approximate estimates is as small asymptotically as that of the exact maximum likelihood estimates while Section VIII establishes the validity of the approximation to the differential variance.
n. MAXIMUM LIKELIHOOD ESTIMATES AND THE DIFFERENTIAL VARIANCE
Some general results of estimation theory, are presented in this Section.
Consider an N-dimensional vector random variable £with probability density f(x;a)
depending on a parameter a with true value a . The following discussion assumes that certain general regularity conditions on f(x;a) are fulfilled. For an observation of £, the log likelihood of a is defined as A<I;a) = In f(i;a)
The maximum likelihood (ML) estimate a is the value of a which maximizes A(£;a). It can sometimes be found explicitly as the root of the likelihood equation
but usually a linearization in the vicinity of a or a method of successive approximations is required. The reciprocal of the sensitivity is just that small change in a required to change the mean value of a* by one standard deviation. It is seen that (2-2) can now be written The dispersion of the sampling errors can be characterized by a quantity which may be termed the differential variance.
This quantity can be further interpreted when L(J;a) is sufficiently regular so that in the vicinity of the true parameter value a Q , it can be approximated by the first three terms of the Taylor series expansion
The maximum value of L(£; a) over a occurs where
The distribution of the sampling error, a* -a , is approximately the same as that of the expression (2) (3) (4) (5) (6) (7) (8) (2) (3) (4) (5) (6) (7) (8) (9) (10) This is the same as the quantity appearing in the Cramer-Rao lower bound (2-2), but the present result holds with the equals sign for any regular estimate, biased or not.
We now determine an upper bound for S(a*) in terms of the difference between
The differentiation of (2-11) under the integral sign with respect to a gives
13 There is a modification of the Schwarz inequality which states that for any Let us assume the required conditions are satisfied so that (2-13) can be applied to the right-hand side of (2-12) giving .
f (x; öL.) 2 ffccfe)
and substituting (2-12) into (2-14) we can rearrange the result as
The left-hand side of (2-15) is just S(a*)/S(a). The right-hand side consists of a quantity
(1 -C) 25 1-If £ can be shown to converge to zero, then it is established that S(a*) converges to its minimum value S(a). This is a tractable criterion for establishing the asymptotic behavior of a general class of estimates and is applied in Section VII to the approximate ML power spectrum parameter estimates.
III. MAXIMUM LIKELIHOOD ESTIMATES FOR POWER SPECTRUM PARAMETERS
The analysis is based on the following assumptions:
a) The random process is stationary, Gaussian, and zero-mean with a doublesided power spectrum P(f;a) which is a known function of the parameter a whose value is to be estimated. (If the process consists of a random signal plus an independent noise, then P(f;a) is the sum of the two individual spectra.) b) A particular realization x(t) of the process is observed for 0 ^ t ^ T.
c) The true value of a is denoted by a and the actual power spectrum is r(f) = P(f; a ). a is assumed to lie within a known finite interval a < a < a where N and N are integers. (This assumption means that P(f;a) has some constant shape outside of f < |f| < f . The assumption f < °° allows a finite-dimensional formulation of the problem and is meaningful in the usual practical situation where frequencies above some finite limit are not observable. The assumption f > 0 is only for the convenience of eliminating zero frequency which enters unsymmetrically into the formulation.) e) P(f;oc) obeys certain regularity conditions which will be detailed in Section V.
The Karhunen-Loeve expansion which is frequently employed in the analysis of random processes is not well adapted to spectral parameter estimation problems since it is in terms of an uncorrelated set of eigenfunctions which, except in the simplest cases, change in a complicated way as the parameters vary. Instead, the likelihood function is here expressed in terms of the Fourier coefficients
The coefficients for N < n ^ N are taken as the "observable coordinates" of the process. This is plausible since under general conditions, for almost every realization, x(t) can be represented by the limit-in-the-mean of its Fourier series expansion.
This choice of the observable coordinates could be further justified but that will not be attempted here.
The real and imaginary parts of y each have a Gaussian distribution with zeromean and the entire set of
coefficients has an N-variate complex Gaussian distribution. It can be shown that which provides the Cramer-Rao lower bound and the value of S(a).
IV. APPROXIMATE MAXIMUM LIKELIHOOD ESTIMATES FOR POWER SPECTRUM PARAMETERS
Unfortunately, the exact expression (3-4) for A(Y;*X) is too complicated to permit calculations in most cases. However, it is easily seen that n = m This can be established with the assumptions on P(f;a)given in Section III plus the one below.
(e) For all f and all a within a < a< a there exist finite constants P min and therefore
It can also be shown that IS -nm min -1=1
(6-8)
With (A-5), (6-2) and (6-3), it follows that
Combining this with (6-7) gives for T > T Q
where C is a Unite constant which depends upon T but not upon T, nr., n, or m. Thus as T becomes large, the off-diagonal elements of R -i converge to zero as (In T) /T.
VII. ASYMPTOTIC BEHAVIOR OF THE APPROXIMATE ESTIMATES
It will now be established that lim fÖ. -1 (7 By (4-7) and Appendix B, £, is of the order of T. The development which follows is devoted to establishing that £ is of the order of (In T) so that asymptotically Q is of the order of (In T)VT and therefore satisfies (7-2).
Let ft be the diagonal matrix whose diagonal elements are ft = P(n/T;a Q ) and whose off-diagonal elements are zero. Let A have diagonal elements A = P'(n/T;a ) and off-diagonal elements zero. From (3) (4) (5) (6) (7) (8) , (4) (5) and (3-9)
By ( From (7-4) and (7-9), £ order of T, we conclude (7-2) and hence the desired result.
is of the order of (In T) for T > T . Since £.
is of the -num ' An asymptotic analysis is carried out for an approximate method of estimating the parameters of the power spectrum of a zero-mean stationary Gaussian random process from an observed realization of limited duration. Maximum likelihood estimates are obtained with the approximation that the coefficients of the Fourier series expansion of the realization are uncorrelated. The dispersion of estimates is evaluated in terms of a differential variance. With this quantity, the approximation estimates are shown to be as good asymptotically as the exact maximum likelihood estimates. An approximate expression for the differential variance in terms of the power spectrum is given, which is shown to asymptotically approach its exact value.
These results follow from a general expression obtained in terms of a converse to the Schwarz inequality, which compares the differential variances of the approximate estimates and the maximum likelihood estimates.This expression is evaluated for the power spectrum parameter estimation problem in terms of the covariance matrix of the Fourier coefficients. The asymptotic behavior of these covariances is bounded to demonstrate the convergence of the inverse covariance matrix elements. The results on the differential variance of approximate estimates are established by matrix methods.
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