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Abstract
Generalized propensity scores are commonly used to adjust for confounding when esti-
mating the causal effects of a continuous treatment (or exposure) in observational studies.
Existing approaches include using the estimated generalized propensity score a) as a covari-
ate in the outcome model, b) for inverse probability of treatment weighting, or c) in doubly
robust estimators. However, these approaches have the following limitations. First, they
require that either the generalized propensity score model or the outcome model, or both,
are correctly specified. Second, both inverse probability of treatment weighting and doubly
robust approaches rely on weighting and are, therefore, sensitive to extreme values of the
estimated generalized propensity score. Third, assessing covariate balance when using these
approaches is not straightforward. In this paper we propose an innovative caliper matching
approach that uses the generalized propensity score in settings with continuous exposures.
We first introduce an assumption of identifiability called local weak unconfoundedness that
is less stringent than what is currently proposed in the literature. Under this assumption
and under mild smoothness conditions we provide theoretical results that guarantee that our
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proposed matching estimators attain consistency and asymptotic normality. Importantly, we
adapt two measures of covariate balance into the continuous matching framework. In simula-
tion studies, our proposed matching estimator outperforms existing methods under settings
of model misspecification and/or in presence of extreme values of the estimated generalized
propensity score in terms of bias reduction and root mean squared error, and overall improves
the covariate balance. We apply the proposed method to Medicare Part A data in New Eng-
land to estimate the causal effect of long-term exposure to fine particles (PM2.5), a continuous
exposure, on mortality for the period from 2000 to 2012.
Keywords: Causal inference, Exposure-response function, Generalized propensity score, Matching,
Observational studies
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1 Introduction
Long-term exposure to air pollution has been associated with adverse health outcomes in many
observational studies (Beelen et al. 2014, Kioumourtzoglou et al. 2016, Di et al. 2017), yet limited
literature is available to estimate the effects of air pollution exposure in a causal framework (Wang
et al. 2016, 2017). Estimating the causal effects of air pollution exposure on health outcomes is
challenging as 1) there are a large set of covariates that are associated with both the exposure and
outcome of interest (potential confounders), 2) the exposure is continuous and flexible estimation
of an exposure response curve is highly desirable.
When trying to estimate effects in observational studies, confounding occurs due to lack of
randomization. Failure to properly account for confounders in the analysis may lead to substantial
bias in effect estimates. Although most studies adjust for confounding, many do so by fitting a
regression model relating the outcome to the exposures and covariates. These standard regression
methods mix the design and analysis stages, leading more likely to deviations from causality (Rubin
et al. 2008). In many observational studies, the treatment (or exposure) is continuous in nature.
Estimating the causal effects in these studies is challenging as 1) there is a large set of covariates
that are associated with both the exposure and outcome of interest (potential confounders), and
2) one has to allow for flexible estimation of the exposure-response function on a continuous scale.
In practice, most studies adjust for confounding by fitting a regression model relating the out-
come to the exposures and covariates. These standard regression methods mix the design and
analysis stages, more likely leading to deviations from causality (Rubin et al. 2008). Under the
potential outcome framework for causal inference, the design stage (where the goal is to adjust for
confounding by achieving covariate balance) and the analysis stage (where we aim at estimating
causal effects) are distinct (Imbens & Rubin 2015). A common approach for confounding adjust-
ment in the design stage is using propensity scores; the probability of a unit being assigned to
a particular treatment (or exposure in this setting), given the pre-treatment covariates. Using
propensity scores to adjust for confounding was first introduced by Rosenbaum & Rubin (1983).
After this seminal paper, advanced propensity score techniques have been developed to estimate
causal effects in observational studies. These are reviewed by, for example, Harder et al. (2010).
The main limitation of these approaches is that they were developed for binary exposures. There
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are settings in which there is interest in estimating exposure effects of categorical exposures. To
handle categorical exposures, Imbens (2000) developed the generalized propensity score, a natural
analogue to propensity scores which uses multinomial regression models instead of binary regression
models to model the distribution of the exposure given covariates, and showed that it can be used
for inverse probability of treatment weighting. Although there is no natural analogue for matching
and subclassification for categorical generalized propensity score (Rassen et al. 2013), Yang et al.
(2016) propose an alternative way to estimate causal effects in these settings.
Hirano & Imbens (2004) propose an extension of the categorical generalized propensity score to
continuous exposures: under correct specification of both generalized propensity score and outcome
models, adjustment for confounding is obtained by including the estimated generalized propensity
score as a covariate in the outcome model. Robins et al. (2000) propose an approach using marginal
structure models in which exposure effects are estimated using a class of inverse probability of
treatment weighting estimators. However, this approach also requires the correct specification of
both generalized propensity score and outcome models. A doubly robust estimator, first proposed
by Robins et al. (1994), is a class of augmented inverse probability of treatment weighting estimator
that is more robust to model misspecification, since the parameters can be consistently estimated
even when only one of the two models is correctly specified (Cao et al. 2009). However, the standard
doubly robust approach for exposure-response estimation relies on parametric model specifications,
and performs poorly when both the (generalized) propensity score model and the outcome model
are misspecified, which is likely to happen in applications (Kang et al. 2007, Waernbaum 2012).
Kennedy et al. (2017) recently proposed non-parametric approaches for doubly robust estimation
of continuous exposure effects, which aim at reducing model dependency.
The matching estimator, another popular estimation technique in the binary/categorical ex-
posure settings (Rosenbaum & Rubin 1983, Yang et al. 2016), has the following properties: 1) it
is robust to misspecifications of the generalized propensity score model, especially in the presence
of extreme values of the generalized propensity score (Waernbaum 2012), 2) it does not have any
dependence on the outcome model specification, and 3) it allows for the straightforward assessment
of covariate balance. Abadie & Imbens (2006) show that the matching estimator is consistent and
asymptotically normal when matching on a scalar function, such as the (generalized) propensity
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score. However, such matching estimator has never been extended and implemented for continuous
exposures. Extending the matching estimator to a continuous exposure is not straightforward as
matching observations with the exact exposure level is difficult (Flores et al. 2007). In our work,
we focus on settings for which we have a continuous exposure, and propose a novel generalized
propensity score caliper matching framework that jointly matches on both the estimated general-
ized propensity score and exposure levels to adjust for confounding. Our proposed approach aims
at reducing model dependence in both the design and analysis stages.
2 The Generalized Propensity Score Function
Let N denote the study sample size. For each unit j ∈ {1, . . . , N}, let Cj denote the pretreatment
covariates for unit j, which is characterized by a M -vector (C1j, . . . , CMj); Wj denote the continu-
ous exposure for unit j, Wj ∈W with a range [w0, w1]; Yj(w) denote the counterfactual outcome for
unit j at the exposure level w; and pj{W | C, Y (w)}, for all w ∈W, denote the assignment mecha-
nism defined as the conditional probability density of each exposure level given the covariates and
potential outcomes. One target estimand is the population average causal exposure-response func-
tion defined on the specific range of the exposure levels w ∈ [w0, w1], µ(w) = E{Yj(w)}. Under the
potential outcomes framework (Rubin 1974) which was adapted to continuous exposures (Hirano
& Imbens 2004, Kennedy et al. 2017), we establish the following assumptions of identifiability:
Assumption 1 (Consistency) W = w implies Y = Y (w).
Assumption 2 (Overlap) For all values of c, the density function of receiving any possible ex-
posure w ∈W = [w0, w1] is positive: f(w | c) > 0 for all w, c.
This assumption guarantees that for all possible values of pretreatment covariates, c, µ(w) can be
estimated for each exposure w without relying on extrapolation.
Condition 1 (Weak Unconfoundedness) The assignment mechanism is weakly unconfounded
if for all w ∈ W, in which w is continuously distributed with respect to the Lebesgue measure on
W = [w0, w1]; Wj |= Yj(w) | Cj.
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Condition 1 implies that we do not require (conditional) independence of potential outcomes Yj(w)
for all w ∈ [w0, w1], jointly, that isWj |= {Yj(w)}w∈[w0,w1] | Cj. Instead, we only require conditional
independence of the potential outcome Yj(w) for a given exposure level w. Most causal inference
studies using continuous exposures rely on this condition (Robins et al. 2000, Hirano & Imbens
2004, Imai & Van Dyk 2004, Flores et al. 2007, Galvao & Wang 2015, Kennedy et al. 2017).
We introduce Assumption 3 called Local Weak Unconfoundedness which is less stringent than
the weak unconfoundedness assumption.
Assumption 3 (Local Weak Unconfoundedness) Let Ij(.) be an indicator variable indicat-
ing if exposure level Wj = w˜ or not for w˜ ∈ [w − δ, w + δ], where δ is the caliper defined
as the radius of the neighborhood around w, and follows a positive sequence tending to zero as
N → ∞. The assignment mechanism is locally weakly unconfounded if for all w ∈ W, for
which w is continuously distributed with respect to the Lebesgue measure on W = [w0, w1], then
{Ij(w˜)}w˜∈[w−δ,w+δ] |= Yj(w) | Cj.
The local refers to the fact that we define an exposure set w˜ ∈ [w − δ, w + δ] that contains a
neighborhood around w. This assumption is weaker than Condition 1, and can be deduced from
Condition 1 as {Ij(w˜)}w˜∈[w−δ,w+δ] is measurable with respect to the σ-algebra generated by Wj. It
is natural to couple this assumption with the following smoothness assumption.
Assumption 4 (Smoothness) Suppose the average exposure-response function E{Yj(w)} is con-
tinuous with respect to w, and h ≥ δ, where h is a sequence tending to zero as N → ∞ and δ as
previously defined, then limh→0E{Yj(w − h)} = limh→0E{Yj(w + h)} = E{Yj(w)}.
We follow the generalization of the propensity score from binary exposure to continuous expo-
sure as proposed by Hirano & Imbens (2004).
Definition 1 The generalized propensity score is the conditional density function of the exposure
given pretreatment covariates: e(cj) = {fW |Cj(w | cj), ∀w ∈ [w0, w1]}. The individual e(w, cj) =
fW |Cj(w | cj) are called realizations of e(cj).
The following Lemmas show that 1) local weak unconfoundedness holds when we condition on
the generalized propensity score. 2) The population average causal exposure-response function,
that is our target estimand, is identifiable under Assumptions 1-4.
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Lemma 1 (Local Weak Unconfoundedness Given Generalized Propensity Score) Suppose
the assignment mechanism is locally weakly unconfounded. Then for all w ∈ W = [w0, w1] and
w˜ ∈ [w − δ, w + δ], Ij(w˜) |= Yj(w) | e(w˜,Cj).
Lemma 2 (Average Causal Exposure-response Function) Suppose the assignment mecha-
nism is locally weakly unconfounded. Then for all w ∈ W = [w0, w1], µ(w) = E{Yj(w)} =
limδ→0E[E{Y obsj | e(wj,Cj), wj ∈ [w − δ, w + δ]}].
Lemma 2 allows us to estimate the exposure-response function at the exposure level w, E{Yj(w)}
as an average of conditional expectations for the specific value of the generalized propensity score
e(wj,Cj) and exposure wj in an exposure set [w − δ, w + δ]. By conditioning on the single value
of the generalized propensity score e(wj,Cj), the population average causal exposure-response
function is still identifiable under the local weak unconfoundedness assumption (Yang et al. 2016).
Proofs of both Lemmas are presented in the Supplementary Material.
3 Matching Framework
3.1 General Matching Function
The ultimate objective for matching is to construct matched datasets that mimic a randomized
experiment as closely as possible by achieving good covariate balance. In the categorical setting,
Yang et al. (2016) propose a generalized propensity score matching approach which creates matched
datasets consisting of replicated units representing the quasi-experimental arm for each exposure
category. In the continuous exposure setting, the challenge is that it is unlikely that two units will
have the same exact level of exposure, thus it is infeasible to create a finite sample representing
a quasi-experimental arm with the same exposure level by solely matching on the generalized
propensity score. Therefore, we propose a one-to-one nearest neighbor caliper matching procedure
with replacement, which jointly matches both on the estimated generalized propensity score and
exposure values. The idea behind our matching framework is that for each unit with exposure
level w we find an observed unit that is both close to its exposure level, w, and its corresponding
estimated generalized propensity score, eˆ(w, cj) (see section 3.2 for details on how to estimate
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e). The closeness of exposure level guarantees that the matched unit is a valid representation of
observations for a particular exposure level, whereas, the closeness of generalized propensity score
insures that we are properly adjusting for confounding.
The levels of closeness for both the exposure and generalized propensity score estimates need
to be specified by distance measures. The generalized propensity score is a density function, thus
there is no guarantee that the scale of the exposure and the generalized propensity score estimates
are comparable. We standardize both quantities via a standardized Euclidean transformation,
that is, w∗j =
wj−minj wj
maxj wj−minj wj , e
∗(wj, cj) =
eˆ(wj ,cj)−minj eˆ(wj ,cj)
maxj eˆ(wj ,cj)−minj eˆ(wj ,cj) , where minj and maxj are the
minimum and maximum values across all observed units. Based on the standardized quantities,
we propose a caliper metric matching function as
mgps(e, w) = arg min
j:wj∈[w−δ,w+δ]
||(e∗(wj, cj), w∗j )− (e∗, w∗)||(λ,1−λ),
where ||.||(λ,1−λ) is a pre-specified two-dimensional metric with weights (λ, 1− λ). In practice, the
metric can be defined as Manhattan Distance (`1 matching) or Euclidean Distance (`2 matching),
1. `1 matching: mgps(e, w) = arg min
j:wj∈[w−δ,w+δ]
λ | e∗(wj, cj)− e∗ |1 +(1− λ) | w∗j − w∗ |1 .
2. `2 matching: mgps(e, w) = arg min
j:wj∈[w−δ,w+δ]
√
λ | e∗(wj, cj)− e∗ |22 +(1− λ) | w∗j − w∗ |22.
The tuning parameter λ is introduced to control the relative weight that is attributed to the
distance measures of the exposure versus the generalized propensity score estimates. The trade-off
is between two source of bias, 1) the observed unit which was selected as representative of a target
exposure level w does not have an exposure which is exactly w (rather is within a neighborhood),
resulting in a bias estimate of mean potential outcome at w, 2) the observed unit does not match
exactly on the target generalized propensity score value, resulting in a sacrifice of covariate balance
in the matched dataset (Flores et al. 2007). Details on selecting λ are described in Section 3.4.
The caliper δ is defined as the radius of the neighborhood around w, which means for any target
exposure level w, we only allow for matches with an observed unit j satisfying ||Wj − w|| ≤ δ.
Details on how to select δ are discussed in Section 3.4.
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3.2 Proposed Approach
Our proposed generalized propensity score matching approach contains two stages. The design
stage in which we estimate the generalized propensity score, and the analysis stage in which we
adjust for confounding by implementing the specified matching function based on the estimated
generalized propensity score. The target estimands, the average causal exposure-response function,
are then obtained.
1. Design Stage: For all units, estimate generalized propensity score via various parametric/non-
parametric approaches. More specifically, fit a generalized propensity score model relating w to
C, eˆ(wj, cj) = gˆ
−1
Φ (cj), where g can be either parametric or non-parametric.
2. Analysis Stage: Define the suitable caliper matching function by specifying the desired metric,
scale parameter λ, and caliper δ. Match individuals based on the matching function, that is a
caliper metric matching proposed in Section 3.1. Impute Yj(w) as: Yˆj(w) = Y
obs
mgps(e(w,cj),w)
for
j = 1, . . . , N successively. The matching estimator µˆ(w) is equal to the overall average Eˆ[Yj(w)]
for each exposure level w.
3. Estimated average causal exposure-response function: Fit a normal-kernel smoother of Eˆ[Yj(w)]
on w to estimate the exposure-response function.
Hirano & Imbens (2004), Imai & Van Dyk (2004) relied on parametric models of the form e(w, c) =
g−1Φ (c), where g is known, and compute the estimate Φˆ of Φ by maximum likelihood estimation,
such as a normal density,
eˆ(wj, cj) =
1√
2piσˆ2
exp
(− 1
2piσˆ2
(wj − ηˆ0 − ηˆT1 cj)2
)
,
where ηˆ0, ηˆ1, and σˆ are the maximum likelihood estimators. When parametric distributional
assumptions are unlikely to hold, Flores et al. (2007), Galvao & Wang (2015) proposed flexible
parametric/non-parametric models to estimate gΦ, such as the Gaussian kernel estimator,
eˆ(wj, cj) = n
−1h−(K+1)r
n∑
i=1
K(
wj − wi
hr
,
cj − ci
hr
)
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where K(.) is a Gaussian kernel density, and hr is a selected bandwidth. Gine´ & Nickl (2008)
showed that the kernel estimator converges weakly. Galvao & Wang (2015) argued that the non-
parametric models have issues with its practical implementation, especially when there exist a large
set of potential confounders, Cj, which is likely in the context of air pollution studies, due to the
curse of dimensionality. In general, one could choose any model specification relating w to Cj for
its practice implementations.
3.3 Covariate Balance
In this section we introduce two measures of covariate balance; absolute correlation and blocked
absolute standardized bias for continuous exposures. The absolute correlation between exposures
and each pretreatment covariate is a global measure and can inform whether the whole matched
dataset is balanced; while the blocked absolute standardized bias is estimated between Wj ∈
[w− δ, w+ δ] v.s. Wj /∈ [w− δ, w+ δ] for every single exposure level w and is a local measure that
informs which specific exposure levels are balanced. The block refers to the fact that the absolute
standardized bias are calculated for Wj in the block [w − δ, w + δ]. The measures above build
upon the work by Fong et al. (2018), Austin (2018) who examine covariate balance conditions with
continuous exposures. We adapt them into the proposed matching framework.
Formally, we define {w1 = w0 + δ, . . . , wI = w0 + (2I − 1)δ} ∈ [w0, w1], where I = bw1−w02δ + 12c
is the number of blocks. Let mi denote the number of units within the block [wi − δ, wi + δ],
where i ∈ {1, . . . , I}. Suppose the k-th unit in the i-th block [wi− δ, wi + δ] who has exposure Wik
and M -dimensional pretreatment covariates Cik has outcome Yik, and it appears nik times in the
matched dataset. We centralize and orthogonalize the covariates Cik and the exposure Wik as
C∗ik = S
−1/2
C (Cik − C¯ik), W ∗ik = S−1/2W (Wik − W¯ik),
where C¯ik =
∑I
i=1
∑mi
k=1 nikCik/(N · I), SC =
∑I
i=1
∑mi
k=1 nik(Cik − C¯ik)(Cik − C¯ik)T/(N · I),
Wik =
∑I
i=1
∑mi
k=1 nikWik/(N · I) and SW =
∑I
i=1
∑mi
k=1 nik(Wik − W¯ik)(Wik − W¯ik)T/(N · I).
Global Measure. Based on the global balancing condition, in a balanced population, we have
the correlations between the exposure and pretreatment covariates are equal to zero, that is
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E[C∗ikW
∗
ik] = 0. We assess the covariate balance in the matched dataset as
∣∣ I∑
i=1
mi∑
k=1
nikC
∗
ikW
∗
ik
∣∣ < 1,
in which each element of 1 is a pre-specified threshold, for example 0.1 (Zhu et al. 2015).
Local Measure. Based on the local balancing condition, the covariate balance for a specific
exposure level can be defined by zero absolute standardized bias. We assess the covariate balance
between units having exposure level within the block [wi − δ, wi + δ] and outside of this block in
the matched dataset as
∣∣∑mik=1 C∗ik
N
−
∑
i′ 6=i
∑mi′
k=1 C
∗
i′k
N · (I − 1)
∣∣ < 2,
in which each element of 2 is a pre-specified threshold, for example 0.2 (Harder et al. 2010).
In addition, the average absolute correlations are defined as the average of absolute correlations
among all covariates. The average blocked absolute standardized bias are defined as the average
of absolute standardized bias among all covariates for each block.
1) average absolute correlation
∣∣∣∣ I∑
i=1
mi∑
k=1
nikC
∗
ikW
∗
ik
∣∣∣∣
1
/M
2) average absolute standardized bias
I∑
i=1
∣∣∣∣∑mik=1 C∗ik
N
−
∑
i′ 6=i
∑mi′
k=1 C
∗
i′k
N · (I − 1)
∣∣∣∣
1
/M
3.4 Selecting the Tuning Parameters (λ, δ)
The optimal λ could be specified by minimizing a utility function that measures the degree of
covariate balance measured by using with the global or local measures defined above. Noting that
the optimal λ aim at achieving covariate balance on the global scale, the average absolute correlation
would be the preferable measure in practice, moreover, it is more computational attainable. We
implement data-driven procedures as follows: 1) construct the matched dataset using the matching
function with a pre-specified λ ∈ [0, 1], 2) calculate the desired covariate balance measure on the
matched dataset, 3) Repeat steps 1-2 using grid search on λ, 4) select the λ that minimizes the
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covariate balance measure. In practice, λ could be specified in the range [0, 1] depending on the
prioritization of adjusting for potential confounders and the potential effects heterogeneity due to
different levels of exposures.
The caliper δ on the exposure is essential, since if we don’t match the observed units within a
neighborhood around the target exposure level w there is no guarantee that the matching estimator
is unbiased. To achieve asymptotic properties for the matching estimator (Abadie & Imbens 2006),
δ = O(N−1/2) is chosen which guarantees consistency and asymptotic normality. Theoretical
justifications guide us to choose δ ≈ N−1/2, and in practice we set  to be the range of the
exposure levels, that is  = maxjwj −minjwj. Unmatched units are those who do not have a good
representative in the original dataset. If many units in (w, ci), (i = 1, . . . , N), for a particular
exposure level w are unmatched the causal exposure effect, µ(w), can not be estimated in the
original dataset.
4 Asymptotic Properties
We present the asymptotic properties for the proposed caliper matching estimators for the average
causal exposure-response function µ(w), where we match either on a scalar covariate, on the true
generalized propensity score, or on the estimated generalized propensity score, given the caliper
size δ = O(N−1/2) and Nδ →∞.
We begin by defining the conditional means and variances given covariates and given the gen-
eralized propensity score as follows:
µC(w, c) = E{Yj(w) | Wj = w,Cj = c}
µgps{w, e(w, c)} = E{Yj(w) | Wj = w, e(w,Cj) = e(w, c)}
σ2C(w, c) = V ar{Yj(w) | Wj = w,Cj = c}
σ2gps{w, e(w, c)} = V ar{Yj(w) | Wj = w, e(w,Cj) = e(w, c)}
To simplify the problem, we only consider one-to-one nearest neighbor matching1 on a set of
1According to the observation of Abadie & Imbens (2016), the number of matches per unit, M is small, often
M = 1 in applications. Choosing a small M reduces finite sample biases caused by matching discrepancy through
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continuous covariates C. The matching estimator for µ(w) can be defined as,
µˆ(w) =
N∑
j=1
K(j)YjIj(w, δ)
where K(j) indicates the number of replacements in which unit j is used as a match, and Ij(w, δ) =
Ij([w−δ, w+δ]). The difference between the matching estimator µˆ(w), and the population average
causal exposure-response function µ(w), can be decomposed as,
µˆ(w)− µ(w) = {µ¯(w)− µ(w)}+Bµ(w) + Eµ(w) (1)
where, µ¯(w) is the average conditional means given covariates, Bµ(w) is the conditional bias of the
matching estimator related to µ¯(w), and Eµ(w) is the average conditional residuals. Specifically,
let i(j) indicate the nearest neighbor match for unit (w,Cj),
µ¯(w) =
1
N
N∑
j=1
µC(w,Cj)
Bµ(w) =
1
N
N∑
j=1
Bµ,j =
1
N
N∑
j=1
{µC(Wi(j),Ci(j))− µC(w,Cj)}
Eµ(w) = 1
N
N∑
j=1
K(j)Eµ,jIj(w, δ) = 1
N
N∑
j=1
K(j){Yj − µC(Wj,Cj)}Ij(w, δ).
Lemma 3 (Matching Discrepancy) Let j1 = arg min
j=1,...,N
||Cj − c|| and let U1 = Cj1 − c be the
matching discrepancy. If C is scalar, then all the moments of N ||U1|| are uniformly bounded in N .
Lemma 3 is the deduction of Lemma 2 presented in Abadie & Imbens (2006).
Theorem 1 (The Order of Bias) Let Nw denote the number of units having exposures within
the range of [w − δ, w + δ]. Assume Assumptions 1-3 and uniform boundedness Assumption (A1
in the Supplementary Material) hold, if C is scalar, the order of the bias of the proposed matching
estimator, that is Bµ(w), is Op{(Nδ)−1}.
larger values of M produce lower asymptotic variances. In the proposed continuous matching framework, we are
prone to the matching discrepancy because of the restriction (caliper) on the units that can be matched, thus we
tend to choose small M . All the asymptotic theories can be extended to one-to-M nearest neighbor matching.
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Theorem 1 provides the stochastic order of bias terms in Equation 1. Under the described condi-
tions, the bias term will be asymptotically negligible. Importantly, the rate is faster than (Nδ)1/2,
which guarantees the bias does not dominate the asymptotic behaviors of µˆ(w).
Lemma 4 (Number of Replacement) Assume Assumptions 1-3 hold, then K(j) = Op(1/δ),
and E[{δK(j)}q] is bounded uniformly in N for any q > 0.
Lemma 4 is the extension of Theorem 3(i) presented in Abadie & Imbens (2006).
Theorem 2 (Variance) Let Nw denote the number of units having exposures within the range
of [w − δ, w + δ]. Assume Assumptions 1-3 and uniform boundedness assumption (A1 in the
Supplementary Material) hold. If C is scalar,
(Nδ)V ar{µˆ(w)} = E[σ2c(w,Cj){ 3fW (w)2e(w,Cj)}]+ op(1).
Theorem 2 shows the asymptotic variance for µˆ(w) is finite, and provides an expression for it.
Theorem 3 (Consistency) Assume Assumptions 1-3 and uniform boundedness assumption (A1
in the Supplementary Material) hold. If C is scalar,
µˆ(w)− µ(w)→ 0.
Theorem 3 is a key result, showing the proposed matching estimator is consistent.
Theorem 4 (Asymptotic Normality) Assume Assumptions 1-3 and uniform boundedness as-
sumption (A1 in the Supplementary Material) hold. If C is scalar,
(Nδ)1/2{µˆ(w)− µ(w)} → N{0, σ21(w)}
σ21(w) = E
[
σ2c(w,Cj){
3fW (w)
2e(w,Cj)
}].
We show that when the set of matching covariates contains only one continuously distributed vari-
able, the matching estimator is (Nδ)1/2-consistent and asymptotic normal. Relative to matching
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directly on the covariates, propensity score matching has the advantage of reducing the dimen-
sionality of matching to a single dimension (Abadie & Imbens 2016). Therefore, for generalized
propensity score matching, we have the following theorem.
Theorem 5 (Asymptotic Normality with Generalized Propensity Score) Assume Assump-
tions 1-3 and uniform boundedness assumption (A2 in the Supplementary Material) hold.
(Nδ)1/2{µˆgps(w)− µ(w)} → N{0, σ22(w)}
σ22(w) = E
[
σ2gps{w, e(w,Cj)}{
3fW (w)
2e(w,Cj)
}].
In practice, we rarely observe the true generalized propensity score values, and the generalized
propensity score has to be estimated prior to matching. Abadie & Imbens (2016) proved and
derived the large sample properties of propensity score matching estimators that corrects for the
first step estimation of the propensity score. The main finding is that matching on the estimated
propensity score has a smaller asymptotic variance than matching on the true propensity score
when estimating average treatment effects.
Suppose our parametric model for the generalized propensity score is e(w, c) = g−1Φ (c), where
g is known. We estimate Φˆ by maximum likelihood estimation. More specifically, we denote
µˆgps(w; Φˆ) as the matching estimator with estimated generalized propensity score. We state the
following theorem.
Theorem 6 (Asymptotic Normality with Estimated Generalized Propensity Score) Assume
Assumptions 1-3, uniform boundedness and almost sure convergence assumption (A2-3 in the Sup-
plementary Material) hold.
(Nδ)1/2{µˆgps(w; Φˆ)− µ(w)} → N{0, σ22(w)}
Theorem 6 states that no matter whether we match on the true generalized propensity score or
the estimated generalized propensity score, the asymptotic properties are unchanged. Importantly,
the asymptotic variance remains the same. The maximum likelihood estimation at the first step
has convergence rate N−1/2. As long as the first step estimation has convergence rate satisfying
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op{1/(Nδ)−1/2}, which also holds for many semi-/non-parametric estimations of the generalized
propensity score, Theorem 6 holds. Proofs of Theorem 1-6 are provided in the Supplementary
Material.
5 Simulations
5.1 Simulation Settings
We generate six confounders (C1, C2, ..., C6), which include a combination of continuous and cate-
gorical variables,
C1, . . . , C4 ∼ N(0, I4), C5 ∼ U{−2, 2}, C6 ∼ U(−3, 3),
and generate W using three specifications of the generalized propensity score model,
1) W = 9{−0.8 + (0.1, 0.1,−0.1, 0.2, 0.1, 0.1)C} − 3 +N(0, 5)
2) W = 15{−0.8 + (0.1, 0.1,−0.1, 0.2, 0.1, 0.1)C}+ 2 + 2T (4)
3) W = 15{−0.8 + (0.1, 0.1,−0.1, 0.2, 0.1, 0.1)C}+ 31/2C23 + T (4).
We generate Y from an outcome model which is assumed to be a cubical function of W with
additive terms for the confounders and interactions between W and confounders,
Y | W,C ∼ N{µ(W,C), 10}
µ(W,C) = −10− (2, 2, 3,−1, 2, 2)C−W (0.1− 0.1C1 + 0.1C4 + 0.1C5 + 0.1C23) + 0.132W 3.
For these three specifications we vary the sample size N(= 200, 1000, 5000) resulting in a total of
nine scenarios. For each scenario, we generate 100 datasets.
After generating the data we estimate the exposure-response function for each simulation sce-
nario using six different estimators including the proposed matching approach and three state-of-
art alternatives, including two implementations of the Hirano and Imbens’s generalized propensity
score (HI-GPS) estimator (Hirano & Imbens 2004), inverse probability of treatment weighting
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(IPTW) estimator (Robins et al. 2000), and two implementations of the doubly robust (DR) esti-
mators (Bang & Robins 2005, Kennedy et al. 2017) (see the Supplementary Material for details).
In addition, we estimate the exposure-response function based on the true data generating model
as the gold standard. For implementation, some of these approaches rely on specification of the
generalized propensity score model and/or outcome model. For those, unless otherwise specified
we assume a linear generalized propensity score model, and consider a cubic function for the out-
come model. To assess the performance of the different estimators, we calculate the absolute bias
and mean squared error (MSE) of the estimated exposure-response function. These two quantities
were estimated empirically at each point within range Wˆ∗, and integrated across the range Wˆ∗.
Specifically, they are defined as follows:
̂Absolute Bias =
∫
Wˆ∗
| 1
S
S∑
s=1
Yˆs(w)− Y (w)|fW (w)dw
M̂SE =
∫
Wˆ∗
[
1
S
S∑
s=1
{Yˆs(w)− Y (w)}2]1/2fW (w)dw.
In the above Wˆ∗ denotes a trimmed version of the support of Wˆ , excluding 10% of mass at the
boundaries.
5.2 Simulation Results
Simulation results are presented in Table 1. Not surprisingly, when the generalized propensity
score model is correctly specified and does not have extreme values, the true outcome regression
model (which is the cubical model) performs well, yet the HI-GPS estimator which relies on a linear
regression model for the outcome is significantly biased due to the outcome model misspecification.
On the other hand, when a correct outcome model structure (cubical) is assumed, HI-GPS (with a
cubical regression model for the outcome), inverse probability of treatment weighting, and standard
doubly robust estimators, all produce little bias and small MSE. Kennedy’s doubly robust and the
proposed matching estimator also perform well, and their absolute bias and MSEs decrease as
the sample sizes increases. Yet in general, both approaches produce larger MSE compare to the
other three estimators. Kennedy’s doubly robust and our proposed matching estimators are both
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non-parametric approaches which do not rely on outcome model specification and therefore are less
efficient when the outcome model is correctly specified.
When the generalized propensity score model is correctly specified yet includes extreme general-
ized propensity score values, the inverse probability of treatment weighting estimator and standard
doubly robust estimator produce extremely large MSE, and are not able to reduce confounding
bias. This is not surprising as they rely on weighting and are sensitive to extreme generalized
propensity score values (Waernbaum 2012). However, Kennedy’s non-parametric doubly robust
estimator has better performance. The HI-GPS estimator only performs well in this setting when
the outcome model is correctly specified as a cubical model. Our proposed matching estimator
outperforms HI-GPS, inverse probability of treatment weighting and the standard doubly robust
estimator, both in terms of absolute bias and MSE, and achieves performance as good as Kennedy’s
state-of-the-art doubly robust method.
When the generalized propensity score model is misspecified, the proposed matching approach
provides bias reduction and smaller MSE compared to all other approaches. The result is not
surprising, since 1) HI-GPS and the inverse probability of treatment weighting estimator require
correctly specifying the generalized propensity score model, which is not the case here, and are
sensitive to model misspecifications, 2) as discussed in Waernbaum (2012), although standard
doubly robust robust approaches guarantee appealing large-sample properties when at least one
model (either the generalized propensity score or outcome model) is correctly specified, they can
perform very poorly in finite-sample cases if the generalized propensity score model is misspecified,
which is the case in this simulation setting, 3) Kennedy’s doubly robust estimator performs well
since it does not require parametric assumptions, and overcomes the model misspecification by
flexible machine learning, yet in the settings of existing extreme weights, it is less precise than
matching.
In general, via simulations, we see that the proposed matching approach outperforms exist-
ing methods under settings of model misspecifications and/or in presence of extreme generalized
propensity score values. This improved performance is due to the fact that our proposed matching
approach does not require any parametric assumptions for the outcome model and is more robust
to misspecification of the generalized propensity score model compared to covariate adjustment
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and weighting-type approaches.
5.3 Covariate Balance Assessment
The matching framework provides a transparent way to assess covariate balance. In practice, we
can compare values of covariate balance measures, for example absolute correlations, described in
Section 3.3, between the matched dataset and original dataset. If the absolute correlations for
each of the covariates in the matched dataset are substantially smaller than those in the original
dataset, we conclude that our approach improves covariate balance. Moreover, Zhu et al. (2015)
suggests that confounding between the exposure and the outcome is small when the average absolute
correlations are less than 0.1.
Figure 1 presents absolute correlation results from three simulation settings where we vary the
specification of the generalized propensity score model, under sample size N = 5000. We assess
balance by calculating the absolute correlation for each of six covariates. We see that balance
improves substantially across all six covariates for all three simulation settings. Under the setting
where the generalized propensity score model is correctly specified without extreme generalized
propensity score values (scenario 1), absolute correlations for all confounders are ≤ 0.10, which
indicates little imbalance within the matched dataset. Under the setting of extreme values for the
generalized propensity score (scenario 2) and/or misspecification of generalized propensity score
model (scenario 3), the proposed matching procedure improves balance for all covariates, though
there is still evidence of imbalance.
6 Data Application
We apply the proposed matching method to estimate the effect of long-term PM2.5 exposure on
all-cause mortality, using information on Medicare participants across New England (VT, NH, CT,
MA, RI and ME) from 2000 to 2012. This study population includes a total of 3.3 million indi-
viduals with 24.5 million person-years of follow up, who reside in 2,202 zip codes. We constructed
counts corresponding to the number of deaths and mortality rates were based on the total num-
ber of person-years for Medicare enrollees for each zip code per year across New England. PM2.5
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exposures were determined at 1km × 1km grid cells using a spatio-temporal prediction model (Di
et al. 2016). Medicare data are available at the zip code level, yet PM2.5 exposures are estimated
at the grid level. To obtain annual average PM2.5 at each zip code, we aggregate these gridded
concentrations by taking area-weighted averages.
Design Stage. We assume that the generalized propensity score model is a linear regression
model with the exposure specified as the dependent variable and 20 potential confounders includ-
ing population demographic information, weather information, individual-level information, and
temporal trends (calendar year), as predictors.
Analysis Stage. We implement our proposed matching approach using the estimated generalized
propensity score. Specifically, we use a pre-specified `1 matching function with scale parameter
λ = 0.2 and caliper δ = 0.05. The choice of (λ, δ) follows the guidance in Section 3.4. After
matching, we fit the normal-kernel smoother to estimate the causal exposure-response function
relating average potential outcome within each caliper to the corresponding PM2.5 levels.
We assess covariate balance by calculating the absolute correlation for each potential confounder
as discussed in Section 3.3. The generalized propensity score implementation largely improves
covariate balance for 15 out of 20 potential confounders. The average absolute correlation is 0.25
before matching, whereas, the average absolute correlation is 0.07 after matching (See Figure 2).
Importantly, time trend (calender year) that had a strong imbalance before matching is balanced
after matching.
Figure 3 shows the average causal exposure-response function. We found an approximate linear
causal relationship between mortality and long-term PM2.5 exposures across the whole range of
annual average PM2.5 (2.05 − 15.43 µg/m3) in New England. Although the current long-term
PM2.5 exposure standard is an annual mean of 12.0 µg/m
3, refer to National Ambient Air Quality
Standards (NAAQS) Table (USEPA 2012), there is an increasing interest in studying the effect
of PM2.5 exposures at lower levels (Villeneuve et al. 2015, Shi et al. 2016, Di et al. 2017). Our
results are consistent with recent epidemiological studies which have found a strong association
between long-term exposure to PM2.5 and mortality at low exposure levels. Our approach provides
a causal interpretation of the effects of long-term PM2.5 exposure on all-cause mortality at lower
exposure levels; using our proposed matching approach we found that each 1 µg/m3 increase in
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annual average PM2.5 exposure causes an approximately 7.4× 10−4 increase in all-cause mortality
hazard. This causal effect estimate is consistent with the findings in Wang et al. (2017).
7 Discussion
We develop an innovative approach for estimating causal effects using observational data in settings
with continuous exposures, and introduce a new framework for generalized propensity score caliper
matching. Our proposed approach fills an important gap in the literature as it provides a theoret-
ically justified generalization from Abadie & Imbens (2006, 2016) for matching in the context of
continuous exposures. We also demonstrated that under the local weak unconfoundedness assump-
tion, the newly proposed matching estimators attain (Nδ)1/2-consistency and asymptotic normality
if the caliper δ is well chosen. By conducting simulation studies with a wide range of data gener-
ating mechanisms, we found that the proposed matching framework shares advantages that have
been previously discussed in literature (Rosenbaum & Rubin 1983, Ho et al. 2007, Zubizarreta 2012,
Waernbaum 2012), including that 1) it is robust to misspecification of the generalized propensity
score model, especially in the presence of extreme values (Waernbaum 2012), 2) it does not depend
on the specification of the outcome model, 3) it is straightforward to assess covariate balance. In
addition, we adapt two covariate balance measures into the proposed matching framework, and
describe the way to assess balance based on these measures.
The proposed approach relies on four main assumptions 1) consistency, 2) overlap, 3) local weak
unconfoundedness, and 4) smoothness. The consistency assumption is a fundamental assumption
in the classical potential outcome framework. Recent literature (Tchetgen & VanderWeele 2012,
Papadogeorgou et al. 2017) relaxes this assumption by allowing interference, yet future work is war-
ranted to combine this concept with (generalized) propensity score-based analyses. The overlap
assumption is another fundamental assumption for the validity of most causal inference methods.
Under binary or categorical exposure cases, investigators widely use diagnostic plots to check over-
lap (Braun et al. 2017, Wu et al. 2017) and trimming techniques to ensure overlap (Crump et al.
2009, Harder et al. 2010, Yang et al. 2016). However, when the exposure of interest is a continuous
variable, the overlap is defined by a density function on a Lebesgue set, and therefore it is concep-
tually difficult to check it directly via finite samples. One could categorize the continuous exposure
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and check/ensure overlap among categories using standard approaches developed in categorical
exposure cases (Yang et al. 2016, Wu et al. 2017), yet no current approach allows verification of
overlap on the continuous scale. In future work it will be useful to study rigorous approaches for
checking and ensuring overlap in this setting.
We introduced the local weak unconfoundedness assumption which is less stringent than the
common weak unconfoundedness assumption, though it is still unverifiable since data are always
uninformative about the distribution of the counterfactual outcome. As with other (generalized)
propensity score-based analyses, the matching approach does not resolve potential bias due to un-
measured confounding, in which case the unconfoundedness assumption is violated. By choosing
a suitable degree of local approximation, that is selecting δ in the local weak unconfoundedness
assumption, we can find in theory when the proposed matching estimator achieves desirable asymp-
totic properties. The smoothness assumption is essentially the standard smoothness condition
imposed in non-parametric regression problems. In addition, we require the rate of smoothness,
the bandwidth, to satisfy h ≥ δ as it guarantees that the outcome does not jump dramatically
within the neighborhood of an exposure level. It is feasible to choose (δ, h) that achieve desirable
asymptotic properties, yet it would be helpful to develop new methods to search for optimal (δ, h)
via observed data as part of future work. Although in this paper, we focus on one-to-one near-
est neighbor matching, all the asymptotic theories can be extended to one-to-M nearest neighbor
matching. However, as discussed in Abadie & Imbens (2016), in applications, M is usually small,
often M = 1, since choosing a small M reduces finite sample biases, in contrast to larger values of
M which produce lower asymptotic variances. One important advantage of our proposed matching
framework is that it aims at constructing a matched dataset that mimics a randomized experi-
ment, thus making it feasible to identify/estimate causal quantities other than the average causal
exposure-response function, such as quantile causal exposure-response function.
We applied the approach to estimate the causal effect of long-term PM2.5 exposure on all-
cause mortality. Previous air pollution health studies that used propensity score-based analyses
dichotomized or categorized continuous exposure variables to utilize propensity score methods
(Baccini et al. 2017, Wu et al. 2017). The generalized propensity score caliper matching approach
introduced in this paper is the first matching approach which allows for estimating causal effects on
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continuous exposures and assesses covariate balance in a straightforward way. The simplicity and
generalizability of our matching framework can promote awareness of and interest in estimating
causality in future applied research, especially in fields where interventions/exposures/treatments
are naturally continuous such as economics, political science, and environmental health.
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Figure 1: Absolute Correlations (ACs). Each panel represents the ACs for each covariate in the
matched dataset (solid line) and original dataset (dashed line) under three simulation settings
where generalized propensity score model specifications vary. The dotted line represents the cut-
off of covariate balance suggested by Zhu et al. (2015). generalized propensity score matching
improves covariate balance for all six covariates in all settings.
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Figure 2: Absolute Correlations (ACs). The figure represents the ACs for each covariate in the
matched dataset (solid line) and original dataset (dashed line). The dotted line represents the
cut-off of covariate balance suggested by Zhu et al. (2015). In general, generalized propensity score
matching substantially improves covariate balance for these potential confounders. The average
AC is 0.25 before matching, and 0.07 after matching. Importantly, time trend (year) has a strong
imbalance before matching, yet is balanced after matching.
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Figure 3: The causal exposure-response function relating all-cause mortality to long-term PM2.5
exposure. The left panel presents the estimated average potential outcome within each caliper
(black dots) along with the curve obtained by fitting a normal-kernel smoother with optimal band-
width (red solid line). The right panel is the smoothed curve with its point-wise confidence band
calculated by m-out-of-n bootstrap.
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