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IMPLICIT A POSTERIORI ERROR ESTIMATION USING PATCH
RECOVERY TECHNIQUES ∗
TAMA´S L. HORVA´TH † AND FERENC IZSA´K ‡
Abstract. Implicit a posteriori error estimators are developed for elliptic boundary value prob-
lems. Local problems are formulated for the error and the corresponding Neumann type boundary
conditions are approximated using a new family of gradient averaging procedure. The convergence
properties of the implicit error estimator are discussed independently from that of the residual type
error estimators, which provides a freedom in the choice of the boundary conditions. General assump-
tions are elaborated for the gradient averaging which define a family of implicit a posteriori error
estimators. The performance and the favor of the method is demonstrated trough some numerical
experiments.
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1. Introduction. Construction of accurate a posteriori error estimators for the
finite element solution of PDE’s is of great importance. Besides it provides a reliable
stopping criterion for the consecutive refinements, it also gives a solid basis of adaptive
finite algorithms. From this point of view, local estimates are of particular importance.
The starting point of many error estimation techniques is the residual based a
posteriori error estimator, which provides an explicit formula for the error. The orig-
inal idea in [5] has been generalized for several types of equations such as advection-
diffusion [23], convection-diffusion-“reaction” [24] and Maxwell equations [20]. Ac-
cordingly, explicit error estimators have been provided for nonconforming finite ele-
ment methods [4] and a uniform approaches have been elaborated [11].
For the corresponding implicit a posteriori error estimators a Neumann type
problem is formulated locally, using the numerical solution at hand and are solved
in a certain local finite element space. In the simplest case, the boundary conditions
for the local problems have been constructed with a simple averaging on element
interfaces. To enforce the well posedness of the local problems or enhance the quality
of the estimators, special equilibrated fluxes was defined and analyzed [6], [18] using
the results for the residual based explicit error estimators. Thought it seems to be
an involved approach, it pays off to compute more at this level: they provide local
error bounds and are sensitive to the shape of the subdomain, or possibly to the mesh
geometry. Implicit methods have been applied an analyzed for elliptic boundary value
problems (see an overview in [3]) and generalized for time harmonic Maxwell equations
[16].
Another family of powerful methods for a posteriori error estimation can obtained
using gradient averaging techniques [10], which deliver simple and computationally
cheap estimates. In another context, they are called recovery techniques, as the aim is
to give an approximation to the gradient of the exact solution of the original problem
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[26], [27]. Gradient averaging techniques [2], [3] can provide a reliable a posteriori
error control even on unstructured grids [12] and one can make use of them in goal
oriented error estimations [17]. The accuracy of the a posteriori error indicators can
be enhanced if a superconvergent gradient recovery can be constructed [7], [8].
These two approaches are combined here: we prove that using an accurate ap-
proximation of the gradient - obtained with a feasible gradient average technique or
patch recovery operator - as Neumann type boundary condition for the local problems
results in a reliable implicit a posteriori error estimation. The favor of our approach
is that we do not use any link to explicit estimators, which gives a freedom in the
choice of the above operators. Moreover, the polynomial degree of the boundary data
is related to the dergee of elements in the local problems. We could also get rid of
strict assumptions for the mesh geometry such as the need of parallel meshes.
While in the literature usually the norms of eh and eˆh are related, our result
provides an upper bound of eh− eˆh in some norm, where eh and eˆh yield the analytic
error and the error estimator, respectively.
The paper is organized as follows. In section 2, we formalize the implicit a pos-
teriori error estimation technique. We pose some general conditions for the gradi-
ent averaging which delivers appropriate boundary conditions for the local Neumann
problems. In section 3, we prove that this combination provides an accurate a poste-
riori error estimator, where no link to explicit estimators is utilized. In section 4, we
provide gradient averaging techniques, which satisfy the conditions in section 2 with
an appropriate polynomial order. In section 5, we demonstrate by several numerical
experiments the accuracy of the estimator for the local boundary conditions and the
reliability and efficiency of the corresponding implicit a posteriori error estimate.
2. Preliminaries. We introduce implicit a posteriori error estimators for the
finite element solution of the simple elliptic boundary value problem
∆u− k2u = f in Ω
u = g on ∂Ω,
(2.1)
where Ω ⊂ RN , N = 2, 3 denotes a bounded polyhedral domain with f ∈ H−1(Ω),
g ∈ H
−1
2 (∂Ω) and k ∈ R+ given.
We use the notations W sp (Ω) and H
s(Ω) for the Sobolev spaces on Ω, where
p ∈ [1,∞) and s ∈ R, see [1], [19]. The Sobolev norm in Hs(Ω) is denoted with ‖ · ‖s
and for an arbitrary subdomain K ⊂ Ω or a manifold M we use the notations ‖ · ‖s,K
and ‖ · ‖s,M , respectively. In the consecutive estimates, c0 denotes a generic constant,
possibly having different values, which does not depend on the mesh size h.
2.1. Finite element discretization. For the finite element method a geo-
metrically conformal triangular/tetrahedral mesh Th of Ω is constructed [14], where
h = maxKTh diamK and a polynomial finite element space
Hh
p
=
{
vh ∈ H
1
0 (Ω) : vh|K ∈ PpK (K), ∀K ∈ Th
}
,
where PpK (K) denotes the vector space of polynomials on K of total degree at most
pK . We fix a finite element interpolation operator
Ih,p :W
1
∞(Ω)→ H
h
p
and its restriction Ih,p,Kˆ to the functions supported on
¯ˆ
K, where Kˆ is a union of some
finite element subdomains.
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The finite element solution of (2.1) is defined as uh = uh,0 + ug, where ug ∈ H
1(Ω)
yields a function with ug|∂Ω = g and uh,0 ∈ H
h
p
is the solution of the following
variational problem:
(∇uh,0,∇vh)− k
2(uh,0, vh) =< ∆ug − f − k
2ug, vh > ∀vh ∈ H
h
p
.
Here (·, ·) denotes the scalar product in [L2(Ω)]
N , N = 1, 2, 3 and < ·, · > the duality
pairing between H−1(Ω) and H10 (Ω).
For the elementwise operations use the notations uh,K := uh|K and uK = u|K for
the corresponding restrictions.
2.2. Implicit error estimation using patch recovery. A straightforward
computation implies that for an arbitrary subdomain K the restriction of the error
eh = u− uh to K is the solution of the boundary value problem{
∆eh − k
2eh = ∆(u− uh)− k
2(u− uh) = f − (∆uh − k
2uh) in K
∂νeh = ∂ν(u− uh) = ∂νu− ∂νuh on ∂K.
(2.2)
The right hand side of the boundary condition is, however, in general unknown, such
that we should approximate it. As a first attempt one may use a simple averaging on
the common edge of two neighboring subdomains to approximate ∂νu. The implicit
error estimator that resulted can be related to explicit ones. This paves the way to
prove its reliability and local efficiency up to the approximation of the data. For
elliptic problems we refer to [3], [5], [22] and for Maxwell equations to [15], [16].
Some observations, however, motivate one to develop the above approach for the
approximation of ∂νu (or, equivalently, ∂νeh) on the element interfaces.
• Using pth order polynomials to solve the original problem in (2.1), the simple
averaging on the interelement faces delivers a polynomial approximation for
∇u of power p − 1. It is advised, however, that the local problems in (2.2)
have to be solved using a higher order finite element space than the original
one. This would require a Neumann type boundary condition for the error of
order p.
• The local problems in (2.2) could be ill posed for k = 0 or the local error
bound may lead to a crude overestimate to the error (see [3], section 6.2).
• On the other hand, in an automatic mesh refinement technique the mesh size
of the neighboring elements can be highly different. Then a simple average
(or even some convenient averaging techniques) does not provide an accurate
approximation of the gradient.
We will construct an error estimator
eˆh :
⋃
K∈Th
→ R
such that eˆh,K = eˆh|K ∈ PpK+1 for all finite element subdomain K ∈ Th. Note that
eˆh is not necessarily continuous over the element interfaces. As it is usual for the local
error indicators, we use the patch K˜ of K to the construction, where
K˜ = int
(
∪K¯∩K¯j 6=∅
Kj∈Th
K¯j .
)
For a suitable approximation
Gp,K(uh) ≈ ∇uK
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the error estimator eˆh,K is defined as the solution of the boundary value problem{
∆eˆh,K − k
2eˆh,K = f −∆uh + k
2uh in K
∂ν eˆh,K = ν ·Gp,K(uh)− ∂νuh on ∂K,
(2.3)
where the right hand side is known.
Remark: The condition k2 > 0 ensures that the boundary value problem in (2.3)
is well posed. A well-known stability estimate is recalled in Proposition 2.
2.3. Assumptions on the gradient averaging. We formulate some assump-
tions on the discrete gradient operator
Gp,K :W
1
∞(K˜)→ L1(K¯),
where p yields the dependence on the local polynomial degree of the finite element
space Hh
p
.
While the first three are borrowed from [3], section 4, the fourth one, which
streamlines the analysis at many places, is specific for our method.
(A1) Gp,K(v) depends only on v|K˜ .
(A2) Gp,K :W
1
∞(K˜)→ L1(K¯) is continuous.
(A3) If u ∈ Pp+1(K˜) then Gp,K(Ih,p,K˜u) = Ih,p,K∇uK .
(A4) Gp,K(uh) is a gradient, i.e. there is a function Gp(uh) ∈ W
1
∞(Ω) such that
Gp,K(uh) = ∇Gp(uh)|K¯ .
An extra condition which can imply superconvergence is the following.
(SC) There exists a constant C(u) depending on u such that for some τ ≥ 0 we
have
‖∇(uh − Ih,pu)‖0 ≤ C(u)h
pmin+τ , (2.4)
for all h > 0, where pmin = minK∈T pK .
Remarks: If τ = 0 then (SC) does not imply a superconvergence and the constant C
does not depend on u. This case should not be considered as an assumption, since the
inequality (2.4) is a consequence of the standard finite element interpolation theory,
see Chapter 4.4 in [9].
Unlike in the flux equilibration technique we do not assume that the Neumann type
boundary conditions would be continuous on the element interfaces.
3. Convergence of the error estimation. In the consecutive analysis, we use
the following result which can be obtained at once using a density argument.
Proposition 1. For any w ∈ H1(Ω) we have ∆w ∈ H−1(Ω) and the following
estimate is valid:
‖∆w‖−1 ≤ ‖∇w‖0. (3.1)
We also recall a continuity estimate for elliptic boundary value problems.
Proposition 2. For an arbitrary Lipschitz domain Ω ⊂ Rn with any functions
f ∈ H−1(Ω) and g ∈ H−
1
2 (Ω) the boundary value problem{
∆u− k2u = f in Ω
∂νu = g on ∂Ω
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has a unique solution in H1(Ω) and the following estimate holds:
‖u‖1 ≤ c0‖f‖−1 + c0‖g‖− 1
2
,∂Ω. (3.2)
For the proof in a more general context, we refer to [19], Theorem 4.10. ¤
The following proposition concerning the accuracy of the gradient averaging is
proved in [3].
Proposition 3. Assume that the gradient averaging operator Gp satisfies (A1), (A2)
and (A3), and also, u ∈ Hp+2(Ω) and (SC) hold. Then
‖∇u−Gp(uh)‖0 ≤ C(u)h
p+τ |u|p+2 (3.3)
is valid, where the exponent τ is given in (SC).
Theorem 1. Assume that the conditions (A1), (A2), (A3), (A4) and (SC) holds.
Then we have the following estimate to the precision of the error estimate:
∑
K∈Th
‖eh − eˆh‖
2
1,K ≤ c0 · C(u)h
2(p+τ)|u|2p+2, (3.4)
Proof: First we note that by assumption (A4) one can assume that Gp,K(uh) is
chosen such that
∫
K
u− Gp,K(uh) = 0 and therefore, the Poincare´ inequality implies
‖u− Gp,K(uh)‖1,K ≤ c0‖∇(u− Gp,K(uh))‖0,K = c0‖∇u−Gp,K(uh)‖0,K , (3.5)
where c0 can be given independently of K ⊂ Ω.
Taking the difference of (2.2) and (2.3) we have that for any K ∈ Th
∆[(eh − eˆh)− k
2(eh − eˆh)] = 0 on K,
and therefore, using (2.2) and (2.3) again, for every subdomain K ⊂ Ω we obtain


∆[(eh − eˆh)− (u− Gp,K(uh)]− k
2((eh − eˆh)− (u− Gp,K(uh)))
= −∆(u− Gp,K(uh)) + k
2(u− Gp,K(uh)) in K
∂ν [(eh − eˆh)− (u− Gp,K(uh))] = 0 on ∂K.
The estimates in (3.2), Lemma 1 and (3.5) give then
‖(eh − eˆh)− (u− Gp,K(uh))‖1,K
≤ c0‖∆(u− Gp,K(uh))‖−1,K + c0 · k
2‖u− Gp,K(uh)‖−1,K
≤ c0‖∆(u− Gp,K(uh))‖−1,K + c0 · k
2‖u− Gp,K(uh)‖1,K
≤ c0‖∇u−Gp,K(uh)‖0,K .
Hence, the convergence result in Proposition 3 provides the estimate
∑
K∈Ω
‖(eh − eˆh)− (u− Gp,K(uh))‖
2
1,K ≤ c0
∑
K∈Ω
‖∇u−Gp,K(uh)‖
2
0,K
= c0‖∇u−Gp(uh)‖
2
0 ≤ c0C
2(u)h2(p+τ)|u|2p+2.
(3.6)
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With the aid of a triangle inequality, applying (3.6), (3.5) and Proposition 3 again
we conclude that∑
K⊂Ω
‖eh − eˆh‖
2
1,K ≤ 2
∑
K⊂Ω
‖(eh − eˆh)− (u− Gp,K(uh))‖
2
1,K + ‖u− Gp,K(uh)‖
2
1,K
≤ 2
∑
K⊂Ω
c0‖∇u−Gp,K(uh)‖
2
0,K + c0‖∇u−Gp,K(uh)‖
2
0,K
= 4c0‖∇u−Gp(uh)‖
2
0
≤ c0 · C(u)h
2(p+τ)|u|2p+2,
as stated in the theorem. ¤
Remark: Observe that the estimator in Theorem 1 provides not only a relation
between
∑
K⊂Ω ‖eh‖
2
1,K and
∑
K⊂Ω ‖eˆh‖
2
1,K but also an upper bound for the difference∑
K⊂Ω ‖eh − eˆh‖
2
1,K .
4. Gradient recovery using higher order fitting. We discuss in section two-
dimensional examples such that {Th} denotes a shape regular family of geometrically
conforming triangular meshes of Ω ⊂ R2. T ∈ Th denotes an arbitrary triangle for
some h with the vertices E2, E4 and E6 and associated neighboring triangles T1, T2
and T3 with the extra vertices E1, E3 and E5, respectively, outside of T¯ , see Figure
4.1. K yields a reference triangle with J˜T : K → T , an affine linear mapping, which
is invertible and onto and has the form
J˜T = JT + CT ,
where CT is constant and JT is linear
The mapping between a reference patch K˜ and T˜ is given by
[JT + CT , JT1 + CT , JT2 + CT , JT3 + CT ], (4.1)
where
JT (T¯ ∩ T¯j) = JTj (T¯ ∩ T¯j), j = 1, 2, 3,
i.e. they match continuously.
Before introducing gradient recovery techniques which satisfy the assumptions
(A1)-(A4), we provide sufficient conditions to verify (A2).
A natural requirement for the gradient recovery is that it is transformed as the
gradient by changing the coordinate system, i.e. in precise terms, for any T ∈ T〈 and
u ∈ L1(T ) we have
(B1) J−1T · [Gp,K(u ◦ J˜T )](J
−1
T (x)) = [Gp,T (u)](x) ∀x ∈ T.
As we can not provide in general a linear or affine linear bijection between patches,
an extra condition is necessary, which ensures the continuity of the gradient recovery
in a sense.
(B2) Assume that for a sequence (T˜n) = int
(
T¯n ∪ T¯n,1 ∪ T¯n,2 ∪ T¯n,3
)
of patches
and for the corresponding mappings we have the convergence
[JTn , JTn,1 , JTn,2 , JTn,3 ]→ [JT , JT1 , JT2 , JT3 ].
Then for any polynomial u ∈ P(T˜ ) we have the convergence
Gp(un)(JTn(x))→ Gp(u)(JT (x)), ∀x ∈ K, (4.2)
where the polynomial un ∈ P(T˜n) is defined piecewise with un|Tn,j = u◦JTj ◦
J−1Tn,j , j = ∅, 1, 2, 3.
Implicit error estimation using patch recovery 7
We point out that these three assumptions, which are easy to verify, imply (A2).
Lemma 1. Assume that (B1) and (B2) hold. Then assumption (A2) is also valid.
Proof: We consider the orthogonal decomposition
Hp(T˜ ) = 1⊕Hp,0(T˜ )
in the L2-sense, where 1 denotes the subspace of constant functions in Hp,0(T˜ ). Note
that u ∈ Hp,0(T˜ ) is equivalent with the statement
∫
T˜
u = 0.
Since the inequality in (A2) is valid for all constant functions, it is sufficient to
prove it for functions in Hp,0(T˜ ).
Proving by contradiction we assume that there is sequence T 1, T 2, . . . of triangles
and piecewise polynomials v1 ∈ Hp,0(T˜ 1), v2 ∈ Hp,0(T˜ 2), . . . with ‖∇vj‖L1(T˜ j) = 1
such that the gradient averaging is not bounded; i.e. for each positive integer j we
have the inequality
‖Gp(vj)‖L1(T j) ≥ j‖∇vj‖L1(T˜ j) = j. (4.3)
Using (B1) we obtain the equality
‖Gp(vj)‖L1(T j) = det J
−1
T j · ‖Gp(vj ◦ J˜T j )‖L1(K) · det JT j . (4.4)
and in the same way
‖∇vj‖L1(T˜ j) = det J
−1
T j · ‖∇(vj ◦ J˜T j )‖L1(K˜j) · det JT j , (4.5)
where K˜j = J˜
−1
T j (T˜
j). Summarized, (4.4) and (4.5) give that
‖Gp(wj)‖L1(T j) ≥ j‖∇wj‖L1(T˜ j) = j, (4.6)
with wj := vj ◦ J˜T j : K˜j → R and the mapping between K˜j and K˜ corresponding to
(4.1) is given by
[I, Jn,1, Jn,2, Jn,3] : K˜j → K˜ (4.7)
with I the identity operator. As the mesh is non-degenerate and the edges of K are
kept fixed, the series (‖Jn,j‖)n of the norms should be bounded and therefore, the
series in (4.7) should (componentwise) converge to
[I, J1, J2, J3] : K˜
∗ → K˜
with some patch K∗ of K. According to the assumption (B3) for all x ∈ K the
identity
Gp(wn)(x)→ Gp(w)(x), (4.8)
where w : K∗ → R is defined with wn|Tn,j = w ◦ Jj ◦ J
−1
n,j . Since Jj ◦ J
−1
n,j → I, we
have
‖Gp(wn)‖L1(K) → ‖Gp(w)‖L1(K) and ‖∇wn‖L1(K˜n) → ‖∇w‖L1(K˜∗) (4.9)
which compared with (4.6) give that
‖Gp(w)‖L1(K) =∞,
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Fig. 4.1. The patch T˜ in a uniform tessellation with the midpoints for the first order gradient
averaging.
which is a contradiction. ¤
In general, if uh|K˜ ∈ Pp(K˜), we aim to construct G(uh) ∈ [Pp(K)]
2 such that
G(uh) should be a gradient of a polynomial of order k + 1 on K˜.
Example 1 - Gradient recovery for uh ∈ P1(Ω). The first general construc-
tion
• We fit a second order polynomial p2,T˜ (uh) to {(Ei, uh(Ei)) : i = 1, 2, . . . , 6}.
• The first order gradient average is G1,T (uh) = ∇p2,T˜ (uh)|T .
Remark: A least squares fit has been applied but the particular fitting method has
no importance here.
To reduce the computational costs we simplify the above process in case of a
special geometry of Kˆ. If T˜ is a triangle and consists of four uniform triangles, called
uniform subdivision henceforth, then the above fitting procedure can be simplified.
For this, first we determine the gradient averages in the midpoints M1, M2 and M3
of the edges of T . Using the geometrical setup in Figure 4.1 we identify the vertices
Ej , j = 1, 2, . . . , 6 with their position vectors and introduce the notations
vij =
Ej − Ei
|Ej − Ei|
, i, j = 1, 2, . . . , 6, i 6= j.
Example 1a - Gradient recovery for uh ∈ P1(Ω) on a uniform subdivision
• We define certain directional gradient averages at M1,M2 and M3 as follows:
v41 ·G1,T (uh)(M1) =
uh(E1)− uh(E4)
|E1 − E4|
, v26 ·G1,T (uh)(M1) =
uh(E6)− uh(E2)
|E6 − E2|
v63 ·G1,T (uh)(M2) =
uh(E3)− uh(E6)
|E3 − E6|
, v42 ·G1,T (uh)(M2) =
uh(E2)− uh(E4)
|E2 − E4|
v25 ·G1,T (uh)(M3) =
uh(E5)− uh(E2)
|E5 − E2|
, v64 ·G1,T (uh)(M3) =
uh(E4)− uh(E6)
|E4 − E6|
.
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T
T1
T2
T3
Fig. 4.2. Basis points for the second order gradient averaging.
• These determine G1,T (uh) at M1,M2 and M3.
• Since G1,T (uh) is a first order polynomial in both components, it can be
obtained with a linear interpolation using G1,T (uh)(M1), G1,T (uh)(M2) and
G1,T (uh)(M3).
Example 1b - Gradient recovery for uh ∈ P1(Ω) on a uniform subdivision
For the following construction, we note that ∇uh is piecewise constant.
• We define the gradient averages at M1,M2 and M3 as follows:
G1,T (uh)(M1) =
∇uh|T¯1 +∇uh|T¯
2
, G1,T (uh)(M2) =
∇uh|T¯2 +∇uh|T¯
2
G1,T (uh)(M3) =
∇uh|T¯3 +∇uh|T¯
2
.
• Since G1,T (uh) is a first order polynomial in both components, it can be
obtained with a linear interpolation using G1,T (uh)(M1), G1,T (uh)(M2) and
G1,T (uh)(M3) defined above.
Example 2 - Gradient recovery for uh ∈ P2(Ω).
The second order approximation uh is determined by the nodal values at the vertices
and the midpoints of the edges of the triangles (see [9], p. 73). These 15 nodal points
in T˜ are depicted in Figure 4.2.
• We fit the above 15 data points with a full 3rd order polynomial in T˜ , which
is denoted with p3,T˜ (uh).
• The second order gradient average is G2,T (uh) = ∇p3,T˜ (uh)|T¯ .
Remarks:
1. It would be easier to fit the 3rd order polynomial to 10 data points. The advance
of the setup in Example 2 is that the distribution of the basis points is symmetric
with respect to the triangles.
10 T. Horva´th and F. Izsa´k
2. One can generalize the procedures in Examples 1 and 2 to provide a gradient
recovery of an arbitrary order.
Lemma 2. The gradient recovery techniques in Example 1, Example 1a and
Example 1b are equivalent on uniform tessellations. Proof: On a uniform subdivision
we can exactly fit a second order polynomial q to Ej , j = 1, 2, . . . , 6 with uh(Ej) =
q(Ej), j = 1, 2, . . . , 6. We define then qˆ : R → R by
qˆ(λ) = q(E1 − λ|E1 − E4|v41).
It is clear that qˆ is second order with
qˆ(0) = q(E1), qˆ (0.5) = q(M1) and qˆ(1) = q(E4).
Moreover, qˆ′ (0.5) = qˆ(1)− qˆ(0) and therefore
∂v41q(M1) = −qˆ
′ (0.5) ·
1
|E1 − E4|
= −(qˆ(1)− qˆ(0)) ·
1
|E1 − E4|
=
q(E1)− q(E4)
|E1 − E4|
=
uh(E1)− uh(E4)
|E1 − E4|
.
A similar derivation gives that
∂v26q(M1) =
q(E6)− q(E2)
|E6 − E2|
=
uh(E6)− uh(E2)
|E6 − E2|
and in the same way
∂v63q(M2) =
uh(E3)− uh(E6)
|E3 − E6|
, ∂v42q(M2) =
uh(E2)− uh(E4)
|E2 − E4|
,
∂v25q(M3) =
uh(E5)− uh(E2)
|E5 − E2|
, ∂v64q(M3) =
uh(E4)− uh(E6)
|E4 − E6|
.
This gives that the procedures in Example 1 and Example 1a results in the same
averages at M1,M2 and M3.
For proving that the averages in Example 1a and Example 1b are equivalent,
we note that the gradient of an arbitrary function q : T → R or q : T1 → R are
determined by ∂v41q and ∂v26q:
∇q = A−1(∂v41q, ∂v26q)
T , where A =
(
vT41
vT26
)
∈ R2×2. (4.10)
In this way, the gradient corresponding to the procedure in Example 1b is
G1,T (uh)(M1) =
1
2
(∇uh|T1 +∇uh|T ) (M1)
=
1
2
A−1
(
(∂v41uh|T1 , ∂v26uh|T1)
T + (∂v41uh|T , ∂v26uh|T )
T
)
(M1)
= A−1
(
uh(M1)− uh(E1)
|E1 − E4|
+
uh(E4)− uh(M1)
|E1 − E4|
,
uh(M1)− uh(E2)
|E6 −E2|
+
uh(E6)− uh(M1)
|E6 − E2|
)
= A−1
(
uh(E4)− uh(E1)
|E1 − E4|
,
uh(E6)− uh(E2)
|E6 − E2|
)
.
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This means, corresponding to (4.10), that in Example 1b we obtain the same direc-
tional derivatives ∂v41 and ∂v26 as in Example 1a. In this way the recovered gradients
in Example 1a and Example 1b the will be same, as well. ¤
Lemma 3. The recovered gradient G1(uh) given in Example 1 satisfies the con-
ditions in (A1)-(A4). Proof: By the construction G1,T (u) depends only on u|T˜ .
To verify (B1) we first give G1(u ◦ JT ). Observe that the fitted second order
polynomial is p2,T (u ◦ J˜T ), which is second order provides the same approximation at
the basis points for u ◦ J˜T as p2,Tu at the basis points for u. Taking its gradient gives
(J−1T (x)) = [∇(p2,K˜(u ◦ J˜T ))](J
−1
T (x)) = JT∇p2,T˜ (u ◦ J˜TJ
−1
T (x))
= JT∇p2,T˜ (u(x)) = JTG1,T (u)(x)
such that (B1) is satisfied.
For the proof of (B2) we denote with En,1, En,2, . . . , En,6 the vertices of the
patches T˜n. If the convergence
[JTn , JTn,1 , JTn,2 , JTn,3 ]→ [JT , JT1 , JT2 , JT3 ].
holds, then obviously JTn(x) → JT (x) and En,j → Ej , j = 1, 2, . . . , 6. Also, by
definition un(En,j) = u(Ej), j = 1, 2, . . . , 6. Since the result of the fitting depends
continuously on the input data, we obtain the convergence
p2,Tn(JTn(x))→ p2,T (JT (x)).
Since here the range is finite dimensional, the gradients converge as well, i.e. for all
x ∈ K we have
Gp,Tn(un)(JTn(x)) = ∇p2,Tn(un ◦ JTn(x))→ ∇p2,T (u ◦ JT (x)) = Gp,T (u)(JT (x)),
such that (B2) is satisfied.
Therefore, using Lemma 1 (A2) is satisfied, too.
If u is a second order polynomial and we fit a second order polynomial to some of its
nodal values, we certainly get u itself such that p2,T˜ (I1u) = u. Taking its gradient
gives
G1,T (I1u) = ∇p2,T˜ (I1u)|T = ∇u|T¯ = I1u|T ,
which proves (A3).
Obviously the last condition (A4) is also valid: G1,T (u) is a gradient, as it is
defined by ∇p2,T˜ (u)|T¯ . ¤
Lemma 4. The recovered gradient G2(uh) satisfies the conditions in (A1)-(A4).
Proof: By the construction G2(u)|K depends only on u|K˜ .
To verify (B1) we first observe that the fitted second order polynomial is p3,T˜ (u ◦
JK) which is third order and provides the same approximation for u ◦ JT as p3,Tu for
u. Taking its gradient gives
(J˜−1T (x)) = [∇(p3,K˜(u ◦ J˜T ))](J
−1
T (x)) = JT∇p3,T˜ (u ◦ J˜TJ
−1
T (x))
= JT∇p3,T˜ (u(x)) = JTG2,T (u)(x)
such that (B1) is satisfied.
We can verify (B2) using the same arguments as in Lemma 3 such that according
to Lemma 1 (A2) is also satisfied.
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If u is a third order polynomial then the second order interpolation is executed
based on the 15 values such that p3,T (I2u) = u. Taking its gradient gives
G2,T (I2u) = ∇p3,T˜ (I2u)|T = ∇u|T¯ = I2u|T ,
which proves (A3).
Obviously G2,T (uh) is a gradient, as it is defined by ∇p3,T˜ (uh)|T¯ . This completes
the proof that the conditions in (A1)-(A4) are valid. ¤
Remarks: One can generalize the proof in Lemma 3 and Lemma 4 to prove that
any higher order gradient recovery (corresponding to Examples 1 and 2) satisfies (A1)-
(A4).
A standard finite element convergence theory implies that the estimate in assumption
(SC) is always satisfied with τ = 0, see [9], [14]. We do not verify here that it is
also valid with some τ > 0. The related topic, superconvergence analysis has a large
literature depending on the particular equations and finite element discretizations.
For a detailed study of this condition for elliptic problems we refer to the monograph
[25] and for some recent results to [?].
5. Numerical results. The performance of the a posteriori error estimator and
the corresponding estimate for the Neumann type boundary data introduced in Sec-
tion 4 will be demonstrated on three test cases indexed by j = 1, 2, 3.
In each case, we investigate the finite element solution of the problem
{
∆uj − k
2uj = fj in Ω = (0, 1)× (0, 1)
uj = gj on Γ = ∂Ω,
(5.1)
with k ∈ R+ is a given constant. The finite element tessellation of Ω is uniform.
For the computation of uj,h we have used Lagrange elements of first, second and third
order on a uniform triangular mesh of Ω.
The exact solution of (5.1) for j = 1, 2, 3 are given as follows:
• Test case 1 : u1(x, y) = sin(2πx) sin(2πy).
• Test case 2 : u2(x, y) = 1− (x
2 + y2)1/4.
• Test case 3 : u3(x, y) = arctan
(
60
√
(x− 1.25)2 + (y + 0.25)2 −
π
3
)
.
These define the fj and gj in (5.1) for j = 1, 2, 3.
The methods we compare are the following:
• Standard approximation based of interface averages (hereafter FA): on each
edge we take the average ∂νeh from the both sides. For further details, see
[3] for elliptic problems and [16] for Maxwell equations.
• Gradient averaging (hereafter GA): we apply the standard techniques given
in [3], [26].
• Gradient recovery using higher order fitting (hereafter LS) described in Sec-
tion 4.
5.1. Global error estimators for the Neumann boundary data and the
piecewise energy norm. In the local error estimates the only unknown term is
the Neumann type boundary condition. Therefore, according to in Proposition 2
the accuracy of the error estimate depends on the quality of the estimate for these
boundary conditions . Comparing our method is with some classical ones in all cases
Implicit error estimation using patch recovery 13
we measure the L2 norm of ∂ν eˆh − ∂νeh on the boundary of the subdomains:
d(L2) :=

 ∑
K⊂Ω
∂K∩∂Ω=∅
‖∂νeh − ∂ν eˆh‖
2
L2(∂K)


1
2
. (5.2)
We also relate the local errors on the subdomains: the exact error eh on K is
computed by using the exact boundary condition ∂νeh on ∂K, while for the implicit
error estimation eˆh|K we have used ∂νeh|∂K , which has been computed with different
approximations. We compute the total amount of these errors over all of the interior
subdomains
d(H1) :=

 ∑
K⊂Ω
∂K∩∂Ω=∅
‖eh − eˆh‖
2
H1(K)


1
2
. (5.3)
The results for uh ∈ P1,P2 and P3, i.e. using first, second and third order La-
grange elements are shown in Table 5.1, 5.2 and 5.3, respectively.
While in the quality of the Neumann boundary conditions no significant differ-
ences can be detected, the performance of the method LS, proposed here seems to be
substantially better than the classical ones FA and GA for the piecewise energy norm.
The only exception is Test case 3. Here the large oscillations in the higher order ap-
proximation of steep gradients can be the estimator for the local boundary conditions
rather inaccurate, which result in an unsharp error estimators in each cases. This
could be avoided by using a local mesh refinement in this critical region.
Table 5.1
Accuracy of the local estimations for the Neumann type boundary condition and for the local
errors, when the approximations uh of u1, u2 and u3, respectively, have been computed using first
order Lagrange elements. The quantities in (5.2) (left) and (5.3) (right) are given for each test case
using different methods.
u1, d(L2) FA GA LS u1, d(H1) FA GA LS
n = 5 18.9076 14.0775 18.5386 n = 5 18.1201 6.0507 18.1210
n = 10 20.2392 19.4027 19.5386 n = 10 6.1978 6.1237 5.8245
n = 15 15.2591 13.9985 13.9397 n = 15 1.7778 1.5945 1.6463
u2, d(L2) FA GA LS u2, d(H1) FA GA LS
n = 5 0.1259 0.0709 0.0560 n = 5 0.0006 0.0005 0.0002
n = 10 0.1559 0.0724 0.0611 n = 10 0.0005 0.0006 0.0003
n = 15 0.1646 0.0725 0.0617 n = 15 0.0006 0.0008 0.0004
u3, d(L2) FA GA LS u3, d(H1) FA GA LS
n = 5 52.3118 44.7910 51.9011 n = 5 89.4993 54.3913 90.2840
n = 10 60.8298 56.2916 62.8102 n = 10 93.4484 78.4476 97.9891
n = 15 44.1284 44.8308 44.6453 n = 15 81.3571 87.6624 81.9278
5.2. Local performance of the error estimator. We present the performance
of our local estimate on some subdomains shown in Figure 5.1. The graphs at the
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Table 5.2
Accuracy of the local estimations for the Neumann type boundary condition and for the local
errors, when the approximations uh of u1, u2 and u3, respectively, have been computed using second
order Lagrange elements. The quantities in (5.2) (left) and (5.3) (right) are given for each test case
using different methods.
u1, d(L2) FA GA LS u1, d(H1) FA GA LS
n = 5 5.5409 11.9002 9.0425 n = 5 0.7820 5.8598 1.1150
n = 10 5.6623 12.9412 3.5634 n = 10 0.7143 7.2921 0.0714
n = 15 4.4471 11.9992 1.4355 n = 15 0.2653 5.5670 0.0083
u2, d(L2) FA GA LS u2, d(H1) FA GA LS
n = 5 0.0354 0.0918 0.0178 n = 5 0.0001 0.0004 < 10−4
n = 10 0.0366 0.1099 0.0178 n = 10 0.0002 0.0006 < 10−4
n = 15 0.0367 0.1156 0.0178 n = 15 0.0003 0.0009 < 10−4
u3, d(L2) FA GA LS u3, d(H1) FA GA LS
n = 5 33.8184 29.1245 29.8231 n = 5 55.8889 28.3894 46.5715
n = 10 24.0926 25.0117 24.7771 n = 10 15.5860 33.2854 18.0114
n = 15 17.7498 23.1537 19.8181 n = 15 10.0317 54.6338 15.9303
Table 5.3
Accuracy of the local estimations for the Neumann type boundary condition and for the local
errors, when the approximations uh of u1, u2 and u3, respectively, have been computed using third
order Lagrange elements. The quantities in (5.2) (left) and (5.3) (right) are given for each test case
using different methods.
u1, d(L2) FA GA LS u2, d(H1) FA GA LS
n = 5 4.8794 8.3113 5.1958 n = 5 1.0356 1.4403 0.6440
n = 10 1.4455 7.0024 1.0783 n = 10 0.0196 0.5068 0.0086
n = 15 0.4975 6.1275 0.3370 n = 15 0.0009 0.3342 0.0006
u2, d(L2) FA GA LS u2, d(H1) FA GA LS
n = 5 0.0113 0.0561 0.0061 n = 5 < 10−4 0.0001 < 10−4
n = 10 0.0114 0.0653 0.0061 n = 10 < 10−4 0.0001 < 10−4
n = 15 0.0115 0.0679 0.0061 n = 15 < 10−4 0.0001 < 10−4
u3, d(L2) FA GA LS u3, d(H1) FA GA LS
n = 5 34.2449 33.5215 25.6820 n = 5 66.0944 54.5199 22.3025
n = 10 16.087 17.3896 19.2871 n = 10 9.2497 7.5523 5.5573
n = 15 10.9046 12.5226 14.9013 n = 15 6.1932 4.2965 7.7984
left and the right hand side of Figures 5.2 - 5.4 exhibit the L2 error in the Neumann
boundary data
d(L2,K) :=
(
‖∂νeh − ∂ν eˆh‖
2
L2(∂K)
) 1
2
(5.4)
and the H1 error of the implicit error estimation(
‖eh − eˆh‖
2
H1(K)
) 1
2
, (5.5)
respectively, on the subdomains in Figure 5.1.
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One can observe that the gradient recovery operator LS proposed here delivers sig-
nificantly sharper result than the classical techniques FA and GA. Another advance of
this estimator is that it becomes even sharper in case of higher order elements, more-
over, the distribution of the error estimator with LS seems to be evenly distributed
such that eh and eˆh correlate perfectly. Therefore our error estimator can maintain
an accurate hp-adaptive refinement algorithm [13], [21].
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Fig. 5.1. Uniform mesh for the computations, with the shaded elements in the 2nd row, where
the comparison of the local accuracy has been performed, see Figures 5.2 - 5.4.
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Fig. 5.2. Local accuracy of the implicit error estimation technique using the gradient recovery
operators FA, GA and LS in Test Case 1 with u1 ∈ P1. Left: error of the approximation of L2
norm in the Neumann boundary data (see (5.4)) on the depicted elements in Fig. 5.1. Right:
approximation error for the error in H1 norm (see (5.5)) on the depicted elements in Fig. 5.1.
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Fig. 5.3. Local accuracy of the implicit error estimation technique using the gradient recovery
operators FA, GA and LS in Test Case 1 with u1 ∈ P2. Left: error of the approximation of L2
norm in the Neumann boundary data (see (5.4)) on the depicted elements in Fig. 5.1. Right:
approximation error for the error in H1 norm (see (5.5)) on the depicted elements in Fig. 5.1.
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Fig. 5.4. Local accuracy of the implicit error estimation technique using the gradient recovery
operators FA, GA and LS in Test Case 1 with u1 ∈ P3. Left: error of the approximation of L2
norm in the Neumann boundary data (see (5.4)) on the depicted elements in Fig. 5.1. Right:
approximation error for the error in H1 norm (see (5.5)) on the depicted elements in Fig. 5.1.
