In this paper, we prove the converse of a well known result in the field of the numerical range. In fact, we show that for a matrix A ∈ M n , if the inclusion σ (AB) ⊆ W (A)W(B) holds for all matrices B ∈ M n , then A is a scalar multiple of a positive semidefinite matrix.
Introduction
The study of the numerical range of bounded operators on finite [3] and infinite [2] dimensional Hilbert spaces has a long history. Properties, geometry, location and generalizations of the numerical range are most interesting research areas in this filed [3] . Meanwhile the study of relationship between the numerical range and matrix products [1, 5] and also submultiplicativity of the numerical range have an important position [3 [3, Corollary 1.7.7] . In this paper we prove the converse of this theorem. Before this, we need to introduce some basic notations which will be used in this paper.
Let M n be the algebra of all n × n matrices with complex entries, E ij , 1 i, j n the matrix units in M n and diag(x 1 , . . . , x n ) the diagonal matrix with the entries x 1 , . . . , x n on the main diagonal. The permutation matrix P ij is the matrix obtained by swapping rows i and j of the identity matrix. For A ∈ M n 1 and B ∈ M n 2 the direct sum of A and B is the matrix The numerical range of A is a compact and convex region [3] of the complex plane which is defined by
The numerical radius of A is displayed by r(A) and is defined as follow:
Also we define the set K A by
It is clear that K A contains W (A).

Main result
At first we remember that a matrix A ∈ M n is radial if r(A) = A , where
Lemma 2.1. Let A be an element of M n such that for every B ∈ M n the inclusion σ (AB) ⊆ K A K B holds.
Then A is a radial matrix.
Proof. By the polar decomposition, we can find a unitary matrix U with (AA * )
But A ∈ σ (|A|) and K U is equal to the unit disk. Therefore K A has an element λ such that |λ| 
Hence σ (ÂB) ⊆ KÂKB and by the assumption of the induction,Â is a normal matrix. SinceÂ is an upper triangular matrix, we conclude that it should be a diagonal matrix.
Now we should prove that b 1,n−r = b 2,n−r = · · · = b n−r−1,n−r = 0. Leṫ
ThenȦ is an upper triangular matrix which is unitarily similar toÃ. ConsiderÂ as the principle submatrix ofȦ obtained by deleting first row and column of the matrixȦ. For every matrixB in M n−1 we have Also if we seṫ A = P 1,2 P n−1,n P 1,n−1Ã P 1,n−1 P n−1,n P 1,2 in (2.1), a same argument shows that b n−r−1,n−r = 0. 
Theorem 2.4. For a matrix A ∈ M n , if the inclusion σ (AB)
⊆
