ABSTRACT. In this article, we present a new construction of codes from algebraic curves. Given a curve over a non-prime finite field, the obtained codes are defined over a subfield. We call them Cartier Codes since their construction involves the Cartier operator. This new class of codes can be regarded as a natural geometric generalisation of classical Goppa codes. In particular, we prove that a well-known property satisfied by classical Goppa codes extends naturally to Cartier codes. We prove general lower bounds for the dimension and the minimum distance of these codes and compare our construction with a classical one: the subfield subcodes of Algebraic Geometry codes. We prove that every Cartier code is contained in a subfield subcode of an Algebraic Geometry code and that the two constructions have similar asymptotic performances.
INTRODUCTION
It is well-known that, with a high probability, a random code is good. However, getting explicit asymptotically good families of codes is not a simple task. In the beginning of the eighties Tsfasman, Vlȃduţ and Zink [16] and independently Ihara [7] , proved the existence of asymptotically good infinite families of Algebraic Geometry codes (AG codes) over F q for all q ≥ 5. They proved in particular that for a square q ≥ 49, some families of AG codes over F q beat the Gilbert-Varshamov bound.
For small values of q and in particular for q = 2, the use of AG codes does not seem to be suitable to produce asymptotically good families of codes. A classical approach to construct good codes over small fields is to construct good codes over a finite extension and then use a "descent" operation such as trace codes or subfield subcodes (see [13, Chapter 9] ). This is for instance the point of BCH codes, classical Goppa codes or more generally of alternant codes. For this reason, studying subfield subcodes of AG code is natural.
As far as we know, the first contributions on subfield subcodes of AG codes are due to Katsman and Tsfasman [8] and independently to Wirtz [17] . Both obtained lower bounds for the dimension of such codes exceeded the generic formulas for subfield subcodes. Upper bounds on the covering radius and the minimum distance of such codes are proved by Skorobogatov in [11] . Subsequently, Stichtenoth showed in [12] that the lower bounds for the dimension due to Katsman et al. and Wirtz are the consequence of a general result on subfield subcodes.
This article presents a new construction of codes on a finite field F q from a curve over an extension F q ℓ . Our method differs from that of the above-cited references since it is not based on the use of the subfield subcode operation. The key point of our method is to use differentials fixed by Cartier, that is logarithmic differentials. This is the reason why, we call these codes Cartier codes and denote them by C ar q (D,G). These Cartier codes can be regarded as a natural generalisation of classical Goppa codes, which turn out to be Cartier codes from a curve of genus 0. Moreover, it is well-known that given a squarefree polynomial f , the classical Goppa codes associated to f q−1 and f q are equal and, as we show in Theorem 4.4, this property extends naturally to Cartier codes.
We then study the relations between Cartier codes and the subfield subcodes of AG codes. We prove that a Cartier code is a always a subcode of such a subfield subcode and prove Theorem 5.1 yielding an upper bound for the dimension of the corresponding quotient space. We discuss the minimum distance of Cartier codes and prove two lower bounds for their dimensions in Theorems 6.1 and 6.3. Finally, thanks to Cartier codes and the Cartier operator, we improve in Corollary 6.5 the known estimates for the dimension of subfield subcodes of AG codes C Ω (D,G) |F q when G is non-positive. We also observe that Cartier codes have similar asymptotic performances as subfield subcodes of AG codes.
Thanks to our approach involving the Cartier operator, we are able to give new proofs of some results on subfield subcodes of AG codes. Such new proofs, which are clearly less technical than the original ones are presented in §4.1 and Remark 5.2. As far as we know, the Cartier operator has never been used in algebraic geometric coding theory up to now.
This article is organised as follows. Basic notions on subfield subcodes and classical Goppa codes are recalled in Section 1. Section 2 is a brief review on AG codes and known results on their subfield subcodes. After recalling the definition together with some basic features of the Cartier operator, we prove a vanishing property of this map in Section 3. In Section 4, we introduce Cartier codes. We compare them with subfield subcodes of AG codes in Section 5. In Section 6, we discuss the parameters and the asymptotic performances of Cartier codes and subfield subcodes of AG codes. Section 7 is devoted to examples of Cartier codes from the Klein quartic which illustrate the previous results.
1. PRELIMINARIES: CLASSICAL GOPPA CODES Notation 1.1. Consider a finite extension F q ℓ /F q of finite fields and let C be a code of length n over F q ℓ . The subfield subcode C ∩ F n q over F q is denoted by C |F q . Lemma 1.2. Let C be a code over
Proof. [13, Lemma 9.1.3] Definition 1.3 (Classical Goppa codes). Let L := (α 1 , . . . , α n ) be an ordered n-tuple of distinct elements of a field F q ℓ . Let f ∈ F q ℓ [x] be a polynomial which does not vanish at any of the elements of L. 
These estimates can be improved in some situations thanks to the following wellknown result. 
Thus, the parameters of this code satisfy
Proof. See [14] In this article, a curve is smooth projective and geometrically irreducible. Given a curve X over a field F. We denote by F its function field, by Ω F /F its space of rational differential forms and by g its genus. Given a place P of F , we denote respectively by O X ,P , m X ,P , F q (P ) and v P the local ring at P , its maximal ideal, the residue field and the valuation at P . Definition 2.1. Let X be a curve over F q , let G be a divisor on X and P 1 , . . . , P n be distinct rational points of X avoiding the support of G. Set D := P 1 + · · · + P n . The code C Ω (D,G) is defined as the image of the map
, then the dimension and the minimum distance of such a code satisfy the following well-known lower bounds.
Example 2.2. With the notations of Definition 1.3, let X be the projective line over F q , let P 1 , . . . , P n be the points of coordinates ((α 1 : 1), . . . , (α n : 1)) and P be the point (1 : 0). Regarding f as a rational function on P 1 , let E := ( f ) 0 be the divisor of the zeroes of f . The Goppa code
To conclude these prerequisites, we recall the following definition which is useful in what follows. (1) and (2) 
The lower bound for the dimension has been improved by Kastman and Tsfasman [8] and independently by Wirtz [17] under some condition on G.
Subsequently, Stichtenoth proved the following generalisation of (3). 
Theorem 2.4 ([12, Theorem 4]). Let X be a curve over F q ℓ . Let G, D be as in Definition 2.1 and G
which is at least as good as Theorem 2.4. 
THE CARTIER OPERATOR
The Cartier operator is a semi-linear endomorphism of the space of rational differential forms in positive characteristic. In terms of Serre duality, it corresponds to the adjoint of the Frobenius map.
We keep the context of Section 2. Moreover, in what follows, x denotes a separating element of F /F q ([13, §3.10]). We denote by p the characteristic of F and by F p the corresponding prime field.
Definition 3.1 (The Cartier operator). Let
The definition does not depend on the choice of x (see [10, Proposition 1] ).
Local and global Properties of the Cartier operator.
We refer the reader to [3, 4, 10, 15] for the proofs of the following statements. Proof. Set s := v P (ω) and let b, r be such that s = bq + r with q > r ≥ 0. Clearly, b = ⌊s/q⌋. Let z be a uniformising parameter at P . There exists µ ∈ Ω F /F q with v P (µ) ≥ 0 such that ω = z bq µ. Then, from Proposition 3.3(i), we have C q (ω) = z b C q (µ) and, from Proposition 3.2(i), we have v P (C q (µ)) ≥ 0. Thus, v P (C q (ω)) ≥ b, which concludes the proof.
Proposition 3.2 (Local properties of C ). Let P be a place of F . For all
ω ∈ Ω F /F q ℓ , (i) v P (ω) ≥ 0 =⇒ v P (C (ω)) ≥ 0; (ii) v P (ω) ≤ −2 =⇒ v P (C (ω)) > v P (ω); (iii) v P (ω) = −1 =⇒ v P (C (ω)) = −1; (iv) res P (C (ω)) = res P (ω) 1/p . Proposition 3.3 (Global Properties of C ). For all ω ∈ Ω F /F q and all f ∈ F , (i) C ( f p ω) = f C (ω); (ii) C (ω) = 0 ⇐⇒ ∃h ∈ F, ω = d h; (iii) C (ω) = ω ⇐⇒ ∃h ∈ F, ω = dh h .
Corollary 3.6. Let H be a (possibly non-positive) divisor on X and H
Proof. It is a straightforward consequence of Corollary 3.5. Proof. Let z be a uniformising parameter at P . The differential form ω is of the form ω = z sq−1 µ, where v P (µ) ≥ 0. Set α := res P (z −1 µ) ∈ F q (P ). Since the residue field
is also an element of F q (P ). Let a ∈ O X ,P be a function such that
. Applying C q and using Propositions 3.2 and 3.3, we get
Since v P (η) ≥ 0, from Proposition 3.2(i), we have v P (C q (η)) ≥ 0. In addition, since s > 0 we have s − 1 < sq − 1 and the assumption
CODES DEFINED USING THE CARTIER OPERATOR
In this section, we introduce a new class of codes which turn out to be a natural geometric generalisation of classical Goppa codes.
4.1. Motivation. To motivate our construction, let us give an alternative proof of Theorem 1.4. In some sense, it is a geometric version of the proof based on the errorlocator polynomial [9, Theorem 12.6 ].
Proof of Theorem 1.4. Inclusion "⊇" is elementary. Conversely, using the notations of Example 2.2, we know that
It is the image of a 1-form ω ∈ Ω((q −1)E −P −D) by the map res D introduced in Definition 2.1. The residues of ω at P 1 , . . . , P n are in F q . Since ω is regular everywhere but at the P i 's and at P , then from the residue formula, res P (ω) ∈ F q . From Proposition 3.2(iii), the 1-form C q (ω) has valuation ≥ −1 at the P i 's and at P . From Prop 3.2(i) the form C q (ω) is regular out of the P i 's and P . Finally, from Proposition 3.2(iv), the 1-form C q (ω) has the same residues as ω at these points. Thus, C q (ω) − ω has residues equal to 0 at all the P i 's and at P . Therefore, it is regular everywhere on P 1 and hence is zero. Consequently, C q (ω) = ω. In addition, since f is squarefree, the divisor E is reduced and, using Theorem 3.7, we conclude that
If one tries to generalise these arguments to a higher genus curve, the proof fails since, nonzero regular differential forms exist. Therefore, the point of the following construction is to restrict to differential forms fixing C q .
4.2.
Context. In this section, X is a curve of genus g over F q ℓ with ℓ ≥ 1. Let P 1 , . . . , P n a family of F q ℓ -rational points of X and set D := P 1 + · · · + P n . Recall that the function field of X is denoted by F and its space of rational differential forms by Ω F /F q ℓ . Recall also that we denote by C q and the map C C ar q (D,G) ). Let G be a divisor on X whose support avoids that of D. The code C ar q (D,G) is a code over F q defined as the image of the map.
Definition 4.2 (The code
is defined over F q ℓ , the code is actually defined over F q because of Proposition 3.2(iv). This observation has in particular the following consequence. 
Theorem 4.4. Let X , D be as in §4.2 and G be a divisor on X whose support avoids that of D. Let G U be sum of the places P such that v P (G) ≥ 0 and v P
Proof. It is a straightforward consequence of Theorem 3.7. 
. For this reason, our new construction seems to be a more natural geometric generalisation of classical Goppa codes than subfield subcodes of AG codes. 
COMPARING THE TWO CONSTRUCTIONS
In particular, h
. Now, consider the following morphism of exact sequences: From the Snake Lemma, we get the exact sequence
which naturally entails
This yields the result. 
Moreover, Theorem 4.4 improves the minimum distance in some situation. Namely, in the context of Theorem 4.4, we have
First lower bound for the dimension. Theorem 6.1. Let X , D,G be as in Definition 2.1, let G be a divisor on X and G 1 be a divisor such that G ≥ qG 1 and G
Proof. Inequalities (4) are a straightforward consequence of Theorems 2.4 and 5.1. Inequalities (5) are consequences of (4) together with the Riemann-Roch Theorem. 
Proof. From Theorem 4.4, we have C ar q (D, qG 0 ) = C ar q (D, (q − 1)G 0 ). Then, apply Theorem 6.1 to C ar q (D, (q − 1)G 0 ) to get the dimension and apply the bounds of §6.1 to C ar q (D, qG 0 ) to get the minimum distance.
6.3. Second lower bound for the dimension. The lower bounds for the dimension of Cartier codes of Theorem 6.1 come from Stichtenoth's estimates for the dimension of subfield subcodes. Here, we state a bound which can be proven directly without using subfield subcodes. 
Proof.
Step 1. The code C ar q (D,G) is the image of the F q -linear map φ :
The kernel of the map is Ω(G) C q whose F q -dimension is bounded above by h
Now, let us bound below the dimension of
Step 2. Obviously, we have G −D ≥ q(−G − −D). Thus, from Corollary 3.5, the following map is well-defined.
and the F q -space, Ω(G −D) C q is its kernel. From now on, denote by V the image of the above map. Notice that V is an F q -subspace of Ω(−G − −D) and not an F q ℓ -subspace in general. We claim that the map (6) is not surjective and will construct a proper
Step 3. Recall that, given a place P of X , we denote by F q ℓ (P ) the corresponding residue field. Let Q 1 , . . . ,Q s G − be the places supporting G − . Now, consider the n − 1 + s G − following F q -linear forms on Ω(−G − − D):
Elements of V are of the form C q (ω) − ω and hence, from Proposition 3.2(iv), the traces of their residues are always zero. Therefore, the above-described maps ψ P vanish on V .
In addition, the F q -linear forms ψ P described in (7) are independent on Ω(−G − − D). Indeed, for all place P ∈ {Q 1 , . . . ,Q s G − , P 1 , . . . , P n−1 }, Riemann-Roch Theorem asserts that Ω(0) Ω(−P − P n ). Then, choose a form ω P ∈ Ω(−P − P n ) \ Ω(0). From the residue formula, res P (ω P ) = 0 for all P . The forms ω Q 1 , . . . , ω Q s G − , ω P 1 , . . . , ω P n−1 are elements of Ω(−G − − D) and provide a dual basis for the F q -linear forms described in (7), which yields the independence of these maps.
Finally, V is contained in the intersection of the kernels of n − 1 + s G − independent F q -linear forms on Ω(−G − − D) and hence its codimension in this space is at least n − 1 + s G − .
Step 4. From Riemann-Roch Theorem and the previous step, the dimension of the image V of the map (6) satisfies
On the other hand, from Riemann-Roch Theorem, we also have
Combining (8), (9) and Step 1, we get the result. 
In [8] , the authors discuss the asymptotic performances of subfield subcodes of AG codes. For all even ℓ, i.e. when q ℓ is a square, they prove the existence of infinite families of such codes whose asymptotic parameters satisfy
They prove in particular that such codes reach the Gilbert Varshamov bound for δ ∼ 0. Now, let G 0 be a reduced positive divisor on X such that q deg(G 0 ) > 2g − 2 and consider a family of codes of the form C ar q (D, qG 0 ) = C ar q (D, (q −1)G 0 ). Then, from Corollary 6.2, their parameters satisfy
If ℓ is even and hence if q ℓ is a square, then the Drinfel'd Vlȃduţ Theorem ([15, Theorem 3.2.3]) asserts the existence of a family of Cartier codes whose parameters R, δ satisfy exactly the left-hand inequality of (10) . In addition, the existence of a reduced positive divisor G 0 with q deg(G 0 ) > 2g − 2 is asserted whenever the conditions on δ of (10) hold. See [8] for further details on the construction of such a divisor.
As a conclusion, Cartier codes and Subfield subcodes of AG codes have similar asymptotic performances.
AN EXAMPLE
Computations are made using MAGMA [2] . A program generating Cartier Codes is available on the author's webpage. , x + y + z〉. We will construct codes over F 2 , i.e. ℓ = 3. Set
Computer-aided calculations give
and the following triple of parameters: This example illustrates several results presented before. 
CONCLUSION
We give a new construction of codes which seems to be the most natural algebraic geometric generalisation of classical Goppa codes. In particular these codes satisfy equalities which are very similar to the relation Γ(L, f q−1 ) = Γ(L, f q ) satisfied by Goppa codes.
In addition, we are able to bound below their parameters. Our bounds on the dimension are obtained by two different manners, first by bounding above the codimension of the Cartier code as a subcode of the corresponding subfield subcode (Theorems 5.1 and 6.1). Second, by a direct proof without using the known estimates on the dimension of subfield subcodes. This second bound has a nice application to subfield subcodes of AG codes, since it improves in some situations Stichtenoth's bound for the dimension (Theorem 2.4).
