The Jacobian matrix (or the gradient for single-output networks) is directly related to many important properties of neural networks, such as the function landscape, stationary points, (local) Lipschitz constants and robustness to adversarial attacks. In this paper, we propose a recursive algorithm, RecurJac, to compute both upper and lower bounds for each element in the Jacobian matrix of a neural network with respect to network's input, and the network can contain a wide range of activation functions. As a byproduct, we can efficiently obtain a (local) Lipschitz constant, which plays a crucial role in neural network robustness verification, as well as the training stability of GANs. Experiments show that (local) Lipschitz constants produced by our method is of better quality than previous approaches, thus providing better robustness verification results. Our algorithm has polynomial time complexity, and its computation time is reasonable even for relatively large networks. Additionally, we use our bounds of Jacobian matrix to characterize the landscape of the neural network, for example, to determine whether there exist stationary points in a local neighborhood.
Introduction
Deep neural networks have been successfully applied to many applications, but one of the major criticisms is their being black boxes-no satisfactory explanation of their behavior can be easily offered. Given a neural network f p¨q with input x, one fundamental question to ask is: how does a perturbation in the input space affect the output prediction? To formally answer this question and bound the behavior of neural networks, a critical step is to compute the uniform bounds of the Jacobian matrix Bf pxq Bx for all x within a certain region. Many recent works on understanding or verifying the behavior of neural networks rely on this quantity. For example, once a (local) Jacobian bound is computed, one can immediately know the radius of a guaranteed "safe region" in the input space, where no adversarial perturbation can change the output label (Hein and Andriushchenko 2017; Weng et al. 2018b) . This is also referred to as the robustness verification problem. In generative adversarial networks (GANs) (Goodfellow et al. 2014) , the training process suffers from the gradient vanishing problem and can be very unstable. Adding the Lipschitz constant of the discriminator network as a constraint (Arjovsky, Chintala, and Bottou 2017; Miyato et al. 2018) or as a regularizer (Gulrajani et al. 2017 ) significantly improves the training stability of GANs. For neural networks, the Jacobian matrix Bf pxq Bx is also closely related to its Jacobian matrix with respect to the weights Bf px;W q BW , whose bound directly characterizes the generalization gap in supervised learning and GANs; see, e.g., (Vapnik and Vapnik 1998; Sriperumbudur et al. 2009; Bartlett, Foster, and Telgarsky 2017; Arora and Zhang 2018; Zhang et al. 2017) .
Computing bounds for Jacobian (or gradient) is very challenging even for a simple ReLU network, and how to efficiently provide a tight bound is still an open problem for deep neural networks. Previous attempts for computing Jacobian bounds can be summarized into three categories. Sampling approaches (Wood and Zhang 1996; Weng et al. 2018b ) estimate the Jacobian bound by sampling points and estimating the maximum gradient, but the computed quantity is usually an under-estimation, and as a result not a certified bound. Another line of work simply bounds the norm of Jacobian matrix over the entire domain (i.e. global Lipschitz constant) by the product of operator norms of the weight matrices (Szegedy et al. 2013; Cisse et al. 2017; Elsayed et al. 2018) . Unfortunately, this is a very loose global upper bound, especially when we are only interested in a small local region of a neural network. Finally, some recent works focus on computing Lipschitz constant in ReLU networks: (Raghunathan, Steinhardt, and Liang 2018) solves a semi-definite programming (SDP) problem to give a Lipschitz constant, but its computational cost is high and it only applies to 2-layer networks; (Weng et al. 2018b) can be applied to multi-layer ReLU networks but the bound quickly loses its power when the network goes deeper.
In this paper, we propose a novel recursive algorithm, dubbed RecurJac, for efficiently computing a certified Jacobian bound. Unlike the layer-by-layer algorithm (Fast-Lip) for ReLU network in (Weng et al. 2018b ), we develop a recursive refinement procedure that significantly outperforms Fast-Lip on ReLU networks, and our algorithm is general enough to be applied to networks with most common activation functions, not limited to ReLU. Our key observation is that the Jacobian bounds of previous layers can be used to reduce the uncertainties of neuron activations in the current layer, and some uncertain neurons can be fixed without affecting the final bound. We can then absorb these fixed neurons into the previous layers' weight matrix, which results in bounding Jacobian matrix for another shallower network. This technique can be applied recursively to get a tighter final bound. Compared with the non-recursive algorithm (Fast-Lip), RecurJac increases the computation cost by at most H times (H is depth of the network), which is reasonable even for relatively large networks.
We apply RecurJac to various applications. First, we can investigate the local optimization landscape after obtaining the upper and lower bounds of Jacobian matrix, by guaranteeing that no stationary points exist inside a certain region. Experimental results show that the radius of this region steadily decreases when networks become deeper. Second, RecurJac can find a local Lipschitz constant, which up to two magnitudes smaller than the state-ofthe-art algorithm without a recursive structure ( Figure 1 ). Finally, we can use RecurJac to evaluate the robustness of neural networks, by giving a certified lower bound within which no adversarial examples can be found.
Related Work
Previous algorithms for computing Lipschitz constant. Several previous works give bounds of the local or global Lipschitz constant of neural networks, which is a special case of our problem -after knowing the element-wise bounds for Jacobian matrix, a local or global Lipschitz constant can be obtained by taking the corresponding induced norm of Jacobian matrix (more details in the next section).
One simple approach for estimating the Lipschitz constant for any black-box function is to sample many x, y and compute the maximal }f pxq´f pyq}{}x´y} (Wood and Zhang 1996) . However, the computed value may be an under-estimation unless the sample size goes to infinity. The Extreme Value Theory (De Haan and Ferreira 2007) can be used to refine the bound but the computed value could still under-estimate the Lipschitz constant (Weng et al. 2018b) , especially due to the high dimensionality of neural networks.
For a neural network with known structure and weights, it is possible to compute Lipschitz constant explicitly.
Since the Jacobian matrix of a neural network with respect to the input x can be written explicitly (as we will introduce later in Eq. (2)), an easy and popular way to obtain a loose global Lipschitz constant is to multiply weight matrices' operator norms and the maximum derivative of each activation function (most common activation functions are Lipschitz continuous) (Szegedy et al. 2013) . Since this quantity is simple to compute and can be optimized by back-propagation, many recent works also propose defenses to adversarial examples (Cisse et al. 2017; Elsayed et al. 2018; Tsuzuku, Sato, and Sugiyama 2018; Qian and Wegman 2018) or techniques to improve the training stability of GAN (Miyato et al. 2018) by regularizing this global Lipschitz constant. However, it is clearly a very loose Lipschitz constant, as will be shown in our experiments. For 2-layer ReLU networks, (Raghunathan, Steinhardt, and Liang 2018) computes a global Lipschitz constant by relaxing the problem to semi-definite programming (SDP) and solving its dual, but it is computationally expensive. For 2-layer networks with twice differentiable activation functions, (Hein and Andriushchenko 2017) derives the local Lipschitz constant for robustness verification. These methods show promising results for 2-layer networks, but cannot be trivially extended to networks with multiple layers.
Bounds for Jacobian matrix Recently, (Weng et al. 2018a) proposes an layer-by-layer algorithm, Fast-Lip, for computing the lower and upper bounds of Jacobian matrix with respect to network input x. It exploits the special activation patterns in ReLU networks but does not apply to networks with general activation functions. Most importantly, it loses power quickly when the network becomes deeper, and using Fast-Lip for robustness verification produces non-trivial bounds only for very shallow networks (less than 4 layers).
Robustness verification of neural networks.
Verifying if a neural network is robust to a norm bounded distortion is a NP-complete problem (Katz et al. 2017) . Solving the minimal adversarial perturbation can take hours to days using solvers for satisfiability modulo theories (SMT) (Katz et al. 2017) or mixed integer linear programming (MILP) (Tjeng, Xiao, and Tedrake 2017) . However, a lower bound for the minimum adversarial distortion (robustness lower bound ) can be given if knowing the local Lipschitz constant near the input example x. For a multi-class classification network, assume the output of network f pxq is a K-dimensional vector where each f j pxq is the logit for the j-th class and the final prediction F pxq " arg max j f j pxq, the following lemma gives a robustness lower bound (Hein and Andriushchenko 2017; Weng et al. 2018b ): Lemma 1. For an input example x, F px`∆q " y for all }∆} ă min R, min
where L j is the Lipschitz constant of f j pxq´f y pxq in some local region (will be formally defined later). Therefore, as long as a local Lipschitz constant can be computed, we can verify that the prediction of a neural network will stay unchanged for any perturbation within radius R. A good local Lipschitz constant is hard to compute in general: (Hein and Andriushchenko 2017) only shows the results for 2-layer neural networks; (Weng et al. 2018b ) applies a sampling-based approach and cannot guarantee that the computed radius satisfies (1). Thus, an efficient, guaranteed and tight bound for Lipschitz constant is essential for understanding the robustness of deep neural networks.
Some other methods have also been proposed for robustness verification, including direct linear bounds (Zhang et al. 2018; Croce, Andriushchenko, and Hein 2018; Weng et al. 2018a) , convex adversarial polytope , solving Lagrangian relaxation (Dvijotham et al. 2018 ) and geometry abstraction (Gehr et al. 2018; Mirman, Gehr, and Vechev 2018) . In this paper we focus on Local Lipschitz constant based methods only.
RecurJac: Recursive Jacobian Bounding
In this section, we present RecurJac, our recursive algorithm for uniformly bounding (local) Jacobian matrix of neural networks with a wide range of activation functions.
Notations.
For an H-layer neural network f pxq with input x P R n0 , weight matrices W plq P R n lˆnl´1 and bias vectors b plq P R n l , the network f pxq can be defined recursively as h plq pxq " σ plq pW plq h pl´1q pxq`b plfor all l P t1, . . . , H´1u with h p0q :" x, f pxq " W pHq h pH´1q pxq`b pHq . σ plq is a component-wise activation function of (leaky-)ReLU, sigmoid family (including sigmoid, arctan, hyperbolic tangent, etc), and other activation functions that satisfy the assumptions we will formally show below. We denote W plq r,: as the r-th row and W plq :,j as the j-th column of W plq . For convenience, we denote f plq pxq :" W plq h pl´1q pxq`b plq as the pre-activation function values.
Local Lipchitz constant. Given a function f pxq : R n Ñ R m and two distance metrics d and d 1 on R n and R m , respectively, the local Lipschitz constant L S d,d 1 of f in a close ball of radius R centered at s (denoted as S " B d rs; Rs) is defined as:
for all x, y P S :" B d rs; Rs Any scalar L S d,d 1 that satisfies this condition is a local Lipschitz constant. However, a good local Lipschitz constant should be as small as possible, i.e., close to the best (smallest) local Lipschitz constant. The Lipschitz constant we have computed can be seen as an upper bound of the best Lipschitz constant.
Assumptions on activation functions. Our bounds depend on the following assumptions on the activation function σpxq: Assumption 1. σpxq is continuous and differentiable almost everywhere on R. This is a basic assumption for neural network activation functions. Assumption 2. There exists a positive constant C such that 0 ď σ 1 pxq ď C when the derivative exists. This covers all common activation functions, including (leaky-)ReLU, hard-sigmoid, exponential linear units (ELU), sigmoid, hyperbolic tangent, arctan and all sigmoid-shaped family activation functions. This assumption helps us derive an elegant bound.
Overview of Techniques. The local Lipschitz constant can be presented as the maximum directional derivative inside the ball B d rs; Rs (Weng et al. 2018b ). For differentiable functions, this is the maximum norm of gradient with respect to the distance metric d (or the maximal operator norm of Jacobian induced by distances d 1 and d in the vector-output case). Deriving the exact maximum norm of gradient is NP-complete even for a 2-layer ReLU network (Raghunathan, Steinhardt, and Liang 2018) , so we bound each element of Jacobian through a layer-by-layer approach, as shown below.
Define diagonal matrices Σ representing the derivatives of the activation functions:
The Jacobian matrix of a H-layer network can be written as:
For the ease of notation, we also define
for l P rHs. As a special case, Y p´1q :" ∇f pHq .
In the first step, we assume that we have the following pre-activation bounds l plq r and u plq r for every layer l P rH´1s:
These bounds can be computed efficiently via any algorithms that compute layer-wise activation bounds, including CROWN ) and convex adversarial polytope . Because pre-activations are within a range rather than a fixed value (see Eq.
(3)), Σ matrices contain uncertainties, which will be characterized analytically.
In the second step, we compute both lower and upper bounds for each entry of Y p´lq :" Bf pHq Bh pl´1q in a backward manner. More specifically, we compute L p´lq , U p´lq P R n Hˆnl´1 so that
holds true element-wisely. For layer H, we have Y p´Hq " W pHq and thus L p´Hq " U p´Hq " W pHq . For layers l ă H, uncertainties in Σ matrices propagate into Y p´lq layer by layer. Naively deriving pL p´l`1q , U p´l`1just from pL p´lq , U p´land pl pl´1q , u pl´1leads to a very loose bound. We propose a fast recursive algorithm that makes use of bounds for all previous layers to compute a much tighter bound for Y p´lq . Applying our algorithm to Y p´H`1q , Y p´H`2q ,¨¨¨will eventually allow us to obtain Y p´1q . Our algorithm can also be applied in a forward manner; the forward version (RecurJac-F) typically leads to slightly tighter bounds but can slow down the computation significantly, as we will show in the experiments. From an optimization perspective, we essentially try to solve two constrained maximization and minimization problems with variables Σ plq r,r , for each element tj, ku in the Jacobian ∇f pHq pxq: (Raghunathan, Steinhardt, and Liang 2018) show that even for ReLU networks with one hidden layer, finding the maximum 1 norm of the gradient is equivalent to the Max-Cut problem and NP-complete. RecurJac is a polynomial time algorithm to give upper and lower bounds on r∇f pHq pxqs j,k , rather than solving the exact maxima and minima in exponential time.
After obtaining the Jacobian bounds Y p´1q :" ∇f pHq , we can make use of it to derive an upper bound for the local Lipchitiz constant in the set S " B d rs; Rs. We present bounds when d and d 1 are both ordinary p-norm (p " r1,`8q Y t`8u) distance in Euclidean space. We can also use the Jacobian bounds for other proposes, like understanding the local optimization landscape.
Bounds for Σ plq
From (2), we can see that the uncertainties in ∇f pHq are purely from σ 1 pf plq pxqq; all W plq are fixed. For any l P rH´1s, we define the range of σ 1 pf plq r pxqq as l (3)) and the analytical form of σ 1 pxq. For example, for the sigmoid function σpxq " e x 1`e x , σ 1 pxq " σpxqp1´σpxqq, we have:
Note that equations (7) and (8) is also valid for other sigmoid-family activation functions, including σpxq " e x 1`e x , σpxq " tanhpxq, σpxq " arctanpxq and many others.
For (leaky-)ReLU activation functions with a negative-side slope α (0 ď α ď 1), l 1plq r and u 1plq r are: A recursive algorithm to bound Y p´lq
where l 1pH´1q r ď σ 1 pf pH´1q r q ď u 1pH´1q r thanks to (6). By assumption 2, σ 1 pxq is always non-negative, and thus we only need to consider the signs of W pHq and W pH´1q in (9). Denote L p´H`1q j,k and U p´H`1q j,k to be a lower and upper bounds of (9). By examining the signs of each term, we can take
In (10) , and collect all positive terms and multiply them by l 1pH´1q r as a lower bound of the positive counterpart. We obtain the upper bound in (11) following the same rationale. Fast-Lip is a special case of RecurJac for ReLU activation functions when there are only two layers; RecurJac becomes much more sophisticated in multi-layer cases, as we will show in the next paragraph.
Bounds for Y
where l 
We decompose (12) into two terms:
and bound them separately.
Observing the signs of each term in I and u 1pl`1q r ě l 1pl`1q r ě 0, we take:
and
The index constraint tr : L p´lq j,r ă 0 ă U p´lq j,r u is still effective in (14) and (15), but we omit it for notation simplicity. Then we can show that L p´l`1q,j ,k and U pl`1q,j ,k are a lower and upper bound for term I in (13) as follows.
where I is the first term in (13). For term II in (13), the sign of Y p´lq j,r does not change since L p´lq j,r ě 0 or U p´lq j,r ď 0. Similar to what we did in (10) and (11), depending on the sign of Y p´lq j,r W pl´1q r,k , we can lower/upper bound term II using Y p´lq itself instead of its bound pL p´lq , U p´lq q. This will give us much tighter bounds than just naively using pL p´lq , U p´las we deal with term I. More specifically, we define 2n H matrices | W pl,l´1,jq , x W pl,l´1,jq P R n lˆnl´2 for j P rn H s as below:
Then we can show the following lemma. Lemma 2. For any j P rn H s, we have Y p´l´1q j,:
where II is the second term in (13). Note that when the sign of Y and specify Y p´H´1q " Σ pHq " I n H . Specifying Y p´H´1q " Σ pHq " I n H is equivalent to adding another identity layer to the neural network f pHq pxq, which does not change any computation.
A recursive algorithm to bound Y p´lq . Notice that the lower and upper bounds in Lemma 2 have exactly the same formation of Y p´lq " Y p´l´1q Σ plq W plq , by replacing W plq with | W pl,l´1,jq and x W pl,l´1,jq . Therefore, we can recursively apply our Theorem 1 to obtain an lower and upper bound for Y p´l`1q , denoted as L p´l`1q and U p´l`1q separately. This recursive procedure further reduces uncertainty in Σ for all previous layers, improving the quality of bounds significantly. We elaborate our recursive algorithm in Algorithm 1 for the case n H " 1, so we omit the last superscript j " 1 in | W pl,l´1,1q and x W pl,l´1,1q . When n H ą 1, we can apply Algorithm 1 independently for each output.
Algorithm 1 ComputeLU (compute the lower and upper Jacobian bounds)
Compute L p´lq from (10), U p´lq from (11) 5: else if 1 ď l ă H´1 then 6:
Compute | W pl`1,lq from (17), x W pl`1,lq from (18) 7:
Compute L p´lq,˘f rom (14), U p´lq,˘f rom (15) 10:
L p´lq " L p´lq,˘`Lp´l´1,´lq
11:
U p´lq " U p´lq,˘`Up´l´1,´lq 12: end if 13: return L p´lq , U p´lq Compute the bounds in a forward manner. In previous sections, we start our computation from the last layer and bound Y p´lq :" Bf pHq Bh pl´1q in a backward manner. By transposing (2), we have
Then we can apply Algorithm 1 to bound ∇f pHq pxq T according to the equation above. This is equivalent to starting from the first layer, and bound Bf plq Bx from l " 1 to H. Because we obtain the bounds of pre-activations in a forward manner by CROWN , the bounds (3) get looser when the layer index l gets larger. Therefore, bounding the Jacobian by the forward version is expected to get tighter bounds of Bf plq Bx at least for small l. In our experiments, we see that the bounds for ∇f pHq pxq obtained from the forward version are typically a little tighter than those obtained from the backward version. However, the "output" dimension in this case is n 0 , which is the input dimension of the neural network. For image classification networks, n H ! n 0 , the forward version has to apply Algorithm 1 n 0 times to obtain the final bounds and thus increases the computational cost significantly compared to the backward version. We make a detailed comparison between the forward and backward version in the experiment section.
Compute a local Lipschitz constant
After obtaining L p´1q ď Y p´1q :" ∇f pxq ď U p´1q for all x P S, we define max xPS |r∇f pxqs| ď M :" maxp|L p´1q |, |U p´1q |q,
where the max and inequality are taken element-wise. In the rest of this subsection, we simplify the notations Y p´1q , L p´1q , U p´1q to Y, L, U when no confusion arises.
Recall that the Local Lipschitz constant L S d can be evaluated as
Note that ∇f pxq is the Jacobian matrix and }¨} d,d 1 denotes the induced operator norm. Then we can bound the maximum norm of Jacobian (local Lipschitz constant) considering its element-wise worst case. When d, d 1 are both ordinary p-norm (p " r1,`8q Y t`8u) distance in Euclidean space, we denote L d,d 1 as L p , and it can be bounded as follows. Proposition 2. For any 1 ď p ď`8, we have L S p :" max xPB p rs;Rs
where M :" maxp|L|, |U|q is defined in (20).
Improve the bound for L S 8 . For the important case of upper bounding L S 8 , we use an additional trick to improve the bound (21). We note that }∇f pxq} 8 " max j ř k |Y j,k |. As in (13), we decompose it into two terms ÿ
where Tj :" tk|L j,k ě 0u, Tj :" tk|U j,k ď 0u, and T j :" tk|L j,k ă 0 ă U j,k u.
For term I, we take the same bound as we have in (21) 
Combining upper bounds for both terms, we obtain
In the same flavor with Theorem 1, this bound avoids the worst case bound M j,k for entries whose signs are known.
Notice that Y p´2q j,: Σ p1q p w pjq has exactly the same formation of Y p´1q and we can call Algorithm 1 to get its upper bound.
Finally, assume that we already obtained tpL p´lq , U p´lq qu H l"1 from Algorithm 1, we summarize the algorithm to compute our upper bound of L S 8 in Algorithm 2.
Improve the bound for robustness verification. In some applications (e.g., robustness verification), we only need to bound }f pxq´f psq} for a fixed s and x P Brs; Rs. Although L Brs;Rs¨R gives a bound of }f pxq´f psq}, we can make this bound tighter by using an integral: Theorem 2.
}f pxq´f psq} ď ż R 0 L Brs;ts dt ď L Brs;Rs¨R , @x P Brs; Rs.
In practice, the integral ş R 0 L Brs;ts dt can be upper bounded by evaluating at n intervals:
where we divide R into n segments t 0 " 0, t 1 , t 2 ,¨¨¨, t n´1 , t n " R, and t i`1´ti " ∆t. 
Extension beyond element-wise activation functions
In our theoretical discussion, we define the network as affine transformations plus element-wise activation functions, which cover most elements in modern neural networks (convolutional layers, batch normalization, average pooling, etc), as these operations can be equivalently written h plq pxq " σ plq pW plq h pl´1q pxq`b plwith specially chosen W and b. However, there exist network components that perform non-linearity on multiple elements -notably, max-pooling can be viewed as an activation function applied on multiple neurons, e.g., maxpoolph 1 ,¨¨¨, h n q " maxph 1 ,¨¨¨, h n q, where hidden neurons h 1 ,¨¨¨, h n are within one filter region of max-pooling.
We briefly show that how to incorporate max-pooling in our framework by converting it to a few equivalent layers in the form of h plq pxq " σ plq pW plq h pl´1q pxq`b plq q. In the simplest case, for a hidden layer h with only 2 neurons, we notice that:
where σ is the element-wise ReLU activation function. Thus, for A " " 1 0 0 1 1´1 ‰ T , B " r1, 1,´1s T , we have maxpoolphq " BσpAhq, which can be included in our framework. For a 2ˆ2 max-pooling over 4 neurons, we have maxpoolphq " maxph 1 , h 2 , h 3 , h 4 q " maxpmaxph 1 , h 2 q, maxph 3 , h 4 qq
We can then mechanically apply the case for two neurons twice. In general, for max pooling over a group of n (usually 2ˆ2, 3ˆ3, etc) neurons, we need Oplog nq auxiliary layers to realize max-pooling in our framework. This procedure can also be applied to other works such as CROWN ) and convex adversarial polytope to cover max-pooling for their algorithms.
Applications and Experiments
To demonstrate the effectiveness of RecurLip, we apply it to a variety of networks with different depths, hidden neuron sizes, activation functions, and inputs bounded by different p norms 1 .
Local optimization landscape
In non-convex optimization, a zero gradient vector results in a stationary point, potentially a saddle point or a local minimum. The existence of saddle points and local minima is one of the main difficulties for non-convex optimization (Dauphin et al. 2014) , including optimization problems on neural networks. However, if for at least one pair of tj, ku we have U j,k ă 0 (element tj, ku is always negative) or L j,k ą 0 (element tj, ku is always positive), the Jacobian Y will never become a zero matrix within a local region.
In this experiment, we train an MLP network with leaky-ReLU activation (α " 0.3) for the MNIST dataset and varying network depth from 2 to 10 layers. Each hidden layer has 20 neurons, and all the models achieve over 96% accuracy on validation set. We randomly choose 500 images of digit "1" from the validation set that are correctly classified by all models, and bound the gradient of f 1 pxq (logit output for class "1") using RecurJac. For each image, we record the largest 2 and 8 distortion (denoted as R2 and R8) added such that there is at least one element k in ∇f 1 pxq that can never reach zero (i.e., U 1,k ă 0 or L 1,k ą 0). The reported R˚are the average of 500 images. We apply our algorithm to get local and global Lipschitz constants on four networks of different scales for MNIST and CIFAR datasets. For MNIST, we use a 10-layer leaky-ReLU network with 20 neurons per layer, a 5-layer tanh network with 50 neurons per layer, a 7-layer ReLU network with 1024, 512, 256, 128, 64 and 32 hidden neurons; for CIFAR, we use a 10-layer network with 2048, 2048, 1024, 1024, 512, 512, 256, 256, 128 hidden neurons. As a comparison, we include Lipschitz constants computed by Fast-Lip (Weng et al. 2018a ), a state-of-the-art algorithm for ReLU networks (we also trivially extended it to the leaky ReLU case for comparison). For our algorithm, we run both the backward and the forward versions, denoted as RecurJac-B (Algorithm 1) and RecurJac-F0 (the forward version). RecurJac-F0 requires to maintain intermediate bounds in shape n lˆn0 , thus the computational cost is very high. We implemented another forward version, RecurJac-F1, which starts intermediate bounds after the first layer and reduce the space complexity to n lˆn1 .
We randomly select an image for each dataset and use it as the input. Then, we upper bound the Local Lipschitz constant within an 8 ball of radius R. As shown in Figure 1 and 3, for all networks, when R is small, our algorithms significantly outperforms Fast-Lip as we find much smaller (and thus in better quality) Lipschitz constants (sometimes a few magnitudes smaller, noting the logarithmic y-axis); When R is large, local Lipschitz constant converges to a value which corresponds to the worst case activation pattern, which is in fact a global Lipschitz constant. Although this value is large, it is still magnitudes smaller than the global Lipschitz constant obtained by the naive product of weight matrices' induced norms (dotted lines with label "naive"), which is widely used in the neural network literature.
For the largest CIFAR network, the average computation time for 1 local Lipschitz constant of FastLin, RecurJac-B, RecurJac-F0 and RecurJac-F1 are 2.4 seconds, 10.5 seconds, 1 hour and 5 hours respectively, on 1 CPU core. RecurJac-F0 and RecurJac-F1 sometimes provide better results than RecurJac-B (Fig. 3a) . However in our case when n H ! n 0 , computing the bound in a backward manner is preferred due to its computational efficiency.
Robustness verification for adversarial examples
For a correctly classified source image s of class c and an attack target class j, we define gpsq " f c psq´f j psq ą 0 that represents the margin between two classes. For x P B p rs; Rs, if gpxq goes below 0, an adversarial example x is found. Using Theorem 2, we know that the largest R such that ş R 0 L Brs;ts pgqdt ă gpsq is a certified robustness lower bound within which no adversarial examples of class j can be found. In this experiment, we approximate the integral in (24) from above by using 30 intervals. We evaluate the robustness lower bound on undefended networks and adversarially trained networks proposed by (Madry et al. 2018 ) (which is by far one of the best defending methods). We use two MLP networks with 3 and 4 layers with 1024 neurons per layer. Table 1 shows that our algorithm can indeed reflect the increased robustness as the certified lower bounds under "Adv. Training" column become much larger than "Undefended". Additionally, when the adversarial training procedure attempts to defend against adversarial examples with 8 distortion less than 0.3, our bounds are better than Fast-Lip and closer to 0.3, suggesting that adversarial training is an effective defense.
Conclusion
In this paper, we propose a novel algorithm, RecurJac, for recursively bounding a neural network's Jacobian matrix with respect to its input. Our method can be efficiently applied to networks with a wide class of activation functions. We also demonstrate several applications of our bounds in experiments, including characterizing local optimization landscape, computing a local or global Lipschitz constant, and robustness verification of neural networks. (14) is a lower bound for term I.
Similarly, we can show that U p´l`1q,j ,k defined in (15) is an upper bound for term I.
Proof of Lemma 2
Proof. By definition in (13) is defined in (18).
Proof of Theorem 1
Proof. Combining Equation (12), Proposition 1 and Lemma 2, the results in Theorem 1 immediately follow.
Proof of Proposition 2
Proof. For 1 ď p ă`8, by the definition of induced norm: Since the inequality holds for any x P B p rs; Rs, we obtain (21) for 1 ď p ă`8.
For p " 8, by the definition of induced norm:
Since the inequality holds for any x P B p rs; Rs, we obtain (21) for p "`8.
Proof of Theorem 2
Proof. First consider all points x where }x´s} " R. We define x 0 " s, x n " x, and a function rptq " x 0`t R px n´x0 q. Splitting the line between x 0 and x n by n pieces, where t i " i n R, }x i´x0 } " t i , we have The last "ď" sign holds as Lipschitz constant is non-decreasing when t increases.
