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ABSTRACT
In a recent paper, Hughes (1999) showed that the power of tests of linear regression
parameters could be improved by utilizing one-sided information regarding the nuisance
parameters in the testing problem. In this paper, we extend this principle to the problemof
diagnosing departures from the assumption of normality in linear regression residuals. We
show that the asymptotic theory of the popular normality test developed by Jarque and Bera
(1987) is also applicable when inequality constraints are imposed on the slopeparameters.
Monte Carlo evidence is then presented which suggests that the size of tests based on
inequality constrained residuals is roughly equivalent to the size of tests based on
unconstrained residuals using both asymptotic and bootstrap critical values. We then
demonstrate that signi…cant improvements in the power of the Jarque-Bera test can be made
via the application of one-sided information concerning the slope parameters in the model.
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1. Introduction
Many studies have considered the properties of inferential procedures based on inequal-
ity constrained maximum likelihood estimates. For the case of the linear regression model,
for example, these studies have shown that the inequality constrained estimator is biased
but more e¢cient than the corresponding unconstrained estimator (see Judge and Yancey
(1986)). As a result of this e¢ciency, one-sided tests based on inequality constrained esti-
mates, such as the one-sided likelihood ratio (LR) test (see Gouriéroux, Holly and Monfort
(1980, 1982) and Kodde and Palm (1986)), have higher power than corresponding two-sided
tests for a given size, provided that the one-sided information concerning the parameters
is reliable. Recently, Hughes (1999) showed that almost uniform small sample power im-
provements can be made by using the inequality constrained least squares estimator, even
if the one-sided information concerns only the nuisance parameters in the testing problem.
Despite the overwhelming evidence in favour of one-sided testing techniques, and despite
the fact that economic theory provides many sources of information about the signs of pa-
rameters, inequality constrained least squares is rarely used in applied empirical research.
One possible reason for this underutilization is that many traditional regression tech-
niques, such as diagnostic testing, for example, have not been evaluated when inequality
constraints are present. Univariate and multivariate one-sided tests, like standard two-sided
tests, require the assumptions of the model to be valid for the test to have good small and
large sample properties - we may therefore want to conduct a pre-test in order to deter-
mine whether corrective action is required. From the perspective of the diagnostic test,
the one-sided slope parameters in this situation are nuisance parameters. We can therefore
ask a similar question to that posed by Hughes (1999) and investigate whether one-sided
information concerning slope parameters improves the power of diagnostic tests in small
samples.
In the current paper we investigate the properties of a popular test for non-normality
in regression residuals when one-sided information is available concerning some or all of
the regression parameters. In Section 2, the Jarque-Bera (JB) test and the inequality
constrained estimation framework will be de…ned and testing issues discussed. Section 3
will outline a Monte Carlo study used to evaluate the performance of the JB test in small
samples, the main thrust of this study will be to compare the performance of the JB test
when inequality constraints are enforced to the same test when we ignore the constraints
and use OLS. Section 4 contains some concluding remarks.
2. Background Theory
The JB test, originally suggested by Jarque and Bera (1987), is probably the most
commonly used test of residual non-normality and therefore provides a reasonable starting
point for a discussion of the e¤ect of inequality constraints on diagnostic tests. The model3




yi is the dependent variable of interest, xi is a vector containing non-stochastic independent
variables, ¯ is a k £ 1 vector of unknown slope parameters and ui is an unknown scalar
error term. Jarque and Bera (1987) consider testing
H0 : ui s independent Normal
vs:
Ha : ui is independent and follows another member
of the Pearson family of distributions.
The alternative hypothesis is quite general and includes distributions such as the gamma,




















Jarque and Bera (1987) develop a Lagrange Multiplier (LM) test of the hypothesis H0 : µ2 =
µ3 = 0 against the two-sided alternative which is equivalent to testing the null hypothesis







( b K ¡ 3)2
24
!



























under the null hypothesis, implying that asymptotically appropriate critical values can be
obtained easily. They also show that the JB test has asymptotically optimal local power4
in detecting departures from normality, provided that such departures are in the form of
skewness or platy/leptokurtosis.
The properties of likelihood based tests in the presence of one-sided nuisance parameters
were …rst considered by Self and Liang (1987) and also by Hughes (1999). They consider the
problem of testing hypotheses concerning an r £ 1 vector, µ; based on estimates computed
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where `(¢) is the log-likelihood function, y is an n £ 1 vector containing the dependent
variable of interest and ° is a p £ 1 vector of nuisance parameters, p1 of which have non-
sample information suggesting that they can be restricted to be positive, implying that
¡ = Rp \
©
° : °j > 0 8 j = 1;¢¢¢;p1
ª
: Hughes (1999) shows that if the inequality con-
straints are strict, and provided that enough likelihood function regularity is assumed to
ensure consistency of the inequality constrained maximum likelihood estimator, then the
asymptotic size and power properties of likelihood-based tests are una¤ected by the pres-
ence of the inequality constraints. This result holds for large n; small ¾ and large nuisance
parameter asymptotics.
Under the null hypothesis of normality, these regularity conditions hold. This implies
that the JB test, using Â2 critical values, can be used in the presence of inequality con-
strained slope parameters with asymptotic justi…cation. Under the general alternative hy-
pothesis of “not normal”, against which the JB test often has excellent power, instances
may exist where the regularity conditions will not hold. Under these conditions, it is likely
that the regularity conditions required by the standard JB test will also be violated.
3. Monte Carlo Experiments
3.1. Experiment Design
In this section we examine the performance of the JB test for non-normality in the pres-
ence of one-sided slope parameters. The model considered is the standard linear regression
model
yi = ® + ¯1x1i + ¯2x2i + ¯3x3i + ui
where ¯1; ¯2 and ¯3 are all non-negative. We estimate this model using inequality con-
strained least squares and apply the JB test to the estimated residuals, we label this method
OS. This procedure is compared to the case where the one-sided information is ignored and
OLS residuals are used in the construction of the JB test, this procedure is labelled TS.
Whilst the properties of TS are invariant to values of ¯j; OS will be a¤ected so we consider
the case where the slope parameters lie close to the boundary (¯j = 0:01 8 j = 1;¢¢¢;3)5
as well as the case where the slope parameters lie further from the boundary (¯j = 0:3 8
j = 1;¢¢¢;3).
We consider three types of critical values, these being asymptotic, bootstrap and size
corrected. The use of the bootstrap follows a suggestion by Jarque and Bera (1987) that
simulation techniques can be used to obtain more accurate critical values than those given
by the asymptotic approximation. For the case of one-sided nuisance parameters, Hughes
(1999) uses the bootstrap to …nd critical values and for bias correction and …nds that it
works acceptably well, even in very small samples. The bootstrap used involves generating
samples from the estimated model whilst assuming that the error is normally distributed.
In all cases we use 1000 bootstrap replications.
The error term, ui, is assumed to be
ui s iid(0;¾
2):
We consider several distributions for ui exhibiting a wide range of characteristics. The …rst
distributionis the normal, which is usedto determine the size properties of the tests. We also
consider errors drawn from the t distribution with various degrees of freedom, speci…cally
40, 20, 10, 7, 5 and 3. These distributions are symmetric but have increasing leptokurtosis
as the number of degrees of freedom are reduced. The next set of errors considered are
recentred Â2 random variables, i.e. Â2
i ¡ i. This distribution is heavily skewed to the
right, the skewness decreases as the number of degrees of freedom are increased, the Â2
approaches the normal as i ! 1. The degrees of freedom considered here are 20, 15, 10,
5 and 2. Whilst TS is invariant to the direction of the skewness present in the error term,
OS is not. For this reason we also consider the case where the Â2 errors are multiplied by
¡1 (labelled ¡Â2
i), thus reversing the direction of the skewness present.
The …nal set of distributions considered are bi-modal. These distributions are not mem-
bers of the Pearson family but the JB test may still have power due to the fact that the
distributions may be skewed or have kurtosis other than 3. We draw from a N(x;1) with
probability p and from a N(¡x;1) with probability (1¡p). The values considered for x and
p are given in Table 1. The …rst four distributions are symmetric, the last four are skewed.
TABLE I
The values for x and p used in the bi-modal distributions.
Case BM1 BM2 BM3 BM4 BM5 BM6 BM7 BM8
x 0.5 1.0 3.0 10.0 1.0 1.0 1.0 1.0
p 0.5 0.5 0.5 0.5 0.3 0.1 0.7 0.96
Since inequality constrained estimation is being considered, the Monte Carlo results are
likely to be sensitive to the choice of the design matrix containing the regressors. Di¤erences
between the OS and TS procedures will be due to the enforcement of the constraints,
the probability of this occurring will be dependent upon the correlation structure of the
regressors, we therefore consider two design matrices
X1 - a constant, nominal Australian GDP and the same series lagged one and two
periods.
X2 - a constant and three randomly generated multivariate normal regressors that are
highly positively correlated. The …rst of these regressors, x1i; is multiplied by -1 which
introduces strong negative correlation between x1i and x2i and between x1i and x3i but
positive correlation between x2i and x3i.
For X1, the regressors are highly positively correlated whilst X2 contains both negative
and positive correlation. These are the same matrices as used in Hughes (1999). While the
performance of TS is invariant to the value of ¾2, OS will be a¤ected since changing ¾2
changes the probability that constraints will be enforced. We make little e¤ort to control
the variance here but we do scale the error term so that the probability of landing on the
boundary is high enough to accentuate the e¤ect of the one-sided slope parameters, as
well as to show large nuisance parameter and large n convergence towards the case where
the constraints are ignored. Naturally, the same errors are used for TS and OS. In the
experiments, we use 1000 Monte Carlo replications and sample sizes of n = 30 and 60:
3.2. Results of the Monte Carlo Experiments
The results of the Monte Carlo experiments can be found in Tables 2-5.
Size Properties. As anticipated by Jarque and Bera (1987), TS is signi…cantly un-
dersized if asymptotic critical values are used. This is also generally true for OS, the only
case where the size distortion is insigni…cant occurs for X1, n = 60. By comparison, OS
seems to have a slightly higher rejection probability than TS when the null hypothesis is
true, thus indicating that the size distortion may be less severe when inequality constrained
slope parameters are present.
The bootstrap critical values perform well for all tests in all cases considered - none
of the size values were signi…cantly di¤erent from the nominal size at the 5% level. For
TS, the bootstrap critical values were always within 0.004 of the nominal level, indicating
that simulation methods work very well even when only 1000 bootstrap replications are
employed. The results for OS when X1 was the design matrix were marginally (but not
signi…cantly) worse. For n = 30, for example, the estimated size was 0.039 when the
slope parameters were 0.01. For n = 60 the estimated size was 0.057, indicating that
the size performance of the bootstrap may be somewhat more volatile when the nuisance
parameters lie close to the boundary. In both of these cases, the estimated size improved7
as the nuisance parameters were moved away from the boundary, thus illustrating the large
nuisance parameter convergence. The size results for X2 were all excellent.
Power Properties. The Monte Carlo results indicate that signi…cant improvements in
the power of the JB test can be made through the application of valid inequality constraints.
This result holds generally across a wide variety of di¤erent distributions.
The …rst observation that can be made to support this claim is that the average power
of the OS test was greater than the average power of TS for all design matrices, sample
sizes and nuisance parameter locations. For X1, n = 30, the average power of OS was
40% higher than for TS when size corrected critical values were employed and when the
nuisance parameters were close to the boundary. When bootstrap critical values were used,
the average power of OS was 20% higher than for TS, despite the fact that OS was under
sized relative to TS. When n = 60, these …gures were reduced to 3% and 5.6% respectively,
which is consistent with convergence to the asymptotic theory. For X2, n = 30, the power
improvement was 15% when size corrected critical values were used and 13% when we used
the bootstrap. In this case, as the sample was increased to 60, the OS test had 5% higher
average power for size corrected critical values (relative to TS), this …gure was 4% for the
bootstrap.
When the nuisance parameters were moved further away from the boundary, the power
improvements observed were generally less dramatic which is consistent with the large
nuisance parameter asymptotics. For example, when n = 30 and X1 was the design matrix,
the OS test achieved 23% higher average power than TS using size corrected critical values.
The average size corrected power increased as the nuisance parameters were moved away
from the boundary for X1, n = 60 and for X2, n = 30. In these instances, the average
power was only marginally higher for ¯j = 0:3 than for ¯j = 0:01: This result indicates that
convergence to the asymptotics may not be uniform in all cases (a similar result was found
by Hughes (1999)), although the non-uniformity does not seem to be severe.
When t distributed errors were considered, OS had higher average power than TS for all
design matrices, sample sizes and nuisance parameter locations considered. For X1, n = 30,
for example, the bootstrap OS test had higher power for t40 despite having a lower size
than the bootstrap TS test, thus indicating that the power curve of OS is much steeper
than that of TS close to the null hypothesis. As the excess kurtosis was increased, the
power superiority of OS also increased, to the point where OS had 14% higher power in
detecting t3 errors. As the sample size was increased to 60, the performance of OS, relative
to TS, was worse. When ¯j = 0:01, the power of OS using size corrected critical values was
less than the power of TS for all distributions with less kurtosis than t7: For ¯j = 0:3, OS
performed better than TS in terms of size corrected power at all points considered - this
result again indicates that convergence to the large nuisance parameter asymptotic result is
not uniform. For X2, OS had higher size corrected power than TS for almost all parameter8
combinations considered.
The power of OS, relative to TS, in detecting Â2 errors was excellent in all cases con-
sidered. For all design matrices, sample sizes and nuisance parameter locations, OS had
higher average power than TS for both bootstrap and size corrected critical values. TS had
marginally higher size corrected power than OS in 2 out of 48 experiments. The highest
size corrected power improvement found was 33%, for X1, ¯j = 0:01; n = 30 and where
the error was Â2
7: The results for the ¡Â2 errors were very similar to those for Â2 errors,
indicating that the direction of the skewness is not particularly important in determining
the properties of the test as opposed to the severity of the skewness.
The …nal set of distributions considered were bi-modal. The …rst observation that can
be drawn from these experiments is that when n = 30, the power of the JB test, when
applied using asymptotic critical values, was exceptionally low regardless of the severity of
the bi-modality. Figure 1 contains a plot of the empirical frequency distribution of OS and
TS; the case considered is BM4 which has the most extreme bi-modality, for X1, n = 30.
As can be seen from the diagram, most of the probability mass lies between 2 and 5 for both
test statistics, there were very few occurrences of OS or TS greater than the asymptotic
critical value of 5.99. The bootstrap critical value tended to be around 3.5 for both OS and
TS which explains the huge increase in power that was found from using bootstrap critical
values. From Figure 1, note that the sampling variability of the OS test statistic is far lower
than the sampling variability of TS. The second observation is that the power curves of
both OS and TS do not monotonically increase as the degree of non-normality is increased
- the tests are strongly biased close to the null hypothesis, although OS is less biased than
TS.
When applied to bi-modal distributions, the average size corrected power of OS exceeded
that of TS for all cases considered. This power superiority was more marked for n = 30; in
accordance with the asymptotic theory. For the more extreme examples, BM3 and BM4,
the superiority of OS was more pronounced, with the highest power improvement found
being 571% (or 54 percentage points) for X1, n = 30, ¯j = 0:01: The other striking feature
of these Monte Carlo results was the non-uniformity of the convergence to the large nuisance
parameter result. For X2, n = 30; and for X1, n = 60; the average size corrected power for
OS increased as the one-sided nuisance parameters were moved away from the boundary
while for X2, n = 60; the average power marginally decreased. This result indicates that
good power improvements can be observed even when the nuisance parameters lie further
away from the boundary. When skewness was introduced to the distribution, the power of
both OS and TS generally improved relative to BM2: As before, the severity of the skewness
was more important a determinant of the properties of OS as opposed to the direction of
the skewness.9
4. Conclusion
In this paper, we have investigated the performance of a popular test for non-normality
and found that signi…cant power improvements can be obtained by constraining the slope
parameters of the model - it is felt that similar improvements could be found for other
commonly used diagnostic tests. The Monte Carlo experiments presented demonstrate that
the largest power improvements found generally occur when the one-sided slope parameters
lie close to the boundary of the feasible set, although good power improvements can still
be found when the parameters lie further away from the boundary. Two design matrices
with quite distinct correlation structures were considered here and similar average power
improvements were observed for both matrices - implying that the result holds across a
wide variety of problems.
FIG. 1
Empirical distribution of the JB test statistic under the alternative hypothesis of excessive
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TABLE II
The size and power of Jarque-Bera type tests for non-normality in the presence of
one-sided slope parameters, X1, n = 30, nominal size = 0:05.
The asterisk indicates a signi…cant size distortion at the 5% level.
Dist. OS-A OS-A TS-A OS-BS OS-BS TS-BS OS-SC OS-SC TS-SC
of ui ¯=0.01 ¯=0.3 ¯=0.01 ¯=0.3 ¯=0.01 ¯=0.3
N 0.027* 0.027* 0.025* 0.039 0.044 0.050 0.050 0.050 0.050
t40 0.040 0.040 0.037 0.065 0.064 0.062 0.086 0.089 0.066
t20 0.054 0.058 0.059 0.094 0.092 0.090 0.120 0.108 0.094
t10 0.095 0.082 0.074 0.127 0.116 0.114 0.157 0.150 0.120
t7 0.158 0.140 0.136 0.212 0.194 0.184 0.250 0.222 0.188
t5 0.234 0.222 0.195 0.295 0.278 0.258 0.330 0.311 0.269
t3 0.434 0.420 0.380 0.514 0.487 0.452 0.564 0.518 0.469
tave 0.169 0.160 0.147 0.218 0.205 0.193 0.251 0.233 0.201
Â2
40 0.066 0.062 0.062 0.108 0.100 0.100 0.134 0.113 0.105
Â2
20 0.105 0.101 0.101 0.161 0.148 0.149 0.201 0.175 0.158
Â2
15 0.119 0.100 0.100 0.176 0.150 0.151 0.219 0.184 0.164
Â2
10 0.204 0.178 0.178 0.295 0.251 0.253 0.347 0.280 0.267
Â2
5 0.393 0.334 0.334 0.493 0.422 0.423 0.542 0.461 0.440
Â2
2 0.703 0.622 0.604 0.774 0.699 0.678 0.819 0.735 0.693
Â2
ave 0.265 0.233 0.230 0.335 0.295 0.292 0.377 0.325 0.305
¡Â2
40 0.069 0.062 0.062 0.105 0.100 0.100 0.139 0.113 0.105
¡Â2
20 0.129 0.101 0.101 0.166 0.148 0.149 0.203 0.175 0.158
¡Â2
15 0.128 0.100 0.100 0.191 0.150 0.151 0.234 0.184 0.164
¡Â2
10 0.217 0.179 0.178 0.297 0.252 0.253 0.342 0.280 0.267
¡Â2
5 0.401 0.340 0.334 0.473 0.428 0.423 0.539 0.466 0.440
¡Â2
2 0.701 0.633 0.604 0.776 0.713 0.678 0.827 0.749 0.693
¡Â2
ave 0.274 0.236 0.230 0.335 0.299 0.292 0.381 0.328 0.305
BM1 0.017 0.017 0.018 0.036 0.035 0.032 0.050 0.042 0.035
BM2 0.006 0.007 0.008 0.010 0.009 0.013 0.023 0.016 0.014
BM3 0.003 0.003 0.001 0.134 0.103 0.071 0.638 0.478 0.095
BM4 0.010 0.010 0.005 0.672 0.671 0.317 0.909 0.881 0.453
BM5 0.025 0.022 0.018 0.038 0.039 0.039 0.057 0.053 0.043
BM6 0.065 0.060 0.059 0.100 0.101 0.091 0.123 0.114 0.096
BM7 0.020 0.022 0.017 0.037 0.030 0.028 0.048 0.040 0.033
BM8 0.070 0.070 0.067 0.113 0.108 0.099 0.154 0.132 0.108
BMave 0.027 0.026 0.024 0.143 0.137 0.086 0.250 0.220 0.110
OAave 0.166 0.149 0.143 0.241 0.220 0.200 0.300 0.264 0.21412
TABLE III
The size and power of Jarque-Bera type tests for non-normality in the presence of
one-sided slope parameters, X1, n = 60, nominal size = 0:05.
The asterisk indicates a signi…cant size distortion at the 5% level
Dist. OS-A OS-A TS-A OS-BS OS-BS TS-BS OS-SC OS-SC TS-SC
of ui ¯=0.01 ¯=0.3 ¯=0.01 ¯=0.3 ¯=0.01 ¯=0.3
N 0.037 0.031* 0.030* 0.057 0.052 0.051 0.050 0.050 0.050
t40 0.058 0.050 0.047 0.087 0.082 0.079 0.074 0.083 0.075
t20 0.069 0.063 0.062 0.106 0.100 0.103 0.084 0.094 0.087
t10 0.139 0.143 0.137 0.200 0.197 0.196 0.169 0.194 0.178
t7 0.251 0.230 0.222 0.329 0.309 0.302 0.292 0.306 0.283
t5 0.382 0.368 0.355 0.453 0.434 0.432 0.421 0.434 0.413
t3 0.683 0.674 0.667 0.759 0.733 0.730 0.734 0.736 0.720
tave 0.264 0.255 0.248 0.322 0.309 0.307 0.296 0.308 0.293
Â2
40 0.109 0.107 0.107 0.175 0.169 0.169 0.143 0.162 0.154
Â2
20 0.195 0.175 0.175 0.283 0.250 0.250 0.249 0.237 0.230
Â2
15 0.283 0.262 0.262 0.376 0.345 0.345 0.333 0.339 0.326
Â2
10 0.366 0.325 0.325 0.460 0.428 0.427 0.423 0.422 0.405
Â2
5 0.668 0.620 0.620 0.763 0.717 0.716 0.716 0.699 0.689
Â2
2 0.950 0.925 0.924 0.977 0.951 0.952 0.969 0.947 0.944
Â2
ave 0.429 0.402 0.402 0.506 0.477 0.477 0.472 0.468 0.458
¡Â2
40 0.111 0.107 0.107 0.178 0.169 0.169 0.149 0.162 0.154
¡Â2
20 0.208 0.175 0.175 0.279 0.250 0.250 0.244 0.237 0.230
¡Â2
15 0.299 0.262 0.262 0.373 0.345 0.345 0.343 0.339 0.326
¡Â2
10 0.371 0.325 0.325 0.458 0.428 0.428 0.429 0.422 0.405
¡Â2
5 0.681 0.620 0.620 0.767 0.715 0.716 0.733 0.699 0.689
¡Â2
2 0.949 0.925 0.924 0.976 0.952 0.952 0.961 0.950 0.944
¡Â2
ave 0.437 0.402 0.402 0.505 0.477 0.477 0.477 0.468 0.458
BM1 0.012 0.016 0.015 0.027 0.027 0.029 0.019 0.026 0.024
BM2 0.001 0.001 0.001 0.008 0.010 0.011 0.004 0.010 0.007
BM3 0.549 0.457 0.236 0.978 0.972 0.900 0.939 0.976 0.862
BM4 0.978 0.978 0.859 0.999 0.999 0.991 0.995 1.000 0.983
BM5 0.016 0.012 0.012 0.030 0.030 0.029 0.020 0.027 0.024
BM6 0.097 0.092 0.088 0.145 0.139 0.137 0.125 0.142 0.126
BM7 0.012 0.013 0.013 0.027 0.025 0.026 0.020 0.021 0.019
BM8 0.113 0.105 0.099 0.167 0.160 0.151 0.140 0.158 0.144
BMave 0.222 0.209 0.165 0.298 0.295 0.284 0.283 0.295 0.274
OAave 0.318 0.299 0.284 0.387 0.370 0.366 0.362 0.366 0.35213
TABLE IV
The size and power of Jarque-Bera type tests for non-normality in the presence of
one-sided slope parameters, X2, n = 30, nominal size = 0:05.
The asterisk indicates a signi…cant size distortion at the 5% level
Dist. OS-A OS-A TS-A OS-BS OS-BS TS-BS OS-SC OS-SC TS-SC
of ui ¯=0.01 ¯=0.3 ¯=0.01 ¯=0.3 ¯=0.01 ¯=0.3
N 0.035* 0.034* 0.030* 0.047 0.046 0.047 0.050 0.050 0.050
t40 0.043 0.043 0.039 0.072 0.072 0.073 0.078 0.076 0.071
t20 0.061 0.060 0.064 0.089 0.091 0.099 0.092 0.096 0.099
t10 0.084 0.082 0.081 0.119 0.115 0.114 0.121 0.122 0.118
t7 0.150 0.151 0.132 0.204 0.203 0.184 0.205 0.208 0.183
t5 0.219 0.219 0.205 0.279 0.275 0.261 0.279 0.282 0.264
t3 0.425 0.423 0.393 0.484 0.484 0.461 0.496 0.498 0.461
tave 0.164 0.163 0.152 0.208 0.207 0.199 0.212 0.214 0.199
Â2
40 0.071 0.072 0.069 0.106 0.092 0.090 0.108 0.094 0.088
Â2
20 0.108 0.107 0.105 0.154 0.152 0.146 0.162 0.162 0.152
Â2
15 0.123 0.119 0.108 0.173 0.165 0.156 0.182 0.178 0.161
Â2
10 0.209 0.200 0.182 0.287 0.263 0.247 0.291 0.272 0.246
Â2
5 0.358 0.355 0.325 0.448 0.444 0.416 0.458 0.461 0.418
Â2
2 0.647 0.640 0.583 0.743 0.730 0.678 0.752 0.752 0.680
Â2
ave 0.253 0.249 0.229 0.319 0.308 0.289 0.326 0.320 0.291
¡Â2
40 0.067 0.068 0.069 0.100 0.089 0.090 0.100 0.094 0.088
¡Â2
20 0.124 0.111 0.105 0.169 0.153 0.146 0.170 0.163 0.152
¡Â2
15 0.122 0.118 0.108 0.175 0.164 0.156 0.178 0.174 0.161
¡Â2
10 0.201 0.194 0.182 0.265 0.263 0.247 0.270 0.267 0.246
¡Â2
5 0.359 0.349 0.325 0.452 0.441 0.416 0.463 0.458 0.418
¡Â2
2 0.664 0.655 0.583 0.751 0.740 0.678 0.753 0.756 0.680
¡Â2
ave 0.256 0.249 0.229 0.319 0.308 0.289 0.322 0.319 0.291
BM1 0.023 0.022 0.024 0.041 0.043 0.042 0.043 0.044 0.043
BM2 0.013 0.010 0.013 0.020 0.021 0.025 0.022 0.022 0.025
BM3 0.002 0.002 0.002 0.085 0.084 0.039 0.099 0.118 0.033
BM4 0.010 0.010 0.004 0.524 0.527 0.329 0.606 0.645 0.364
BM5 0.021 0.019 0.018 0.041 0.040 0.031 0.042 0.041 0.032
BM6 0.069 0.070 0.055 0.106 0.109 0.094 0.109 0.110 0.091
BM7 0.025 0.022 0.020 0.037 0.038 0.034 0.035 0.040 0.037
BM8 0.064 0.065 0.062 0.105 0.104 0.098 0.109 0.112 0.099
BMave 0.028 0.028 0.025 0.120 0.121 0.087 0.133 0.142 0.091
OAave 0.159 0.156 0.144 0.225 0.220 0.200 0.232 0.233 0.20214
TABLE V
The size and power of Jarque-Bera type tests for non-normality in the presence of
one-sided slope parameters, X2, n = 60, nominal size = 0:05.
The asterisk indicates a signi…cant size distortion at the 5% level
Dist. OS-A OS-A TS-A OS-BS OS-BS TS-BS OS-SC OS-SC TS-SC
of ui ¯=0.01 ¯=0.3 ¯=0.01 ¯=0.3 ¯=0.01 ¯=0.3
N 0.035* 0.034* 0.031* 0.051 0.055 0.054 0.050 0.050 0.050
t40 0.054 0.052 0.049 0.092 0.094 0.082 0.086 0.084 0.072
t20 0.065 0.064 0.065 0.107 0.105 0.093 0.094 0.094 0.083
t10 0.134 0.135 0.123 0.197 0.197 0.176 0.183 0.177 0.160
t7 0.238 0.235 0.223 0.309 0.304 0.288 0.302 0.291 0.279
t5 0.373 0.379 0.369 0.446 0.450 0.447 0.430 0.424 0.430
t3 0.685 0.686 0.668 0.747 0.750 0.733 0.737 0.735 0.715
tave 0.258 0.259 0.250 0.316 0.317 0.303 0.305 0.301 0.290
Â2
40 0.121 0.113 0.112 0.163 0.156 0.156 0.154 0.142 0.145
Â2
20 0.199 0.190 0.185 0.281 0.260 0.256 0.257 0.240 0.237
Â2
15 0.282 0.272 0.270 0.351 0.357 0.346 0.344 0.330 0.323
Â2
10 0.356 0.341 0.326 0.456 0.436 0.420 0.438 0.416 0.407
Â2
5 0.657 0.644 0.622 0.758 0.743 0.715 0.735 0.715 0.695
Â2
2 0.945 0.938 0.923 0.969 0.967 0.953 0.966 0.964 0.949
Â2
ave 0.427 0.416 0.406 0.496 0.487 0.474 0.482 0.468 0.459
¡Â2
40 0.110 0.112 0.112 0.164 0.156 0.156 0.153 0.145 0.145
¡Â2
20 0.208 0.191 0.185 0.279 0.270 0.256 0.268 0.242 0.237
¡Â2
15 0.280 0.275 0.270 0.366 0.350 0.346 0.342 0.329 0.323
¡Â2
10 0.356 0.336 0.326 0.447 0.431 0.420 0.428 0.411 0.407
¡Â2
5 0.662 0.644 0.622 0.748 0.739 0.715 0.728 0.715 0.695
¡Â2
2 0.943 0.937 0.923 0.968 0.964 0.953 0.964 0.962 0.949
¡Â2
ave 0.427 0.416 0.406 0.495 0.485 0.474 0.481 0.467 0.459
BM1 0.011 0.011 0.015 0.026 0.024 0.027 0.019 0.019 0.021
BM2 0.001 0.001 0.001 0.004 0.006 0.005 0.002 0.002 0.003
BM3 0.428 0.427 0.242 0.945 0.945 0.898 0.933 0.921 0.842
BM4 0.948 0.948 0.872 0.996 0.996 0.987 0.995 0.995 0.984
BM5 0.016 0.015 0.012 0.027 0.027 0.030 0.025 0.023 0.023
BM6 0.101 0.101 0.090 0.154 0.155 0.146 0.145 0.140 0.135
BM7 0.016 0.016 0.018 0.035 0.035 0.033 0.028 0.028 0.028
BM8 0.102 0.103 0.097 0.151 0.155 0.152 0.145 0.137 0.145
BMave 0.203 0.203 0.168 0.292 0.293 0.285 0.287 0.283 0.273
OAave 0.308 0.304 0.287 0.379 0.375 0.365 0.369 0.360 0.351